We introduce a method for determining the position and orientation of fixed dipole emitters based on a combination of polarimetry and spot shape detection. A key element is an effective Point Spread Function model based on Hermite functions. The model offers a good description of the shape variations with dipole orientation and polarization detection channel, and provides computational advantages over the exact vectorial description of dipole image formation. The realized localization uncertainty is comparable to the free dipole case in which spots are rotationally symmetric and can be well modeled with a Gaussian. This result holds for all dipole orientations, for all practical signal levels, and for defocus values within the depth of focus, implying that the massive localization bias for defocused emitters with tilted dipole axis found with Gaussian spot fitting is eliminated.
Introduction
The topic of this paper is the role of emitter dipole orientation in localization microscopy techniques such as PALM, STORM, or GSDIM [1] [2] [3] [4] [5] . In these techniques, emitters can switch between off and on-states such that only a sparse subset of all emitters is in the on-state for each image frame of a time lapse series. The location of all emitters can then be determined from the sequence of all image frames which each have a randomly different sparse subset of emitters that is active. The localization uncertainty can be well below the diffraction limit, mainly dependent on the photon count, and typically amounting to several tens of nanometers. In many cases the emitter can either rotate or change its conformation freely during the lifetime of the excited state of the emitter, typically a few ns. For the many excitation-emission cycles comprising an image frame of typically 10 ms, an average over randomly distributed emission dipole orientations will be observed. In other cases the single emitter cannot rotate freely, such as in solid-state or cryofrozen samples or for emitters immobilized at a surface or in a matrix, or rigidly bound to a macromolecuar complex. In those cases the fixed dipole orientation needs to be taken into account in the analysis, as it affects the observed spot shape.
In a previous paper written by us [6] we have investigated the role of dipole orientation and classical optical aberrations on localization accuracy of spot fitting with a Gaussian Point Spread Function (PSF) model. One of the key findings was that the combination of tilted dipoles and symmetric aberrations such as defocus or spherical aberration, gives rise to a very large localization bias of tens of nanometers. Similar conclusions have been obtained by Engelhardt Fig. 1 . Cross-sections of the PSF for a tilted dipole with defocus equal to the diffraction limit (left, (a)), and scatter plot of simulated localizations for a fixed dipole emitter with tilted dipole axis with defocus equal to the diffraction limit (boiling down to an axial object displacement of about 0.15 µm for the parameters assumed, NA ob = 1.25, and λ = 500 nm) using a Gaussian PSF (right, (b)). The found positions, the 1 × σ confidence level and the Gaussian Cramer-Rao Lower Bound (CRLB) are plotted. The localization was done using Maximum Likelihood Estimation (MLE) with a Gaussian PSF, taking 500 detected signal photons, and 25 background photons, the photons distributed over an 11×11 pixel large Region Of Interest (ROI) according to Poisson statistics. and co-workers [7] , and previously, in the context of Total Internal Reflection Fluorescence (TIRF) imaging, by Enderlein and co-workers [8] . The results of simulated localizations of a tilted dipole emitter with defocus are shown in Fig. 1 in order to illustrate the problem. Clearly, the variance of the fit is small and about equal to the Cramer-Rao Lower Bound (CRLB). There is, however, a bias of about 50 nm, which is unacceptably high. The first goal of the current paper is to solve this bias problem for fixed dipole emitters with a tilted dipole axis. To that end the orientation of the dipole emitter must be measured. There are basically two ways to deduce dipole orientation. The first method is based on the use of polarization optics in the detection light path. Gould et al. [9] split the image in two sub-images via a Polarizing Beam Splitter (PBS) for measuring the rotational anisotropy (via cross-polarized illumination-imaging). Pavani et al. [10] also use a PBS in the detection light path for measuring a polarization contrast imaging modality. It appears that an accurate measurement of the full polarization and in that way of both the polar and azimuthal dipole angle requires a more sophisticated polarimeter architecture, e.g. as proposed in [11] , or by one of the architectures described in [12] . In particular the Azzam-polarimeter [13] in which the image is split into four sub-images seems a suitable option. The second method to determine dipole orientation is via spot shape information. The root cause of the tilted dipole bias problem is that the spot of a tilted dipole with a little defocus cannot be reliably distinguished from the spot of a horizontal dipole with a position offset. A differentiation in shape can be accomplished by defocused image acquisition. Several papers have appeared about the measurement of dipole orientation using spot shape varations of defocused images of single dipole emitters [14, 15] . Extensions of this idea to measure both orientation and position have appeared as well. Aguet and coworkers determine position and orientation from defocused images by including a steerable filter approach for solving the orientation variables into a Least Mean Squares (LMS) fit for the position [16] . Another study of combined position-orientation measurement has been presented by Mortensen and co-workers [17] . They consider methods that apply to in-focus TIRF imaging. Both papers contain results for images with relatively low noise levels (corresponding to photon counts which we estimate to be of the order 3 × 10 3 [16] to 3 × 10 4 [17] ). It is not clear how these methods perform for more practical noise levels (corresponding to say 200-1000 photons per emitter per acquired image). In addition, the extent to which these methods suffer form the tilted dipole bias problem is not fully clarified.
A common denominator of all of the above work is the use of realistic vectorial PSF models, taking all effects of high NA and polarization into account [18, 19] . A major drawback of the use of such models in an iterative procedure to fit position and orientation is their computational inefficiency. This stands in stark contrast to the popular Gaussian PSF model, which works fine for freely and rapidly rotating dipoles [6] and can be used for real-time position estimation when programmed on paralel processing platforms such as graphics cards [20] . An additional, albeit minor, drawback of the full-fledged PSF models is that asymmetric aberrations, such as astigmatism for the purpose of 3D-imaging, cannot be easily introduced in the model.
In this paper we propose a method for determining position and orientation with two novel ingredients. First, we combine polarization and spot shape information to determine orientation rather than tread along a single one of these routes. In particular, we propose the use of an Azzam-polarimeter in the detection light path. We will show that this gives orientational information from polarization as well as from hitherto unreported spot shape variations. Second, we propose an effective PSF model based on Hermite functions. These provide a straightforward generalization of the isotropic Gaussian PSF model for describing the essentials of spot shape variations with dipole orientation and with the polarization branch in the detection light path. We show that the proposed method (i) solves the tilted dipole bias problem, (ii) has a defocus tolerance which is at least equal to Maréchal's diffraction limit, and (iii) works well at moderate photon counts corresponding to usually encountered experimental conditions. The paper is organized as follows. In Section 2 the PSFs for imaging through the Azzampolarimeter are presented, and section 3 introduces the effective Hermite PSF model. The unknown parameters of the model are found by MLE fitting decribed in section 4. Results are presented in section 5, conclusions and an outlook in section 6. A number of technical details are described in three appendices.
The Point Spread Functions in polarization imaging
A possible experimental implementation of the Azzam polarimeter is shown in Fig. 2 . The beam captured by the objective is split into two parts, the polarization of one part is rotated over π/4, then both beams are split in two parts by a PBS. The four images are captured on four quadrants of a single EMCCD. Standard fields of view (512×512 pixels) are big enough to accommodate four images. Such a setup is quite akin to commonly used 'Optosplit'-setups. Not drawn in the figure are optical path length compensation plates for making the defocus in all channels equal.
Polarization rotation over π/4 can be achieved in a number of ways, for example with a quartz waveplate with fast axis along the optical axis (thus using only the optical activity, not the birefringence), or with a twisted liquid crystal waveplate operating in the Mauguin-regime, or with a set of two λ /2-plates, one with fast axis oriented along the x-axis, and the other with fast axis oriented at π/8 with the x-axis. An even different arrangement for producing the four polarization images can be made using a switchable polarization rotator. For example, having a first fixed λ /2-plate and a second fast switchable λ /2-plate, such as a Ferroelectric Liquid Crystal based shutter, in front of the PBS allows to record the π/4 rotated polarization pairs of images consecutively, rather than in parallel. Presumably, other polarization optical schemes for reaching the same goal can be invented too. The four PSFs corresponding to the four sub-images have a distinct shape depending on the emitter dipole orientation. These shapes are analyzed with the following formal developments. These developments closely follow the notations and conventions of our previous paper [6] . For the sake of completeness, a summary of all definitions and conventions on coordinate scalling, and of the basic equations of dipole image formation are given in appendix A. First we consider the pair of polarization images without π/4 polarization rotations. The electric field in the image plane (on the detector) at scaled position u originating from a dipole at scaled position u d with dipole oriented along the unit vector d = (d x , d y , d z ) is given by:
for j = x, y, where E 0 is the amplitude, and where the functions w jk ( u) are the Fourier transforms of the pupil function times a matrix of angular functions. If there are no aberrations or only azimuthally symmetric aberrations (defocus, spherical aberration) the electric field can be expressed in terms of the three Richards and Wolf type of functions F k (k = 0, 1, 2) defined in appendix A. It appears that the contribution from F 2 is generally much smaller than the contri-bution from the other two functions. It is therefore a reasonable approximation to neglect this term. The electric field then turns out to be:
where polar coordinates (u, ψ) are used in the image plane. Polarization rotation over an angle χ changes this to:
where the rotated dipole vector components are:
The resulting intensities after passing through the PBS follow as:
where χ = 0, π/4 is the rotation angle. Clearly, the two PSFs with χ = π/4 (from now on referred to as the x ′ and y ′ channels) give rise to the same spot shapes as for the pair with χ = 0 (from now on referred to as the x and y channels), but now rotated over an angle π/4. The relative intensity of the two spots is however different, as it depends on the azimuthal angle of the dipole. These expressions for the polarization PSFs can describe the gross features of spot shape as a function of dipole orientation. Figure 3 shows the numerically calculated PSFs for the four polarization channels for horizontal, tilted and vertical dipoles. For (near) horizontal dipoles the first term on the r.h.s of equations 8 and 9 is dominant, giving rise to conventional peaked spots with peak intensities d 2
x and d 2 y for the x and y-channels, and d 2 x ′ and d 2 y ′ for the x ′ and y ′ -channels. Clearly, these intensities can be very different depending on the azimuthal dipole angle. For (near) vertical dipoles the third term on the r.h.s of equations 8 and 9 is dominant, leading to double spots in each of the two channels, such that the line through the two subspots of each channel is oriented along the polarization axis of that channel. The sum of the x and y polarization spots, as well as the sum of the x ′ and y ′ channels, is an azimuthally symmetric doughnut spot. For tilted dipoles all terms matter, and we see a cross-over between the two different spot shapes. On top of that, the second term on the r.h.s of equations 8 and 9 is now of relevance and gives rise to offsets in the position of the peaks. The offset is directed along the axis of polarization of each of the polarizations channels, i.e. the x-polarized spot has an offset in the x-direction, whereas the y-polarized spot has an offset in the y-direction. The offsets in the x ′ and y ′ channels are along the diagonals of the image. This behaviour enables the disentanglement of dipole tilt and defocus from a mere displacement of the emitter. 
Effective Point Spread Function model based on Hermite functions
Localization algorithms ususally require the numerical optimization of some merit function. In each iteration step the PSF model must be compared to actual image data. Clearly, this requires evaluating the full PSF in each iteration step, which is numerically challenging. Moreover, it is questionable whether such an exact PSF model is needed, as much of the finer detail of the spot shape is presumably washed away in the noise and background. For these two reasons it makes sense to develop a PSF model depending on functions that are numerically easy to calculate and nonetheless are able to describe the wide variety of spot shapes that occur for different dipole orientations. These functions must execute these desirable tasks with reasonable accuracy for practical signal-to-noise and signal-to-background levels. The simplicity and convenience of the popular Gaussian suggests that we try a modification of the Gaussian function. Such a modification is for example the product of a polynomial with a Gaussian. A function like x 2 exp −x 2 /2σ 2 can be tried for the doughnut spots that occur for vertical dipoles, a function such as x exp −x 2 /2σ 2 can describe the spot asymmetry for tilted dipoles, and a Gaussian exp −x 2 /2σ 2 reasonably fits the spot shape for horizontal dipoles. An effective PSF model can be found by a linear combination of these functions, weighted with factors quadratic in the dipole vector components. It appears to be advantageous to write these products of polynomials and a Gaussian function in terms of Hermite functions. The Hermite functions are defined as:
with H n (s) the nth order Hermite polynomial (H 0 (u) = 1,
Hermite polynomials have only a few applications in physics and engineering. Most famously, of course, is in the eigenfunctions of the Schrödinger equation for the quantum mechanical harmonic oscillator. Another applications is in Hermite-Gaussian beams which solve the paraxial wave equation [21] . The aforementioned linear combination of Hermite functions up to second order is:
with the Hermite basis functions:
for integer l and m. Here x = u cos ψ and y = u sin ψ are the image plane coordinates, and χ is the polarization rotation angle which takes values equal to zero for the first image pair and equal to π/4 for the second image pair. The emitter coordinates are x 0 and y 0 , A is a measure for the signal photon count, σ is the width of the PSF, the number of background photons in each polarization channel is b per pixel area a × a (the background is assumed to be unpolarized), α is an effective asymmetry parameter, and β is a measure of the relative magnitude of the doughnut contribution to the total spot. It can be shown that the PSFs are positive definite provided that the asymmetry parameter satisfies |α| ≤ 1 and the background parameter b ≥ 0. The distribution of the signal photons over the two channels is found from the integral of the PSFs over the image plane:
which gives a total signal photon count
z . It appears to be convenient to absorb the signal photon count variable A, the unit-vector along the dipole axis d and the parameter β into a single vector D of three independent variables defined by:
With this substitution the model has eight free parameters:
The signal photon count and the dipole unit vector can be found from the D-vector via the inverse transformation:
This necessitates prior knowledge of the parameter β , which thus is the only 'magic' parameter of our model. It turns out that β only depends on fixed parameters such as NA and refractive indices and on the value of the asymmetry parameter α. Results in support of this connection are presented in section 5. Deviations of the found orientation from a ground truth dipole direction d 0 = (sin θ 0 cos φ 0 , sin θ 0 sin φ 0 , cos θ 0 ) can be quantified with two orientational fluctuation variables:
where p 0 = (cos θ 0 cos φ 0 , cos θ 0 sin φ 0 , − sin θ 0 ) and s 0 = (− sin φ 0 , cos φ 0 , 0) are the two unit vectors in the polar and azimuthal direction. The power captured by the pixel centered at (x k , y k ) follows from integration of the intensity over the a × a pixel area:
This integration can be done analytically using the different (recursion) relations satisfied by the Hermite functions:
It now follows that:
where:
with the shorthand defined for functions f (u): and where the definition of the Hermite functions is extended by :
The components of the vector D in the rotated frame are D x ′ = cos χD x + sin χD y and D y ′ = − sin χD x + cos χD y . The recursion relations provide another numerical advantage, apart from the exact integration over the pixel area. Namely, it is possible to obtain analytical expressions for derivatives of the pixel averaged PSF µ l k w.r.t. the fit parameters, which can then be evaluated numerically with great efficiency. Such expressions are needed in the MLE fitting routine. Figure 4 shows cross-sections along the x and y-axes of realistic vectorial PSFs and Hermite PSF model fits for the four polarization channels, and for horizontal, tilted, and vertical dipoles. Apparently, the Hermite PSF model gives a good quantitative description of the different spot shapes, small differences arise with the fringe structures surrounding the main spot.
Levenberg-Marquardt based Maximum Likelihood Estimation
The observed parameters are the set of photon counts in the four channels N = n l k for l = x, y, x ′ , y ′ , the unknown parameters are θ = x 0 , y 0 , σ , D x , D y , D z , α, b . In Maximum Likelihood Estimation (MLE) the likelihood for observing N given the unknown parameters θ is maximized. It is customary to work with the logarithm of the likelihood function, as that appears to be a more amenable functional than the likelihood itself. The log-likelihood function is derived from the properties of the statistical process leading to the observed parameters N. In case the photon count per pixel follows a Poisson distribution with expectation value µ l k (θ ), we obtain the log-likelihood:
The log-likehood function is maximum if the gradient of the functional w.r.t. the parameters θ is zero. The first order derivatives (gradient) and second order derivatives (Hessian) of the log-likelihood are given by:
Expressions for the first order derivatives of the pixel Poisson-rates µ l k , derived by applying the recursion relations satisfied by the Hermite functions, are given in appendix B. The terms in Eq. (30) involving the second order derivatives of the pixel Poisson-rates are usually neglected in the optimization procedure [22] , giving rise to a simplified Hessian:
The reason is that these terms are linear in the difference µ l k − n l k , and are therefore expected to be small close to the optimum, provided the model reasonably fits the observations, and provided the initial values for the parameters are not too far off. An additional justification is that the precise form of the Hessian does not affect the optimum in parameter space, only the path of convergence to the optimum. There is also a practical advantage to using this simplified Hessian H s , as now the computation of the second order derivatives of the Poisson-rates is avoided. It is noted that there is no fundamental reason not to calculate the second order derivatives. If it is wanted or perhaps needed the full expression for the Hessian may be used as well, which thus comes at the price of finding and evaluating expressions for the second order derivatives of the Poisson-rates. The update rule for the parameters in each iteration step of the Levenberg-Marquardt optimization algorithm is:
In case the parameter update does not result in an increase of the log-likelihood it is tried again with a Levenberg-Marquardt parameter λ that is increased by a factor η. In case the parameter update does result in an increase of the log-likelihood the parameter update is accepted and the Levenberg-Marquardt parameter λ is decreased by the factor η. We take as starting value λ = 1 and a multiplication factor η = 10. The iteration is terminated when the relative increase in the merit function is less than 5×10 −5 . Convergence is typically achieved in 6-10 iterations. In our experience the speed of convergence is better compared to the modified Newton-Raphson method of [20] (which uses λ = 1 and only the diagonal part of the Hessian), and the stability of convergence is an improvement over the pure Newton-Raphson method (which uses the setting λ = 0).
Initial values for the parameters are calculated with an algorithm described in appendix C. The method is based on fitting the model to the lowest (up to second) order moments of the light distribution across the ROI. This results in values that are already close to the optimum, especially for low background, thus improving convergence of the MLE procedure.
The Fisher information matrix is:
In the next section we present results not for the vector components (D x , D y , D z ) but instead for the photon count N and for the orientational fluctuations (Q p , Q s ). Such a change in variables (D x , D y , D z ) → (N, Q p , Q s ) means we must replace the Fisher matrix following F → F ′ = JFJ † , with J the Jacobian of the coordinate transformation. The Cramér-Rao Lower Bound (CRLB) on the parameter covariances is found by inverting the Fisher information matrix. The CRLB gives the best possible accuracy in estimating the parameters θ i , provided the model fits the underlying reality. Clearly, in our case there is no exact match between the two as we work with a simplified PSF model based on Hermite functions. We will show, however, that our estimator is to a great extent unbiased, in the sense that the parameter averages over all statistical realizations corresponds to the assumed ground truth values of those parameters, thus lending support to the application of the CRLB concept.
Numerical results
Results for the localization performance of the MLE algorithm are plotted in Fig. 5 . In these simulation sets four polarization PSFs are generated according to the model described in the appendix. The NA is taken to be 1.25 (water immersion), the wavelength is 500 nm, each pixel is 80 nm in object space (slightly oversampled, Nyquist would imlpy 100 nm pixels), and the ROI is 11×11 pixels large. The emitter coordinates are drawn from a normal distribution with a width equal to one pixel. The four polarization images are distorted by Poisson-noise and background. A total number of 500 signal photons and 25 background photons (making the signal-to-background ratio equal to 20) is distributed over the four images following Poisson statistics. So, the sum of the four images contains on average 500 signal photons and 25 background photons. The simulation is run for 500 instances. Fits with a final log-likelihood deviating more than three standard deviations from the mean are designated as outliers and are removed from the data set. Typically less than 1% of the runs results in an outlier, indicating that the fitting routine is quite robust. Figure 5 shows scatter plots of the found position errors for horizontal dipoles (θ d = π/2, φ d = π/4), tilted dipoles (θ d = π/4, φ d = π/4), vertical dipoles (θ d = 0) for the case of zero defocus and for defocus equal to the diffraction limit. For the zero defocus case localization errors are in the range 4-6 nm, where the largest localization error is for horizontal and tilted dipoles in the tilting direction. For comparison, rapidly rotating dipoles, for which the averaged dipole PSF can be well fitted with a Gaussian, give rise to a localization error of 4-5 nm for the same parameters and for the same photon count. Clearly, the maximum achievable localization precision is hardly compromised by dividing the total number of photons over multiple images. The diffraction limited defocus case gives rise to localization errors in the range 5-9 nm, where the worst case occurs for horizontal and tilted dipoles in the tilting direction. The bias for tilted dipoles is reduced to about 5 nm, which is a reduction with an order of magnitude compared to the state-of-the-art Gauss fitting [6] . The typical bias in each of the two coordinates is less by a factor √ 2/3, and amounts to about 2 nm. This shows up in the localization uncertainty for random fixed dipoles (see Fig. 6 ), which is somewhat above CRLB. In conclusion, the proposed MLE estimation achieves near optimum localization unertainty with a small residual localization bias of 5 nm/2 nm (worst case/typical case), and hardly underperformes compared to the much more simple case of rapidly rotating dipoles, for which Gaussian PSF fitting works very well.
The dipole orientation is determined from the dipole vector components (D x , D y , D z ) via Eq. (18). Figure 7 shows data connecting the found dipole vector components to the ground truth dipole direction along the unit vector (d x , d y , d z ) . The simulation was done for a set of 500 dipole emitters with random but fixed orientation in a watery medium (n med = 1.33), both for conditions corresponding to a water immersion objective (NA = 1.25) and to an oil immersion objective (NA = 1.45, for capturing more light via supercritical fluorescence in TIRF-mode). The linear relation between D hor /D ver = D 2 x + D 2 x /D z and d hor /d ver = d 2 x + d 2 x /d z following from Eq. (18) works rather well. It is mentioned that the fitted value of β is based only on the orientations with intermediate tilt angles, as the scatter for orientations very close to the vertical or horizontal orientation tends to dominate the outcome of the fit. For the case of a water immersion objective, the coefficient of linearity turns out to depend quadratically on the asymmetry parameter: β fit = β 0 − α 2 /2, where the parameter β 0 is found as β 0 = 0.66. Other values for the NA would necessitate a calibration similar to the one presented in Fig. 7 in order to find the right numerical value for β 0 . For the case of an oil immersion objective the best fit indicates a constant value β = 1.7. The difference with the water immersion case is probably related to the evanescent wave contributions to the overall spot. It may be expected that the proper value of β depends not only on NA but also on the refractive index of the medium. Prior knowledge of this latter parameter is thus also needed to calibrate the parameter β . An alternative to the phenomenological relationships presented here is to use a look-up table for connecting D to d. Figure 8 shows scatter plots for the orientational fluctuations for the same cases considered as for the localization. For the vertical dipole case the angular uncertainty is around 0.8 deg in all directions, which makes sense as nothing breaks the rotational symmetry around the vertical axis. For the intermediate, tilted dipole case the polar angle uncertainty is slightly larger, around 2.5 deg in focus and around 3.0 deg with defocus equal to the diffraction limit. For the horizontal dipole case polar angle uncertainty is around 5 deg in focus and around 4 deg with defocus equal to the diffraction limit. The uncertainty in the azimuthal angle for both the tilted and horizontal dipole cases is around 1.6 deg both in and out of focus. The results for fixed dipoles with random orientation, shown in Fig. 9 , give around 1. most orientations is comparable to the results reported in [16] , with the exception of vertical dipoles, for which the current results are an improvement. The comparison between the achieved accuracy and the averaged CRLB of the Hermite PSF model at the found parameters reveals several striking features. For the tilted dipole case it appears that the angular accuracy is a bit above the average CRLB, according to prior expectations. For the horizontal dipole case the CRLB fits with the azimuthal uncertainty, but is much larger than the polar uncertainty. For the vertical dipole case the CRLB is much larger than the achieved uncertainty in both angular directions. The reason for this behaviour is that the Fisher matrix of the Hermite PSF model is singular for certain parameter values. This occurs when the asymmetry coefficient α = 0 and when D z = 0 (horizontal dipole) or D x = D y = 0 (vertical dipole). Close to these singular cases the CRLB for the polar direction (horizontal dipole) or for both angular directions (vertical dipole) grows very large. There are a number of reasons why the CRLB diverges while the realized uncertainty found from the simulations remains finite. First of all, the fact that the Fisher matrix is singular at these special points does not imply that the actual Hessian is singular, as it differs from the Fisher matrix by a noise term proportional to the difference in observed and model pixel values n k − µ k , and by the additional diagonal Levenberg-Marquardt term. In our simulations it appears that for the vertical dipole case the Levenberg-Marquardt parameter λ indeed does not get small upon convergence to the optimum, as would be expected for a non-singular Hessian. A consequence of a (near) singular Hessian would be a deviation in the distribution of the found parameters from the normal distribution, which would be especially visible under low noise conditions, as then the difference between the Hessian and the singular Fisher-matrix vanishes. We have done Kolmogorov-Smirnov tests on the distribution of the polar angle fluctuation Q p to check this. It turns out that indeed the distribution of found Q p is not a normal distribution for horizontal and vertical dipoles at high photon counts (above about 10 3 for the vertical dipole case and even lower for the horizontal dipole case). A second reason for the difference between the averaged CRLB and the realized uncertainty is the variation in the asymmetry parameter α. For the horizontal and vertical case this parameter cannot be determined accurately, so values in the entire range −1 ≤ α ≤ 1 will be found. For non-zero α the Fisher matrix is not singular, thus regularizing the CRLB. We suspect that this is also the reason why the polar uncertainty for the horizontal dipole improves with defocus, as then the tendency for non-zero α increases. Yet a third reason may be found from the simplified nature of the Hermite PSF model. It may be the case that the Fisher matrix for the exact dipole PSF model is not singular for the horizontal and vertical dipole cases.
We have not developed a full understanding of why the realized uncertainty in the polar angle has the finite value it appears to have. We have tried several methods to regularize the calculation of the average CRLB in order to be able to predict the outcome of the simulations. For example, averaging the Fisher matrix and then taking the inverse instead of the other way around turns out to give a good fit with the observed polar uncertainty for the horizontal dipole case. However, this positive result does not extend to other values of the polar angle. Another regularization method that has been tried is to evaluate the CRLB of a suitable function of the polar angle, say cos (2θ p ), which has a zero derivative at θ p = 0 and θ p = π/2. Although such a procedure gives finite results for the CRLB at these two orientations, it does not give a proper description of the realized uncertainty in the numerical simulations. Summarizing, the good quality of the realized angular uncertainty may be somewhat fortuitous and at present beyond description by a predictive model. Finally, we speculate that on a fundamental level the use of defocus for determining dipole orientation may provide an advantage, as then a formally diverging CRLB may be avoided. Figure 10 shows the rms localization error (RMSLE), the rms orientational error in the sdirection (RMSOE s ), and in the p-direction (RMSOE p ) as a function of the signal photon count for different angles and defocus values and for zero background. These error measures incorporate both bias and variance effects in a single number. As benchmark for the localization results the Gaussian localization CRLB equal to √ 2σ / N ph (the factor √ 2 comes from adding the x and y contribution to the RMSLE) is plotted as well. In a recent paper Foreman and Török [12] show that the azimuthal angle of in-plane dipoles can be measured with a polarimeter architecture like the one considered in this paper with a CRLB equal to 1/ 2N ph . This line is plotted in the orientational error curves as a benchmark. It appears that the localization uncertainty in focus follows the Gaussian CRLB quite closely. The error is slightly larger in case of defocus for horizontal and tilted dipoles, in particular due to the small residual bias of a few nm for the tilted dipole case. This bias turns up at high photon counts as a plateau the localization error flattens off to. The azimuthal orientation error is excellently described by the bound derived by Foreman and Török for the tilted dipole case, both in focus and out of focus. For the horizontal dipole case the agreement is reasonably well, the error is a bit below the bound for low photon counts and a bit above the bound for high photon counts. The vertical dipole case is well below the bound for low photon counts, but gives an increase in uncertainty for high photon counts. The uncertainty in the polar orientation is significantly larger than the benchmark, for intermediate tilt angles by a factor of about 2, for larger tilt angles by a factor of about 3. Both the relatively large uncertainty in the polar angle and the increase in angular uncertainty of vertical dipoles for large photon counts is attributed to the near-singular Fisher matrix close to the horizontal or vertical dipole orientation, giving rise to non-normal data distributions around the mean with long tails to high values for the orientational error. Another deteriorating effect is a small bias in the polar angle for the tilted dipole case at high photon counts.
Conclusion
In summary, we have shown that the realized localization error closely follows the CRLB derived from the Gaussian PSF model, for all dipole orientations, for all practical photon counts and for defocus values at least up to the diffraction limit. Clearly, this provides a solution for the tilted dipole bias problem. The uncertainty in the azimuthal orientation is reasonably well described by the Foreman-Török formula, the uncertainty in the polar orientation appears to be somewhat worse. Our computational scheme is straightforward in view of the relative complexity of the shape variations of the polarization PSFs. The effective Hermite PSF model works well, and can be efficiently used in a MLE-fit for the unknown parameters. The Hermite PSF model provides significant analytical shortcuts for the integration over the pixel area and for the derivatives of the pixel Poisson rates with respect to the fit parameters. A practical problem not considered here is the registration problem. The four images for the four polarization channels must be aligned with respect to each other with an accuracy typically better than 10 nm. Although this can be accomplished in principle with fiducials such as fluorescent beads, it requires careful experimentation and image analysis. Another aspect not considered here is the excess noise of the EMCCD. According to Mortensen et al. [17] MLE-fitting with a Poissonian noise based log-likelihood gives the correct results, only the predicted uncertainty is a factor √ 2 larger due to the noise associated with the electron multiplication process. A final issue introducing inaccuracies beyond the effects reported in this paper is birefringence of the sample. In case the emitter is located behind a layer of cell material, this birefringence may disturb the polarization of the emitted light, thus compromising the measurement of orientation and position.
An interesting topic for further study is the cross-over between fixed and free dipoles for coherent polarized illumination. In that case the ratio between the fluorescence lifetime and the rotational difusion time changes from zero to infinitity. This will modify the PSF and the fitting procedure for position and orientation. Clearly, the uncertainty in determining the orientation will grow large upon approach of the free dipole case. The nature of this transition and a quantitative description of it are left for future work. It is noted that the ratio between the rotational diffusion time and the frame time is the relevant ratio if the illumination is unpolarized, e.g. if a lamp is used instead of a laser. A second topic of interest for future explorations is the generalization to the case of 3D-localization. It is not clear if the current approach with a simplified Hermite PSF model can be successfully applied to the bifocal [23, 24] , astigmatic [25, 26] , or helical [27] spot modifications needed for determining the axial position. Finally, an in-depth analysis of the effect of background on the uncertainty in position and orientation would provide a third topic worthy of investigation.
A. Summary of dipole image formation
The emitter dipole is located in a medium with refractive index n med adjacent to a cover slip with refractive index n cov . The emitter is imaged with an immersion objective lens with numerical aperture NA ob designed for an immersion fluid with refractive index n imm . The objective lens is assumed to be corrected for focusing onto the interface between the cover slip and the medium. The intersection of the optical axis with this interface is taken to be the origin of the coordinate system in object space. The emitted radiation is collected by the objective lens with focal length F ob and focused by the tube lens with focal length F im onto the detector. Both lenses are assumed to be aplanatic and the imaging system is assumed to be telecentric, i.e. the aperture stop is located at the back focal plane of the objective lens, which coincides with the front focal plane of the tube lens. The magnification of the imaging system is M = F im /F ob , thus making the numerical aperture in image space NA im = NA ob /M. In practice M ≫ 1, so that NA im ≪ 1. The radius of the stop is given by R = F ob NA ob = F im NA im . The pupil coordinates are scaled with the stop radius R scaling the pupil to the unit circle, the object and image coordinates are scaled with the diffraction lengths λ /NA ob (object space) and λ /NA im (image space). The (2D) position of the emitter with respect to the focal point is r d = (x d , y d ). The scaled position is u d = NA ob r d /λ . The electric field in the pupil plane at point v = (v x , v y , 0) corresponds to the plane wave in object space with wavevector along (sin θ med cos φ , sin θ med sin φ , cos θ med ),
where the arguments of the Σ lm are suppressed for the sake of brevity, and where:
In evaluating these derivatives it is used that:
and similar expressions for the analogous derivatives.
C. Initial value estimation by the method of moments
Initial vlaues for the parameters are obtained from the lowest (up to second) order moments of the light distribution across the ROI. This method generalizes the centroid estimation of emitter location, which works well provided that the PSF is accurately described by a Gaussian, and provided there is no or only little background. It may therefore be expected that the generalization presented here also works well in the low-background limit. We will first describe how to extract estimates from each of the two pairs (with and without π/4 polarization rotation) of polarized images. Afterwards the two sets of values can be combined to the final estimate.
The Hermite PSF-model of Eqs. (11) and (12) gives rise to zeroth order moments (photon counts in the x and y polarization channels) as given by Eqs. (14) and (15) . For the calculation of the first and second order moments it appears to be convenient to work with coordinates in a rotated frame, i.e. using x ′ = x cos χ + y sin χ and y ′ = −x sin χ + y cos χ and similar definitions for x ′ 0 and y ′ 0 . The first order moments are:
Clearly, the offset term does not affect the first order moment of x ′ in the y-polarization channel and the first order moment of y ′ in the x-polarization channel. The second order moments are:
This estimate is unbiased, hence the subscript 'b', and at first sight seems preferable over the centroid estimate. However, the distribution of photons over the two channels can be rather uneven giving one of the two estimates a relatively large variance. Clearly, it is more sensible to look for an optimum bias-variance trade-off which has the lowest possible overall localization error. This optimum is found via a weighted sum of the two estimates:
with ε a weighting parameter (and a similar expression for the y-coordinate). It is noted that translation invariance requires that the linear combination of the two fit values takes this form with only a single degree of freedom in the weighting parameter. The optimum value of ε is determined from mimimizing the (x-contribution to the) Mean Square Localization Error MSLE, which is the sum of the variance V and the square of the bias ∆:
The estimated variances of the minimum-variance and minimum-bias fit values are V = σ / M x 0 + M y 0 and V y = σ / M y 0 , where an initial estimate for σ is given by (80). The bias is estimated as ∆ = κ (x 0v − x 0b ) with κ a parameter describing the confidence level of the bias estimate. It follows that the MSLE is given by:
The miminum of this expression is obtained for:
and the minimum MSLE is equal to:
For vertical dipoles or horizontal dipoles with azimuthal angle in between the polarizer axes we typically expect ∆ 2 ≈ V y ≈ 2V giving MSLE ≈ V . For tilted dipoles we can have ∆ 2 ≫ V y ≈ 2V giving MSLE ≈ 2V . For horizontal dipoles with azimuthal angle close to the orthogonal axis we expect V y ≫ V leading to MSLE ≈ V + ∆ 2 . For this last case a near zero bias confidence parameter κ is needed to keep ∆ small in all cases. On the other hand it must be equal to unity for tilted dipoles with azimuthal angle in between the polarizer axes. A suitable choice is therefore:
With this choice the worst case (tilted dipoles with large bias) gives a localization accuracy that is a factor √ 2 worse than the ideal √ V value. Improved estimates can be found for the other parameters now that the position of the emitter is estimated with mimimum MSLE. To that end, the minimum variance estimate in Eqs. (78) and (79) must be replaced by the minimum localization error estimate. The equations for estimating the spot width and the vector components D x ′ , D y ′ , D z remain the same. Finally, the asymmetry coefficient α is obtained from: 
