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1. Introducción         
1.1. Motivación 
Hoy en día, el volumen de malware o software malicioso (orientado a la realización de 
actividades ilegales), se ha expandido, surgiendo continuamente numerosas versiones distintas y 
mucho más perfeccionadas. 
Un buen ejemplo de ello, es la reciente aparición de un nuevo tipo de malware que afecta al 
comportamiento del navegador, utilizando unas muy novedosas y sofisticadas técnicas de ataque 
que le permiten modificar las páginas mostradas o interferir en los datos enviados por el usuario. A 
este tipo de  agresión se la conoce como “Man in the browser”.  
Así pues, se pretende profundizar en el aprendizaje y estudio de nuevas técnicas para la 
detección de malware (considerando que las estrategias utilizadas hasta el momento comienzan a 
quedar obsoletas ante este nuevo tipo de ataques) y detectar un tipo específico de malware (aquel 
que afecta de forma específica al navegador) de una forma distinta a la usada en la actualidad. 
Para ello, se ha trabajado alrededor de dos conceptos.  
El primero, se basa en el uso de HoneyPots (ordenadores destinados a ser infectados de forma 
voluntaria y controlada), que monitorizan y controlan las actividades que el software malicioso 
pueda realizar en el equipo. 
 El segundo, se centra en la utilización de Instrumentación Binaria de código, permitiendo añadir 
nuevas instrucciones a un código ya existente y compilado; con el fin de modificar el 
comportamiento del programa instrumentado, controlando en todo momento sus procesos de 
ejecución. 
El estudio, por tanto, pretende obtener una forma de determinar, únicamente mediante el 
comportamiento del navegador, si éste se encuentra infectado por este tipo específico de 
malware, o no.  
1.2. Objetivos   
Mediante este Proyecto, se pretende demostrar que, gracias a la utilización de Instrumentación 
Binaria del Navegador, es posible averiguar, tal y como se ha comentado en el apartado anterior, la 
posible infección de un ordenador por un tipo específico de malware que afecta a su 
comportamiento y funcionamiento “normal”.  
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Para alcanzar dichos objetivos ha sido necesario analizar diferentes requisitos relacionados 
entre sí: 
 
 La utilización de herramientas de virtualización: Estas herramientas son un medio para 
crear una versión virtual de un dispositivo o un recurso, como un servidor, un dispositivo 
de almacenamiento, una red o incluso un sistema operativo. Mediante ellas se pretende 
obtener un entorno seguro sobre el que trabajar y desarrollar el estudio.  
 Utilización del concepto de HoneyPots: Se trata de ordenadores con la función de ser 
infectados voluntariamente y de forma controlada, con el objetivo de monitorizar y 
controlar las actividades que el software malicioso pueda realizar en el sistema. De este 
modo, juntamente con el punto anterior, se hará uso de HoneyPots virtuales. Cabe 
comentar que esto solo supondrá una prueba de concepto, ya que muchos tipos de 
malware son capaces de detectar si están siendo ejecutados en una máquina virtual, para 
así ocultar su funcionamiento. 
 La obtención y estudio de diferentes muestras de malware: El análisis de dichas muestras 
supondrá un mayor conocimiento de las mismas y, por tanto, una mayor eficacia para 
detectar su comportamiento. 
 El uso de herramientas de instrumentación de binarios: Estas herramientas permiten 
insertar nuevas instrucciones sobre un binario, para poder extraer datos que ayuden a su 
estudio y posterior creación de patrones de comportamiento. 
 
Se definen los siguientes objetivos del proyecto: 
 
 Investigar el estado actual del Malware:  
Documentarse sobre el tipo y la cantidad de ataques de Malware hoy en día, tratando 
de descubrir cuál de ellos es el más efectivo o utilizado. Todo ello, con la futura finalidad de 
ser capaces de contrarrestarlos.  
 Conocer los tipos de ataques y técnicas utilizadas por el Malware:  
Ahondar en las diversas estrategias y técnicas utilizadas por los desarrolladores de 
software malicioso, tratando de diferenciar sus métodos, compararlos y, a su vez, discernir 
su efectividad a la hora de generar, mejorar o distribuir malware.  
El objetivo de este apartado es el de progresar en el estudio de la técnica más efectiva y 
con mayor repercusión hoy en día: Man-in-the-browser. 
 Estudiar los diversos tipos de métodos utilizados para contrarrestar un malware:  
Tras conocer el funcionamiento del software malicioso y del malware en particular, la 
idea es cambiar de rumbo y posicionarse en el lado de la seguridad.  
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Mediante este apartado, se pretende profundizar en el estudio de los nuevos métodos 
utilizados para observar, y poder así contrarrestar, los efectos de determinado código 
malicioso. Obviamente la forma de actuación variará en función de las características del 
malware.  
Los dos principales métodos que se desarrollarán en este trabajo son los honeypots y la 
instrumentación binaria.  
 Generar herramientas de comparación de comportamientos:  
Una vez observados los diferentes comportamientos del sistema con malware y sin él, 
se pretende dar con un sistema efectivo de análisis y comparación que permita discernir si 
un navegador se encuentra, o no, infectado. 
 Poner en práctica el estudio:  
Posteriormente al periodo de documentación y estudio, se pretende crear un sistema 
de análisis del comportamiento de un navegador el cual, utilizando los métodos expuestos 
en el apartado anterior, se encargará de determinar si un Navegador se encuentra 
infectado, o no.    
 Comprobar la efectividad del estudio realizado:  
A raíz de los resultados, la hipótesis inicial sobre si es posible decretar la infección de un 
navegador en función de su comportamiento, será corroborada o bien descartada.  
10 
 
2. Estado del arte        
2.1. Malware 
2.1.1. Evolución 
El desarrollo de programas dañinos se originó a través de la creación de virus informáticos y, 
aunque inicialmente sus fines se destinaban estrictamente a la investigación, con el tiempo su 
objetivo derivó en la obtención de reconocimiento por parte de sus autores.  
Durante un largo periodo, los desarrolladores de este tipo de programas buscaban notoriedad y 
repercusión mediática, siendo su objetivo el de crear el programa que de forma más rápida y más 
efectiva pudiera expandirse, o que causase la mayor cantidad de daño posible. Tras esa 
competición por la búsqueda de fama, los creadores de programas dañinos comenzaron a 
comprender que este conocimiento podía servir para algo más que la obtención de reconocimiento 
mediático: la obtención de un beneficio económico. Ese objetivo de obtener cada vez más 
beneficios económicos, ha llegado incluso a generar diversos tipos de delitos informáticos con fines 
puramente lucrativos. En consecuencia, los códigos maliciosos han ido evolucionando y 
perfeccionándose, pasando de ser simples programas enfocados a llamar la atención alterando la 
actividad del usuario, a complejos programas destinados a la obtención de riquezas e información 
privada. 
La creación y propagación de malware hoy en día, está plenamente enfocada a aspectos 
financieros y económicos, ajenos totalmente de los perseguidos en sus comienzos. Además, la 
notoriedad y los revuelos han cedido su puesto al sigilo y la ocultación. 
 
 
 
 
 
 
 
 
 
 
Ilustración 2-1: Evolución del número de malware (2003-10) 
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Este giro tan brusco en la forma de controlar el malware ha propiciado la proliferación de 
aplicaciones maliciosas, así como un mayor esfuerzo dedicado a su detección.  
En la actualidad, el volumen de malware que aparece cada día aumenta rápidamente, siendo 
necesarias más y mejores técnicas proactivas para detectarlo [32]. 
Los tradicionales virus han cedido su puesto a gusanos y troyanos, cuya misión es la de formar 
redes de bots, o botnets, para extender su impacto y obtener beneficios.  
Uno de los puntos de ataque en el escenario actual del malware, es el robo de información 
privada, en especial datos bancarios y financieros de los usuarios, ya que ofrece un camino directo 
hacia la cima: el dinero. 
Sin alejarse del fin puramente lucrativo, en la actualidad, otra amenaza paralela llega a través 
del spyware y el adware, elementos usados por algunas empresas de software que permiten al 
usuario utilizar sus aplicaciones a cambio de monitorizar las actividades de éste, sin su 
consentimiento. 
Experimentando un rotundo crecimiento a lo largo de estos últimos años, los troyanos 
bancarios, así como los falsos programas antivirus, se han proclamado las categorías más 
rentables de ataques informáticos. Tanto es así, que más de la mitad del malware 
capturado hoy en día pertenece a la familia de los troyanos [35]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Ilustración 2-2: Tipología y volumen actual de malware (2010) 
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2.1.2. Troyanos bancarios 
Los troyanos son programas que tratan de llamar la atención de los usuarios y de mostrar una 
apariencia totalmente inofensiva cuando, realmente, una vez instalados realizan determinadas 
acciones que afectan a la confidencialidad del usuario. 
En sus inicios, su finalidad era la de formatear o eliminar archivos del sistema, para causar el 
mayor daño posible en el equipo infectado. Sin embargo, en esa época en la que los creadores de 
malware buscaban notoriedad, los troyanos, al no tener capacidad de propagación por sí mismos, 
no ganaron demasiada influencia. 
En estos últimos años, tras la popularización de Internet, los ciberdelincuentes han hallado en 
este malware el mecanismo perfecto para el robo de datos bancarios, nombres de usuario, 
contraseñas, información personal, etc. Ese fue el nacimiento de una nueva categoría de malware: 
los troyanos bancarios. 
Se denomina troyanos bancarios a una familia de códigos maliciosos cuya finalidad es la 
obtención de información bancaria de los usuarios infectados.  
Uno de los datos más solicitados son las credenciales de identificación en webs bancarias, para 
posteriormente ser enviadas al creador del código malicioso de forma remota. De esta manera 
puede accederse directamente a la cuenta bancaria de la víctima y realizar cualquier tipo de 
operación financiera. 
Los troyanos bancarios han evolucionado con el paso de los años, gracias, en parte, a la lucha 
por superar las contramedidas implementadas por las entidades financieras. Esto ha propiciado 
que hoy en día existan una gran cantidad de variantes, tanto en métodos como en características. 
Este tipo de malware actualmente se distribuye mediante exploits, spam o a través de otro 
malware que descarga el troyano bancario, siendo éste el encargado de acceder a la información 
relacionada con las transacciones comerciales y los datos bancarios del usuario infectado. 
2.1.2.1 Técnicas utilizadas 
Los troyanos bancarios, a lo largo de los años, han empleado varias técnicas para burlar la 
seguridad de las webs de las entidades bancarias, mejorándolas a medida que han ido apareciendo 
nuevas estrategias para protegerse de ellas [11][17]. A continuación, se exponen las más 
relevantes: 
 
▪ Utilización de Keyloggers 
Los primeros troyanos bancarios utilizaban técnicas de keylogging, cuya finalidad era la de 
capturar las teclas pulsadas por el usuario mientras éste ingresaba sus datos en su página web de 
banca por Internet; para así almacenarla y enviarla al atacante. 
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Un keylogger es aquella herramienta capaz de capturar las pulsaciones del teclado, 
almacenarlas y mantenerlas para su posterior visualización. Esta técnica no solamente se destina al 
robo de información bancaria, sino que puede ser utilizada para fines tanto benignos como 
maliciosos. 
Ya que capturar todas las pulsaciones del teclado y registrarlas en un archivo implicaría 
demasiado tiempo de análisis, los troyanos bancarios han evolucionado incluyendo una 
funcionalidad que les permite monitorizar la actividad del sistema y activar el registro de 
pulsaciones cuando se identifica un acceso a la información deseada. 
A raíz de  la proliferación de esta amenaza, los bancos comenzaron a ofrecer una capa de mayor 
protección en el formulario de autenticación. Para ello, la gran mayoría de los portales agregaron 
un teclado virtual opcional al momento de ingresar los datos de acceso, permitiendo que se 
introduzcan los caracteres, haciendo clic en un teclado que aparece en pantalla y, evitando de este 
modo, que un keylogger capture la información confidencial. 
 
 
 
 
 
 
 
Aprovechando la instalación de los teclados virtuales, los atacantes evolucionaron, 
incorporando un alijo de técnicas avanzadas de keylogging en sus códigos, con la finalidad de 
contrarrestar la funcionalidad de dichos teclados. 
A través de la utilización de las funciones API del Sistema Operativo y la captura de las 
coordenadas de las pulsaciones de ratón en la pantalla, los atacantes registraban, por cada 
pulsación que el usuario realizaba, las coordenadas de ubicación del ratón en ese momento. 
En consecuencia, el hecho de conocer la disposición en pantalla del teclado virtual del banco, la 
resolución de la misma y las coordenadas pulsadas, el atacante podía apropiarse de los datos 
ingresados por el usuario. 
Las entidades bancarias, para contraatacar semejante amenaza,  comenzaron a agregar una 
nueva funcionalidad a sus teclados virtuales: alterar el orden de las teclas de forma que las 
coordenadas sólo fuesen válidas para la distribución de las teclas que le fue mostrada al usuario al 
momento de la autenticación. No obstante, los atacantes perfeccionaron los códigos maliciosos, 
evadiendo de nuevo las contramedidas implementadas por los bancos para proteger a sus 
usuarios. 
 
Ilustración 2-3: Ejemplo de teclado virtual 
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▪ Captura de imagen y video 
Los bankers comenzaron a capturar las imágenes alrededor del puntero del ratón mediante 
cada pulsación [1][18]. Esta forma de actuar permitía al atacante recibir una secuencia de imágenes 
con la que formar los datos de acceso del usuario, siendo estos ingresados a través del teclado 
virtual.  
Más adelante, evolucionaron hacia la captura de video. El código atacante inicia una grabación 
de video cuando detecta un acceso a los datos bancarios del usuario. Este registro visual es enviado 
posteriormente y ya en un formato comprimido, al atacante.  
 
▪ Phishing 
Se denomina phishing a otra de las técnicas utilizadas para obtener información bancaria de los 
usuarios.  
Para tener éxito en la usurpación informativa, los atacantes diseñan sitios web similares a los 
originales, intentando engañar al usuario para que este navegue en ellos pensando que está en el 
sitio oficial y, de esta manera, proporcione la  información necesaria para tener acceso a sus 
cuentas. Generalmente, se motivaba a la víctima a entrar a entrar al sitio web malicioso mediante 
el envío de correos electrónicos en nombre de su entidad bancaria, con enlaces al sitio falso. 
No obstante, estas técnicas han evolucionado y, mediante la utilización de un código malicioso 
que altera la configuración de los sistemas, es posible redireccionar al usuario que pretende 
acceder a su entidad bancaria a un falso sitio web.  
 
▪ Ataques Man-in-the-Middle 
Un ataque man-in-the-middle o MitM consiste, generalmente, en un método en el cual el 
atacante se sitúa entre dos partes comunicantes y obtiene información a la que no debería tener 
acceso. Los mensajes dirigidos al sitio web legítimo son recibidos por el atacante, que obtiene la 
información valiosa, envía el mensaje al sitio legítimo, y devuelve las respuestas de nuevo al 
usuario. 
Ilustración 2-4: Representación de un ataque MitM 
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El malware más sofisticado utiliza estos denominados ataques MitM. Este tipo de agresión 
utiliza un servidor malicioso para interceptar todo el  tráfico informativo y financiero entre el 
cliente (usuario) y el servidor (su entidad financiera). No sólo permite a los ciberdelincuentes atacar 
más bancos sino también obtener unos mayores beneficios, ya que los datos son procesados en 
tiempo real.  
En un ataque MitM, aunque para el usuario todo parezca “normal” y seguro, en el momento en 
el que se requiere su autorización para una transacción bancaria, desconoce que lo que está 
autorizando es una transacción creada por un ciberdelincuente. 
El malware que utiliza ataques MitM se escuda en falsos certificados para sitios web, mostrando 
habitualmente falsas notificaciones que tranquilizan al usuario, haciéndolo creer que se mueve en 
su entidad. Esa sofisticación  le permite que, en ocasiones, tan sólo sea necesario el registro del 
usuario en una página web bancaria online. Desde allí, el malware podrá controlar el tráfico web y 
dirigirlo directamente al servidor MitM, asegurándose en todo momento que el usuario cree que 
sigue visitando el sitio web correcto.  
Muchos de los malware que utilizan ataques MitM también hacen uso de  técnicas creadas con 
la finalidad de modificar el navegador. Éste mecanismo denominado HTML injection, realiza un tipo 
de ataques conocidos como ataques Man in the Browser (MitB). 
De este tipo de ataques, y de las nuevas técnicas usadas para llevarlos a cabo en la actualidad, 
se hablará en el apartado 2.2. Nuevas técnicas. 
2.1.3. Soluciones  
El denominado cibercrimen ocasiona a las instituciones financieras un enorme incremento en 
sus pérdidas ya que deben intensificar la inversión en gastos de seguridad. Obviamente, una gran 
parte de esas instituciones, depende de los fondos y decisiones de otras instituciones financieras o 
bancos y su consecuente disposición a aplicar las medidas de seguridad apropiadas: crear nuevos 
antivirus, perfeccionar los mecanismos de que se dispone o diseñar soluciones alternativas de 
seguridad capaces de detectar el malware financiero actual, sus variantes y los ataques de 
phishing.  
Sin duda, costos añadidos, con el único fin de erradicar el crimen por Internet.  
No obstante, en la actualidad, se desconoce el procedimiento para impedir que cualquier 
usuario acceda a un enlace o abra un archivo adjunto malicioso. 
Tan siquiera se puede garantizar que dicho usuario mantenga su sistema, o su antivirus, 
correctamente actualizado. 
La educación de los usuarios en este tipo de aspectos es muy pobre. Por desgracia, la 
experiencia dentro de la industria anti-virus confirma que la formación de usuarios tiene un efecto 
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limitado y que las medidas de seguridad adoptadas por las instituciones suelen ser de carácter 
efímero. Así pues, cuando el sujeto se limita a los ataques a los bancos, la industria anti-virus sigue 
en primera línea en cuanto a la protección de los usuarios y las instituciones financieras, actuando 
de “barrera” frente a las pérdidas.  
 
2.2. Man in the Browser 
Para proveer a los cibercriminales con información adicional para realizar fraudes fiscales, en la 
actualidad, troyanos como ZeuS, Gozi o SpyEye utilizan técnicas man-in-the-browser, tanto para 
obtener datos personales como para manipular la actividad del navegador de la víctima.  
Este tipo de malware es la última y más crítica amenaza que está afectando de forma activa a 
consumidores, bancos y entidades financieras, dándose incluso casos de infección en millones de 
ordenadores, generando incontables pérdidas económicas y costosas acciones defensivas  legales. 
Así pues, el ataque man-in-the-browser (MITB) es un nuevo tipo de técnica utilizada 
fundamentalmente para el robo de credenciales, números de cuenta y otros diversos tipos de 
información financiera [12]. 
El ataque combina el uso de troyanos con un nuevo tipo de phishing  que permite modificar las 
páginas web que el usuario visualiza en su navegador y acceder a sus datos de forma fraudulenta. 
El usuario es totalmente ajeno a la presencia del troyano, ya que éste no interfiere en el uso 
normal del navegador.  
La primera fase de un ataque MITB es la infección del ordenador objetivo. El troyano suele 
instalarse en el disco duro de la víctima mediante técnicas basadas en la ingeniería social y en la 
explotación de vulnerabilidades de navegadores o redes. Las técnicas más comunes usadas 
actualmente son: 
 
 Descargas infectadas: Mediante el uso de phishing en un correo electrónico, sugiriendo la 
visita a un sitio web,  sugiriendo la realización de una descarga de software libre o 
presentando imágenes de celebridades. Cualquiera de estas acciones puede dar lugar a la 
descarga de software infectado.  
A diferencia de un ataque tradicional "Man in the middle", éstos correos electrónicos de 
phishing no siempre dicen provenir de una institución financiera que busca "confirmar" los 
datos de identificación del usuario.  
El objetivo es el despliegue de malware sin la necesidad de capturar nombres de 
usuario y contraseñas.  
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El usuario, tras acceder al enlace, es llevado a un sitio web donde se ofrece el software 
del malware infectado, camuflado como la descarga del códec que el usuario desea. Ya 
puede ser un vídeo, como un paquete de software pirateado,  algún documento PDF 
interesante, etc. Cuando el usuario ejecuta o abre el paquete descargado en su ordenador, 
el malware se instala sin que éste se percate. 
 
 Vulnerabilidades del navegador: El usuario es engañado ofreciéndole visitar un sitio web 
malicioso, que explota las vulnerabilidades de aquellos navegadores que no estén 
adecuadamente parcheados; instalando sigilosamente el malware en el disco duro. De 
este modo, el troyano queda incrustado en un archivo y es a menudo difícil de localizar y 
aislar.  
 
Una vez instalado, el malware lanza en el navegador una cubierta transparente y 
probablemente muy compleja de detectar, aprovechándose y utilizando los mecanismos para 
aumentar las funcionalidades de los navegadores [16]. Los mecanismos mencionados con 
anterioridad son los siguientes:   
 
 Browser Helper Objects: Estos son dynamically-loaded libraries (DLLs) cargados por 
Internet Explorer / Windows Explorer en su inicio. Corren dentro de IE, y tienen acceso 
completo a IE y acceso completo al árbol DOM, etc.  
 Extensiones: Es un mecanismo similar al de los BHO de IE, pero para otros navegadores 
como, por ejemplo, Firefox.  
 UserScripts: Scripts que corren dentro del navegador (Firefox/Greasemonkey + Opera).  
 API-Hooking: Esta técnica es un ataque Man-in-the-Middle entre la aplicación (.EXE) y las 
DLLs que están cargadas. Es válida tanto para DLLs específicas de la aplicación como las 
extensiones, y para las DLLs del Sistema Operativo. Si por poner un ejemplo, el sistema SSL 
del navegador fuese una DLL separada, podría  usarse API-Hooking para modificar toda la 
comunicación entre el navegador y el SSL. Desarrollar API Hooks, sin embargo, es una tarea 
compleja. Éste tipo de ataque se detalla más adelante, en el apartado 2.3. API Hooking. 
 
En la segunda fase del ataque, después de que el usuario haya iniciado su navegador, el troyano 
se activa de forma automática y transparente. Éste, es capaz de reconocer cuando el usuario visita 
un sitio web específico dentro de una lista de sitios web atacables, generalmente sitios de banca 
online, y, en ese momento, modificar la apariencia del sitio web antes de que el usuario la vea. 
A diferencia de los métodos de phishing más tradicionales que usan enlaces en el cuerpo de los 
correos electrónicos para direccionar a los usuarios a sitios web falsos y tratar de engañarlos para 
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que introduzcan sus datos, el MITB simplemente captura datos cuando el usuario los introduce. Así 
pues, éste es totalmente inconsciente de que los datos están siendo capturados al estar 
interactuando con un sitio legítimo.  
Tras ser capturados, la entidad que ha creado y distribuido el ataque MITB recibe la colección 
de códigos de seguridad, números de tarjetas de crédito, información bancaria o cuenta de acceso 
y puede utilizarlos para cualquiera que sea su propósito. 
Del mismo modo, una vez que el usuario se ha autenticado correctamente, el troyano se puede 
apropiar de los privilegios del usuario, lo que le permite alterar de forma automática los datos 
insertados por el usuario antes de que sean encriptados y enviados al servidor.  
Esta modificación no es visible ni detectable por el usuario ni por el servidor, lo que añade la 
posibilidad de modificar detalles de la transacción e iniciar nuevas operaciones o cambiar el 
aspecto de las transacciones devueltas por el servidor para imitar la versión esperada por el 
usuario, de manera que ni el usuario o el banco puedan darse cuenta. 
La víctima puede no ser consciente del problema hasta que varias tarjetas de crédito hayan sido 
utilizadas o el saldo en su cuenta corriente haya disminuido drástica e inesperadamente. 
2.2.1. Ejemplo de un ataque MitB 
Para realizar este ataque, un atacante debe seguir los siguientes pasos:  
 El troyano infecta el software del ordenador, puede ser el SO o una aplicación. 
 El troyano instala una extensión en la configuración del navegador, para que ésta sea 
cargada la próxima vez que se inicie. 
 En algún momento, el usuario reinicia el navegador.  
 El navegador carga la extensión.  
 La extensión registra un controlador por cada página cargada.  
 Al cargarse una página, su URL es buscada por la extensión contra una lista de sitios 
conocidos como blancos para un ataque.  
 El usuario se loguea de forma segura en una web, por ejemplo https://secure.original.site/.  
 Cuando el controlador detecta que se carga una página que sigue un patrón específico en 
su lista de páginas web atacables, registra un controlador de evento de botón.  
 Al pulsarse el botón submit, la extensión extrae toda la información de todos los campos 
del formulario a través de la interface DOM del navegador y recuerda sus valores. 
 La extensión modifica los valores a través de la interfaz DOM.  
 La extensión le dice al navegador que continúe con el envío del formulario al servidor.  
 El navegador manda el formulario, incluyendo los valores modificados, al servidor.  
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 El servidor recibe los valores modificados en el formulario como una petición normal. El 
servidor no puede diferenciar entre los valores originales y los modificados, o detectar los 
cambios.  
 El servidor realiza la transacción y genera un recibo.  
 El navegador recibe el recibo de la transacción modificada. 
 La extensión detecta que va a mostrarse la URL del recibo, de modo que escanea el HTML 
para obtener los campos del recibo, y reemplaza los datos modificados en el recibo con los 
datos originales que recuerda, en el HTML. 
 El navegador muestra el recibo modificado con los datos originales.  
 El usuario cree que la transacción original ha sido recibida por el servidor de forma intacta 
y correctamente autorizada. 
Parte de la frustración de un ataque MITB radica en la dificultad de detectarlo y más aún la de 
eliminarlo del sistema.  
Desafortunadamente, los métodos de seguridad tradicionales (protecciones antivirus o sistemas 
fuertes de autenticación y detección de fraudes) no son efectivos contra los MITB.  
Éstos, a diferencia de otro tipo de virus intrusivos, operan entre los protocolos de seguridad del 
navegador y los datos introducidos por el usuario. 
Esto significa que las medidas de seguridad comunes no revelan la presencia de este malware, 
mientras que las soluciones actuales tienden a ser caras, difíciles de usar y de compleja 
distribución. 
Para luchar contra estos ataques, los bancos en línea necesitan, no sólo analizar el 
comportamiento del navegador e identificar las posibles anomalías introducidas por los ataques, 
sino también educar a sus clientes y empleados sobre este tema. 
2.3. API Hooking 
La técnica de API Hooking es utilizada por los ataques Man in the browser, permitiendo la 
realización de cambios en la ejecución de los navegadores, la inyección de código HTML en las 
páginas visitadas o el envío de información confidencial a los cibercriminales. No obstante, también 
puede resultar una técnica útil para la monitorización y estudio de binarios. 
En programación, el término hooking cubre una amplia gama de técnicas específicamente 
utilizadas en el control y dominio de una parte concreta de la ejecución de un código; 
proporcionando un mecanismo que altera el comportamiento del sistema operativo, de las 
aplicaciones o de cualquier otro componente del software, sin disponer de su código fuente.  
Y todo ello, gracias a la interceptación de llamadas a funciones, mensajes o eventos, pasados 
entre componentes software.  
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Al código que maneja esas llamadas a función, eventos o mensajes interceptados, se le llama 
“gancho” (hook). 
El hooking se utiliza para diversos propósitos; incluyendo la inyección de código para la 
depuración o la ampliación de las funcionalidades de un programa. Mediante esta herramienta, por 
ejemplo, se pueden interceptar los mensajes de eventos de teclado o ratón antes de llegar a una 
aplicación, o interceptar las llamadas del sistema operativo con el fin de monitorizar el 
comportamiento o modificar una función de una aplicación u otro componente. 
No obstante, el hooking también puede ser utilizado por códigos maliciosos.  
Los rootkits, por ejemplo, a menudo utilizan técnicas de hooking con la finalidad de hacerse 
invisibles, falsificando la salida de llamadas a las API, evitando de este modo, revelar su existencia. 
Los wallhack son otro ejemplo de la posible utilización maliciosa de hooking. Éstos, 
aprovechándose de la susodicha técnica, interceptan las llamadas a funciones en un juego de 
ordenador (modificando lo que se le muestra al jugador)  para obtener una ventaja injusta sobre 
otros jugadores. 
Los bankers, introduciendo hooks en la API de Windows, pueden interceptar las llamadas a 
ciertas funciones e inspeccionar los parámetros que se suministran. De este modo, pueden conocer 
los datos enviados en formularios, redirigir el tráfico de red y modificar las respuestas a las 
peticiones de los navegadores. También, son capaces de insertar nuevos campos en páginas web, 
encajándolos con las etiquetas HTML adecuadas para que parezcan legítimos e intentando, así, 
capturar la contraseña que permite realizar transacciones. 
Cabe recalcar que las arquitecturas de los sistemas operativos Windows, a partir de NT/2000 y 
9x, proporcionan mecanismos sofisticados para separar los espacios de direcciones de cada 
proceso. Así pues, ofrecen una verdadera protección de la memoria y, por lo tanto, ninguna 
aplicación es capaz de corromper el espacio de direcciones de otro proceso o, en el peor de los 
casos, llegar a bloquear el sistema operativo. Este hecho hace mucho más difícil el desarrollo de 
ganchos (hooks). 
2.3.1. Ventajas 
La técnica de API Hooking puede ser utilizada para diversas y útiles tareas: 
 
▪ Monitorización de funciones API 
La capacidad para controlar llamadas a funciones API es muy útil y permite a los desarrolladores 
localizar acciones específicas que ocurren durante dichas llamadas.  
Ésta modalidad puede resultar muy útil para controlar las funciones API relacionadas con la 
memoria y  capturar pérdidas de recursos. 
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▪ Depuración e ingeniería inversa 
Además de los métodos estándar para depurar, la utilización API Hooking es uno de los 
mecanismos de depuración más populares.  
Muchos desarrolladores utilizan ésta técnica con el fin de identificar las diferentes 
implementaciones de los componentes y sus relaciones.  
Interceptar APIs, pues, es una forma muy útil de conseguir información acerca de un binario 
ejecutable. 
 
▪ Observación del interior del sistema operativo 
A menudo, los desarrolladores están interesados en conocer en profundidad el sistema 
operativo. La técnica Hooking resulta muy útil para descifrar APIs indocumentadas o mal 
documentadas. 
 
▪ Extensión de las funcionalidades 
Mediante la incorporación de módulos personalizados en las aplicaciones externas de Windows, 
y redirigiendo la ejecución del código mediante la inyección de hooks,  se puede obtener una 
manera sencilla de cambiar y ampliar las funcionalidades anteriormente ofrecidas por el módulo. 
Muchos productos, por ejemplo,  a veces no cumplen los requisitos de seguridad específicos, 
requiriendo ser ajustados a sus necesidades específicas. Hooking permite a los desarrolladores 
añadir un sofisticado pre- y post-procesamiento, sobre las funciones API originales.  
Este procedimiento resulta muy útil para alterar el comportamiento del código ya compilado. 
 
2.3.2. Métodos 
En función del tipo de modificación realizada, pueden distinguirse dos tipos de métodos: 
 
▪ Modificación física 
En este caso, puede hacerse hooking modificando físicamente un archivo ejecutable o una 
librería (antes de que una aplicación se esté ejecutando) usando técnicas de ingeniería inversa.  
Esto suele ser utilizado con la finalidad de interceptar las llamadas a funciones, bien para 
monitorizarlas o bien para reemplazarlas por completo. 
Si, por ejemplo, usásemos un desensamblador, podríamos encontrar el punto de entrada de 
una función dentro de un módulo.  
Tras ello, éste podría ser alterado para cargar, de forma dinámica, los módulos  de otra librería, 
logrando ejecutar los métodos deseados de esa nueva librería.  
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También puede lograrse el hooking mediante la alteración de la tabla de importación de un 
archivo ejecutable. Esta tabla puede ser modificada para cargar cualquier módulo de librerías 
adicionales, así como cambiar qué código externo es invocado cuando una función es llamada por 
una aplicación. 
 
▪Modificación en tiempo de ejecución 
Los sistemas operativos y el software pueden proporcionar los medios para insertar fácilmente 
hooks en tiempo de ejecución.  
Este hecho será posible siempre y cuando al proceso de insertar el hook se le haya concedido 
permiso para hacerlo.  
Microsoft Windows, por ejemplo, permite insertar ganchos que se pueden utilizar para procesar 
o modificar los eventos del sistema, los eventos de aplicación para los diálogos, las barras de 
desplazamiento, los menús, etc. 
También le permite a un hook el insertar, eliminar, procesar o modificar los eventos de teclado 
y ratón.  
Linux, en su caso,  proporciona otro ejemplo en el que los hooks se pueden utilizar de una 
manera similar; procesando a través de NetFilter los eventos de la red dentro del kernel.  
Cuando esta funcionalidad no se proporciona, puede utilizarse una forma especial de hooking, 
interceptando las llamadas a funciones de la librería realizadas por un proceso. El hooking, en este 
caso, es realizado mediante el cambio de las primeras instrucciones del código de la función 
objetivo, con el objetivo de  saltar a un código inyectado.  
Como alternativa a los sistemas que utilizan el concepto de “librería compartida”, la tabla de 
vector de interrupción o la tabla de descriptor de importación pueden ser modificadas en la 
memoria.  
Esencialmente, estas tácticas emplean las mismas ideas que las de modificación física, pero 
alterando las instrucciones y las estructuras localizadas en la memoria de un proceso, una vez que 
este ya se está ejecutando. 
2.3.3. Niveles 
En términos de a qué nivel se está aplicando el gancho (hook), nos encontramos con dos tipos 
de API Hooking: a nivel de Kernel y a nivel de usuario.   
Para obtener una mejor comprensión de estos dos niveles, debe analizarse la relación entre el 
subsistema API Win32 y el API Nativo.  
La siguiente figura muestra dónde se aplican los diferentes ganchos y la relación de módulos y 
sus dependencias dentro de Windows 2000. 
23 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
▪ Hooking a nivel Kernel 
En este nivel, se realiza hooking de las funciones esenciales proporcionadas por el kernel. 
La ventaja de este método es que se consigue un lugar central desde el que monitorizar y 
controlar los eventos que ocurren, ya sea producto de llamadas en modo usuario como de 
llamadas en modo kernel.  
Por el contrario, como desventaja, existiría la necesidad de descifrar los parámetros de la 
llamada en modo kernel, puesto que muchas veces estos servicios están indocumentados. Además, 
los datos pasados a una llamada del modo kernel pueden diferir de los datos pasados en una 
llamada en modo usuario. En general, este tipo de hooking es más difícil de lograr, aunque puede 
proporcionar resultados mucho más gratificantes. 
Existen varios métodos para lograr hacer hooking de los servicios del sistema NT en modo 
kernel.  
La idea consiste en inyectar un mecanismo de intervención para monitorizar llamadas del 
sistema NT justo por debajo del modo usuario. Esta técnica es muy potente y proporciona un 
método muy flexible para hacer hooking sobre el punto por el que todos los threads de modo 
usuario han de pasar, antes de ser atendidos por el kernel del sistema operativo. 
Ilustración 2-5: Relación de módulos y dependencias Windows 2000 
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▪ Hooking a nivel Usuario 
En este nivel, se realiza hooking sobre las funciones proporcionadas por las DLLs del modo de 
usuario. La ventaja de este método es que estas funciones suelen estar bien documentadas, por lo 
que ya se sabe qué parámetros esperar. Esto facilita el proceso de escritura de la función gancho 
(hook). Este tipo de hooking únicamente limita el campo de visión a modo de usuario y no puede 
extenderse a modo kernel. Existen varias técnicas para realizar hooking a nivel usuario: 
 
 Windows subclassing 
Este método es adecuado para situaciones en las que el comportamiento de la 
aplicación podría ser cambiado por una nueva implementación del procedimiento ventana.  
Para llevar a cabo esta tarea, únicamente es necesario llamar a SetWindowLongPtr() 
con el parámetro GWLP_WNDPROC y pasar el puntero a un procedimiento de ventana 
propio. Una vez se tiene el nuevo procedimiento de subclase creado, cada vez que 
Windows envía un mensaje a una ventana especificada, busca la dirección del 
procedimiento de la ventana asociada a la esa ventana y llama a su procedimiento en lugar 
del original. 
El principal inconveniente de este mecanismo radica en el hecho de que hacer 
subclases está disponible sólo dentro de los límites de un proceso específico. En otras 
palabras, una aplicación no puede usar como subclase una clase ventana creada por otro 
proceso. 
Por lo general, este método es aplicable cuando se realiza hooking de una aplicación a 
través de un complemento (es decir, DLL) y se puede obtener el identificador de la ventana 
cuyo procedimiento se desea reemplazar. 
 
 Proxy DLL (o Trojan DLL) 
Una forma sencilla de hackear una API es simplemente reemplazar un archivo DLL por 
otro con el mismo nombre, el cual exportará todos los símbolos del original.  
Esta técnica puede aplicarse sin esfuerzo utilizando function forwarders. Un function 
forwarder es, básicamente, una entrada en la sección de exportaciones del archivo DLL que 
delega una llamada a función a otra función del DLL. Sin embargo, si se emplea este 
método, se debe tomar la responsabilidad de proporcionar compatibilidades con las 
nuevas versiones de la librería original. 
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 Sobreescritura de código 
Se conocen varios métodos que se basan en la sobreescritura de código.  
Uno de ellos, es el que permite cambiar la dirección de la función utilizada por la 
instrucción CALL. Su idea básica es la de rastrear todas las instrucciones CALL en la 
memoria y reemplazar las direcciones de la función original con la suministrada por el 
usuario. Este mecanismo, no obstante, es difícil y propenso a errores. 
Otro método de sobreescritura de código requiere, en este caso, una implementación 
más compleja. En pocas palabras, el concepto de este enfoque consiste en localizar la 
dirección de la función original de la API y cambiar los primeros bytes de esta función 
mediante una instrucción JMP, ésta, a su vez, permitirá redirigir la llamada a la función de 
la API suministrada. Este método es muy complicado e implica una secuencia de 
restauración y operaciones de hooking para cada llamada de forma individual. 
 
 Uso de un depurador 
Una alternativa para realizar hooking en funciones de las API es colocar un punto de 
interrupción para depurar en la función objetivo. No obstante, existen varios 
inconvenientes dentro de este método.  
El principal problema consiste en que las excepciones de depuración suspenden todos 
los threads de la aplicación. Se requiere, por tanto, un proceso de depuración que controle 
esta excepción. Además, cuando un depurador termina,  es automáticamente cerrado por 
Windows. 
 
 Alteración de las Import / Export Tables 
Esta técnica permite realizar hooking sobre las APIs haciendo modificaciones directas a 
las Import / Export Tables del proceso objetivo, así como de todos sus módulos (DLLs).   
Cada proceso y módulo tiene su propia Import Adress Table (IAT) que contiene las 
direcciones utilizadas como punto de entrada de la  APIs. Estas direcciones se utilizan 
siempre que el proceso realiza una llamada a la API respectiva. Por tanto, reemplazando la 
dirección de punto de entrada de una API (en la IAT) con la de una función sustituta, es 
posible redirigir las llamadas a la API hacia la función de sustitución.   
Sin embargo, la modificación de la IAT por sí sola no es suficiente, ya que el proceso 
objetivo podría utilizar la API GetProcAddress() para obtener la dirección del punto de 
entrada real de una API. Este problema puede resolverse haciendo hooking de la API 
GetProcAddress(), de manera que devuelva la dirección de la función sustituta en su lugar.  
Alternativamente, es posible modificar directamente la Export Address Table (EAT) del 
DLL que exporta esa API en particular. Cada DLL tiene una EAT que contiene las direcciones 
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de punto de entrada de las APIs que están implementadas dentro del DLL. Por tanto, 
sustituyendo el punto de entrada de una API en la EAT con la dirección de la función 
sustituta, se puede hacer que GetProcAddress() devuelva la dirección de la función 
sustituta en su lugar. 
2.4. Zeus 
2.4.1. Historia 
Uno de los troyanos bancarios más veteranos y propagados en Internet, existiendo multitud de 
versiones e infectando a miles de ordenadores, es el llamado Zbot o Zeus, especializado en el robo 
de datos personales del usuario y de credenciales de entidades bancarias [25]. 
Los troyanos de la familia ZBot (Zeus) aparecieron en 2007 y durante 3 años han seguido 
cambiando y evolucionando para conseguir ocultarse mejor y realizar audes de mayor calidad. 
Gracias a su sencilla configuración y a su utilidad para el robo de datos en Internet y creación de 
redes zombi (equipos infectados y controlados a través de un bot), se ha convertido en uno de los 
programas espías más popular y más vendido en el mercado de Internet. 
Cualquiera puede adquirir una copia del troyano Zeus, en su versión básica o con opciones 
complementarias, modificar el archivo de configuración de acuerdo a sus necesidades y codificarlo 
para proteger los algoritmos contra los programas antivirus. Esta facilidad de adquisición y 
utilización del troyano Zeus, es la que ha permitido su diversificación en numerosas versiones y su 
rápida “reproducción” e infección de innumerables equipos.   
Un estudio de Kaspersky Lab muestra el crecimiento de Zeus con un gráfico del número de 
nuevas versiones (muestras) descubiertas cada mes [45].  
 
 
 
 
 
 
  
 
 
 
 
 
Ilustración 2-6: Nuevas versiones de Zeus (2007-10) 
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Puesto que los modos de codificación del programa son ya muy conocidos, su identificación por 
los antivirus y su introducción en las bases de datos son automáticas. No obstante, los autores del 
virus actualizan constantemente los algoritmos de codificación, lo que complica el análisis del 
programa.  
Así pues, a principios de 2009, tras notar el alza en la demanda de Zeus, los autores de virus 
sometieron la versión original de este troyano a una modificación de su calidad, modificando 
específicamente el algoritmo de codificación, el código del programa y el archivo de configuración. 
Zeus, a menudo, cambia su apariencia y, una vez dentro del sistema infectado, se actualiza 
desde direcciones de Internet variables.  
Para los usuarios en cuyos equipos se hayan descargado las nuevas versiones de este troyano, el 
antídoto contra las versiones anteriores no es efectivo. Por esta razón es necesario que los 
antivirus reaccionen rápidamente en caso de la aparición de un nuevo algoritmo que el sistema no 
pueda procesar. 
Un estudio de la compañía de seguridad Trusteer mostraba en 2009 la inefectividad de los 
antivirus ante Zeus, con un mayor porcentaje de equipos infectados con antivirus actualizados [46]. 
 
 
 
 
 
 
 
 
  
 
Desde la aparición de la primera versión de Zeus hasta la actualidad, se han registrado más de 
40.000 versiones de este programa malicioso.   
Así pues, teniendo en cuenta el número de versiones y su potencial, Zeus ocupa un lugar 
predominante entre los programas ilícitos. 
2.4.2. Características  
Todo lo que se memoriza en el equipo pasa a ser accesible para el troyano: datos de 
identificación, contraseñas recordadas, etc. 
El troyano vigila todas las teclas pulsadas para que las secuencias de caracteres, incluidas 
identificaciones y contraseñas, sean enviadas y visualizadas por el ciberdelincuente.  
Ilustración 2-7: Equipos infectados por Zeus (2009) 
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Para evitar las capturas de teclado, los sitios web suelen recurrir a la herramienta conocida 
como teclado virtual.  
Para solventar esto, Zeus activa un mecanismo para interceptar los datos del usuario: al hacer 
clic con el ratón, se captura la imagen de pantalla alrededor del cursor, de tal manera que pueden 
visualizarse las teclas seleccionadas en la pantalla mediante el ratón.  
Algunos sitios web crean en su equipo un certificado especial cuando el usuario se registra. La 
autenticidad del certificado se verifica en cada una de las posteriores visitas. Si el navegador no le 
otorga al sitio visitado el correspondiente certificado, entonces no es posible tener un acceso 
completo al sitio. Zeus, por tanto,  es capaz de encontrar los certificados de seguridad en el 
ordenador infectado y enviarlos al ciberdelincuente.  
Una vez ejecutado el binario de Zeus, éste crea una copia de sí mismo y escribe la clásica 
entrada en el registro que garantiza su ejecución al reinicio del sistema. Además, se encarga de que 
la máquina infectada pueda recibir actualizaciones, tales como la dirección del servidor al que se 
envían los datos capturados, o fragmentos de código HTML maligno para inyectar en las peticiones 
que se realizan desde la máquina infectada. 
Si el ciberdelincuente decide utilizar el equipo del usuario como herramienta para cometer actos 
ilegales, como la distribución de correo spam, Zeus ofrece a su dueño la posibilidad de instalar en el 
equipo infectado todas las aplicaciones necesarias. De este modo, si un equipo se infecta con el 
troyano Zeus, el delincuente se apropiará de todo lo que esté a su alcance y, si no existe ningún 
dato de interés, siempre tendrá la posibilidad de usar el equipo para cometer acciones ilegales. Los 
equipos infectados, asociados a un solo “dueño”, constituyen lo que se llama una red zombi o 
botnet. El ciberdelincuente manipula al resto de equipos que caen atrapados en su red.  Los 
usuarios pueden llegar a ignorar que su equipo está distribuyendo correo spam o que el 
ciberdelincuente lo utiliza para conectarse disimuladamente a Internet. Puede transcurrir bastante 
tiempo sin que las víctimas se percaten de que sus equipos están siendo utilizados en operaciones 
ilegales. 
Zeus controla las direcciones web accedidas por el navegador. Si se accede a una página web 
cuya dirección está registrada en el archivo de configuración de Zeus, el troyano puede modificar el 
código descargado desde la página antes de que ésta se registre en el navegador. Por lo general, la 
modificación consiste en la adición de nuevos campos para la captura de datos personales o 
confidenciales. Esos campos ingresados serán interceptados por el troyano y enviados al 
ciberdelincuente.  
La manera de ocultarse, la forma de transmitir los datos y la capacidad para usar la técnica Man 
in the browser, hacen de Zeus un troyano bancario muy efectivo. 
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2.5. Spyeye  
2.5.1. Historia  
A finales del 2009  una nueva aplicación, llamada Spyeye, dio a conocerse, exclusivamente 
diseñada para retroalimentar el negocio delictivo y fraudulento. Desde su lanzamiento, sus 
actividades han marcado una clara similitud respecto a otro crimeware de amplia difusión y 
responsable de una de las botnets más grandes: ZeuS [28]. 
Al igual que Zeus, se trata de un troyano bancario que utiliza técnicas avanzadas de API Hooking 
para realizar ataques Man-in-the-Browser. 
El crimeware es de origen Ruso y posee una clara tendencia hacia el escenario delictivo, y que 
las actividades delictivas representan actualmente un gran negocio para los ciberdelincuentes y 
aspirantes a ello.  
Una contundente prueba de ello es el logo que presenta el panel de comando y control cuyo 
eslogan es “Hack the Planet! Take your Money!”, mostrado a continuación.  
 
 
 
 
 
 
 
 
 
 
 
En función de sus características, muy similares a las propuestas por su semejante ZeuS, SpyEye 
se presenta como su potencial sucesor dentro del escenario crimeware. 
El binario que SpyEye incorpora por defecto, está desarrollado en C++, siendo diseñado para 
funcionar contra prácticamente toda la familia de sistemas operativos de Microsoft (desde 
Windows 2000 hasta Windows 7). 
Spyeye, se ejecuta en modo de usuario, al igual que lo hace ZeuS, aunque ésta no es la única 
similitud entre ambos troyanos. El toolkit de Spyeye, contiene un builder para crear el troyano 
ejecutable, con un archivo de configuración y un panel de control vía web, que le permiten acceder 
al comando y control (C&C) de la red de bots. 
Así pues, SpyEye se presenta como una nueva y fuerte alternativa a los diferentes crimeware de 
este estilo que se mueven cotidianamente en el escenario delictivo de ataques. Además, teniendo 
Ilustración 2-8: Eslogan de SpyEye 
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en cuentas sus características y su rápida evolución,  pone sobre la mesa las cartas que lo perfilan 
como el sucesor y potencial competidor directo de ZeuS. 
2.5.2. Características 
A través de un módulo llamado FormGrabbing, incorpora funcionalidades de keylogging para 
capturar la información desde varios navegadores, entre ellos, Internet Explorer y Firefox. 
Está diseñado para automatizar el robo de información relacionada a tarjetas de crédito, 
reportando los datos al botmaster a través de diferentes archivos de registros (logs). 
El comando y control de la botnet se realiza a través del protocolo http, con la posibilidad de 
configurar dos alternativas.  
De esta manera, el botmaster automatiza la gestión de los equipos infectados (también 
denominados zombies): si algún dominio es dado de baja, puede mantener el control a través de la 
ruta alternativa. 
Incorpora una funcionalidad denominada Kill Zeus que elimina a su competidor, Zeus, si se 
encuentra instalado en el sistema. 
Realiza copias de seguridad periódicas de la base de datos, cifrado de binarios y diversas 
actividades maliciosas más. 
Efectúa una monitorización de sus bots, presentando información geográfica respecto a la 
ubicación regional de los zombies que forman parte de su red. 
Cuando el malware propagado por SpyEye compromete un sistema, establece una conexión con 
un servidor. En éste, almacena la información relacionada con el sistema y, al mismo tiempo,  
descarga una actualización de sí mismo. 
 El troyano instalado utiliza técnicas de rootkit para ocultarse. Así, esconde e impide el acceso a 
su entrada en el registro (situada en HKEY_CURRENT_USER\SOFTWARE\Microsoft\Windows\ 
CurrentVersion\Run), y a la carpeta que contiene el ejecutable del troyano y el archivo de 
configuración (generalmente creada en el directorio raíz, donde está instalado el sistema 
operativo). Así mismo, oculta también su propio proceso y los procesos en los que se ha inyectado. 
Utiliza la técnica de Hooking en varias APIs, en ntdll.dll y otras como wininet.dll, ws2_32.dll, 
advapi32.dll o crypt32.dll. 
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2.6. HoneyPots 
Para proceder a la captura y análisis de muestras de malware, resulta interesante estudiar el 
concepto de honeypot. 
Un honeypot es una herramienta de seguridad informática que consiste en un software o un 
ordenador cuya función es la de ser probado, atacado o comprometido por algún tipo de ataque 
informático [37]. 
Los honeypots simulan ser sistemas vulnerables (o débiles para atraer a los atacantes) para, 
posteriormente, monitorizar y estudiar todas sus actividades realizadas, recogiendo la máxima 
cantidad de información y estrategias utilizadas.  
La valía de un honeypot radica en la cantidad de información que puede obtenerse de él. Otros 
sistemas de detección de comportamientos maliciosos requieren patrones de ataques conocidos, 
fracasando a la hora de detectar que un equipo ha sido comprometido por un ataque desconocido 
hasta el momento. Los honeypots, en cambio, pueden detectar vulnerabilidades aún no 
comprendidas a través de la monitorización de la actividad del sistema, incluso si se trata de un 
ataque nunca visto. El hecho de observar un tráfico de red indebido es indicación, pues, de un tipo 
de ataque; aunque éste no sea conocido todavía. 
Un honeypot no está destinado a la producción ni realización de ningún tipo de actividad, por 
tanto, cualquier intento de acceso a él resulta sospechoso. De este modo, los análisis a partir de 
datos recogidos por un honeypot son menos propensos a llevar a falsos positivos y, la mayoría de la 
información recogida, puede ayudar a comprender el funcionamiento de los diversos ataques. 
Los honeypots, a su vez, pueden usar cualquier sistema operativo y cualquier número de 
servicios. La configuración del sistema y de los servicios que ofrece es lo que determina los vectores 
de ataque que estarán disponibles para probar o comprometer el sistema por cualquier atacante.  
Existen muchos y diferentes tipos de honeypots, pudiéndose, además, combinar entre sí para 
ofrecer una cobertura aún mayor. Esta fusión permite la captura de una mayor cantidad de ataques 
y que los posteriores análisis sean aún más concisos y efectivos. Los honeypots se pueden clasificar 
según diversos criterios. 
Existen honeypots que proporcionan un sistema real al atacante para que interaccione con él. A 
este tipo de herramienta se la conoce como  honeypots de alta interacción. Por otro lado, existen 
honeypots que únicamente simulan algunos servicios y vulnerabilidades, en este caso se 
denominan honeypots de baja interacción. Ninguna de las dos opciones es superior a la otra, ambas 
tienen sus propias ventajas y desventajas, siendo igualmente útiles en función del objetivo que 
pretenda conseguirse. 
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Otra forma de diferenciación, puede darse en función de qué tipo de máquina constituya el 
honeypot, dando lugar, así, a  los honeypots físicos y los virtuales. Los físicos son máquinas reales, 
mientras que los virtuales son equipos simulados por otra máquina física. 
También, según el tipo de servicios ofrecidos y el tipo de malware buscado, los honeypots 
pueden clasificarse en honeypots servidor o cliente. 
2.6.1. Honeypots de alta interacción 
 
Los honeypots de alta interacción son un equipo convencional, como cualquier ordenador 
comercial, pero equipado con un software adicional, utilizado para capturar la información de la 
actividad del sistema.    
Este sistema no realiza ninguna tarea en red ni tiene usuarios activos, de modo que no puede 
tener procesos inusuales ni generar ningún tipo de tráfico en la red, tan sólo los servicios del 
sistema.  
Es por este motivo que toda interacción con el honeypot de alta interacción resulta sospechosa 
y, muy probablemente, se trate de una acción realizada por un atacante. Siendo así, todo el tráfico 
de red y toda la actividad del sistema son registrados para un posterior análisis. Con ello, puede 
obtenerse una gran cantidad de información sobre los ataques y sobre el comportamiento del 
atacante. 
Así mismo, varios honeypots pueden combinarse creando una red denominada honeynet. Por lo 
general, una honeynet consiste en diversos honeypots con combinaciones de sistema operativo y 
servicios distintas, de modo que pueda registrarse simultáneamente información distinta sobre los 
diferentes tipos de ataque. Una honeynet, por tanto, crea un entorno que permite a los atacantes 
interaccionar con el sistema a la vez que captura toda la información, controla sus acciones y mitiga 
el riesgo de que dañen cualquier otro equipo no honeypot. 
La principal ventaja de un honeypot de alta interacción es la gran cantidad de información que, 
a través de él,  puede llegar a obtenerse; no olvidemos que goza de completa libertad de actuación 
en el sistema.  
Es posible observar su acceso, las técnicas que usa para conocer el sistema, seguir todos sus 
movimientos y conocer qué tipo de ataques y herramientas utiliza. 
Los honeypots de alta interacción, no obstante, tienen ciertos inconvenientes.  
Por un lado, requieren de un mantenimiento y una atención mayores, ya que es necesario 
monitorizar y observar con detenimiento lo que está sucediendo dentro de él. Esto, por tanto, 
conlleva un cierto tiempo de análisis, sin el cual no sería posible lograr comprender las técnicas y 
objetivos del atacante. 
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Por otro, al no ser ningún tipo de simulación, sino que se trata de sistemas operativos y 
servicios reales, un atacante puede acceder completamente al sistema y utilizarlo para dañar a 
otros sistemas no honeypots, con los consiguientes problemas éticos o legales. Los honeypots de 
alta interacción pueden ser comprometidos completamente, ya que permiten que el atacante 
tome acceso completo al sistema. 
 
2.6.2. Honeypots de baja interacción 
Los honeypots de baja interacción simulan servicios, configuraciones y otros aspectos de una 
máquina real, permitiendo al atacante una interacción limitada con el sistema y obteniendo de él 
información cuantitativa sobre los ataques. A menudo, este tipo de honeypots, simulan un número 
limitado de servicios en red e implementan los protocolos necesarios, usualmente TCP e IP, para 
permitir al atacante un cierto nivel de interacción. Este nivel de interacción del atacante con el 
servicio simulado del honeypot debe ser el suficiente para hacer creer al atacante (o a la 
herramienta automatizada) que está tratando con un sistema real.  
Cuando un atacante compromete un honeypot de alta interacción accede al sistema, pudiendo 
realizar modificaciones en el sistema operativo o instalar nuevo software. En un honeypot de baja 
interacción esto no es posible, ya que sólo ofrece un acceso limitado al sistema y los servicios 
ofrecidos son simulados.  
Por estas características, un honeypot de baja interacción no es la mejor alternativa para 
obtener información sobre ataques desconocidos;  sin embargo, puede utilizarse para detectar 
intrusiones conocidas y medir la frecuencia de esos ataques. Los honeypots de baja interacción, se 
utilizan, principalmente, para obtener datos estadísticos y recopilar información sobre patrones de 
ataque; así como para desviar la atención de los atacantes de las máquinas de producción. También 
pueden ser combinados en una red, creando una honeynet de baja interacción. 
La simplicidad (tanto en instalación como en configuración), el fácil mantenimiento y la eficaz 
automatización a la hora de recopilar información, son las principales armas y ventajas de un 
honeypot de baja interacción. Además, puesto que interactúa con una simulación, un atacante no 
puede comprometer el sistema completamente. Al generar un entorno controlado, el riesgo que 
implica este tipo de honeypot es muy limitado. No obstante, éste mismo hecho, también resulta 
uno de los principales inconvenientes de los honeypots de baja interacción.    
Únicamente se trata de una simulación con lo que, por muy sofisticada y completa que pueda 
llegar a serlo, no llegará a estar jamás a la altura de la capacidad de un sistema real; siendo, 
además, notablemente más reducido el volumen de información que puede ofrecer. 
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La siguiente tabla muestra una comparativa, a modo de resumen, entre las ventajas y 
desventajas de las versiones de alta y de baja interacción de los honeypots: 
 
Alta interacción Baja interacción 
Sistema Operativo, servicios y/o 
aplicaciones reales. 
Simulación de servicios, aplicaciones y 
vulnerabilidades. 
Mayor riesgo. Menor riesgo. 
Mayor dificultad en la configuración y el 
mantenimiento. 
Más sencillez a la hora de configurar y 
mantener. 
Captura una cantidad extensa de 
información. 
Captura de información cuantitativa 
sobre los ataques. 
Tabla 2-1: Comparativa entre honeypots de alta y baja interacción 
2.6.3. Honeypots físicos 
Un honeypot físico está constituido por una máquina física real. Que sea “físico” generalmente 
implica que sea de alta interacción, permitiendo que el sistema sea comprometido completamente. 
Suelen resultar caros en cuanto a la instalación y el mantenimiento, sin olvidarnos que cubrir un 
amplio rango de direcciones con honeypots de esta categoría, resulta poco práctico. En este tipo de 
casos, es mejor recurrir a la virtualización.  
2.6.4. Honeypots virtuales 
Aprovechando los sistemas de virtualización, a partir de los cuales una máquina física puede 
alojar diversas máquinas virtuales independientes, una sola máquina física puede ser contenedora 
de diversos honeypots virtuales, haciendo que cada máquina virtual actúe como honeypot. Este 
hecho permite un mantenimiento más sencillo, una mayor escalabilidad, y unos requerimientos de 
espacio físico y de costes mucho más reducidos. 
Herramientas como Vmware o el User-Mode de Linux permiten utilizar múltiples sistemas 
operativos y sus aplicaciones, de forma concurrente en una sola máquina; haciendo que sea mucho 
más sencillo recopilar información. 
Debe tenerse en cuenta que un honeypot virtual se encuentra simulado por otra máquina real, 
siendo ésta la que responde al tráfico de red enviado al honeypot.  Así pues, para que un honeypot 
35 
 
funcione correctamente, debe poder ser alcanzable desde el exterior y, por tanto, la redirección de 
tráfico debe estar correctamente configurada. 
La utilización de honeypots virtuales ofrece ciertas ventajas. En primer lugar, resulta 
comparativamente sencillo de realizar, ya que existen muchas herramientas para crear la 
virtualización, así como imágenes de máquinas virtuales montadas ya como honeypots, disponibles 
para ser descargadas y montadas directamente.  
En segundo lugar, el mantenimiento también resulta notablemente más sencillo ya que, 
después de sufrir un ataque, seguir los movimientos del atacante y estudiar lo ocurrido, puede 
recuperarse el estado original del honeypot dejándolo completamente inalterado; como en sus 
inicios.   
Por último, resulta más seguro usar una máquina virtual como honeypot, ya que existe una 
menor probabilidad de que el atacante acceda y comprometa la máquina real. 
Como desventaja, no obstante, se debe tener en cuenta que un atacante puede diferenciar 
entre una máquina real y una virtual.  Con ello, un atacante experto que accediese a un honeypot 
virtual podría detectar que se trata de un entorno sospechoso, abandonándolo o cambiando sus 
tácticas para tratar de engañar al observador.  
Todo ello conllevaría una pérdida de información sobre los ataques que, de otra manera, sí 
podría haberse obtenido. 
2.6.5. Honeypots servidor 
Un honeypot de tipo servidor es aquel que ofrece servicios vulnerables esperando ser atacado. 
Puesto que se trata del honeypot común, las descripciones dadas para honeypots de alta y de baja 
interacción hacen referencia a este tipo honeypot, siendo realmente el de tipo cliente el que ofrece 
una nueva perspectiva en el modo de actuación. 
2.6.6. Honeypots cliente 
Para detectar ataques en el lado del cliente, es necesario un sistema que interactúe con un 
servidor o un proceso malicioso. Para ello, los honeypots de tipo cliente son capaces de recorrer la 
red, interactuar con servidores y clasificarlos en función de su contenido. 
 Las principales diferencias con un honeypot tradicional son, por un lado, el tipo de software que 
utiliza o que simula, y no ofrece servicios de servidor para ser atacado. De este modo, al no poder 
atraer ataques hacia sí, en lugar de esperar debe interaccionar de forma activa con servidores 
remotos para lograr ser víctima de una intrusión. Por otro lado, y debido a ésta forma de actuación, 
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no todos los accesos al honeypot son ataques, como ocurre en el honeypot servidor, sino que el 
honeypot cliente debe discernir entre qué acceso pertenece a un servidor maligno o a uno benigno. 
Igual que ocurre con los honeypot servidor, los de tipo cliente pueden ser de alta o de baja 
interacción. De nuevo, los de baja usan un cliente simulado, interactuando con servidor y 
clasificándolos según su función maliciosa. Tienen la ventaja de ser más rápidos, pero pueden 
producir alertas falsas o pasar por alto un servidor maligno, al no actuar como un cliente “real” y 
tener limitaciones de programación y de emulación de vulnerabilidades. Los de alta, en cambio, son 
realmente un cliente vulnerable que interactúa con servidores malignos, con los riesgos y ventajas 
que ello conlleva. 
Los ataques a navegadores web, por parte de servidores web malignos, es el tipo de ataque más 
prominente en el lado del cliente, de modo que para obtener malware de éste tipo, el honeypot 
cliente es el más indicado. 
2.7. Análisis de binarios 
El malware actual se ha vuelto muy difícil de combatir. Por lo general, los productos de 
seguridad tales como antivirus buscan secuencias de bytes características (firmas) para identificar 
el código malicioso.  
Sin embargo, la creación de procesos de automatización para infectar un gran número de 
máquinas vulnerables en un reducido margen de tiempo y la elevada velocidad a la que aparecen 
las nuevas versiones de malware en Internet, hacen que no pueda ser identificado con la suficiente 
rapidez.  
A todo ello hay que sumar el hecho de que el malware se ha vuelto cada vez más “cauto”, 
especializándose en la creación de estrategias  para evitar ser detectado, ocultándose con mucha 
más facilidad y mutando su aspecto continuamente.  
Contra este tipo de amenazas, pues, no se pueden utilizar métodos tradicionales de 
descompilación e ingeniería inversa de forma manual, sino que el malware debe ser analizado 
según los siguientes parámetros. 
 
 Automática: La herramienta de análisis debe crear un informe detallado de la muestra de 
malware de forma rápida y sin intervención del usuario.  
 Eficaz: Todo el comportamiento pertinente del malware debe estar registrado, sin pasar por 
alto ninguna funcionalidad. Este aspecto es de vital importancia para evaluar de manera 
realista la amenaza que representa la muestra de malware.  
 Correcta: Cada acción registrada del software malicioso, debe haber sido iniciada por la 
muestra de malware para evitar reconocimientos erróneos. 
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Existen diversos métodos para analizar una aplicación o, en este caso, más concretamente, una 
muestra de malware. Dichos métodos pueden ser catalogados en dos grupos dependiendo de en 
qué momento ocurre el análisis, dando lugar a un análisis estático o bien uno dinámico. 
El análisis estático consiste en el estudio de un programa a partir de su código fuente o su 
código máquina, sin llegar en ningún momento a ejecutarlo. Diversas herramientas realizan análisis 
estático, entre las que destacan los compiladores y los debuggers. Los compiladores son capaces de 
analizar el código para comprobar que es correcto o para añadirle optimizaciones. Los debuggers, 
por su parte, permiten analizar el comportamiento de la aplicación y encontrar errores, interrumpir 
la ejecución en cualquier momento o leer y modificar registros. Las herramientas que realizan 
análisis estático sólo necesitan leer un programa para poder analizarlo. 
El análisis dinámico requiere de la ejecución del binario a estudiar. Los programas que realizan 
análisis dinámico deben introducir instrucciones adicionales en el código del binario para realizar su 
instrumentación. El código de análisis introducido, actúa como parte de la ejecución normal del 
programa, realizando tareas adicionales como mediciones o identificación de bugs, aunque sin 
llegar a perturbar la correcta ejecución de la aplicación, aparte de ralentizarla. 
Ambos tipos de métodos son complementarios. El análisis estático puede comprobar todos los 
caminos de ejecución de una aplicación, y todas las funciones y acciones, incluso las ocultas, que 
sólo se activarían en unas condiciones determinadas. El análisis dinámico, en cambio, sólo tiene en 
cuenta un único camino, cada vez que se ejecuta.  
Por otro lado, el análisis dinámico se realiza en tiempo de ejecución y trabaja con valores reales, 
siendo así más preciso y también más simple que el estático. 
Otra forma de diferenciar métodos de análisis es en función del tipo de código analizado. Esto 
da lugar a otros dos grupos: el análisis de código y el análisis de binarios. 
El análisis de código consiste en analizar programas a partir de su código fuente. Muchas 
herramientas realizan análisis de código, siendo de nuevo los compiladores un buen ejemplo de 
ello. El análisis binario, por su parte,  se basa exclusivamente en analizar programas en base a un 
código máquina.  
Igual que ocurre con el análisis dinámico y estático, ambos métodos son, a su vez, 
complementarios. El análisis de código es independiente a la “plataforma”, tanto en referencia a su 
arquitectura como a su sistema operativo. No obstante, el análisis binario es totalmente ajeno al 
lenguaje en el que se haya escrito el programa. El análisis de código tiene acceso a información de 
alto nivel, con lo que aumenta su potencia, mientras que el binario accede exclusivamente a 
informaciones de bajo nivel, como, por ejemplo, los valores de los registros.  
Una de las principales ventajas del análisis de binario es el hecho de que, para ser realizado, no 
requiere de la disposición del código fuente original del programa. Por tanto, el análisis binario 
38 
 
resulta de mayor utilidad en el análisis del malware, puesto que pocas son las ocasiones en las que 
se dispone de su código fuente.  
A su vez, mediante el uso del análisis binario, es posible acceder a la información respectiva de 
llamadas a funciones e instrucciones, así como detectar comportamientos anómalos en “entornos 
reales”. Es por ello que la mejor opción a la hora de proceder a un análisis de malware, es la 
elección de un análisis dinámico binario o dynamic binary analysis.  
En la actualidad, existen diversas herramientas capaces de realizar instrumentación dinámica – 
binaria. Tres de ellas son: Valgrind,  Pin y PDITools. Entre éstas, la herramienta Pin sobresale, por 
ser la más flexible, incorporando funcionalidades para la correcta adquisición de información 
específica. A su vez, a pesar de no ser capaz de evitar la ralentización del sistema, Pin destaca por 
ser la herramienta más veloz.  
2.7.1. La herramienta Pin 
Pin es una herramienta que permite realizar instrumentación binaria de código [23][24]. 
La instrumentación es una técnica consistente en introducir nuevas instrucciones de forma 
dinámica en un programa en ejecución. El proceso se lleva a cabo en tiempo de ejecución de los 
binarios, de modo que no es necesario recompilarlos. Además, soporta herramientas de 
instrumentación que generan código dinámicamente lo cual permite utilizar información que no 
está accesible en tiempo de compilación, como direcciones de memoria, contenido de registros o el 
orden en que se lanzan las instrucciones. 
Pin realiza la instrumentación tomando el control del programa justo antes de que se cargue en 
memoria. Tras esto, realiza una recompilación Just-in-time (JIT, en tiempo de ejecución) de 
pequeños fragmentos del código binario antes de que sean ejecutados, añadiendo las nuevas 
instrucciones que realizan el análisis al código recompilado.  
Estas nuevas instrucciones provienen de la herramienta creada para el análisis, denominada 
Pintool.  Las Pintool contienen rutinas de instrumentación, análisis y callback.  
Las rutinas de instrumentación son llamadas cuando el código aún no ha sido recompilado y 
está a punto de ejecutarse. De este modo posibilitan la inserción de las rutinas de análisis en su 
objetivo. Estas rutinas analíticas son llamadas cuando el código al que están asociadas se ejecuta. 
Las rutinas callback se invocan cuando se dan ciertas condiciones, o cuando sucede un 
determinado evento.  
Para poder realizar la instrumentación de un código son necesarios dos componentes: un 
mecanismo que decide dónde se inserta el código y el código a ejecutar en los puntos de inserción.  
Una Pintool, por tanto, puede ser concebida como un plugin utilizado por Pin, donde se 
especifica el código a ejecutar y los puntos en los que éste se insertará [23]. De este modo, Pin 
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puede realizar diferentes tipos de instrumentación y generar diferentes tipos de resultados en 
función de la Pin-tool que haya sido desarrollada y utilizada. 
La figura mostrada en la página siguiente, trata de explicar el funcionamiento del mecanismo de 
instrumentación llevado a cabo por la herramienta Pin.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
En la columna izquierda se representa un flujo de programa normal, en el que las instrucciones 
se ejecutan secuencialmente. La de la derecha muestra el código instrumentado donde, tras cada 
una de las instrucciones binarias del programa original, Pin inserta las instrucciones indicadas por la 
Pintool, con la finalidad de acceder a toda aquella información acerca de la instrucción asociada a 
ellas para, posteriormente, llevar a cabo sus operaciones. 
Aunque Pin utiliza diferentes técnicas para optimizar la instrumentación y el análisis de código, 
ésta operación supone un incremento considerable en el tiempo de ejecución de una aplicación. 
Esto es así ya que es necesario que Pin ejecute el código de instrumentación de la Pintool y, 
además, es crucial realizar un análisis del programa a instrumentar, para decidir en qué punto se 
insertarán sus instrucciones. 
Pese a ello, la gran ventaja que ofrece éste método consiste en que es posible instrumentar 
cualquier aplicación disponiendo únicamente de su binario ejecutable, sin que sea necesario 
disponer de su código fuente, ni conocer detalle alguno sobre su implementación.  
El código que se inserta dinámicamente se programa en C o C++, por lo que es posible emplear 
código ya diseñado y verificado con anterioridad, o recurrir a herramientas escritas en ese lenguaje 
sin tener que realizar modificaciones en su código. 
Ilustración 2-9: Esquema de instrumentación binaria con Pin 
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3. Hipótesis inicial         
A raíz de la recopilación y estudio del marco teórico sobre el tema de este proyecto, se ha 
podido trabajar en el diseño de estrategias para combatir el malware analizado. El objetivo a 
contrarrestar es un tipo de malware específico, puesto que únicamente ataca a los navegadores, 
modificando su comportamiento.  
Por otro lado, los estudios han mostrado la variedad de recursos y técnicas disponibles, 
centradas, exclusivamente, en la detección y análisis de malware. 
La hipótesis sobre la que se trabaja, tal y como se ha comentado anteriormente, se centra en el 
convencimiento de que es posible detectar, a partir del análisis binario del comportamiento del 
navegador, si éste se encuentra infectado por un tipo específico de  malware (aquel que afecta al 
comportamiento del navegador utilizando API hooking), o no.  
Con el fin de verificar dicha conjetura, inicialmente se pretende extraer un “modelo de 
comportamiento” de un navegador “limpio”, es decir, aquel del cual tenemos la certeza de que no 
ha sido infectado. Se entiende por “modelo de comportamiento” el patrón deseado a seguir por el 
navegador no infectado. Así pues, el objetivo es el de comparar dicho modelo de comportamiento 
con el de cualquier otro navegador, verificando con un cierto grado de certeza, si se encuentra en 
“estado de infección”.  
Para ello, se ha optado por la utilización de tres metodologías diferenciadas, intentando 
averiguar su grado de utilidad y sus posibilidades de “explotación”.  
 
En primer lugar, antes de dar uso a dichas metodologías, será necesario estudiar el 
funcionamiento del programa a analizar, en este caso, Internet Explorer, viendo cuál de sus 
elementos podría ser objetivo de técnicas maliciosas y, por tanto, ofrecería una mayor cantidad de 
información.  
3.1. Comportamiento del navegador 
La arquitectura de Internet Explorer está formada por módulos [27], lo cual permite a los 
desarrolladores, reutilizar parte de sus componentes, así como extender y mejorar las 
funcionalidades del navegador.  
Ejemplos de extensiones podrían ser menús personalizables, nuevas barras de herramientas, 
controles ActiveX, cambios en el comportamiento de binarios, etc.  
Esta flexibilidad, sin embargo, es la que permite que otros programas maliciosos puedan alterar 
el comportamiento del navegador para su propio beneficio. 
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El siguiente diagrama muestra los diferentes módulos que componen Internet Explorer: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 IExplore.exe: Es el ejecutable de Internet Explorer y el elemento principal de los módulos. Es 
una pequeña aplicación que requiere de los demás componentes de Internet Explorer para que 
se ocupen de la navegación, los protocolos, etc. 
 BrowsUI.dll: Proporciona la interfaz gráfica de Internet Explorer, incluyendo la barra de 
direcciones, la barra de estado, los diferentes menús, etc. 
 ShDocVw.dll: Proporciona funcionalidades como la navegación o el historial. 
 MSHTML.dll: Se encarga de las funcionalidades de parseo y renderizado de HTML y CSS. 
 URLMon.dll: Se encarga de la manipulación de contenidos basados en MIME y de la descarga 
de contenido web.  
 WinInet.dll: Se encarga de los protocolos HTTP y FTP. Se ocupa de todas las comunicaciones de 
red para estos protocolos. 
 
Por lo general, el objetivo de los troyanos bancarios se encuentra en el módulo WinInet. Este 
componente, es el que permite acceder a los recursos en el World Wide Web (www), y lo hace a 
partir del protocolo HTTP. Por lo tanto, las funciones que lo componen son las encargadas de 
realizar sesiones HTTP y establecer la comunicación con el servidor asignado, de modo que todo 
acceso a una página web requiere de su utilización.  
 
Ilustración 3-1: Módulos de Internet Explorer 
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3.1.1. Funciones a estudiar:  
El componente WinINet permite acceder a los recursos en el World Wide Web, utilizando para 
ello el protocolo HTTP [26].   
En el diagrama mostrado a continuación, se pretende plasmar las diversas relaciones entre las 
funciones utilizadas por el protocolo HTTP. Las cajas oscurecidas representan las funciones que 
generan un controlador (handler), mientras que las claras representan las funciones que utilizan  
dicho controlador bajo la función de la que dependen. 
 
 
 
 
 
 
 
 
Para realizar una conexión a un sitio web, el navegador debe seguir una serie de pasos y utilizar 
una serie de instrucciones de forma encadenada. 
Inicialmente, la función InternetOpen crea un controlador principal, utilizado para establecer la 
sesión HTTP. Dicho controlador se utilizara también en el resto de funciones.  
Con la función InternetConnect, y a partir del controlador creado por InternetOpen, se crea una 
sesión HTTP específica, indicando una serie de argumentos, el principal de los cuales sería indicar el 
sitio web al que se quiere acceder. En ningún momento, sin embargo, se accede o se establece 
conexión con el sitio web indicado. 
La función HttpOpenRequest utiliza el controlador creado por InternetConnect para establecer 
una conexión al sitio especificado, generando, de este modo, una petición. 
La función HttpSendRequest, utilizando el controlador creado por HttpOpenRequest, envía la 
petición al servidor HTTP de destino, estableciéndose, ahora sí, una conexión a través de la red. 
A partir de ahora, pues, utilizando otras funciones como InternetReadFile, es posible descargar 
los datos proporcionados por el sitio web contactado. 
Las funciones de interés que se pretenden capturar, gracias a la instrumentación binaria de 
código, son las tres siguientes: InternetConnect, HttpOpenRequest y HttpSendRequest 
Ilustración 3-2: Diagrama de dependencias de funciones WinINet.dll 
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Adicionalmente, y puesto que una gran cantidad de malware realiza accesos no deseados a 
disco (escribir en disco,  leer de ficheros previamente instalados…), resulta de igual modo 
interesante fijarse en la función que los lleva a cabo: CreateFile. Dicha función permite crear o abrir 
un archivo o un dispositivo de entrada/salida.  
 
3.2. Tipos de análisis 
A continuación, una vez observado el funcionamiento del navegador y viendo en qué 
elementos convendría centrarse el estudio, se presentan los diversos tipos de métodos que se 
pretenden utilizar para analizar su comportamiento.  
3.2.1. Número de funciones 
Esta técnica, basada en el “número de funciones” ejecutadas por el navegador durante una 
visita por Internet, consiste en controlar el recorrido del navegador en los accesos a las páginas 
web, mediante la identificación de una serie de funciones concretas, imprescindibles en cualquiera 
de ellos. Esto permite calcular el número de funciones ejecutadas entre los diversos identificadores 
para, posteriormente, comparar los datos obtenidos. También, mediante la identificación de esas 
funciones, puede controlarse su correcta ejecución y en su debida secuencia.   
Cabe la posibilidad de que, si el número de funciones detectadas dista en gran número de los 
valores modelo, el comportamiento del navegador haya sido alterado y un malware esté realizando 
acciones indebidas durante la navegación.   
Para poder llevar a cabo esta metodología, resulta imprescindible reconocer, previamente, qué 
funciones queremos identificar como punto de interés.  
Puesto que las funciones a observar son InternetConnect, HttpOpenRequest, HttpSendRequest y 
CreateFile, será necesaria la creación de una herramienta de instrumentación binaria que 
identifique estas funciones cada vez que se realice un acceso a ellas. 
Esto permitirá analizar el comportamiento del navegador cada vez que se realiza un acceso web: 
determinar cuántas veces son llamadas estas funciones, en qué orden, con qué intensidad, etc.  
Adicionalmente, se introducirá un contador de funciones y de instrucciones entre estas 
funciones destacadas. De este modo, se podrá identificar qué cantidad de funciones son ejecutadas 
entre cada una de ellas, obteniendo unos valores medios por cada acceso web.  
La idea en mente es la de observar si, puesto que el malware a estudiar introduce nuevas 
instrucciones gracias al API hooking, éste nuevo código insertado puede ser detectado al quedar 
reflejado en un aumento del número de funciones. 
44 
 
Con la obtención de dichos valores a partir de varias navegaciones en las que se podrá asegurar 
que no existe riesgo de infección alguna, se conformará un modelo de normalidad. Este modelo 
servirá para comparar con él los valores obtenidos en una ejecución de un navegador en estado de 
infección desconocido. 
3.2.2. Secuencias de funciones 
El estudio del comportamiento de aplicaciones basado en secuencias de llamadas a sistema y a 
funciones ha resultado un área bastante exitosa durante los últimos años [13][19][36]. 
Es por ello que se ha querido tratar de acercar este tipo de estudio al ámbito de este proyecto, 
aprovechar y estudiar los avances obtenidos en este campo, y tratar aplicarlos en la detección de 
anomalías. 
Con el objetivo de realizar una comparación de secuencias de funciones, se trabajará con el 
listado de funciones ejecutadas por los navegadores (infectado y libre de malware). 
A partir de estos listados de llamadas a función, y dividiéndolos en secuencias menores de una 
longitud establecida, tres tipos diferentes de estudios se pueden llevar a cabo: 
 
 Secuencias distintas (Distinct):  
Consiste en estudiar el número de secuencias que aparecen una o más veces, 
contando las múltiples ocurrencias una sola vez. La comparación directa de este 
número puede ofrecer una idea de si se trata de un comportamiento normal o se ha 
producido una variación a raíz de una alteración en la aplicación. 
 Secuencias diferentes (Different): 
Se trata de estudiar el número de secuencias que aparecen solo en una de las 
ejecuciones, y no en la otra. En este caso, un valor alto de secuencias diferentes con 
respecto al modelo normal, y viceversa, podrían ser indicación de una alteración. 
 
 
Ilustración 3-3: Esquema de instrumentación binaria para la obtención de funciones 
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 Número total de llamadas: 
A partir del número total de llamadas a función ejecutadas, puede observarse si se 
produce un incremento directo e inusual de las mismas, lo que sería indicativo de una 
actividad adicional no deseada. 
 
Para poder llevar a cabo esta metodología, es necesario obtener inicialmente el listado de 
funciones sobre el que proceder. 
Para ello, resulta necesaria una herramienta de instrumentación que muestre todas las 
funciones que el navegador ha ido ejecutando a lo largo de la navegación, obteniendo el nombre 
de las funciones a medida que éstas son llamadas.  
Con esta herramienta, es posible obtener listados de funciones de navegadores sin ningún tipo 
de alteración, para que conformen un modelo sobre el que comparar el resto de listados de 
navegadores, de comportamiento indeterminado. 
 
A partir de estos listados, se procederá a la generación de secuencias y a la obtención de los 
valores de secuencias distintas (Distinct) y diferentes (Different) con los que poder realizar el 
estudio y comparación pertinentes. 
3.2.2.1 Generación de secuencias 
La generación de secuencias a partir de un listado de funciones se realiza tomando un valor de 
longitud determinado y obteniendo cadenas de funciones consecutivas de dicha longitud. 
Suponiendo que se observa la siguiente lista de funciones: 
 
A,  B,  C,  C,  A,  B,  C,  C 
 
Se recorrería esa lista, guardando cada secuencia de una longitud determinada (k). Por ejemplo, 
tomando k=3, se obtendría el listado de secuencias únicas: 
 
A,  B,  C 
B,  C,  C 
C,  C,  A 
C,  A,  B 
A,  B,  C 
B,  C,  C 
 
La longitud k de la secuencia es muy importante a la hora de detectar anomalías, y depende de 
diversos factores.  
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Si k es muy pequeña, puede no ser suficiente para poder diferenciar las secuencias anómalas de 
las normales, o puede pertenecer a una secuencia anómala más larga, aunque pasando 
desapercibida. 
Por otro lado, el número de secuencias distintas de longitud k aumenta exponencialmente 
cuando k aumenta de forma lineal; de éste modo, para una k muy grande el número de secuencias 
a tratar puede no ser viable en cuanto a su cómputo y análisis. 
En este caso se aplicaran longitudes con k = 2, 4, 8 y 16, mostrando así los efectos de utilizar 
diferentes valores de k, sin escoger ninguno en particular ni proclamar ningún valor ideal. 
3.2.2.2 Obtención de Distinct y Different 
El valor Distinct, corresponde al número de secuencias distintas obtenidas a partir de un listado 
de funciones.  
Esta cifra se calcula contabilizando el total de secuencias obtenidas, descartando aquellas que 
ya han aparecido. Es decir, cada secuencia se cuenta una sola vez, independientemente de las 
veces que haya surgido. 
En el ejemplo anterior, las secuencias ABC y BCC aparecen dos veces, sin embargo el valor 
Distinct seria 4, pues solo se contabilizan una única vez. 
El valor Different, corresponde al número de secuencias diferentes encontradas en un listado de 
funciones en relación a las secuencias para otro listado.  
Por lo tanto, para calcular este valor son necesarios dos listados de secuencias, y se obtiene 
contabilizando las secuencias que aparecen en un listado, pero no en el otro. En este caso, uno de 
los listados será el modelo de comportamiento normal. 
3.2.2.3 Variaciones en los listados 
Una variación en el listado de funciones, bien por la introducción de una función nueva o por la 
alteración del orden de las mismas, repercutirá en las secuencias generadas para ese listado.  
Esto influirá en los resultados para los valores Distinct y Different, de modo que una alteración 
de estos valores será indicativa de que se ha producido una alteración anómala. 
 
Suponiendo que se dispone de la misma lista de funciones anterior, y que se produce una 
alteración al introducir una nueva función, el nuevo listado seria, por ejemplo: 
 
A,  B,  C,  C,  C,  A,  B,  C,  C 
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 Se crea una nueva secuencia 
Así, para k=3, se generaría el listado de secuencias siguiente: 
 
A,  B,  C 
B,  C,  C 
C,  C,  C 
C,  C,  A 
C,  A,  B 
A,  B,  C 
B,  C,  C 
 
 
Esta nueva secuencia generada afectará a los valores Distinct (que pasaría a ser 5) y Different 
(que en comparación con el modelo original valdría 1). Para otro tipo de alteraciones y diferentes 
valores de k, estas variaciones pueden llegar a ser mucho más evidentes. 
3.2.2.4 Conclusiones 
Puesto que el estudio a realizar se efectúa a partir del listado de funciones ejecutadas por el 
navegador, será necesaria la creación de una herramienta de instrumentación binaria que 
identifique todas estas funciones cada vez que se realice un acceso a ellas y las muestre en forma 
de lista. 
A partir de dichos listados, será posible obtener el número total de funciones llamadas por el 
navegador, así como generar secuencias de llamadas de diversas longitudes, en este caso tomando 
como longitud k los valores 2, 4, 8 y 16. 
Con estos resultados, se obtendrán tres tipos de valores que poder comparar con un modelo 
normal establecido: 
 
 Secuencias distintas (Distinct). 
 Secuencias diferentes (Different). 
 Total de llamadas a función. 
 
El objetivo, dado que el malware a estudiar introduce nuevas instrucciones gracias al API 
hooking, es observar si estas nuevas funciones generan modificaciones en las secuencias obtenidas 
y queda, por tanto, reflejado en un aumento o modificación de los valores estudiados. 
Con la obtención de dichos valores, a partir de varias navegaciones en las que se podrá asegurar 
que no existe riesgo de infección alguna, se conformará un modelo de normalidad. Este modelo 
servirá para comparar con él los valores obtenidos en una ejecución de un navegador en estado de 
infección desconocido. 
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3.3. Modelos de Markov 
3.3.1. Introducción 
Los modelos de Markov son un tipo de aprendizaje basado en secuencias, entre los que se 
pueden distinguir, entre otros, las cadenas de Markov. En el ámbito de la detección de anomalías, 
estos modelos han sido propuestos en diversas ocasiones [40][42] y, por ello, se ha optado por 
experimentar con este tipo de estudio en este proyecto. 
Una cadena de Markov consiste en una sucesión de eventos, en la cual la probabilidad de que 
ocurra un evento depende del evento inmediatamente anterior. Así, en las cadenas de este tipo el 
último evento es el que condiciona las posibilidades de los eventos futuros. Esta dependencia del 
evento anterior distingue a las cadenas de Markov de las series de eventos independientes, como 
tirar una moneda al aire o un dado. 
Muchos procesos reales se pueden modelar examinando únicamente la historia más reciente, 
es decir, examinando su último estado, sin considerar todos los estados anteriores. Una cadena de 
Markov es un proceso de este tipo: en el momento n se conoce el estado actual del proceso y 
todos los estados anteriores, no obstante, las probabilidades de todos los estados futuros Xj (j > n) 
dependen únicamente del estado actual Xn y no de los anteriores, X1, X2, ... Xn-1. 
Por ejemplo, si sabemos cuál es el estado del clima hoy, no tenemos que saber cuál fue el de 
ayer, anteayer o días anteriores, para pronosticar cuál será el de mañana. 
El entrenamiento de estos sistemas es crítico, de forma que puedan medir posteriormente la 
normalidad o no de las características de las transiciones. Para ello, son necesarias grandes 
cantidades de datos de operaciones, ya que se basan en una clasificación de los hábitos localizados 
en un conjunto de secuencias, para posteriormente encontrar desviaciones en los 
comportamientos. 
A partir de un modelo generado, es posible detectar alteraciones en el comportamiento de 
otras secuencias dadas, teniendo en cuenta el estado actual, sin que sea necesario todo un 
histórico de datos para tomar la decisión. 
En este caso, se pretende utilizar éste tipo de metodología como herramienta para la detección 
de anomalías en el comportamiento del navegador. 
Para poder llevar a cabo esta metodología, es necesario obtener inicialmente el listado de 
funciones sobre el que proceder. 
Para ello, resulta necesaria una herramienta de instrumentación que muestre todas las 
funciones que el navegador ha ido ejecutando a lo largo de la navegación, obteniendo el nombre 
de las funciones a medida que son llamadas.  
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Con esta herramienta, es posible obtener listados de funciones de navegadores sin ningún tipo 
de alteración, para que conformen un modelo sobre el que comparar el resto de listados de 
navegadores, de comportamiento indeterminado. 
A partir de estos listados, se pretende utilizar modelos de Markov para generar modelos y 
realizar las comparaciones entre secuencias. 
 
Siendo P un conjunto de estados y W un conjunto de secuencias de estados utilizadas como 
datos de entrenamiento. Suponiendo que se han visitado n estados, la predicción de que el 
próximo que visite sea el estado pn+1 se estima como: 
 
argmaxqєP {P(q|pn; … ; p1)} 
 
De esta forma, cuanto más larga sea la secuencia n y mayor sea el conjunto W, mejor será la 
estimación realizada, aunque ello conlleva una mayor complejidad de cálculo. Para solucionar éste 
problema, puede suponerse que la secuencia de estados sigue un proceso de Markov, lo cual hace 
necesario indicar un límite para el número de estados previamente accedidos. En otras palabras, la 
probabilidad de visitar una página q no depende de todas las páginas previamente visitadas, sino 
sólo de un pequeño conjunto de ellas, k << n, donde k denota el orden del modelo de Markov. Así, 
 
pn+1 = argmaxqєP {P(q|pn; … ; pn-k+1)} 
 
De este modo, un modelo de Markov de orden 0 corresponde a la probabilidad incondicional de 
un estado dado, 
P(q|pn; … ; pn-k+1) = P(q) 
 
En cambio, un modelo de orden 1 indicaría que la visita de un estado depende sólo del anterior, 
 
P(q|pn; … ; pn-k+1) = P(q|pn) 
Y así sucesivamente. 
 
Aplicando ésta metodología a este estudio, los estados serán funciones llamadas por el 
navegador, el conjunto de secuencias W estará formado por los diferentes resultados obtenidos 
tras instrumentar  navegadores “limpios” y el orden, o longitud de secuencia k, será 1. De este 
modo, la probabilidad de haber accedido a una función vendrá determinada únicamente de la 
función que la precede.  
Estas probabilidades se obtienen en base al recuento de casos observados en el conjunto de 
entrenamiento sobre el conjunto total de casos, siendo, por tanto, una estimación basada en las 
frecuencias de aparición de las diferentes funciones. 
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A partir de dichas probabilidades generadas, se quiere cuantificar el volumen de transiciones 
indebidas o poco probables, obteniendo así un cierto valor de pertenencia de una cierta secuencia 
sobre el modelo utilizado. 
Puesto que el estudio a realizar se efectúa, de nuevo, a partir del listado de funciones 
ejecutadas por el navegador, en este caso también se requerirá la creación de una herramienta de 
instrumentación binaria, que identifique todas esas funciones cada vez que se realice un acceso a 
ellas, mostrándolas en forma de lista. 
Utilizando una cierta cantidad de listados obtenidos de navegadores sin infección, será posible 
generar y entrenar un modelo de comportamiento a partir de las probabilidades de transición 
entre funciones, utilizando para tal efecto una herramienta disponible para el entrenamiento y la 
evaluación de modelos de Markov. 
De nuevo, a través de la herramienta anterior y con un modelo establecido, se podrán evaluar 
listados obtenidos de navegadores de estado indeterminado, intentando determinar si siguen un 
comportamiento normal. 
En este caso, y gracias a los resultados de la herramienta usada, se pretende obtener el número 
de transiciones de probabilidad mínima (o transiciones poco probables) encontradas a lo largo de la 
ejecución y obtener conclusiones a partir de este valor. 
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4. Experimentación       
4.1.  Introducción 
En este apartado se muestran las diversas técnicas y procedimientos que se han llevado a cabo 
durante la ejecución del proyecto.  
Para realizar las pruebas y poder experimentar con las herramientas vistas, se creará un entorno 
formado por diversas máquinas virtuales sobre el que trabajar. 
De este modo, se pretende disponer de una máquina dispuesta con la herramienta Pin para 
realizar la instrumentación del navegador. Como navegador, se ha escogido Internet Explorer 6, 
puesto que dispone de un funcionamiento más sencillo y apto para ser objeto de esta primera 
experimentación. Esta misma máquina, además, actuará como honeypot de alta interacción, pues 
será en ella donde se instalarán diversas muestras de malware, para poder comprobar si ello afecta 
a los resultados de la instrumentación. 
Adicionalmente, y aplicando las tres técnicas anteriormente mencionadas, se crearán ciertas 
máquinas destinadas al análisis de dichos resultados, otras centradas en la realización de las 
funciones de un servidor web, para, de este modo, simular la navegación en un entorno seguro. Por 
último, existe una última máquina preparada para la creación de diferentes tipos de malware. Para 
elaborar dicho malware, se han obtenido kits de creación de bots, tanto de Zeus como de Spyeye.  
Para la exitosa consecución de dichos bots, ha sido necesario profundizar en su modo de 
generación y funcionamiento. 
Por último, a partir de los diversos resultados obtenidos en el análisis previo, se ha realizado 
comparativas entre los múltiples estados del navegador.  
4.2. Creación del entorno 
4.2.1. Máquinas virtuales 
Para crear el entorno virtual sobre el que trabajar, se ha utilizado Vmware Server. Se utilizará 
este entorno virtual tanto para crear máquinas que actuarán como honeypots (en las que se 
permitirá su infección para poder observar el comportamiento del malware libremente), como 
para crear máquinas en las que alojar información o realizar los análisis. 
En este caso, se han creado las siguientes máquinas virtuales: AnomalyDetection, Ubuntu, 
Ubuntu2, WinXP y WinXP2, todas ellas con 8Gb de disco, CD-Rom físico y USB.  Como adaptador de 
red para todas ellas se ha seleccionado el de tipo HostOnly, lo cual les otorga una IP del rango 
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192.168.188.xxx  y limita el acceso al exterior y a la máquina Host, de modo que sólo pueden 
'verse' entre ellas. 
En la máquina AnomalyDetection se ha instalado el sistema operativo Ubuntu Server 10.10 
básico. En esta máquina se realizan los exámenes de comportamiento del navegador a partir de los 
resultados obtenidos por la instrumentación.  
En la máquina Ubuntu se ha instalado el sistema operativo Ubuntu Server 10.10 con la opción 
LAMP (Linux-Apache-MySql-Php). Esta máquina actúa de servidor web y simula el acceso a Internet 
por parte del equipo de pruebas. En el directorio /var/www/ se han creado diferentes páginas de 
prueba. 
En la máquina Ubuntu2 también se ha instalado el sistema operativo Ubuntu Server 10.10 con la 
opción LAMP. Esta máquina actúa como servidor C&C para Zeus y Spyeye, así como de alojamiento 
para los bots creados y algunas páginas web falsas. Las instalaciones de Zeus y de Spyeye se 
detallan más adelante. 
En la máquina WinXP se ha instalado el sistema operativo Windows XP SP2. Esta máquina actúa 
como víctima del malware y será sobre la cual se realizará la instrumentación. Esta máquina utiliza 
el navegador Internet Explorer 6. 
Para ello, se ha instalado también la herramienta Pin, su establecimiento y configuración se 
detallará, de igual modo, más adelante. También, por comodidad, se ha modificado el archivo 
C:\WINDOWS\System32\drivers\etc\hosts, añadiendo las reglas necesarias para que 
www.serverok.es y www.serverhack.com apunten a las IPs de Ubuntu y Ubuntu2, respectivamente. 
En la máquina WinXP2 también se ha instalado el sistema operativo Windows XP SP2. Esta 
máquina actúa como equipo del criminal, desde el que acceder al C&C y desde donde se podrán 
generar los bots.  
 
 
 
 
 
 
 
 
 
 
 
 Ilustración 4-1: Versión esquemática del sistema experimental 
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4.2.2. Herramienta PIN 
El estudio del comportamiento del navegador con y sin infección de malware se realiza sobre la 
máquina WinXP, por tanto es en esta máquina donde realizar la instalación de Pin.  
Para ello, basta con descomprimir el contenido del fichero pin.zip en C:\pin. Este contenido ya 
incluye las modificaciones pertinentes y las herramientas para el estudio del navegador, detalladas 
a continuación. 
4.2.2.1 Compilación de las nuevas tools para Pin 
Para poder compilar nuevas tools para Pin es necesario disponer del comando nmake y, para 
ello, una manera rápida y cómoda de conseguirlo es mediante la instalación del programa 
Microsoft Visual C++ 2010 Express.  
Tras ello, es necesario abrir el Símbolo del sistema de Visual Studio 2010 y con él acceder a la 
carpeta C:\pin\source\tools. En source\tools, se encuentran disponibles varios directorios con 
diferentes ficheros cpp, y un archivo Nmakefile con las reglas para compilar. De este modo, 
ejecutando en esta carpeta el comando nmake target=ia32 se compilan todos los cpp’s 
especificados en Nmakefile. 
Sobre este contenido ya se han realizado los cambios pertinentes para poder usar nuestras 
propias herramientas fácilmente. Dichas modificaciones son:  
 Se ha creado la carpeta Zeus en source/tools. 
 En source/tools/Zeus, se ha creado un Nmakefile (copiado de ManualExamples, modificando la 
línea COMMON_TOOLS con los archivos necesarios). 
 Se ha modificado el Nmakefile de la carpeta source/tools introduciendo el nuevo directorio y 
una opción para compilarlo individualmente:  
▪ Añadidos los directorios: 
 
 
▪  Añadidas las reglas: 
 
 
 
 
 
 
 
ZEUS_DIR = Zeus_TOOL_DIR 
ZEUS_CLEAN = $(ZEUS_DIR:_TOOL_DIR=_CLEAN_DIR) 
 
zues : $(ZEUS_DIR) 
$(ZEUS_DIR): 
cd $(PIN_HOME)\$(@:_TOOL_DIR=) && $(MAKE) $(NMAKE_OPT) 
tools && cd $(MAKEDIR) 
 
zues-clean : $(ZEUS_CLEAN) 
 
$(ZEUS_CLEAN): 
cd $(PIN_HOME)\$(@:_CLEAN_DIR=) && $(MAKE) $(NMAKE_OPT) 
tools && cd $(MAKEDIR) 
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Así pues, para compilar únicamente los cpp de la carpeta Zeus, debemos usar el comando: 
nmake target=ia32 zues.   
Para añadir o retirar la compilación de un cpp dicha carpeta, deben, previamente, haberse 
añadido o retirado del COMMON_TOOLS de source\tools\Zeus\Nmakefile. Los resultados de la 
compilación se crean en el directorio source\tools\Zeus\obj-ia32\. 
4.2.2.2 Instrumentación del navegador 
Para instrumentar el navegador y obtener la información que éste estudio requiere, se han 
creado diferentes PinTools o herramientas de instrumentación utilizadas por Pin, con el fin de 
obtener diversos resultados a partir de la ejecución del navegador: 
 
▪ Pin-tool: Info 
Esta herramienta, permite generar una tabla con el número de CreateFiles iniciales, mostrando 
los siguientes datos para cada página web accedida: 
 El número de funciones ejecutadas antes de InternetConnect (IC). 
 El número de funciones ejecutadas entre InternetConnect (IC) y HttpOpenRequest (HOR). 
 El número de funciones y de instrucciones entre HttpOpenRequest (HOR) y 
HttpSendRequest (HSR). 
 El número de CreateFiles ejecutados.  
Para ello, la Pin-tool contiene un contador, que es incrementado cada vez que se accede a una 
función. Asimismo, a cada acceso a función se obtiene el nombre de ésta y, cuando se trata de una 
de las funciones destacadas, el valor del contador es mostrado, junto con la abreviatura de la 
función, y reseteado. En el caso de las funciones IC se muestra un segundo contador para el 
número de CreateFiles (reseteado al acceder a la función HSR), mientras que las funciones HSR 
muestran el contador de instrucciones (reseteado al acceder a la función HOR). 
Las alteraciones significativas en éste número de funciones serán indicación de una actividad 
anómala. 
 
 
 
 
 
 
-- 25 
242738 -- IC -- 186 -- HOR -- 1393 -- 129162 -- HSR -- 29 
206797 -- IC -- 216 -- HOR -- 388 -- 12329 -- HSR -- 9 
40732 -- IC -- 210 -- HOR -- 480 -- 23219 -- HSR -- 4 
23368 -- IC -- 202 -- HOR -- 467 -- 23835 -- HSR -- 4 
26109 -- IC -- 255 -- HOR -- 481 -- 26047 -- HSR -- 10 
28851 -- IC -- 204 -- HOR -- 471 -- 25539 -- HSR -- 10 
25051 -- IC -- 202 -- HOR -- 469 -- 25012 -- HSR -- 12 
25051 -- IC -- 202 -- HOR -- 463 -- 23891 -- HSR -- 10 
13649 -- IC -- 101 -- HOR -- 660 -- 43518 -- HSR -- 2 
24873 -- IC -- 204 -- HOR -- 468 -- 23843 -- HSR -- 4 
Ilustración 4-2: Muestra de la herramienta Info para diez accesos consecutivos 
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▪ Pin-tool: funciones 
Ésta herramienta, muestra un listado con el nombre de todas las funciones utilizadas durante la 
ejecución y su correspondiente posición de memoria. Para hacerlo, la herramienta Pin-tool recorre 
la tabla de símbolos indicando el nombre de la función y la dirección de memoria.  
De éste modo, puede compararse la utilización de funciones detectando posibles funciones 
anómalas, o consultando la posición de memoria de una determinada función; información útil 
para herramientas posteriores. 
 
 
 
 
 
 
 
 
 
 
▪Pin-tool: Secuencia 
Esta herramienta, cuando se realiza una ejecución del navegador, permite mostrar toda la 
secuencia de funciones que se han ejecutado en forma de dirección de memoria. Para tal efecto, a 
cada acceso a función, se obtiene su dirección y es mostrada.  
Mediante la comparación de dichas secuencias, se determinará entre un modelo de 
comportamiento normal del navegador y un comportamiento anómalo. 
 
 
 
 
 
 
 
0x7c9111fa 
0x7c920849 
0x7c929f6b 
0x7c920849 
0x7c912c43 
0x7c912c43 
0x7c912c43 
0x7c912c43 
0x7c920849 
0x7c929f6b 
... 
 
DllGetLCID (4203418) 
unnamedImageEntryPoint (4203601) 
RegOpenKeyExW (2010802808) 
RegCloseKey (2010803184) 
RegQueryValueExW (2010804168) 
unnamedImageEntryPoint (2010804436) 
RegCreateKeyExW (2010805557) 
RegOpenKeyExA (2010805787) 
RegOpenKeyW (2010806031) 
OpenProcessToken (2010806099) 
InitializeSecurityDescriptor (2010806158) 
... 
 
 
Ilustración 4-3: Muestra de la herramienta Funciones para una ejecución del navegador 
Ilustración 4-4: Muestra de la herramienta Secuencia para una ejecución del navegador 
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Num funciones: 565103 
 
InternetConnect (URL: www.serverok.es) 
 
Num funciones: 257 
 
HttpOpenRequest (URL: /) 
 
Num funciones: 373 
 
instrucciones entre medio: 9582 
 
HttpSendRequestA: Se envia la petición 
------------------------------ 
CreateFileA: C:\Documents and Settings\S\Configuración local\ 
Archivos temporales de Internet\Content.IE5\YXUNFD2W\ 
serverok[1].htm (2147483648) 
 
 
▪ Pin-tool: Detalle 
Esta última herramienta, al realizarse la ejecución del navegador, muestra la misma información 
expuesta con Info, pero de forma mucho más detallada y extensa. Por tanto, en caso de 
incertidumbre o de desconcierto ante un comportamiento inesperado, es posible consultar de 
forma más exacta, qué clase de acciones se están llevando a cabo por parte del navegador. 
Para ello, con cada acceso a una de las funciones destacadas, se muestra información adicional 
de cada una, y la disposición de cada campo no es mostrada de forma tan esquemática. 
Como se puede observar en la imagen contigua, junto a cada función delimitadora 
(InternetConnect, HttpOpenRequest…) se indica, por ejemplo, sobre qué dirección se está haciendo 
un HttpOpenRequest o sobre qué fichero se está realizando un CreateFile.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Cada una de estas herramientas es un código programado en C++ que, una vez compilado, 
puede ser utilizado por Pin, introduciéndolo como parámetro en el comando que lo ejecuta.  
De este modo, la instrucción para utilizar Pin con estas herramientas sobre el navegador 
Internet Explorer sería: 
 
 
 
 
 
 
pin –t source\tools\Zeus\obj-ia32\<herramienta>.dll -– 
“C:\Archivos de Programa\Internet Explorer\iexplore.exe” 
Ilustración 4-5: Muestra de la herramienta Detalle para un único acceso web 
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4.2.3. Inclusión de Zeus 
Con el fin de simular un ataque de troyano bancario, se ha optado por conseguir una muestra 
del troyano Zeus, en su versión 1.4.2. Mediante esta muestra, se ha podido estudiar el 
funcionamiento de su configuración, crear bots propios y configurarlos de tal manera que sean 
capaces de redirigir unas páginas específicas hacia otras, igualmente especificadas. En éste caso, la 
redirección se produce desde ciertas páginas alojadas en el servidor benigno hacia otras albergadas 
en el maligno.  
4.2.3.1 Instalación 
La instalación de Zeus requiere de dos equipos: uno que actúe de C&C y un segundo que acceda 
a éste. En este caso, los equipos son Ubuntu2 (el C&C) y WinXP2. Descomprimiendo el archivo 
zeus.zip se encuentran los directorios builder, other, server y server[php], así como un manual en 
ruso y el ejecutable zeus 1242.exe. De todos estos ficheros, el contenido del directorio server[php] 
debe alojarse en el servidor Ubuntu2, mientras que el resto pueden moverse a WinXP2.  
Así pues, debe copiarse el contenido de server[php] en el directorio /var/www/zeus de 
Ubuntu2. Tras ello, se procede al acceso a este contenido desde WinXP2 vía navegador 
(importante: debe ser Mozilla Firefox) e ir hasta el fichero install/index.php.  
A continuación, se mostrará un menú de instalación de Zeus. Una vez configurado e instalado, 
será posible acceder a la página cp.php, que muestra el panel de control de Zeus, desde el que 
monitorizar los bots activos. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Ilustración 4-6: Vista de la página web de Zeus 
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El resto de contenido del archivo zeus.zip debe ser movido a WinXP2, para, finalmente, crear un 
directorio C:\Zeus y copiarlo en él. Tanto el ejecutable zeus 1242.exe como el contenido del 
directorio builder: config.txt y webinjects.txt, son los encargados de la creación de bots, momento 
que se detallará más adelante. 
4.2.3.2 Creación de un bot de Zeus 
La creación de bots Zeus se realiza bajo la máquina WinXP2. En ella, se han copiado 
previamente los archivos incluidos en zeus.zip dentro del directorio C:\zeus. 
Para la generación de bots, los archivos necesarios son el ejecutable zeus 1242.exe y el 
contenido de la carpeta builder (ficheros config.txt y webinjects.txt.). Ejecutando Zeus 1242.exe y 
seleccionando la opción Builder,  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Se puede cargar el archivo de configuración (config.txt, en la carpeta builder) y editar con Edit 
config, programa que permite abrir el archivo con el Notepad.  
En el archivo config.txt se pueden encontrar diversos apartados, separados por las palabras 
entry y end. De entre ellos, interesa modificar las secciones "StaticConfig", "DynamicConfig" y 
"WebFakes". Del resto, su contenido puede ser comentado con el carácter punto y coma (;), 
inutilizando la línea. 
En "StaticConfig" se debe modificar la dirección de los campos url_config y url_compip por la del 
servidor C&C (la IP de Ubuntu2), así como el valor de encryption_key, en el que debe indicarse el 
mismo valor que se utilizó al instalar Zeus en el servidor C&C. 
Ilustración 4-7: ZeuS Builder v1.2.4.2 
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En "DynamicConfig, de nuevo, se debe modificar la dirección inicial por la del servidor, esta vez 
en los campos url_loader y url_server.   
El campo file_webinjects debe contener el path completo del fichero webinjects.txt, situado en 
C:\Zeus\builder\webinjects.txt. 
Por último, el apartado "WebFakes", permite indicar a Zeus qué páginas debe modificar 
mediante un redireccionamiento.   
Cada nueva línea equivale a una nueva entrada, cada una de ellas con cinco campos delimitados 
por comillas dobles ("). El formato es el siguiente: 
 
 
 
Nota: Si se quiere modificar un dominio ("http://www.algo.es") debe indicarse añadiendo una 
barra al final ("http://www.algo.es/"). 
Tras editar el fichero, se usarán las herramientas Build config (para generar el fichero config.bin) 
y Build loader (que creará el fichero bot.exe). Este último es que es el que infecta el navegador.  
Ambos ficheros deben ser llevados al servidor web Ubuntu2 y desde ahí se podrá proceder a su 
descarga en WinXP y su posterior infección. 
4.2.3.3 Infectando con Zeus 
Una vez creados los ficheros config.bin y bot.exe y subidos al servidor C&C, ya pueden ser 
accesibles desde el resto de equipos y, por tanto, bot.exe puede ser descargado y ejecutado. Este 
hecho conlleva a la infección del navegador del equipo en el que se ejecute.  
La ejecución de bot.exe no muestra ningún tipo de efecto; sin embargo, una vez reiniciado el 
navegador, se le aplicarán las reglas creadas en el archivo de configuración del bot, redirigiendo las 
páginas escogidas.  
Como ejemplo, se puede crear en la máquina Ubuntu una página web: /var/www/correcta.html, 
que incluya el texto "Ésta es la página correcta".  
De igual modo, se puede crear en la máquina Ubuntu2 una página web falsa, por ejemplo 
/var/www/paginas/falsa.html, que contenga el texto “Ésta es la página falsa".  
Desde la máquina WinXP2, se ejecutará Zeus 1242.exe y se modificará el fichero de 
configuración mediante la siguiente regla:  
 
 
 
A continuación, se generarán los ficheros config.bin y bot.exe, para, a continuación, ser subidos 
al servidor Ubuntu2. Desde la máquina WinXP, se utilizarán las reglas del archivo hosts para 
"direccion_original"   "direccion_destino"   "GP"   " "   " " 
 
 
"http://www.serverok.es/correcta.html" "http://www.serverhack.com/falsa.html" "GP" 
"" "" 
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apuntar a ambas máquinas. Mediante www.serverok.es apuntará a la máquina Ubuntu y a través 
de www.serverhack.com a Ubuntu2.  
De este modo, es posible acceder tanto a la página http://www.serverok.es/correcta.html, (que 
mostrará el texto "Ésta es la página correcta") como a http://www.serverhack.com/falsa.html (con 
el texto "Ésta es la página falsa"). Así mismo, es posible descargarse el fichero  accediendo a la 
página http://www.serverhack.com/bot.exe. Si se ejecuta dicho fichero (imprescindible tomar una 
Snapshot de la máquina previamente) y se reinicia el navegador, al acceder a la página 
http://www.serverok.es/correcta.html, debería mostrarse el texto "Ésta es la página falsa".  
Todo ello indicaría que la infección ya se ha producido y que Zeus está redireccionando la 
página, tal y como se ha establecido con anterioridad. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
;Version: 1.2.4.2 
entry "StaticConfig" 
;botnet "btn1" 
timer_config 60 1 
timer_logs 1 1 
timer_stats 20 1 
url_config "http://192.168.188.131/zeus/config.bin" 
url_compip "http://192.168.188.131/zeus/ip.php" 1024 
encryption_key "titonano" 
;blacklist_languages 1049 
end 
entry "DynamicConfig" 
url_loader "http://192.168.188.131/zeus/bot.exe" 
url_server "http://192.168.188.131/zeus/gate.php" 
file_webinjects "C:\Zeus\zeus\zeus 1242\webinjects.txt" 
entry "AdvancedConfigs" 
;"http://advdomain/cfg1.bin" 
end 
entry "WebFilters" 
;"!*.microsoft.com/*" 
;"!http://*myspace.com*" 
;"https://www.gruposantander.es/*" 
;"!http://*odnoklassniki.ru/*" 
;"!http://vkontakte.ru/*" 
;"@*/login.osmp.ru/*" 
;"@*/atl.osmp.ru/*" 
end 
entry "WebDataFilters" 
;"http://mail.rambler.ru/*" "passw;login" 
end 
entry "WebFakes" 
"http://www.serverok.es/" 
"http://www.serverhack.com/zeus/paginas/fake.php" "GP" "" "" 
"http://www.serverhack.com/zeus/paginas/hola.php" 
"http://www.serverhack.com/ zeus/paginas/deu.php" "GP" "" "" 
end 
entry "TANGrabber" 
;"https://banking.*.de/cgi/ueberweisung.cgi/*" "S3R1C6G" "*&tid=*" 
"*&betrag=*" 
;"https://internetbanking.gad.de/banking/*" "S3C6" "*" "*" "KktNrTanEnz" 
;"https://www.citibank.de/*/jba/mp#/SubmitRecap.do" "S3C6R2" 
"SYNC_TOKEN=*" "*" 
end 
entry "DnsMap" 
;127.0.0.1 microsoft.com 
end 
end 
Ilustración 4-8: Archivo de configuración de Zeus 
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4.2.4. Inclusión de Spyeye 
Al igual que con Zeus, se ha querido estudiar más de cerca el funcionamiento de Spyeye, a partir 
de una muestra de su versión 1.2.60. 
Aunque esta muestra se hallaba incompleta, faltando archivos de configuración para poder 
indicar a Spyeye la clase de redireccionamientos web a realizar y la comunicación con el C&C, se ha 
podido observar el funcionamiento de su configuración, así como el proceso de creación de bots 
propios.  
Aunque estos bots no producen ninguna redirección, sí crean, (aunque inapreciables a primera 
vista) cambios en el equipo y en el comportamiento del navegador.  
4.2.4.1 Instalación de Spyeye 
Del mismo modo que ocurre con Zeus, la instalación de Spyeye requiere de dos equipos: uno 
que actúe de C&C y un segundo que acceda a éste.  
En este caso, de nuevo, los equipos utilizados han sido Ubuntu2 (el C&C) y WinXP2. 
Descomprimiendo la carpeta 'Spyeye v1.0.7' del archivo 'spyeye.zip' puede accederse a los 
archivos: main.zip, FormGrabber.zip y Database.zip. El contenido de estos ficheros debe 
descomprimirse y alojarse en el servidor Ubuntu2. Así pues, será necesario copiar el contenido de 
estos tres ficheros en el directorio /var/www/spyeye de Ubuntu2. Tras ello, se procederá a acceder 
a dicho contenido mediante WinXP2, vía navegador (importante: debe ser Mozilla Firefox).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Ilustración 4-9: Vista de la página web de SpyEye 
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Accediendo con el password indicado, se mostrará el panel de control de Spyeye. Desde allí 
podremos monitorizar los bots activos, observar las estadísticas, realizar ciertos ajustes o, incluso, 
subir una nueva versión del bot al servidor. 
4.2.4.2 Creación de un bot de Spyeye 
El proceso de generación de bots Spyeye se realiza bajo la máquina WinXP2. En ella, se copian 
los archivos contenidos en la carpeta 'Spyeye v1.2.60’, incluida en el fichero 'spyeye.zip', y se 
colocan en el directorio 'C:\spyeye'.   
Para poder hacer uso del builder de Spyeye, es necesario disponer del parche (incluido en el 
archivo comprimido) que lo desbloquee.  
Para ejecutar el builder, en primer lugar, debe lanzarse el fichero 'spyeye.exe' y, en el momento 
en que muestre un mensaje de error por falta de serial, ejecutar el archivo 'SpyEye v1.2.60 
Patch.exe'. Tras mostrar un mensaje de aviso informando de la detección de Spyeye  y cerrar el 
mensaje de error previo, se abrirá el builder de Spyeye. 
El builder requiere de dos archivos de texto que conforman la configuración del bot. Estos 
archivos son maincps.txt y collectors.txt.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
El resto de opciones a indicar son la clave de encriptación, el nombre que dar al bot generado 
(cleansweep.exe es el utilizado por defecto, y el que más renombre como bot de SpyEye se ha 
Ilustración 4-10: SpyEye Builder v1.2.60 
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ganado en la web), y otras opciones, como eliminación de cookies del navegador o el tipo de 
compresión del binario. 
Entre esas opciones, destaca la opción “Kill Zeus”, que añade al bot de Spyeye una nueva 
funcionalidad: si el sistema se halla infectado por Zeus en el momento de la instalación del bot 
Spyeye, lo erradica completamente y de forma muy eficaz. 
Aún a falta de no disponer de los archivos maincps.txt y collectors.txt, es posible generar bots 
con el resto de opciones, pulsando sobre “Make config & get build”. Esto genera un archivo de 
configuración config y el ejecutable con el nombre indicado. Este bot creado no producirá ninguna 
redirección ni contactará con el C&C (puesto que no dispone de esta información en su 
configuración), sin embargo, una vez instalados, aún pueden observarse otras de sus 
funcionalidades.   
Ambos ficheros deben ser llevados al servidor web Ubuntu2 y desde ahí se podrá proceder a su 
descarga en WinXP y su posterior infección. 
4.2.4.3 Infectando con Spyeye 
Una vez creados el fichero de configuración  y el ejecutable (con el nombre indicado) y subidos 
al servidor C&C, ya pueden ser accesibles desde el resto de equipos y, por tanto, pueden ser 
descargados y ejecutados. Este hecho conlleva a la infección del navegador del equipo en el que se 
ejecute. 
La ejecución del binario no muestra ningún tipo de efecto a simple vista; no obstante, se han 
creado nuevas entradas en el registro y un nuevo directorio en el directorio raíz del sistema con los 
ficheros de Spyeye. Este nuevo directorio permanece invisible gracias a un proceso creado por 
Spyeye que oculta todo lo que haga referencia a su presencia en el equipo. 
Una forma sencilla de comprobar dicho hecho, es tratando de crear un nuevo directorio 
llamado cleansweep (si no se ha modificado el nombre del binario en el momento de su 
elaboración, en cuyo caso se debe proceder con el nombre establecido). Al intentar implantar ese 
directorio en la raíz del sistema, se mostrará un aviso conforme ese directorio ya existe (aunque no 
sea visible).  Crearlo en cualquier otro directorio sólo hará que desaparezca, puesto que también 
será ocultado por el susodicho proceso. 
A priori, y puesto que no se ha indicado ninguna redirección a realizar ni ninguna dirección de 
C&C a la que contactar, no se producirá ningún cambio destacable en el comportamiento del 
navegador. 
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4.3. Desarrollo de comparativas 
Tras haber creado un entorno de trabajo y, posteriormente, obtener los datos necesarios para 
dicho estudio, se ha llevado a la práctica las tres comparativas anteriormente descritas.  
A continuación, se describe el proceso de realización y los resultados obtenidos, para cada una 
de ellas. 
4.3.1. Número de funciones 
El primer experimento llevado a cabo se basa en la detección de anomalías a partir del número 
de funciones e instrucciones ejecutadas por el navegador.  
Como ya se ha mencionado en apartados anteriores, el proceso del navegador incluye tres 
funciones notablemente diferenciadas; indispensables para la navegación web, y muy relacionadas 
con la técnica de hooking. Dichas funciones son: 
 
● InternetConnect: Cada vez que el usuario indica en el navegador un nuevo destino, esta 
función genera una sesión HTTP creando un manejador HINTERNET. 
● HttpOpenRequest: A partir del manejador creado por InternetConnect, configura la 
petición que será enviada al sitio web. 
● HttpSendRequest: Envía la petición generada al sitio web.  
 
Gracias a la instrumentación binaria del navegador, es posible identificar la llamada a estas 
funciones y considerarlas puntos límite en el recuento de funciones.  
Así, la idea que se pretende llevar a cabo, es la de hacer un seguimiento de éstas y contar el 
número de funciones que el navegador ejecuta entre cada una de ellas. Esto facilita la observación 
en caso de que se produjese alguna alteración del orden en que son llamadas, o bien alguna 
variación en el número de funciones ejecutadas entre ellas.  
Todo ello con la premisa hipotética de que, si algún tipo de software maligno está realizando 
operaciones, repercutirá en un incremento del número de funciones ejecutadas entre las funciones 
marcadas. 
4.3.1.1 Realización 
En primer lugar, se ha optado por realizar una instrumentación en el navegador, utilizando la 
herramienta Pin con la Pin-tool info (explicada en apartados anteriores). Dicha instrumentación 
debe realizarse accediendo siempre a las mismas diez páginas y en el orden predeterminado; 
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siempre debe ser el mismo puesto que, en caso contrario, se alterarían los resultados generados 
para un mismo estado del navegador.  
A partir de la herramienta info y una vez hecha la instrumentación, se puede obtener un listado 
de los diferentes accesos realizados mostrando los campos siguientes: 
 Número de funciones iniciales. 
 Funciones entre InternetConnect (IC) y HttpOpenRequest (HOR). 
 Funciones entre HttpOpenRequest (HOR) y HttpSendRequest (HSR). 
 Instrucciones entre HttpOpenRequest (HOR) y HttpSendRequest (HSR). 
 Número de CreateFiles.  
 
El formato en que se muestra el listado de funciones es el siguiente:  
 
 
 
 
 
 
 
Basándose en los resultados anteriores, es posible obtener el valor medio de cada uno de los 
campos. En este caso, y siguiendo a modo de ejemplo, dichos valores serían los siguientes:  
Tabla 4-1: Valores de ejemplo en el análisis de funciones 
 
Estos valores medios conformarán el estado del navegador y se utilizarán posteriormente en la 
comparación con el modelo para finalmente verificar su estado (infectado, o no).  
La creación de este modelo, se ha llevado a cabo a partir de diversas ejecuciones limpias, 
obteniendo sus valores medios y realizando, a su vez, su media.   
Finalmente, se ha procedido a la infección del navegador a través de los bots de Zeus y  Spyeye 
generados previamente, comprobando mediante la comparación con el modelo inicial, la presencia 
o ausencia de cambios.  
CreateFile 
iniciales 
Funciones 
iniciales 
Funciones 
entre IC y HOR 
Funciones entre 
HOR Y HSR 
Instrucciones 
entre HOR y HSR 
Funciones 
CreateFile 
25 65721,9 198,2 574 35639,5 9,4 
-- 25 
242738 -- IC -- 186 -- HOR -- 1393 -- 129162 -- HSR -- 29 
206797 -- IC -- 216 -- HOR -- 388 -- 12329 -- HSR -- 9 
40732 -- IC -- 210 -- HOR -- 480 -- 23219 -- HSR -- 4 
23368 -- IC -- 202 -- HOR -- 467 -- 23835 -- HSR -- 4 
26109 -- IC -- 255 -- HOR -- 481 -- 26047 -- HSR -- 10 
28851 -- IC -- 204 -- HOR -- 471 -- 25539 -- HSR -- 10 
25051 -- IC -- 202 -- HOR -- 469 -- 25012 -- HSR -- 12 
25051 -- IC -- 202 -- HOR -- 463 -- 23891 -- HSR -- 10 
13649 -- IC -- 101 -- HOR -- 660 -- 43518 -- HSR -- 2 
24873 -- IC -- 204 -- HOR -- 468 -- 23843 -- HSR -- 4 
 
Ilustración 4-11: Ejemplo de creación de listas de secuencias 
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4.3.1.2 Resultados 
A continuación, se muestra una tabla con los resultados obtenidos para diferentes estados del 
navegador. Estos estados son: el navegador sin alteraciones, el navegador después de haber sido 
infectado por Zeus, y el navegador después de haber sido infectado por Spyeye. 
 
 Funciones 
CreateFile 
iniciales 
Funciones 
iniciales 
Funciones 
entre        
IC y HOR 
Funciones 
entre    
HOR Y HSR 
Instrucciones 
entre         
HOR y HSR 
Funciones 
CreateFile 
Internet Explorer 6 
Original 
25 35584 164 561 36285 6 
Internet Explorer 6 
con Zeus 
44 41395 147 1834 1357630 9 
Internet Explorer 6 
con Spyeye 
75 40849 195 675 39824 5 
Tabla 4-2: Resultados de comparación de funciones 
 
En la tabla anterior, puede observarse diversas alteraciones en los diferentes campos. 
En primer lugar, se produce un incremento de las funciones CreateFile iniciales en los casos de 
infección con respecto al original. Esto es debido al acceso producido por el código malicioso a 
diversos archivos del sistema. Observando la ejecución con la herramienta Pin Detalle, puede 
observarse como, en el caso de Zeus, se realizan accesos adicionales al fichero 
C:\WINDOWS\system32\rsaenh.dll, módulo de servicios criptográficos. En el caso de Spyeye, estos 
accesos adicionales se realizan sobre el fichero C:\cleansweep.exe\config.bin, que contiene la 
configuración del bot. 
Se produce también un incremento en el número de funciones iniciales (antes de la llamada a 
un nuevo InternetConnect) así como en el número de funciones entre HttpOpenRequest y 
HttpSendRequest. Ambos aumentos son debidos a la actividad adicional producida por la presencia 
de malware, siendo especialmente interesante el incremento en funciones entre HOR y HSR, ya 
que es en este punto donde posiblemente se realicen las redirecciones por parte del software 
malicioso. 
Este hecho puede verse claramente observando la muestra de Zeus, donde dicho valor ha 
despuntado de una forma muy considerable, a más de tres veces el valor original. La misma 
conclusión puede obtenerse a partir del valor de instrucciones entre estas dos funciones, donde el 
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aumento se muestra de una forma mucho más evidente. Con Spyeye, este incremento también se 
produce, pero de una forma más discreta. 
Finalmente, en el caso de Zeus se produce una cierta alteración del número de CreateFiles al 
final de la navegación.  
Queda claro, por tanto, que es posible observar anomalías en el número de funciones a partir 
de éste método, y que la interpretación de dichas modificaciones ofrece información sobre la 
actividad inusual que una cierta aplicación pueda estar causando sobre el navegador y su 
comportamiento. 
Adicionalmente, si se observan los resultados obtenidos por Pin en una ejecución del navegador 
infectado por Zeus, se puede ver cómo éste altera el orden correcto de las llamadas a las funciones 
estudiadas. Esto ocurre al acceder a una página web sobre la que realiza una redirección. 
 
 
 
 
 
 
 
 
 
Tal y como se ha mencionado con anterioridad, el orden correcto de dichas llamas es: 
InternetConnect – HttpOpenRequest – HttpSendRequest. No obstante, si se accede a una página a la 
que Zeus deba modificar, no llega a realizarse un HttpSendRequest. Se ejecuta, sin embargo, un 
segundo InternetConnect y HttpOpenRequest, con la nueva dirección de acceso y su 
HttpSendRequest pertinente.  
Así, parece que la navegación se haya producido correctamente pero, pese a ello, se está 
mostrando una página completamente distinta, sin que el usuario pueda darse cuenta. 
Por tanto, resulta igualmente interesante observar este tipo de situaciones, de tal forma que se 
incluirá un contador que indique cuantas veces se ha roto esta cadena secuencial de instrucciones. 
4.3.2. Secuencias de funciones 
El segundo experimento realizado consiste en la detección de anomalías a partir de diversos 
conjuntos de secuencias, obtenidas a partir del listado de funciones ejecutadas por el navegador. 
Como ya se ha comentado, a partir de esta lista es posible generar listas de secuencias de 
diferentes longitudes y realizar comparativas a partir de tres valores destacados: 
-- 44 
347039 -- IC  -- 186 -- HOR  -- 2536 -- 1470509 -- HSR  -- 35 
239614 -- IC  -- 214 -- HOR  -- 1507 -- 1467317 -- HSR  -- 25 
48225 -- IC  -- 220 -- HOR  -- 6 
9249 -- IC  -- 136 -- HOR  -- 607 -- 563 -- HSR  -- 0 
20798 -- IC  -- 204 -- HOR  -- 1566 -- 1465825 -- HSR  -- 8 
19579 -- IC  -- 204 -- HOR  -- 6 
5106 -- IC  -- 77 -- HOR  -- 327 -- 563 -- HSR  -- 0 
16743 -- IC  -- 202 -- HOR  -- 1566 -- 1475702 -- HSR  -- 14 
21911 -- IC  -- 202 -- HOR  -- 1576 -- 1475297 -- HSR  -- 14 
22284 -- IC  -- 204 -- HOR  -- 1566 -- 1465216 -- HSR  -- 14 
… 
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 Secuencias distintas (Distinct): El número de secuencias distintas que aparecen una o 
más veces, contando las múltiples ocurrencias una sola vez. 
 Secuencias diferentes (Different): El número de secuencias que aparecen solo en una 
de las ejecuciones, y no en la otra. 
 Número total de llamadas: El número total de llamadas a función ejecutadas. 
 
Gracias a la instrumentación binaria del navegador, es posible obtener el listado de todas las 
funciones ejecutadas por el navegador y, con él, crear las listas de secuencias de diferentes 
longitudes. Para este análisis se usaran longitudes de 2, 4, 8 y 16 elementos, para comprobar en 
cada caso que diferencia de valores puede observarse e identificar cuál de ellos puede ofrecer 
mayor información. 
Todo ello parte con la premisa hipotética de que, si ha habido alteraciones debido a la presencia 
de algún software malicioso afectando al navegador, estas quedaran reflejadas en una variación del 
número de funciones ejecutadas y del número de secuencias, tanto distintas como diferentes, 
obtenidas. 
4.3.2.1 Realización 
Para llevar a cabo esta metodología, en primer lugar ha sido necesario obtener el listado de 
funciones ejecutadas por el navegador, mediante la instrumentación del navegador con la 
herramienta Pin, usando la Pin-tool secuencias. La navegación se realiza accediendo siempre a las 
diez mismas páginas web, en el mismo orden, para no producir alteraciones. 
Tras ello, basándose en dicho listado, se requiere generar las listas de secuencias, de longitudes 
2, 4, 8 y 16. En consecuencia, ha sido necesaria la creación de cuatro Scripts. Éstos, recorren la lista 
de funciones, generando las diversas secuencias, de la longitud deseada.  
Mediante esas listas de secuencias se puede obtener el valor distinct (número de secuencias 
distintas), eliminando las secuencias repetidas y contando el valor total. En el caso del valor 
different (número de secuencias diferentes entre dos listados), se obtiene contando las secuencias 
que aparecen en una lista y no aparecen en la otra. Este valor depende, por tanto, de dos listas de 
secuencias, siendo imprescindible que, al menos, una de las dos esté “limpia”, puesto que sería 
incoherente para dicha comparación basarse en secuencias infectadas. Por último, el número total 
de funciones, se obtiene a partir de la contabilización del número de dichas funciones en el listado 
original.  
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Para la consecución de dicha metodología, además, se requiere un modelo frente al que 
comparar los resultados obtenidos. Para crear dicho modelo se han obtenido los valores para 
diversas ejecuciones “limpias” y se ha realizado la media aritmética de los mismos.   
Finalmente, y de la misma manera que se ha procedido con el experimento anterior, se ha 
infectado el navegador con Zeus y con Spyeye, detectando y estudiando ciertos cambios, explicados 
posteriormente. 
4.3.2.2 Resultados 
A continuación, se muestran algunos de los resultados obtenidos para este tipo de análisis, 
después de haber realizado diez ejecuciones. En la siguiente tabla se puede observar, para cada 
uno de los tres estados del navegador, el número total de funciones ejecutadas durante la 
navegación. 
 
 
Total de funciones en cada ejecución 
Internet Explorer 6 917973 
Internet Explorer 6 + Zeus 1071407 
Internet Explorer 6 + Spyeye 983763 
Tabla 4-3: Muestra de resultados del total de funciones 
Ilustración 4-12: Ejemplo de creación de listas de secuencias 
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Como se puede observar, se produce un incremento del número total de funciones ejecutadas 
para los navegadores modificados por Zeus y por Spyeye. Este incremento de funciones es señal de 
una acción inusual llevada a cabo por ambas muestras de malware. 
 
La siguiente tabla muestra los resultados para el valor Distinct, en los tres tipos de ejecuciones 
llevados a cabo, y para cada una de las cuatro longitudes k establecidas.  
 
Distinct K=2 K=4 K=8 K=16 
Internet Explorer 6 9809 32253 80518 149900 
Internet Explorer 6 + 
Zeus 
9976 32554 80911 150276 
Internet Explorer 6 + 
Spyeye 
9486 30517 76762 144780 
Tabla 4-4: Muestra de resultados del valor Distinct 
Ninguno de los valores muestra, a simple vista, una alteración considerable. No obstante, 
teniendo en cuenta que se ha producido un aumento en el número de funciones, dichas funciones 
adicionales podrían encontrarse dispuestas de tal manera que no repercutan en el total Distinct 
calculado. 
Esta última tabla proporciona los resultados para el valor Different, para los tres tipos de 
ejecuciones llevados a cabo en comparación a una secuencia limpia, y para cada una de las cuatro 
longitudes establecidas. 
 
Different K=2 K=4 K=8 K=16 
Internet Explorer 6 293 1125 5331 16071 
Internet Explorer 6 + Zeus 560 2425 8724 23447 
Internet Explorer 6 + Spyeye 616 3974 18698 54142 
Tabla 4-5: Muestra de resultados del valor Different 
Se puede observar un incremento para cada una de las longitudes, siendo esta variación más 
evidente a medida que la longitud k aumenta. Por tanto, aparece una evidencia clara de que en los 
estados modificados, el número de secuencias diferentes con respecto al modelo original aumenta, 
71 
 
siendo indicación de que se han producido alteraciones en los órdenes de ejecución de 
instrucciones y, por tanto, en el comportamiento del navegador. 
4.3.3. Modelos de Markov 
El tercer experimento realizado consiste en la detección de anomalías a partir de la 
comparación de modelos de Markov, obtenidos a partir del listado de funciones ejecutadas por el 
navegador. 
Dichos modelos, generados a partir de una herramienta proporcionada, permiten observar, 
dada una nueva secuencia de funciones, qué probabilidad existe de que una función sea llamada a 
partir de la función que la precede. A través de este conjunto de probabilidades, es posible obtener 
la cantidad de transiciones poco probables, es decir, aquellas funciones para las cuales su 
probabilidad de haber sido llamadas, teniendo en cuenta cuál ha sido la función anterior, es 
prácticamente nula. 
De esta forma, un valor alto en ésta cifra indicará la presencia de una actividad inesperada en el 
sistema, puesto que será un recuento de funciones que, supuestamente, no se esperaba que 
fuesen llamadas en ése momento. 
 
4.3.3.1 Funcionamiento de la herramienta Markov_sec_calls 
Se dispone de una herramienta, Markov_sec_calls [40], para la creación de modelos y 
comparación de secuencias basada en Markov, y destinada originalmente a la detección de 
anomalías en sesiones web. Esta herramienta ha sido adaptada para ser utilizada en este estudio. 
Mediante esta herramienta, es posible, por un lado, generar y entrenar modelos de Markov y, 
por otro, comparar una nueva secuencia con un modelo ya proporcionado, identificando la 
probabilidad de cada transición con respecto al modelo y ofreciendo una probabilidad final de 
pertenencia. 
Para su correcto funcionamiento, debe disponer de un directorio data/, con los ficheros input 
(equivalente a la secuencia que se quiere comparar o a partir de la cual se quiere generar o 
entrenar un modelo) y del fichero diccionario.txt (que contiene el conjunto de palabras válidas para 
el modelo). 
En este caso, el fichero input equivale a la secuencia de funciones obtenida a través de la 
instrumentación del navegador, y debe estar dispuesta en formato: funcion1;funcion2;funcion3;… 
Para generar este fichero a partir del resultado de la instrumentación, se dispone del script 
creaEntrada.sh. 
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El fichero diccionario.txt debe contener el conjunto de palabras válidas, esto es, en este caso, 
cada una de las funciones aparecidas en la secuencia. Para generar este fichero a partir del 
resultado de la instrumentación, se dispone del script creardiccionario.sh. 
Con estos ficheros generados, es posible crear un modelo, o bien entrenar el existente, 
utilizando el comando: 
 
 
Donde el parámetro –t hace referencia a entrenamiento (training), el valor 1 al orden utilizado 
(se utiliza orden 1 por simplicidad, durante la experimentación) y el parámetro –mo (model output) 
permite indicar el fichero de salida del modelo. En caso de no existir, creará un modelo nuevo y, en 
caso contrario, realizará un entrenamiento del mismo, modificando los valores a partir de la nueva 
entrada. 
Este fichero de modelo generado, mantiene un formato similar a XML, y contiene: 
 Los órdenes máximo y mínimo utilizados, etiquetados con <MAXORDER> y <MINORDER>. 
 El número total de estados generados, etiquetado con <NUMSTATES>. 
 Por cada estado, etiquetado con <STATE>, su número de estado y su probabilidad inicial (la 
de ser el primer estado de la secuencia), etiquetada con <PI>. 
 Finalmente, las transiciones, etiquetadas con <TRANSITIONS>. Cada línea representa un 
estado, ordenados por su número, y cada una contiene la probabilidad de ir de ese estado 
al estado indicado.  
 
Para realizar el entrenamiento de un modelo ya generado, debe modificarse el fichero input 
para que contenga la nueva secuencia. El fichero diccionario.txt, en cambio, no es necesario 
generarlo de nuevo, pues al realizar el entrenamiento, éste ya recibirá las nuevas palabras. 
Disponiendo de un modelo, es posible calcular con que probabilidad una nueva secuencia 
pertenece a dicho modelo. Para ello, basta con modificar, de nuevo, el fichero input con la nueva 
secuencia, y utilizar el comando: 
 
 
En este caso, el parámetro –e hace referencia a evaluación, el valor 1 al orden utilizado (de 
nuevo, se utilizará orden 1) y el parámetro –mi (model input) permite indicar que fichero de 
modelo utilizar. 
El resultado de esta operación, es un fichero que contiene, por cada estado visitado, la 
probabilidad de haber accedido desde el estado anterior, y la probabilidad acumulada hasta el 
momento, que indicaría la probabilidad de que la secuencia completa pertenezca al modelo. 
 
java –jar Markov_sec_calls.jar –t 1 –mo modelo 
java –jar Markov_sec_calls.jar –e 1 –mi modelo 
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4.3.3.2 Realización 
Para llevar a cabo esta metodología, en primer lugar ha sido necesario obtener el listado de 
funciones ejecutadas por el navegador, mediante la instrumentación del navegador con la 
herramienta Pin, usando la Pin-tool secuencias. La navegación se realiza accediendo siempre a las 
diez mismas páginas web, en el mismo orden, para no producir alteraciones. 
 
Hecho esto, a partir de la herramienta Markov_sec_calls [40] se ha pretendido generar modelos 
para las secuencias de funciones obtenidas, así como obtener la probabilidad de que otras 
secuencias pertenezcan a esos modelos generados. 
No obstante, el volumen de las secuencias de funciones obtenidas por el navegador resulta 
demasiado grande para el programa, puesto que inicialmente estaba destinado a sesiones web y no 
a secuencias de más de un millón de entradas. 
Por ello, se ha decidido seccionar las secuencias en listados menores, tomando como referencia 
la función InternetConnect. Así, mediante un script, cada secuencia de funciones es dividida en 
secciones, cada una correspondiente a las funciones contenidas entre InternetConnects. Para 
secuencias obtenidas instrumentando un navegador “limpio”, esto corresponde a 22 ficheros 
(desde el inicio hasta el primer InternetConnect, y uno por cada InternetConnect realizado). Cabe 
comentar que aunque se accede a diez páginas en la navegación, se producen 22 InternetConnects 
porque algunas páginas contienen imágenes u otros elementos que requieren una nueva petición. 
Con estos ficheros creados, de tamaño mucho menor, ha sido posible generar 22 modelos, cada 
uno referente a su propia sección de la navegación. 
Del mismo modo, cada nueva secuencia a comparar con dichos modelos, es dividida en 
secciones; siendo cada sección comparada con su modelo asociado. 
El resultado obtenido inicialmente, sin embargo, no resultaba satisfactorio. Todas las 
comparaciones generaban una probabilidad acumulada de cero, debido a la multiplicación de 
probabilidades realizada por la aplicación. Teniendo en cuenta que la probabilidad de 100% es 
tratada como 0,999 (permitiendo así que las transiciones poco probables no sean completamente 
cero), aún en el mejor de los casos la multiplicación de forma repetida de este valor tiende a 
disminuir. Así, debido al gran número de estados introducidos (alrededor de mil por sección) el 
resultado obtenido es un valor demasiado pequeño y representado con cero por la aplicación. 
Para solventar esto, se ha optado por omitir esta probabilidad acumulada y, en lugar de ello, 
observar y contabilizar aquellas probabilidades con valor mínimo, probabilidades que representan 
transiciones poco probables. 
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Mediante el recuento de estas transiciones poco probables, es posible cuantificar qué número 
de funciones no pertenecen al modelo o están completamente fuera de lugar, obteniendo así un 
valor de la cantidad de alteraciones que una secuencia pueda haber sufrido. 
 
4.3.3.3 Resultados 
A continuación, se muestran los resultados obtenidos en este tipo de análisis. La siguiente tabla, 
ofrece los valores del número de transiciones poco probables obtenidas, para cada una de las tres 
configuraciones, separados por la secuencia de InternetConnect a la que pertenecen. 
 
Transiciones 
poco probables IE6 IE6 + Zeus IE6 + Spyeye 
Secuencia IC 00 5 4213 3561 
Secuencia IC 01 216 1154 1556 
Secuencia IC 02 113 79 598 
Secuencia IC 03 161 461 402 
Secuencia IC 04 123 554 413 
Secuencia IC 05 54 142 289 
Secuencia IC 06 22 468 293 
Secuencia IC 07 58 106 331 
Secuencia IC 08 53 1513 491 
Secuencia IC 09 2 2339 252 
Secuencia IC 10 2 501 57 
Secuencia IC 11 63 378 143 
Secuencia IC 12 1 352 109 
Secuencia IC 13 109 101 697 
Secuencia IC 14 28 179 346 
Secuencia IC 15 166 2764 41 
Secuencia IC 16 169 420 409 
Secuencia IC 17 46 100 1395 
Secuencia IC 18 21 2868 273 
Secuencia IC 19 78 10489 68 
Secuencia IC 20 0 1064 218 
Secuencia IC 21 23 129 473 
Secuencia IC 22 21 115 562 
Secuencia IC 23 - 0 - 
Secuencia IC 24 - 0 - 
 
Tabla 4-6: Muestra de resultados para el estudio de transiciones poco probables 
 
Como puede observarse, en los casos con Zeus y con Spyeye se alcanzan valores de transiciones 
poco probables mucho más elevados que para un caso normal. En el caso de Zeus, adicionalmente, 
puede verse como se han producido 24 secuencias, en lugar de las 22 normales, debido a la 
alteración que produce en el orden de las funciones InternetConnect, habiendo añadido dos más a 
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causa de la redirección que provoca durante la navegación. Este simple hecho ya es indicación de 
una anomalía. 
Volviendo a los valores observados, la observación de este incremento puede verse de forma 
más sencilla a partir del valor medio de transiciones poco probables, donde queda claro que para 
una ejecución normal, éste es mucho menor. 
 
Media de transiciones poco probables 
Internet Explorer 6 69,72 
Internet Explorer 6 + Zeus 1280 
Internet Explorer 6 + Spyeye 589,86 
Tabla 4-7: Valores medios de transiciones poco probables 
Aparecen, por tanto, evidencias claras de que el número de transiciones poco probables 
aumenta en los estados modificados del navegador, siendo éste dato indicativo, por tanto, de que 
se han producido alteraciones en el comportamiento a causa de una actividad inusual. 
4.3.4. Conclusiones 
Las pruebas realizadas, han permitido observar, con más detenimiento, el proceso de creación y 
configuración de bots, adquiriendo una mayor comprensión y aprendizaje sobre su 
funcionamiento.  
Del mismo modo, la utilización de la herramienta de instrumentación Pin, ha requerido de la 
necesidad, y por tanto de la profundización en su aprendizaje, de un estudio conciso de dicha 
herramienta, conociendo aspectos y particularidades muy concretos sobre la misma.  
Gracias a ello, ha sido posible la elaboración de herramientas Pin-tools que han cubierto, con 
éxito, dichas necesidades;  obteniendo, de este modo, la información precisa para continuar con el 
estudio. Mediante dichos datos, se han establecido ciertos modelos de comportamiento en base a 
cada una de las tres metodologías propuestas.  
Respecto a dichas metodologías, se ha demostrado que, efectivamente y gracias a ellas, pueden 
detectarse cambios significativos en el funcionamiento de un navegador infectado, comparándolo 
con otro que no se encuentre en esa situación.  
En vista de los resultados obtenidos, se pretende diseñar una herramienta mucho más eficiente, 
tanto a nivel de potencia como de efectividad, que permita continuar con estas investigaciones, 
alcanzando un mayor nivel de precisión y siendo capaz de procesar un mayor volumen de datos.    
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5. Diseño          
En vista de los conceptos estudiados y de los resultados obtenidos a partir de la 
experimentación inicial, se ha optado por diseñar y desarrollar una herramienta que permita 
realizar el análisis del navegador con diferentes muestras de posible malware. 
5.1. Requisitos funcionales 
Esta herramienta debe basarse en los tres conceptos mencionados con anterioridad, para el 
análisis de amenazas: debe ser automática, eficaz y correcta. 
Para tal efecto, se requiere que dicha herramienta sea capaz de, inicialmente, capturar 
muestras de posible malware de forma totalmente independiente. Dicha funcionalidad es la 
ofrecida por herramientas como los honeypots. 
La realización de la instrumentación y el análisis de resultados se efectuarán siguiendo el mismo 
proceso, verificado durante la experimentación. El objetivo radica en la infección del sistema con el 
malware obtenido, para realizar la instrumentación del navegador con la herramienta Pin, y 
ejecutar el análisis a partir de las tres metodologías tratadas: el número de funciones, las secuencias 
y Markov. Todo este proceso, sin embargo, deberá ser automatizado. 
Finalmente, es necesario mostrar dichos resultados, de una forma más visible y entendible, por 
lo que serán generados de forma que puedan visualizarse a través de un panel de gestión dinámico, 
que se actualice automáticamente en función de los nuevos resultados obtenidos. 
Requisitos funcionales Descripción 
Sistema automatizado El sistema debe actuar de forma completamente autónoma, 
realizando por sí mismo todas las tareas descritas. 
Múltiples máquinas El sistema dispondrá de diversos equipos, cada uno destinado a una 
tarea específica, y que deberán poder funcionar en paralelo. 
Recopilación de malware Una de las tareas del sistema consistirá en la recopilación de 
muestras de malware. Debe ser capaz, por tanto, de simular 
servicios y vulnerabilidades, y almacenar todo aquel binario que 
trate de ser descargado. 
Entorno seguro El sistema debe permanecer aislado y ser seguro, de modo que las 
muestras adquiridas no puedan infectar equipos no deseados. 
Ejecución de diversos entornos Entendiendo como entorno una combinación de sistema operativo, 
actualizaciones y navegador, se deberá disponer de diversos 
entornos en los que poder realizar diferentes pruebas con las 
muestras adquiridas. 
Instrumentación en paralelo Las pruebas realizadas en los diferentes entornos deberán realizarse 
simultáneamente para optimizar el tiempo de ejecución. 
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Tabla 5-1: Requisitos del sistema 
 
5.2. Estructura 
La estructura de la aplicación constará de cuatro partes diferenciadas, cada una destinada a un 
objetivo concreto y que trabajará de forma conjunta y secuencial.  Cada uno de estos elementos 
constituirá un módulo, formado, a su vez, por una o varias máquinas. 
Inicialmente, el objetivo es adquirir posibles muestras de malware del exterior, del mismo 
modo en que un equipo cualquiera podría infectarse, visitando sitios web o aceptando ejecutables 
de origen indefinido. Éste será el Módulo de Recolección. 
A continuación, se requiere ejecutar esas muestras de malware obtenidas, infectando equipos 
de forma real, procediendo a la recolección de datos del sistema mediante el malware en activo. 
Éste será el Módulo de Ejecución. 
Tras ello, la intención es la de recoger todos estos datos acumulados y analizarlos; 
comparándolos con modelos de comportamiento de un sistema sin infecciones y, de este modo, 
poder discernir a partir de su comportamiento, si ése determinado equipo está infectado o no. Éste 
será el Módulo de Análisis. 
Por último, es necesario coordinar todos estos módulos y los diversos equipos que los 
conforman, de modo que se creará un cuarto módulo cuyo objetivo sea la transmisión de 
información entre módulos y la ejecución ordenada de sus elementos. Éste será el Módulo de 
Control. 
 
 
 
 
 
 
 
 
 
Análisis de comportamiento El sistema deberá realizar los tres tipos de análisis descritos por 
cada binario obtenido y por cada entorno distinto. 
Panel de gestión Deberá disponer de un panel de gestión que muestre los resultados 
de dichos análisis, de forma clara y concisa. 
Sistema escalable El sistema debe estar diseñado de forma que sea fácilmente 
ampliable con nuevos equipos y entornos. 
Módulo de
Recolección
ódulo de
Recolección
Módulo de 
Control
ódulo de 
Control
Módulo de 
Ejecución
ódulo de 
Ejecución
Módulo de 
Análisis
ódulo de 
Análisis
Malwarealware
Ilustración 5-1: Esquema de la relación entre módulos de la aplicación 
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Debido a las ventajas que ofrece la virtualización, tales como escalabilidad y reducción de 
recursos, se diseñará una estructura de máquinas virtuales en las que, cada módulo, estará 
formado por una o por un conjunto de éstas. Todo ello, con la excepción del Módulo de Control, 
que será la máquina Host la que se encargará de ello. 
 
5.3. Módulos  
5.3.1. Módulo de Recolección 
Éste módulo se encargará de la obtención de binarios sospechosos, que puedan llegar a 
conformar posibles muestras de malware. Para la obtención de estos binarios, se dispondrá de 
Dionaea, un tipo de honeypot de baja interacción, que puede destinarse a la recolección de 
malware de forma automática. La idea tras Dionaea es emular vulnerabilidades de los servicios 
web, de modo que esas debilidades puedan ser utilizadas por los diversos tipos de malware. Puesto 
que los procesos atacantes interaccionan con un servicio emulado, no hay riesgo de infección, 
quedando almacenados de forma segura en el disco duro, todos los binarios descargados. 
Los binarios obtenidos por el Módulo de Recolección se almacenarán en él, mientras que el 
Módulo de Control los irá transfiriendo, uno a uno, al Módulo de Ejecución, procediendo, 
posteriormente, a ejecutarlos y analizar sus repercusiones. 
5.3.2. Módulo de Ejecución 
El Módulo de Ejecución se encargará de ejecutar binarios sospechosos en distintos entornos, es 
decir, distintas combinaciones de sistema operativo, actualizaciones y navegador, para comprobar 
cómo éstos afectan al comportamiento de éste último. Éste módulo estará formado por diversas 
máquinas, cada una de ellas con una versión de navegador y de sistema operativo diferentes, para 
poder comprobar el impacto de una posible muestra de malware en diversos entornos. A su vez, 
todas ellas dispondrán de la herramienta de instrumentación Pin, y de la posibilidad de lanzar un 
navegador para que realice un recorrido visitando diversas páginas web de forma automática.  
Así, tras ejecutar un posible binario malicioso proporcionado por el Módulo de Control, se 
lanzará el navegador instrumentado por Pin, que visitará un cierto número de páginas, guardando 
los resultados de Pin de esa ejecución. El Módulo de Control obtendrá dichos resultados y los 
transmitirá al Módulo de Análisis para efectuar su estudio de consecución de resultados. 
Tras la obtención de resultados por parte de Pin, la máquina en cuestión será devuelta a su 
estado original antes de la ejecución de ningún binario, eliminando cualquier riesgo de infección y 
estando lista para recibir al siguiente posible malware.  
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5.3.3. Módulo de Análisis 
El Módulo de Análisis se encargará de analizar la información obtenida por el Módulo de 
Ejecución y de discernir, a partir de ella y de las tres estrategias anteriormente detalladas, si el 
comportamiento de un navegador es propio de un sistema “limpio” o, por el contrario, por uno que 
haya sido infectado por malware. Este módulo recibirá los resultados generados por la herramienta 
Pin en el Módulo de Ejecución gracias y a través del Módulo de Control.  
 El Módulo de Análisis, a su vez, dispondrá de diversos programas y scripts para realizar las 
distintas pruebas y estudios: 
 
 Detección a partir del número de funciones e instrucciones. 
 Detección a partir de secuencias de funciones. 
 Modelos de Markov. 
Los resultados, por el momento, se almacenarán en este módulo para su lectura e 
interpretación posteriores. 
5.3.4. Módulo de Control 
El Módulo de Control será el encargado de coordinar los distintos módulos y las máquinas 
virtuales que los conforman. Puesto que el entorno será una estructura de máquinas virtuales, el 
Módulo de Control estará constituido por la máquina Host; dado que esto facilita la labor de 
gestionar las diversas máquinas virtuales, transmitir información de una a otra, o controlar su 
estado en cualquier momento deseado. 
Este módulo tendrá la tarea de controlar el funcionamiento secuencial de la aplicación: 
 
 Recoger malware del Módulo de Recolección.  
 Enviar malware a una máquina del Módulo de Ejecución disponible. 
 Ejecutar el malware. 
 Lanzar la herramienta de instrumentación del navegador. 
 Recuperar la información obtenida. 
 Devolver la máquina al estado original. 
 Enviar la información al Módulo de Análisis. 
 Lanzar los diversos programas de análisis. 
Estas tareas se describen de forma más detallada en la sección  5.5. Diagramas. 
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5.4. Panel de gestión 
Se quiere disponer de un panel de gestión, que muestre, una vez finalizados los tres tipos de 
análisis sobre la ejecución de un navegador con un binario determinado, los resultados obtenidos. 
Éste panel consistirá en una página web que, por el momento, se encontrará alojada en el propio 
Módulo de Análisis, de forma que los resultados alcanzados pasen a formar parte de su contenido. 
De este modo, ésta página será completamente dinámica, y su contenido variará en función de 
los datos obtenidos a través de los análisis. 
La información a mostrar pretende ser clara y concisa. Cada binario analizado debe ser 
fácilmente accesible y, por cada uno de ellos, deben aparecer los tres tipos de resultados obtenidos 
en función de cada una de las tres metodologías. Así pues, se propone la siguiente disposición: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
La barra lateral izquierda, etiquetada como Binarios, contendrá una lista con todos los binarios 
ordenados alfabéticamente.  
El cuadro central, Información, dispondrá los datos obtenidos por los análisis. Esta información 
será expuesta en formato de tabla o de gráficos, en función del estudio al que pertenezca. La 
información, así mismo, dependerá del tipo de estudio que se haya seleccionado. 
Finalmente, en la barra superior, por encima del panel de Información y etiquetada en el 
esquema con el nombre Estudio, se encuentra un menú con tres opciones. Estas opciones serán las 
tres metodologías y, en función de cual haya sido seleccionada, los resultados de ese estudio para 
el binario escogido aparecerán en el cuadro central. Adicionalmente, y para mayor claridad, en esta 
sección se mostrará también el nombre del binario que se esté visualizando en ese momento. 
Ilustración 5-2: Versión esquemática de la página web 
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5.5. Diagramas  
5.5.1. Diagrama de estados 
Se ha desarrollado un único diagrama de estados, puesto que al tratarse de una aplicación 
totalmente automatizada, ésta es la única con la que el usuario interactuará. Al tratarse de un 
proceso automático, el inicio del mismo será la única acción disponible, a excepción de su 
detención en cualquier punto de su ejecución. El diagrama propuesto es el siguiente: 
 
 
 
 
 
 
 
 
 
 
 
 
El curso a seguir por la aplicación es completamente lineal, ejecutando paso a paso y de forma 
autónoma las diversas acciones de que se compone. 
Así pues, una vez iniciada la aplicación por parte del usuario, ésta tratará de obtener un nuevo 
binario, esperando en caso de no encontrar ninguno. Al obtenerlo, éste será enviado al Módulo de 
Ejecución, donde será instalado y se iniciará la instrumentación. Una vez finalizada, los resultados 
serán enviados al Módulo de Análisis, donde se procederá a su estudio. 
Hecho esto, se restaurarán las máquinas del Módulo de Ejecución a su estado “sin infecciones” y 
se eliminará el binario de la lista de binarios a tratar, para volver, de este modo, al estado inicial. 
Ilustración 5-3: Diagrama de estados de la aplicación 
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5.5.2. Diagrama de secuencias 
En esta sección se muestra, mediante un diagrama de secuencias, el comportamiento y la 
interacción que deberán presentar los diferentes módulos que intervienen en la acción de análisis 
de la aplicación. El diagrama propuesto es el siguiente: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Puesto que se trata de una aplicación que pretende ser completamente automática, la única 
interacción del usuario con el sistema será la de iniciar dicha aplicación (1: test) sobre el Módulo de 
Control, único módulo con el que el usuario tendrá interacción. 
Ilustración 5-4: Diagrama de secuencias de la aplicación 
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A partir de este momento, la aplicación entrará en bucle, realizando de forma ordenada todas 
las tareas establecidas. 
Inicialmente, el Módulo de Control contactará con el Módulo de Recolección, a la espera de 
recibir un nuevo binario para analizar (1: listar_binarios).  
Cuando se capture un nuevo binario, se dará la orden de almacenarlo (1: obtener_binario) y 
enviarlo al conjunto de máquinas del Módulo de Ejecución (3: enviar_malware), que, 
consecutivamente, procederán a su instalación (3.1: instalar_malware). 
Hecho esto, se dará la orden a cada una de esas máquinas de comenzar con la instrumentación 
del navegador (5: instrumentar). 
En el momento en que todas las máquinas hayan terminado con la instrumentación y el Módulo 
de Control haya obtenido los resultados pertinentes (7: obtener_resultados), ésta información será 
enviada al Módulo de Análisis (9: enviar_resultados) y se le indicará que puede ejecutar el análisis 
de los mismos (11: analizar). 
En este momento, el Módulo de Análisis realizará el cotejo de los tres tipos de estudios (11.1: 
funciones, 11.2: secuencias, 11.3: markov). 
Paralelamente a la realización de dichos análisis, el Módulo de Control indicará al Módulo de 
Ejecución que restaure a su estado inicial sin ningún tipo de posible infección a su conjunto de 
máquinas (12: restaurar). Del mismo modo, indicará al Módulo de Recolección que elimine de la 
lista de binarios a tratar el binario estudiado (14: eliminar_binario). 
Hecho esto, finalmente, el sistema volverá a estar disponible para proceder al estudio de un 
nuevo binario, por lo que regresará al comienzo para poder repetir de nuevo todo el proceso. 
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6. Desarrollo         
6.1. Estructura del sistema 
Para crear la estructura del sistema sobre el que funcionará la aplicación, de nuevo se ha hecho 
uso de la herramienta de virtualización VMware Server. 
Como bien se ha decidido en la etapa de diseño, el sistema constará de cuatro módulos, cada 
uno con una o diversas máquinas virtuales, de las cuales se han reutilizado algunas de las creadas 
durante la fase de experimentación. 
Todas las nuevas máquinas creadas disponen de 8Gb de disco, CD-Rom físico y USB. De nuevo, 
el adaptador de red para todas ellas se ha seleccionado de tipo HostOnly, lo cual les otorga una IP 
del rango 192.168.188.xxx que limita el acceso al y desde el exterior. 
Para formar el Módulo de Recolección se ha creado una nueva máquina, Collector, con el 
sistema operativo Ubuntu Server 10.10, en el que se ha instalado Nepenthes. 
Para formar el Módulo de Ejecución se han reutilizado máquinas utilizadas durante la 
experimentación inicial. Dichas máquinas son Ubuntu, Ubuntu2 y WinXP. Todas ellas siguen 
manteniendo sus características y su función.  
En el caso de Ubuntu y Ubuntu2, estas máquinas no constituyen parte del Módulo de Ejecución 
tal y como se ha definido en el diseño (máquinas destinadas a infección e instrumentación), 
simplemente constituyen servidores web a los que las otras máquinas del módulo accederán para 
simular la navegación web. 
Juntamente con la máquina WinXP, que sí que formará parte del módulo como máquina 
destinada a infección e instrumentación, se ha creado la máquina WinXP (firefox). Esta máquina 
consiste en una copia exacta de WinXP y comparte las mismas funcionalidades, sin embargo se ha 
reemplazado el navegador Internet Explorer por el navegador Mozilla Firefox. 
Para formar el Módulo de Análisis se ha reutilizado la máquina AnomalyDetection, manteniendo 
las mismas características.  
Finalmente, el Módulo de Control está formado por la máquina Host que aloja al resto de 
máquinas virtuales. Ésta máquina se trata de un ordenador portátil, con un procesador dual core de 
2.40 GHz, sistema operativo Windows 7 (x64), y dispone de 500 GB de espacio de disco. 
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Ilustración 6-1: Versión esquemática de la estructura de la aplicación 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
6.2. Módulos  
6.2.1. Módulo de Recolección 
El Módulo de Recolección está formado por una única máquina virtual, Collector, la cual está 
orientada a la captura de malware. Para tal efecto, dispone de un entorno Ubuntu Server 10.10 
sobre el que se ha instalado Dionaea.  
Dionaea, un tipo de honeypot de baja interacción, consigue emular servicios y vulnerabilidades 
conocidas de una máquina Windows, permitiendo el acceso a diversos exploits y pudiendo 
almacenar, de forma totalmente segura, binarios maliciosos descargados a través de ellos. 
6.2.1.1 Instalación y configuración de Dionaea 
La instalación de Dionaea sobre Ubuntu Server se realiza de una forma larga y tediosa, pero 
sencilla. La instalación puede realizarse siguiendo los siguientes comandos: 
 
 
 
 
 
 
# aptitude install libudns-dev libglib2.0-dev libssl-dev 
libcurl4-openssl-dev \ 
libreadline-dev libsqlite3-dev python-dev \ 
libtool automake autoconf build-essential \ 
subversion git-core \ 
flex bison \ 
pkg-config 
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# mkdir /opt/dionaea 
# mkdir dionaea 
# cd dionaea 
# ### liblcfg 
# git clone git://git.carnivore.it/liblcfg.git liblcfg 
# cd liblcfg/code 
# autoreconf -vi 
# ./configure --prefix=/opt/dionaea 
# make install 
# cd .. 
# cd .. 
# ### libemu 
# git clone git://git.carnivore.it/libemu.git libemu 
# cd libemu 
# autoreconf -vi 
# ./configure --prefix=/opt/dionaea 
# make install 
# cd .. 
# ### libnl 
# git clone git://git.kernel.org/pub/scm/libs/netlink/libnl.git 
# cd libnl 
# autoreconf -vi 
# export LDFLAGS=-Wl,-rpath,/opt/dionaea/lib 
# ./configure --prefix=/opt/dionaea 
# make 
# make install 
# cd .. 
# ### libev 
# wget http://dist.schmorp.de/libev/libev-4.04.tar.gz 
# tar xfz libev-4.04.tar.gz 
# cd libev-4.04 
# ./configure --prefix=/opt/dionaea 
# make install 
# cd .. 
# ### sqlite3 
# apt-get install sqlite3 
# ### Python 3.2 
# wget http://python.org/ftp/python/3.2/Python-3.2.tgz 
# tar xfz Python-3.2.tgz 
# cd Python-3.2/ 
# ./configure --enable-shared --prefix=/opt/dionaea \ 
--with-computed-gotos \ 
--enable-ipv6 LDFLAGS="-Wl,-rpath=/opt/dionaea/lib/" 
# make 
# make install 
# cd .. 
# ### Cython 
# git clone https://github.com/cython/cython.git 
# cd cython 
# /opt/dionaea/bin/python3 setup.py install 
# cd ..  
 
87 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
# ### lxml 
# aptitude install libxml2-dev 
# aptitude install libxslt1-dev 
# wget http://lxml.de/files/lxml-2.3.tgz 
# tar xfz lxml-2.3.tgz 
# cd lxml-2.3/ 
# /opt/dionaea/bin/python3 setup.py install 
# cd .. 
# ### udns 
# wget http://www.corpit.ru/mjt/udns/old/udns_0.0.9.tar.gz 
# tar xfz udns_0.0.9.tar.gz 
# cd udns-0.0.9/ 
# ./configure 
# make shared 
# cp udns.h /opt/dionaea/include/ 
# cp *.so* /opt/dionaea/lib/ 
# cd /opt/dionaea/lib 
# ln -s libudns.so.0 libudns.so 
# cd - 
# cd .. 
# ### libpcap 
# wget http://www.tcpdump.org/release/libpcap-1.1.1.tar.gz 
# tar xfz libpcap-1.1.1.tar.gz 
# cd libpcap-1.1.1 
# ./configure --prefix=/opt/dionaea 
# make 
# make install 
# cd .. 
# ### curl 
# ln –s /usr/bin/curl /opt/dionaea/bin/curl 
# ln –s /usr/bin/curl-config /opt/dionaea/bin/curl-config 
# ### Dionaea 
# git clone git://git.carnivore.it/dionaea.git dionaea 
# cd dionaea 
# autoreconf -vi 
# ./configure --with-lcfg-include=/opt/dionaea/include/ \ 
      --with-lcfg-lib=/opt/dionaea/lib/ \ 
      --with-python=/opt/dionaea/bin/python3.2 \ 
      --with-cython-dir=/opt/dionaea/bin \ 
      --with-udns-include=/opt/dionaea/include/ \ 
      --with-udns-lib=/opt/dionaea/lib/ \ 
      --with-emu-include=/opt/dionaea/include/ \ 
      --with-emu-lib=/opt/dionaea/lib/ \ 
      --with-gc-include=/usr/include/gc \ 
      --with-ev-include=/opt/dionaea/include \ 
      --with-ev-lib=/opt/dionaea/lib \ 
      --with-nl-include=/opt/dionaea/include \ 
      --with-nl-lib=/opt/dionaea/lib/ \ 
      --with-curl-config=/opt/dionaea/bin/ \ 
      --with-pcap-include=/opt/dionaea/include \ 
      --with-pcap-lib=/opt/dionaea/lib/ \ 
# make 
# make install 
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Una vez se ha instalado Dionaea, puede ejecutarse la aplicación con el binario 
./opt/dionaea/bin/dionaea. Mientras se encuentra en ejecución, la propia aplicación abre 
diferentes puertos en la máquina, que emulan servicios con vulnerabilidades conocidas. Estas 
vulnerabilidades pueden ser aprovechadas por diversos tipos de malware para atacar el honeypot e 
introducir binarios malignos. Para visualizar los puertos abiertos, se puede usar el comando lsof –i. 
 
 
 
 
 
 
 
 
 
 
Dionaea genera diferentes archivos que contienen información sobre los ataques que recibe y 
ficheros que descarga. 
Cuando recibe un ataque en uno de los servicios activos, examina el tipo de ataque e interpreta 
si su finalidad es descargar un archivo y a través de que método (http/link/ftp...). 
Varios ficheros de log son creados a medida que se van realizando acciones. En el fichero 
/opt/dionaea/var/log/dionaea.log se encuentra el log general. De él puede obtenerse diversa 
información sobre las posibles conexiones entrantes o intentos de acceso por parte de exploits. 
Si se ha detectado un intento de descarga de un binario, es capaz de obtenerlo y almacenarlo, 
de forma que sea posible analizarlo posteriormente. Los binarios descargados se encuentran en el 
directorio /opt/dionaea/var/dionaea/binaries/, y el nombre que se les otorga es su MD5: 
 
 
 
 
Este directorio es el que observará la aplicación, a la espera de encontrar nuevos binarios para 
analizar. 
 
Ilustración 6-2: Puertos abiertos en Dionaea 
Ilustración 6-3: Binarios descargados en Dionaea 
89 
 
6.2.2. Módulo de Ejecución 
 
El Módulo de Ejecución está formado por una única máquina virtual, WinXP,  sobre la que se 
pueden realizar infecciones y controlar la instrumentación del navegador. Dispone de la 
herramienta Pin para realizar la instrumentación dinámica, ejecutada sobre un navegador Internet 
Explorer 6, en un entorno Windows XP SP2.  
Se ha escogido ésta estructura y entorno por su simplicidad y para poder efectuar, más cómoda 
y sencillamente, las primeras pruebas de la aplicación. 
La máquina WinXP mantiene la misma configuración que la creada durante la realización de la 
experimentación inicial. Así, mantiene la herramienta Pin con las diferentes Pin-tools desarrolladas.  
No obstante, han sido necesarias algunas modificaciones para poder convertir todo el proceso 
de navegación y de instrumentación en un proceso completamente automático. 
 
6.2.2.1 Automatización del navegador 
Las pruebas con Pin sobre el navegador se realizan accediendo con éste último a diversas 
páginas web, permitiendo que los resultados de Pin se realicen sobre diversos accesos, mostrando, 
de este modo, unos múltiples, variados, correctos y veraces resultados. Para realizar estos análisis 
de forma automática resulta necesario, en primera instancia, automatizar la navegación por 
diversas páginas.  
Se ha probado con diversos programas de automatización de Internet Explorer sin éxito, puesto 
que este tipo de programas, al igual que Pin, se ejecutan por encima del navegador, actuando 
directamente sobre él. Este hecho, genera inconsistencias, derivando o bien en un mal 
funcionamiento de las herramientas o directamente, a la imposibilidad de la instrumentación, 
puesto que se requeriría que Pin actúe sobre el automatizador o el automatizador sobre Pin. 
Finalmente, tras diversos intentos fallidos, se optó por llevar a cabo  la automatización a través 
de Javascript, utilizando  Frames. Un Frame es un elemento html que permite mostrar en una 
página web, en el espacio designado, otra página web distinta.  
De este modo, al crear una página web con un Frame y un código Javascript que permita 
modificar dicha dirección del Frame, es posible crear una web que navegue por diversas webs 
designadas en una lista específica. 
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El código anterior, genera una página web que realiza la navegación automática por las páginas 
añadidas en el array "lista", mostrando una página nueva cada cinco segundos. 
Desde el punto de vista de la instrumentación, la navegación a partir de Frames no afecta a los 
resultados.  Las funciones e instrucciones utilizadas por el navegador para abrir páginas dentro de 
un Frame son, exactamente las mismas, que las que se usan al añadir una dirección en la barra de 
direcciones y aceptar. Todas las funciones de ventana que podrían capturarse con un keylogger o 
similar son utilizadas también en un Frame, así como las funciones de cambio de dirección del 
Frame, que equivaldrían al cambio de dirección por barra de direcciones de la ventana. 
Tras varias pruebas realizadas mediante una navegación manual y la navegación automática con 
el código html anterior, no ha habido cambios apreciablemente significativos en cuanto a número o 
secuencia de funciones. 
La página creada con éste código, framer.html, ha sido colocada en el servidor web benigno, y la 
página por defecto del navegador en la máquina de pruebas, ha sido direccionada a esta web, de 
tal forma que la apertura del navegador muestre directamente la navegación automática.  
Así, al lanzar a Pin sobre el navegador, se generan automáticamente los resultados para una 
navegación sobre las diez direcciones web introducidas, acelerando de forma considerable el 
proceso de instrumentación para una navegación con Internet Explorer. 
<html> 
<script> 
var lista = new Array(  
"http://www.serverok.es", 
"http://www.serverok.es/redir.html", 
"http://www.serverhack.com/zeus/paginas/hola.php", 
"http://www.serverhack.com/zeus/paginas/fake.php", 
"http://www.serverhack.com/zeus/paginas/deu.php", 
"http://www.serverhack.com/spyeye", 
"http://www.serverhack.com/spyeye/main", 
"http://www.serverok.es/p1", 
"http://www.serverok.es/p1/p2" 
); 
function chg_dir() { 
if (lista.length<1) {window.opener='x';window.close();}  
else { 
document.frames["framer"].location.href = lista[0]; 
lista.shift(); 
} 
}; 
setInterval('chg_dir()', 5000); 
</script> 
<frameset> 
<frame name="framer" src="http://www.serverok.es/link.html" /> 
</frameset> 
</html> 
 
Ilustración 6-4: Código html para la automatización de la navegación 
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6.2.2.2 Automatización de la instrumentación 
Disponiendo de la navegación automática para Internet Explorer, el siguiente paso de 
automatización es ejecutar Pin sobre el navegador automático e número deseado de veces. De este 
modo, se generan diversos resultados para navegaciones idénticas, permitiendo realizar medias o 
descartar resultados incorrectos o extraordinarios. 
La finalidad, es lanzar Pin con la herramienta deseada, copiar los resultados a un nuevo fichero 
con un nombre identificativo de dicha ejecución, y repetir las mismas acciones con el resto de 
herramientas. Y, hecho esto, repetirlo tantas veces como se indique. 
Para ello, y puesto que el sistema operativo sobre el que se hace la instrumentación se trata de 
Windows XP, la automatización se realiza a partir de scripts escritos en BATCH.  
El contenido de dicho script es el siguiente: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
El script anterior, autotest.bat, recibe dos parámetros cuando es llamado. El primero de ellos, es 
el nombre deseado para la ejecución: "limpio", en caso de una ejecución en la que se sabe que no 
hay infección alguna; "zeus",  para una ejecución con una infección con Zeus; o, sencillamente, la 
::Remove qotes 
SET _name=%1 
SET _name=###%_name%### 
SET _name=%_name:"###=% 
SET _name=%_name:###"=% 
SET _name=%_name:###=% 
 
SET _num=%2 
SET _num=###%_num%### 
SET _num=%_num:"###=% 
SET _num=%_num:###"=% 
SET _num=%_num:###=% 
 
CD C:\Pin 
MKDIR C:\Pin\salidas\%_name% 
FOR /L %%i IN (1,1,%_num%) DO ( 
CALL C:\Pin\pin -t C:\Pin\source\tools\Zeus\obj-ia32\info.dll -- 
"C:\Archivos de Programa\Internet Explorer\iexplore.exe" 
COPY C:\Pin\info.out C:\Pin\salidas\%_name%\%_name%_info_%%i.out 
CALL C:\Pin\pin -t C:\Pin\source\tools\Zeus\obj-ia32\secuencia.dll 
-- "C:\Archivos de Programa\Internet Explorer\iexplore.exe" 
COPY C:\Pin\secuencia.out 
C:\Pin\salidas\%_name%\%_name%_secuencia_%%i.out 
) 
DEL C:\Pin\pintool.log.server.* 
DEL C:\Pin\info.out 
DEL C:\Pin\secuencia.out 
C:\Pin\salidas\%_name% C:\Pin\salidas\%_name%\* 
EXIT 
 
Ilustración 6-5: Código para el script de automatización de la instrumentación 
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fecha de ejecución, el número o el nombre de la máquina, si se prefiere.  El segundo parámetro, es 
el número de ejecuciones de Pin deseadas.  
En el código anterior, ambos parámetros, recibidos como %1 y %2, son sometidos a eliminación 
de comillas ("). Eso se hace simplemente por precaución, ya que posteriormente los parámetros no 
serán introducidos manualmente, sino de forma remota.  
A continuación, se procede al acceso al directorio de Pin, creando una nueva carpeta en el 
directorio de salidas con el nombre deseado, y procediéndose  a la realización de la 
instrumentación, el número de veces queridas.  
Esto consiste en realizar un CALL de la instrucción Pin con la herramienta deseada, actuando 
sobre el navegador  y moviendo, mediante COPY,  el fichero de salida al nuevo directorio. Dicha 
copia deberá realizarse con el nombre designado, la herramienta usada y el número de ejecución 
designados previamente. 
En este caso, puesto que se usan dos de las herramientas, esta acción deberá realizarse  para 
cada una de ellas. Seguidamente, se procederá  a la eliminación de los archivos de log innecesarios, 
los ficheros de salida que ya han sido copiados, y la compresión vía Zip del directorio generado; 
realizando de este modo, un CALL a dicha aplicación.   
Finalmente, el script termina con la instrucción EXIT. 
6.2.3. Módulo de Análisis 
El Módulo de Análisis está compuesto por una única máquina virtual con un Sistema Operativo 
Ubuntu 10.10 y funciones de servidor web. Esta máquina es la que realiza los análisis de los 
resultados obtenidos en el Módulo de Ejecución, obtiene nuevos resultados a partir de ellos, y los 
muestra en una página web dinámica que se actualiza al ser generados.  
Por cada resultado obtenido de la instrumentación binaria realizada en el Módulo de Ejecución, 
se realizan los tres tipos de análisis estudiados con anterioridad: número de funciones, secuencias 
de llamadas a función y cadenas de Markov.  
Así, este módulo contiene cinco apartados distinguidos: 
 
 El directorio /home/analisis/0.control:  
Contiene las entradas para los consiguientes análisis, consistentes en un directorio por cada 
binario instrumentado con los resultados de las herramientas info y secuencias de Pin. 
Contiene, también, el script que lanza el resto de análisis y crea los directorios y subdirectorios 
apropiados donde se alojará la información a mostrar en la página web. 
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 El directorio /home/analisis/1.funciones:  
Contiene el script que realiza el primero de los análisis. Este, dada una entrada con los 
resultados obtenidos por la herramienta info (recordemos: un listado de las secuencias 
InternetConnect-HttpOpenRequest-HttpSendRequest con el número de funciones ejecutadas 
entre cada una de estas funciones y el número de CreateFiles al finalizar), devuelve una tabla 
HTML con el valor medio de ese número de funciones. 
El código para esta tabla es depositado en su directorio correspondiente para poder ser 
mostrado en la página web. 
 
 
 
 
 
 
 
 
 
 
 
 El directorio /home/analisis/2.secuencias:  
Contiene los scripts, ficheros y directorios necesarios para realizar el segundo tipo de 
análisis, la comparación de secuencias de llamadas a función.  
Así mismo, dispone de la secuencia modelo, contra la que realizar comparaciones, de los 
diferentes scripts para generación de cadenas de funciones (de 2, 4, 8 y 16) y comparación de 
éstas, y del programa R. Este programa permite la generación de gráficas con los resultados 
obtenidos.  
Como resultado, el script de comparación de secuencias genera dos tablas HTML (distinct y 
different) con sus dos gráficos (generados con R) pertinentes. 
Los archivos de imagen generados por R y los resultados de la comparativa en forma de 
tabla HTML son depositados en su directorio correspondiente para poder ser mostrados en la 
página web. 
 
 
 
 
Ilustración 6-6: Ejemplo de tabla generada por el análisis de funciones 
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 El directorio /home/analisis/3.markov:  
Contiene los scripts, ficheros y directorios, necesarios para realizar el tercer análisis, la 
comparación de secuencias mediante cadenas de Markov.  
Dispone de los modelos ya creados para cada una de las divisiones a las que se verá 
expuesta la secuencia a analizar, los scripts que realizan esta división y proceden a realizar 
la comparación de cada parte, y el archivo Markov_sec_calls.jar [40] que permite esta 
comparación contra los modelos almacenados.  
Por cada parte de la secuencia analizada, se obtiene el número de funciones 
improbables y, finalmente, la media de éstas. Estos resultados se generan en forma de 
tabla HTML. 
El código para esta tabla es depositado en su directorio correspondiente para poder ser 
mostrado en la página web. 
Ilustración 6-7: Ejemplo de gráfico y tabla generado por el análisis de secuencias 
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 El directorio /var/www: Aloja los diferentes archivos .html y .php de los que está 
compuesta la página web, así como un directorio "malware" que contiene un subdirectorio 
por cada binario analizado. Todo ello, con sus respectivos resultados, para que puedan ser 
expuestos. 
 
6.2.4. Módulo de Control 
El módulo de Control se compone exclusivamente por la máquina Host, que aloja al resto de 
máquinas virtuales. 
Este módulo es el encargado de controlar al resto de módulos, y el encargado de gestionar el 
proceso de detección y análisis automático de muestras. Este proceso incluye tareas de 
comunicación con el resto de módulos, envío y recibo de datos de otras máquinas, e incluso 
gestión y control de otros procesos en otros equipos.  
Para tal efecto, y puesto que la herramienta usada para la creación de máquinas virtuales ha 
sido VMware Server, el Módulo de Control hace uso del comando vmrun, incluido en esta 
herramienta. 
 
Ilustración 6-8: Ejemplo de tabla generada por el análisis de Markov 
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6.2.4.1 El comando vmrun 
Vmware Server dispone de vmrun.exe, una herramienta bastante potente en consola de 
comandos, que puede servir para controlar la ejecución del entorno, el estado de las máquinas 
virtuales, y las transferencias de datos entre ellas.  
Con vmrun.exe pueden realizarse las siguientes acciones: 
o Listar las máquinas en ejecución.  
o Iniciar, parar, suspender o reiniciar máquinas.  
o Crear y restaurar snapshots  (puntos de restauración).  
o Copiar, ejecutar, renombrar o comprobar ficheros en las máquinas virtuales. 
 
Para todos los comandos debe indicarse con el parámetro -h el acceso a la máquina Host (en 
este caso https://127.0.0.1/sdk) y con los parámetros -u y -p el usuario y el password 
respectivamente.  
Otros comandos, en especial los comandos de SO de máquinas virtuales, requieren de 
parámetros adicionales.  
A continuación se muestran algunos de los comandos disponibles. 
 
▪ Comandos generales 
 vmrun.exe list: Lista todas las máquinas que se encuentran en ejecución. 
 
 
 
 
 
▪ Comandos para snapshots 
Un snapshot captura el estado de una máquina virtual en el momento de ser tomado, 
incluyendo toda la información en los discos virtuales.  
Los snapshots son útiles para realizar experimentaciones y especialmente como backups.  
Estos comandos permiten la realización de snapshots y la restauración de la máquina al estado 
previamente guardado. 
 
 vmrun.exe snapshot Ruta_Máquina.vmx: Crea un snapshot de la máquina virtual. En 
Vmware Server sólo se permite disponer de un único snapshot por máquina. 
 
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password list 
Total running VMs: 2 
[standard]Collector/Collector.vmx 
[standard]AnomalyDetection/AnomalyDetection.vmx 
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password snapshot 
"[standard]Virtual Machine/Virtual Machine.vmx"  
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 vmrun.exe revertToSnapshot Ruta_Máquina.vmx: Restaura el snapshot de la máquina 
indicada. 
 
 
 
 
▪ Comandos de control 
Permiten controlar y modificar el estado de las máquinas virtuales. 
 
 vmrun.exe start Ruta_Máquina.vmx: Inicia la máquina virtual indicada. 
 
 
 
 
 vmrun.exe stop Ruta_Máquina.vmx: Para la máquina virtual indicada. 
 
 
 
 
 vmrun.exe reset Ruta_Máquina.vmx: Reinicia la máquina virtual indicada. 
 
 
 
 
 vmrun.exe suspend Ruta_Máquina.vmx: Suspende la máquina virtual indicada. 
 
 
 
 
▪ Comandos de SO de máquina virtual  
Los comandos de Sistema Operativo de máquinas virtuales requieren de parámetros 
adicionales,     -gu para indicar el nombre de usuario con el que acceder a la máquina indicada y -gp 
para indicar su password. 
Así pues, dichos comandos, permiten realizar acciones dentro del sistema operativo de la 
máquina virtual. 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password revertToSnapshot 
"[standard]Virtual Machine/Virtual Machine.vmx"  
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password start 
"[standard]Virtual Machine/Virtual Machine.vmx"  
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password stop 
"[standard]Virtual Machine/Virtual Machine.vmx"  
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password reset 
"[standard]Virtual Machine/Virtual Machine.vmx"  
 
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password suspend 
"[standard]Virtual Machine/Virtual Machine.vmx"  
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 vmrun.exe runProgramInGuest Ruta_Máquina.vmx comando argumentos: Ejecuta el 
comando indicado en la máquina virtual especificada. 
 
 
 
 
  Vmrun.exe listDirectoryInGuest Ruta_Máquina.vmx argumentos: Lista los ficheros del 
directorio indicado en la máquina virtual especificada. 
 
 
 
 
 
 
 vmrun.exe fileExistsInGuest Ruta_Máquina.vmx argumentos: Verifica la existencia del 
archivo indicado en la máquina virtual especificada. 
 
 
 
 
 
 
 vmrun.exe deleteFileInGuest Ruta_Máquina.vmx argumentos: Elimina el archivo indicado 
en la máquina virtual especificada. 
 
 
 
 
 vmrun.exe renameFileInGuest Ruta_Máquina.vmx argumentos: Renombra el archivo 
indicado en la máquina virtual especificada. 
 
 
 
 
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password -gu guser -gp 
gpassword runProgramInGuest "[standard] Virtual 
Machine/Virtual Machine.vmx" C:\ruta\programa.exe [parametros 
del programa] 
 
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password -gu guser -gp 
gpassword listDirectoryInGuest "[standard] 
Collector/Collector.vmx" "/var/lib/nepenthes/binaries" 
Directory list: 2 
zeus.exe.zip 
zeus.exe 
 
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password -gu guser -gp 
gpassword fileExistsInGuest "[standard] 
Collector/Collector.vmx" "/var/lib/nepenthes/binaries/ 
zeus.exe" 
The file exists. 
 
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password -gu guser -gp 
gpassword deleteFileInGuest "[standard] Collector/ 
Collector.vmx" "/var/lib/nepenthes/binaries/zeus.exe" 
 
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password -gu guser -gp 
gpassword renameFileInGuest "[standard] Collector/ 
Collector.vmx" "/var/lib/nepenthes/binaries/zeus.exe" 
"/var/lib/nepenthes/binaries/badguy.exe" 
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 vmrun.exe copyFileFromHostToGuest Ruta_Máquina.vmx argumentos: Copia el archivo 
indicado de la máquina Host al directorio de la máquina virtual especificado. 
 
 
 
 
 
 vmrun.exe copyFileFromGuestToHost Ruta_Máquina.vmx argumentos: Copia el archivo 
indicado de la máquina virtual al directorio de la máquina Host especificado. 
 
 
 
 
 
6.2.4.2 Detección, instrumentación y análisis 
En el equipo Host se ha creado el directorio D:\manager, que contiene todo lo relativo al 
control y manejo de la aplicación. 
Ésta carpeta contiene los scripts realizados, necesarios para la coordinación de los diferentes 
módulos creados. Del mismo modo, contiene los directorios “malware” (que aloja los archivos 
binarios durante la transición Módulo de Recolección > Módulo de Control > Módulo de Ejecución) y 
“SalidasPin” (que aloja los resultados de la instrumentación durante la transición Módulo de 
Ejecución > Módulo de Control > Módulo de Análisis). 
De entre los scripts realizados, destaca esencialmente el script “test.bat”, encargado de todo el 
proceso de automatización del proceso y coordinación de módulos. Éste script ha sido creado en 
BATCH, y se basa exclusivamente en la utilización del comando vmrun, anteriormente detallado. 
Su comportamiento se ciñe a la descripción detallada en la fase de diseño, realizando las tareas 
descritas. Estas tareas consisten en: 
 Comprobar la existencia de nuevos binarios en el Módulo de Recolección. 
 En caso de encontrar un nuevo binario, comprimirlo y obtenerlo. Este binario, en formato 
.zip, es movido a la carpeta “malware”, en el equipo Host. 
 Mover el binario comprimido a todas las máquinas del Módulo de Ejecución. 
 Ordenar a todas las máquinas del Módulo de Ejecución que descompriman y ejecuten el 
binario. Esta operación se realiza mediante un script en cada una de las máquinas. 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password -gu guser -gp 
gpassword copyFileFromHostToGuest "[standard] Virtual 
Machine/Virtual Machine.vmx" "D:\Pin\source\tools\Zeus\obj-
ia32\list.c" "C:\Pin\list.c" 
 
 
"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u user -p password -gu guser -gp 
gpassword copyFileFromHostToGuest "[standard] Virtual 
Machine/Virtual Machine.vmx" "C:\Pin\list.c" 
"D:\Pin\source\tools\Zeus\obj-ia32\list.c"  
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 Ordenar a cada una de las máquinas del Módulo de Ejecución que inicie la 
instrumentación. Esto inicia el script de instrumentación, anteriormente mencionado, 
situado en cada una de las máquinas del Módulo de Ejecución. 
 Esperar a que todas las máquinas terminen de instrumentar. Para ello, examina el 
contenido de cada máquina esperando encontrar el fichero de indicación que indique que 
proceso de instrumentación ha terminado. 
 A medida que las máquinas van terminando la instrumentación, obtiene de ellas los 
ficheros de salida generados por Pin. Estos resultados son movidos a la carpeta SalidasPin. 
 Enviar los resultados al Módulo de Análisis e indicar que inicie su actividad. 
 Mientras se realiza el análisis, ordenar a las máquinas del Módulo de Ejecución que se 
restauren a su versión original, libre de infecciones. 
 Mover el binario del Módulo de Recolección a otro directorio, de modo que no vuelva a ser 
listado. 
 Hecho esto, volver a comenzar todo el proceso de nuevo. 
6.3. Panel de gestión 
El panel de gestión, consistente en una página web alojada en el Módulo de Análisis, permite un 
acceso directo y cómodo a los resultados obtenidos tras analizar los diferentes binarios. Se trata de 
una página web dinámica, cuyo contenido es modificado con cada binario analizado, mostrando, 
para cada uno, los resultados de los tres tipos de estudio realizados. 
Siguiendo las descripciones indicadas en la fase de diseño, la web presenta el siguiente aspecto: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Ilustración 6-9: Vista de la página web 
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Así, se dispone de un menú lateral izquierdo con una lista de binarios, analizados y 
seleccionables. Pulsando sobre ellos, la información de los análisis es mostrada en la parte central, 
con un menú en la parte superior para alternar entre las tres diferentes metodologías. 
Adicionalmente, se ha añadido un nuevo botón, “Detalle”, que presenta la información 
generada por la herramienta pin-tool Detalle. Esta información es la versión detallada de la 
ejecución del navegador, en forma de log.  
La página web ha sido realizada mediante HTML y PHP, se encuentra alojada en el directorio 
/var/www/ de la máquina AnomalyDetection, y está compuesta por los siguientes ficheros y 
directorios: 
 malware/: Este directorio contiene toda la información generada por los análisis. Por cada  
binario estudiado, se genera un subdirectorio a partir de su nombre, que contiene los 
ficheros de resultados para los tres tipos de estudio. De este modo, esta información es 
fácilmente accesible por el resto de componentes de la web.  
 main.php: Se trata de la página principal y compone la estructura de la web, disponiendo 
los diferentes frames para el título, la barra lateral y la zona central. 
 title.html: Contiene el título de la aplicación. 
 intro.html: Es la página de inicio, a mostrar en el frame central. 
 index.php: Es la barra lateral izquierda, que contiene un listado de los binarios disponibles. 
Este listado se genera a partir del contenido del directorio malware. Al seleccionar uno de 
los binarios, se cambia la página del frame central por info.php, con el nombre del 
malware seleccionado como parámetro GET. 
 info.php: Se muestra en el frame central al seleccionar un binario en index.php, recibiendo 
como parámetro GET el nombre de éste. Contiene dos nuevos frames, que muestran las 
páginas barra.php y medias.php, a las que se les introduce, de nuevo, el nombre del 
binario como parámetro GET. 
 barra.php: Se trata de la barra de menú superior. Contiene cuatro botones, para mostrar 
los cuatro tipos de datos. Cada uno de estos botones abre en el frame central su página 
asociada, introduciendo el nombre del binario como parámetro. 
Adicionalmente, muestra el nombre del binario abierto a modo informativo y 
orientativo. 
 funciones.php: Muestra la información del estudio de funciones del binario recibido como 
parámetro. Para ello, contiene un iframe que muestra el fichero funciones.html del 
directorio del binario especificado, contenido en malware. 
 secuencias.php: Del mismo modo que funciones.php, muestra la información del estudio 
de secuencias, mostrando para el binario escogido los dos gráficos creados y el fichero de 
tablas.html. 
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 markov.php: Igualmente, accede al fichero markov.html en el directorio del binario 
indicado y muestra los resultados para el estudio de Markov. 
 detalle.php: Finalmente, y del mismo modo que los anteriores, muestra la información 
contenida en el fichero detalle.html del directorio del binario especificado, que consiste en 
los datos generados por la herramienta Pin-tool detalle. 
103 
 
7. Pruebas funcionales           
7.1. Pruebas de funcionamiento 
Se han realizado diversas pruebas para comprobar el buen funcionamiento de la aplicación, a un 
lado de los resultados generados por los análisis. Este buen funcionamiento hace referencia a la 
correcta ejecución de los diversos programas y scripts, y a la adecuada comunicación entre la 
máquina Host y el resto de máquinas virtuales. 
7.1.1. Escalabilidad 
Asimismo, se ha querido comprobar la capacidad del sistema de ser escalable, es decir, poder 
introducir nuevas máquinas, especialmente las destinadas al Módulo de Ejecución. Como ya se ha 
comentado, este módulo pretende disponer de diversas máquinas con diferentes configuraciones, 
de sistema operativo y de navegador, aunque las pruebas se hayan realizado sobre una única 
máquina. 
Para realizar dichos ensayos, se han creado nuevas máquinas virtuales, con diferentes 
navegadores, y han sido añadidas al sistema, así como al programa de control de la ejecución. Pese 
a que los resultados generados por la instrumentación no son correctos, pues las herramientas de 
instrumentación deberían ser adaptadas a los diferentes navegadores, la inclusión de nuevas 
máquinas en la ejecución del programa se realiza de forma sencilla y nada problemática. 
Estas nuevas máquinas reciben los binarios, ejecutan los navegadores instrumentados y 
devuelven resultados de forma correcta, simplemente añadiendo las instrucciones debidas, lo cual 
podrá permitir, en un futuro, ampliar fácilmente la estructura diseñada. 
La misma resolución puede aplicarse a las máquinas de recolección, pudiendo así disponer de 
diversas máquinas dedicadas a la obtención de malware, tanto emulando servicios de servidor 
como utilizando técnicas de honeypot cliente. 
7.1.2. Tiempo de ejecución 
En cuanto al tiempo de ejecución de la aplicación, se ha tratado de minimizar el máximo posible 
este tiempo, solapando tareas de diferentes máquinas virtuales y tratando de realizar el mayor 
número de acciones en paralelo. Actualmente, desde el momento en que se recibe un nuevo 
binario hasta que los resultados están disponibles, transcurre una media de tiempo de 10 minutos. 
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Teniendo en cuenta que en éste margen de tiempo se incluye todo el proceso de transferencia de 
archivos, la instrumentación, la navegación, y el posterior análisis, no resulta un tiempo excesivo. 
7.2. Detección de falsos positivos 
Un falso positivo, en este caso, consiste en la indicación, por parte de alguno de los tres 
estudios, de que el navegador se encuentra infectado cuando, realmente, no lo está. Obviamente, 
éste no es un resultado deseable y, por tanto, se ha observado con especial detenimiento que no 
llegue a ocurrir un caso así. 
7.2.1. Muestras inocuas 
Se ha procedido a comprobar si la ejecución de diversos binarios que no afectan, o no deberían 
afectar al comportamiento del navegador, presentan algún tipo de alteración en los resultados de 
los análisis. 
El rango de binarios utilizados ha sido bastante disperso, variando entre ejecutables 
completamente vacíos e ineficaces, a aplicaciones más elaboradas pero sin ningún tipo de relación 
con los navegadores web, como editores de texto, de imágenes, o algunos scripts sencillos. 
En ninguno de los casos la actividad del navegador ha sido alterada ni se ha producido ninguna 
modificación en los resultados del análisis, mostrando en todo momento un comportamiento del 
navegador completamente normal. 
7.2.2. Add-ons de Internet Explorer 
Se ha querido comprobar, también, si la modificación del navegador por parte de add-ons 
influye o queda reflejada en los resultados de los análisis. 
Para tal efecto, se ha procedido al estudio de su comportamiento tras la instalación de dos add-
ons para Internet Explorer 6. Dichos add-ons son: 
o Developer Toolbar: Este add-on para Internet Explorer contiene una gran variedad de 
características. Permite ver los elementos y la fuente de los elementos, tiene una regla 
de píxeles, permite esbozar divs / objetos, puede desactivar css / javascript, contiene 
un visor de código fuente, un selector de color para seleccionar colores desde 
cualquier página y mucho más. 
o Debugbar: Este add-on resulta muy útil en cuanto a css y el desarrollo de javascript. 
Dispone de una opción de arrastre para resaltar un objeto y ver su código fuente, así 
como una función de edición css que permite modificar el estilo por defecto existente 
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y el estilo de los elementos del navegador. Esta barra de herramientas para Internet 
Explorer también dispone de una gran variedad de opciones de scripting DOM, muy 
útiles al trabajar con JavaScript. 
Se ha realizado la instrumentación del navegador tras la instalación de los add-ons 
anteriormente mencionados. En ambos casos, su presencia afecta a los resultados de los análisis 
como si de una muestra malware se tratara, modificando en mayor o menor medida los valores 
obtenidos con respecto a los de los modelos. 
En general, éste hecho resulta en un inconveniente para este estudio, puesto que a priori no 
sería posible discernir entre un add-on instalado por voluntad propia o un malware 
malintencionado al tratar de analizar un navegador cualquiera.  
Sin embargo, si este tipo de método llegase a desarrollarse, podría disponerse de una lista de 
modelos de todas las versiones de navegadores con diferentes add-ons conocidos, cosa que 
resultaría preferible a la alternativa de lidiar con una lista con las innumerables formas de malware 
existentes. 
Por otro lado, aunque estos add-ons estén instalados, su deshabilitación devuelve el 
comportamiento del navegador a la normalidad, de modo que otra alternativa consistiría en 
deshabilitar las aplicaciones antes de realizar un análisis. 
7.3. Otras muestras de malware 
Una de las pruebas que se ha querido realizar es la de comprobar si, además de los troyanos 
Zeus y Spyeye utilizados durante el estudio, la herramienta creada es capaz de identificar otras 
muestras de malware. 
Por ello, se ha realizado una búsqueda de otros posibles troyanos que, por su descripción, 
podría ser que utilizasen técnicas de Man in the Browser y API Hooking.  
A continuación, se propone una breve descripción de cada uno de los troyanos encontrados. Los 
resultados obtenidos pueden encontrarse en el siguiente apartado, 8. Resultados finales. La 
descripción más detallada del estudio de cada uno de ellos se encuentra adjunta en el apartado 13. 
Anexos. 
7.3.1. Banbra 
Banbra.GUC es un troyano diseñado para robar información confidencial del usuario, como 
datos bancarios y contraseñas correspondientes a ciertas entidades bancarias brasileñas y otros 
servicios web, como Hotmail. Para ello, cuando el usuario accede a alguna de las páginas web 
afectadas, el troyano cierra el navegador y abre otro en el que se muestra otra que imita a la 
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original para que el usuario introduzca sus datos de acceso. La información que ha conseguido 
recopilar es almacenada en un archivo y posteriormente enviada a través de correo electrónico a 
su creador. 
Banbra.GUC es distribuido a través de correo electrónico en mensajes relacionados con la 
noticia sobre la tragedia de los mineros atrapados en una mina de Chile. 
7.3.2. Bancos 
Bancos.TZ es un troyano diseñado para obtener información confidencial del usuario 
relacionada con entidades bancarias. Almacena la información recogida en un archivo de texto y lo 
envía a una dirección de correo electrónico. 
Por otra parte, está diseñado para enviar mensajes de correo electrónico a los contactos del 
usuario afectado con el objetivo de que se descarguen una copia del troyano. 
Bancos.TZ es fácil de reconocer, ya que cuando es ejecutado, muestra una ventana de Internet 
Explorer que oferta teléfonos móviles de Vodafone. 
7.3.3. Banker 
Banker.LSL es un troyano que roba todo tipo de información utilizando diferentes técnicas, 
como registrar las pulsaciones de teclado o los movimientos del ratón. Almacena la información 
robada en archivos de texto que son después enviados a su autor. 
7.3.4. Bankpatch 
BankPatch.C es un troyano, que permite llevar a cabo intrusiones y ataques mediante captura 
de pantallas y recogida de datos personales. No se propaga automáticamente por sus propios 
medios, sino que precisa de la intervención del usuario atacante para su propagación.  
7.3.5. Gozi 
También conocido como Snatch.F, es un troyano que, llegando al ordenador bajo una apariencia 
inofensiva, permite en realidad llevar a cabo intrusiones y ataques: captura de pantallas, recogida 
de datos personales, etc. 
7.3.6. KillAV 
KillAV.KP es un troyano diseñado para impedir al usuario acceder a páginas web pertenecientes 
a compañías antivirus y a foros de seguridad informática. 
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De esta manera, el usuario no podría consultar información relacionada con temas de seguridad 
o descargar actualizaciones. 
7.3.7. Nabload 
Nabload.DSB es un troyano que descarga en el ordenador varios componentes diseñados para 
robar información confidencial del usuario, como contraseñas, datos bancarios o nombres de 
usuario, entre otros. 
Para ello, instala un navegador de Internet Explorer que suplanta al instalado en el sistema. De 
esta manera, monitoriza las páginas web que el usuario visita y captura la información que se 
introduzca en ellas, poniendo en peligro la confidencialidad de los usuarios. 
Nabload.DSB llega al ordenador en un archivo con la apariencia de una presentación de 
PowerPoint para engañar a los usuarios, ya que en realidad se trata de un archivo ejecutable. 
7.3.8. SilentBanker 
SilentBanker.D es un troyano diseñado para interceptar las transferencias bancarias y modificar 
los datos de la cuenta a la que el usuario hace la transferencia por los datos de la cuenta del 
ciberdelincuente, sin que el usuario se percate de ello. 
Cuando el usuario introduce los detalles de la cuenta a la que va a hacer la transferencia en la 
página legítima de su banco y se procede al envío de la petición, el troyano la intercepta y modifica 
los datos por los de su propia cuenta. 
Después, se muestra la página de confirmación de la transferencia en la que aparecen los 
detalles de la cuenta a la que el usuario ha transferido el dinero. Sin embargo, esta página no se 
trata de la página legítima, sino una página web falsa que es mostrada por el troyano para engañar 
a los usuarios. 
7.3.9. Sinowal 
Sinowal.BS es un troyano que recopila información del ordenador afectado, como certificados 
de seguridad y contraseñas y otros datos almacenados por Protected Storage o clientes de correo 
Ak-Mail, Eudora y The Bat, entre otros. 
Sinowal.BS también descarga archivos desde varios sitios web y posteriormente los ejecuta. 
Además, también obtiene otros datos como por ejemplo dirección IP, nombre, área geográfica, 
puertos abiertos, etc. Después, publica toda la información que ha recopilado en cierto servidor. 
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8. Resultados finales       
8.1. Generación de modelos 
Gracias a la automatización de los procesos de instrumentación y de análisis, es posible generar 
datos de una forma mucho más rápida y automática. 
Aprovechando esto, se han querido construir unos modelos de comportamiento, para un 
estado del navegador sin infección, mucho más detallados y verídicos, utilizando un volumen de 
datos mucho más extenso que el utilizado en los experimentos iniciales. 
Así, para la creación de los nuevos modelos para los tres tipos de estudios (funciones, 
secuencias y Markov) se han utilizado los valores obtenidos en 100 ejecuciones, almacenando estas 
cifras y generando sus valores medios y sus desviaciones estándar. 
Estos resultados, para cada uno de los estudios, se muestran a continuación, indicando: 
 La media aritmética de sus campos. 
 Su desviación estándar. 
 El porcentaje que la desviación representa con respecto a la media. 
8.1.1. Funciones 
Resultados obtenidos para el estudio de número de funciones, a partir de 100 ejecuciones con 
navegadores Internet Explorer 6, sin ningún tipo de alteración. 
 
CreateFiles 
iniciales 
Funciones 
iniciales 
Funciones 
IC-HOR 
Funciones 
HOR-HSR 
Instrucciones 
HOR-HSR 
CreateFiles 
Media 25 36406,24 188,84 593,72 38818,88 6,04 
Desviación 0 577,98 51,05 35,95 3255,03 0,2 
% 0 1,59 27,03 6,06 8,39 3,31 
Tabla 8-1: Valores para el modelo del estudio de número de funciones 
8.1.2. Secuencias 
Resultados obtenidos para el estudio de secuencias de llamadas a función, a partir de 100 
ejecuciones con navegadores Internet Explorer 6, sin ningún tipo de alteración. 
La siguiente tabla muestra los resultados del valor Distinct para las diferentes longitudes de 
secuencias. 
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Distinct 2 Distinct 4 Distinct 8 Distinct 16 
Media 9596,24 31286,56 77750,84 144223,4 
Desviación 37 132,79 438,3 910,33 
% 0,39 0,42 0,56 0,63 
Tabla 8-2: Valores para el modelo del valor Distinct (Secuencias) 
La próxima tabla muestra los resultados del valor Different para cada una de las longitudes de 
secuencias establecidas. 
 
Different 2 Different 4 Different 8 Different 16 
Media 173,68 1165,32 5016,16 14219,12 
Desviación 33,67 156,75 526,3 903,48 
% 19,39 13,45 10,49 6,35 
Tabla 8-3: Valores para el modelo del valor Different (Secuencias) 
La última tabla muestra los valores obtenidos para el total de llamadas a función realizadas. 
 
Total llamadas 
Media 873734 
Desviación 8857,19 
% 1,01 
Tabla 8-4: Valores para el modelo de total de llamadas (Secuencias) 
8.1.3. Markov 
Resultados obtenidos para el estudio de modelos de Markov, a partir de 100 ejecuciones con 
navegadores Internet Explorer 6, sin ningún tipo de alteración. 
 
Media Transiciones  
poco probables 
Media 102,24 
Desviación 45,43 
% 44,43 
Tabla 8-5: Valores para el modelo del estudio de Markov 
8.2. Resultados 
A continuación, se muestran los resultados obtenidos para todas las muestras de malware 
analizadas. Por cada muestra se indica cada uno de los valores obtenidos en cada estudio realizado, 
y el porcentaje de diferencia con respecto al valor otorgado al modelo. Ambos valores son 
mostrados en rojo en caso de que el porcentaje asociado supere al porcentaje representativo de la 
desviación estándar calculada, indicado en la parte inferior de cada columna. 
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Adicionalmente, se muestra con un sombreado rojizo aquellas muestras que, para el estudio 
visualizado, contengan diversos valores que hayan excedido el porcentaje de desviación. En casos 
en los que se produce un exceso en tan solo uno de los varios valores, se ha decidido considerarlo 
una excepción y la muestra no ha sido marcada. A su vez, la muestra de malware etiquetada como 
“Limpio” consiste en un binario inocuo, introducido con el fin de comprobar que verdaderamente 
no sea detectado, lo que, de lo contrario, constituiría un falso positivo. 
Las siguientes dos tablas muestran los resultados para el estudio de funciones, con sus campos 
correspondientes.  
 
 
CreateFiles iniciales Funciones iniciales Funciones IC-HOR 
Bancos 25 0% 36137 -0,74% 156 -17,39% 
KillAV 25 0% 36324 -0,23% 166 -12,09% 
Banker 35 40% 160440 340,69% 161 -14,74% 
Banbra 25 0% 37188 2,15% 218 15,44% 
Nabload 25 0% 138537 280,53% 155 -17,92% 
Spyeye 75 200% 41000 12,62% 195 3,26% 
Limpio 25 0% 36407 0% 169 -10,51% 
SilentBanker 25 0% 47104 29,38% 160 -15,27% 
Zeus 43 72% 41395 13,7% 174 -7,86% 
Sinowal 25 0% 36321 -0,23% 159 -15,8% 
Bankpatch 25 0% 36645 0,66% 156 -17,39% 
Gozi 25 0% 35584 -2,26% 159 -15,8% 
  
+/- 0% 
 
+/- 1,59% 
 
+/- 27,03% 
 
 
 
Tabla 8-6: Resultados para el estudio de funciones 
  Posible malware   Sin indicios 
 
Funciones HOR-HSR 
Instrucciones 
HOR-HSR 
CreateFiles 
Secuencias 
alteradas 
Bancos 638 7,46% 37142 -4,32% 6 -0,66% 0 
KillAV 571 -3,83% 37337 -3,82% 6 -0,66% 0 
Banker 759 27,84% 39399 1,49% 15 148,34% 3 
Banbra 570 -4% 37143 -4,32% 6 -0,66% 0 
Nabload 572 -3,66% 37126 -4,36% 6 -0,66% 0 
Spyeye 675 13,69% 39824 2,59% 5 -17,22% 0 
Limpio 574 -3,32% 37277 -3,97% 6 -0,66% 0 
SilentBanker 586 -1,3% 37541 -3,29% 14 131,79% 0 
Zeus 1683 183,47% 1341313 3355,31% 9 49,01% 2 
Sinowal 574 -3,32% 37270 -3,99% 6 -0,66% 0 
Bankpatch 573 -3,49% 37281 -3,96% 6 -0,66% 0 
Gozi 866 45,86% 37635 -3,05% 4 -33,77% 0 
  
+/- 6,06% 
 
+/- 8,39% 
 
+/- 3,31% 
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La siguiente tabla muestra, para cada muestra de malware analizada, los resultados del valor 
Distinct para las diferentes longitudes de secuencias.  
 
 
Distinct 2 Distinct 4 Distinct 8 Distinct 16 
Bancos 9606 0,1% 31341 0,17 77884 0,17 144561 0,23% 
KillAV 9627 0,32% 31595 0,99% 78697 1,22% 146379 1,49% 
Banker 10021 4,43% 32931 5,26% 82318 5,87% 0 -100% 
Banbra 9684 0,91% 31822 1,71% 79319 2,02% 148000 2,62% 
Nabload 9682 0,89% 31765 1,53% 79041 1,66% 147486 2,26% 
Spyeye 9486 -1,15% 30517 -2,46% 76762 -1,27% 144780 0,39% 
Limpio 9604 0,08% 31390 0,38% 77995 0,31% 144690 0,32% 
SilentBanker 9917 3,34% 32275 3,16% 80014 2,91% 149017 3,32% 
Zeus 10015 4,36% 32782 4,78% 81522 4,85% 151648 5,15% 
Sinowal 9614 0,19% 31514 0,73% 78343 0,76% 145392 0,81% 
Bankpatch 9607 0,11% 31378 0,29% 78031 0,36% 144752 0,37% 
Gozi 9623 0,28% 31444 0,5% 78020 0,35% 144666 0,31% 
  
+/- 0,39% 
 
+/- 0,42% 
 
+/- 0,56% 
 
+/- 0,63% 
Tabla 8-7: Resultados para los valores Distinct (Secuencias) 
 
La próxima tabla muestra, para cada muestra de malware analizada, los resultados del valor 
Different para las diferentes longitudes de secuencias.  
 
 
Different 2 Different 4 Different 8 Different 16 
Bancos 152 -12,48% 988 -15,22% 4577 -8,75% 13903 -2,22% 
KillAV 172 -0,97% 1164 -0,11% 4972 -0,88% 14534 2,21% 
Banker 561 223,01% 2601 123,2% 9572 90,82% 0 -100% 
Banbra 228 31,28% 1401 20,22% 5781 15,25% 16753 17,82% 
Nabload 220 26,67% 1422 22,03% 6018 19,97% 17906 25,93% 
Spyeye 616 254,68% 3974 241,02% 18698 272,76% 54142 280,77% 
Limpio 149 -14,21% 1032 -11,44% 4561 -9,07% 13630 -4,14% 
SilentBanker 531 205,73% 2212 89,82% 7675 53,01% 21031 47,91% 
Zeus 586 237,4% 2616 124,49% 9147 82,35% 24286 70,8% 
Sinowal 159 -8,45% 1146 -1,66% 4910 -2,12% 14496 1,95% 
Bankpatch 164 -5,57% 1058 -9,21% 4704 -6,22% 13981 -1,67% 
Gozi 175 0,76% 1174 0,74% 5236 4,38% 15585 9,61% 
 
+/- 19,39% +/- 13,45% +/- 10,49% +/- 6,35% 
 
Tabla 8-8: Resultados para los valores Different (Secuencias) 
 
  Posible malware   Sin indicios 
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La siguiente tabla proporciona los resultados del total de llamadas a función, para cada 
muestra analizada.  
 
Total Llamadas 
Bancos 874966 0,14% 
KillAV 882493 1% 
Banker 4096941 368,9% 
Banbra 906451 3,74% 
Nabload 1934208 121,37% 
Spyeye 983763 12,59% 
Limpio 879469 0,66% 
SilentBanker 1105285 26,5% 
Zeus 1080783 23,7% 
Sinowal 877671 0,45% 
Bankpatch 879993 0,72% 
Gozi 882677 1,02% 
  
+/- 1,01% 
Tabla 8-9: Resultados para el total de llamadas (Secuencias) 
Ésta última tabla proporciona los resultados de la media de transiciones poco probables 
obtenidas, a partir del estudio de modelos de Markov, para cada muestra analizada. De nuevo, al 
tratarse de un solo valor, se ha seleccionado como posible malware toda muestra que sobrepasa el 
porcentaje de desviación obtenido. Teniendo en cuenta que el valor ideal de transiciones poco 
probables debería ser cero, únicamente se han seleccionado como posible malware las muestras 
que rebasan la desviación con un valor positivo. 
 
Transiciones poco probables 
Bancos 55 -46,21% 
KillAV 193 88,77% 
Banker 5232 5017,37% 
Banbra 241 135,72% 
Nabload 4400 4203,6% 
Spyeye 560 447,73% 
Limpio 117 14,44% 
SilentBanker 232 126,92% 
Zeus 1228 1101,1% 
Sinowal 69 -32,51% 
Bankpatch 39 -61,85% 
Gozi 66 -35,45% 
  
+ 44,43% 
Tabla 8-10: Resultados para el estudio de Markov 
  Posible malware   Sin indicios 
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Finalmente, se resumen los resultados obtenidos, marcando por cada muestra de malware 
estudiada en cuál de los análisis ha fallado. Se ha considerado una muestra como detectada en 
caso de haber fallado tres o más de los cinco resultados. Aquellas muestras con uno o dos 
resultados fallidos han sido tachadas de sospechosas. Por último, las muestras sin ningún fallo han 
sido consideradas como no detectadas. 
Obviamente el grado de indulgencia a la hora de determinar qué puede ser una amenaza y qué 
no, puede variar, en función de los riesgos que quieran tomarse. 
Tabla 8-11: Resumen de resultados 
Observando las muestras analizadas, solamente dos no han mostrado ningún tipo de efecto 
sobre el navegador, siendo una de ellas Limpio, un ejecutable inservible e introducido a propósito.  
Por tanto, no teniendo en consideración dicha muestra y adoptando una postura poco 
permisiva al tratar las muestras sospechosas como detectadas, tan sólo una de las diez muestras de 
malware analizadas no ha sido detectada por el estudio.  A pesar de todo, no se descarta la 
posibilidad de que el hecho de no ser detectada signifique que, verdaderamente, no se encuentra 
infectada.  
Malware Funciones Distinct Different Llamadas Transiciones Resultado 
Bancos X  X   Sospechoso 
KillAV  X   X Sospechoso 
Banker X X X X X Detectado 
Banbra  X X X X Detectado 
Nabload X X X X X Detectado 
Spyeye X X X X X Detectado 
Limpio      No Detectado 
Silentbanker X X X X X Detectado 
Zeus X X X X X Detectado 
Sinowal  X    Sospechoso 
Bankpatch      No Detectado 
Gozi X X X X  Detectado 
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9. Planificación y costes      
En este apartado se realiza una evaluación de los costes del trabajo reales cotejándolos con los 
costes planificados con anterioridad.  
El total de los costes incluye los gastos en recursos humanos, y todo el software y hardware 
utilizado para la creación de este proyecto. 
La siguiente tabla muestra el coste real de horas dedicadas a cada objetivo del proyecto, en 
comparación con el que había sido previsto. 
 
 
La duración total del Proyecto Final de Carrera ha sido de 810 horas, y se le ha dedicado 
aproximadamente un tiempo equivalente a media jornada (4 horas). El tiempo y dedicación 
destinados a cada tarea puede verse de forma más concreta a partir del diagrama de Gantt 
expuesto a continuación. 
Módulo Horas Previstas Horas Reales 
Estudio previo 150 160 
Experimentación previa 100 120 
Diseño 50 30 
Implementación 250 260 
Estudio de resultados 50 60 
Documentación 150 180 
Total 750 810 
Tabla 9-1: Coste estimado y coste real de horas invertidas 
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Seguidamente se detallan los costes en bruto por hora, y el tiempo de dedicación, de los dos tipos 
de perfil que han trabajado en el desarrollo del estudio y de la aplicación: 
 
 
 
 
 
- Analista: Encargado de analizar y describir el problema planteado, así como de estudiar y 
diseñar su posible solución. Sus tareas comprenden el estudio previo realizado (160 horas), el 
50% de la experimentación previa (60 horas), el diseño de la aplicación (30 horas), el estudio de 
resultados (60 horas) y la redacción de gran parte (85%) de la documentación (153 horas). 
 
- Programador: Encargado de programar la aplicación, tanto en la fase de experimentación 
como en la implementación completa, y escribir parte de la documentación final, aquella que 
comprende la elaboración de la aplicación. Sus horas dedicadas son el 50% de experimentación 
previa (60 horas), la fase de implementación (260 horas) y el 15% de redacción de 
documentación (27 horas). 
 
Con los costes por hora por cada perfil, y las horas de dedicación acumuladas por cada tarea, se 
calcula el coste de los recursos humanos del proyecto: 
 
Cargo Dedicación (horas) Coste (euros) 
Analista 463 12.964€ 
Programador 347 6.246€ 
Total 810 19.210€ 
Tabla 9-3: Costes totales por perfil 
 
Finalmente, se muestra el cálculo de costes en software y hardware utilizados. Como se ha 
podido ver, en el proyecto se ha utilizado mayormente software gratuito, a excepción de los 
sistemas operativos Windows. En este caso, el precio del sistema operativo Windows 7 Home 
Premium viene incluido en el equipo comprado, detallado en el apartado hardware.  
 
 
 
 
 
 
 
 
Perfil Importe ( € / hora ) 
Analista 28 
Programador 18 
Tabla 9-2: Costes por perfil 
Categoría Producto Precio 
Sistema Operativo Windows 7 Home Premium Incluido 
Sistema Operativo Windows XP Professional SP2 48,54€ 
Sistema Operativo Ubuntu Server 10.10 Gratuito 
Virtualización VMware Server v2.0.1 Gratuito 
Instrumentación Pin v2.8 Gratuito 
Malware Zeus v1.2.4.2 Gratuito 
Malware Spyeye v1.2.60 Gratuito 
Malware Otras muestras Gratuito 
Tabla 9-4: Costes de software 
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En el caso del hardware, únicamente se ha necesitado de un equipo en el que alojar las 
diferentes máquinas virtuales. El precio de este equipo ha sido de 749€. A continuación se detallan 
sus características. 
 
Elemento Características 
Procesador  Intel Core i3-370M Processor (3M Cache, 2.40 GHz) 
Espacio de disco  500 GB 
Memoria  4096 MB 
Tarjeta de red  Atheros AR8131 PCI-E Gigabit Ethernet 
Sistema operativo  Windows 7 Home Premium (x64) 
Tabla 9-5: Costes de hardware 
 Una vez se han calculado los diferentes costes generados a lo largo del proyecto, se 
deducen los gastos totales necesarios para su realización. 
Concepto Precio (euros) 
Recursos humanos 19.210€ 
Software 48,54€ 
Hardware 749€ 
Total 20.007,54€ 
Tabla 9-6: Costes totales 
Así pues, el coste total del proyecto asciende a 20.007,54€. 
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10. Conclusiones        
10.1. Conclusiones del PFC 
Tras la realización del Proyecto Final de Carrera se establecen las siguientes conclusiones, 
partiendo de los objetivos expuestos al comienzo del mismo: 
 Se ha adquirido un mayor conocimiento sobre el mundo de la Seguridad Informática y 
dentro del ámbito del Malware, su funcionamiento y estado actuales, así como su 
detección y control. Para ello, ha sido necesaria la recopilación y el estudio de diversas 
fuentes y su posterior aplicación práctica. 
 Durante la fase de aprendizaje, ha sido necesario conocer y profundizar en las nuevas y 
diversas técnicas utilizadas actualmente por el malware. De este modo se puede afirmar 
que, uno de los mayores problemas dentro de la Seguridad Informática actual, se 
encuentra en la lucha contra un tipo específico de software malicioso, los troyanos 
bancarios y, en especial, aquellos que utilizan métodos de ataque mucho más sofisticados 
como el Man-in-the-browser.  
 Partiendo de los datos recopilados durante la investigación sobre los diversos tipos de 
malware, se puede afirmar que los troyanos “Zeus” y “Spyeye”, ocupan un puesto 
predominante en el mercado actual, siendo dos de los más poderosos y utilizados.  
 Una vez determinado el estado actual del mundo de la Seguridad Informática y en vista de 
que se requieren unas técnicas de detección mucho más eficaces, se ha tratado de generar 
nuevas formas para solventar dicha situación. Para ello, ha sido necesario el estudio de los 
nuevos métodos existentes hoy en día en el ámbito del estudio del malware. Tras ello, se 
puede determinar que ciertas herramientas como los honeypots (máquinas destinadas a la 
obtención y estudio de ataques informáticos) y técnicas de instrumentación binaria 
(inserción de código en un proceso en ejecución) podrían ofrecer un nuevo enfoque de 
actuación, mucho más eficiente, que las técnicas utilizadas hoy en día. 
 A raíz del razonamiento anterior, se puede afirmar que, la combinación de honeypots y 
herramientas de instrumentación binaria puede ser un método efectivo para extraer datos 
con los que dar un valor numérico al comportamiento de un navegador web (en este caso 
Internet Explorer 6) y determinar su estado (infectado por malware, o no).  
 Para poder determinar el estado en que se encuentra el navegador, ha sido necesario 
generar ciertos modelos de comportamiento con los que poder realizar comparaciones en 
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base a un modelo inicial (no infectado). Para ello, se ha trabajado alrededor de tres 
metodologías diferenciadas: número de funciones, secuencias de llamadas a función y 
modelos de Markov. Se puede afirmar que cada una de ellas ofrece un tipo de información 
particular y perfectamente compatible con el de las demás. Lo ideal sería combinar las tres 
metodologías para obtener la máxima efectividad.  
 La aplicación creada para este Proyecto Final de Carrera, permite la automatización en el 
proceso de análisis, generando una herramienta capaz de obtener y analizar muestras de 
software malicioso, de forma autónoma y eficaz (tal y como se muestra en el apartado de 
resultados).  
 Tras el estudio realizado, por tanto, se puede afirmar que, basándose únicamente en el 
comportamiento de un navegador, es posible determinar si éste se encuentra en estado de 
infección por malware.  
 
10.2. Trabajo futuro 
A pesar de que (tal y como se ha explicado en el apartado anterior) es viable establecer si un 
navegador se encuentra infectado, exclusivamente analizando su manera de actuar, la 
investigación alrededor de técnicas de detección y análisis de malware, aún se encuentra en una 
fase bastante precaria.  
Sería necesario, por tanto, continuar la búsqueda de nuevas técnicas con las que generar 
modelos, aún más eficaces, para realizar las comparaciones; tratando de mejorar, de este modo, la 
eficacia del estudio.  
En concreto, en cuanto a la aplicación realizada, uno de los posibles puntos de mejora sería la 
adaptación de los procesos de instrumentación de análisis a otros tipos de navegador (nuevas 
versiones de Internet Explorer, Mozilla Firefox, Google Chrome…), puesto que en esta investigación 
sólo se ha considerado Internet Explorer 6, como punto de partida inicial. 
Lo ideal, sin alejarnos de la aplicación, sería realizar el estudio con el mayor número de 
muestras de malware posible puesto que aquí sólo se ha podido extraer una docena. No obstante, 
teniendo en cuenta la efectividad de los resultados, es una cantidad de muestra adecuada.  
Respecto a los modelos de comportamiento, convendría terminar de perfilar, de una forma más 
definida, los valores bajo los cuales se puede afirmar y determinar el estado de un navegador.  
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12. Anexos          
12.1. Pin-tools generadas 
A continuación, se muestran los códigos para las cuatro Pin-tools generadas, descritas en el 
apartado 4.2.2. Herramienta Pin. 
12.1.1. Secuencia.cpp 
#include "pin.H" 
namespace WINDOWS 
{ 
#include<Windows.h> 
} 
#include <iostream> 
#include <fstream> 
#include <string> 
 
/* ===================================================================== */ 
/* Global Variables */ 
/* ===================================================================== */ 
 
std::ofstream TraceFile; 
 
/* ===================================================================== */ 
/* Commandline Switches */ 
/* ===================================================================== */ 
 
KNOB<string> KnobOutputFile(KNOB_MODE_WRITEONCE, "pintool", "o", 
"secuencia.out", "specify trace file name"); 
 
/* ===================================================================== */ 
/* Print Help Message */ 
/* ===================================================================== */ 
 
INT32 Usage() 
{ 
cerr << "This tool produces a trace of calls to RtlAllocateHeap."; 
cerr << endl << endl; 
cerr << KNOB_BASE::StringKnobSummary(); 
cerr << endl; 
return -1; 
} 
 
/* =================================================================== */ 
/* Analysis routines */ 
/* =================================================================== */ 
 
VOID functionName(ADDRINT name) 
{ 
string name2 = StringFromAddrint(name); 
TraceFile << name2 << endl; 
} 
/* =================================================================== */ 
/* Instrumentation routines */ 
/* =================================================================== */ 
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VOID Image(IMG img, VOID *v) 
{ 
 
// Walk through the symbols in the symbol table. 
for (SYM sym = IMG_RegsymHead(img); SYM_Valid(sym); sym = SYM_Next(sym)) 
{ 
string undFuncName = PIN_UndecorateSymbolName(SYM_Name(sym), 
UNDECORATION_NAME_ONLY); 
 
RTN RequestTRN = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
if (RTN_Valid(RequestTRN)) 
{ 
RTN_Open(RequestTRN); 
RTN_InsertCall(RequestTRN, IPOINT_BEFORE, (AFUNPTR)functionName, IARG_INST_PTR, 
IARG_END); 
 
 
RTN_Close(RequestTRN); 
} 
} 
} 
 
 
/* =================================================================== */ 
 
VOID Fini(INT32 code, VOID *v) 
{ 
TraceFile.close(); 
} 
 
/* =================================================================== */ 
/* Main */ 
/* =================================================================== */ 
 
int main(int argc, char *argv[]) 
{ 
// Initialize pin & symbol manager 
PIN_InitSymbols(); 
if( PIN_Init(argc,argv) ) 
{ 
return Usage(); 
} 
 
// Write to a file since cout and cerr maybe closed by the application 
TraceFile.open(KnobOutputFile.Value().c_str()); 
 
TraceFile.setf(ios::showbase); 
 
// Register Image to be called to instrument functions. 
IMG_AddInstrumentFunction(Image, 0); 
//RTN_AddInstrumentFunction(Routine, 0); 
//TRACE_AddInstrumentFunction(Trace, 0); 
PIN_AddFiniFunction(Fini, 0); 
 
// Never returns 
PIN_StartProgram(); 
 
return 0; 
} 
 
/* =================================================================== */ 
/* eof */ 
/* =================================================================== */ 
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12.1.2. Info.cpp 
#include "pin.H" 
namespace WINDOWS 
{ 
#include<Windows.h> 
} 
#include <iostream> 
#include <fstream> 
 
/* ===================================================================== */ 
/* Global Variables */ 
/* ===================================================================== */ 
static UINT64 icount = 0; 
static UINT64 fcount = 0; 
static UINT64 ccount = 0; 
std::ofstream TraceFile; 
 
/* ===================================================================== */ 
/* Commandline Switches */ 
/* ===================================================================== */ 
 
KNOB<string> KnobOutputFile(KNOB_MODE_WRITEONCE, "pintool", "o", "info.out", 
"specify trace file name"); 
 
/* ===================================================================== */ 
/* Print Help Message */ 
/* ===================================================================== */ 
 
INT32 Usage() 
{ 
cerr << "This tool produces a trace of calls to RtlAllocateHeap."; 
cerr << endl << endl; 
cerr << KNOB_BASE::StringKnobSummary(); 
cerr << endl; 
return -1; 
} 
 
/* ===================================================================== */ 
/* Analysis routines */ 
/* ===================================================================== */ 
 
VOID InternetConnectA_Before(CHAR * name, WINDOWS::LPCSTR lpszheaders) 
{ 
TraceFile << " -- " << ccount; 
ccount = 0; 
TraceFile << endl << fcount; 
fcount = 0; 
TraceFile << " -- IC "; 
icount = 0; 
} 
 
VOID OpenRequest_Before(CHAR * name, WINDOWS::HANDLE hRequest, 
WINDOWS::LPCSTR parametros) 
{ 
TraceFile << " -- " << fcount; 
fcount = 0; 
TraceFile << " -- HOR "; 
} 
 
VOID OpenRequest_After(CHAR * name) 
{ 
icount = 0; 
} 
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VOID SendRequest_Before(CHAR * name) 
{ 
 
TraceFile << " -- " << fcount; 
fcount = 0; 
TraceFile << " -- " << icount; 
TraceFile << " -- HSR "; 
} 
 
VOID CreateFile_Before(CHAR * name, WINDOWS::LPCTSTR lpFileName, 
WINDOWS::DWORD desiredAccess) 
{ 
ccount = ccount + 1; 
} 
 
VOID contadorF() 
{ 
fcount = fcount + 1; 
} 
 
// This function is called before every block 
VOID docount(UINT32 c) { icount += c; } 
 
// Pin calls this function every time a new basic block is encountered 
// It inserts a call to docount 
VOID Trace(TRACE trace, VOID *v) 
{ 
// Visit every basic block in the trace 
for (BBL bbl = TRACE_BblHead(trace); BBL_Valid(bbl); bbl = BBL_Next(bbl)) 
{ 
// Insert a call to docount before every bbl, passing the number of 
instructions 
BBL_InsertCall(bbl, IPOINT_BEFORE, (AFUNPTR)docount, IARG_UINT32, 
BBL_NumIns(bbl), IARG_END); 
} 
} 
 
/* ===================================================================== */ 
/* Instrumentation routines */ 
/* ===================================================================== */ 
 
VOID Image(IMG img, VOID *v) 
{ 
// Walk through the symbols in the symbol table. 
for (SYM sym = IMG_RegsymHead(img); SYM_Valid(sym); sym = SYM_Next(sym)) 
{ 
string undFuncName = PIN_UndecorateSymbolName(SYM_Name(sym), 
UNDECORATION_NAME_ONLY); 
undFuncName = undFuncName.replace(undFuncName.end()-1, undFuncName.end(), 
""); 
 
// Find the InternetConnectA() function. 
if (undFuncName == "InternetConnect") 
{ 
RTN RequestTRN = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
if (RTN_Valid(RequestTRN)) 
{ 
// Instrument to print the input argument value and the return value. 
RTN_Open(RequestTRN); 
RTN_InsertCall(RequestTRN, IPOINT_BEFORE, (AFUNPTR)InternetConnectA_Before, 
IARG_ADDRINT, "InternetConnectA", IARG_FUNCARG_ENTRYPOINT_VALUE, 1, 
IARG_END); 
RTN_Close(RequestTRN); 
}} 
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else if (undFuncName == "HttpOpenRequest") 
{ 
icount=0; 
RTN RequestTRN = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
if (RTN_Valid(RequestTRN)) 
 
{ 
RTN_Open(RequestTRN); 
RTN_InsertCall(RequestTRN, IPOINT_BEFORE, (AFUNPTR)OpenRequest_Before, 
IARG_ADDRINT, "HttpOpenRequestA", IARG_FUNCARG_ENTRYPOINT_VALUE, 0, 
IARG_FUNCARG_ENTRYPOINT_VALUE, 2, IARG_END); 
RTN_InsertCall(RequestTRN, IPOINT_AFTER, (AFUNPTR)OpenRequest_After, 
IARG_ADDRINT, "OpenRequest", IARG_END); 
RTN_Close(RequestTRN); 
} 
} 
 
else if (undFuncName == "HttpSendRequest") 
{ 
RTN RequestTRN = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
if (RTN_Valid(RequestTRN)) 
{ 
RTN_Open(RequestTRN); 
RTN_InsertCall(RequestTRN, IPOINT_BEFORE, (AFUNPTR)SendRequest_Before, 
IARG_ADDRINT, "HttpSendRequestA", IARG_END); 
RTN_Close(RequestTRN); 
} 
} 
 
else if (undFuncName == "CreateFile") 
{ 
RTN RequestTRN = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
if (RTN_Valid(RequestTRN)) 
{ 
RTN_Open(RequestTRN); 
RTN_InsertCall(RequestTRN, IPOINT_BEFORE, (AFUNPTR)CreateFile_Before, 
IARG_ADDRINT, "CreateFileA", IARG_FUNCARG_ENTRYPOINT_VALUE, 0, 
IARG_FUNCARG_ENTRYPOINT_VALUE, 1, IARG_END); 
RTN_Close(RequestTRN); 
} 
} 
 
else  
{ 
RTN RequestTRN = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
if (RTN_Valid(RequestTRN)) 
{ 
RTN_Open(RequestTRN); 
RTN_InsertCall(RequestTRN, IPOINT_BEFORE, (AFUNPTR)contadorF, IARG_END); 
RTN_Close(RequestTRN); 
} 
} 
} 
} 
 
/* ===================================================================== */ 
 
VOID Fini(INT32 code, VOID *v) 
{ 
TraceFile << " -- " << ccount; 
TraceFile.close(); 
} 
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12.1.3. Funciones.cpp 
/* ===================================================================== */ 
/* Main */ 
/* ===================================================================== */ 
 
int main(int argc, char *argv[]) 
{ 
// Initialize pin & symbol manager 
PIN_InitSymbols(); 
if( PIN_Init(argc,argv) ) 
{ 
return Usage(); 
} 
 
// Write to a file since cout and cerr maybe closed by the application 
TraceFile.open(KnobOutputFile.Value().c_str()); 
TraceFile.setf(ios::showbase); 
 
// Register Image to be called to instrument functions. 
IMG_AddInstrumentFunction(Image, 0); 
TRACE_AddInstrumentFunction(Trace, 0); 
PIN_AddFiniFunction(Fini, 0); 
 
// Never returns 
PIN_StartProgram(); 
 
return 0; 
} 
 
/* ===================================================================== */ 
/* eof */ 
/* ===================================================================== */ 
 
#include "pin.H" 
namespace WINDOWS 
{ 
#include<Windows.h> 
} 
#include <iostream> 
#include <fstream> 
 
/* ===================================================================== */ 
/* Global Variables */ 
/* ===================================================================== */ 
static UINT64 icount = 0; 
std::ofstream TraceFile; 
 
/* ===================================================================== */ 
/* Commandline Switches */ 
/* ===================================================================== */ 
 
KNOB<string> KnobOutputFile(KNOB_MODE_WRITEONCE, "pintool", "o", 
"funciones.out", "specify trace file name"); 
 
/* ===================================================================== */ 
/* Print Help Message */ 
/* ===================================================================== */ 
INT32 Usage() 
{ 
cerr << "This tool produces a trace of calls to RtlAllocateHeap."; 
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cerr << endl << endl; 
cerr << KNOB_BASE::StringKnobSummary(); 
cerr << endl; 
return -1; 
} 
 
/* ===================================================================== */ 
/* Analysis routines */ 
/* ===================================================================== */ 
 
/* ===================================================================== */ 
/* Instrumentation routines */ 
/* ===================================================================== */ 
 
VOID Image(IMG img, VOID *v) 
{ 
 
// Walk through the symbols in the symbol table. 
for (SYM sym = IMG_RegsymHead(img); SYM_Valid(sym); sym = SYM_Next(sym)) 
{ 
string undFuncName = PIN_UndecorateSymbolName(SYM_Name(sym), 
UNDECORATION_NAME_ONLY); 
RTN rtn = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
TraceFile << undFuncName << " ("<< RTN_Address(rtn) << ")" << endl; 
}} 
 
/* ===================================================================== */ 
 
VOID Fini(INT32 code, VOID *v) 
{ 
TraceFile.close(); 
} 
 
/* ===================================================================== */ 
/* Main */ 
/* ===================================================================== */ 
 
int main(int argc, char *argv[]) 
{ 
// Initialize pin & symbol manager 
PIN_InitSymbols(); 
if( PIN_Init(argc,argv) ) 
{ 
return Usage(); 
} 
 
// Write to a file since cout and cerr maybe closed by the application 
TraceFile.open(KnobOutputFile.Value().c_str()); 
TraceFile.setf(ios::showbase); 
 
// Register Image to be called to instrument functions. 
IMG_AddInstrumentFunction(Image, 0); 
PIN_AddFiniFunction(Fini, 0); 
 
// Never returns 
PIN_StartProgram(); 
 
return 0; 
} 
 
/* ===================================================================== */ 
/* eof */ 
/* ===================================================================== */ 
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12.1.4. Detalle.cpp 
#include "pin.H" 
namespace WINDOWS 
{ 
#include<Windows.h> 
} 
#include <iostream> 
#include <fstream> 
 
/* ===================================================================== */ 
/* Global Variables */ 
/* ===================================================================== */ 
static UINT64 icount = 0; 
static UINT64 fcount = 0; 
std::ofstream TraceFile; 
 
/* ===================================================================== */ 
/* Commandline Switches */ 
/* ===================================================================== */ 
 
KNOB<string> KnobOutputFile(KNOB_MODE_WRITEONCE, "pintool", "o", 
"detalle.out", "specify trace file name"); 
 
/* ===================================================================== */ 
/* Print Help Message */ 
/* ===================================================================== */ 
 
INT32 Usage() 
{ 
cerr << "This tool produces a trace of calls to RtlAllocateHeap."; 
cerr << endl << endl; 
cerr << KNOB_BASE::StringKnobSummary(); 
cerr << endl; 
return -1; 
} 
 
/* ===================================================================== */ 
/* Analysis routines */ 
/* ===================================================================== */ 
 
VOID InternetConnectA_Before(CHAR * name, WINDOWS::LPCSTR lpszheaders) 
{ 
TraceFile << "Num funciones: " << fcount << endl << endl; 
fcount = 0; 
TraceFile << "InternetConnect" <<endl; 
TraceFile << " URL: " << lpszheaders << endl; 
TraceFile << endl; 
icount = 0; 
} 
 
VOID OpenRequest_Before(CHAR * name, WINDOWS::HANDLE hRequest, 
WINDOWS::LPCSTR parametros) 
{ 
TraceFile << "Num funciones: " << fcount << endl << endl; 
fcount = 0; 
TraceFile << "OpenRequest!!" <<endl; 
TraceFile << " URL: " << parametros << endl; 
TraceFile << " icount: " << icount << endl; 
TraceFile << endl; 
} 
 
VOID OpenRequest_After(CHAR * name) 
{ 
icount = 0; 
} 
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VOID SendRequest_Before(CHAR * name) 
{ 
TraceFile << "Num funciones: " << fcount << endl << endl; 
fcount = 0; 
TraceFile << "instrucciones entre medio: " << icount << endl << endl; 
TraceFile << name << ": Se envia la petición!" << endl; 
TraceFile << "------------------------------" << endl; 
TraceFile << endl; 
} 
 
VOID CreateFile_Before(CHAR * name, WINDOWS::LPCTSTR lpFileName, 
WINDOWS::DWORD desiredAccess) 
{ 
TraceFile << name << ": " << lpFileName << " (" << desiredAccess << ")" << 
endl; 
TraceFile << endl; 
} 
 
VOID contadorF() 
{ 
fcount = fcount + 1; 
} 
// This function is called before every block 
VOID docount(UINT32 c) { icount += c; } 
 
// Pin calls this function every time a new basic block is encountered 
// It inserts a call to docount 
VOID Trace(TRACE trace, VOID *v) 
{ 
// Visit every basic block in the trace 
for (BBL bbl = TRACE_BblHead(trace); BBL_Valid(bbl); bbl = BBL_Next(bbl)) 
{ 
// Insert a call to docount before every bbl, passing the number of 
instructions 
BBL_InsertCall(bbl, IPOINT_BEFORE, (AFUNPTR)docount, IARG_UINT32, 
BBL_NumIns(bbl), IARG_END); 
 
} 
} 
/* ===================================================================== */ 
/* Instrumentation routines */ 
/* ===================================================================== */ 
 
VOID Image(IMG img, VOID *v) 
{ 
 
// Walk through the symbols in the symbol table. 
for (SYM sym = IMG_RegsymHead(img); SYM_Valid(sym); sym = SYM_Next(sym)) 
{ 
string undFuncName = PIN_UndecorateSymbolName(SYM_Name(sym), 
UNDECORATION_NAME_ONLY); 
 
// Find the InternetConnectA() function. 
if ((undFuncName == "InternetConnectA") ) 
{ 
RTN RequestTRN = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
if (RTN_Valid(RequestTRN)) 
{ 
// Instrument to print the input argument value and the return value. 
RTN_Open(RequestTRN); 
RTN_InsertCall(RequestTRN, IPOINT_BEFORE, (AFUNPTR)InternetConnectA_Before, 
IARG_ADDRINT, "InternetConnectA", IARG_FUNCARG_ENTRYPOINT_VALUE, 1, 
IARG_END); 
RTN_Close(RequestTRN); 
}} 
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else if (undFuncName == "HttpOpenRequestA") 
{ 
icount=0; 
RTN RequestTRN = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
if (RTN_Valid(RequestTRN)) 
 
{ 
RTN_Open(RequestTRN); 
RTN_InsertCall(RequestTRN, IPOINT_BEFORE, (AFUNPTR)OpenRequest_Before, 
IARG_ADDRINT, "HttpOpenRequestA", IARG_FUNCARG_ENTRYPOINT_VALUE, 0, 
IARG_FUNCARG_ENTRYPOINT_VALUE, 2, IARG_END); 
RTN_InsertCall(RequestTRN, IPOINT_AFTER, (AFUNPTR)OpenRequest_After, 
IARG_ADDRINT, "OpenRequest", IARG_END); 
RTN_Close(RequestTRN); 
} 
} 
 
else if (undFuncName == "HttpSendRequestA") 
{ 
RTN RequestTRN = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
if (RTN_Valid(RequestTRN)) 
{ 
RTN_Open(RequestTRN); 
RTN_InsertCall(RequestTRN, IPOINT_BEFORE, (AFUNPTR)SendRequest_Before, 
IARG_ADDRINT, "HttpSendRequestA", IARG_END); 
RTN_Close(RequestTRN); 
} 
} 
 
else if (undFuncName == "CreateFileA") 
{ 
RTN RequestTRN = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
if (RTN_Valid(RequestTRN)) 
{ 
RTN_Open(RequestTRN); 
RTN_InsertCall(RequestTRN, IPOINT_BEFORE, (AFUNPTR)CreateFile_Before, 
IARG_ADDRINT, "CreateFileA", IARG_FUNCARG_ENTRYPOINT_VALUE, 0, 
IARG_FUNCARG_ENTRYPOINT_VALUE, 1, IARG_END); 
RTN_Close(RequestTRN); 
} 
} 
 
else  
{ 
RTN RequestTRN = RTN_FindByAddress(IMG_LowAddress(img) + SYM_Value(sym)); 
 
if (RTN_Valid(RequestTRN)) 
{ 
RTN_Open(RequestTRN); 
RTN_InsertCall(RequestTRN, IPOINT_BEFORE, (AFUNPTR)contadorF, IARG_END); 
RTN_Close(RequestTRN); 
}}}} 
/* ===================================================================== */ 
 
VOID Fini(INT32 code, VOID *v) 
{ 
TraceFile.close(); 
} 
/* ===================================================================== */ 
/* Main */ 
/* ===================================================================== */ 
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12.2. Scripts 
Seguidamente, se muestran algunos de los scripts más destacados creados a lo largo del 
proyecto. 
12.2.1. Módulo de Control: todotest.bat 
Éste es el script incluido en el Módulo de Control y que gestiona toda la aplicación. Sus 
funciones son descritas en el apartado 6.2.4. Módulo de Control. 
int main(int argc, char *argv[]) 
{ 
// Initialize pin & symbol manager 
PIN_InitSymbols(); 
if( PIN_Init(argc,argv) ) 
{ 
return Usage(); 
} 
 
// Write to a file since cout and cerr maybe closed by the application 
TraceFile.open(KnobOutputFile.Value().c_str()); 
// TraceFile << hex; 
TraceFile.setf(ios::showbase); 
 
// Register Image to be called to instrument functions. 
IMG_AddInstrumentFunction(Image, 0); 
TRACE_AddInstrumentFunction(Trace, 0); 
PIN_AddFiniFunction(Fini, 0); 
 
// Never returns 
PIN_StartProgram(); 
 
return 0; 
} 
 
/* ===================================================================== */ 
/* eof */ 
/* ===================================================================== */ 
 
:inicio 
:Check de binarios en nepenthes 
:Si no hay nada, stop 
:Si hay algo seguir (xq sera nuevo) 
@SET var= 
@SET var2=The file does not exist. 
 
:Seleccionar el primer elemento de la lista: 
@CLS 
@echo Esperando un nuevo binario ... 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
listDirectoryInGuest "[standard] Collector/Collector.vmx" 
"/var/lib/nepenthes/binaries" > res.txt 
 
136 
 
@for /f "skip=1 eol= tokens=* delims= usebackq" %%a in (res.txt) do @( 
  SET var=%%a 
  GOTO :cmd 
) 
:cmd  
@IF "%var%"=="" GOTO :inicio 
@DEL res.txt 
@echo Nuevo binario encontrado: %var% 
@echo Comprimiendo el binario ... 
:convertir a exe 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
renameFileInGuest "[standard] Collector/Collector.vmx" 
/var/lib/nepenthes/binaries/%var% /var/lib/nepenthes/binaries/%var%.exe 
 
:Guardar malware en zip 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
runProgramInGuest "[standard] Collector/Collector.vmx" /usr/bin/zip -j 
/var/lib/nepenthes/binaries/%var%.zip /var/lib/nepenthes/binaries/%var%.exe 
 
:volver a como estaba 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
renameFileInGuest "[standard] Collector/Collector.vmx" 
/var/lib/nepenthes/binaries/%var%.exe /var/lib/nepenthes/binaries/%var% 
 
@echo Recuperando el binario en equipo Host ... 
 
:Recibir malware host 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
copyFileFromGuestToHost "[standard] Collector/Collector.vmx" 
"/var/lib/nepenthes/binaries/%var%.zip" "D:\manager\malware\%var%.zip" 
 
:Enviar malware a modulo Ejecucion1 
@echo Enviando el binario a winXP ... 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
copyFileFromHostToGuest "[standard] Virtual Machine/Virtual Machine.vmx" 
"D:\manager\malware\%var%.zip" "C:\malware\%var%.zip" 
 
:Ejecutar script install_mw en modulo Ejecucion1 (deszipea e instala) 
@echo Instalando %var% en winXP ... 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "S" -gp "s" 
runProgramInGuest "[standard] Virtual Machine/Virtual Machine.vmx" cmd.exe 
"/k C:\malware\install_mw.bat %var%" 
 
:Ejecutar el autotest en modulo Ejecucion1 
@echo Inicio de instrumentacion en winXP. 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "S" -gp "s" 
runProgramInGuest "[standard] Virtual Machine/Virtual Machine.vmx" cmd.exe 
"/k C:\Pin\autotest.bat %var% 1" 
 
:Enviar malware a modulo Ejecucion2 
@echo Enviando el binario a winXP (firefox) ... 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
copyFileFromHostToGuest "[standard] firefox/Virtual Machine.vmx" 
"D:\manager\malware\%var%.zip" "C:\malware\%var%.zip" 
 
137 
 
 
@echo Inicio de instrumentacion en winXP. 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "S" -gp "s" 
runProgramInGuest "[standard] Virtual Machine/Virtual Machine.vmx" cmd.exe 
"/k C:\Pin\autotest.bat %var% 1" 
 
:Enviar malware a modulo Ejecucion2 
@echo Enviando el binario a winXP (firefox) ... 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
copyFileFromHostToGuest "[standard] firefox/Virtual Machine.vmx" 
"D:\manager\malware\%var%.zip" "C:\malware\%var%.zip" 
 
:Ejecutar script install_mw en modulo Ejecucion2 (deszipea e instala) 
@echo Instalando %var% en winXP (firefox) ... 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "S" -gp "s" 
runProgramInGuest "[standard] firefox/Virtual Machine.vmx" cmd.exe "/k 
C:\malware\install_mw.bat %var%" 
 
:Ejecutar el autotest en modulo Ejecucion2 
@echo Inicio de instrumentacion en winXP (firefox). 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "S" -gp "s" 
runProgramInGuest "[standard] firefox/Virtual Machine.vmx" cmd.exe "/k 
C:\Pin\autotest.bat %var% 1" 
 
:Eliminar .zip de collector 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
deleteFileInGuest "[standard] Collector/Collector.vmx" 
/var/lib/nepenthes/binaries/%var%.zip 
 
:Esperar a que en el modulo de ejecucion1 exista finished 
:mirar 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "S" -gp "s" 
fileExistsInGuest "[standard] Virtual Machine/Virtual Machine.vmx" 
C:\Pin\finished > res2.txt 
@for /f "eol= tokens=* delims= usebackq" %%a in (res2.txt) do @( 
  SET var2=%%a 
  IF "%var2%"=="The file exists." GOTO :seguir 
  IF "%var2%"=="The file does not exist." GOTO :esperar 
  GOTO :end 
) 
 
:esperar 
@echo Esperando la finalizacion de la instrumentacion en winXP ... 
@PING 127.0.0.1 -n 31 > NUL 
@GOTO :mirar 
:seguir 
@DEL res2.txt 
@echo Instrumentacion en winXP finalizada. 
 
@SET var2=The file does not exist. 
:Esperar a que en el modulo de ejecucion2 exista finished 
:mirar2 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "S" -gp "s" 
fileExistsInGuest "[standard] firefox/Virtual Machine.vmx" C:\Pin\finished > 
res2.txt 
@for /f "eol= tokens=* delims= usebackq" %%a in (res2.txt) do @( 
  SET var2=%%a 
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  IF "%var2%"=="The file exists." GOTO :seguir2 
  IF "%var2%"=="The file does not exist." GOTO :esperar2 
  GOTO :end 
) 
:esperar2 
@echo Esperando la finalizacion de la instrumentacion en winXP (firefox) ... 
@PING 127.0.0.1 -n 31 > NUL 
@GOTO :mirar2 
:seguir2 
@DEL res2.txt 
@echo Instrumentacion en winXP (firefox) finalizada. 
 
:Copiar a modulo analisis, separando cada resultado (est, sec, markov) 
:Lanzar los 3 analisis 
 
:Recibir datos Ejecucion1 
@echo Recibiendo resultados de instrumentacion en Host ... 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "S" -gp "s" 
copyFileFromGuestToHost "[standard] Virtual Machine/Virtual Machine.vmx" 
"C:\Pin\salidas\%var%" "D:\manager\salidasPin\%var%" 
:Recibir datos Ejecucion2 
:CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "S" -gp "s" 
copyFileFromGuestToHost "[standard] firefox/Virtual Machine.vmx" 
"C:\Pin\salidas\%var%" "D:\manager\salidasPin\%var%" 
 
:Enviar al modulo de Analisis en 0.control 
@echo Enviando resultados de instrumentacion a Modulo de Analisis ... 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
copyFileFromHostToGuest "[standard] AnomalyDetection/AnomalyDetection.vmx" 
"D:\manager\salidasPin\%var%" "/home/analisis/0.control/entradas/%var%" 
:Ejecutar analisis 
@echo Iniciando analisis de los resultados. 
@"C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
runProgramInGuest "[standard] AnomalyDetection/AnomalyDetection.vmx" 
/home/analisis/0.control/analize.sh %var% 
 
:Mover mw a Checked 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn -gu "s" -gp "s" 
renameFileInGuest "[standard] Collector/Collector.vmx" 
/var/lib/nepenthes/binaries/%var% /var/lib/nepenthes/checked/%var% 
 
:reset 
:Resetear Modulo ejecucion1 
@echo Restaurando winXP ... 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn revertToSnapshot "[standard] 
Virtual Machine/Virtual Machine.vmx" 
:Rearrancar 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn start "[standard] Virtual 
Machine/Virtual Machine.vmx" 
@echo Se ha restaurado winXP. 
:Resetear Modulo ejecucion2 
@echo Restaurando winXP (firefox) ... 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn revertToSnapshot "[standard] 
firefox/Virtual Machine.vmx" 
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12.2.2. Módulo de Ejecución: instrumentar.bat 
Éste es uno de los scripts incluidos en el Módulo de Ejecución y es el encargado de realizar la 
instrumentación del navegador a partir de llamadas a la herramienta Pin. 
 
 
 
 
 
 
 
 
 
 
 
 
12.3. Resultados de los análisis: 
A continuación se muestran los resultados obtenidos en los análisis de las distintas muestras 
estudiadas y unas breves observaciones de los mismos. A partir de estos resultados se han 
generado las tablas mostradas en el apartado 8. Resultados Finales. Los comentarios y 
:Rearrancar 
@CALL "C:\Program Files (x86)\VMware\VMware VIX\vmrun" -h 
https://127.0.0.1:8333/sdk -u santi -p sfn06sfn start "[standard] 
firefox/Virtual Machine.vmx" 
@echo Se ha restaurado winXP (firefox). 
@GOTO :inicio 
:end 
@echo Se ha producido algun error! 
GOTO :reset 
 
::Remove quotes 
SET _name=%1 
SET _name=###%_name%### 
SET _name=%_name:"###=% 
SET _name=%_name:###"=% 
SET _name=%_name:###=% 
SET _num=%2 
SET _num=###%_num%### 
SET _num=%_num:"###=% 
SET _num=%_num:###"=% 
SET _num=%_num:###=% 
CD C:\Pin 
MKDIR C:\Pin\salidas\%_name% 
MKDIR C:\Pin\salidas\%_name%\info 
MKDIR C:\Pin\salidas\%_name%\secuencias 
MKDIR C:\Pin\salidas\%_name%\detalle 
FOR /L %%i IN (1,1,%_num%) DO ( 
CALL C:\Pin\pin -t C:\Pin\source\tools\Zeus\obj-ia32\info.dll -- "C:\Archivos 
de Programa\Internet Explorer\iexplore.exe" 
COPY C:\Pin\info.out C:\Pin\salidas\%_name%\info\%_name%_info_%%i.out 
CALL C:\Pin\pin -t C:\Pin\source\tools\Zeus\obj-ia32\secuencia.dll -- 
"C:\Archivos de Programa\Internet Explorer\iexplore.exe" 
COPY C:\Pin\secuencia.out 
C:\Pin\salidas\%_name%\secuencias\%_name%_secuencia_%%i.out 
CALL C:\Pin\pin -t C:\Pin\source\tools\Zeus\obj-ia32\detalle.dll -- 
"C:\Archivos de Programa\Internet Explorer\iexplore.exe" 
COPY C:\Pin\detalle.out 
C:\Pin\salidas\%_name%\detalle\%_name%_detalle_%%i.out 
) 
ECHO "Finished!" 2> C:\Pin\finished 
EXIT 
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observaciones que aquí se muestran, fueron realizados antes de aplicar ningún tipo de proceso de 
análisis y a modo de apuntes personales, y se basan únicamente en una opinión subjetiva y 
originada durante la fase de experimentación. Con ello, se pretende mostrar la evolución y trabajo 
detrás de estos estudios. 
12.3.1. Bancos 
Funciones 
 
 
 
 
 
 
 
 
 
Observaciones: 
 No se aprecian cambios significativos en ninguno de los valores. 
 
Secuencias 
 
 
 
 
 
Observaciones: 
 No se aprecian cambios significativos para ninguna de las longitudes de secuencias 
diferentes. 
 El número total de llamadas a función es inferior, pero muy aproximado, al de una 
secuencia limpia, por lo que no parece haber ninguna alteración. 
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Observaciones: 
 El número de secuencias diferentes para cada listado de llamadas a función alcanza unos 
valores bajos para cada una de las longitudes y acordes con una secuencia limpia. No 
muestra, por tanto, ningún tipo de anomalía. 
 
Markov 
 
 
 
 
 
 
 
 
 
 
Observaciones: 
 Ninguna de las etapas muestra un valor de transiciones poco probables extremadamente 
alto. 
 La media de transiciones poco probables es de 55, un valor que se ajusta al valor medio 
para una secuencia limpia. 
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12.3.2. KillAV  
Funciones 
 
 
 
 
 
 
Observaciones: 
 No se aprecian cambios significativos en ninguno de los valores. 
 
Secuencias 
 
Observaciones: 
 No se aprecian cambios significativos para ninguna de las longitudes de secuencias 
diferentes. 
 El número total de llamadas a función es inferior, pero muy aproximado, al de una 
secuencia limpia, por lo que no parece haber ninguna alteración. 
 
 
Observaciones: 
 El número de secuencias diferentes para cada listado de llamadas a función alcanza unos 
valores bajos para cada una de las longitudes y acordes con una secuencia limpia. No 
muestra, por tanto, ningún tipo de anomalía. 
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Markov 
 
 
 
 
 
 
 
 
 
 
Observaciones: 
 Solamente en una de las etapas alcanza un valor de transiciones poco probables bastante 
alto, en la secuencia 21, que podría tratarse únicamente de una excepción. 
 La media de transiciones poco probables es de 193, un valor que no se distancia en exceso 
de la media para una secuencia limpia. 
 
12.3.3. Banker 
Funciones 
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Observaciones: 
 Se produce un incremento de los CreateFile iniciales. Observando el comportamiento del 
navegador con detalle, puede verse como se realizan algunos accesos adicionales al fichero 
C:\WINDOWS\system32\helper.xml, posiblemente relacionado con el hecho de que 
Banker.LSL crea los archivos OMDSN.EXE y OSQM.EXE, en la carpeta help del directorio de 
Windows. Estos archivos son copias del troyano.  
 Se produce un incremento muy notable de las funciones iniciales. 
 Se produce un incremento de las funciones situadas entre HttpOpenRequest y 
HttpSendRequest. 
 Se produce un gran augmento en el valor medio de CreateFiles después de un acceso web. 
De nuevo, estos accesos adicionales se producen sobre el fichero 
C:\WINDOWS\system32\helper.xml, y a un segundo fichero 
C:\WINDOWS\system32\alog.txt.  
 Se muestran 3 alteraciones sobre la secuencia correcta InternetConnect-
HttpOpenRequest-HttpSendRequest. Observando la navegación con más detalle, se puede 
ver como se realizan llamadas adicionales a InternetConnect sobre la URL proxysocks.us y 
a HttpOpenRequest sobre las direcciones mail.php, newuser.php y 
/command.php?userid=08062011_191741_24842046_242. 
 
Secuencias 
 
Observaciones: 
 Se produce un incremento extremado en el número total de llamadas a función, 
alcanzando la cifra de 4 millones, frente a las 900.000 que suele tener un comportamiento 
normal. 
 Esto repercute en el resultado obtenido para las secuencias de 16. Este resultado es cero, 
puesto que la cantidad de funciones es demasiado alta para el generador de secuencias de 
16. 
 Para el resto de valores, no se produce una alteración notable. 
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Observaciones: 
 De nuevo, el resultado de cero obtenido en las secuencias de 16, es resultado del elevado 
número de funciones sobre el que generar estas secuencias. 
 El valor 149900 es resultado de la comparación de la secuencia limpia con una lista 
inexistente, puesto que no ha podido ser generada. 
 Para el resto de valores, se observa un incremento con respecto a una comparación con 
navegaciones limpias, pero no muy determinante. 
 
Markov 
 
 
 
 
 
 
 
 
 
 
 
Observaciones: 
 Los valores que se muestran son excesivamente altos para muchas de las etapas vistas. 
Esto concuerda con los resultados obtenidos en el apartado de "Funciones", donde se 
podia observar un gran incremento de funciones entre un InternetConnect y otro. 
 En una navegación normal, el número de accesos, y por tanto de InternetConnects, es de 
22. En este caso, se producen 25, por culpa de los accesos adicionales, generados por la 
presencia del malware. 
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 El valor medio de transiciones poco probables es de 5232, un valor realmente alto en 
comparación con una navegación limpia. 
 
12.3.4. Banbra  
Funciones 
 
 
 
 
 
 
Observaciones: 
 No se aprecian cambios significativos en ninguno de los valores. 
 
Secuencias 
 
Observaciones: 
 No se aprecian cambios significativos para ninguna de las longitudes de secuencias 
diferentes. 
 El número total de llamadas a función es inferior, pero muy aproximado, al de una 
secuencia limpia, por lo que no muestra signos de alteración. 
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Observaciones: 
 El número de secuencias diferentes para cada listado de llamadas a función no presenta 
unos valores muy notables para cada una de las longitudes. No puede decirse, por tanto, 
que muestren ningún tipo de anomalía. 
Markov 
 
 
 
 
 
 
 
 
 
 
Observaciones: 
 Solamente en una de las etapas alcanza un valor de transiciones poco probables bastante 
alto, en la secuencia 03. Es un valor realmente alto, pero podría tratarse únicamente de 
una excepción. 
 El valor medio de transiciones poco probables es de 241. Teniendo en cuenta que en 
comparaciones con secuencias limpias rara vez supera los 100, se está obteniendo un valor 
que dobla al de una navegación normal. 
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12.3.5. Nabload 
 
Funciones 
 
 
 
 
 
 
 
Observaciones: 
 Se produce un incremento muy considerable de las funciones iniciales, es decir, las 
funciones que se encuentran desde que se realiza un HttpSendRequest hasta que se inicia 
un nuevo InternetConnect. 
 
Secuencias 
 
 
Observaciones: 
 Se puede observar un gran incremento del total de llamadas a función, lo cual es indicativo 
de que se está realizando una actividad adicional. 
 No se presencia ninguna alteración en el número de secuencias distintas para ninguna de 
las longitudes establecidas. 
 
 
 
Observaciones: 
 El número de secuencias diferentes para cada listado de llamadas a función no presenta 
unos valores muy notables para cada una de las longitudes. No puede decirse, por tanto, 
que muestren ningún tipo de anomalía. 
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Markov 
 
Resultados: 
 
 
 
 
 
 
 
 
 
Observaciones: 
 Los valores que se muestran son excesivamente altos para muchas de las etapas vistas. 
Esto concuerda con los resultados obtenidos en el apartado de "Funciones", donde se 
podía observar un gran incremento de funciones entre un InternetConnect y otro. 
 
12.3.6. Spyeye 
Funciones 
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Observaciones: 
 Se muestra un gran incremento de los CreateFile iniciales. Observando las funciones con 
detalle, se puede ver como se realizan múltiples accesos al fichero 
C:\cleansweep.exe\config.bin. Este se trata del archivo de configuración de SpyEye, 
instalado en la raíz del sistema, en el directorio cleansweep.exe (el nombre del binario por 
defecto). 
 Se produce un ligero incremento en las funciones HOR-HSR, aunque no es un incremento 
determinante.  
 
Secuencias 
 
 
 
Observaciones: 
 Puede observarse un aumento en el número total de llamadas a función. Aunque no es un 
incremento determinante, puede ser indicativo de una actividad adicional causada por la 
presencia del troyano. 
 No se presencia ninguna alteración en el número de secuencias distintas para ninguna de 
las longitudes establecidas. 
 
 
Observaciones: 
 El número de secuencias diferentes de la secuencia estudiada con respecto al modelo y 
viceversa presenta unos valores muy altos para cada una de las longitudes. El valor para las 
secuencias de 16 es realmente alto, teniendo en cuenta que las diferencias entre 
secuencias "limpias" suele oscilar entre 10.000 y 20.000. 
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Markov 
 
 
 
 
 
 
 
 
 
 
Observaciones: 
 Se observan diversas secuencias con valores realmente altos de transiciones poco 
probables, superando en tres casos los 1.000 y llegando a alcanzar un valor de 3551 en la 
secuencia inicial. 
 El valor medio de transiciones poco probables es de 560, un valor alto teniendo en cuenta 
que para una comparación con un estado limpio este valor suele rondar entre 50 y 100. 
 
12.3.7. Limpio 
Funciones 
 
 
 
 
 
 
Observaciones: 
 No se aprecian cambios significativos en ninguno de los valores. 
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Secuencias 
 
Observaciones: 
 No se aprecian cambios significativos para ninguna de las longitudes de secuencias 
diferentes. 
 El número total de llamadas a función es inferior, pero muy aproximado, al de una 
secuencia limpia, por lo que no parece haber ninguna alteración. 
 
 
Observaciones: 
 El número de secuencias diferentes para cada listado de llamadas a función alcanza unos 
valores bajos para cada una de las longitudes y acordes con una secuencia limpia. No 
muestra, por tanto, ningún tipo de anomalía. 
 
Markov 
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Observaciones: 
 Solamente en una de las etapas alcanza un valor de transiciones poco probables bastante 
alto, en la secuencia 01 (el primer InternetConnect). Teniendo en cuenta que se trata de la 
secuencia más larga y que el resto de etapas presentan valores realmente bajos, podría 
tratarse únicamente de una excepción. 
 La media de transiciones poco probables es de 117, un valor que no se distancia en exceso 
de la media para una secuencia limpia. 
 
12.3.8. SilentBanker  
Funciones 
 
 
 
 
 
 
 
 
Observaciones: 
 El valor medio de funciones de inicio presenta un ligero incremento. 
 El valor medio de funciones CreateFile al final de los accesos muestra un incremento 
considerable, alcanzando la cantidad de 14 frente a los 5 de una navegación limpia. 
Observando las funciones se puede ver como se realizan diversos accesos a ficheros .CPX 
en el directorio C:\WINDOWS\system32\. 
 El troyano almacena sus archivos de configuración en archivos llamados 
[9-11 digits].cpx. (http://scforum.info/index.php?topic=1896.0) 
 Calcula el hash del nombre del ordenador. El número de 8 dígitos 
resultante es utilizado antes de la extension .cpx o .cpl. 
(http://98.129.119.162/connect/blogs/trojansilentbanker-adds-rootkit-
functionality). 
 
 En este caso el hash es 20334295, pues se producen accesos a archivos como: 
C:\WINDOWS\system32\203342958966.CPX  
C:\WINDOWS\system32\203342958977.CPX  
C:\WINDOWS\system32\203342958999.CPX  
C:\WINDOWS\system32\203342958988.CPX  
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Secuencias 
 
Observaciones: 
 Puede observarse un incremento considerable en el número de llamadas a función totales, 
lo cual es síntoma de una actividad inusual causada por el malware. 
 No se presencia ninguna alteración en el número de secuencias distintas para ninguna de 
las longitudes establecidas. 
 
Observaciones: 
 El número de secuencias diferentes para cada una de las longitudes presenta un ligero 
incremento, aunque no muy significativo. En las secuencias de longitud 16, este valor 
supera los 20.000, cosa que no suele ocurrir al realizar comparaciones con secuencias 
limpias. 
 
Markov 
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Observaciones: 
 Tan solo en una de las etapas se muestra un valor extremo de transiciones poco probables, 
concretamente en la secuencia 03, alcanzando prácticamente los 1.000. Este valor tan alto 
podría tratarse de una excepción. 
 El resto de etapas alcanzan unos valores un tanto considerables, en prácticamente ningún 
caso descienden del centenar. 
 El valor medio de transiciones poco probables es de 232. Teniendo en cuenta que en 
comparaciones con secuencias limpias rara vez supera los 100, se está obteniendo un valor 
que dobla al de una navegación normal. 
12.3.9. Zeus  
Funciones 
 
 
 
 
 
 
 
Observaciones: 
 Se produce un aumento considerable de los CreateFiles iniciales. Observando las funciones 
con detalle, se puede ver como se realizan algunos accesos al fichero 
C:\WINDOWS\system32\rsaenh.dll. (rsaenh.dll es un módulo que ejecuta el prestatario de 
servicios criptográfico realzado Microsoft (CSP) que utiliza el cifrado de 128 dígitos 
binarios.) (http://www.processlibrary.com/es/directory/files/rsaenh/20850/) 
 Se produce un ligero aumento de las funciones iniciales, aunque no resulta determinante. 
 Se produce un incremento extremo de las funciones HOR-HSR, alcanzando un valor tres 
veces superior al de una navegación limpia. Esto es indicativo de una actividad anómala 
entre estas dos funciones. Esta actividad es aún más evidenciable a partir del número de 
instrucciones entre estas dos funciones (HOR-HSR), que alcanza un valor superior al millón. 
 También se produce un incremento en el valor medio de funciones CreateFile producidas 
al final de un acceso web. 
 Finalmente, se han producido dos alteraciones en las secuencias IC-HOR-HSR. Observando 
la navegación con detalle, puede observarse como en dos ocasiones no se ha llegado a 
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producir un HttpSendRequest después de un InternetConnect-HttpOpenRequest, sino que 
se han generado unos nuevos InternetConnect-HttpOpenRequest (no pertenecientes a la 
secuencia de navegación establecida), causados por una redirección generada por el 
malware. 
 
Secuencias 
 
Observaciones: 
 En general, y aunque no muy significativo, se produce un aumento en el número de 
secuencias distintas para todas las longitudes establecidas, en comparación con un modelo 
normal. 
 Puede observarse un incremento considerable en el número de llamadas a función totales, 
lo cual es síntoma de una actividad inusual causada por el malware. 
 
 
Observaciones: 
 El número de secuencias diferentes para cada una de las longitudes presenta un ligero 
incremento, aunque no muy significativo. En las secuencias de longitud 16, este valor 
supera los 20.000, cosa que no suele ocurrir al realizar comparaciones con secuencias 
limpias. 
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Markov 
 
 
 
 
 
 
 
 
 
 
Observaciones: 
 Se observan diversas secuencias con valores realmente altos de transiciones poco 
probables. 
 El valor medio de transiciones poco probables es de 1228, un valor realmente alto 
teniendo en cuenta que para una comparación con un estado limpio este valor suele 
rondar entre 50 y 100. 
 
12.3.10. Sinowal 
Funciones 
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Observaciones: 
 No se aprecian cambios significativos en ninguno de los valores. 
 
Secuencias 
 
Observaciones: 
 No se aprecian cambios significativos para ninguna de las longitudes de secuencias 
diferentes. 
 El número total de llamadas a función es inferior, pero muy aproximado, al de una 
secuencia limpia, por lo que no parece haber ninguna alteración. 
 
 
Observaciones: 
 El número de secuencias diferentes para cada listado de llamadas a función alcanza, para 
cada una de las longitudes, unos valores acordes con una secuencia limpia. No muestra, 
por tanto, ningún tipo de anomalía. 
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Observaciones: 
 Ninguna de las etapas muestra un valor de transiciones poco probables extremadamente 
alto. 
 La media de transiciones poco probables es de 69, un valor que se ajusta al valor medio 
para una secuencia limpia. 
12.3.11. Bankpatch 
Funciones 
 
 
 
 
 
 
Observaciones: 
 No se aprecian cambios significativos en ninguno de los valores. 
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Secuencias 
 
Observaciones: 
 No se aprecian cambios significativos para ninguna de las longitudes de secuencias 
diferentes. 
 El número total de llamadas a función es inferior, pero muy aproximado, al de una 
secuencia limpia, por lo que no parece haber ninguna alteración. 
 
 
 
Observaciones: 
 El número de secuencias diferentes para cada listado de llamadas a función alcanza, para 
cada una de las longitudes, unos valores acordes con una secuencia limpia. No muestra, 
por tanto, ningún tipo de anomalía. 
 
Markov 
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Observaciones: 
 Ninguna de las etapas muestra un valor de transiciones poco probables extremadamente 
alto. 
 La media de transiciones poco probables es de 39, un valor que se ajusta al valor medio 
para una secuencia limpia. 
 
12.3.12. Gozi  
Funciones 
 
 
 
 
 
 
 
 
 
Observaciones: 
 No se aprecian cambios significativos en ninguno de los valores. 
 
Secuencias 
 
Observaciones: 
 No se aprecian cambios significativos para ninguna de las longitudes de secuencias 
diferentes. 
 El número total de llamadas a función es inferior, pero muy aproximado, al de una 
secuencia limpia, por lo que no parece haber ninguna alteración. 
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Observaciones: 
 El número de secuencias diferentes para cada listado de llamadas a función alcanza, para 
cada una de las longitudes, unos valores acordes con una secuencia limpia. No muestra, 
por tanto, ningún tipo de anomalía. 
 
Markov 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Observaciones: 
 Ninguna de las etapas muestra un valor de transiciones poco probables extremadamente 
altos. 
 La media de transiciones poco probables es de 66, un valor que se ajusta al valor medio 
para una secuencia limpia. 
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13. Glosario          
A 
 Add-on: Pequeño programa opcional que sólo funciona anexado a otro y que sirve para 
incrementar o complementar sus funcionalidades. 
 Adware: Contracción de ADvertisement + softWARE. Tipo de aplicaciones que incluyen alguna 
forma de publicidad mostrada cuando son ejecutadas. 
 Anomalía: Cuantificación de la separación de un valor respecto de lo considerado normal. Las 
anomalías se expresan en las mismas unidades del parámetro. En el caso de temperatura, una 
anomalía será positiva (negativa) cuando es más caliente (frío) de lo normal. 
 Anomalía estandarizada o normalizada: Se obtiene al dividir la anomalía por la desviación 
estándar obtenida a partir de los datos que sirvieron para calcular el valor considerado como 
normal. En una distribución normal, la mayor parte de los valores se encuentran ubicados 
entre una desviación estándar positiva y una desviación estándar negativa, por lo que éste es 
considerado el rango de normalidad. 
 API: Interfaz de Programación de Aplicaciones (Application Programming Interface). Grupo de 
rutinas (conformando una interfaz) que provee un sistema operativo, una aplicación o una 
biblioteca, que definen cómo invocar desde un programa el servicio que éstas prestan. En otras 
palabras, una API representa un interfaz de comunicación entre componentes software. 
B 
 Bot: Contracción de la palabra robot. Es un programa que permite que el sistema sea 
controlado remotamente sin el conocimiento ni consentimiento del usuario. 
 Botnet: Término que hace referencia a un conjunto de robots informáticos o bots, que se 
ejecutan de manera autónoma y automática. El artífice de la botnet (llamado pastor) puede 
controlar todos los ordenadores/servidores infectados de forma remota. Las nuevas versiones 
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de estas botnets se están enfocando hacia entornos de control mediante HTTP, con lo que el 
control de estas máquinas será mucho más simple. Sus fines normalmente son poco éticos. 
 Builder: Programa destinado a la generación de bots.  
C 
 Ciberdelincuencia o Cibercrimen: Actividades delictivas realizadas con ayuda de redes de 
comunicaciones y sistemas de información electrónicos o contra tales redes y sistemas. 
 Ciberdelincuente: Persona que realiza ciberdelincuencia. 
 Códec: Especificación que utiliza un dispositivo o programa para desempeñar transformaciones 
bidireccionales sobre datos y señales. Existen códecs de transmisión, compresión 
y encriptación. 
 Código: Texto escrito en un lenguaje de programación específico y que puede ser leído por un 
programador. Debe traducirse a lenguaje máquina para que pueda ser ejecutado por la 
computadora o a bytecode para que pueda ser ejecutado por un intérprete. Este proceso se 
denomina compilación. 
 C&C: Estas siglas, procedentes del inglés Comand and Control, traen consigo el significado de 
“mando y control”. En éste ámbito, una máquina C&C es aquella que gestiona una red de bots 
y recibe la información que éstos recopilan. 
D 
 Descompilador o decompilador: Programa de ordenador que realiza la operación inversa a un 
compilador. Esto es, traducir código o información de bajo nivel de abstracción (sólo diseñado 
para ser leído por un ordenador) a un lenguaje o medio de mayor nivel de abstracción 
(usualmente diseñado para ser leído por un humano). 
 DLLs: (Dynamic Linking Library - Librería de Enlace Dinámico). Es la implementación de 
Microsoft del concepto de bibliotecas (librerías) compartidas en sistemas Windows y OS/2.  
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 DOM: (Document Object Model - Modelo de Objetos de Documento) Especificación que 
determina cómo los objetos (texto, imágenes, enlaces, etc.) son representados en una página 
web. 
E 
 Exploits:  Programa informático malicioso (malware) que intenta utilizar y sacar provecho de la 
vulnerabilidad en otro programa o sistema.  
F 
 Frame: Opción del lenguaje HTML que permite dividir una página web en varias zonas, donde 
cada una de las cuales puede tener un contenido independiente de las demás. Cada una de 
estas zonas es denominada Frame. 
 Función: En programación, una función es un grupo de instrucciones con un objetivo en 
particular, que se ejecuta al ser llamada desde otra función o procedimiento. Las funciones 
pueden recibir datos desde afuera y deben entregar un resultado, esto es lo que 
principalmente las diferencia de los procedimientos.  
H 
 Host: En el ámbito de virtualización, el término “host” (o anfitrión) hace referencia a la 
máquina física que aloja una o más máquinas virtuales, también llamadas “guest” (huéspedes). 
 HTML: Siglas de HyperText Markup Language (Lenguaje de Marcado de Hipertexto). Éste es el 
lenguaje predominante para la elaboración de páginas web. Es usado para describir la 
estructura y el contenido en forma de texto, así como para complementar el texto con objetos 
tales como imágenes.  
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I 
 Interfaz: Conexión entre dos ordenadores o máquinas de cualquier tipo dando, una 
comunicación entre distintos niveles. 
 Instrumentación: En el contexto de la programación informática, instrumentación se refiere a 
la capacidad de monitorear o medir el nivel de desempeño de un producto, para diagnosticar 
los errores y escribir información de seguimiento. 
 Instrumentación binaria: La instrumentación binaria se agrega en tiempo de ejecución a un 
código binario ya construido, incluyendo aplicaciones y librerías dinámicas o compartidas. 
J 
 JavaScript: Lenguaje de programación interpretado, es decir, no requiere de compilación. Es 
utilizado especialmente en páginas web empapado en el código HTML o similares.  
K 
 Kits: Programas de software que pueden usarse tanto por novatos como por expertos para 
facilitar el lanzamiento y distribución de ataques a computadoras en red.  
M 
 Malware: La palabra malware es la abreviatura de la palabra malicious software. Este 
programa es sumamente peligroso para los ordenadores, puesto que está creado para insertar 
gusanos, spyware, virus, troyanos o incluso los bots. Su objetivo es, fundamentalmente el de 
recoger información sobre el usuario de Internet, ya sea una entidad individual como una 
empresa.  
 Máquina virtual: En informática, una máquina virtual es un software que emula a una 
computadora y puede ejecutar programas como si fuese una computadora real. 
167 
 
 MD5: Abreviatura de Message-Digest Algorithm 5, es un algoritmo de reducción criptográfico 
de 128 bits ampliamente usado. Los resúmenes MD5 se utilizan extensamente en el mundo del 
software para proporcionar la seguridad de que un archivo descargado de Internet no se ha 
alterado. Comparando una suma MD5 publicada con la suma de comprobación del archivo 
descargado, un usuario puede tener la confianza suficiente de que el archivo es igual que el 
publicado por los desarrolladores. 
O 
 OS/2: (Operating System 2). Sistema operativo no libre desarrollado por IBM que intentó 
suceder a DOS. 
P 
 Parseo: (Parcing). Proceso de analizar una secuencia de símbolos a fin de determinar su 
estructura gramatical con respecto a una gramática formal dada. Formalmente es llamado 
análisis de sintaxis. Un parseador (parser) es un programa de computación que lleva a cabo 
esta tarea. El parseo transforma una entrada de texto en una estructura de datos (usualmente 
un árbol) que es apropiada para ser procesada. Generalmente los parseadores primero 
identifican los símbolos de la entrada y luego construyen el árbol de parseo para esos símbolos. 
 
 PHP: Lenguaje de programación muy potente que, junto con html, permite crear sitios web 
dinámicos. Php se instala en el servidor y funciona con versiones de Apache, Microsoft IIs, 
Netscape Enterprise Server u otros. 
 
 Protocolo: En redes informáticas, un protocolo es el lenguaje (conjunto de reglas formales) que 
permite comunicar diversas computadoras entre sí. Al encontrar un lenguaje común no existen 
problemas de compatibilidad entre ellas. 
 
 Protocolo IP: Es el principal protocolo de comunicaciones utilizado para transmitir los paquetes 
de información a través de una interconexión de redes. Es, a su vez, el protocolo principal en la 
capa de Internet  y tiene la tarea de entregar los datos procedentes de la fuente de acogida al 
host de destino.  
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 Protocolo TCP: Es un protocolo de capa de transporte, utilizado por las aplicaciones que 
requieren la entrega garantizada. Se trata de un protocolo de ventana deslizante que 
proporciona un manejo tanto para los tiempos de espera y retransmisiones.  
R 
 Renderizado: Renderizado (render en inglés) es un término usado para referirse al proceso de 
generar una imagen desde un modelo. Este término técnico es utilizado por los animadores o 
productores audiovisuales y en programas de diseño en 3D. En términos de visualizaciones en 
una computadora, más específicamente en 3D, la renderización es un proceso de cálculo 
complejo desarrollado por un ordenador destinado a generar una imagen 2D a partir de una 
escena 3D. 
 Rootkit: Programas diseñados para ocultar objetos como procesos, archivos o entradas del 
Registro de Windows. Este tipo de software no es malicioso en sí mismo, pero es utilizado por 
los creadores de malware para esconder evidencias y utilidades en los sistemas infectados. 
Existen ejemplares de malware que emplean rootkits con la finalidad de ocultar su presencia 
en el sistema en el que se instalan. 
S 
 Script: Conjunto de instrucciones, generalmente almacenadas en un archivo de texto, que 
debe ser interpretado línea a línea en tiempo real para su ejecución. Se distingue de los 
programas, pues debe ser convertido a un archivo binario ejecutable para ejecutarlo. 
 Sistema NT: Windows NT es una familia de sistemas operativos producidos por Microsoft, de la 
cual la primera versión fue publicada en julio de 1993. Las letras NT provienen de la 
designación del producto como "Nueva Tecnología" (New Technology). 
 Software: Equipamiento lógico o soporte lógico de una computadora digital; comprende el 
conjunto de los componentes lógicos necesarios que hacen posible la realización de tareas 
específicas. Se contrapone a los componentes físicos, denominados hardware. 
 Spam: Se denomina spam, (correo basura o mensaje basura)  a los mensajes no deseados o de 
remitente desconocido, habitualmente de tipo publicitario, enviados en grandes cantidades 
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(incluso masivas) que perjudican de alguna o varias maneras al receptor. La acción de enviar 
dichos mensajes se denomina spamming. 
 Spyware: Programas que recopilan datos sobre los hábitos de navegación, preferencias y 
gustos del usuario. Dichos datos son transmitidos a los propios fabricantes o a terceros, 
cabiendo la posibilidad de que sean almacenados de alguna manera para ser posteriormente 
recuperados. 
T 
 Threads: Un Thread o hilo es la unidad básica de ejecución de OS/2. Cualquier programa que se 
ejecute consta de, al menos, un thread. 
 Troyano: Programa que llega al ordenador de manera encubierta, aparentando ser inofensivo, 
se instala y realiza determinadas acciones que afectan a la confidencialidad del usuario 
afectado. La historia mitológica El Caballo de Troya ha inspirado su nombre. 
U 
 URL: Siglas de Localizador de Recurso Uniforme (en inglés Uniform Resource Locator), la 
dirección global de documentos y de otros recursos en la World Wide Web. La primera parte de 
la dirección indica qué protocolo utilizar y la segunda parte especifica la dirección IP o nombre 
de dominio donde se localiza el recurso. 
V 
 Virtualización: medio para crear una versión virtual de un dispositivo o recurso, como un 
servidor, un dispositivo de almacenamiento, una red o incluso un sistema operativo, donde se 
divide el recurso en uno o más entornos de ejecución. 
 Virus informático: Tipo de  malware que tiene por objeto alterar el normal funcionamiento de 
la computadora, sin el permiso o el conocimiento del usuario. Los virus, habitualmente, 
reemplazan archivos ejecutables por otros infectados con su código, pudiendo incluso destruir, 
de manera intencionada, los datos almacenados en un ordenador.   
