The Skorokhod distance is a natural metric on traces of continuous and hybrid systems. It measures the best match between two traces, each mapping a time interval [0, T ] to a metric space O, when continuous bijective timing distortions are allowed. Formally, it computes the infimum, over all timing distortions, of the maximum of two components: the first component quantifies the timing discrepancy of the timing distortion, and the second quantifies the mismatch (in the metric space O) of the values after the timing distortion. Skorokhod distances appear in various fundamental hybrid systems analysis concerns: from definitions of hybrid systems semantics and notions of equivalence, to practical problems such as checking the closeness of models or the quality of simulations. Despite its extensive use in semantics, the computation problem for the Skorokhod distance between two finite sampled-time hybrid traces remained open.
INTRODUCTION
In approximation theories, we aim to quantify the difference between hybrid systems by defining a metric on traces. Given finite system traces x, y : [0, T ] → O mapping the time interval [0, T ] to some metric space O, one simple method to obtain a metric is to take the pointwise trace value difference: the difference between two traces x and y is then sup t D (x(t), y(t)) where D is the metric associated with O. The restriction that we compare the value of x at time t * This research was funded in part by a Humboldt foundation grant, FCT grant SFRHBPD902672012, and by a contract from Toyota Motors. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. HSCC' 15, April 14 -16, 2015, Seattle, WA, USA Copyright is held by the authors. Publication rights licensed to ACM. ACM 978-1-4503-3433-4/15/04...$15.00 http://dx.doi.org /10.1145/2728606.2728618 to the value of y at the same time t often restrictive: in practice, two traces that are infinitesimally small time-shifts of each other are considered equivalent. This motivates the study of the Skorokhod metric [20] , which allows for "wiggleroom" in both the trace values and in the timeline. The distortion of the timeline is specified by a retiming function r which is a continuous bijective strictly increasing function from IR+ to IR+. Using the retiming function, we obtain the retimed trace x (r(t)) from the original trace x(t). Intuitively, in the retimed trace x (r(t)), we see exactly the same values as before, in exactly the same order, but the time duration between two values might now be different than the corresponding duration in the original trace. The amount of distortion for the retiming r is given by sup t≥0 |r(t) − t|. Using retiming functions, the Skorokhod distance between two traces x and y is defined to be the least value over all possible retimings r of: The Skorokhod distance thus incorporates two components: the first component quantifies the timing discrepancy of the timing distortion required to "best match" two traces, and the second quantifies the value mismatch (in the metric space O) of the values under the timing distortion. The Skorokhod metric has been widely used in the semantics and analysis of continuous, boolean, stochastic, and hybrid systems [8, 6] , but the computation of the Skorokhod metric has not been studied, except for some discrete-time cases (where there is a folklore dynamic programming algorithm). Even the computability for continuous piecewiselinear traces (called polygonal traces), which arise when time-sampled traces are completed by linear interpolation, remained open. The problem is that even for linear traces, the space of retiming functions is infinite, and that a linear trace, after retiming, need not remain linear.
Our Contributions. In this paper, we show a fully polynomial-time algorithm for the computation of the Skorokhod metric for polygonal traces for L1, L2, and L∞ norms in n dimensions. Our algorithm reduces the computation of Skorokhod distances between continuous traces in a normed space to computing a related distance, called the Fréchet distance, between curves (in a different normed space). Fréchet distances have been studied extensively in computational geometry (see e.g. [7, 9, 16] ). A celebrated paper by Alt and Godau [3] gave a sketch of a polynomial-time algorithm for polygonal curves in IR 2 in the L2 norm. We provide a generalization of this algorithm to IR n which is parameterized by a set of geometric primitives that depend on the chosen norm on IR n . Additionally, we provide polynomial-time algorithms for these geometric primitives in IR n for the L1, L2, and L∞ metrics, as well as for two derived metrics L S 1 and L S 2 which are required for computing the Skorokhod distance. These algorithms involve techniques from linear programming (for L1, L∞ and L S 1 norms), and from vector algebra and convex geometry (for the L2 and L S 2 norms). Together, we get a fully polynomial time algorithm for the Skorokhod distance in IR n for the L1, L2, and L∞ metrics. Our constructions also provide fully polynomial time algorithms for computing the Fréchet distance between finite polygonal curves in IR n for these metrics.
In applications where only constant window retimings are of interest (i.e., where the k-th affine segment of y can only be matched to the portion of x between the (k − W )-th and (k+W )-th affine segments, for W a constant), our algorithm runs in time O (m·log(m)), for a constant dimensional space IR n , where m is the number of affine line segments in the polygonal traces. The corresponding decision problem runs in linear time.
Our treatment in this paper is self-contained -we do not assume any background in computational geometry. We derive, and prove where necessary, generalizations of results that were sketched in [3] for IR 2 and L2, which are needed in our algorithm for computing the Skorokhod distances in IR n for the L1, L2, and L∞ metrics. These steps require us to do a careful and detailed analysis of the algorithm in [3] , filling in missing details and correcting inaccuracies, in order to generalize to higher dimensions for the various norms.
Related Work. Metrics between traces are the basis for robustness and abstraction for hybrid systems [6, 8, 22] . More recently, distance metrics have been used to guide test generation [14] and for conformance testing between different models of a system [2, 1] .
Metrics related to the Skorokhod metric have been studied in the context of timed systems [11, 10] ; our results are orthogonal. Dynamic Time Warping [18, 4] is a discrete sum measure (it aggregate the discrepancies over the timeline), as opposed to the max-measure of Fréchet distances, between discrete time sequences and has been used heavily in signal processing and data mining. Sum measures take the sum of the trace differences after retiming, as opposed to considering the maximal (retimed) trace difference. This distance can be computed using dynamic programming, and has efficient approximation algorithms [19] . The continuous analog of the Dynamic Time Warping sum measure between curves is explored, and an algorithm presented for polygonal curves, in [13] .
Outline of the Paper. In Sections 2 and 3 we introduce the Skorokhod and Fréchet metrics, and show how the computation of the Skorokhod metric between two continuous traces in a normed space can be reduced to the computation of the Fréchet metric between two corresponding curves in a related normed space. In Section 4 we present the general algorithms for polygonal curves in IR n (for five different norms) for the Fréchet distance decision problem; and for the computation of the value of the Fréchet distance. The value computation algorithm is parameterized by a set of geometric primitives over the underlying metric space of curves. The computation procedures for these geometric primitives are obtained in Section 5 for the five norms. Section 6 ties everything together for the Skorokhod distance computation problem for the norms L1, L2, and L∞. We conclude with a discussion of the paper in Section 7. Detailed proofs and technical details that were omitted due to lack of space can be found in the associated technical report [17] .
SKOROKHOD DISTANCES
We begin by defining the Skorokhod 
D O x(t) , y (r(t)) .
The Skorokhod distance between the traces x and y is defined to be:
Intuitively, the Skorokhod distance incorporates two components: the first component quantifies the timing discrepancy of the timing distortion required to "match" two traces, and the second quantifies the value mismatch (in the metric space O) of the values under the timing distortion. In the retimed trace y • r, we see exactly the same values as in y, in exactly the same order, but the times at which the values are seen can be different. Remark 1. The two components of the Skorokhod distance (the retiming, and the value difference components) can be weighed with different weights -this simply corresponds to a change of scale.
Example 1 (Retimed Traces). We illustrate retimings and retimed traces in the next example. Let x be a trace x : [0, 1] → IR 2 defined by x(t) = 10 · t, √ t . Consider a retiming r : [0, 1] → [0, 1] defined by:
The maximum timing distortion of r, i.e., sup t∈[0,1] |r(t) − t|, is 1/4. The retimed trace x (r(t)) is given by x (r(t)) = x r 1 (t), x r 1 (t) , where
. and
The original and the retimed traces are depicted in Figures 1  and 2 .
where O is a vector space with the scalar field IR is a continuous trace for which there exists a finite sequence Ti = t0 < t1 < · · · < tm = Te such that the trace segment between t k and t k+1 is affine for all
). Polygonal traces are obtained when discrete-time traces are completed by linear interpolation.
We remark that after retiming, the retimed trace x • r need not be piecewise linear. As an example, let x : [0, 1] → [0, 100] be a linear trace defined by x(t) = 100 · t. Let the retiming r : [0, 1] → [0, 1] be defined by r(t) = t 2 . Then x • r is the trace z : [0, 1] → [0, 100] where z(t) = 100·t 2 . Figure 3 illustrates four valid retimed traces from the original trace x in the center. 
THE FRÉCHET METRIC
We apply the Fréchet distance work of [3] towards computing Skorokhod distances between continuous polygonal traces. We adopt the terminology of [3] , and call continuous traces as curves when we do not need to interpret the domain as time. We show that the Skorokhod distance between two IR n polygonal traces is equal to the Fréchet distance between two related IR n+1 curves with respect to a related norm.
Definition 2 (Curves). A curve is a continuous trace, i.e. a continuous mapping f : [a, b] → V where a, b ∈ IR+ with a < b, and V is a topological space. A polygonal curve is a curve P : [0, m] → V with m ∈ IN, for V a vector space with the scalar field IR, such that for 0 ≤ i < m the segment of P over [i, i + 1] is obtained by linear interpolation, i.e., P (i + λ) = (1 − λ)·P (i) + λ·P (i + 1) for 0 ≤ λ ≤ 1.
Given two points x, x ′ , we denote the affine segment between the two points as Line(x, x ′ ).
Definition 3 (Fréchet distance). Let f : [a f , b f ] → V and g : [ag, bg] → V be curves. The Fréchet distance between the two curves is defined to be
where is the norm over V, and where α f , αg range over continuous and strictly increasing bijective functions onto [a f , b f ] and [ag, bg] respectively.
Intuitively, the reparametrizations α f , αg control the "speed" of traversal along the two curves by two entities. The positions of the two entities in the two curves at "time" θ is given by α f (θ) and αg(θ) respectively; with the value of the curves at those positions being f (α f (θ)) and g (αg(θ)) respectively. The two entities always have a speed strictly greater than 0.
Observe that unlike the Skorokhod distance, the Fréchet distance does not impose a penalty for the mismatch of positions, in particular, almost the whole curve g can be matched to a tiny portion of f , with no penalty. Our main reduction shows that the Skorokhod distance between continuous traces can nevertheless be obtained using the Fréchet distance between two suitably defined curves. First we add the time domain values to the trace values by defining the following curve. We note that
x is a continuous trace. The next lemma shows that L S O is a norm. Thus, the previous definition is sound.
The next result shows that the Skorokhod distance between two continuous traces is equal to the Fréchet distance between two related curves in a corresponding normed space. Thus, to compute the Skorokhod distance of two two polygonal traces in IR n for the L1, L2 or L∞ norms, it suffices to compute the Fréchet distance of related polygonal curves in IR n+1 for the corresponding norms L S 1 , L S 2 and L S ∞ , where these norms are as defined in Definition 4.
FRÉCHET DISTANCE: COMPUTATION
In this section we compute Fréchet distances for L S 1 , L S 2 and L S ∞ norms for polygonal curves in IR n+1 . The procedure is based on the algorithm sketch of [3] which outlined a method for computing Fréchet distances in IR 2 for the L2 norm (see also [15] and [23] ). We re-derive the algorithm of [3] , and provide generalizations of the results which are needed in our algorithm for computing Fréchet distances in higher dimensions for the L S 1 , L S 2 and L S ∞ norms. We first solve for the decision problem in IR n+1 . We then solve for the value computation problem by obtaining a geometric characterization for quantities which are necessary for computing the value of the Fréchet distance. Using this geometric characterization, the desired quantities required for determining the Fréchet distance value are computed by solving geometric problems for the corresponding norms in Section 5.
The Free Space
A key notion in computing Fréchet distances is that of a Free Space [3] . The free space is a collection of points in two dimensions. We show in Subsection 4.2 that the Fréchet distance decision problem can be reduced to a reachability problem in the free space. We present the free space, and its computation procedure in this subsection. Given a polygo-
Definition 5 (Free Space [3] ). Given polygonal curves f : [0, m f ] → V and g : [0, mg] → V, and a real number
The tuples (ρ f , ρg) belonging to Free δ (f, g) denote the positions in the two curves such that the difference in the values of the two curves is less than δ, and thus Free δ (f, g) collects the pairs (ρ f , ρg) which could be used in valid reparametrizations of Definition 3. A pictorial representation of the free space is referred to as the free space diagram. The space [0, m f ] × [0, mg] can be viewed as consisting of m f ·mg cells,
Proposition 2 (Free space and Fréchet reparametrizations [3] ). Given two polygonal curves f, g, we have
which is strictly increasing in both coordinates. 1 1 The corresponding result (stated without proof) in [3] also includes the "only if" direction. However, [3] only requires non-decreasing reparametrizations, as opposed to our formulation which requires strictly increasing reparametrizations necessary for the utilization of Fréchet distances in the computation of Skorokhod distances. A careful analysis shows that the "only if" direction of the proposition holds in case of non-decreasing reparametrizations, but not for strictly increasing reparametrizations. We address this issue in detail later in the paper. The curve α can be thought of as the parameterized curve
These functions α f , αg can be viewed as the reparametrization functions in Definition 3. An example of the free space for two polygonal curves is given in Figure 4 . The unshaded portion is the free space. The figure also includes a continuous curve which is strictly increasing in both coordinates, from (0, 0) to (m f , mg). We now analyze the properties of
Proposition 3 (Convexity of Free Space [3, 17] ). Let
Characterizing the Free Space for Different Norms. We give characterizations of Free δ (f [i] , g [j] ) for affine line segments f [i] , g [j] for the three standard norms L1, L2, and L∞, as well as for the three other norms L S 1 , L S ∞ , and L S 2 . Recall that the L1 norm defines (d1, . . . , dn) L 1 to be n k=1 |d k |; the L2 norm defines (d1, . . . , dn) L 2 to be n k=1 d 2 k ; and the L∞ norm defines (d1, . . . , dn) L∞ to be max k |d k |. The L S 1 , L S ∞ , and L S 2 norms are obtained from these three standard norms as defined in Definition 4, thus,
Proposition 4 (Free Space for L∞, L1, L2 norms [17] ). Let f : [a f , b f ] → IR n and g : [ag, bg] → IR n be polygonal curves, and let δ ≥ 0.
for i < m f and j < mg is the intersection of the regions between n pairs of parallel lines.
i < m f and j < mg is the part of a polytope, formed by the intersection of 2 n half-planes which lies inside 
Computing Free Space Cell Boundaries. The algorithm for computing the Fréchet distance requires computation of the free space at the cell boundaries, i.e., {i} ×
Using Proposition 3, we conclude that the free space at the cell boundaries is also convex, and hence just a closed line segment. It thus suffices to just compute the maximum and minimum coordinate values of the free space at the cell boundaries. We do this for the different norms, and obtain the following result. 2 Proposition 6 (Computing free space boundaries [17] ).
Given polygonal curves f and g with values in IR n , the intersection of the free space Free δ (f, g) with the boundary of the cell i, j can be computed in time O(n 2 ) for the L1 and L S 1 norms, and in time O(n) for the L2, L∞, L S 2 and L S ∞ norms.
The procedure indicated in the proposition uses Proposition 5 in its solution. Note that even though the free space polytope for L1 is formed by the intersection of 2 n halfplanes, the intersection with the cell boundaries can still be found efficiently in O(n 2 ) time. This is achieved by finding the points on the boundary where the individual coordinate constraints change signs, and doing a careful analysis to partition into intervals where the signs due to the absolute value operator do not change. The detailed procedure is in [17] .
Algorithm for the Fréchet-Distance Decision Problem Given a Fixed δ
In this section we solve for the Fréchet distance decision problem between two polygonal curves for a given fixed δ. The decision problem is reduced to a reachability problem on the free space, which in turn is solved with a dynamic programming algorithm.
As noted before, our formulation of the Fréchet distance requires the reparametrizations to be strictly increasing, as opposed to the formulation of [3] which only requires nondecreasing reparametrizations. This introduces some complications which we first address in our solution.
Consider cell i, j in the free space diagram of two polygonal curves f, g. The cell together with the free space inside it is depicted in Figure 5 . 3 The non-shaded portion is the free space. Let e 0 i,j , e 1 i,j , e 2 i,j , and e 3 i,j denote the free space portions of the bottom, right, top, and left edges of cell i, j respectively. Thus, e 0 i,j is a subset of the edge [i, i + 1] × {j}, and the other edges are the ones encountered moving anti-clockwise. Let a 0 i,j and b 0 i,j be the starting and ending points of free-space edge e 0 i,j , and similarly for the other edges (see Figure 5 ). The points a q i,j , b q i,j for 0 ≤ q ≤ 3 can be obtained for each cell using the results of the previous section for the L1, L2, L∞ and
) In order to utilize Proposition 2 in order to check for the existence of reparametrizations which demonstrate that F(f, g) ≤ δ, a dynamic programming algorithm can be written, as sketched in [3] , which computes the monotone curve reachable points at the cell boundaries for each cell. The set of such points will constitute a sub-interval of the lines Line(a q i,j , b q i,j ). We denote the corresponding endpoints as ... a q i,j , Note that since we require reparametrizations to be strictly increasing, it might be the case that there is no strictly increasing monotone curve from (0, 0) to (m f , mg) in Free δ (f, g), and that such curves exist in Free δ+ǫ ′ (f, g) for every ǫ ′ > 0. This presents a complication in determining whether F(f, g) ≤ δ, as a value of δ might be the limit obtained by a sequence of reparametrizations. In the free space formulation, this situation can arise when there is only a horizontal line, (i.e., a non-decreasing monotone curve) which can cross a cell boundary for δ; with strictly increasing monotone curves only being available for δ ′ > δ. See Figure 5 which depicts this situation for cell i, j in the two free space diagrams, with δ ′ > δ.
Free δ ′ (f, g)
The non-bijective Fréchet distance. Consider a variant of the Fréchet distance in which we drop the requirement of the reparametrizations α f , αg to be strictly increasing in Definition 3; and instead only require them to be continuous and non-decreasing. This implies that an entire segment of the curve f can be matched to a single point of g (and vice versa). In the free space approach, it means that we can now consider continuous and non-decreasing curves from (0, 0) to 4 Since we require strictly increasing reparametrizations (unlike [3] ) , the set of points at the cell boundaries reachable by such curves is actually an open or closed sub-interval of Line(a q i,j , b q i,j ), together with possibly the corner-points of the cell; thus, the reachable set at the cell boundaries, unlike [3] , is guaranteed to be neither convex, nor closed. This complication can be handled with additional bookkeeping; see [17] for details.
(m f , mg). Let us denote this version of the distance as the non-bijective Fréchet distance, 5 and the strictly increasing version as the bijective one. For this version, we cannot have that there exist non-decreasing monotone reparametrizations for every δ ′ > δ * , but not for δ * . This is because the free space at the cell boundaries is always a closed interval for every δ. We can show that the endpoints of the intersections of these intervals for opposite cell boundaries are continuous functions for L1, L2, L∞, L S 1 , L S 2 , L S ∞ norms. Finally, using compactness of [δ * , δ ′ ] and continuity, we can show that the intersection of the opposite cell boundaries will be non-empty for δ * . Thus, for the non-bijective variant of the Fréchet distance, there exist reparametrizations which achieve the Fréchet distance. This gives us the following result.
Proposition 7 ([3]
). Let f : [0, m f ] → IR n and g : [0, mg] → IR n be polygonal curves. There exists a nondecreasing monotone curve from (0, 0) to (m f , mg) in the free space diagram Free δ (f, g) iff F nbij (f, g) ≤ δ.
The algorithm of the bijective Fréchet distance decision problem can be easily modified for the non-bijective version. The next lemma shows that the distance under the two semantics remains the same. 
Proposition 8 (The Fréchet distance decision problem).
Let f : [0, m f ] → IR n and g : [0, mg] → IR n be polygonal curves, and let IR n be equipped with the norm χ. Given δ ≥ 0, there is an algorithm running in O (m f ·mg ·H(χ)) time which decides whether F(f, g) ≤ δ, where H(χ) is the time required to determine the parameters a q i,j , b q i,j for 0 ≤ q ≤ 3 for a cell i, j ( i.e. to compute the free space boundaries for two lines), for the norm χ. The algorithm also decides whether there exist reparametrizations α f , αg such that max 0≤θ≤1 f (α f (θ)) − g (αg(θ)) ≤ δ.
Summary of
Steps. We summarize the two steps involved in solving the Fréchet distance decision problem given polygonal f, g curves in IR n+1 for the norms L S 1 , L S 2 and L S ∞ . 1. For each affine curve segment pair f [i] , g [j] , compute the free space. This corresponds to the free space in cell i, j in the free space diagram. By the convexity of the free space, it suffices to obtain the free space at the cell boundaries. Compute the boundaries using Proposition 6.
Check if there exists a monotone non-decreasing curve
in the free space diagram from (0, 0) to (m f , mg) (the topmost right corner). This can be accomplished with a dynamic programming algorithm. 3. From Proposition 7, and Lemma 3, we have F(f, g) ≤ δ iff such a curve exists.
Algorithm for Determining the Value of the Fréchet Distance
In this subsection, we show that there exists a finite set of "critical" values of δ for which structural changes in the free space occur; and that the Fréchet distance is one of these critical values. The distance can then be obtained by binary search over this set using the Fréchet distance decision problem given in the previous subsection.
In this subsection we use the non-bijective Fréchet distance formulation. We give b q i,j the special value ⊥ if the free space at the corresponding cell edge, (a q i,j , b q i,j ) is empty. The free-space boundary (a q i,j , b q i,j ) is thus non-empty iff b q i,j = ⊥. Given a point s = (p, z) ∈ IR 2 , let first(s) = p denote the first coordinate, and second(s) = z denote the second coordinate.
Critical Values of δ. The free space Free nbij δ (f, g) keeps increasing as we increase δ. As the free space gets bigger, new paths open up which make a non-decreasing curve from (0, 0) to (m f , mg) in the free space feasible. Consider the free space diagram. We explore when new paths become feasible. Generalizing the ideas in [3] for IR 2 , we derive that this happens at the following values of δ for IR n . i,j = (i, ∆j) = ⊥. This is the least value of δ for which Line(b 3 i,j , a 3 i,j ) is non-empty. Thus, this is the least value of δ for which the point f (i) is at most δ away from the line segment g [j] . It follows that this value of δ is just the distance of the point f (i) from the line segment g [j] . Similarly, the least value of δ which makes b 0 i,j = ⊥ is the distance of the point g(j) from the line segment f [i] . Since there are m f ·mg cells, there are 2·m f ·mg such critical δ values.
3. Value of δ which enables a curve to go from cell i, j to cell k, j (for k > i), that is a value which makes the free space big enough so that at least a horizontal line can (possibly) go from cell i, j to cell k, j. This happens when second(a 1 i,j ) ≤ second(b 3 k,j ). Observe that if second(a 1 i,j ) > second(b 3 k,j ), then even if the rest of the cells are fully free, there cannot be a curve from cell i, j to cell k, j. When second(a 1 i,j ) becomes equal to, or greater than second(b 3 k,j ), by increasing δ, it enables a curve to go from cell i, j to cell k, j. We can obtain the value of this special δ as follows. For a point s, let Ball(s, δ) denote the set of points which are at most δ away from s, formally Ball(s, δ) = {q | q − s ≤ δ}. We are interested in the least δ such that there is some point on the line segment g [j] that is at most δ away from the point f (i), and also from the point f (k). Mathematically, this is equivalent to finding the least δ such that Ball(f (i), δ)∩Ball(f (k), δ)∩g [j] is non-empty. We prove in the next lemma that such a least δ exists. These δ values are called horizontally clamped δ values.
See Figure 6 for a horizontally clamped situation, where a 1 i,j = (i + 1, ∆), and b 3 k,j = (k, ∆), i.e., both points have the same ρg values. Note that the only monotone nondecreasing curve which can pass from cell i, j to cell k, j must have a horizontal straight line segment from point a 1 i,j to point b 3 k,j in this case. A similar analysis applies when we consider vertical lines, and in this case there are (m f − 1)·(mg − 1)·(mg − 2)/2 such critical vertically clamped δ values. The next lemma states that we can use min instead of inf in the problem, i.e., there exists a minimal δ for the geometric problem. Lemma 4 ( [17] ). Let s1, s2, l1, l2 be four points in the space IR n with the norm L1, L2, L∞, L S 1 , L S 2 , or L S ∞ . There exists δ * such that
To compute the least possible value of δ which makes a non-decreasing curve from (0, 0) to (m f , mg) in the free space Free δ (f, g) feasible, we find the least critical value amongst the O(mg·m 2 f + m f ·m 2 g ) values of δ for which there is such a curve. To do this, we sort the O(mgm 2 f + m f m 2 g ) values and perform a binary search using the decision procedure from the previous section. which computes the value F(f, g) where (i) H(χ) is the time required to determine the parameters a q i,j , b q i,j for 0 ≤ q ≤ 3 for a cell i, j ( i.e. to compute the free space boundaries for two lines), and (ii) P (χ) is the time required to compute a critical value of δ as outlined previously for the norm χ.
GEOMETRIC PRIMITIVES
This section is concerned with solving for the geometric primitives, obtained in the previous section, for the 6 norms L1, L2, L∞, L S 1 , L S 2 , L S ∞ in the space IR n . As shown in the previously, these primitives can be used to compute a set of "critical" values of δ which contains the Fréchet distance value for polygonal curves. The last 3 norms are required by the Fréchet distance based algorithm of the previous section for computing the Skorokhod distance between two polygonal traces. The two primitives are: 1. The distance of a point s to a line Line(z, z ′ ). 2. Given four points s1, s2, z, z ′ , the least δ ≥ 0 such that Ball(s1, δ) ∩ Ball(s2, δ) ∩ Line(z, z ′ ) is non-empty. We sketch the solution procedures of the two primitives for the L S 1 norm first, the procedures for L1, L∞ and L S ∞ norms are similar. Then we sketch the solution procedures for L2, and finally the solution procedures for L S 2 (which use ideas from the procedures for L2).
The following identity is used in the solutions: for any norm χ,
The formal definition of the distance from a point to a set is as follows.
Definition 6 (Distance). The distance of a point x to a set S in a metric space V is defined to be infy∈S DV (y, x), where DV is the metric associated with the metric space V.
L S 1 and L S ∞ norms
We first compute the distance of a point to a line.
Let the points s, ts , z, tz , z ′ , t z ′ with s, z, z ′ ∈ IR n and t ∈ IR be given. For the L S 1 norm, we have D L S 1 ( s, ts , Line( z, tz , z, t z ′ )) to be equal to inf 0≤λ≤1 z, tz − s, ts + λ·( z ′ , t z ′ − z, tz ) L S 1 . Using the identity (1), this can be written as
This can be written as the following optimization problem.
The absolute value signs in the optimization problem can be removed by introducing extra variables and extra constraints; and re-framing the problem as the following linear program (2) . The details can be found in [17] .
Similar techniques can be used for the L S ∞ norm. Proposition 9 (Distance of point to Line: L S 1 and L S ∞ ). Let s, ts , z, tz , z ′ , t z ′ be points with s, z, z ′ ∈ IR n and t ∈ IR. For the L S 1 and L S ∞ norms, the respective distances of the point s, ts from the line Line( z, tz , z ′ , t z ′ ) are the values of corresponding linear programs.
Next, we compute the second geometric problem, namely, the least δ such that Ball( s1, ts 1 , δ) ∩ Ball( s2, ts 1 , δ) ∩ Line( z, tz , z ′ , t z ′ ) is non-empty. The value of the least δ is specified by the following optimization problem. Expanding the L S 1 norm, and using Equation 1,
The absolute values in the above constraints can be removed using similar techniques as in the case of the distance of a point to a line, giving us a linear program (see [17] for details). A similar technique can be applied to the problem in L S ∞ . Proposition 10 ([17] ). Let s1, ts 1 , s2, ts 2 , z, tz , z ′ , t z ′ be points with s1, s2, z, z ′ ∈ IR n and ts 1 , ts 2 , , tz, t z ′ ∈ IR. The values of the least δ ≥ 0 such that Ball( s1, ts 1 , δ) ∩ Ball( s2, ts 1 , δ) ∩ Line( z, tz , z ′ , t z ′ ) is non-empty in L S 1 and L S ∞ norms are given by two respective linear programs.
L2-norm
Let IR n be the n-dimensional vector space over IR with the L2-norm. We identify an n-tuple x = (x1, . . . , xn) with xi ∈ IR for 1 ≤ i ≤ n with the corresponding vector x = (x1, . . . , xn) in the vector space IR n . The vector equation of the affine line segment between two points z and z ′ is z + λ · ( z ′ − z) with 0 ≤ λ ≤ 1. Given two vectors x, y, we denote their dot product by x ⊙ y. Formally, for x = (x1, . . . , xn) and y = (y1, . . . , y ) we have the dot product
x ⊙ y to be the scalar n i=1 xi ·yi. For the basics of L2 vector geometry, we refer the reader to [5, 21] . When we want to emphasize vector operations such as the dot product, we use the vector notation, e.g., x.
Proposition 11 (Distance of point to line: L2 [17] ). The distance from a point s ∈ IR n to the affine line segment between two distinct points z and z ′ in IR n is
Moreover, the (only) point on the line which is
with λp being equal to either 0 or 1 or
Next, we compute the value of the least δ ≥ 0 such that given four points s1, s2, z, z ′ , the set Ball(s1, δ) ∩ Ball(s2, δ) ∩ Line(z, z ′ ) is non-empty. In order to compute the least δ, we show that the computation of the clamping values can be simplified for the L2 norm in certain cases. Let Sphere(s, δ) denote the set of points that are exactly δ distance away from s. We show that under certain cases, min δ≥0 {δ | Ball(s1, δ) ∩ Ball(s2, δ) ∩ Line(z, z ′ ) = ∅} equals inf δ≥0 {δ | Sphere(s1, δ) ∩ Sphere(s2, δ) ∩ Line(z, z ′ ) = ∅}. The optimization over the sphere-intersections is an easier problem to solve than the ball-intersections one. The proof strategy for this change of optimization constraints is as follows. Consider the set of points Ball(s1, δ) ∩ Line(z, z ′ ); and Ball(s2, δ) ∩ Line(z, z ′ ). Each set is a closed set of points on the line Line(z, z ′ ). In terms of the line parameter λ (i.e., where a point on the line is z + λ(z ′ − z)), both sets can be represented as closed subintervals of [0, 1] denoted [λ1, λ ′ 1 ] and [λ2, λ ′ 2 ]. These intervals are centered around the λp points from Proposition 11 (the point z + λp(z ′ − z) is the point on Line(z ′ , z) which is closest to s). The least δ in the original optimization problem is the least δ such that these two λ sets intersect. We show (see [17] ) that under certain cases, the intersection point corresponds to the boundary of the two balls, and thus, the value is the same as for the sphere-intersection optimization problem. Intuitively, the intervals [λi, λ ′ i ] expand in a strictly monotonic fashion; with a complication being when these intervals become non-empty in the first place (when they become non-empty depends on the distance of the point to the line, and where they come into existence depends on the λp values). Moreover, for the cases where this change cannot be made, the ball-intersection optimization problem reduces to computing the distance of a point from a line. In the case where the ball-intersection problem can be replaced with the sphereintersection problem, the optimal value of δ is obtained by solving a quadratic equation (see [17] ) which turns out to reduce to a linear one. The following function ΦL 2 gives the complete procedure (we refer the reader to [17] for a detailed exposition).
Proposition 12. Given points s1, s2, z, z ′ in IR n , Function ΦL 2 computes min δ≥0 {δ | Ball(s1, δ) ∩ Ball(s2, δ) ∩ Line(z, z ′ ) = ∅} for the L2 norm.
L S 2 norm
First, we look at the distance of a point s, ts from a line z, tz , z ′ , t z ′ in the space IR n × IR. Using Equation 1, this can be written as:
Note that the minimum exists because λ ∈ [0, 1], a closed set. To compute this quantity, we follow a strategy similar to that for computing the optimization problem in L2 of two balls intersecting with a line -we reason over λ sets. In this case, the procedure involves solving a quadratic equation. The full procedure can be found in [17] .
Next, suppose we are given the points s1, ts 1 , s2, ts 2 , z, tz , z ′ , t z ′ in IR n × IR, and we want to compute the least δ ≥ 0 such that Ball( s1, ts 1 δ) ∩ Ball( s2, ts 1 , δ) ∩ Line( z, tz , z ′ , t z ′ ) is non-empty. This can be written using Equation 1, as the optimization problem:
Input : Points s 1 , s 2 , z, z ′ in IR n Output: δ * where δ * = min δ≥0 {δ | Ball(s 1 , δ) ∩ Ball(s 2 , δ) ∩ Line(z, z ′ ) = ∅} switch s 1 , s 2 , z, z ′ do case z = z ′ return max (D(s 1 , z) , D(s 2 , z)); case s 1 = s 2 and z = z ′ return D L 2 (s 1 , Line(z, z ′ )); case s 1 = s 2 and z = z ′ DSet := ∅; begin D 1 := D L 2 (s 1 , Line(z, z ′ ));
We use the vector notation for points in IR n just as a notational reminder about which entities are in IR n , and which in IR. The initial strategy is to try to reason about the λ parameter sets, as in the L2 case. For the ts points in IR, since there is only one dimension, any ts can be written as tz + λt s · (t z ′ − tz), i.e., if we take the line Line(t z ′ , tz) and extend it infinitely in both directions, the λ parameter position of the point ts on the infinite line is given by λt s . Given a δ ≥ 0, let ht s (δ) denote the λ ∈ IR values such that the distance of the point tz +λ·(t z ′ −tz), from ts is at most δ. Observe that ht s (δ) will be a closed subinterval containing the point λt s . As δ gets bigger, so does ht s (δ). For a point s ∈ IR n , we can also define hs(δ) as the set of λ ∈ [0, 1] such that the point z + λ·(z ′ − z) on the line Line(z ′ , z) is at most δ away from s. Thus, the optimization problem 3 asks for the minimal δ ≥ 0 such that
1]∩ ht s 2 (δ) = 0 (4) There are four sets at the outermost intersections, these correspond to the four norm constraints of Equation 3. We know how to solve optimization problems of the form Equation 3 if only two norm constraints are present (e.g., if only the two L2 norm constraints were present, then it would simply give the least δ such that BallL 2 (s1, δ) ∩ BallL 2 (s2, δ) ∩ Line(z, z ′ ) is non-empty, which we have already solved previously for L2). The problem is how to solve for four constraints at once. The following proposition allows us to break the problem so that we only need to solve for two constraints at a time.
Proposition 13 (Helley's theorem [12] ). Let X1, . . . , Xr be a finite collection of convex subsets of IR d with r > d. If the intersection of every d + 1 of these sets is nonempty, then
For each δ ≥ 0, each of the four outermost sets in Equation 4, (e.g., the set [0,1]∩ ht s 1 (δ) ) is a closed interval (or empty). Pick the least δ * such that every pairwise intersection of the four sets is non-empty. Observe that the the minimal δ such that Equation 4 holds cannot be smaller than δ * . Lastly, we get from Helley's theorem (Proposition 13) for d = 1, that for δ * , all the four sets of Equation 4 must have a common intersection point, and thus that δ * is the solution to Equation 4. Two other complications are when the h(δ) sets become non-empty for L2, and the intersections with [0, 1]. Working out the details, and solving each pairwise constraint (see [17] for details), we get the following function Φ L S 2 . The running time to compute the function is O(n) where n is the dimension. Thus, we have the following proposition for L S 2 . Proposition 14 ([17] ). Let s1, ts 1 , s2, ts 2 , z, tz , z ′ , t z ′ be points in IR n × IR. The distance of the point si, ts i from the line Line( z, tz , z ′ , t z ′ ), as well as the value of the least δ such that Ball( s1, ts 1 , δ) ∩ Ball( s2, ts 2 , δ) ∩ Line( z, tz , z ′ , t z ′ ) is non-empty can both be computed in O(n) time for the L S 2 norm.
SKOROKHOD METRIC ALGORITHM
Using the reduction from Proposition 1 and the algorithm from Theorem 1, together with the procedures from Propositions 9, 10, 12, and 14 for computing geometric primitives, we obtain the complete algorithm for computing the continuous time Skorokhod distance between two polygonal traces for the L1, L2, and L∞ norms. Theorem 2. Let x : [0, Tx] → IR n and y : [0, Ty] → IR n be two polygonal traces with mx and my affine segments respectively. The continuous time Skorokhod distance between them, denoted Sχ(x, y) for the norm χ ∈ {L1, L2, L∞} can be computed in time:
O mym 2
x + mxm 2 y P (χ) + log(mymx) + mxmyH(χ)
where • for L1, we have P (L1) = LP(n) and H(L1) = n 2 .
• for L2, we have P (L2) = n and H(L2) = n.
• for L∞, we have P (L∞) = LP(n) and H(L∞) = n. and where LP(n) is the (polynomial-time) upper bound for linear programming. The corresponding decision problem can be solved in time O(mxmyH(χ)). The Skorokhod Distance with Sliding Windows. In practical applications, we can often restrict the retimings to have a window W : which requires that the trace segment k Input : Points s 1 , ts 1 , s 1 , ts 2 , z, tz , z ′ , t z ′ in IR n × IR Output: Least δ such that Ball( s 1 , ts 1 δ) ∩ Ball( s 2 , ts 1 , δ) ∩ Line( z, tz , z ′ , t z ′ ) is non-empty in L S 2 norm if t z ′ = tz then // ensure λt s 2 ≥ 0 and λt s 2 ≥ λt s 1 λt s 1 := ts 1 −tz t z ′ −tz ; and, λt s 2 := ts 2 −tz t z ′ −tz ; if λt s 2 < 0 then swap z, tz with z ′ , t z ′ ; λt s 1 := 1 − λt s 1 ; and, λt s 2 := 1 − λt s 2 ; end if λt s 2 < λt s 1 then swap ts 2 with ts 1 ; and, swap λt s 2 with λt s 1 ; end end if t z ′ = tz then // we need δ † twice
; end switch s 1 , ts 1 , s 1 , ts 2 , z, tz , z ′ , t z ′ do case s 1 , ts 1 = s 1 , ts 2 return D L S 2 ( s 1 , ts 1 , Line( z, tz , z ′ , t z ′ )); endsw case z, tz = z ′ , t z ′ return max s 1 − z L 2 , |ts 1 − tz|, s 2 − z L 2 , |ts 2 − tz| ; endsw case z = z ′ and t z ′ = tz return max z − s 1 L 2 , z − s 2 L 2 , δ † ; endsw case z = z ′ and t z ′ = tz δ L 2 := min δ≥0 δ Ball L 2 (s 1 , δ) ∩ Ball L 2 (s 2 , δ) ∩ Line(z, z ′ ) = ∅ ;
return max |tz − ts 1 |, |tz − ts 2 |, δ L 2 ; case z = z ′ and t z ′ = tz δ L 2 := min δ≥0 δ Ball ( s1, ts 1 , s1, ts 2 , z, tz , z ′ , t z ′ )
CONCLUSION
We have presented an algorithm for computing the Skorokhod distance between polygonal traces in IR n . The individual values and the time can be scaled by different constants to suit the needs of a particular problem. Our algorithm is fully polynomial time for the three norms L1, L2, and L∞, and runs in O m 3 log(m) poly(n) time, where values are n-dimensional and m is the number of affine segments. 6 The polynomial factor poly(n) depends on the norm, and represents the cost of computing the two geo- 6 The algorithm can be improved to run in O m 2 log(m) poly(n) time using parametric search and parallel sorting, as mentioned in [3] for Fréchet metrics in IR 2 ; however these improvements (which can be added metric primitives. For example, for the L1, L∞, and L S 1 norms, the computation involves linear programming, and for L2 and L S 2 , it requires solving multiple quadratic equations. Synergistically, our work also provides complete (and fully polynomial-time) algorithms for computing the Fréchet distance between curves in IR n for the five norms.
