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ABSTRACT
The 2.1 GHz radio source catalogue of the 25 deg2 ultimate XMM extragalactic survey south (XXL-S) field, observed
with the Australia Telescope Compact Array (ATCA), is presented. The final radio mosaic achieved a resolution of
∼4.8′′ and a median rms noise of σ ≈ 41 µJy/beam. To date, this is the largest area radio survey to reach this flux
density level. A total of 6350 radio components above 5σ are included in the component catalogue, 26.4% of which are
resolved. Of these components, 111 were merged together to create 48 multiple-component radio sources, resulting in
a total of 6287 radio sources in the source catalogue, 25.9% of which were resolved. A survival analysis revealed that
the median spectral index of the Sydney University Molonglo Sky Survey (SUMSS) 843 MHz sources in the field is α
= −0.75, consistent with the values of −0.7 to −0.8 commonly used to characterise radio spectral energy distributions
of active galactic nuclei (AGN). The 2.1 GHz and 1.4 GHz differential radio source counts are presented and compared
to other 1.4 GHz radio surveys. The XXL-S source counts show good agreement with the other surveys.
Key words. galaxies: general – galaxies: evolution – galaxies: active – radio continuum: galaxies – surveys – catalogues
1. Introduction
Star formation and active galactic nuclei (AGN) activity
are two important processes that influence galaxy evolu-
tion. AGN in particular have been recognised as having a
major influence on massive galaxy evolution via a process
called feedback (e.g. Boehringer et al. 1993; Forman et al.
2005; Fabian 2012). Incorporating this feedback into galaxy
evolution models gives a markedly better fit to the optical
luminosity function for galaxies at z ≤ 0.2, particularly at
the high-mass end (Croton et al. 2006; Bower et al. 2006).
Studies of galaxies at radio frequencies of ∼2 GHz probe
these processes via the non-thermal synchrotron emission
generated by relativistic electrons spiraling around mag-
netic field lines (e.g. Condon 1992). Since this emission is
not obscured by dust and is detectable at large cosmic dis-
tances, radio surveys provide a less dust-biased picture of
galaxy evolution than optical surveys (e.g. Haarsma et al.
? E-mail: andrew.butler@icrar.org
2000 and Seymour et al. 2008). They also allow the con-
struction of the radio luminosity function (RLF), which is
the most direct and accurate way to measure the cosmic
evolution of radio sources (Sadler et al. 2007). This is es-
sential for measuring the relative contribution of the star-
forming galaxy and AGN populations to the total radio
power emitted at a given epoch (Mauch & Sadler 2007).
Measuring how the shapes of the AGN and star-forming
galaxy RLFs evolve over cosmic time provides important
constraints on galaxy evolution models.
A number of studies have used the RLF to determine the
cosmic evolution of the radio AGN population across a wide
range of radio luminosity. For example, Dunlop & Peacock
(1990) and Rigby et al. (2011) found that high-luminosity
radio AGN (L1.4GHz & 1026 W/Hz) increase their comoving
density by a factor of ∼100 − 1000 out to z ∼ 2 − 3. On
the other hand, Smolcˇic´ et al. (2009) investigated the evo-
lution of the low-luminosity radio AGN (L1.4GHz < 5 × 1025
W/Hz) using VLA-COSMOS data and found an increase
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in density by a factor of ∼2 out to z = 1.3. Waddington
et al. (2001), McAlpine & Jarvis (2011), and Williams &
Ro¨ttgering (2015) came to similar conclusions regarding the
evolutionary differences between high- and low-luminosity
radio AGN.
These results suggest that high- and low-luminosity ra-
dio AGN form two distinct populations. Observations of the
host galaxies of radio AGN have supported this idea, favour-
ing a characterisation in which the high-luminosity radio
AGN exhibit strong high-excitation emission lines (such as
[O iii]) and the low-luminosity radio AGN do not (e.g. Hine
& Longair 1979 and Laing et al. 1994). The former are called
high-excitation radio galaxies (HERGs) and the latter low-
excitation radio galaxies (LERGs). It is hypothesised that
HERGs and LERGs exhibit fundamentally different black
hole accretion modes that result in two distinct forms of
feedback (e.g. Hardcastle et al. 2007).
However, there have been few studies that separate
HERG and LERG RLFs. Best & Heckman (2012) and Best
et al. (2014) constructed separate RLFs for the two popu-
lations down to 5 mJy out to z ∼ 0.3 and 0.5 < z < 1.0,
respectively. Pracy et al. (2016) probed down to 2.8 mJy
out to z ∼ 0.75 and found that the LERG RLF is con-
sistent with no evolution while the HERG RLF indicates
rapid evolution. The local LERG RLFs from these stud-
ies were consistent with each other, but the local HERG
RLF from Pracy et al. (2016) displayed higher space den-
sities than that of Best & Heckman (2012), especially for
L1.4GHz ≤ 1024 W/Hz. The probable reason for this dis-
crepancy is that Best & Heckman (2012) classified certain
sources as star-forming galaxies that Pracy et al. (2016)
classified as HERGs. Clearly, more data are needed to clar-
ify this discrepancy and to gain a better understanding of
the HERG and LERG luminosity functions, host galaxies,
and cosmic evolution. This requires a deep radio survey over
a relatively wide area combined with excellent multiwave-
length data in order to capture the largest possible range
of radio luminosities out to z ∼ 1 (Sadler et al. 2007).
To this end, a pilot 2.1 GHz radio survey covering the
central ∼5 deg2 of the XXL-South field was conducted
with the Australia Telescope Compact Array (ATCA). The
ultimate XMM extragalactic (XXL) survey (Pierre et al.
2016, XXL Paper I) is the largest survey undertaken with
the XMM-Newton X-ray telescope. The survey observed
two 25 deg2 fields, the XMM-LSS field (XXL-North, at
α = 2h20m00s, δ = −5◦00′00′′) and the BCS-XMM field
(XXL-South, at α = 23h30m00s, δ = −55◦00′00′′), over a
total of 6.9 Ms. One of the main goals of the XXL project is
to provide a lasting legacy for studies of AGN, their nature,
demographics, and evolution across cosmic time. The pilot
ATCA observations of XXL-South achieved an average rms
sensitivity of ∼50 µJy/beam and an angular resolution of
∼4.4”, confirming that the ATCA could reach the sensitiv-
ity and resolution required to construct evolving RLFs for
the HERGs and LERGs in the field (Smolcˇic´ et al. 2016,
hereafter XXL Paper XI).
This paper describes the new ATCA radio observations
of the remaining ∼20 deg2 of the XXL-South field (hereafter
XXL-S) and the analysis of the full ∼25 deg2. In Section 2,
the observations, calibration, and imaging of XXL-S are
described. In Section 3, the properties of the final mosaic
are presented. Section 4 discusses the final radio component
and source catalogues constructed from the mosaic. The
Table 1. ATCA configurations and corresponding observing
times for XXL-S.
Dates Configuration Net Observing Time (hours)
3-5 Sep 2012 6A 29.3
25 Nov 2012 1.5C 12.9
8-12 Nov 2014 1.5A 41.4
16-30 Dec 2014 6A 136.2
Total 219.8
spectral indices of the sources and the radio source counts
are presented in Sections 5 and 6, respectively. Section 7
contains the summary.
2. Observations, calibration and imaging
2.1. Pilot observations of XXL-S
The ATCA pilot observations of XXL-S were performed in
2012 using 2048 1-MHz-wide channels of the Compact Ar-
ray Broadband Backend (CABB) correlator (Wilson et al.
2011) from 1.076-3.124 GHz. Table 1 shows the dates, con-
figurations, and net observing times of all the observations.
The central ∼6.5 deg2 of XXL-S were observed, which re-
quired 81 pointings arranged in a square pattern. The sur-
vey detected 1389 radio sources above 5σ within the in-
ner ∼5 deg2 masked region. These sources displayed radio
source counts consistent with those found for the VLA-
COSMOS 1.4 GHz survey (Bondi et al. 2008). Full details
of the observations, data reduction, and source catalogue
can be found in XXL Paper XI.
2.2. New observations of XXL-S
The ATCA observations of the remaining 20 deg2 were com-
pleted in 2014 using the same frequency coverage as the pi-
lot survey. Over a total of 240 hours, 390 pointings were ob-
served. To maximise efficiency, the pointings were arranged
in a hexagonal pattern such that the separation between
pointing centres was the FWHM of the primary beam at
2.1 GHz (∼12.3′) for Nyquist sampling. Each day’s sched-
ule was designed to maximise the number of uv samplings
for each pointing, which were scanned for 60 seconds each.
The number of uv samplings for a given pointing ranged
from 22-28, with 42% of the pointings having the average
number of 25 uv samplings, and 76% of the pointings hav-
ing between 24 and 26 uv samplings. In order to achieve
the highest resolution possible, 75% of the data was taken
in the extended 6A configuration. The remaining 25% of
the data was taken in the more compact 1.5A configura-
tion to gain additional uv coverage and surface brightness
sensitivity. Thus, each pointing had ∼3-5 times as many 6A
observations as 1.5A configurations. This was designed to
allow sensitivity to extended structure while still gaining a
sufficient resolution to be able to cross-match the sources
to other multiwavelength data for source classification.
The primary flux and bandpass calibrator, PKS 1934-
638 (Reynolds 1994), was observed for 10 minutes at the
beginning of each observing run. During each run, the sec-
ondary phase calibrator, PKS 2333-528, was also observed
to determine the antenna complex gains and polarisation
leakage correction in the calibration step (see the next sec-
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tion). This source was scanned for 2 minutes every 20-25
minutes.
2.3. Calibration and flagging
The uv data were calibrated by using the Multichannel Im-
age Reconstruction, Image Analysis and Display (miriad)
software (Sault et al. 1995). The following process was re-
peated for each day of observation. The channels in the
CABB that are known to be affected by self-interference
from 640 MHz clock harmonics were removed with the
“birdie” option in the ATLOD task. The task MFCAL was then
used on the primary calibrator (1934-638) in order to de-
termine the gains, delay terms, and passband responses for
each ATCA antenna for all the frequencies across the band-
width of the receivers (2048 MHz). As part of this process,
PGFLAG, which is based on AOFLAGGER (Offringa et al. 2010,
2012), was used to flag the primary calibrator for radio
frequency interference (RFI). Next, GPCAL was used to de-
termine the antenna gains and phases and the polarisation
leakages as a function of polarisation axis for each antenna,
in 8 frequency bins (each 256 MHz wide).
This calibration was then applied to the secondary cal-
ibrator (2333-528) using GPCOPY. PGFLAG was used to flag
RFI and GPCAL was used to determine the antenna gains,
phases and polarisation leakages that applied to the sec-
ondary. GPBOOT was then used to correct the gains by com-
paring them to that of the primary. Lastly, MFBOOT was
used to correct the secondary’s flux density by comparing
the observations to its known flux density.
Once these steps were finished, the calibration of the
primary and secondary calibrators were copied to the uv
data for each pointing using GPCOPY. To complete the cali-
bration of the data, RFI was flagged in the uv data for each
pointing with PGFLAG.
2.4. Imaging
An image of each pointing was constructed from its corre-
sponding uv data. Two different imaging techniques were
tested: imaging in the full 2.0 GHz-wide band (the “full-
band”) and in eight 256 MHz-wide sub-bands. The main
reason for doing the latter is the significant variations of
the primary beam response, the synthesised beam, and the
flux density of most sources across the large fractional band-
width of ∆ν/ν = (2.0 GHz/2.1 GHz) ∼ 1. After a number of
tests and comparisons, the full-band mosaic was chosen as
the final image from which the sources would be extracted
(Novak et al. 2015; Smolcˇic´ et al. 2017). The primary reason
for this was a systematic downward trend away from 1.0 in
the plot showing the integrated to peak flux density ratio
Sint/Sp vs signal-to-noise ratio S/N (defined as Sp/σ, where
σ is the rms noise) for the sub-band combined mosaic. The
trend would have introduced significant systematic uncer-
tainties into the source flux densities (see Appendix A for
the details).
The procedure for imaging each pointing was similar to
that of the pilot survey and is as follows. The following
steps were executed twice for all 491 pointings in order to
minimise σind (the rms noise for an individual pointing):
1. INVERT the uv data to generate its inverse Fourier trans-
form (the “dirty” image). A robust parameter (Briggs
1995) of 0.0 was used.
2. MFCLEAN (Sault & Wieringa 1994) down to 10σind to get
the “clean” model of the dirty image that corresponds
to a peak residual of less than 10σind.
3. SELFCAL the uv data to improve the phase calibration
with the model generated by MFCLEAN.
The final image was then cleaned down to 6σind, and
RESTOR was used to convolve it with the clean beam (the
best fit to the main lobe of the dirty beam). The last
step was to convolve each pointing’s final restored im-
age to the smallest elliptical Gaussian possible. This en-
sured that all the pointings had the exact same resolu-
tion across the mosaic. This final Gaussian beam size was
5.39′′ × 4.21′′, and its position angle was 2.4◦. Therefore,
the geometric mean of the final resolution of the mosaic
was
√
BmajBmin =
√
5.39′′ × 4.21′′ ≈ 4.8′′.
2.5. Peeling
Radio telescopes are sensitive to sources in off-axis direc-
tions due to the multi-lobe structure of the antenna re-
sponse patterns (i.e. the “sidelobes”). This causes the im-
ages of areas on the sky near a bright (∼1 Jy) source to have
increased noise due to the response of the sidelobes to the
nearby bright source. There are seven bright sources in the
XXL-S radio mosaic that significantly increased the noise in
their vicinity, as indicated by the number and morphology
of the image artefacts surrounding them.
The noise in the images surrounding the seven bright
sources was improved by a process called “peeling” (e.g.
Intema et al. 2009). The following steps were performed for
each of those pointings:
1. Image the pointing according to the procedure in Sec-
tion 2.4.
2. Subtract all sources found in the pointing’s 6σind MF-
CLEAN model from the pointing’s uv data using the task
UVMODEL.
3. Image the bright source by offsetting the pointing’s uv
data to the direction of the bright source. Three loops
of INVERT, MFLCEAN with 100 iterations, RESTOR, and
SELFCAL were used to generate a model of the bright
source. This ensured that the SELFCAL solutions would
be better for the direction of the bright source.
4. Subtract the bright source from the uv data with
UVMODEL, using the model generated in step 3.
5. Invert the gains acquired from the bright source in step
3 using GPEDIT and apply those gains with UVAVER.
6. Add the sources back into the uv data with UVMODEL,
using the model from step 2.
7. Redo the imaging as described in Section 2.4.
Peeling effectively removes the gains acquired from the
bright sources and replaces them with only the gains from
the other sources in the pointing, hence minimising the ef-
fect of the sidelobes. A comparison of the peeled noise his-
togram and the unpeeled noise histogram (Figure 3) demon-
strates that this had the effect of reducing the number of
pixels containing relatively high rms values (σ > 50 µJy)
and increasing the number of pixels containing relatively
low rms values (σ < 50 µJy). The number of pointings that
were peeled was 164.
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2.6. Mosaic image
Once all the individual images were produced, the mosaic
of the full XXL-S field was constructed by using LINMOS.
This task applies the primary beam correction, which is
the inverse of the primary beam response as a function of
radius, at 10 different frequency ranges across the 2 GHz
bandwidth to each image before combining the images.
Figure 1 shows the final XXL-S ATCA 2.1 GHz mosaic
overlaid with the ATCA pointing patterns. The edges have
been masked to exclude pixels more than 12.3′ (the FWHM
of the primary beam at 2.1 GHz) away from the pointing
centres. This was required because the noise becomes non-
Gaussian near the edges, and hence it would have signifi-
cantly contributed to the noise tail (see Section 3.1), making
source finding unreliable in those regions. The total area of
the final masked mosaic is 23.32 deg2. Figure 2 shows a
zoomed-in portion of the mosaic to demonstrate the typ-
ical quality of the image. The zoom-in contains one point
source and a definite Fanaroff and Riley II (FRII) radio
galaxy (Fanaroff & Riley 1974).
3. Properties of final mosaic
3.1. Noise properties
In order to extract sources from the mosaic, an rms noise
estimate needed to be calculated for each pixel. The source
extractor software aegean (Hancock et al. 2012) was used
to accomplish this task by creating a separate mosaic desig-
nated as the noise map. aegean constructs the noise map
by dividing up the mosaic image into areas that have the
size of 20x20 synthesised beams (108′′ × 84′′ or 154 × 120
pixels, in this case). For each of these areas in the mosaic
image, it calculates the rms noise based on the interquartile
range (IQR) as rms = IQR/1.3491. aegean then assigns
this rms value to every pixel in the corresponding area of
the noise map, and it continues until all areas in the mosaic
image have been covered.
Figure 3 shows the distribution of rms noise values in
the final noise map (black histogram), which peaks at 36.5
µJy/beam. The median occurs at 41.3 µJy/beam, with
a minimum and maximum of 27.3 µJy/beam and 658.0
µJy/beam, respectively. Given the large 25 deg2 area ob-
served in XXL-S, the median rms sensitivity of σ ≈ 41
µJy/beam means that this is the largest area radio survey
conducted down to these flux density levels. Table 2 shows
a summary of the properties of the observations.
3.2. Source extraction
blobcat (Hales et al. 2012) was used to extract the radio
sources in XXL-S. blobcat is based on the “flood-fill” al-
gorithm and was specifically designed to perform efficient
source extraction on large radio survey data. A detection
threshold of 5σ and a “floodclip” threshold of 3σ were used.
Due to the complex morphology of radio sources, the fol-
lowing definitions are adopted:
1. Blob – a group of pixels in the mosaic image whose fitted
peak, as determined by blobcat, is above the detection
threshold and extends to all surrounding pixels that are
above the “floodclip” threshold.
1 http://www.physics.usyd.edu.au/~hancock/files/AegeanUserGuide.pdf
2. Component – the radio emission that gives rise to a blob.
3. Source – one or more components that are associated
with the same galaxy.
In other words, “blobs” represent what the software de-
tects, but “components” and “sources” represent real galax-
ies that the software is attempting to describe. Running
blobcat with the above settings resulted in an extraction
of 6482 blobs. Figure 4 shows the visibility area as a func-
tion of σ, which indicates the total area in the mosaic with
a noise level below a given rms.
3.3. Spurious blobs
Some of the blobs were clearly image artefacts caused by
antenna sidelobes. A blob was considered spurious if it was
very clear that it was due to the sidelobes in the vicinity of
a source brighter than Sp > 30 mJy (e.g. a “clean stripe”).
These blobs were visually searched for in the mosaic, and
141 (∼2.2%) were found and removed from the initial cata-
logue.
The empirical false detection rate was also determined.
Since the rms noise distribution contains both positive and
negative peaks, the negative peaks can be used to estimate
the false detection rate. A negative mosaic was created by
multiplying all the pixel values in the mosaic image by −1.
When blobcat was run on this negative mosaic, it detected
304 blobs. All false detections were characterised by Sp < 17
mJy, and the percentage of false detections as a function of
peak flux density bin Sp is shown in Figure 5. For each Sp
bin, the false detection rate percentage (FDR%) is defined
as (NF/NT) × 100, where NF is the number of blobs that
were detected in the negative mosaic and NT is the number
of blobs that were detected in the final mosaic. A Poissonian
uncertainty in the false detection rate percentage (δFDR%)
was calculated according to:
δFDR% = (FDR%)
√(√
NF/NF
)2
+
(√
NT/NT
)2
. (1)
At the faintest Sp bin (Sp < 0.3 mJy), the false detection
percentage is ∼4.75%. For the Sp bins brighter than this,
the percentage fluctuates between ∼3.0% and ∼5.5%.
Spread over the whole catalogue, the empirical false de-
tection rate was 4.7%. If the 141 actual spurious blobs that
were found by a manual search are subtracted from the
304 false detections, 163 spurious blobs are expected to be
missed. Therefore, the maximum overall false detection rate
is approximately 2.5%. After the 141 manually identified
spurious blobs were removed, the total number of blobs
(and components) was 6341.
3.4. Deconvolution
The measurement of the angular extent of a radio source is
directly defined by the ratio of its integrated flux Sint to its
peak flux Sp:
Sint
Sp
=
θmajθmin
BmajBmin
(2)
Here, θmaj and θmin are the major and minor FWHM of
the Gaussian fit to the source and Bmaj and Bmin are the
synthesised beam’s major and minor FWHM, respectively.
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Fig. 1. 2.1 GHz mosaic of XXL-S, displayed with an inverted greyscale shown at the bottom (with units of mJy/beam) and the
RA and Dec coordinate grid overlaid. The ATCA pointing centres are also overlaid, where the pilot pointings are marked by ‘×’
and the 2014 pointings are marked by ‘+’. The edges have been masked to exclude pixels more than 12.3′ (the FWHM of the
primary beam at 2.1 GHz) away from the pointing centres.
Table 2. Properties of the ATCA XXL-S observations. The largest angular scale is the largest well-imaged structure the ATCA
was sensitive to (at 1.809 GHz, the median effective frequency). The largest source in XXL-S is ∼105′′ across on the sky.
Primary beam FWHM Largest angular scale
Frequency coverage Channels (at 2.1 GHz) Resolution Median noise Area (at 1.809 GHz)
1.076 − 3.124 GHz 2048 12.3′ 4.76′′ 41.3 µJy/beam 23.32 deg2 140′′
Therefore, this ratio was used to determine whether or not
sources are resolved.
Figure 6 shows the Sint/Sp vs S/N plot for all compo-
nents. Instances where Sint/Sp < 1 are due to the compo-
nent size uncertainty introduced by the noise in the image.
These uncertainties must be taken into account when deter-
mining whether or not a component is resolved. Following,
for example, Prandoni et al. (2000), Bondi et al. (2003),
Huynh et al. (2005), Bondi et al. (2008), and Huynh et al.
(2015), the empirical function describing the lower edge of
the data points in the Sint/Sp vs S/N plot was defined such
that 90% of the components with Sint/Sp < 1 were above it.
This curve is described by the equation:
Sint/Sp = 1.00 − 2.03S/N . (3)
This function was then mirrored above the x-axis. However,
Figure 6 shows a number of components with S/N > 100
very close to Sint/Sp = 1. Most of these components are
within ∼5% of the beam size, which is within the calibration
error. There are also a handful of S/N>1000 components
near Sint/Sp = 1 that, upon visual inspection, appeared
point-like. Therefore, in order for all these components to be
considered unresolved, and to reduce the slight peak bias
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Fig. 2. Zoomed-in section of the 2.1 GHz mosaic of XXL-S,
displayed with an inverted greyscale shown at the bottom (with
units of mJy/beam). One point source and one definite FRII
radio galaxy are labeled. The beam size is shown at the upper
right corner.
Fig. 3. Noise distribution for the final 2.1 GHz mosaic of XXL-S
(black histogram). The red histogram is the rms noise distribu-
tion for the same mosaic with the peeling step excluded. This
demonstrates that the peeling reduced the number of high-noise
pixels and increased the number of low-noise pixels.
introduced by the manual bandwidth-smearing correction
(see Section 3.5), the offset was increased to 1.08 for the
upper envelope. This criteria is similar to the requirement
in Franzen et al. (2015) that Sint/Sp be greater than 1.15 for
a high S/N source to be considered resolved. The equation
for the upper curve is therefore:
Sint/Sp = 1.08 + 2.03S/N . (4)
Both of these curves are shown as the red lines in Figure 6.
Components that are above the upper red curve are con-
sidered resolved, and components below it are considered
Fig. 4. Visibility area (mosaic sensitivity function) plot for the
final 2.1 GHz mosaic of XXL-S, indicating the total area with a
noise level below a given rms.
Fig. 5. False detection percentage vs Sp bin. For each of the 7 Sp
bins, the false detection percentage is defined as (NF/NT) × 100,
where NF is the number of blobs that were detected in the neg-
ative mosaic and NT is the number of blobs that were detected
in the final mosaic. The uncertainties are defined according to
Equation 1. There were no false detections for Sp > 17 mJy.
unresolved. In the component catalogue (Section 4), the
“resolved” flag is set to 0 for unresolved components and 1
for resolved components, and the deconvolved sizes of unre-
solved components are assigned a value of zero. The num-
ber of resolved components is 1677 out of 6350, or 26.4%
of the total. This is broadly consistent with the expected
value based on the percentage of resolved components in
other radio surveys: VLA-COSMOS found 28.6% with 1.5′′
resolution (Bondi et al. 2008), the pilot survey found 22%
with ∼4.4′′ resolution (XXL Paper XI), ELAIS-S1 found
19% with ∼9.8′′ resolution (Franzen et al. 2015), and CDFS
found 17% with ∼10.6′′ resolution (Franzen et al. 2015).
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Fig. 6. Sint/Sp vs. S/N plot for all components with the peak
flux densities corrected for bandwidth smearing (see Section 3.5).
The lower and upper envelopes (red curves) are described by
the equations 3 and 4, respectively. The components above the
upper envelope are considered resolved, and the ones below it
are considered unresolved.
3.5. Bandwidth smearing
The initial Sint/Sp vs. S/N plot that was generated indi-
cated that the median value of Sint/Sp for components with
S/N > 50 was 1.035. If the median Sint/Sp is offset above
1.0, it indicates that point sources appear larger than the
beam, which is normally caused by bandwidth smearing
(e.g. Bondi et al. 2008). Bandwidth smearing occurs when
the visibilities of a source measured in a finite channel band-
width dν are treated as though they correspond to the cen-
tral frequency ν0 of the channel (Bridle & Schwab 1999).
This frequency averaging results in the image of the source
being smeared in a radial direction away from the phase
centre, decreasing Sp while keeping Sint constant (Condon
et al. 1998). Therefore, the peak flux density of every com-
ponent was corrected for bandwidth smearing by multiply-
ing them all by 1.035. Figure 6 has this correction in place.
3.6. Complex blobs
3.6.1. Gaussian fitting with IMFIT
Some components extracted by blobcat exhibited com-
plex non-Gaussian morphology and therefore needed to
have their flux densities and positions confirmed. Following
the recommendation of Hales et al. (2012) and the criteria of
Franzen et al. (2015), components were defined as complex
if they had Npix > 300 and REST > 1.4. Npix is the number
of pixels included in the blob and REST is the ratio between
the measured sky area of the detected blob and the sky area
of an unresolved Gaussian blob with the same Sp. During
this stage of analysis, a floodclip threshold (Tf ) of 2.6σ
was used to extract the flux densities of the complex blobs
to determine if this was appropriate for the XXL-S data.
The number of complex components from the Tf = 2.6σ
catalogue was 610, or ∼10% of the total. The miriad task
IMFIT was used to fit them. For each component, an ellipti-
Fig. 7. Example of a complex blob. The left panel shows the
blob itself with the 2.1 GHz 3-20σ contours (in steps of ∼2.4σ) in
black and the 2D elliptical Gaussian fits in magenta. The right
panel shows the same ellipses overlaid on the residual image.
The length of the major and minor axes of the middle elliptical
Gaussian fit are 8.07′′ and 5.78′′, respectively.
cal Gaussian was added until the peak in the residual image
was less than 5σ, following Franzen et al. (2015). Figure 7
shows an example of a complex component and the fit that
was necessary to achieve a peak residual below 5σ.
After the fitting was completed, it was found that 139
of these complex components required only one elliptical
Gaussian to achieve an acceptable fit. Therefore, as recom-
mended by Hales et al. (2012), the data from the original
blobcat entries for these 139 components were kept in the
Tf = 2.6σ catalogue. For the remaining 471 blobs, their el-
liptical Gaussian fits found with IMFIT were combined into
one catalogue entry. This involved summing the flux densi-
ties of the elliptical Gaussian fits (using Sp if the Gaussian
was unresolved and Sint if it was resolved) and calculating
their flux-weighted positions.
3.6.2. Comparison of IMFIT Gaussian fits and BLOBCAT
measurements
Figure 8 shows the fractional difference between the IM-
FIT total flux densities of the complex components (Stot)
and their integrated flux densities as determined by blob-
cat (Sint), as a function of Sint. The median value was 0.005
and the standard deviation was 0.095, meaning that the
complex components had fractional differences within 10%.
However, there were clearly some outliers, particularly at
Sint < 10 mJy. Visual inspection of these outliers revealed
that they featured extended emission with complex mor-
phology that was difficult to capture with Gaussian fitting.
Trying to accurately capture the flux density from complex
components with elliptical Gaussian fits is clearly less accu-
rate and reliable than blobcat’s approach of summing the
pixels and dividing the sum by the beam size in pixels. Even
some brighter components (Sint > 10 mJy) were difficult to
fit and achieve residuals below 5σ because of their complex
morphology. blobcat can handle them much more easily
because its floodfill algorithm covers all the pixels.
Figure 9 shows the positional offsets (∆RAfw−wc and
∆Decfw−wc) between the flux-weighted RA and Dec of the
IMFIT Gaussian fits (RAfw and Decfw) for the complex com-
ponents and blobcat’s flux-weighted position measure-
ments (RAwc and Decwc) of the complex components. The
median RA and Dec offsets were −0.002 and 0.022 arc-
seconds, and their corresponding standard deviations were
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Fig. 8. Fractional difference between Stot from IMFIT and Sint
from blobcat as a function of Sint for complex components in
the Tf = 2.6σ catalogue. The dashed red line shows where (Stot −
Sint)/Sint = 0 to help guide the eye. The inset plot shows the
histogram of the (Stot−Sint)/Sint values, the median and standard
deviation of which are 0.005 and 0.092, respectively.
Fig. 9. Offsets between IMFIT’s RAfw and Decfw and blobcat’s
RAwc and Decwc. The dashed black line shows where RAfw −
RAwc = 0 and Decfw − Decwc = 0 to help guide the eye. The
inset plot shows the histogram of the RAfw − RAwc and Decfw −
Decwc values. The median RA and Dec offsets were −0.002 and
0.022 arcseconds and their corresponding standard deviations
were 0.668 and 0.689 arcseconds, respectively.
0.668 and 0.689 arcseconds, respectively. Therefore, the ma-
jority of components had RA and Dec offsets within ±0.7
arcsec. The few extreme outliers were either, again, faint
components with extended emission that were difficult to
model with Gaussian fits, or bright sources with particu-
larly complex morphology. For example, the isolated data
point in the upper right of the plot in Figure 9 is due to an
obvious local FRII radio galaxy.
The blobcat measurements of Sint and the flux-
weighted positions RAwc & Decwc were solely used because
the blobcat flux density and position measurements of the
complex components were similar to that of the majority
of the IMFIT Gaussian fits and some of the IMFIT Gaus-
sian fits were clearly inadequate. In addition, the floodclip
threshold of 2.6σ sometimes captured more noise than real
flux density for pixels close to this threshold, especially for
the fainter complex components. Therefore, to maximise
the capturing of actual flux density from the sources and to
minimise the addition of noise, a floodclip threshold of 3σ
was used for the final catalogue. The number of complex
blobs in the final component catalogue was 501 (7.9% of
the total).
3.7. De-blending complex blobs into separate components
The positions of radio components associated with optical
galaxies are frequently offset from the optical source po-
sitions. As a result, the flux-weighted positions blobcat
generates for complex blobs are not always suitable for find-
ing their optical counterparts, which is a major step in the
science goals of this series of papers. To obtain accurate
positions of the complex blobs, their radio contours were
overlaid onto DECam (Flaugher et al. 2015) z-band im-
ages and examined by eye. The z-band images had a depth
of z < 24.5 and were processed with an improved pipeline
used to process the Blanco Cosmology Survey dataset (De-
sai et al. 2012). A technique for single-component sources
analogous to the one described in Section 3.8 was utilised
to determine the most likely z-band counterpart, which in
most cases was the one closest to the raw flux-weighted po-
sition. The position of each complex blob was adjusted ac-
cordingly. The component and source catalogues presented
in Section 4 and Tables 4 and 5 contain only the raw flux-
weighted positions. The position adjustments of the com-
plex sources will be published in a forthcoming paper of
this series (Butler et al., in prep).
In addition, separate radio sources along the same line
of sight are sometimes blended together in the same blob,
which gives rise to complex morphology. For a given com-
plex blob, if two optical sources clearly appeared to be
coincident with exactly one radio peak each or two op-
tical sources were the clear counterparts to two different
regions of radio emission within the blob, that blob was de-
blended into two separate components. This process was
performed for seven blobs using the procedure described
in Section 3.6.1. Each of these blobs was de-blended into
two or three elliptical Gaussians. For five out of the seven
blobs, two elliptical Gaussians corresponded to one compo-
nent each. For the other two blobs, three elliptical Gaus-
sians were required. In both of these cases, a single Gaus-
sian corresponded to one component and two Gaussians
corresponded to the other component. Since the latter were
not sufficiently modelled with a single Gaussian fit, they
are considered complex and resolved components. In order
to calculate each of their Sint values, the Sint of the sin-
gle Gaussian component from their corresponding blob was
subtracted from blobcat’s Sint value for the entire blob.
The positions of the optical counterparts of these two com-
plex components were chosen as their radio positions.
In the component catalogue (Section 4), the IDs of these
components start with the blob number as originally cata-
logued by blobcat followed by “-#”, where # is a number
assigned to that component (e.g. blob 337 was de-blended
into the components labelled as 337-1 and 337-2). This pro-
cess increased the total number of components to 6348.
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Fig. 10. Examples of radio components that were joined into one source in the source catalogue. The background images are the
DECam z-band cut-outs, the red contours are the 2.1 GHz contours, and the white/blue circles are the flux-weighted positions of
the components with a radius of 2.5′′. Panels 1-4 show examples of cases 1-4 as described in Section 3.8. These examples make it
clear that the raw flux-weighted positions are not exactly coincident with the obvious z-band counterparts. This demonstrates the
need to manually adjust the position of these kinds of radio sources (see Section 3.7). The position adjustments will be published
in a forthcoming paper of this series (Butler et al., in prep).
3.8. Combining components into radio sources
In some cases, blobcat catalogued two separate compo-
nents, but in fact they form part of the same radio source
such as an FRII radio galaxy. In order to find these sources,
each complex component was cross-matched to all other
complex components within 150′′. Furthermore, all non-
complex components were cross-matched to two complex
components within 150′′ (to cover FRI and FRII radio
galaxies with cores), and any additional non-complex com-
ponents were cross-matched to complex components within
45′′. Each of these groups of matches were examined by eye.
DECam z-band imaging was used in the same way as
in Section 3.7 to aid in the determination of whether or
not separate radio components belonged to the same radio
galaxy. The following four basic cases were considered to be
one radio source:
1. Three radio components (e.g. two lobes and a core) were
aligned with each other (i.e. elongated along the same
axis) and there was clearly one optical source near the
flux-weighted position (within ∼2-5′′). An example is
shown in panel 1 of Figure 10. If there were optical
counterparts for the core and only one of the other com-
ponents, the three components were still considered one
source. If all three had an optical counterpart, and the
morphology was not indicative of a typical radio galaxy,
then they were all considered separate radio sources.
2. Two aligned radio components had no optical counter-
parts, but there was an optical source in between the
two near the flux-weighted position. Panel 2 of Figure
10 shows one example of this case. If there was an optical
counterpart for one of the components but not the other,
the two components were still considered one source (un-
less the component with a counterpart appeared to be
an unresolved source). If both had an optical counter-
part, and there was no indication of the typical morphol-
ogy of radio galaxies, then they were considered separate
radio sources.
3. Two radio components, one with emission that appeared
point-source-like in one area and extended in another
area, were aligned with each other. The component with
extended emission had an optical counterpart at the
peak of its flux density distribution. In this case, the
core of the radio emission was blended with one of the
lobes, resulting in just one component near the core. In
Figure 10, such an example is shown in panel 3. If both
components had an optical counterpart, then they were
considered separate sources.
4. Two or more components were configured on the sky in
such a way that they were linked by a curved path, and
there was an optical counterpart at the “head” of the
curve. This case covered radio galaxies with bent radio
jets, most of which are called wide angle tail (WAT) ra-
dio galaxies, which are usually shaped by ram pressure
as the galaxy travels through the intracluster medium.
Panel 4 in Figure 10 shows an example of a WAT ra-
dio galaxy. This is also an example of case 3 except for
the fact that the components are not aligned. If there
was no optical counterpart near the head of the WAT in
these cases, then the components were considered sepa-
rate radio sources.
If a given group of components satisfied one of the crite-
ria above, it was considered a “multiple-component” source.
The catalogue entries of their components were combined
into one source by summing their flux densities and cal-
culating their flux-weighted positions. Additionally, their
peak flux densities, S/N, and deconvolved sizes were set to
-99. This process was repeated for all multiple-component
sources (see Section 4).
There were four special cases of multiple-component
sources that clearly featured the morphology of a typical
radio galaxy and had a clear z-band counterpart, but sig-
nificant portions of their flux densities (up to 50%) were
missing because blobcat did not detect one of the blobs
involved due to the fact that the missed blob had S/N < 5.
For these four sources, blobcat was re-run using a de-
tection threshold of 4σ, which detected the missing blobs.
They were then added to the component catalogue and in-
cluded in the calculations for their corresponding sources
as described in the previous paragraph. The radio galaxy
shown in panel 3 of Figure 10 is one of the four sources
for which this was done (the right blob was added to the
source).
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Fig. 11. Completeness curve for the XXL-S field, showing com-
pleteness percentage (100×Ndet/Ntot) vs. input flux density (Sin).
The percentage uncertainties for each Sin bin are Poissonian (i.e.
100 × √Ndet/Ntot).
Interestingly, there is a three-component giant radio
galaxy at the very north edge of the mosaic. Unfortunately,
the masked mosaic cut off part of its western component,
which had Sp < 4σ. Given the latter and the fact that giant
radio galaxies are not involved in the main science goals of
this series of papers, the two blobs found for this source
were deleted from the catalogue.
3.9. Final number of radio components and sources
The number of components in the final component cata-
logue is 6350. Out of these, 111 were combined into 48
multiple-component sources, leaving 6239 single-component
sources. The final source catalogue thus contains a total of
6287 sources, out of which 1626 (25.9%) were resolved.
3.10. Completeness simulation
It is important to understand the detection rate of sources
as a function of flux density. The use of a simple detection
threshold above the local noise leads to incompleteness at
faint flux density levels, which must be taken into account
for deriving radio source counts and radio luminosity func-
tions. This incompleteness can be characterised by a Monte
Carlo simulation. To perform the simulation, 10,000 point
sources of random flux density from 0.15 to 2 mJy were
injected, one at a time, into random positions across the
mosaic using the miriad task IMGEN. blobcat was then
executed on those positions with the same input parame-
ters that were used to detect the real radio sources in the
mosaic. The percentage of sources that were detected by
blobcat (100×Ndet/Ntot) was calculated for 25 flux density
bins from 0.15 to 2 mJy. This is designated as the“complete-
ness percentage” (CP). Figure 11 shows the plot of CP vs.
input flux density bin (Sin), with the percentage Poissonian
uncertainties of 100 × √Ndet/Ntot. At about 0.9 mJy, essen-
tially 100% completeness is reached, and 95% completeness
is achieved at about 475 µJy. At the nominal 5σ detection
Fig. 12. Plot of ratio of output flux density to input flux density
(Sout/Sin) vs input flux density (Sin) in the completeness simula-
tion. The Sin bins are the same as in Figure 11. The solid red line
represents the median Sout/Sin of the Sin bins, and the dashed red
lines represent the ±1σ Sout/Sin bounds.
limit of ∼200 µJy, the completeness is ∼45%. These num-
bers are taken into account in the calculation of the source
counts (Section 6).
3.10.1. Flux density boosting
Sources that happen to lie on a noise peak have larger
flux densities than they otherwise would, and therefore
they have a higher chance of being detected. On the other
hand, sources that are located on a noise trough have
smaller flux densities and a decreased probability of being
detected. This effect can lead to an artificial flux density
boosting, which has the largest effect on the faintest de-
tectable sources. The magnitude of flux density boosting
can be estimated from the ratio of output flux density to
input flux density, Sout/Sin. This is illustrated in Figure 12,
which shows the plot of Sout/Sin vs Sin. The flux densities are
boosted by about 30% for ∼150 µJy, and by about 5% for
∼240 µJy. The flux density boosting is negligible (less than
5%) for flux densities greater than that. These numbers are
also used in the calculation of the radio source counts in
Section 6.
3.10.2. Positional accuracy
The completeness simulation also indicates the accuracy to
which the positions of the radio sources are recovered by
blobcat. The offset between the input and output RA and
Dec positions (∆RA and ∆Dec, respectively) as a function
of Sin is shown in Figure 13. The standard deviation of the
RA and Dec offsets in each Sin bin can be used to calculate
the positional accuracy. At the faintest flux densities (∼150
µJy), the RA and Dec uncertainties are 0.4 and 0.5 arcsec,
respectively. For sources with flux densities higher than ∼1
mJy, the RA uncertainty is less than 0.17 arcsec and the
Dec uncertainty is less than 0.21 arcsec.
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Fig. 13. Plots of RA offset (left panel) and Dec offset (right panel) between the output positions as determined by blobcat and
the input positions (∆RA and ∆Dec, respectively) as a function of input flux density (Sin) in the completeness simulation. The
black dots are the median ∆RA and ∆Dec for the same bins as in Figure 11, and the error bars are the ±1σ ∆RA and ∆Dec bounds.
3.11. CLEAN bias simulation
clean bias (Condon et al. 1998) occurs when the CLEAN
algorithm reassigns flux density from low S/N sources to
noise peaks in the image, which results in a systematic un-
derestimation of the flux density of real sources. This oc-
curs because some noise peaks may be slightly above the
clean threshold. As a result, when the clean algorithm
finds these peaks, it assigns flux density to those peaks and
takes away flux density from clean components of real
sources. The underlying cause of this bias is an incomplete
uv coverage, and its magnitude is a function of uv coverage
and the flux density level down to which the images are
cleaned.
A clean bias simulation was performed on a pointing
with an average uv coverage. One point source of random
flux density between 0.215 mJy and 1.075 mJy (4σ and
20σ for the pointing, respectively) was injected into the uv
data at a random position within 20 arcmin of the phase
centre. Since SELFCAL had already been performed, the final
imaging steps of INVERT, MFCLEAN down to 6σ, RESTOR, and
CONVOL to a common beam size of 5.39′′ × 4.21′′ were then
executed. This process was repeated 10,000 times.
The output flux density of each simulated source was
measured by evaluating the interpolated image pixel value
at the injected position. This was done because the thermal
noise fluctuations cause a slight shift in the peak position
of a source. At low S/N, this effect is more pronounced
because the noise level is a higher percentage of the peak
flux density. Since source extractors like blobcat measure
the peak flux density to detect sources, the flux density
measured will always be higher than the true flux density
of a given low S/N source. Therefore, measuring the peak
flux density of a source will result in flux densities that
are slightly positively biased. On the other hand, the flux
density at the injected position of a source will be unbiased
on average (Franzen et al. 2015). Therefore, to separate
this peak flux density bias and clean bias, the output flux
densities were measured at their injected positions, not the
peak positions of the output sources.
The ratio of output to input flux density (Sout/Sin) for
all 10,000 sources was calculated. For each of 25 input flux
density bins (Sin), the median Sout/Sin and the standard de-
viation of Sout/Sin, representing the error bars, was deter-
mined. Figure 14 shows a plot of the median Sout/Sin vs Sin
and the best fit function to the data points of
Sout/Sin = 0.987 − 19.927Sin/σrms , (5)
where σrms is the local rms noise. It indicates that the
clean algorithm underestimates the flux density of a
∼0.215 mJy (4σ) source by no more than 5%. This is within
the calibration error of 5%, indicating that clean bias is
negligible. Therefore, the source flux densities were not cor-
rected for clean bias.
4. Radio component and source catalogues
Two 2.1 GHz radio catalogues were generated for XXL-S:
1. Component catalogue: catalogue of all 6350 radio com-
ponents with fitted Sp > 5σ, including the components
from the seven de-blended blobs (Section 3.7).
2. Source catalogue: Catalogue of all 6239 single-
component sources (including the components from the
seven de-blended blobs) plus all 48 multiple-component
sources, as described in Section 3.8.
Table 4 shows representative entries from the compo-
nent catalogue, including de-blended components. Table 5
shows representative entries from the source catalogue. The
full catalogues are available as queryable database tables
XXL ATCA 16A and XXL ATCA 16B via the XXL Mas-
ter Catalogue browser2. Copies will also be deposited at the
Centre de Donne´es astronomiques de Strasbourg (CDS)3.
These catalogues supersede the one presented in XXL Pa-
per XI.
2 http://cosmosdb.iasf-milano.inaf.it/XXL
3 http://cdsweb.u-strasbg.fr
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Fig. 14. Plot of the ratio of measured output flux density to
input flux density (Sout/Sin) as a function of input flux den-
sity (Sin) in the clean bias simulation. The black dots are
the median Sout/Sin for each Sin bin and the error bars rep-
resent ±1σ in Sout/Sin for each bin. The black line represents
the best fit function of the data points, which is Sout/Sin =
0.987 − 19.927/(Sin/σrms), where σrms is the local rms noise. The
plot indicates that clean bias is negligible.
The single-component sources in the source catalogue
are equivalent to the corresponding entries in the compo-
nent catalogue. Therefore, these entries can be considered
either components or sources, and for the sake of simplicity,
the following description refers only to sources as found in
the source catalogue. Both catalogues have the same col-
umn headings, which are described below.
Column 1 lists the identification (ID) number of each
source.
Columns 2 and 3 list the flux-weighted RA and Dec,
respectively, of each source in degrees.
Columns 4 and 5 contain the RA and Dec uncertainties
as calculated by blobcat (σRA and σDec), in arcseconds.
For an explanation of how these are calculated, see Section
2.6 in Hales et al. (2012).
Column 6 is the local rms noise σrms in mJy/beam.
Columns 7 and 8 list the peak flux density (Sp) corrected
for bandwidth smearing and the uncertainty in Sp (σSp), re-
spectively, in mJy/beam. The uncertainty σSp is defined as
the quadrature sum of the absolute calibration error, the
pixellation uncertainty, and the local rms noise. The cali-
bration error was assumed to be 0.05Sp and the pixellation
uncertainty was determined to be 0.01Sp. See Appendices
A and B from Hales et al. (2012) for more details. Multiple-
component sources have Sp = −99.
Columns 9 and 10 display the integrated flux density
(Sint) and its uncertainty (σSint), respectively, in mJy. The
uncertainty σSint is defined as the quadrature sum of the
absolute calibration error and the local rms noise.
Column 11 contains the S/N of each source. Multiple-
component sources have S/N = −99.
Column 12 is the resolved flag (abbreviated by “Res”).
If a source is resolved, this value is 1, and if it is unresolved,
this value is 0. All multiple-component sources are resolved.
Column 13 is the multiple component flag (abbreviated
by “MC”). If a source has multiple components (or a com-
ponent is part of a multiple-component source), this value
is 1. Otherwise, this value is 0.
Columns 14 and 15 display the deconvolved source size
Θ and its associated uncertainty σΘ, both in arcseconds.
Unresolved sources have their deconvolved sizes set to 0
arcsec. Following equations 10 and 11 from Franzen et al.
(2015), Θ and σΘ are defined as:
Θ =
√(
Sint
Sp
− 1
)
BmajBmin (6)
σΘ =
Sint
Sp
√√
BmajBmin
4(Sp/Sint − 1)
[(
σSp
Sp
)2
+
(
σSint
Sint
)2]
(7)
Column 16 shows the effective frequency νeff of each
source at its flux-weighted position in GHz. For a given ra-
dius away from the pointing centre, the effective frequency
is defined as the weighted average of the primary beam
response across the 2 GHz bandwidth. Due to the fact
that each pointing was imaged out to 8% of the primary
beam response at 2.1 GHz (∼23′), the effective frequency
will change for each source as a function of distance from
the pointing centre. It is especially true at the edges of the
mosaic, where fewer pointings were stacked together. The
effective frequency at which each source’s flux density is
considered to be valid was determined by constructing a
frequency mosaic using LINMOS, setting options=frequency.
For the position of each source in the image mosaic, the
effective frequency was read at the corresponding position
in the frequency mosaic. The median effective frequency
was νeff = 1.809 GHz and its standard deviation was just
σνeff = 0.032 GHz.
Column 17 is the complex source flag. If a source is
complex according to the definition in Section 3.6.1, then
its complex flag is set to 1, and 0 otherwise. All multiple-
component sources are complex. Two of the 14 de-blended
sources, 605-1 and 1393-2, are complex.
5. Spectral indices
To investigate the spectral index (α) properties of the XXL-
S sources, the Sydney University Molonglo Sky Survey
(SUMSS) 843 MHz survey of the entire southern sky (Bock
et al. 1999) was cross-matched to the XXL-S 2.1 GHz source
catalogue. The faintest peak flux density in the SUMSS cat-
alogue (Mauch et al. 2003) is 6 mJy, so this analysis repre-
sents only the brightest sources in XXL-S. The resolution
of SUMSS is 43′′×43′′ csc |δ |, so at the declination of XXL-
S (δ = −54.5◦), the beam size is 43′′ × 52.8′′. Therefore,
each SUMSS source contained in the XXL-S mosaic was
cross-matched to XXL-S sources within 52.8′′.
Since SUMSS has a much lower resolution than XXL-S,
the ATCA may have resolved out some of the flux den-
sity that was included in the measurements for the SUMSS
sources. In addition, some resolved ATCA XXL-S sources
have multiple components with core-jet structures, which
tend to have different spectral indices for different regions
(e.g. Dennett-Thorpe et al. 1999). Therefore, in order to
simplify the interpretation of the spectral indices, two dif-
ferent cases were examined. The number of unique SUMSS
sources matched to exactly one ATCA XXL-S point source
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Fig. 15. Spectral index distributions for the SUMSS 843 MHz
sources cross-matched to one or more XXL-S 2.1 GHz sources.
The black line represents the 699 SUMSS sources cross-matched
to all ATCA XXL-S sources within 52.8′′ and the red line rep-
resents the 560 SUMSS sources that were matched to exactly
one ATCA XXL-S point source. The median spectral indices for
these cases are −0.83 and −0.85, respectively.
(case 1) was 560. The total number of unique SUMSS
sources matched to at least one ATCA XXL-S source,
whether those ATCA sources are resolved or unresolved
(case 2), is 699, with 872 total matches. For the latter case,
if more than one ATCA XXL-S source was matched to
a SUMSS source, the flux densities of the ATCA XXL-S
sources were summed to produce the 2.1 GHz flux density
of each SUMSS source.
The following convention for radio spectral index α is
adopted: S ∝ να. Figure 15 shows the distribution of spec-
tral indices of the SUMSS sources in the XXL-S field for
both cases described in the previous paragraph. The me-
dian spectral index for case 1 (the black line in the figure)
is α = −0.83 and the standard deviation is σα = 0.50. For
case 2 (the red line in the figure), the median spectral in-
dex is α = −0.85 and the standard deviation is σα = 0.48.
The distributions are centred on very similar median values
and have similar shapes, so this indicates that there is lit-
tle extended emission that the ATCA resolved out for the
brightest sources in XXL-S.
However, selecting only SUMSS sources with at least
one ATCA XXL-S match causes a bias in the spectral in-
dex distribution. This is because the 5σ SUMSS flux limit of
6 mJy is not sensitive enough to detect the bulk of ATCA
XXL-S sources. Therefore, at low 2.1 GHz flux densities,
there is a bias toward steeper, more negative spectral in-
dices (see Tasse et al. 2007 for a similar example). Figure
16, which shows log(S2.1GHz) vs log(S843MHz) for all ATCA
XXL-S sources, demonstrates this. The solid red line is the
best fit line for all ATCA sources matched to a SUMSS
source, which corresponds to a spectral index of α = −0.81
at the median log(S843MHz) ≈ 1.21. At S843MHz = 6 mJy,
the best fit line returns S2.1GHz ≈ 3 mJy. For S2.1GHz >
3 mJy, ∼16% of the ATCA sources are not matched to
a SUMSS source. Below this S2.1GHz, this percentage in-
creases rapidly, and the ATCA sources that are matched
Fig. 16. Log(S2.1GHz) vs log(S843MHz) for all ATCA XXL-S
sources. Those not matched to a SUMSS source were assigned
a SUMSS upper limit of S843MHz < 6 mJy. The latter sources
are clearly seen as the vertical line of data points with arrows at
log(S843MHz) ≈ 0.78 (arrows were plotted at regular intervals be-
low log(S2.1GHz) ≈ 0.9 to avoid overcrowding the plot). The solid
red line is the best fit line for all ATCA sources matched to a
SUMSS source, corresponding to α = -0.81. At log(S2.1GHz) ≈
0.48 (S2.1GHz ≈ 3 mJy), the spectral indices start to become
highly censored because of the S843MHz < 6 mJy limit. The
dashed red line is the line corresponding to α = -0.66, the me-
dian spectral index of the ATCA sources with S2.1GHz < 5 mJy
(according to a survival analysis). The difference in slope be-
tween the two lines reflects the bias toward a steeper median
spectral index for ATCA sources matched to SUMSS sources.
to a SUMSS source have highly censored spectral indices
that are biased toward more negative values due to the
SUMSS flux density limit. For comparison, a survival anal-
ysis (Feigelson & Nelson 1985) was performed for the ATCA
sources with S2.1GHz < 5 mJy, which gave a median spectral
index of α = −0.66+0.18−0.07. In Figure 16, the dashed red line
corresponds to this value of α. The difference in slopes be-
tween these two lines illustrates that selecting only matched
sources at all flux densities gives a biased representation of
the spectral index distribution. Figure 17, which is a plot
of spectral index vs S2.1GHz only for SUMSS sources cross-
matched to ATCA XXL-S sources, also gives evidence for
the bias. For 3 mJy < S2.1GHz < 10 mJy, the median spec-
tral index starts to flatten. The fainter ATCA sources have,
on average, much steeper spectral indices than the brighter
ones: the median spectral index for the 36 sources with
S2.1GHz < 3 mJy is −1.53, whereas the median spectral in-
dex for the 663 sources with S2.1GHz > 3 mJy is −0.81.
This means that the sources with flatter spectral indices
are missed below S2.1GHz . 3 mJy.
In order to avoid this censoring effect, ATCA sources
with S2.1GHz > 5 mJy were chosen to construct the spec-
tral index distribution. There are 582 ATCA sources above
this flux limit, and only 5% of them are not matched to
a SUMSS source. For these unmatched sources, a SUMSS
upper limit of S843MHz < 6 mJy was assigned, and hence the
spectral indices of these sources represent their lower lim-
its. The median spectral index for the 553 matched ATCA
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Fig. 17. Spectral index vs S2.1GHz for SUMSS sources cross-
matched to one or more ATCA XXL-S sources. The red line
represents the lower limit to the spectral indices for matched
ATCA sources with a given S2.1GHz. It clearly demonstrates that
sources with flatter spectral indices are missed at the faintest
flux density levels (S2.1GHz . 3 mJy.)
sources with S2.1GHz > 5 mJy is α = −0.79, which is sig-
nificantly different to the median spectral index for the 29
unmatched ATCA sources with S2.1GHz > 5 mJy, which is
α ≥ 0.07.
However, this represents a small percentage of the total
number of ATCA XXL-S sources (86% of the ATCA sample
is not detected in SUMSS). Therefore, a survival analysis
incorporating every spectral index measurement and lower
limit from all 6287 ATCA XXL-S sources was performed,
resulting in a median value of α = −0.75±0.03. This value is
consistent with the median spectral index for ATCA sources
with S2.1GHz > 5 mJy (α = −0.79), but inconsistent with
that for ATCA sources with S2.1GHz < 5 mJy (α = −0.66).
This is a reflection of both the fact that survival analysis
assumes the censored sources follow the distribution of the
detected sources and of a probable systematic variation in
spectral indices at fainter flux densities (e.g. Franzen et al.
2014). Hence, α = −0.75 may or may not be the actual
median spectral index for the whole ATCA XXL-S sample.
Nevertheless, this value is consistent with the typical α for
AGN of −0.7 to −0.8 (Kimball & Ivezic´ 2008).
6. Radio source counts
The differential radio source counts were constructed using
the source catalogue. The flux density that was used for
each source depended on whether or not it was resolved:
Sint was used if the source was resolved, and Sp was used
if it was unresolved. The results are summarised in Ta-
ble 3. Each line in the table shows the flux density in-
terval ∆S, the median flux density Smed of the sources in
the flux density interval, the number of sources detected
N, the number of sources after the completeness and flux
density boosting corrections have been applied Ncorr, the
corrected differential source counts dNcorr/dS, and the cor-
rected normalised source counts (dNcorr/dS)/S−2.5 with un-
certainties. The counts were normalised to the survey area
(23.32 deg2 ≈ 7.1 × 10−3 sr) and the number expected in
each flux density bin from the standard Euclidean count
so that they could be compared to other surveys. The flux
density boosting corrections were applied to each source
fainter than 0.381 mJy as Scorr = S/Sfrac, where Sfrac is the
factor by which a given flux density S is boosted, interpo-
lated between the data points represented by the solid red
line in Figure 12. The source count uncertainty for each flux
density bin is defined as
σsc =
√
σ2P + σ
2
c + σ
2
fb, (8)
where σP is the Poissonian uncertainty of
( √N/N)(dN/dS)/S−2.5, σc is the completeness correc-
tion uncertainty (the error bars in Figure 11) and σfb is the
flux boosting correction uncertainty (the dashed red lines
in Figure 12). Sources brighter than 0.381 mJy have no
need for a flux density boosting correction, and therefore
their σfb = 0. Sources brighter than 0.873 mJy are in flux
density bins that are 100% complete, and therefore their
σc = 0.
Figure 18 shows the 2.1 GHz source counts for XXL-S
(black triangles) as well as the counts derived from con-
verting the source flux densities into 1.4 GHz flux densi-
ties, using either the spectral indices described in Section
5 or the median spectral index of α = −0.75 (if the spec-
tral index was unavailable or if the XXL-S source shared a
SUMSS match with other XXL-S sources). The minimum
1.4 GHz flux density plotted was determined by calculat-
ing the extrapolated 1.4 GHz flux density of the minimum
2.1 GHz flux density, again assuming a spectral index of α
= −0.75. This value was 0.302 mJy. Adjusting the assumed
spectral index between the values of −0.66 and −0.79 had an
insignificant effect on the source counts. The counts from
other surveys are displayed in the figure for comparison.
The plot indicates that the XXL-S source counts extrap-
olated to 1.4 GHz are mostly in excellent agreement with
other 1.4 GHz surveys. However, the counts start to flatten
at a slightly higher flux density (∼2 mJy) than the other
surveys. This is probably due to variation in the spectral
indices as a function of flux density.
7. Summary
The ATCA radio observations of the 25 deg2 XXL-S field
have been imaged to construct a 2.1 GHz radio mosaic,
which achieved a resolution of ∼4.8′′ and is sensitive down
to σ ≈ 41 µJy/beam. This is the largest area radio sur-
vey that has probed down to this flux density level. The
components with Sp > 5σ in the mosaic were extracted
with blobcat. After removing spurious blobs and correct-
ing each Sp for bandwidth smearing, the final radio compo-
nent catalogue contained 6350 components, 1677 (26.4%) of
which were resolved. Components with complex morphol-
ogy were examined with DECam z-band imaging to deter-
mine whether each component group belonged to the same
radio source. One hundred and eleven components were
joined together into 48 multiple-component sources, gen-
erating the source catalogue of 6287 sources. Out of these,
1626 (25.9%) are resolved. The source catalogue was cross-
matched to the SUMSS 843 MHz catalogue to examine the
spectral indices of the SUMSS sources with S843MHz > 6
mJy. A survival analysis of all 6287 ATCA XXL-S sources
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Table 3. 2.1 GHz source counts for XXL-S. The columns are: flux density interval ∆S, median flux density Smed of the sources in
∆S, number of sources detected N, number of sources after the completeness and flux density boosting corrections have been applied
Ncorr, corrected differential source counts dNcorr/dS, and corrected normalised source counts (dNcorr/dS)/S−2.5 with uncertainties.
∆S Smed N Ncorr dNcorr/dS (dNcorr/dS)/S−2.5
(mJy) (mJy) (Jy−1 sr−1) (Jy1.5 sr−1)
0.250-0.321 0.282 859 1022 2.14e+09 2.85 ± 0.18
0.321-0.412 0.362 760 762 1.35e+09 3.35 ± 0.18
0.412-0.529 0.462 638 677 8.15e+08 3.73 ± 0.15
0.529-0.679 0.597 533 550 5.16e+08 4.49 ± 0.19
0.679-0.871 0.763 383 390 2.85e+08 4.59 ± 0.24
0.871-1.118 0.985 350 350 1.99e+08 6.06 ± 0.33
1.118-1.435 1.246 273 273 1.21e+08 6.64 ± 0.40
1.435-1.842 1.645 221 221 7.64e+07 8.40 ± 0.56
1.842-2.364 2.078 185 185 4.99e+07 9.81 ± 0.72
2.364-3.035 2.688 165 165 3.46e+07 12.98 ± 1.01
3.035-3.895 3.406 109 109 1.78e+07 12.07 ± 1.16
3.895-5.000 4.365 104 104 1.33e+07 16.69 ± 1.64
5.000-6.418 5.695 102 102 1.01e+07 24.78 ± 2.45
6.418-8.238 7.195 89 89 6.88e+06 30.23 ± 3.20
8.238-10.574 9.532 58 58 3.50e+06 31.01 ± 4.07
10.574-13.572 12.095 57 57 2.68e+06 43.06 ± 5.70
13.572-17.421 15.397 56 56 2.05e+06 60.26 ± 8.05
17.421-22.361 19.278 40 40 1.14e+06 58.82 ± 9.30
22.361-28.701 25.517 32 32 7.10e+05 73.89 ± 13.06
28.701-36.840 32.531 25 25 4.32e+05 82.53 ± 16.51
36.840-47.287 42.031 26 26 3.50e+05 126.89 ± 24.88
47.287-60.696 52.593 23 23 2.41e+05 153.17 ± 31.94
60.696-77.908 69.515 17 17 1.39e+05 177.15 ± 42.96
77.908-100.000 85.291 16 16 1.02e+05 216.60 ± 54.15
found a median spectral index of α = −0.75. Finally, the 1.4
GHz differential radio source counts corrected for complete-
ness and flux density boosting were produced and overall
are in excellent agreement with the other 1.4 GHz surveys
presented. Future work includes cross-matching the radio
sources to the multiwavelength data available for XXL-S
and constructing separate RLFs for the HERGs and LERGs
in the field.
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Fig. 18. 2.1 GHz source counts for XXL-S (black triangles). The 1.4 GHz source counts, obtained by using a spectral index of α
= −0.75 for each source, are shown as red circles for comparison to other 1.4 GHz surveys: VLA-COSMOS 1.4 GHz (Bondi et al.
2008), ATESP (Prandoni et al. 2001), HDFS (Huynh et al. 2005), FIRST (White et al. 1997), VLA-COSMOS 3 GHz converted
into 1.4 GHz (Smolcˇic´ et al. 2017), and the pilot XXL-S survey converted into 1.4 GHz (XXL Paper XI).
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Table A.1. Central frequencies, robust values and image radii
for the seven 256-MHz-wide sub-bands.
Central frequency Robust parameter Image radius
(MHz) (arcmin)
1460 -2.0 31.6
1716 -2.0 27.8
1972 -0.3 25.0
2228 0.0 22.5
2484 0.15 20.1
2740 0.3 18.1
2996 0.4 16.5
Appendix A: sub-band imaging analysis
As mentioned in Section 2.4, the primary beam response,
synthesised beam size, and flux densities of most sources
vary significantly from 1.1 to 3.1 GHz. Therefore, an im-
provement in the quality of the data was sought by us-
ing UVSPLIT to divide the 2 GHz bandwidth into eight
256-MHz-wide sub-bands from 1076-3124 MHz and com-
bining those sub-bands together. This approach has been
used with 2-4 GHz VLA data (Novak et al. 2015; Smolcˇic´
et al. 2015) and was also adopted for the pilot data (XXL
Paper XI). The 1076-1332 MHz sub-band was thrown out
due to high RFI contamination, so seven sub-bands were
used in the analysis. The steps to image every pointing in
each of these seven sub-bands were identical to those for
the full-band, with the following exceptions: different ro-
bust parameters, different image dimensions corresponding
to the radii at which the primary beam responses were ∼8%
for the given central frequencies, a SELFCAL interval of 0.33
minutes (which was found to minimise the image artefacts
around bright sources), and a different CONVOL beam size of
6.7′′ × 5.5′′ with a position angle of 3.09◦. Different robust
parameters were necessary for making the synthesised beam
sizes for each sub-band as similar as possible before con-
volving the images. Table A.1 lists the central frequencies,
robust parameters and the radii the individual pointings
were imaged out to for each sub-band.
Once each pointing was imaged in each sub-band, LIN-
MOS was used to combine and mosaic all the images to-
gether. An Sint/Sp vs S/N plot was made for this sub-band
combined mosaic, which is shown in Figure A.1. This plot
shows a clear downward trend in Sint/Sp with decreasing
S/N. This effect showed up in the individual sub-band mo-
saics as well (not just the one with all the sub-bands com-
bined), indicating that the fractional bandwidth was not
the cause of the problem. If this trend was not eliminated,
the integrated flux densities would have a very large nega-
tive bias and it would not be possible to reliably determine
which sources are resolved and which ones are not.
Therefore, a number of tests were executed in an at-
tempt to remove the trend. The tests were:
1. Tapering the visibilities in each sub-band uv data file
in the INVERT step of the imaging in order to achieve
similar beam sizes.
2. Imaging the full-band data first, splitting the full-band
uv data into the seven sub-bands with UVSPLIT, and
then cleaning each sub-band down to 6σ using the pa-
rameters listed in Table A.1.
3. Using the same image radius for all sub-bands.
4. Restoring the clean component models with the average
beam size for each sub-band.
Fig. A.1. Sint/Sp vs S/N plot for the sub-band combined mosaic.
There is a clear systematic in Sint/Sp that was not possible to
eliminate. This trend also appeared in the individual sub-band
mosaics, indicating that fractional bandwidth was not the cause.
All of these tests had some effect on the shape of the Sint/Sp
vs S/N plot, but none were able to completely eliminate
the trend in a way that reproduced the Sint/Sp vs S/N
plot for the full-band. Test 4 came the closest to flattening
the trend, but implementing it would have resulted in the
cleaned sources having a different resolution to the noise,
rendering source extraction unreliable.
Furthermore, the sub-band images have larger rms noise
values due to the smaller number of channels (i.e. less uv
coverage), and therefore it is not possible to clean as deeply
in the sub-band as it is in the full-band. This results in fewer
sources being included in the clean component model for
the individual images. When the images are combined into
the mosaic, the noise floor is decreased, allowing some un-
cleaned sources (i.e. sources not included in the clean model
for individual pointings) to rise above the detection thresh-
old of the source extractor. These uncleaned sources have
been convolved with the dirty beam, not the clean beam,
and yet remain in the final mosaic image. For a given flux
density, therefore, there would be discrepancies between the
sizes of uncleaned sources and their corresponding sizes if
they had been cleaned, and the discrepancies would increase
with decreasing S/N. This effect is the probable cause of
the trend in the sub-band combined Sint/Sp vs S/N plot.
In addition, using the sub-band combined mosaic would
have decreased the overall sensitivity of the source extrac-
tion process. The peak rms noise value contained in the
sub-band combined mosaic (σ ≈ 55 µJy) is higher than
the full-band’s by about 50%. Consequently, the full-band
mosaic was chosen for source extraction because there was
no systematic in the flux densities of the sources and be-
cause of its greater sensitivity to cleaned sources near the
5σ detection threshold.
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