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Abstract
An effective method to compute a presentation of Tork(M,N) for
modules on a not necessarily commutative algebra is proposed.
Introduction
Unlike Extk(M,N) (see [4] for an algorithm when the base ring R is a
commutative algebra and [1] when R is a PBW algebra), there are not
known effective methods to compute Tork(M,N) for a pair of R-modules
M and N .
In this note, we propose an algorithm to compute a presentation of
Tork(M,N) when R is a Poincare´-Birkhoff-Witt algebra (PBW algebra for
short; see [1, 2, et.al.] for a definition and examples, including the Weyl
algebras, universal enveloping algebras of Lie algebras, the quantum plane,
algebras of quantum matrices and other iterated Ore extensions, etc.). Since
in general Tork(M,N) is just an abelian group when M and N are left R-
modules, we ask for a two-sided structure on M . WhenM is an R-bimodule
then Tork(M,N) is a left R-module. We show that if, in addition, M is
finitely generated and N is a finitely generated left R-module, then effective
techniques involving Gr¨obner bases may be used to compute Tork(M,N) for
any k ≥ 0.
Besides the standard algorithm to compute (left) syzygies, the ingredi-
ents of our method, are
• an algorithm for computing a free resolution of the left R-module N
given a finite system of generators of N . Such an algorithm may be
found in [2];
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• a finite presentation of the R-bimodule M . Using the syzygy bimod-
ule described in [3], we show below a method for computing such a
presentation when M is a centralizing R-bimodule and a finite system
of two-sided generators of M is given;
• theorem 2.2;
Our algorithm, described in detail in 2.3, follows the lines of [1].
1 Preliminaries
This section is devoted to fixing notation and describing some isomorphisms
which will be used later.
Let M be an R-bimodule.
For all s ≥ 1, the map α :M s −→M⊗RR
s; α(f1, . . . , fs) =
∑s
i=1 fi⊗ei,
where {e1, .., es} is the canonical basis of R
s, is an isomorphism of left R-
modules.
Indeed, α is the composition of the isomorphisms
M s −→ (M ⊗R R)
s −→ M ⊗R R
s
(f1, . . . , fs) 7→ (f1 ⊗ 1, . . . , fs ⊗ 1) 7→
∑s
i=1 fi ⊗ ei.
(1)
On the other hand, if A is a subbimodule of Rm and B is a left submodule
of Rs, then
β : (Rm ⊗R R
s)/T −→ (Rm/A)⊗R (R
s/B)
(f ⊗ g) + T 7→ (f +A)⊗ (g +B),
(2)
where T = Rm ⊗B + A⊗R R
s, is an isomorphism of left R-modules.
Furthermore, if {a1, . . . , ar} is a generator system of A such that A =
Ra1+ · · ·+Rar = a1R+ · · ·+ arR and {b1, . . . , bt} is a generator system of
B as a left R-module, then
{ai ⊗ bj / 1 ≤ i ≤ r, 1 ≤ j ≤ t}
is a generator system of A ⊗R B as a left R-module, since for all a =
2
∑r
l=l plal ∈ A and b =
∑t
j=1 p
′
jbj ∈ B with pl, p
′
j ∈ R,
a⊗ b =
∑
j,l
plal ⊗ p
′
jbj
=
∑
j,l
pl(alp
′
j)⊗ bj
=
∑
j,l
pl(
r∑
i=1
pjli ai)⊗ bj
=
∑
i,j,l
plp
jlai ⊗ bj.
¿From here on, let 0→ L→ Rm
pM→ M → 0 be a finite presentation of the
R-bimodule M , and let H = {h1, . . . , hr} ⊆ R
m be a two-sided generator
system of L in such a way that L = RH = HR (e.g., H is a two-sided
Gro¨bner basis of L).
Remark 1.1. If M is a centralizing bimodule, such a presentation may be
computed as follows. Recall that the R-bimoduleM is said to be centralizing
if M is generated as a left R-module (or equivalently, as a right R-module)
by its centralizer
CenRM = {m ∈M ; rm = mr,∀ r ∈ R}.
Let R be a PBW algebra and M an R-bimodule. In [3] we define the syzygy
bimodule of {m1, . . . ,ms} ⊆ M as the kernel of the morphism of left R
env-
modules (Renv)s −→ M ; ei 7−→ mi, where R
env is the enveloping algebra
R⊗Rop. We also provide an algorithm to compute the syzygy bimodule of
{m1, . . . ,ms} .
If the R-bimodule M is centralizing, say generated by {m1, . . . ,ms} ∈
CenRM , then the syzygy bimodule is (m
s)−1L, where ms : (Renv)s −→ Rs is
given by m(f ⊗ g) = fg and L is the kernel of the epimorphism pM : R
s −→
M . In that case, if G is a (left) Gro¨bner basis of the syzygy bimodule, then
H = ms(G) \ {0} is a two-sided Gro¨bner basis of L (cf. [3, thm. 7]).
If N is a left R-module and 0→ B→Rs→N → 0 is a presentation of N ,
then the map
γ : Rms/α−1(T ) −→ M ⊗R N
eij + α
−1(T ) 7−→ pM (e
′
j)⊗ pN (ei)
(3)
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is an isomorphism of left R-modules, where T = Rm ⊗R B + L⊗R R
s, and
{e1, . . . , es}, resp. {e
′
1, . . . , e
′
m}, resp. {e11, . . . , e1m, . . . , es1, . . . , esm} are the
canonical bases of Rs, resp.Rm, resp.Rms = (Rm)s, being eij = (0Rm , . . . ,
i
e′j
, . . . , 0Rm).
Indeed, γ is the composition of isomorphisms
Rms/α−1(T )
α¯
−→ (Rm ⊗R R
s)/T
β
−→ (Rm/L)⊗R (R
s/B)
p¯M⊗p¯N−→ M ⊗R N
where α¯, resp. ¯pM , resp. p¯N is obtained by factoring α : R
ms −→ (Rm ⊗R
Rs)/T , resp. pM : R
m −→M , resp. pN : R
s −→ N through the quotient.
Moreover, if {g1, . . . , gt} is a generator system of B as a left R-module,
with gk = (gk1, .., gks), then
{ (e′jgk1, . . . , e
′
jgks) } 1≤k≤t
1≤j≤m
∪ { (0Rm , . . . ,
i
hl, . . . , 0Rm) } 1≤i≤s,
1≤l≤r
(4)
is a generator system of α−1(T ) = α−1(Rm ⊗R B) + L
s as a left R-module,
since
{ e′j ⊗ gk } 1≤j≤m,
1≤k≤t
∪ { hl ⊗ ei } 1≤l≤r,
1≤i≤s
is a generator system of T = Rm ⊗R B + L⊗R R
s and
α−1(T ) = α−1(Rm ⊗R B) + α
−1(L⊗R R
s)
= α−1(Rm ⊗R B) + L
s
= R〈 α
−1(e′j ⊗ gk), α
−1(hl ⊗ ei) 〉i,j,k,l
= R〈 (gk1e
′
j , . . . , gkse
′
j), (0Rm , . . . ,
i
hl, . . . , 0Rm) 〉i,j,k,l.
2 Computing Tork(M,N)
Now, let R = k{x1, . . . , xn; Q,Q
′,} be a left PBW ring and N a finitely
generated left R-module. Let
· · ·
∂k+1
−→ Rsk
∂k−→ Rsk−1 −→ · · ·
∂1−→ Rs0
∂0−→ N −→ 0 (5)
be a free resolution of N , where ∂k is the matrix

gk1
...
gksk


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with gki = (g
k
i1, . . . , g
k
isk−1
) ∈ Rsk−1 for k ≥ 1 and 1 ≤ i ≤ sk (an algorithm
to compute it may be found in [2, chapter 6]).
In this section we show a method for computing Tork(M,N) when M
is a finitely presented R-bimodule, i.e., we show how to compute the k-th
homology module of the complex
· · ·
1M⊗∂k+1
−→ M ⊗R R
sk 1M⊗∂k−→ · · ·
1M⊗∂1−→ M ⊗R R
s0 −→ 0. (6)
Remark 2.1. The case k = 0 may be treated apart, since Tor0(M,N) ∼=
M ⊗R N .
We start with the presentations 0 → L → Rm→M → 0 and 0 →
ker ∂0 → R
s0→N → 0 of the R-bimodule M , resp. of the left R-module
N .
Since {g11 , . . . , g
1
s1
} is a generator system of ker ∂0 = im ∂1 as a left R-
module and
γ : Rms0/(α−1(Rm ⊗R ker ∂0) + L
s0) −→ Tor0(M,N),
as in (3) is an isomorphism of left R-modules, we completely describe a
presentation of Tor0(M,N) by giving the generator system
{ (e′jg
1
l1, . . . , e
′
jg
1
ls0
) } 1≤l≤s1,
1≤j≤m
∪ { (0Rm , . . . ,
i
hl, . . . , 0Rm) } 1≤i≤s0,
1≤l≤r
of α−1(Rm⊗R ker ∂0)+L
s0 , where {h1, . . . , hr} is a two-sided Gro¨bner basis
of M (see (4)).
Let us return to the general case. Consider again the presentation 0 →
L→ Rm
pM→ M → 0 of the R-bimodule M and the free resolution (5) of N .
For all k ≥ 1, let dk = γ
−1
k−1 ◦ (1M ⊗ ∂k) ◦ γk, where γk : R
msk/Lsk −→
M ⊗R R
sk is the isomorphism defined as in (3) with N = Rsk .
Clearly, the complex
· · · −→ Rmsk/Lsk
dk−→ Rmsk−1/Lsk−1
dk−1
−→ · · ·
d1−→ Rms0/Ls0 −→ 0 (7)
is isomorphic to the one in (6), so Tork(M,N) may be computed as the
homology of (7).
By definition, for all 1 ≤ i ≤ sk, 1 ≤ j ≤ m,
dk(eij + L
sk) = γ−1k−1(1M ⊗ ∂k) γk(eij + L
sk)
= γ−1k−1((1M ⊗ ∂k) (pM (e
′
j)⊗ ei))
= γ−1k−1(pM (e
′
j)⊗ (g
k
i1, . . . , g
k
isk−1
))
= (gki1e
′
j , . . . , g
k
isk−1
e′j) + L
sk−1 .
(8)
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Let d˜k : R
msk −→ Rmsk−1 be the block-built matrix
Ak =


gk11Im · · · g
k
1sk−1
Im
...
...
gksk1Im · · · g
k
sksk−1
Im

 ∈ Mmsk×msk−1(R),
where Im denotes the m × m-identity matrix. Since Ak is built of blocks
which are elements of R times the identity matrix, we have d˜k(L
sk) ⊆ Lsk−1 ,
and the diagram
Rmsk
pik
//
d˜k

Rmsk/Lsk
dk

Rmsk−1 pik−1
// Rmsk−1/Lsk−1
is commutative.
The above discussion proves the following result:
Theorem 2.2. With the previous notation, for all k ≥ 1
1. ker dk = ker pik−1d˜k/L
sk ;
2. im dk = im pik−1d˜k ⊆ R
msk−1/Lsk−1 is generated by
{(gki1e
′
j , . . . , g
k
isk−1
e′j) + L
sk−1} 1≤i≤sk
1≤j≤m
as a left R-module (note that (gki1e
′
j, . . . , g
k
isk−1
e′j) is the (j+m(i−1))-th
row of Ak);
3. Tork(M,N) ∼= ker dk/im dk+1 = ker pik−1d˜k/(R〈rows of Ak+1〉+ L
sk).
Remark 2.3. To compute Tork(M,N) we start with a finite presentation
0→ L→ Rm
pM→ M → 0 of the R-bimodule M (say, e.g., we have computed
a two-sided Gro¨bner basis {h1, . . . , hr} ⊆ R
m of the R bimodule L) and a
free resolution of the left R-module N as (5).
The matrix Ak is block-built as above, using the matrix
∂k =


gk1
...
gksk

 .
The set { (0Rm , . . . ,
i
hl, . . . , 0Rm) }
sk,r
i,l=1 is a generator system (in fact, it is
a two-sided Gro¨bner basis when {h1, . . . , hr} so is) of L
sk as an R-bimodule.
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Then, we compute the kernel of pik−1d˜k : R
msk −→ Rmsk−1/Lsk−1 using
syzygies. Indeed (see [1]), let Hk be the matrix
Hk =
(
Ak
A′k
)
∈ M(msk+rsk−1)×msk−1(R),
where A′k is the matrix whose rows are the generators of L
sk−1 as a left
R-module. Then, if
Syzl(Hk) = R〈p1, ..., pl〉, with pi = (p
′
i, p
′′
i ) ∈ R
msk ×Rrsk−1 ,
then ker pik−1d˜k = R〈p
′
1, ..., p
′
l〉.
Example 2.4. Let R = U(sl(2)), the universal enveloping algebra of the
Lie algebra of traceless 2 × 2-matrices, where k = C (or k = Q). We
know (see, e.g., [2]) that R is the PBW algebra k{x, y, z; Q ω} with Q =
{ yx− xy + z, zx− xz − 2x, zy − yz + 2y } and, say, ω = (1, 2, 2).
Let N = R2/B, where B is the left R-module generated by
g1 = (y
3, x), g2 = (y, xz), g3 = (0, xy
2z − 2yz2 + 2yz − x).
The left syzygy module Syzl(g1, g2, g3) is generated by g = (1,−y
2, 1) ∈ R3,
and hence
0 −→ R
δ1−→ R3
δ0−→ N −→ 0, (9)
where ∂0 =

 g1g2
g3

 and ∂1 = (g), is a free resolution of N .
Let L be the R-bimodule generated by {(C, 1), (1, C)}, where C is the
Casimir element z2/2+ 2xy− z (a well known central element of U(sl(2))),
and let M = R2/L.
For all k ≥ 2 we have Tork(M,N) = 0, as the free resolution (9) of N
has length 2.
For k = 0, we have (see 2.1) Tor0(M,N) ∼= R
6 / (α−1(R2 ⊗R B) + L
3),
and
{ (1, 0,−y2, 0, 1, 0) , (0, 1, 0,−y2, 0, 1) , (C, 1, 0, 0, 0, 0) , (0, 0, C, 1, 0, 0) ,
(0, 0, 0, 0, C, 1) , (1, C, 0, 0, 0, 0) , (0, 0, 1, C, 0, 0) , (0, 0, 0, 0, 1, C) }
is a generator system of α−1(R2 ⊗R B) + L
3 as a left R-module.
For k = 1, we have Tor1(M,N) ∼= ker(pi0d˜1) / (R〈rows of A2〉+ L), but
in this particular example A2 = 0 since ∂2 = 0.
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As pointed out in 2.3, ker pi0d˜1 is obtained from the left syzygy module of
the rows of
A1 =
(
1 0 −y2 0 1 0
0 1 0 −y2 0 1
)
and the generators of L3. Indeed, by picking up just the first two components
of each element of the generator system
{(z2 + 4xy − 2z, 2,−2, 2y2,−2, 0, 0, 0) ,
(1, z2/2 + 2xy − z, 0, 0, 0,−1, y2 ,−1) ,
(8xy − 4z,−4z4 − 4xyz2 + 2z3 + 4,−4, 4y2,−4, 2y2,
−2y2z2 + 16y2z − 32y2, 2z2)}
of the left syzygy module, we obtain the generator system
{ (2C, 2) , (1, C) , (8xy − 4z,−z4 − 4xyz2 + 2z3 + 4) }
of ker pi0d˜1. Therefore, Tor1(M,N) ∼= ker pi0d˜1/L = 0, since (8xy−4z,−z
4−
4xyz2 + 2z3 + 4) ∈ L (one may check this out by dividing the element by a
two-sided Gro¨bner basis of L).
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