Abstract. We consider a large class of convex circular domains in M m 1 ,n 1 (C) × . . . × M m d ,n d (C) which contains the oval domains and minimal balls. We compute their Bergman and Szegő kernels. Our approach relies on the analysis of some proper holomorphic liftings of our domains to some suitable manifolds.
1. Introduction. The use of the Bergman projection plays an important role in the study of proper holomorphic mappings. See Bell [B] or Ligocka [L] . In this paper we shall conversely make use of proper holomorphic mappings to compute Bergman and Szegő kernels. We consider a large class of circular domains in M m 1 ,n 1 (C) × . . . × M m d ,n d (C) which contains the generalized oval domains considered in [D'A1] , [D'A2] , [FH1] and [FH2] and the minimal ball introduced in [HP] . We compute their Bergman and Szegő kernels. Our method consists in associating to a domain in our class an appropriate proper holomorphic lifting in which good analysis can be developed. Then we use a suitable operator to deduce the Bergman and Szegő kernels of the domain from those of its proper holomorphic lifting.
If p and q are two positive integers we denote by M p,q (C) the pq-dimensional complex vector space of all (p × q)-matrices with complex coefficients. If Z = (z jk ) 1≤j≤p;1≤k≤q is an element of M p,q (C), we set |Z| := Note that for n = (1, . . . , 1) the domain Ω describes, as a and m vary, the class of generalized oval domains considered in [D'A1] , [D'A2] , [FH1] and [FH2] .
Note also that for d = a = m = 1, Ω is just the minimal ball R * in C n introduced by Hahn and Pflug [HP] .
In what follows, we denote by j 0 the number of those n j 's that are equal to 1. If j 0 ≥ 1, we may assume without loss of generality that n 1 = . . . = n j 0 = 1 and n j ≥ 2 for j = j 0 + 1, . . . , d.
For each s > −1, we set dv s (Z) := (1 − (Z)) s dv (Z) , where v denotes the normalized Lebesgue measure on Ω. Let A 2 s (Ω) be the Hilbert space of all holomorphic functions on Ω which are square integrable with respect to the measure dv s (Z) and denote by K s,Ω (Z, W ) its reproducing kernel.
If S is an arbitrary non-empty set, we let S m denote the set of all finite multi-sequences t = (t jl ) l=1,...,m j ;j=1,...,d where the entries t jl are elements of S. Let N 0 denote the set of all non-negative integers. We use the notation for k = (k jl ) 1≤l≤m j ;1≤j≤d ∈ N m 0 and t = (t jl ) 1≤l≤m j ;1≤j≤d ∈ C m . We also consider the action of C m on itself given for t = (t jl ) and u = (u jl ),
, and set t 2 := tt.
where
We also consider the differential operator D = D(m, n, a) acting on functions
Next, consider the product group Λ :
If f (t) is a smooth function defined on the ball
Then for each t the partial function f (t, ·) is invariant under the group Λ so that there is a unique function Lf that satisfies
Moreover, the mapping L : f → Lf is linear.
Remark 1.1. The operator L maps polynomials to polynomials and rational functions to rational functions. This can be checked directly by induction.
We shall see that the series G s (x) converges for |x| < 1. Finally, we set 
. . .
We shall establish the following Theorem A. For each s > −1, the weighted Bergman kernel of Ω = Ω a,m,n is given by the formula
The latter product is understood in the sense of (1.2).
Remark 1.2. 1) As a consequence of Theorem A, we obtain an explicit formula for the weighted Bergman kernel for oval domains (see [D'A1] ) and the minimal ball (see [OPY] and [MY] ).
2) Using the same argument as in [FH1] and [FH2] , we can rewrite (1.5) in terms of the Appel hypergeometric function in several variables so that by Remark 1.1, the Bergman kernel
where r is a positive number and
induces a boundary measure σ on ∂Ω given by the formula
We denote by A(Ω) the space of all continuous functions f on the closure Ω of Ω such that f is holomorphic on Ω. We define the Szegő kernel of Ω to be the kernel function S Ω : Ω × Ω → C that satisfies the following:
One of the main purposes of this paper is to compute the Szegő kernel S Ω (Z, W ). More precisely, we shall prove the following Theorem B. The Szegő kernel of Ω is given by the formula
Corollary C. The Szegő kernel of B * is given by the formula 
We denote by A 
Some integral and summation formulas.
We use the notations of Section 1. We let m = (m 1 , . . . , m d ), n = (n 1 , . . . , n d ) and a = (a 1 , . . . , a d ) be as in the introduction. We set
induces a boundary volume form φ on ∂E a,m given by the formula
Then we have the following
,
Proof. To prove the first part of the lemma we use integration in polar coordinates in several variables and Lemma 1 of [D'A2] . The second part follows from the first one and identity (2.1).
If p is a non-negative integer and q is a positive integer, let
with the understanding that N (0, 1) := 2.
Lemma 2.2. Let R s be the function given by (1.5) and let
Then
Proof. First observe that in view of Lemma 2.1 we have
This fact, combined with the multinomial theorem, yields
where u is the function in d
. This proves the first equality in the lemma. The proof of the second equality follows in an analogous manner.
Preparatory results.
First assume that d = 1 and let m = m 1 and n = n 1 be positive integers. In this case, for z, ξ ∈ C n+1 , we have
We set Γ n := {z ∈ H n : |z| = 1}. Then O(n + 1, R) acts transitively on Γ n and thus there is a unique O(n + 1, R)-invariant probability measure µ n on Γ n induced by the Haar measure of O(n + 1, R). If k and l are two non-negative integers with k = l and if f and g are holomorphic polynomials on C n+1 such that f is k-homogeneous and g is l-homogeneous, then for all ξ ∈ H n we have the identities
The latter formulas were established [I] , [W] and [MY] for n ≥ 2. For n = 1, they can be checked by direct computation since in this case we have
and the measure µ 1 is given by
As observed in [OPY] , when n ≥ 2, there is a unique (up to a multiplicative
We set α 1 (z) := dz 1 . It was proved in [MY] that the form α n (z) ∧ α n (z) contracted with the vector field z → z induces an
for all elements X of the (2n−1)-fold tangent space to Γ n at z. Furthermore, a little calculation shows that both forms α n ∧ α n and ω n are also S 1 -invariant. In addition, if ω n (Γ n ) := Γ n ω n (ξ), then the measure µ n and the forms α n and ω n are related by the formula
which holds for all compactly supported C ∞ -functions f on H n . This formula, combined with the fact that the forms α n ∧α n and ω n are S 1 -invariant, implies that the measure µ n is also S 1 -invariant, and hence S 1 ·SO(n+1, R)-invariant.
Lemma 3.1. Let k, l ∈ Z be such that k = l. Assume that f and g are two holomorphic functions on H n such that f is k-homogeneous and g is l-homogeneous. Then
Proof. We distinguish two cases. First assume n ≥ 2. Notice that in this case the complex space X := H n ∪ {0} is normal. In fact, 0 is the only singular point of X, and this singularity is normal in view of [Wh, Theorem 1B(d), p. 251] . Therefore, both f and g are holomorphic on X so that by homogeneity f g vanishes identically for k < 0 or l < 0. This, combined with (3.1), shows that the lemma holds for n ≥ 2.
It remains to prove the lemma for n = 1. In this case 
is the lth row of Z(j). Then we define (t Z)(j) to be the m j × (n j + 1)-matrix whose lth row is (t Z) l (j) and put
Here the power t k is understood in the sense of (1.1). We denote by H m,n the 
Using the coordinates Z = t W , where t ∈ ]0, ∞[ m with t jl := |Z l (j)| and W ∈ Γ m,n , and applying (3.3) we see that = (a 1 , . . . , a d ) with a 1 ≥ 1, . . . , a d ≥ 1, and set
Let φ(t) denote the volume form on ∂E a,m given by (2.1) and consider the volume form ϑ on ∂M given in the coordinates Z = t W by
The form ϑ induces a probability measure µ on ∂M given for all continuous functions f on ∂M by
provided that the integrals make sense.
Proof. Follows from (2.1), (3.4), (3.5) and (3.6). (
where C(k, s) and D(k) are given in Lemma 2.2.
Proof. We may assume that s = 0. For k ∈ Z m , let Λ k denote the set of all β = (β jl ) with β jl ∈ Z n j and |β jl | = k jl for all j = 1, . . . , d and l = 1, . . . , m j . Observe that the space P k (H m,n ) is the linear span of the monomials
Therefore, it suffices to prove the lemma for f = f β and g = g β where
. . , d} and l ∈ {1, . . . , m j } such that β jl = β jl so that by Lemma 3.1 we see that
Now by Lemma 3.2 we see that
To prove part (2), observe by (3.1) and (3.3) that if β ∈ Λ k , then
This shows that
This fact, combined with (3.4), implies that
Thus by Lemma 3.2 we have
The Bergman and Szegő kernels of M. For s > −1 set
We denote by L p s (M) the space of holomorphic functions that satisfy
and by A 
We shall see below that H p (M) can be identified with a closed subspace of L p (∂M, µ) and thus is a Banach space.
where the series is convergent uniformly on compact sets of the domain
Proof.
Step 1. First note that if n 1 ≥ 2, . . . , n d ≥ 2, then the conclusion of the proposition holds for any holomorphic function f on M. Indeed, set
Then X is a complex space which is the zero set of the
Moreover, X is of constant dimension d j=1 m j n j and its set of singular points is [Wh, Theorem 1B(d ) , p. 251] we see that Z is a normal singular point in X. On the other hand, the set of regular points of X is precisely the manifold M and of course consists of normal points. It follows that X is a normal complex space. By the second Riemann removable singularity theorem (see [KK, pp. 307] ) every holomorphic function f on M can be extended uniquely to a holomorphic function f in X. Since B m,n,a is a domain of holomorphy the proposition follows from the Oka-Cartan Theorem B.
Step 2. Consider now the situation where j 0 ≥ 1. If Z ∈ H m,n is fixed and if r = (r jl ) l=1,...,m j ;j=1,...,d is a finite sequence of positive numbers we set
We choose the r jl 's sufficiently small so that for all λ ∈ ∆ m,n we have λ Z ∈ M. Then λ → λ Z maps continuously ∆ m,n into M and is holomorphic on the interior of ∆ m,n . Consider the function
The function ϕ Z has a Laurent series expansion of the form
where f k : H m,n → C is a k-homogeneous holomorphic function which is independent of the choice of r = (r jl ) l=1,...,m j ;j=1,...,d . Indeed, f k is given only in terms of f by
In particular, if Z ∈ M, then we can choose r jl = 1 so that by (4.3) we have
This implies that if
where the latter equality holds because Θ s is (S 1 ) m -invariant. If we choose r jl ∈ ]0, 1[ sufficiently small so that λ Z ∈ M for all λ ∈ ∆ m,n and Z ∈ Γ m,n , then we have
This shows that if f k does not vanish identically on H m,n , then
which in turn implies that k jl ≥ 0 provided n j = 1. If we fix j 0 variables
. Now the same reasoning as in Step 1 implies that g k is the restriction of a holomorphic function in the domain in
. Now by homogeneity of g k we see that g k vanishes identically provided that k jl < 0 for some j, l. This proves that f k vanishes identically for k ∈ Z m \N m 0 . By the Parseval equality we see that if Z ∈ M, then
The homogeneity of the polynomials f k and the Cauchy-Schwarz inequality now show that the series k∈N m |f k (Z)| converges uniformly on compact subsets of M, which completes the proof of the proposition. 
where R s is the function defined in (1.5).
Proof. Putting together Proposition 4.1 and the identities in Lemma 3.3, we obtain
where the direct sum is orthogonal with respect to the inner product of A 2 s (M). Thus each f ∈ A 2 s (M) is the sum of a series of holomorphic poly- (s, k) be the coefficients appearing in Lemma 2.2. By Lemma 3.3 we have
where the latter equality holds in view of Lemma 2.2.
Theorem 4.3. The Szegő kernel of M is given by the formula
Proof. We use the same argument as in the proof of Theorem 4.2.
An operator between function spaces on M and function spaces on
Then F is a proper holomorphic mapping of degree 2 |m| which induces a proper mapping (denoted again by F ) from M onto Ω \ V 0 and from ∂M onto ∂Ω \ V 0 . In addition, the branching locus W of F is given by
where Q jl (Z) is the (n j + 1)th component of the row Z l (j) of the matrix Z(j). In addition, the image F (W) is given by
The mapping F has card(Λ) local inverses (U ε ) ε∈Λ , where the local inverse mapping U ε , ε = (ε jl ) ∈ Λ, is defined locally for Z = (Z(1) 
where W (j) is the (m j × (n j + 1))-matrix whose rows are given in terms of the rows Z l (j) and ε by
In addition, a little computing shows that
Let Σ be the set of all boundary points
. Using the parametrization (1.5) we see that the form dV (Z) induces a volume form η on Σ by the formula
In addition, we have
for all compactly supported continuous functions f on ∂Ω.
is the weighted Bergman projection with respect to the measure dv s (W ) .
Proof. We first observe that the lemma holds for holomorphic functions.
s (M) and thus (5.5) holds at f . Next, we show that (5.5) also holds when f is orthogonal to holomorphic functions.
let w jlp be the entry of the matrix W (j) corresponding to the lth row and pth column. Let ∂ jlp := ∂/∂w jlp be the holomorphic derivative with respect to the variable w jlp and set 
Proof. In view of Lemma 5.5 it is sufficient to prove that the diagram (n j + 1)
, where the latter equality holds because of (5.10). This shows that
(n j + 1)
.
This completes the proof.
Finally, Corollary C can be proved using Theorem B and the same calculation as in the proof of [OPY, Theorem, .
