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ABSTRACT
The large-scale structure of the universe can only be observed via luminous tracers of the dark
matter. However, the clustering statistics of tracers are biased and depend on various proper-
ties, such as their host-halo mass and assembly history. On very large scales this tracer bias
results in a constant offset in the clustering amplitude, known as linear bias. Towards smaller
non-linear scales, this is no longer the case and tracer bias becomes a complicated function of
scale and time. We focus on tracer bias centred on cosmic voids, depressions of the density
field that spatially dominate the universe. We consider three types of tracers: galaxies, galaxy
clusters and AGN, extracted from the hydrodynamical simulation Magneticum Pathfinder. In
contrast to common clustering statistics that focus on auto-correlations of tracers, we find that
void-tracer cross-correlations are successfully described by a linear-bias relation. The tracer-
density profile of voids can thus be related to their matter-density profile by a single num-
ber. We show that it coincides with the linear tracer bias extracted from the large-scale auto-
correlation function and expectations from theory, if sufficiently large voids are considered.
For smaller voids we observe a shift towards higher values. This has important consequences
on cosmological parameter inference, as the problem of unknown tracer bias is alleviated up
to a constant number. The smallest scales in existing datasets become accessible to simpler
models, providing numerous modes of the density field that have been disregarded so far, but
may help to further reduce statistical errors in constraining cosmology.
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1 INTRODUCTION
In the present standard cosmological model the large-scale struc-
ture of the Universe forms in a hierarchical process that begins
with the gravitational collapse of overdense fluctuations of the mat-
ter density field into virialised and gravitationally bound objects,
known as dark matter haloes. Such objects provide the potential
wells in which baryons can cool and condense to create galax-
ies that are now observed in the sky (Peebles 1980). The under-
standing of modern cosmology and structure formation is thereby
deeply connected to the statistical properties of dark matter haloes
and their hosted galaxies, which represent the final stage of the
evolution of primordial fluctuations and can be directly observed
and used to constrain theory. Studying the clustering properties of
galaxies, it was discovered that they do not precisely mirror the
? gpollina@usm.lmu.de
clustering of the bulk of the dark matter distribution: such evidence
brought Kaiser (1984) to introduce the concept of galaxy bias to
indicate that galaxies are biased tracers of the underlying matter
density field. Kaiser (1984) showed that clusters of galaxies would
naturally have a large bias, being rare objects that grow from the
highest density peaks in the mass distribution. Bias is now a known
property of luminous tracers on very large scales, where density
fluctuations are within the linear regime: in this case tracer bias is a
simple constant offset in the clustering amplitude, known as linear
bias. Towards small scales, this elementary relation does not stand
and bias becomes an unestablished function of scale and time.
In this paper we focus on the bias of tracers inside and around
cosmic voids, large underdense regions in the large-scale structure
of the Universe that together with clusters, filaments and walls de-
fine the topology of the cosmic web as predicted in a cold dark
matter (CDM) cosmology (Bond et al. 1996; Pogosyan et al. 1998).
Voids are another peculiarity of the large scale structure of the Uni-
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verse, representing the result of the evolution of underdensities in
the primordial density field. Although the existence of voids has
been one of the earliest predictions of the standard cosmological
model (Hausman et al. 1983), and the observational discovery of
voids dates back to almost 40 years ago (see Gregory et al. 1978;
Kirshner et al. 1981), systematic studies about voids have become
possible only recently. This is thanks to the increasing depth and
volume of current galaxy surveys which map out larger and larger
portions of the sky, and to the advent of large cosmological simu-
lations that are now capable to predict the distribution of matter in
the cosmic web with very high accuracy.
The growing interest for cosmic voids in the literature is partly
due to their not yet fully explored potential to constrain cosmology.
Voids are the largest structures in the Universe and occupy most
of its volume (Falck & Neyrinck 2015; Cautun et al. 2014); their
spherically averaged density profile exhibits a universal shape that
can be described by a simple empirical function (see e.g. Colberg
et al. 2005; Hamaus et al. 2014c; Ricciardelli et al. 2013, 2014). Ac-
cording to the cosmological principle, they represent a population
of statistically ideal spheres with a homogeneous distribution in the
Universe at different redshifts, so that their observed shape evolu-
tion can be used to probe the expansion history of the Universe by
means of the Alcock & Paczynski (AP) test (Alcock & Paczynski
1979), as already demonstrated by recent works (Lavaux & Wan-
delt 2012; Sutter et al. 2012b, 2014c; Hamaus et al. 2014a, 2016;
Mao et al. 2016).
Void counts have the potential to improve upon current con-
straints on dark energy (Pisani et al. 2015) and can provide a test
to discriminate between competing cosmological models. In fact,
as their ordinary matter content is by definition very low, voids are
expected to be most sensitive to the nature of Dark Energy (DE)
and the features of the primordial density field in which they grow
(Odrzywołek 2009; D’Amico et al. 2011; Bos et al. 2012; Gibbons
et al. 2014). It has been argued that the shape of voids is particularly
sensitive to the equation of state of the DE component (Lavaux &
Wandelt 2010). In addition, void abundance and void lensing are
possible probes to test for modifications of gravity (Clampitt et al.
2013; Li 2011; Cai et al. 2015; Barreira et al. 2015; Zivick et al.
2015), couplings between dark matter and dark energy (Pollina
et al. 2016), the impact of massive neutrinos on structure formation
(Massara et al. 2015) and possible degeneracies between modifi-
cations of gravity and warm dark matter particle candidates (Baldi
& Villaescusa-Navarro 2016). Although still controversial, it has
been investigated whether the observed Cold Spot in the Cosmic
Microwave Background (CMB) could be explained as Integrated
Sachs-Wolfe (ISW) imprint caused by very large voids along the
line of sight (see e.g. Rees et al. 1968; Finelli et al. 2014; Ko-
vacˇ et al. 2014; Nadathur et al. 2014) and in general, the potential
of the ISW effect in voids is still under investigation (Kovács &
Granett 2015; Kovács & García-Bellido 2015; Naidoo et al. 2016).
Finally, the clustering statistics of voids open up new opportuni-
ties to study cosmology (Hamaus et al. 2014b; Chan et al. 2014;
Clampitt et al. 2016; Liang et al. 2016). For example, the Baryon
Acoustic Oscillation (BAO) feature has recently been detected in
the auto-correlation function of voids (Kitaura et al. 2016), provid-
ing a standard ruler from the underdense regime of the Universe.
All of these studies suggest voids can be considered as promis-
ing cosmological probes. Despite that, a lack of understanding in
how to link void properties to theory, simulations and observations
persists. For what concerns the theoretical comprehension of voids,
one of the pioneering works in the field is presented in Sheth & van
de Weygaert (2004), where the authors provide a theory to model
the void-size distribution and its evolution assuming spherical ini-
tial conditions, as commonly done in void evolution models (Pee-
bles 1980; Blumenthal et al. 1992). However, assuming voids to
start evolving from spherical under-densities might not be repre-
sentative of objects developing from Gaussian underdense fluctu-
ations of arbitrary shape. The number function of voids identified
in cosmological simulations is in fact not well represented by the
model proposed by Sheth & van de Weygaert (2004), as recently
argued (see e.g Jennings et al. 2013; Nadathur & Hotchkiss 2015b;
Falck & Neyrinck 2015; but see Pisani et al. 2015 for how to take
this into account). Many studies have been conducted to better un-
derstand the evolution of voids over cosmic time (Achitouv et al.
2015b; Demchenko et al. 2016; Wojtak et al. 2016) and their num-
ber function (Pycke & Russell 2016).
Similarly, another gap that still has to be bridged concerns the
relation between the properties of voids in simulations with poten-
tially observable voids. Numerous catalogues of voids identified in
spectroscopic data are now available (see e.g. Pan et al. 2012; Sut-
ter et al. 2012a; Ceccarelli et al. 2013; Mao et al. 2016; Nadathur
2016) and recently the largest galaxy survey to date, the Dark En-
ergy Survey (DES), has detected a trough and void lensing signal in
a photometric survey of galaxies (Gruen et al. 2016; Sánchez et al.
2016a), opening up new possibilities to exploiting the potential of
voids in observations. In the future the next generation of large
galaxy surveys, such as the ESA Euclid mission (Laureijs et al.
2011; Amendola et al. 2013), are expected to provide a tremendous
amount of new information concerning the large-scale structure of
the Universe. The detection of gravitational lensing from medium-
size voids in these surveys will possibly constrain the void density
profiles without having to rely on luminous tracers like galaxies,
which would require to model their bias (Izumi et al. 2013; Krause
et al. 2013; Melchior et al. 2014; Clampitt & Jain 2015). Never-
theless, the vast majority of available void-finders (see e.g. Padilla
et al. 2005; Platen et al. 2007a; Neyrinck 2008; Sutter et al. 2015)
rely on the position of dark matter particles in simulations, which
cannot be directly compared to observables. The same finders can
be adapted to use galaxies as tracers but one will eventually need to
model the tracer bias to compare observational results with predic-
tions from simulations and to fully understand properties of voids
in the dark matter. For example, several recent works study how
redshift-space distortions around void-centres provide constraints
on cosmological parameters (Hamaus et al. 2015, 2016; Cai et al.
2016; Chuang et al. 2016; Achitouv & Blake 2016; Hawken et al.
2016): all of these analyses are based on the assumption that bias
is linear in void environments. Nonetheless, a detailed study to in-
vestigate and validate this assumption is still missing.
In this paper we aim to directly determine the relation between
luminous tracers of the large-scale structure (such as galaxies, clus-
ters and AGN) and their underlying matter distribution in voids to
directly test the linear bias assumption. Thanks to state-of-the-art
simulations that feature a full hydrodynamical treatment, the so-
called Magneticum Pathfinder simulations (Dolag et al. in prep;
see also Hirschmann et al. 2014; Saro et al. 2014; Dolag et al.
2016; Teklu et al. 2015; Remus et al. 2016), we are able to per-
form this test with very high accuracy. The general idea is to run a
void finder on samples of luminous objects and to extract both the
distribution of luminous tracers and matter around void-centres, in
order to compare them against each other.
The paper is organized as follows: in Section 2 we describe
the simulations employed in this work, in Section 3 we present the
commonly used bias estimators in observations and theory and dis-
cuss the void-finder we employ, in Section 4 we explain how we
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conducted our analysis and in Section 5 we recap all of our result
and draw our conclusions.
2 THE SIMULATIONS
The Magneticum Pathfinder1 Simulations (Dolag et al., in prepara-
tion) have already been successfully used in a wide range of numer-
ical studies, showing good agreement with observational findings
for the pressure profiles of the intra-cluster medium (Planck Col-
laboration et al. 2013; McDonald et al. 2014), the predicted Sun-
yaev Zeldovich signal (Dolag et al. 2016), the imprint of the in-
tergalactic medium onto the dispersion signal of Fast Radio Bursts
(Dolag et al. 2015), the properties of AGN population (Hirschmann
et al. 2014; Steinborn et al. 2015, 2016), the dynamical properties
of massive spheroidal galaxies (Remus et al. 2013, 2016) and for
the angular momentum properties of galaxies (Teklu et al. 2015).
In this paper we use the largest cosmological volume simulated,
which covers a Box with a side length of 2688h−1 Mpc, simulated
using 2 × 45363 particles (for details see Bocquet et al. 2016).
We adopted a WMAP7 (Komatsu et al. 2011) ΛCDM cosmology
with σ8 = 0.809, h = 0.704, ΩΛ = 0.728, Ωm = 0.272,
Ωb = 0.0456, and an initial slope for the power spectrum of
ns = 0.963.
The simulation is based on the parallel cosmological Tree
Particle-Mesh (PM) Smoothed-particle Hydrodynamics (SPH)
code P-GADGET3 (Springel 2005). The code uses an entropy-
conserving formulation of SPH (Springel & Hernquist 2002) and
follows the gas using a low-viscosity SPH scheme to properly track
turbulence (Dolag et al. 2005). Based on Dolag et al. (2004), it also
follows thermal conduction at 1/20th of the classical Spitzer value
(Spitzer 1962) and allows a treatment of radiative cooling, heat-
ing from a uniform time-dependent ultraviolet background, and star
formation with the associated feedback processes.
We model the interstellar medium (ISM) by using a sub-
resolution model for the multiphase ISM of Springel & Hernquist
(2003). In this model, the ISM is treated as a two-phase medium, in
which clouds of cold gas form by cooling of hot gas, and are em-
bedded in the hot gas phase assuming pressure equilibrium when-
ever gas particles are above a given threshold density. The hot gas
within the multiphase model is heated by supernovae and can evap-
orate the cold clouds. A certain fraction of massive stars (10 per
cent) is assumed to explode as supernovae type II (SNII). The re-
leased energy by SNII (1051 erg) triggers galactic winds with a
mass loading rate proportional to the star formation rate (SFR) with
a resulting wind velocity of vwind = 350 km/s. Radiative cooling
rates are computed by following the same procedure presented by
Wiersma et al. (2009) and include a detailed model of chemical
evolution according to Tornatore et al. (2007). Metals are produced
by SNII, by supernovae type Ia (SNIa) and by intermediate and
low-mass stars in the asymptotic giant branch (AGB). Metals and
energy are released by stars of different masses, initially distributed
according to a Chabrier initial mass function (IMF; Chabrier 2003).
Most importantly, Magneticum Pathfinder simulations include
prescriptions for the growth of black holes and the feedback from
active galactic nuclei (AGN) based on the model of Springel et al.
(2005) and Di Matteo et al. (2005). Here, the accretion onto black
holes and the associated feedback adopt a sub-resolution model.
Black holes are represented by collisionless “sink particles”, which
1 See http://www.magneticum.org.
Table 1. Properties of the galaxy, cluster and AGN populations extracted
from the Magneticum simulations. We report the minimum mass of the ob-
ject included,Mmin, in terms of stellar massesM∗ for the galaxies,M500c
for clusters and MBH for AGNs, as well as the number of tracers Nt and
of identified voids Nv
Tracers Mmin[M/h] Nt Nv
Galaxies M∗ = 4× 108 9.5× 106 36430
Clusters M500c = 1× 1013 2.6× 106 16970
M500c = 5× 1013 3.5× 105 3125
M500c = 1× 1014 1.0× 105 1053
AGNs MBH = 4× 106 5.3× 106 26265
can grow in mass by either accreting gas from their environments,
or merging with other black holes. The radiated luminosity of the
AGN in this model is related to the black hole accretion. In ad-
dition, we incorporate the feedback prescription of Fabjan et al.
(2010); namely, we account for a transition from a quasar- to a
radio-mode feedback whenever the accretion rate M˙BH (where
MBH is the black-hole mass) is low. We introduced some more
technical modifications of the original implementation, for which
readers can find details in Hirschmann et al. (2014), where we also
demonstrate that the bulk properties of the AGN population within
the simulation are quite similar to the observed AGN properties.
We use the SUBFIND algorithm (Springel et al. 2001; Dolag
et al. 2009) to define halo and sub-halo properties. SUBFIND
identifies sub-structures as locally overdense, gravitationally bound
groups of particles. Starting with a main halo identified through the
Friends-of-Friends (FoF) algorithm with a linking length of 0.16
times the mean inter-particle separation, a local density is estimated
for each particle via adaptive kernel estimation, using a prescribed
number of smoothing neighbours. Starting from isolated density
peaks, additional particles are added in sequence of decreasing den-
sity. Whenever a saddle point in the global density field is reached
that connects two disjoint overdense regions, the smaller structure
is treated as a sub-structure candidate, and the two regions are then
merged. All sub-structure candidates are subject to an iterative un-
binding procedure with a tree-based calculation of the potential.
These structures can then be associated with galaxies, and their
integrated properties (such as stellar mass, M∗) can then be cal-
culated. For the main haloes identified by the FoF algorithm, the
virial radius is calculated using a density contrast based on the top-
hat model (Eke et al. 1996). For comparison with observations we
additionally use over-density with respect to 500 times the criti-
cal density to define M500c, which is the mass we will refer to as
cluster mass in this paper. We refer to clusters as main haloes with
M500c > 10
13 M/h.
For our analysis we make use of the galaxy, cluster and AGN
samples extracted from the simulation at redshift z = 0.14 with
the criteria explained here above. In Table 1 we summarise some
properties of the samples which are relevant for our work.
3 METHODOLOGY
In this Section we will briefly recap how the tracer bias is defined
in observations and theory. We will also present the void finder
we used and summarize some properties of void profiles that are
relevant for this work.
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3.1 Correlation functions and bias estimation
The tracer correlation function is a measure of the degree of clus-
tering of the tracer itself. Being d2P the probability that a tracer
A in the volume dVA and another tracer B in the volume dVB are
separated by a distance r, the spatial two-point correlation func-
tion, ξAB(r), is defined as the deviation of such probability from
that expected from a random distribution of tracers:
d2P = 〈nA〉〈nB〉[1 + ξAB(r)]dVAdVB (1)
where 〈nA〉 and 〈nA〉 are the mean densities of the tracers (Peebles
1980). When we compare tracers of the same population we refer
to ξ as the auto-correlation function while, if we compare two kind
of tracers, we refer to ξ as cross-correlation function.
In general there is no reason to assume that the distribution of
baryons in the Universe traces exactly the distribution of mass. In
fact, on small scales, galaxy formation involves many dissipative
processes such as the radiative cooling of hot gas, so the efficiency
of galaxy formation is related to how deep the potential wells cre-
ated by haloes were; hence, on small scales, bias between matter
and tracers is a complicated function of space and time. By looking
the distribution of tracers on very large scales, we can only observe
the most luminous galaxies which are hosted by the most massive
haloes (Kaiser 1984) i.e. by the highest peaks in the density-field.
Thereby, in the latter regime, tracers still do not perfectly mirror the
same distribution as matter, but, since the density fluctuations are
small, the relation between matter and luminous tracers result in a
constant offset in the clustering amplitude, the linear bias, which,
in terms of spatial correlations, can be written as:
b = ξtm/ξmm , (2)
or
b =
√
ξtt/ξmm (3)
where ξtm is the tracer-matter cross-correlation function, ξmm
is the matter auto-correlation function and ξtt is the tracer auto-
correlation function (the tracers being galaxies, clusters and AGNs
for our purposes). We make use of these two definitions to calculate
the value of the linear bias of tracers in the Magneticum simulation.
3.2 Theoretical bias
The excursion set formalism, introduced by Press & Schechter
(1974) to predict the number of virialised dark matter haloes in
the Universe and fully developed by Bond et al. (1991), provides a
neat framework to develop a simple theoretical model to calculate
the clustering of dark matter haloes and how their spatial distribu-
tion is biased with respect to that of the mass. With this approach,
Mo & White (1996) estimated the bias, bMW, as
bMW = 1 +
ν2 − 1
δcrit
, (4)
where δcrit is the critical density exceeding which the collapse oc-
curs and ν ≡ δcrit/σ(M) is the height of the threshold in units of
the variance of the smoothed density distribution, σ(M), at a given
halo mass, M :
σ2(M) =
1
2pi
∫ ∞
0
dkk2Pm(k, z)W˜
2
R(k) , (5)
Pm(k, z) being the matter power spectrum at redshift z and W˜R(k)
the Fourier transform of the top hat filter function (for a review of
these topics we refer to Zentner 2007).
However, the bias as expressed by eq. 4 fails to predict with
high accuracy the value of the bias measured in numerical simu-
lations. For this reason various corrections to eq. 4 have been pro-
posed in order to improve the consistency with simulation results
(see e.g. Sheth & Tormen 1999; Sheth et al. 2001; Sheth & Tor-
men 2002; Seljak & Warren 2004; Tinker et al. 2010). In particular,
Tinker et al. (2010) shows how, by calibration with a large set of
simulations, it is possible to estimate bias to great accuracy. Fol-
lowing the results of Tinker et al. (2010), the linear bias bTinker
reads as:
bTinker = 1−A ν
a
νa + δacrit
+Bνb + Cνc . (6)
where a, A, b, B, c, C are the calibrated parameters.
We will compute the theoretical value of the linear bias in the
Magneticum simulations using both the formula by Mo&White and
its correction by Tinker. In order to calculate the theoretical mean
value of the bias associated to our cluster sample we will average
its value using the number of objects as function of their mass (the
cluster mass function) dn
dM
, i.e.:
〈b〉 = 1〈nt〉
∫ Mmax
Mmin
dn
dM
b(M)dM , (7)
where Mmin and Mmax are the lowest and largest masses in the
sample, respectively.
3.3 The void finder
The biggest criticism concerning void studies is generally related
to the ambiguity of the void definition: there are in fact many dif-
ferent available finders and, in some circumstances, the usage of
such a variety of recipes to identify voids can lead to results al-
most impossible to compare (Colberg et al. 2008). Although the
void definition can be a serious obstacle on the way to establish
a coherent picture on void properties, previous works proved that
some statistical properties of voids (such as their number function
or profile) are strongly affected by galaxy bias independently of
the finder in use. In particular, recent papers exploiting the differ-
ences between voids in a ΛCDM cosmology and modifications of
gravity (Cai et al. 2015), Galileon or non-local gravity (Barreira
et al. 2015), or possible couplings between cold dark matter and
dark energy (Pollina et al. 2016) conclude that, while voids iden-
tified by matter particles exhibit a clear deviation from the ΛCDM
case, it is impossible to discriminate between models looking at the
statistics of voids identified by haloes. While Barreira et al. (2015)
connect the latter result with the poor statistic of the halo-sample,
Cai et al. (2015) suggest that this feature is related to the halo bias
in agreement with Pollina et al. (2016), where the authors verified
that the poor statistic of haloes is not sufficient to justify the dis-
similar properties displayed by voids in haloes and voids in matter.
A similar conclusion has been drawn independently by Nadathur &
Hotchkiss (2015a) using a ΛCDM simulation. It is a quite remark-
able fact that all of these works reach the same conclusion using
different void-finders, namely: an improved version of the finder
presented in Padilla et al. 2005 (employed by Cai et al. 2015), the
Watershed Void Finder algorithm (Platen et al. 2007b, used by Bar-
reira et al. 2015), VIDE (Sutter et al. 2015, utilised by Pollina et al.
2016) and a modified version of ZOBOV (Neyrinck 2008, employed
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by Nadathur & Hotchkiss 2015a). So, although it has been pointed
out that a dynamical approach in void-finding (in which there is no
reliance on particle positions) can reduce the impact of shot noise
in void-identification (see e.g. Elyiv et al. 2015), this is not relevant
for the present study where we look directly at bias effects, which,
as clarified above, are visible independently of the finder in use.
That said, it is crucial to be as clear as possible in the description
of the void finder and of a possible selection applied on top of the
void catalogue to ensure that conclusions and results attained are
plausible and can be reproduced by other parties. In the following
lines we present the finder we employed for our analysis.
We make use of the publicly available void finder VIDE (Sutter
et al. 2015, Void IDentification and Examination toolkit) to identify
voids. VIDE is a wrapper for ZOBOV (ZOne Neyrinck 2008, ZOnes
Bordering On Voidness), an algorithm that identifies depressions in
the density distribution of a set of points and merges them in voids
with a watershed transform. Here we provide a summary of how
ZOBOV works, outlining the basic points of the procedure and we
refer to the original ZOBOV paper (Neyrinck 2008) and to the VIDE
paper (Sutter et al. 2015) for a more detailed discussion.
The void-finding technique in ZOBOV has four fundamental
steps:
(i) Voronoi tessellation - a cell is associated with each particle
p following the prescription that a cell associated to p is the region
of the box which is closer to p than to any other particle in the
box. The reciprocal of the cell volume is an estimate of its density.
Hence, with this first step we define the density field in which to
look for voids;
(ii) Definition of density minima - the algorithm finds minima
in the density field established in step (i). A density minimum is
defined as a Voronoi cell with a density lower than all its adjacent
cells;
(iii) Creation of basins - ZOBOV joins together cells of in-
creasing density surrounding a density minimum until no adjacent
higher-density cell is found, this defines basins as the union of these
cells. Basins are depressions in the density field, i.e. they could be
considered as voids themselves, but single basins may also arise
from spurious Poisson fluctuations due to particle discreteness;
(iv) Watershed transform - basins are joined together using a
watershed algorithm (see Platen et al. 2007b) to form larger voids
under the condition that the ridge between basins has a density
lower than a given threshold (which is set to be the 20% of the
mean density of the universe within the VIDE framework). This
technique naturally builds up a hierarchy in the structure of voids,
including sub-voids.
These steps are implemented by the enhanced version of the
ZOBOV algorithm included in the VIDE toolkit. Additionally, VIDE
calculates the void-centre as the volume-weighted barycentre, ~xc,
of the cells included in a void:
~xc =
N∑
i=1
~xti · V ti
N∑
i=1
V ti
, (8)
where ~xti and V
t
i are the positions of the i− th tracer (i.e. particle)
t and the volume of its associated Voronoi cell respectively and
N is the number of particles included in the void. The effective
radius of the void, Reff , is computed from the overall volume of
the underdense region by assuming sphericity:
Vvoid ≡
N∑
i=1
V ti =
4
3
piR3eff . (9)
VIDE provides many catalogues in which various types of sample
selections (as e.g. cuts on the void hierarchy or on the void central
density) are applied on top of the original ZOBOV sample. Since
for observations it is often undesirable to perform a selection on
the void sample due to poor statistics, we will apply no selection
regarding void hierarchy or central density, thereby allowing also
voids-in-clouds (voids in overdense environment) in our analysis.
The ZOBOV code was originally intended for void-finding in
simulations, but VIDE also provides a flag for void-identification in
light cones from observations including the survey mask into the
analysis (see the VIDE paper Sutter et al. 2015, for further infor-
mation) and, in fact, several catalogues of voids in spectroscopic
samples are already available (Sutter et al. 2012a; Pan et al. 2012;
Ceccarelli et al. 2013; Nadathur 2016; Mao et al. 2016). Compu-
tationally we therefore have no problem in handling void-finding
in observations. The issue left to address is how to incorporate the
bias into our framework, since we will need to relate properties of
voids identified in the distribution of luminous tracers of the dark
matter with voids in the dark matter distribution itself, that are usu-
ally under study in simulations. We will elucidate this relation in
the following Sections of this paper.
3.4 Density profile of cosmic voids
The void density profile is one of the basic void statistics. From
previous studies it is known that the spherically averaged profile of
voids exhibits a very simple structure (see e.g. Hamaus et al. 2014c;
Ricciardelli et al. 2013, 2014): voids are deeply under-dense in the
vicinity of their centre and feature an over-dense compensation wall
at r ≈ Reff , where r is the radial distance from the void centre.
Such a density profile can be described with a simple fitting formula
(Hamaus et al. 2014c):
nvt
〈nt〉 − 1 = δc
1− (r/rs)α
1 + (r/Reff)β
, (10)
where δc is the central density contrast, rs is a scale radius at which
the profile density, nvt, is equal to the average density of tracer
〈nt〉; α and β describe the inner and outer slopes of the void profile.
It is possible to show that the density profile of voids encodes
the same information as the void-tracer cross correlation function.
In fact the radial profile of voids is nothing but a procedure by
means of which we count tracers at a given distance from the void
centre per units of volume, i.e. the cross-correlation between cen-
tres and tracers by definition (see, e.g., Hamaus et al. 2015). Nt
being the number of tracers, Nv the number of voids, δD Dirac’s
delta function, V the total volume, ~xci the coordinates of the centre
of the i − th void, and ~xtj the coordinates of the j − th tracer we
can show explicitly that the radial spherically averaged void tracer-
density profile compared to the mean tracer density of the Universe,
is:
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nvt(r)
〈nt〉 =
1
Nv
∑
i
nivt(r)
〈nt〉 =
1
Nv
∑
i
1
Nt
V
∑
j
δD(~xci − ~xtj + ~r) =
V
∑
i,j
∫
1
Nv
δD(~xci − ~x) 1
Nt
δD(~x− ~xtj + ~r)d3x =
1
V
∫
nv(~x)
〈nv〉 ·
nt(~x+ ~r)
〈nt〉 d
3x = 1 + ξvt(r)
thereby proving that:
nvt(r)
〈nt〉 − 1 = ξvt(r). (11)
as we wanted to show.
4 THE STATISTICS OF VOIDS IN THE MAGNETICUM
PATHFINDER SIMULATIONS
The aim of this work is to study the distribution of matter around
potentially observable voids, i.e. voids identified in the distribution
of luminous tracers, such as galaxies, clusters, or AGNs. The ba-
sic idea is to run our void-finder (described in Section 3.3) on the
galaxy, cluster and AGN catalogues extracted from a large fully-
hydro simulation (the Magneticum, see Section 2) and calculate
both the density-profile of dark matter and of its tracers around
voids. A similar study has been conducted by Sutter et al. (2014a),
although the main purpose there was to show that voids in galaxies
coincide with underdense regions of the dark matter distribution,
which is indeed a crucial study to investigate potentially observ-
able properties of voids. The authors also perform a void-to-void
comparison for voids identified by galaxies and by matter particles.
They conclude that it is always possible to identify a matter void
in the vicinity of a galaxy void, although an offset between their
centres is usually present. At that stage it has been concluded that
potentially observable voids are indicative of the presence of an un-
derdensity of matter in our Universe. As we have now evidence that
the tracer bias is playing a fundamental role in void-analysis (see
the discussion at the beginning of Section 3.3), we need to further
investigate the relation between tracers and the matter distribution
around voids, which is the goal of the present work.
In the following, we will refer to galaxy-voids, cluster-voids
or AGN-voids to indicate voids which are defined by applying
the finder on the galaxy-sample, the cluster-sample or the AGN-
sample. More generally we will refer to tracer-voids to indicate the
three of them at the same time.
4.1 Dark matter distribution around void centres
To have a first overview of the void catalogues we are about to
use, we look at the size distribution of voids which is displayed
in Fig. 1. This figure shows the number of voids as a function
of Reff . Voids in Magneticum have sizes between 15 Mpc/h and
150 Mpc/h (we refer to the largest volume simulated, where the
box-size is 2688 Mpc/h). As we could have expected due to the
number of tracers available in each sample (see Table 1) and its ef-
fect on void-finding (see Sutter et al. 2014b) we resolve the smallest
voids in the galaxy sample, where we see twice as many voids of
size within 15 − 60 Mpc/h as in the AGN-sample and four times
as many as in the cluster sample.
After this preliminary check, we can look at the distribution
of matter around void-centres identified by the tracers. In the top
panel of Fig. 2 we show the stacked density profiles (i.e. the av-
erage density profile of voids of similar size) for tracer-voids with
80 Mpc/h < Reff < 90 Mpc/h (the tracers being galaxies, clus-
ters and AGNs from the left to the right). Each profile is calculated
by counting objects (tracers or dark matter particles) in the volume
of spherical shells; the distances from void-centres are expressed in
units of Reff and the profile density, nvt, is expressed in terms of
the mean density of tracers in the Universe 〈nt〉. The errors are cal-
culated as the standard deviation from the average density profile.
We use full catalogues (for matter and tracers) without applying any
sub-sampling in order to reduce as much as possible the impact of
noise caused by sparsity. In the top panels of Fig. 2, the short dashed
lines show the measured tracer-density profiles of tracer-voids in
Magneticum simulations and the solid lines are their fits computed
with the formula given in eq. 10: as expected the fitting formula de-
scribes correctly the tracers’ distribution around tracer-voids (Sut-
ter et al. 2014b). The dotted lines represent the matter distribution
around tracer-void centres, and the long-dashed lines are their fits
again with eq. 10. The formula by Hamaus et al. (2014c) describes
correctly the matter distribution around voids defined in tracers,
too. The discrepancy in the inner regions is due to some residual
sparsity effect, which becomes more important in the vicinity of
void-centres. The fact that eq. 10 describes correctly also the dark
matter underdensities around tracer-voids is a first interesting re-
sult; in fact, although eq. 10 has been already successfully tested
both on matter voids and galaxy voids separately, in this particular
case we are not defining voids in the matter itself: the void-finder is
run only on top of observable tracers and we then look at the mat-
ter distribution around these potentially observable voids. So the
profiles of voids are always self-similar and describable by eq. 10
although the finder is not directly run on the particles with which
the profile is computed. Furthermore, in principle, once a relation
between the tracer-density profile and the matter-density profile is
established, we can link the latter to a potentially observable void-
profile, therefore opening up the possibility of testing this finding
with observations of voids where we can use the relative bias be-
tween tracers to calibrate this feature. Going back to the top panels
of Fig. 2, we observe that, as expected from theory and previous
works (Sutter et al. 2014a), the tracer distributions around tracer-
voids show a steeper profile when compared to the matter: in the
vicinity of the void-centres we measure a larger matter density than
tracer density, while on the edge of voids (i.e around r ≈ Reff ) the
tracer density is higher than the matter density.
In the middle panels of Fig. 2, we display the ratio between
the measured matter-profiles and tracer-profiles (dashed line). Al-
though all ratios look fairly constant, there is a large signal-to-noise
drop at r ≈ 0.75Reff , i.e. where profiles have overdensities close to
zero. This is shown clearly in the bottom panels of Fig. 2, in which
the signal-to-noise ratio (where the noise is computed using error
propagation, starting with the error on the density profiles) for the
mid-panels is displayed. The fact that the ratios between tracer pro-
files and matter profiles look fairly constant is very promising, but
it can be too naive to trust the values given by the profile-ratios as
indicators of the matter-tracer relation considering the large signal-
to-noise drop just discussed.
Another way to look at the dependence between matter and
tracer distributions around voids is to plot one as function of the
other. In Fig. 3 we show the matter distribution around tracer-voids
as a function of tracer distributions where the measured points are
displayed as points with error-bars in both directions. We can fit
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Figure 1. Abundances of voids in the Magneticum simulation. Voids are identified in the distribution of galaxies (solid red line), clusters (dashed blue line)
and AGN (dotted green line). The shaded area represents the error, calculated as Poisson uncertainty on the number counts. Using galaxies as tracers of the
underlying density field of the Universe we are able to resolve and to find a sample of voids with a typical size between 15− 60Mpc/h, twice as many as the
sample of AGN-voids and 4 times as many as cluster-voids in the same range of size. We expect such a result due to the effect of the tracer sparsity on void
finding (see Sutter et al. 2014b): with a low number of tracers (see Table 1) we are not able to resolve voids of small size.
these points with a simple linear function (dotted line):
nvt
〈nt〉 − 1 = bslope ·
(
nvm
〈nm〉 − 1
)
+ coffset , (12)
where nvt is the measured tracer-density profile around tracer-
voids, 〈nt〉 is the mean tracer density, nvm is the measured matter-
density profile around tracer-voids, 〈nm〉 is the mean matter den-
sity of the Universe, and bslope and coffset are the two free param-
eters of the linear fit, i.e. the slope and the offset, respectively. We
find that the value of coffset is always consistent with zero within
5% (except, due to sparsity, for small voids with 20Mpc/h <
Reff < 30Mpc/h, in which coffset ≈ 0 only within the 10%, see
Table 2). Therefore, bslope provides a single value which fully de-
scribes the relation between matter and tracer distributions: hence,
we expect bslope to be related to the linear bias. In the following we
will show that bslope in fact coincides with the linear bias, if suf-
ficiently large voids are considered. This result suggests two main
consequences: not only can we link the tracer-profiles and matter-
profile of voids using the linear bias, but also we can think of bslope
as a novel way to measure the bias. We will discuss this latter pos-
sibility in Section 4.2.
What we have shown so far refers to voids with an effective
radiusReff within 80 Mpc/h and 90 Mpc/h as a guiding example,
but we did perform our analysis using voids of various sizes. We
report the bins in which the analysis is repeated in the first column
of table 2. The bins are selected such that:
(i) a sufficient number of voids is included in each bin so that
the averaged profile is accurate enough to make the profile-fit and
the linear-fit converge (i.e. at least ≈ 50 voids per bin);
(ii) the physical dimension of each single bin is not too ex-
tended, in order to work under the hypothesis of considering voids
of similar sizes, which is required by eq. 10;
(iii) all void-sizes are covered.
We verified that in each bin we can always fit the relation between
matter and tracers around voids with a simple linear relation. In
Fig. 4, we show the values for bslope (see eq. 12) as a function
of void-size (the tracers being, from the left, galaxies, clusters and
AGNs). We see a trend: the value of bslope decreases with the in-
crease of void-size, showing that small voids yield a larger bias.
As the size of voids surpasses a critical size, the value of bslope
stabilises asymptotically to a constant value. The critical void-
size at which bslope becomes stable seems to be dependent on the
tracer properties (clusters, mid-panel, seem stable only starting at
Reff ≈ 80 Mpc/h, while galaxies and AGNs show a stable value
of bslope for roughlyReff > 50Mpc/h) and on the number of trac-
ers (i.e. on the sparsity of the sample). The shaded areas in Fig. 4
represent the uncertainty obtained from the linear fits.
4.2 Linear bias
To demonstrate convincingly that bslope from our fit with eq. 12
is an indicator of the tracer bias, we compare its values with the
most commonly used bias estimators (discussed in Section 3.2). In
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Figure 2. Top panels: measured overdensity of tracers (short dashed line) and of matter (dotted line) around tracer-void centres (tracers being galaxies, clusters
and AGNs from the left to the right). The solid lines show the fit of the tracer-profile using eq. 10. The same formula can be used to fit the matter-profiles
(long dashed lines). The shaded areas are the uncertainty computed as the standard deviation from the mean profiles. In the mid panels we plot the ratios
between tracer-profiles and matter-profiles around tracer-void centres, which look fairly constant. In the bottom panels we display the signal-to-noise ratios of
the mid-panels. As the values of the measured profiles encounter zero, the signal-to-noise drops dramatically. These profiles are obtained by stacking voids
with 80Mpc/h < Reff < 90Mpc/h.
Figure 3. Overdensity of luminous tracers around voids as a function of the matter overdensity around tracer-void centres (both taken from Fig. 2). The
measured points are fitted with the linear function (dotted line) from eq. 12, in which the offset is consistent to zero within 5% (see Table 2). The error bars
show the standard deviation from the mean profiles. From left to right the tracers are galaxies, clusters and AGNs.
Fig. 5 we show the bias computed with eqs. 2 (dashed lines) and 3
(dotted lines) and blslope (solid lines), defined as the value of bslope
calculated in the bin that includes the largest voids of each sample
(i.e. 130 Mpc/h < Reff < 150 Mpc/h): the aim is to confront
the asymptotic measured value of bslope (see Fig. 4) with the linear
bias. The shaded areas show the error on the mean value of bslope
from all void sizes.
As we can see in Fig. 5, for all tracers (from the left to the
right: galaxies, clusters and AGNs) blslope agrees well with the bias
calculated by eqs. 2 and 3 in the large-scale limit, but deviates on
small scales. This result confirms that the linear bias gives a good
description of the relation between luminous tracers and matter
around voids, as long as sufficiently large voids are under study.
Hence, computing the slope in eq. 12 with a simple linear fit, as de-
scribed in Section 4.1, provides another technique to estimate the
linear bias in simulations, if sufficiently large voids are analysed.
Such a technique, in principle, allows to extend the measurement
of linear bias to smaller scales inside voids. A caveat is the large
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Table 2. Values of fit-parameters in eq. 12 for each tracer and void-size. We do not resolve enough cluster-voids with 20Mpc/h < Reff < 30Mpc/h to
perform our analysis, hence we can not report the values of the parameters in that case.
Voids Galaxies Clusters (M500c > 1013M/h) AGNs
Bin in void size bslope coffset bslope coffset bslope coffset
20Mpc/h < Reff < 30Mpc/h 2.164± 0.061 −0.098± 0.012 − − 2.395± 0.107 −0.086± 0.020
30Mpc/h < Reff < 40Mpc/h 2.046± 0.026 −0.057± 0.004 2.415± 0.046 −0.041± 0.005 2.305± 0.052 −0.070± 0.007
40Mpc/h < Reff < 50Mpc/h 1.890± 0.014 −0.023± 0.003 2.259± 0.027 −0.020± 0.003 2.125± 0.026 −0.030± 0.004
50Mpc/h < Reff < 60Mpc/h 1.800± 0.012 −0.011± 0.003 2.144± 0.016 −0.011± 0.002 2.006± 0.021 −0.021± 0.003
60Mpc/h < Reff < 70Mpc/h 1.751± 0.011 −0.007± 0.002 2.089± 0.011 −0.007± 0.001 1.925± 0.014 −0.007± 0.002
70Mpc/h < Reff < 80Mpc/h 1.738± 0.008 −0.005± 0.002 2.030± 0.010 −0.005± 0.001 1.875± 0.012 −0.006± 0.002
80Mpc/h < Reff < 90Mpc/h 1.746± 0.006 −0.004± 0.001 2.001± 0.010 −0.004± 0.001 1.840± 0.011 −0.005± 0.001
90Mpc/h < Reff < 100Mpc/h 1.725± 0.008 −0.003± 0.001 1.972± 0.015 −0.003± 0.002 1.841± 0.010 −0.004± 0.001
100Mpc/h < Reff < 110Mpc/h 1.767± 0.010 −0.002± 0.001 1.953± 0.014 −0.001± 0.002 1.852± 0.014 −0.002± 0.001
110Mpc/h < Reff < 120Mpc/h 1.751± 0.007 −0.002± 0.001 1.908± 0.017 −0.003± 0.002 1.862± 0.022 −0.001± 0.002
120Mpc/h < Reff < 130Mpc/h 1.735± 0.021 −0.002± 0.001 1.958± 0.019 −0.003± 0.002 1.892± 0.020 −0.001± 0.001
130Mpc/h < Reff < 150Mpc/h 1.764± 0.012 −0.004± 0.001 1.951± 0.065 −0.007± 0.008 1.869± 0.021 −0.004± 0.002
Figure 4. Value of bslope from Fig. 3 for galaxies (left-panel), clusters (mid-panel) and AGNs (right-panel) around galaxy-voids, cluster-voids and AGN-voids
respectively, in various void-radius bins (i.e. as a function of void-size). The shaded area represents the uncertainty, obtained from the error on the fit. We see
an impact of void-size on the measurement of bslope, which becomes larger for small voids.
Figure 5. Comparison between different bias estimators: starting from the left panel, we plot the bias of galaxies calculated as the saturated value of the slopes
from Fig. 4, and the usual galaxy bias estimators presented in eq. 2 (dashed line) and eq. 3 (dotted line). The central and right panel show the cases of clusters
and AGNs in blue and green respectively. We find a good consistency between blslope and other bias estimators in the large-scale limit. The shaded area is the
error, computed as the standard deviation from the mean value of bslope from all void sizes.
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uncertainty: close to void-centres Poisson noise increases and we
should carefully consider how to further test this extension.
To additionally examine the consistency of our procedure to
calculate the bias, we verify how bslope changes after imposing
various mass-cuts on the cluster sample. Namely, we demand the
cluster mass to be M500c > 5 × 1013 M/h and M500c >
1014 M/h. To be conservative we rerun the void finding algo-
rithm after applying each selection cut on top of the cluster-sample
and we repeat the stacking procedure. By imposing these cuts we
include a smaller number of clusters in the analysis (see Table 1),
which implies that we are not able to resolve the smallest voids due
to the sparsity of the tracers (see e.g. Sutter et al. 2014b). In order
to include a sufficient number of voids we need to modify the bin-
ning employed in the stacking procedure. In fact, since we are not
able to resolve the smallest voids, it is necessary to remove, shift,
or enlarge some of the bins. Being able to resolve only very large
voids in the sample of clusters with M500c > 1014 M/h, we do
not expect to find a high accuracy result; however we aim to find
at least a qualitative indication that the bias that we measure using
blslope increases as expected in this case.
In Fig. 6 we show the distribution of clusters around cluster-
void centres as a function of their matter distribution (in analogy
to Fig. 3); we are displaying the relation for the largest voids in
each sample, i.e. for voids with a Reff in the bin-size range (from
the left to the right), of 130− 140 Mpc/h, 170− 200 Mpc/h and
220 − 290 Mpc/h. After applying the mass-cuts we are still able
to fit the matter-tracer relation with a simple linear dependency (i.e.
using eq. 12) where the offset value is consistent with zero. The
exclusion of low-mass clusters from our main samples increases
the noise on our measurement, which is now not as well determined
as in Fig. 3: the error bars are larger than in the full cluster-sample
case and the simulation points are sometime further away from the
fit (dotted line). However, we can clearly see that bslope increases
from the left to the right panels of Fig. 6, following an expected
trend, since we are imposing a larger and larger threshold on the
mass-cut (therefore including only objects with higher and higher
bias).
As previously done with the other tracers under study, we
performed our analysis on voids of various size. We show how
the value of bslope changes as a function of void-size in Fig. 7:
going from the left to the right we display the curve for clus-
ters with M500c > 1013 M/h (same as Fig. 5, central panel,
reported here for comparison), M500c > 5 × 1013 M/h and
M500c > 1014 M/h. For what concerns the cases in which a
mass cut is applied (central and right panels) we see, in agreement
with our previous findings, that small voids yield a higher value of
bslope, although the trend is not as clearly saturating as in the full-
cluster sample (left panel). For the samples in which clusters have
a mass M500c > 5 × 1013 M/h and M500c > 1014 M/h we
were also expecting an increasing critical void-size at which bslope
converges to a constant value, due both to the inclusion of highly
biased tracers and due to their increased sparsity. However, in this
cases bslope does not converge to a constant value. It is therefore
not clear whether we resolve voids large enough to reach the con-
vergence value in the central and right panels.
We can now compare blslope with the bias calculated using
eqs. 2, 3. Since we are only considering clusters we can now in-
clude theory predictions to our plot, using the Mo&White formula
(eq. 4) and its extension by Tinker (eq. 6). To estimate the mean
value of bMW and bTinker we use as weight the theoretical mass
function calculated with Press & Schechter (1974) and the Tinker
et al. (2010) respectively.
In Fig. 8 we plot the values of linear bias calculated with all
of these methods. Namely:
• blslope (solid line, the shaded area represents the error on the
mean value of bslope for voids of various sizes);
• b from eq. 2 (dashed-dotted line);
• bMW from eq. 4 (long dashed line);
• bTinker from eq. 6 (dashed line).
For the most numerous cluster sample under study (M500c >
1013M/h, left panel), we are showing the same plot as Fig. 5
(central panel) for the comparison. In this case and for M500c >
5× 1013 M/h (central panel) we find a good agreement of blslope,
both with theory and with theoretical bias computed with eqs. 2
and 3. Values predicted by other bias estimators are within the un-
certainty. As we commented before, the agreement is remarkable
on large scales while on small scales the traditional bias estima-
tors deviate from blslope. For what concerns the analysis in the sam-
ple which includes only clusters with M500c > 1014M/h (right
panel), we see a significant deviation of blslope from other bias pre-
dictions. We expected the latter case to be the most problematic,
given the large noise due to the extreme mass cut applied (see Ta-
ble 1). Beside this, there is a practical motivation for such a dis-
crepancy: as we suspected, we did not resolve enough large voids
to determine the convergence of bslope. We are, in fact, forced to
include voids of a wide range of sizes in the bin that contains the
largest voids in this sample (220− 290 Mpc/h) in order to obtain
sufficiently smooth profiles and reach the convergence in the linear
fit between matter-void profile and cluster-void density profile. This
is absolutely necessary: if we would include only voids with sizes
between e.g. 225 − 290 Mpc/h the linear fit would not converge.
Apparently, for this particular case, voids with Reff ≈ 220 Mpc/h
are too small to attain the convergence of bslope to the value of the
linear bias. Ideally, if we had resolved a sufficient number of very
large voids (Reff > 250 Mpc/h) we would recover the value of the
linear bias also in this case, but the simulation box is too small to
get a sufficiently large number of voids of that size. This is indeed
a critical point as, the only way to tell if the bslope converged to a
saturated value is by looking at fig. 4 and fig. 7. Moreover, for prac-
tical purposes we can use the relative bias between different tracers
for that matter, which is accessible in observations.
As we commented before, it is not clear by Fig. 7 whether
bslope converges to a constant value for the cluster samples with
M500c > 5 × 1013 M/h and M500c > 1014 M/h: look-
ing at Fig. 8 we can conclude that the convergence is reached for
M500c > 5× 1013 M/h but not for the most extreme mass cut.
It is remarkable that, in the latter case, we understand why the con-
vergence of blslope can not occur. However, we have demonstrated
that our method of calculating the bias with blslope is quite consis-
tent when applied on samples with various masses which was the
aim of this test.
To summarize this Section, we have shown that the relation
between matter and matter-tracers in voids is always linear and
determined by a single number bslope. This result was established
by directly measuring the distribution of matter and tracers around
voids and incidentally validates recent work that simply assumed
the bias of tracers to be linear in the vicinity of voids. Furthermore
we showed that, by measuring the matter profile and the matter-
tracer profiles around large voids in simulations, we can estimate
the value of the linear bias via the slope of a simple linear fit be-
tween the two distributions, if sufficiently large voids are consid-
ered.
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Figure 6. Distribution of clusters around cluster-void centres as a function of the matter-distribution around cluster-voids measured after applying various
mass cuts: from the left to the right M500c > 1013 M/h (full sample), M500c > 5 × 1013 M/h and M500c > 1014 M/h. The measured points
(blue) are fitted with a linear function (dotted line) presented in eq. 12. The slope increases from the left to the right panel as expected due to the increasing
mass of the objects included in the analysis. We are showing the plot for the largest voids included in each sample, i.e. from left to right for voids with size
130− 140Mpc/h, 170− 200Mpc/h and 220− 290Mpc/h
Figure 7. Values of bslope after applying different mass cuts on the cluster sample as a function of void-size. The shaded area represents the uncertainty,
obtained from the error on the fit. In agreement with previous findings we see an impact of void-size on the measurement of bslope, which becomes largest for
small voids. In the cases in which a mass cut is applied (central and right panel, M500c > 5 × 1013 M/h and M500c > 1014 M/h) we observe that
bslope decreases as the void-size increases, although in a noisy manner. It is also not clear whether the convergence to the value of the linear bias is reached as
in the full cluster sample (left panel).
Figure 8. Comparison between different bias estimators and theory after applying various mass-cuts: we plot the bias of clusters calculated as blslope (solid
line), and the classical bias estimator (eq. 2, dashed-dotted line). The value predicted by eq. 6 and eq. 4 is shown by the dashed line and the long dashed line
respectively. The shaded areas represent the standard deviation from the mean values of bslope.
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5 DISCUSSION AND CONCLUSIONS
With the help of a suite of state-of-the art hydro-simulations we
have investigated the stacked tracer-density profile of cosmic voids
and linked it to their underlying matter-density profile. Before dis-
cussing the implications of our findings, we recap all major results
of this work:
• The underlying matter-density profile of tracer-voids is
well described by the fitting formula presented in Hamaus et al.
(2014c). Such a formula was known to describe the profile of
tracer-voids and matter-voids separately, but in this work we have
successfully tested it on depressions of the matter-density field
around tracer-voids, i.e. without running the void finder on dark
matter particles. This result points out once again the degree of
self-similarity of underdense regions in our Universe, as they can
always be described by the same fitting function.
• The relation between the density of tracers and matter
around voids is always linear and determined by a multiplica-
tive constant (bslope). This remarkably simple relation was tested
using galaxy, cluster and AGN samples extracted from Magneticum
Pathfinder, including voids of various sizes and applying different
mass cuts on top of the cluster sample. The linear relation between
matter and tracers always stands, regardless of tracer type and host-
halo mass range.
• The value of the multiplicative constant decreases with the
increase of the size of voids and asymptotes to the linear bias.
For sufficiently large voids, bslope is shown to match the linear bias
extracted from the usual tracer auto-correlation, the tracer cross-
correlation with dark matter, and the expectations from theory, such
as the bias functions proposed by Mo&White and Tinker. The crit-
ical void-size at which bslope converges to the linear bias is depen-
dent on the clustering properties of the tracers under study (and on
their sparsity). In fact, we find that for the full cluster sample the
critical void-size is around 80 Mpc/h while for AGNs it is around
60 Mpc/h and for galaxies about 50 Mpc/h. In order to eliminate
the effect of sparsity, we sub-sampled all tracers to the density of
our full cluster sample. This test reveals that the critical void size at
which bslope reaches a saturated value also depends on tracer prop-
erties other than density, such as their bias. If a highly biased and
very sparse population is used as tracer of the density field, it can
be possible that not enough large voids are available and hence we
can not establish the constant value to which bslope converges. The
large values of bslope obtained by small voids show that they yield
a biased result. We leave further investigations on the origin of this
effect to future studies.
The correspondence between bslope and linear bias is expected
at linear order in the density fluctuations, because we can consider
the stacked tracer-density profile of voids as a void-tracer cross-
correlation function ξvt(r) (see eq. 11), and express it in terms of
the void-matter cross-correlation function,
ξvt(r) = bξvm(r) , (13)
via the linear tracer bias b. We find that eq. (13) is in principle valid
for arbitrarily small values of r, as long as large enough voids are
considered, in stark contrast to the common two-point statistics of
tracers appearing in eqs. 2 and 3. For the latter, the linear bias model
can break down below scales on the order of ∼ 50Mpc/h at low
redshift and is therefore not applicable for a dominant fraction of
available Fourier modes of the density field.
Furthermore, this technique can yield important advantages
for the analysis of survey data. In order to maximize the amount of
cosmological information contained within the common two-point
statistics of large-scale structure one has to make use of sophis-
ticated perturbation theory frameworks to consistently include all
higher-order bias parameters (e.g. Fry & Gaztanaga 1993; McDon-
ald & Roy 2009; Beutler et al. 2016; Sanchez et al. 2016b). Alterna-
tively, one can marginalize over the unknown free parameters of an
empirical function that models non-linear bias in a phenomenolog-
ical way. However, both approaches are very limited, they quickly
break down towards smaller scales and the total information gain
does not scale with the additional number of modes included.
As long as tracer bias remains scale-independent, as shown
to be the case in void-tracer cross-correlations, these limitations do
not apply. An example for such a cosmological analysis is the study
of redshift-space distortions around voids (Hamaus et al. 2015,
2016; Cai et al. 2016; Chuang et al. 2016; Achitouv & Blake 2016;
Hawken et al. 2016), but the interpretation of many other observ-
ables, such as void abundance, void lensing, void clustering and the
void ISW effect may benefit from a linear bias treatment as well.
An exciting perspective is to look out for additional physical effects
that induce a non-linear scale-dependent tracer bias around voids,
and are typically neglected in standard ΛCDM. One such example
is the effect of massive neutrinos (LoVerde 2014; Castorina et al.
2015; Carbone et al. 2016; Banerjee & Dalal 2016). Similar signa-
tures can be expected in scenarios of modified gravity (Cai et al.
2015; Achitouv et al. 2015a) or coupled dark energy (Pollina et al.
2016). We leave further research along these lines for future work.
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