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Досліджено режим захоплювання радіосигналу на автоматичне супроводження при дії 
випадкових збурень та завад у нелінійних стохастичних дискретних стежних вимірювачах із  
фільтрами оцінювання другого порядку. Вимірювач описано двома стохастичними  
різницевими рівняннями. Математичну модель у координатах математичне  
сподівання та дисперсія похибки оцінювання параметрів радіосигналів складено з п’яти осе-
реднених різницевих рівнянь. Отримано переріз фазового портрету системи.  
Розраховано області, які дозволяють визначити умови виникнення зриву стеження за  
корисним сигналом. 
Ключові слова: неенергетичні параметри радіосигналу, нелінійний дискретний  
стежний вимірювач, область захоплення, процес захоплення, похибка оцінювання, фазова 
площина. 
 
Постановка проблеми 
У радіолокації та зв’язку для передачі та 
прийому інформації використовують висо-
кочастотні коливання. Наприклад, у радіо-
прийомному обладнанні доплерівських сис-
тем вимірювання швидкості (частоти) вико-
ристовують нелінійні дискретні стежні ви-
мірювачі (ДСВ) неенергетичних параметрів 
радіосигналів. Їх призначення – відслідкову-
вати (оцінювати) з відповідною точністю 
поточну частоту сигналу, який приймається 
і має доплерівський зсув частоти, що, в свою 
чергу, пропорційний радіальній швидкості 
об’єкта стеження.  
У режимі захоплення та автоматичного 
супроводження на нелінійні ДСВ впливають 
випадкові шуми та завади. Із появою таких 
сигналів робота ДСВ супроводжується  
збільшенням похибки вимірювача, що мож-
ливо призведе до зриву процесу супро-
водження або захоплення. При дії випадко-
вих збуджень процес захоплення стає ви-
падковим процесом. 
Захоплення відбулося, якщо в стежній  
системі завершились перехідні процеси для 
перших моментних функцій будь-якого про-
цесу в системі.  
Стан системи характеризується за допо-
могою моментних функцій (математичне 
сподівання та дисперсія) випадкового сигна-
лу похибки системи.  
Задача визначення наявності та стійкості 
станів рівноваги системи стеження за моме-
нтними функціями вже вирішувалась у ро-
ботах [1; 2; 3].  
Мета роботи – дослідження режиму захо-
плення нелінійним дискретним стежним ви-
мірювачем із фільтром оцінювання другого 
порядку. 
Модель нелінійного стохастичного  
дискретного слідкуючого вимірювача  
Будемо характеризувати ДСВ із фільтром 
оцінювання другого порядку аналогічно 
ДСВ із фільтром оцінювання першого по-
рядку за допомогою областей захоплювання 
[4; 5; 7; 8]. 
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Під областю захоплювання дискретної 
системи розуміємо область фазового прос-
тору моментних функцій, знаходячись в 
якій, у початковий момент часу всі рішення 
системи осереднених рівнянь асимтотично 
сходяться до стійкого стану рівноваги сис-
теми стеження. 
При використанні статистичної лінеари-
зації статичної характеристики частотного 
дискримінатора (ЧД) напругу сигналу по-
хибки на виході ЧД або на вході лінійної ек-
вівалентної неперервної частини системи 
запишемо: 
( ) 0, ,n 1 0 , 2, ,чд n n ш n n nu u k k m kεε = ε + + ξ  (1) 
де 0 1 2, ,k k k  – коефіцієнти статистичної ліне-
аризації дискретної та флуктуаційної харак-
теристик; 
0
nε  – центрована випадкова складова дис-
кретного значення сигналу похибки; 
,nmε  – математичне сподівання дискрет-
ного значення сигналу похибки. 
Запишемо Z-зображення рівняння в скін-
ченних різницях для нелінійного ДСВ із  
фільтром оцінювання другого порядку: 
( ) { } { }ЛЕНЧ , ,чд n n nW z Z u Z y⋅ = −ε +   (2) 
де 
( ) ( ) ( )( )1ЛЕНЧ 3 2 21 .1w w
zk kW z z Z
p p z
−
  α +β +β−α 
= − + = 
  − 
 
Підставивши в рівняння (2) дискретну 
передавальну функцію, отримаємо рівняння 
дискретної моделі відносно сигналу похибки 
ДСВ: 
{ } ( ) { }
{ } { }( )
1 *
1 ,
1 *
0 ,
2
, (3)
n чд n
n чд n
Z z b Z u
z Z b Z u
−
−
ε = − −


− ε +

 
де  
( )*0 ;b = β − α   
( )*1b = β + α . 
Виразу (3) відповідає структурна схема 
дискретної моделі (рис. 1). 
Відповідно до схеми (рис. 1) запишемо 
рівняння для ДСВ у скінченних різницях: 
( )*1,( 1) 1 , 2 ,
*
2 ,( 1) 1,( 1) 0 ,
2 ;
.
n чд n n
n n чд n
x b u x
x x b u
+
+ +

= − −

 = +
   (4) 
 
1Z− 1Z−
n,2x−
n,чдu
*
0b
*
1b2 −
( )1n,2x + ( )1n,1x + nn,1x ε=
 
Рис. 1. Структурна схема ДСВ з фільтром  
оцінювання другого порядку 
 
Використовуючи рівняння (1) та систему 
рівнянь (4), виведемо рівняння для центро-
ваного значення напруги: 
( )0 * 0 01,( 1) 1 1 1, 2, 2 1,
0 0 * 0 *
2,( 1) 1, 0 1 2, 0 2 2,
2 ;
,
n n n n
n n n n
x b k x x k
x x b k x b k
+
+

= − − + ξ

 = + + ξ
   (5) 
де введені компоненти вектора адитивної за-
вади, які маскують координату (доплерівсь-
ку частоту) та швидкість її зміни (скінченну 
різницю): 
( )1, 2,, Tn n nξ = ξ ξ . 
Матриця інтенсивності цих шумів має  
розмірність ( )2 2×  та може бути записана: 
2
1, 1, 2,
2
1, 2, 2,
( ) ,n n n
n n n
M M
Q t
M M
   ξ ξ ξ  
=
  ξ ξ ξ   
  (6) 
де [ ]...M  – позначення операції статистич-
ного усереднення функції. 
За допомогою системи рівнянь у скінчен-
них різницях (5) виведемо систему рівнянь 
для кореляційної функції похибки доплерів-
ської частоти. 
Вектор похибки вимірювання  
( )0 0 01, 1,, Tn n nX x x=   
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складається з двох складових. Отже, коре-
ляційна матриця похибки буде мати розмір-
ність ( )2 2× : 
1 21
12 2
,
θ θ
θ =
θ θ
     (7) 
де  
( )
( )
20
1, 1,
20
2, 2,
;
;
n n
n n
M x
M x
 θ =   
 θ =   
 
0 0
12, 21, 1, 2,n n n nM x x θ = θ =   . 
Для виведення усереднених різницевих 
рівнянь, використовуємо подання системи 
рівнянь (5) у просторі станів. Подамо систе-
му стохастичних різницевих рівнянь (5) у 
векторно-матричній формі: 
( ) ( )* *1 1 1 2
* *
0 1 0 2
2 1 2
; ;
,1
1 0 ; 0.
b k b k
F G
b k b k
H J

− −
−
= = 


= = 
 (8) 
де F  – матриця динаміки дискретної систе-
ми; 
G  – матриця управління (збурення); 
M  – матриця відображення; 
J  – матриця компенсації. 
Розрахунок області захоплення  
нелінійного стохастичного дискретного  
стежного вимірювача  
З урахуванням рівняння (8) та системи  
рівнянь (5) можна записати векторно-
матричне рівняння в скінченних різницях 
(рівняння для дисперсії похибки оцінювання 
вектора стану об’єкта спостереження): 
1 1 1
, ,
,
T T T
n n n n n
T T T T
n n x n n
M X X FM X X F
GM G F F G G
+ + +
ξ
   θ = = +
   
 + ξ ξ = θ + θ
 
(9) 
де, 
,x nθ  та ,nξθ  – матриці, які задані форму-
лами (6), (7). 
Проведемо розрахунок математичного 
сподівання скалярного добутку векторів: 
( )01, 1, 12,0 01, 2,0 21, 2,2, , .
n n n
n n
n nn
x
M x x
x
  θ θ
  = θ θ 
 
 (10) 
Запишемо рівняння (9) в розгорнутому 
вигляді, підставивши матрицю (10).  
Після перемноження отримуємо три усе-
реднених рівняння (взаємні дисперсії одина-
кові) скінченних різниць для розрахунку  
дисперсії похибки оцінювання: 
( ) ( )
( )
( ) ( )
( )
( )
2
* *
1,( 1) 1 1 1, 1 1 12,
2
*
1 2 ,
* * * 2
12,( 1) 1 1 1, 0 1 1
*
12, 0 1 2,
2
* *
2,( 1) 1, 0 1 12, 0 1 2,
2
*
0 2 ,
2 2
2 ;
2 2 1
;
2
.
n n n
n
n n
n n
n n n n
n
b k b k
b k
b k b b k
b k
b k b k
b k
+
ξ
+
+
ξ
 θ = − θ − − θ +  

 + − θ
 

 θ = − θ + − − × 

×θ − θ

θ = θ + θ + θ + 

+ θ

      (11) 
 
Усереднені рівняння (11) можливо отри-
мати, якщо скласти вираз для відповідних 
дисперсій похибки оцінювання на базі скін-
ченно-різницевих рівнянь для центрованих 
значень похибок оцінювання.  
Система рівнянь (5) матиме вигляд: 
0 0 0
1,( 1) 11 1, 12 2, 13 1,
0 0 0
2,( 1) 21 1, 22 2, 23 2,
;
.
n n n n
n n n n
x a x a x a
x a x a x a
+
+
= + + ξ 

= + + ξ 
  
Складемо вираз для усереднено кінцево-
різницевих рівнянь: 
( )201,( 1) 1,( 1)
2 2 2
11 1, 11 12 12, 12 2, 13 ,2 ;
n n
n n n n
M x
a a a a a
+ +
ξ
 θ = =  
= θ + θ + θ + θ
 (12) 
 
( ) ( )
( )
0 0
12,( 1) 1, 1 2, 1
11 21 1, 12 21 11 22 12,
12 22 2, ;
n n n
n n
n
M x x
a a a a a a
a a
+ + +
 θ = =
 
= θ + + θ +
+ θ
     (13) 
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( )20 02,( 1) 21 1, 22 2, 23 2,
2 2 2
21 1, 11 12 12, 22 2, 23 ,22 .
n n n n
n n n n
M a x a x a
a a a a a
+
ξ
 θ = + + ξ =  
= θ + θ + θ + θ
      (14) 
 
При складанні рівнянь (12), (13), (14) бу-
ло прийнято, що випадкові збурення неко-
рельовані з компонентами вектора похибки 
оцінювання. 
Таким чином, ДСВ із фільтром оціню-
вання другого порядку в просторі двох мо-
ментних функцій подано математичною мо-
деллю у вигляді п’яти усереднених рівнянь 
у скінченних різницях: 
( )
( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
1,( 1) 0 1, 2,
2,( 1) 1, 0 2,
2 2
1,( 1) 1 1,
22 2 2
1 12 1 2, 2 ,
12,( 1) 1,
2
1 12, 2,
2,( 1) 1
2 ;
;
2 2 2
2 ;
2 {1
2 } ;
n n n
n n n
n n
n n
n n
n n
n
m k m m
m m k m
k
k k k
k
+
+
+
ξ
+
+
= − β + α −  
= + β − α −
θ = − β + α θ − − β + α ×      
θ − β − α θ + − β + α θ  
θ = − β + α θ − − β − α ×  
× − β + α × θ − β − α θ  
θ = θ ( ) ( )
( )
2 2
, 1 12, 1 2,
2 2
2 ,
2
.
n n n
n
k k
k ξ













+ β − α θ + β − α θ +

+ β − α θ
 
Якщо дискримінаційна характеристика 
ДСВ апроксимована функцією вигляду:  
( ) 2exp ,
2n n n
b ϕ ε = ε − ε 
 
  
при нормальному одномірному законі роз-
поділу nε  коефіцієнти статистичної лінеари-
зації визначаються виразом 
( ) ( )
( ) ( ) ( )
23
1,20 1, 1, 1,
1,
2
1 1, 1, 1, 1, 0 1, 1,
, 1 exp ;
2(1 )
, 1 1 , .
n
n n n
n
n n n n n n
bm
k m b
b
k m bm b k m
−
  
 θ = + θ −  + θ  

θ = − + θ θ
      (15) 
Уведемо позначення: 
( )
( )
1, 1, 2, 2, 3, 1,
4, 12, 5, 2,
2 2
1 2 ,1
2 2
2 2 ,2
; ; ;
; ;
2 ;
.
n n n n n n
n n n n
n
n
x bm x bm x b
x b x b
k
k
ξ
ξ
= = = θ
= θ = θ
λ = − β + α θ  
λ = β − α θ
 (16) 
Перепишемо систему усереднених рів-
нянь (15) з урахуванням виразів (9), (16):  
 
( ) ( )
( )( )
( ) ( )
( )
23
1,21,( 1) 3,
3,
1, 2,
23
1,22,( 1) 1, 3,
3,
2,
2
32 1,
3,( 1) 3,
3,
2
1,
3,
2 1 exp
2(1 )
;
1 exp
2(1 )
;
2 1 exp
1
2 1
1
n
n n
n
n n
n
n n n
n
n
n
n n
n
n
n
x
x x
x
x x
x
x x x
x
x
x
x x
x
x
x
−
+
−
+
−
+
 
= − β+α + − ×     +  
× −
 
= + β−α + − × 
+  
×
 
= − β+α + − ×     +  
× − − β+α ⋅ −   + ( )
( ) ( ) ( ){ }
( )
( )
3
23,
3,
2
1,
4, 1
3,
4,( 1) 3,
22 2
31, 1,
4, 4,
4, 3,
2
1,
5,( 1) 3,
3,
1
exp ;
2(1 )
2 1 2
1 1 exp ;
1 2(1 )
2 1 1
2(1 )
n
n
n
n
n
n n
n n
n n
n n
n
n n
n
x
x
x
x
x
x x
x x
x x
x x
x
x x
x
−
+
−
+
 
  + ×
 
 
 
× − +λ 
+  
= − β+α − − β−α − β+ α ×      
   
 × − + − 
 + +    
 
 = + β−α −
 + 
( )
( )
( )
3
23,
22 2
21, 1,
4,
5, 5,
2
3 1,
3, 5, 2
5,
exp 1
2(1 ) 2(1 )
1 exp . (17)
1
n
n n
n
n n
n
n n
n
x
x x
x
x x
x
x x
x
−
−






























 + ×


      × − + β−α − ×   + +    
  
× + − +λ 
 +  
  
Систему усереднених рівнянь (17) розв’я-
зуємо за допомогою програмного комплексу 
Matlab. Якщо вважати, що шуми починають 
впливати на ДСВ у момент його включення, 
задаючи різні початкові умови для 1, 0nx =  та 
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2, 0nx = , за нульових початкових умов для 
3,0 4,0 5,0, ,x x x  можливо за ознакою збіжності 
розв’язку системи рівнянь (17) визначити 
область захоплення ДСВ із фільтром оціню-
вання другого порядку. 
Результати розрахунку перерізу площи-
ною області захоплення нелінійного стохас-
тичного ДСВ для декількох значень пара-
метрів системи та різних величин інтенсив-
ності компонентів векторного шуму 1 2,λ λ  
показано на рис. 2. 
0=λ
050,=λ
050,=λ
0=λ
10,=λ
10,=λ
150,=λ
,n
bmε
,n
b mε∆
Рис. 2. Переріз площини області захоплювання ДСВ 
із фільтром оцінювання другого порядку 
 
Зі збільшенням випадкових збурень об-
ласть захоплення системи відносно матема-
тичного сподівання похибки звужується.  
При значенні 0,17λ ≥  ця область захоп-
лення стягується до нуля, це значення є гра-
ничним. У роботах [1; 3; 6; 8] це значення 
інтенсивності збурень взято за границю зри-
ву спостереження. 
У цьому випадку в нелінійному ДСВ пе-
рестає існувати стійкий стан рівноваги, ви-
никає зрив стеження, захоплення неможливе 
при будь-яких початкових умовах. 
Висновки 
Проведено дослідження режиму захоп-
лювання в ДСВ із фільтром оцінювання дру-
гого порядку. Побудовано фазовий портрет 
дискретної системи. 
Розраховано області захоплювання, гра-
ниці зриву стеження при впливі випадкових 
збурень із різним рівнем інтенсивності. 
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