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Abstract 1.1 Related work 
Smart homes are expected to have sensors that 
monitor the home and its inhabitants. Sensors types 
include temperature sensors, pressure sensors in the 
,floor; or even accelerometers worn by the inhabitants. 
Data from these sensors can be used to infer higher- 
level context, such as the current activity of the in- 
habitants. We look at the case where there are mul- 
tiple providers of the same type of context in the home, 
and describe a probabilisric mechanism for combining 
these multiple context outputs into a single output us- 
ing the advertised probability of correctness of each 
provider. We show that the resulting context value has 
a higher quality (spec@cally a higher probability of 
correctness) than selecting and using any of the avail- 
able providers on their own. 
1 Introduction 
Future smart homes are expected to be filled with 
sensors for the purpose of sensing physical properties 
of the home and its inhabitants. Sensors may be built- 
in to the walls or floor, such as in MIT's PlaceLab [8] 
and Georgia Tech's Aware Home [6 ] ,  and might also 
consist of video cameras, as in Microsoft Research's 
EasyLiving project [I]. From the sensed data, the ob- 
jective is often to infer the current activity of the in- 
habitants and their well-being [9, 141, which is particu- 
larly important for monitoring elderly or convalescent 
people, who are thereby able to spend more time living 
autonomously in their home instead of being taken to 
a nursing home or hospital. 
Our work starts with the assumption that in smart 
homes there will be multiple ways of determining a 
type of contextual information, such as a person's ac- 
tivity, using different sets of sensors or inference tech- 
niques. Based on this assumption, we present a tech- 
nique for combining context data of the same type 
from different sources into a single output, such that 
all inputs and their currently advertised probability of 
correctness are taken into account. We show that the 
resulting output context is better than the output of any 
of the available providers taken on their own. 
There has been considerable work in pervasive 
computing middleware frameworks on selecting the 
most suited available service to accomplish the tasks 
of a context-aware application. 
For instance, in Gaia [I 11 applications can query 
the middleware layer for context information using 
first-order logic and boolean algebra. The Solar Sys- 
tem [2], the Strathclyde Context Infrastructure [I51 
and iQueue [3] also use essentially boolean predicates 
to determine if an available provider of context fits the 
requirements of the application, by comparing the val- 
ues of the properties of provider with the values spec- 
ified by the application. 
Instead, previous work of ours [5] uses application- 
dependent utility functions to map the attributes of a 
provider to a numerical satisfaction value, so that the 
provider with highest utility is chosen as the best alter- 
native for the application. Also Gaia was recently been 
extended with a high-level programming model [lo] 
that allows selection of a service based on the rank- 
ing of certain quantitative properties, e.g. ranking by 
ascending location distance from the service. 
Our work complements service selection in perva- 
sive middleware frameworks when the most important 
attribute is the precision of the context data received by 
the applications. Indeed, for certain types of context, 
such the activity of a person, the main factor for select- 
ing a particular provider is its precision. We show that 
to this end, in order to deliver to applications context 
data with the highest possible precision, it makes sense 
for these types of context information to combine the 
output of multiple providers of the same type of con- 
text into a single output, rather than selecting and us- 
ing only one of the available providers. Further, con- 
text is often location-dependent, or more generally de- 
pendant on some other type of context. We also show 
how taking this dependency into account can further 
improve the quality of the resulting context data. 
1.2 Scenario and approach 
We will describe and show the usefulness of our 
technique by working on the example of the context 
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Figure 1. Bayesian network for combin- 
ing output of multiple CPs. 
type "activity" in a smart home, using for simplicity 
the values standing, sitting and lying. The goal is to 
take as input the context of all available providers in 
the smart home of this type of context and output a fi- 
nal context value that takes into account each input, in- 
cluding their advertised probability of correctnesspoc, 
such that the resulting output is better than any of the 
available inputs taken on their own. Our approach is 
generally applicable to any context with a finite set 
of discrete context values. While it is potentially also 
applicable to context types with continuous output, it 
is more difficult to describe a generic approach that 
works well with continuous context types. 
As we consider in the decision making process 
probabilities in the input (poc), we choose to use statis- 
tical inference techniques to solve this task, and there- 
fore model the relationship between the actual activity, 
the output of the context providers detecting the activ- 
ity and the final resulting output as a Bayesian net- 
work. 
2 Bayesian network 
Let us start by describing the Bayesian network 
(BN) on we which our strategy for combining con- 
text inputs is based. Figure 1 shows our BN instance 
for the context type "activity", although it will have 
the same structure for most context types. A BN is a 
directed acyclic graph, where the nodes of the graph 
represent random variables, and the directed links in- 
dicate that the parent node has a direct injluence on 
the child node [12]. Thus, in Figure 1 the activity be- 
ing monitored (node A) has a direct influence on the 
context providers (CPs) that are trying to determine 
that activity through their sensors; and the outputs of 
the CPs (nodes CPl, CP2, ... ) have a direct influence 
on the final output (node 0 ) ,  as it takes into account 
the output of each CP and their advertised probability 
of correctness (poc). 
Broadly, any BN is used in the following way. First, 
conditional probabilities are defined for each random 
variable in the BN, based either on training data or 
some knowledge of the problem domain. In our case, 
this means defining the probabilities P(A), P(CPl IA), 
P(CP21A), etc. and P(O(CPl, CP2, ... ). Once this is 
done, the network describes the full joint probability 
distribution of the domain, i.e. it is possible to deter- 
mine the probability of each outcome of any of the 
random variables in the BN. Ultimately of interest to 
us is P(AI0, CPl, ..., CP,), i.e. how likely each value 
for the actual activity is, given the final output and the 
output of each CP. In fact, we compute this probability 
for every possible value and then choose as the final 
output the value that is most likely. 
Using the BN in Figure 1 and Bayes' product rule 
n 
P(x1, ..., x.) = n P(xi 1 parc?nts(Xi)) 
i= 1 
where parents(Xi) is the set of nodes in the BN that 
have an arrow to node Xi, we get 
n is the number of available CPs for this type of con- 
text, ci the output of the i-th CP and a is a scaling 
factor that normalises the resulting probabilities such 
that they sum up to 1. Once P(AI0, CPl, ..., CP,) is 
computed for every possible value of A, the one with 
highest probability is picked and its computed proba- 
bility can be used as the probability of correctness of 
the final output. 
2.1 Defining the conditional probabil- 
ities in the Bayesian network 
Let us now define the condition probabili- 
ties in Equation 1 so that we can compute 
P(AI0, CPl, ..., CP,) and thus determine a final output 
given inputs from multiple CPs. 
P(A) can be estimated by observing the frequency 
of the different final outputs, i.e. we can use as P(A) 
the past occurrence rate of each value at node 0. At 
the beginning, when there are no or too few outputs 
of node 0 to construct P(A), we can either set P(A) 
to some standard distribution (e.g. one that takes into 
account that sitting is a lot more likely than standing), 
or in general start with all outcomes equiprobable. 
P(CPilA) is the probability of correctness (poc) ad- 
vertised by the i-th CP. That is, we assume that each 
CP can advertise the probability of each output given 
the actual context. These values fill what is often 
called the confusion matrix, for example in [7, 13, 41. 
The confusion matrix essentially measures how well a 
CP can infer a type of context. Indeed, such a matrix 
- A  
is usually produced when a sensor logic algorithm that 
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Table 1. CPT for Example 1. Table 2. Extract of node 0's output for 
Example 1 (CPs' CPT is given in Table 1). 
produces high-level context from sensor data is tested 
with real data, as this is a common means of compar- 
ing the effectiveness of different algorithms. 
A sensible definition of P(OICPl, CP2, ...) is less 
straightforward and is discussed in the following 
section. Once we have chosen a definition for 
P(OICP1, CP2, ...), we can use Equation 1 to combine 
the CPs to produce a final output. 
2.2 Computing P(OICPl, CP2, ..., CP,) 
Intuitively we want to define P(OICPl, CP2, ..., CPJ 
such that it takes into account the amount of uncer- 
tainty each CP has in its output. In other words, given 
multiple CPs, the output of CPs that advertise low 
probability of correctness poc should be considered to 
a lesser extent than CPs advertising high poc, as the 
latter are more accurate. We can translate this intuitive 
strategy into the following formula: 
Let C P  be the set of all CPs, 
M the set of all possible context values, i.e. all possible 
values of A, 0 ,  and CPi are in M, 
c(CPi ( A = a) the context value output by Pi E 
C P  when A = a (the true context is a), i.e. 
P(CPi=c(CPi(A=a) ( A=a) 2 P(CPi =rn  ( A  = a ) ,  
V ~ E M .  
We define P(OICPI, ..., CPlcpI) as follows (ICPI = n): 
In words, we are taking a product of a value for each 
CP. For this value, we assume that the true context A 
is equal to the output 0 and use the ratio1 between 
the probability of CPi's output being what it is (given 
the value of A) over the sum of probabilities of CPi 
outputting what it does given all the possible values 
'If the sum in the ratio turns out to be 0, we get division by zero. 
This indicates that this combination of outputs from the CPs cannot 
occur according to the CPs' conditional probability tables. 
of A. (L. is again the scaling factor that assures that 
probabilities sum up to 1 as appropriate. 
Let us briefly justify why we take the ratio between 
P(CPi = cilA = m) and CncM P(CPi = cilA = a) in 
Definition 2. In words, this means that we take each 
CP's output in the context of how likely it is output for 
each and every possible value of A. So, if for exam- 
ple CPi nearly always outputs ci only when the actual 
context A is rn then-without knowledge of A-CPi's 
output being ci contributes much to our belief that the 
actual context is rn. However, if on the other hand CPi 
is equally likely to output ci for every possible actual 
context A, then CPi's output being ci will be useless. 
The following example should better illustrate the be- 
haviour of Definition 2. 
Example I. Consider an example scenario of activity 
detection which is meant to be to some extent realis- 
tic, but is also constructed to better show the desirable 
behaviour of Def. 2. In this example, the possible val- 
ues of the detected activity context A are sitting (si), 
standing (st) and lying (ly). Table 1 shows the condi- 
tional probability table (CPT) for the four CPs in this 
example. The table tell us, given each actual activity, 
with what probability each possible value is output by 
a CP. The numbers in bold represent the probability of 
the value that a CP is most likely to output given an 
actual context. For example, given that the actual con- 
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text is A = si, CPl's most likely output is correctly the 
context value si with probability 0.8. Instead, given 
A = si, CP2's most likely output is erroneously st with 
probability 0.6. 
Table 2 shows an extract of node 0 ' s  probability table 
when we apply Def. 2. Let us now discuss these out- 
puts. For example, given the input (si, st, ly, si) from 
the four CPs, the most likely output is 0 = si. This re- 
flects the fact that, in Table 1, given an activity A = si, 
the most likely value of each CP is (si, st, ly, si) as em- 
phasised by the probabilities in bold. This behaviour is 
also obtained in the cases (st, st, st, st) and (ly, st, ly, ly) 
for the activities A = st and A = ly, respectively, as ex- 
pected. Further, the probability of 0 ' s  output is greater 
than the poc of any single CP, so taking all four CP's 
into account does give us more certainty about the cor- 
rectness of the output than using any single CP. 
It may at first seem surprising that the final outputs 
are correct with such high probability (>0.9 for most 
cases) considering that of the four CPs, only two ac- 
tually output the correct value with highest probabil- 
ity (CPI and CP4) while CP2 is completely useless, 
as it always has the same output probability distribu- 
tion regardless of the actual context (it is as if it had 
no sensors at all to detect the actual context and just 
outputs the three context values according the proba- 
bilities in Table 1). The reason is that, since CP2 is 
not useful, it does not contribute--either positively or 
negatively-to 0 's  output. The ratio in Def. 2 between 
P(CP; = cilA = m) and CaeM P(CPi = c;lA = si) achieves 
that effect, as for every value si, st, ly, that A can take, 
the ratio for CP2 is always the same (equal to f ) .  In 
other words, as CP2's output is in no way conditional 
on the actual context, each output is therefore equally 
likely regardless of what the actual context is (e.g. CP2 
outputs st with probability 0.6 regardless of what A is). 
Another effect of the ratio in Def. 2 is that CP3-while 
not outputting the correct value with highest probabil- 
ity in the cases of A = si and A = ly-is nevertheless 
useful. This is because it has a strong bias towards 
some value (what this value is is not important), and 
this bias is conditional on the actual context. Thus, the 
output of CP3, while incorrect, gives us information 
about the actual context. To understand this, consider a 
similar case where a person must answer yes/no ques- 
tions and we know that the person will always lie. In 
that case, each answer, while incorrect, allows us to 
infer the correct answer. The trick lies in knowing that 
the person lies, which in our case translates into the 
assumption that the CPs are reliable in their advertised 
poc, regardless of whether the output is correct. 
We have also included in the table a case where the 
three CPs that have an influence on the output (CPI, 
CP3 and CP4) produce conflicting values. In the case 
shown in the table, the CPs' output is (st, st, si, ly), with 
a final output of st. This makes sense because CP, is 
very accurate and there is a very low probability that 
it will output st when the actual context is anything 
Table 3. A possible distribution for P(A) 
and resulting P(AI0) for Example 1. 
other than st. Therefore, its opinion weighs more than 
that of CP4 which is less accurate and outputs the con- 
flicting context ly. However, this conflict contributes 
to the low bias of the output's probabilities, indicating 
that there is greater uncertainty in the output. We will 
come back to this case in Section 3.3. 
In the above example, we have discussed the be- 
haviour of Def. 2 for P(OICPI, CP2, ..., CP,). This 
could be used directly to determine the final out- 
put if the prior P(A) is not known. On the other 
hand, if a good estimate of P(A) is available, we 
can instead use P(OICPI, CP2, ..., CP,) to compute 
P(AI0, CPI, ..., CP,,), which additionally takes into ac- 
count the likelihood of each context value. Table 3 
(right) shows the resulting probabilities for P(A/o)~, 
given the prior of A, i.e. P(A), in Table 3 (left). Using 
the latter often does not change the most likely out- 
put (i.e. the value with highest probability), but it does 
change the resulting probability of correctness, as it 
better reflects the true probability of correctness given 
the likelihood of each possible value of A. 
3 Further dependencies 
The Bayesian network (BN) we described in Fig- 
ure 1 appears a reasonable generic model for com- 
bining data from multiple CPs. However, in prac- 
tice, there are often details which are not modelled 
by this BN. For instance, in the activity example, the 
prior distribution of the actual activity P(A) may be 
directly influenced by the location. To see this, con- 
sider the following example of a smart home. Sup- 
pose the three possible activities detected by the CPs 
are M = (sitting, standing, lying]. Further, assume we 
have a smart home that consists of four rooms: a bed- 
room, a living room, a kitchen and a bathroom. If there 
is no workplace (e.g. desk) in the bedroom, it is fair to 
'we report P(AI0) instead of P(AJ0 ,  C P I ,  ..., CP,,) simply for 
compactness. Also, as P(AI0) is simply a weighted average of 
P(AI0, CP1, ..., CP,,) over all possible combinations of CP values, 
it is in a sense a summary of P(AI0, CP1 ,  ..., CP,,). 
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(a) Case I: CPs use L. 
Output 
(b) Case 11: CPs do not use L. 
Figure 2. Two versions of a Bayesian network that also takes into account available loca- 
tion information. Figure 2(a) (described in Section 3.1) considers the case where the CPs 
for context type A are capable of using the additional context L. Figure 2(b) (described in 
Section 3.2) considers the case where the CPs cannot use the additional context L. 
believe that the most likely activity in the bedroom is 
lying. Similarly, if there are no chairs in the kitchen 
(e.g. because there is little space) and as a result din- 
ner is served in the living room, the most likely activ- 
ity in the kitchen will be standing. In the living room, 
where we may be dining, watching TV, or reading a 
book (which we might do lying on the sofa), the most 
likely activity would be sitting, followed by lying. 
Table 4 shows a possible set of probability distri- 
butions of the activity given the location. These may 
be statistical results of observing the home inhabitant 
during a training phase of the system to detect his lo- 
cation patterns. In our case, these values are made up, 
but try to realistically capture the typical behaviour of 
a person at home. Notice that there are no probabil- 
ities equal to zero. This is done on purpose: even if 
during the training phase we have never observed the 
user lying in the kitchen, we must set the probability 
for every case that could eventually occur to a non-zero 
value. Otherwise, the Bayesian network will never al- 
low that value to be output. So, if the user should ever 
be lying on the floor in the kitchen, unable to call for 
help, it is important for the smart home to be able to 
detect his condition, however unlikely, and automati- 
cally call for help. Indeed, it is common in Bayesian 
networks to add a small uniform baseline distribution 
to CPTs to avoid zero-probability values, and thus al- 
low for values that did not occur in the training phase. 
The new dependency of the activity on location can 
be modelled in the BN by introducing a new node L 
representing the current location of the user. Conse- 
quently, because this node does not depend on any 
parent nodes, we need to define its prior P(L). In our 
smart home example, this would be the probability of 
the user being in a specific location at any time. An ex- 
ample distribution is given in Table 5. Assume that the 
person is out of the house during the day, only spend- 
ing time at home from evening to morning. In the spe- 
cific case of Table 5, half of the time at home is spent 
in the bedroom (mostly sleeping at night), a consid- 
erable time is spent in the living room (dinner, break- 
fast, watching TV and reading), with a small amount 
of time in the kitchen (cooking and washing up), and 
an even smaller amount of time in the bathroom. 
In the following two sections, we look at how- 
given that the activity is location-dependent-the final 
output can depend on the location (additionally to the 
output of the activity CPs). We distinguish between 
two cases: the case where the activity CPs are aware 
and are able to take advantage of the current location 
information, and the opposite case where they have no 
knowledge and thus do not use the current location. 
3.1 Case I: Activity CPs use location 
information 
Assume that some or all activity CPs can use the lo- 
cation information to affect their output. For instance, 
given the location "bedroom" and the high likelihood 
of lying, a CP might switch to an algorithm that is less 
good at detecting lying (which occurs often anyway) 
but can better distinguish standing and sitting from ly- 
ing. The B N ~ S  illustrated in Figure 2(a). Now, there 
is a new node L representing the random variable for 
location. The activity is now location-dependent, and 
so there is an arrow L+A. There is also an arrow from 
L to each CP, indicating that now CPs use location to 
improve their accuracy. We have also added an arrow 
"fa CP does not use location information, it is equivalent to a 
CP that is conditional on the Ickation, but has the same probability 
distribution for its output for every value of location. Thus, we can 
build a Bayesian network where every CP depends on the location, 
even if some CPs do not actually use this information. 
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Table 4. Example CPT for location- 
dependent activity in a smart-home. 
Location 
standing 
lying 0.8 0.01 
Table 5. Example probability distribution 
for location in a smart-home. 
L I bedroom livingroom kitchen bathroom 
P(L) 1 0.5 0.39 0.07 0.04 
L-0, which we will justify shortly. Table 4 gives a 
possible CPT for A. L itself must be given a prior dis- 
tribution, and an example of this is given in Table 5. 
Given this BN, it turns out that the output strategy 
does not need to change. We can still apply Def. 2 to 
determine P(OICPI, CP2, ..., CP,). Only its notation 
must change slightly. Let us look at the details. 
First of all, because the CPs' output is now influ- 
enced by knowledge of the user's location, their ad- 
vertised probability of correctness is now P(CPilA, L). 
This is also the CPT table for each CP in the BN. Now, 
we must define the new strategy for the final output, 
i.e. the CPT for node 0. This output is based on the 
output of the CPs, as before, plus the additional user 
location, and can be defined as follows: 
P(CPi = cilA = m, L = I )  is the poc advertised by 
CPi, which is conditional on both activity and loca- 
tion. Comparing this definition with Def. 2, notice 
that the operation to calculate the output is still the 
same: we have a division for each CP; of its prob- 
ability of its output conditional on the activity that 
0 would output P(CPi = cilA = m, L = I )  by the 
sum of this probability for every possible value of A, 
CdEM P(CP; = cilA = a, L = I ) .  The fact that these 
probabilities are conditional on the location does not 
change the calculation: 0 knows the location informa- 
tion, but does not directly use it. It is the CPs that use 
this location information in producing their output and 
poc. Therefore, although the final output 0 does not 
take into account location directly, its output does in- 
directly take it into account, as the CPs take location 
information into account in their own output. 
If 0 does not appear to directly depend on L, why 
then did we insert the arrow L + 0 in the BN? The 
reason is that, to compute 0 using the formula above, 
we need to have the complete CPT of each CP, i.e. 
P(CPi = c;(A = m, L = I ) ,  which is the CP's advertised 
poc for each case that the CP distinguishes. Further, 
0 needs to know the current location in order to de- 
termine which values to pick from CPi's CPT, as these 
values are location-dependent. So, from a Bayesian 
point of view, 0 does indeed depend directly on L, be- 
cause its output changes depending on the value of L. 
Finally, we can compute the probability of correct- 
ness @oc) of the final output P(AI0, CPl ,  ..., CP,, L), 
whose formula can be obtained directly from the 
Bayesian net by applying Bayes' rule (cf. Def. 1 for 
the simple case without the node L): 
P(A = xi0 = x, CPI = c l ,  ..., CP, = c,, L = I )  = (4) 
= a . P ( L = I ) . P ( A = x l L = l ) .  
.P(CPI=cl(A=x, L=l)  ...: P(CP,=c,(A=x,L=l)  - 
- P ( 0  = x I CPl = C l ,  ..., CP,, = c,, L = I )  
3.2 Case 11: Activity CPs do not use 
location information 
Consider now the case where the CPs are not de- 
signed to take location information into account when 
it is available. In this case, if there is location informa- 
tion available about the user through some positioning 
system, the component producing the final output can 
take this location data into account to improve the ac- 
curacy of its output. We extend our BN accordingly in 
Figure 2(b). The CPs do not depend on location, i.e. 
their output probability distribution is independent of 
the location, and conditional only on the current ac- 
tivity, while the final output does bias its output based 
on location information. Thus, we have only the new 
edges L+A and L+O in the BN. As a strategy for 
computing the output of 0 ,  we can use the following: 
where L is the set of possible locations. 
This definition works in the following way, it takes 
Def. 2-i.e. the old formula for computing the final 
output when the CPs have no knowledge of (or do not 
use) location-and weighs this by the probability of 
this output occumng given the current location, which 
P(A=rnlL=l) is the ratio CtELP (A=m lL=k) in Def. 5. This term is calcu- 
lated by dividing the probability of this output occur- 
ring at this location over the total probability of this 
output occurring everywhere. Def. 5 is perhaps best 
understood with an example. 
For completeness, we first provide the probability 
of correctness of the final output for this case, which 
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again results from applying Bayes' product rule: 
P(A = xi0 = x, CPl = cl, ..., CP, = c,, L = I) = (6) 
= c r . P ( L = I ) . P ( A = x l L = I ) .  
P(CPj = cllA = X) . ... . P(CP, = c,lA = x )  . 
. P ( 0  = x I CP1 = Cl, ..., CP, = c,,, L = I) 
Example 2. Let's continue with the smart home sce- 
nario of Example 1, i.e. consider a four-room home 
with the location distribution of Table 5 and the 
location-dependent activity distribution of Table 4. 
Further, assume there are four CPs for activity and let 
us take the probability of correctness for their output 
from Example 1. Recall that in this CPs' CPT, CP2 is 
useless and does not affect the final output. 
We now compute the output 0 with Def. 5. Tables 6-7 
show an extract of the results, which we now discuss 
by comparing the output of the four CPs with the out- 
put of node 0. Keep in mind that what CP2 outputs 
is irrelevant, as it provides no useful information, and 
therefore the final output is the same when we change 
CP2's output keeping the others fixed. 
Consider the first table (in Table 6) where the loca- 
tion is the bedroom. According to Table 4, lying is 
very likely with sitting and standing unlikely. Looking 
at the results, we see for example that when the four 
CPs output the values (ly, si, s t ,  si), i.e. only one of 
the four CPs output the correct context value, the final 
output is very clearly lying (with probability 0.8365). 
This results from the fact that at this location lying is 
much more likely than the other two activities. The 
same thing happens when the output of the CPs is (st, 
st, si, ly), with a final output of lying with probability 
0.7758. When all four CPs output lying, the proba- 
bility of the correct output is nearly 1 (0.9971 in the 
table), which again makes sense considering the high 
likelihood of lying in the bedroom. 
Let us now move on to the living room. Here the most 
likely activity is sitting (see Table 4), with lying half as 
likely and standing very unlikely. So, when only CP4 
outputs sitting (with the other CPs outputting either 
standing or lying), the final output is sitting, recog- 
nising the high likelihood of this activity in the living 
room. Yet, should all CPs output lying, the final out- 
put is lying with a probability of nearly 1 (0.9555 in 
the table). This is partly caused by the fact that the 
probability of lying in the living room is substantial 
(0.3), even if only half of sitting (0.6). It is also partly 
caused by the probability of lying in the living room 
being quite high compared to other rooms in the home, 
particularly the kitchen and bathroom where it is very 
unlikely. 
Moving on to the kitchen, the most likely activity is 
now standing (Table 4), with the other two activities 
being very unlikely (we are assuming that the home 
inhabitant eats in the living room). Notice here that if 
all4 four CPs output lying or sitting, which are very un- 
4 ~ e c a l l  that what CP2 outputs is irrelevant. 
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likely activities in the kitchen, the final output agrees 
with the CPs. However, in the case of the four CPs' 
outputs being sitting, the probability of sitting is not 
particularly high (0.6768). This is because standing is 
a much more likely activity in the kitchen, and there- 
fore even when all CPs output sitting there is still a rea- 
sonable probability that the activity is actually stand- 
ing. However, in the case of all CPs outputting ly- 
ing, the final output lying is extremely likely (0.9773) 
while standing's probability is completely zero. To un- 
derstand this, we must observe that in the CPs' CPT 
(Table l), CPl's probability of outputting lying when 
the actual activity is standing is exactly zero. Thus, 
whenever CPl outputs lying, and assuming that the 
CPs are completely reliable in their advertised poc val- 
ues, we must conclude that it is not possible for the 
actual activity to be standing. This in turn allows the 
probability of lying to be very high. 
Finally, looking at the outputs for the bathroom (Ta- 
ble 7), we see that if all CPs output lying, then the final 
output will also be Iying with about twice the proba- 
bility (0.6323) of sitting (0.3677), despite the fact that 
lying is very unlikely in the bathroom. This is an im- 
portant behaviour for a context provision component 
in the smart home scenario, because an elderly per- 
son may slip in the bathroom and fall in the bathtub 
or onto the floor (in a lying position) and be unable to 
call for help to get up. Thus, while on one hand the ad- 
dition of location information improves the bias of the 
final output probabilities when there is weak bias in the 
CPs (which is similar to saying that the CPs have small 
poc), on other hand the presence of multiple CPs for 
the same context helps us correctly determine with an 
improved amount of certainty also those context val- 
ues that are very unlikely, but whose correct detection 
is crucial to the smart home application. 
For lack of space, we omit a discussion on P(A(0, L) 
(Def. 6), which essentially weighs the output of 0 on 
the likelihood of each context A and location L. 
3.3 Taking poc of L into account 
Up to now, we have assumed that the location infor- 
mation is accurate. However, in practice this informa- 
tion will usually be provided by a positioning system 
with a limited probability of correctness (poc) of its 
own. Thus, we now want to also take into account the 
advertised poc of node L. The Bayesian networks for 
cases I and I1 need to updated. Figure 3 shows the 
new Bayesian networks. Here, the activity depends on 
the actual location AL, which is measured and output 
by L with a probability of correctness poc(L). 0 uses 
the measured location to output the final activity. For 
case I, the CPs' CPT also depends on L, as the CPs 
are capable of using available location information to 
improve their output. 
Given that L comes with its own poc, how 
should we modify the strategy for computing 
P(OICP1, ..., CP,,, L)? 
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Table 6. Final output probabilities for Ex- 
ample 2 (si=sitting, stzstanding, ly=lying). 
The values in bold are the values actually 
output. 
Table 7. Continuation of Table 6. 
bedroom 
A c ~ ~ ~ -  Activity 
m 
bathroom 
P(OICP1, ..., CP4, L) 
0.9371 
0.0201 
0.0428 
CPI 
si 
si 
si 
Measured 
Location 
CPl 
si 
si 
si 
Output 
(a) Updated BN for case I. 
CP2 
si 
si 
si 
. . . 
ly  si st si si 0.1635 
0 
" 1 :: I :: 1 1 1 0.8365 1~ 
. . . 
st st si l y  si 0.019 
0.2052 :: 1 :: 1 1 1 1 0.7759 
. . . 
leasured 
Location 
Output 
(b) Updated BN for case II. 
CP* 
si 
si 
si 
CP3 
si 
si 
si 
. . . 
0.1989 
0.8004 
st 0.0007 
. . . 
ly  ly st si si 0.9751 
0 
" 1 $ 1 :: 1 2 1 ; 1 0.0249 1~ 
. . . 
ly  
ly 
1~ 
Figure 3. Updated version of BN in Fig- 
ure 2. Now, the actual location AL is mea- 
sured and output by L with an advertised 
probability of correctness poc(L). 
CP4 
si 
si 
si 
CP? 
si 
si 
si 
ly  
l y  
l~ 
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CP4 
si 
si 
si 
ly  
l y  
[Y 
living room 
C ~ M P U T E R  SOCIE Y 
0 
si 
st 
ly  
0 
si 
st 
l y  
si 
st 
[Y 
l y  
ly 
J Y  
si 
st 
[Y 
ly 
ly 
1~ 
P(OICP,, ..., CP4, L) 
0.9469 
0.0529 
0.0002 
0.3677 
0 
0.6323 
ly  
l y  
[Y 
ly 
ly 
1~ 
0.0029 
0 
0.9971 
P(0ICP1, ..., CP4, L) 
0.9936 
0.0036 
0.0028 
CP] 
si 
si 
si 
l y  
ly 
[Y 
CP2 
si 
si 
si 
... 
ly  st st si si 0.7577 
0 1 1 1 1 1 0.2423 
. . . 
st ly  ly si si 0.7909 
0.1224 : 1 1 1 :: 1 ;: I 0.0867 
... 
CP3 
si 
si 
si 
ly  
l y  
1~ 
si 
st 
1~ 
CP4 
si 
si 
si 
ly  
l y  
[Y 
0.0445 
0 
0.9555 
kitchen 
0 
si 
st 
ly 
ly  
l y  
1~ 
CP, 
si 
si 
.si 
l y  
l y  
1~ 
CP3 
si 
si 
si 
CP2 
si 
si 
si 
. . . 
0.0004 
0.9994 
.st 
. . . 
ly  
ly 
ly 
P(OICP,, ..., CP4, L) 
0.3214 
0.6768 
0.001 8 
CP4 
si 
si 
si 
0 
si 
st 
l y  
ly 
ly 
1~ 
ly  
IY 
1.y 
ly 
l y  
1~ 
si 
st 
1~ 
0.0227 
0 
0.9773 
P(OJCPs,L) for different poc(L) values when CPS' 
output is (st, st, si, ly) and location is "bedroom" 
sitting standing lying 
Output value 
Figure 4. Final output probabilities 
P(OICPI, ..., CP,, L) with varying poc(L) 
when L = bedroom and CP's output is 
(standing, standing, sitting, lying). 
3.3.1 Case I1 
Let us look at case I1 first, as it results in a simpler 
expression. We can introduce L's poc in Def. 2 by in- 
troducing a linear dependency on L's poc between two 
extremes. These two extremes are: 
1. When L's poc is equal to 1, we want 
P(O(CPI, ..., CP,, L) to use Def. 5, where we as- 
sumed that L was completely accurate. 
2. When L's poc is equal to 0, we want 
P(OICPI, ..., CP,, L) to use Def. 2), where we had 
no location information at all, i.e. when the loca- 
tion information is completely inaccurate, we will 
ignore it completely. 
We now apply a linear dependency f (x) = ax + b to 
these two extreme cases. We omit the details for lack 
of space, and just provide the resulting expression: 
P ( 0  = mlCPl = cl,  ..., CPICrPl = c~~lpl, L = 1) = (7) 
P (CP; = cilA = m) 
= a  n 
C P i E m  C P(CP~ = CJA = a) 
acM 
Let us continue with Example 2. Specifically, let us 
look at the specific case where we are in the bedroom 
and the four CPs output (st, st, si, ly) (in Table 6). 
Figure 4 shows the probability of the three output val- 
ues when we vary the poc of the location information. 
When the location information is believed to be accu- 
rate and the location provider advertises poc(L) = 1 
for every location, then we have the results we pre- 
viously showed in Table 6. In Figure 4, it is the line 
labelled 1. In this case, the most likely output is lying 
(because we are in the bedroom). When poc(L) = 0, 
then we have the results without considering at all lo- 
cation information, which we compiled in Table 2. In 
Figure 4, it is the line labelled 0. In this case, the 
most likely output is sitting. In the chart, we also see 
the output probabilities for different values of poc(L), 
where for simplicity we assume that every location has 
the same poc(L). There is a threshold point at around 
poc(L) = 0.7, where below 0.7 the most likely output 
is sitting, whereas above 0.7 it is lying. Therefore, if 
we have no locatioll information, then given the con- 
flicting CP output (st, st, si, ly) we will assume we are 
sitting. But if we know we are in the bedroom, then 
it is more likely that we are lying. This is a good ex- 
ample of how the introduction of an additional depen- 
dency improves the quality of the final output when 
there is inaccurate data from the CPs. 
3.3.2 Case I 
Let us now consider case I (i.e. where the activity CPs 
use location information). We can apply the same 
technique of a linear dependence between two ex- 
tremes, which are: 
1. When L's poc is equal to 1, we want 
P(OICPI, ..., CP,, L) to use Def. 3, where we as- 
sumed that L was completely accurate. 
2. When L's poc is equal to 0, we want 
P(OICPI, ..., CP,, L) to use Definition 2, where 
we had no location information at all, i.e. when 
the location information is completely inaccurate, 
we will ignore it completely. 
Let p be the expression of Definition 3 and q the ex- 
pression of Definition 2, i.e. 
P (CP; = c;lA = m) 
q := n 
cpi,m x P(CP; = cilA = a) 
aeM 
Applying the linear dependency, we get: 
q uses P(CPiIA), but the CPs advertise only their out- 
put conditional also on the location P(CP;lA, L). How- 
ever, P(CP;lA) can be computed by applying Bayes' 
rule on the dependencies in the Bayesian net: 
2006 International Conference on Hybrid Information Technology (ICHIT'O6) 
0-7695-2674-8106 $20.00 O 2006 IEEE 
Q 
C ~ ~ P U T E R  
SOCIETY 
Finally, the smart-home example we described 
where P(CPilA, L), P(L(AL) and P(AL) are given in the shows that a type of context such as activity can be 
Bayesian net. Furthermore, poc(l)  can be read from L's highly biased by the knowledge of another context, 
CPT, usingpoc(1) := P(L = l(AL = I ) .  Thus, the whole in particular the current location in the home, and we 
resulting formula is: have shown how knowledge of a context type such as 
Let (T := ClzcL P(L= l1 IAL= Z2)P(AL=12) in location can be incorporated to improve the accuracy 
P(O = rnlCPl = c l ,  ..., CPIC"PI = cWI, L = 1) = (9) in the output of another context type such as activity. 
3.3.3 Updated P(AI0, L) 
Now that the BN has changed, we must also update 
the resulting P ( A ( 0 ,  L), based on the poc  of L. This 
is again done by applying Bayes' rule to the Bayesian 
network to obtain the new definition of P ( A ( 0 ,  L) for 
the two cases: 
Case I: (10) 
Case 11: ( 1  1) 
P(A = xI0 = x, CPl = cl, ..., CP, = c,, L = 9 = 
4 Conclusions 
We have described a probabilistic mechanism for 
combining the output of multiple sources of the same 
context type into a single output that takes into account 
the advertised probability of correctness of each con- 
text provider. Our approach only works with discrete 
context types, but this includes those context types that 
can easily be discretised into a small set of values. 
While we applied the approach to an abstract smart 
home example, we have yet to experiment with real- 
life physical sensors and algorithms to see how well it 
works in practice. A critical issue are the advertised 
probability of correctness values of the providers. The 
mechanism we have described only works well under 
the assumption that these quality values can be accu- 
rately estimated by the context providers. Further, we 
assume no malicious entities, which could break this 
technique by advertising high probability of correct- 
ness and delivering wrong context data on purpose. 
These are still areas of future work. 
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