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A microscopic theory for ultra-near-field radiation
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Using the nonequilibrium Green’s function (NEGF) formalism, we propose a microscopic theory
for near-field radiative heat transfer between metal plates. Tight-binding models for the electrons
are coupled to the electromagnetic field continuum. Our approach differs from the established ones
based on fluctuational electrodynamics, in that it describes truly nonequilibrium steady states, and is
nonlocal in system’s dielectric properties. For a two quantum-dot model a new length scale emerges
at which the heat current shows a peak. This length scale is related to the physics of parallel plate
capacitors. The three-dimensional model results are consistent with the theory of Polder and van
Hove except at very short distances.
PACS numbers: 05.60.Gg, 44.40.+a
Keywords: quantum transport, thermal radiation
The thermal radiation in a cavity can be well-described
by Planck’s theory of black-body radiation [1] - a great
achievement of twentieth century physics, which started
the quantum physics revolution. Two plates at tempera-
tures T0 and T1 will transfer radiative heat at a rate pro-
portional to T 40 − T
4
1 in the black-body limit, following
the Stefan-Boltzmann law. In the 70s both theoretical [2]
and experimental [3–5] work have indicated corrections
to the far field prediction when the distances between the
plates are comparable to the thermal wavelength of the
electromagnetic fields. Near-field effects can be as large
as a thousand fold that of the far field results [6–8].
Most recently, due to great progress in technology and
precision measurements, much closer proximity is possi-
ble, on the scale of nanometers, or near contact. Some
report near-field enhancements as large as a million fold
that of black-body values [9], much too large for an ex-
planation, while other experimental results are consistent
with the established theory [10, 11].
Polder and van Hove (PvH) [2] were the first to give
a quantitative theory of near-field radiation using the
Rytov’s formulation of fluctuating electromagnetic fields
[12, 13]. The current-current correlation is assumed to
follow the fluctuation-dissipation theorem. The average
value of the Poynting vector is computed using the solu-
tion of macroscopic Maxwell equations. In this picture,
the near-field contribution is largely due to evanescent
modes which are absent in the far field. A quantum elec-
trodynamics treatment with linear media and NEGF re-
produces the PvH theory [14].
The large near-field effect has also recently been ex-
plained by phonon tunneling or surface phonon polari-
tons [15–17]. The aim of this paper is to propose a more
fundamental theory. In this work, we pay attention to the
model of the system that generates the radiation. Since
electrons interact strongly with radiative fields, we begin
with a tight-binding model of the electrons, a metal, for
example, and couple it to the radiative field in a quan-
tized form. While the electrons are on a discrete lattice,
the electromagnetic field is continuous and permeates the
whole space. For simplicity, we ignore the possible role
that phonons may play. We compute the radiative heat
transfer by relating the Green’s function of the field to
the normal ordered Poynting vector operator. The opti-
cal property of electrons is incorporated in the form of
photon self-energy from a polarization diagram calcula-
tion.
To illustrate the basic idea, we start with a toy model
consisting of two quantum dots and a one-dimensional
(1D) field. The same formulation can be applied to more
realistic models. We report the results of a 3D model
calculation with vector potential, the details of which are
presented in the supplemental materials of this paper.
We imagine a nanoscale parallel plate capacitor of
which the maximum possible charge is Q. The state of
each plate is simplified such that it either has the charge
or not. The plates, located at z = 0 and d, are con-
nected to respective electron baths so that their charges
can fluctuate. The field is taken to be the scalar poten-
tial φ(z) defined for all z. Photon baths are placed at
the far left and right at −L/2 and L/2, with L much
larger than d. The photon bath is an important feature
for a self-consistent and energy conserving theory. The
Hamiltonian of the whole setup, H = Hγ +He +Hint, is
Hγ = s
∫
dz
1
2
[
φ˙2 + c2
(
∂φ
∂z
)2]
, (1)
He = v0c
†
0c0 + v1c
†
1c1 + baths & couplings, (2)
Hint = (−Q)c
†
0c0φ(0) + (−Q)c
†
1c1φ(d), (3)
where s = Aǫ0/c
2 is a scale factor to give Hγ the di-
mension of energy; A is the area of the capacitor, ǫ0 is
the vacuum permittivity, and c is the speed of light. c0,
c1, and their hermitian conjugates are fermionic annihi-
lation and creation operators. The photon field can also
2be expressed as (in the interaction picture)
φ(z, t) =
∑
q
√
h¯
2ωqsL
(
aqe
i(qz−ωqt) + h.c.
)
, (4)
where ωq = c|q| is the photon dispersion relation, with
wavevector q = 2πk/L, k an arbitrary integer, aq the
bosonic annihilation operator of a photon of mode q.
h.c. stands for the hermitian conjugate of the preceding
term.
Our task is to compute the energy current between the
dots. From continuity requirements of the field energy,
we can establish an expression for the “Poynting vector”
as −ǫ0φ˙∂φ/∂z. However, to obtain a correct quantum
version of the operator, we need to symmetrize the two
factors and also, very importantly, demand normal order
[18] (denoted by the colons here):
j = −
ǫ0
2
[
: φ˙
∂φ
∂z
: + :
∂φ
∂z
φ˙ :
]
. (5)
Normal order dictates that we swap the annihilation op-
erator to the right of the creation operator if that is not
already the case. This removes the zero-point motion
contribution which otherwise would diverge to infinity.
We can relate the expectation value of j to the Green’s
functions of the photons. The end effect of the normal
order is to take only the positive frequency contribution
of the Green’s function (a justification depends on omit-
ting correlations between annihilation-annihilation oper-
ators, and similarly creation-creation operators, and will
be presented elsewhere). The average energy current per
unit area at location z can be obtained from
〈j(z)〉 = −ǫ0
∫ ∞
0
dω
π
h¯ωRe
∂D<(ω, z, z′)
∂z′
∣∣∣
z′=z
, (6)
where D<(ω, z, z′) =
∫ +∞
−∞ D
<(z, t; z′, 0)eiωtdt is the fre-
quency domain lesser Green’s function for the field φ.
We evoke the machinery of NEGF [19–22] to calcu-
late the required Green’s functions. First, we define the
contour-ordered Green’s function as
D(z, τ ; z′, τ ′) = −
i
h¯
〈
Tτφ(z, τ)φ(z
′, τ ′)
〉
noneq
, (7)
where τ and τ ′ are Keldysh contour times, Tτ is the con-
tour order operator, and the average is over a nonequi-
librium steady state. The operators are in the Heisen-
berg picture. Transforming into the interaction pic-
ture, and using the standard diagrammatic expansion
[23], we can summarize the result in a contour ordered
Dyson equation, which can be organized as pair of equa-
tions in real time, the retarded Dyson equation and the
Keldysh equation. Symbolically, for the Keldysh equa-
tion, D< = DrΠ<totD
a, here Π<tot is a sum of the contri-
butions from the nonlinear interactions at the dots, as
well as the contributions from the photon baths. Due to
time translational invariance, the equations become sim-
ple in the frequency domain, given as, for the Keldysh
equation for our 1D model,
D<(ω, z, z′) =
∑
j
Dr(ω, z, zj)Π
<
j D
a(ω, zj, z
′), (8)
where the sum is over the set {zj} = {−L/2, 0, d, L/2}
for j = {L, 0, 1, R}. The first and last terms are
the left and right photon bath contributions, Π<L =
−2Ω/(eh¯ω/(kBTL) − 1), with Ω = iscω, and TL the tem-
perature of the left photon bath, and similarly for Π<R.
The photon bath self-energies can be obtained from a
discrete lattice model, which is essentially the same as
the model for phonons [24], and then taking the limit as
the lattice constant goes to zero. j = 0, 1 terms are con-
tributions from the quantum dots. The retarded Green’s
function satisfies
Dr(ω, z, z′) = Dr0(ω, z, z
′) +∑
j,k=0,1
Dr0(ω, z, zj)Π
r
jk(ω)D
r(ω, zk, z
′), (9)
whereDr0(ω, z, z
′) = ei
ω
c
|z−z′|/(2Ω), is the free photon re-
tarded Green’s function. The advanced Green’s function
is obtained by symmetry, Da(ω, z, z′) = Dr(ω, z′, z)∗. To
make a contact with the usual dyadic Green’s function
method [8], one can turn the Dyson equation into a differ-
ential equation by operating with the inverse of the free
Green’s function. However, due to the discrete nature
of the problem, zj takes only a finite set of values. The
above equation (9) can be solved directly, by choosing a
finite set of values of {0, d, · · ·}. It becomes a system of
linear equations.
In addition to the Green’s functions of the photons, we
also need the Green’s functions of the electrons. A sim-
ilar Dyson equation for the electrons can be established,
with the Green’s function G and electron self-energy Σ.
The problem is completely specified if these self-energies
are known. However, for interacting systems like the
electron-photon interactionHint, no simple closed expres-
sion is possible (except the formal Hedin equations [25]).
For the two-dot model, we present a calculation with the
self-consistent Born approximation (SCBA), also known
as random phase approximation [23]. In this framework
the photon self-energy due to the electron-photon inter-
actions is given, in contour time, as (j, k = 0, 1)
Πjk(τ, τ
′) = −ih¯Q2Gjk(τ, τ
′)Gkj(τ
′, τ). (10)
Since the electrons cannot jump from the left lead to the
right lead, we only have nonzero diagonal terms Πj ≡
Πjj . The contour expression can be used to derive the
real-time formulas, e.g., the retarded one in the frequency
domain needed for solving the Dyson equation is
Πrjk(ω) = −ih¯Q
2
∫ +∞
−∞
dE
2πh¯
[
Grjk(E)G
<
kj(E − h¯ω)
+G<jk(E)G
a
kj(E − h¯ω)
]
. (11)
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FIG. 1. (a) The radiative heat current density 〈j〉 for the
two-dot model as a function of distance d with different max-
imum charge Q. We set the temperatures of the baths at
T0 = 1000K, T1 = 300K, TL = 100K, TR = 30K, chem-
ical potentials µ0 = 0 eV, µ1 = 0.02 eV, and onsite v0 = 0,
v1 = 0.01 eV, area A = 389.4 (nm)
2, and the electron bath pa-
rameters Γ0 = 1 eV, Γ1 = 0.5 eV, E0 = 2.0 eV, E1 = 1.0 eV.
(b) The temperature dependence of the radiative heat cur-
rent density. Here, we set T1 = 300K and vary T0, with
d = 35.5 nm and Q = 1 e. Other parameters are the same as
for Fig. 1(a).
The electron retarded Green’s function is given by
Grjj(E) = 1/
(
E − vj − Σ
r
j(E) − Σ
r
n,j(E)
)
, where the
bath contribution to the self-energy is chosen to follow
the Lorentz-Drude model, Σrj(E) =
1
2Γj/(i + E/Ej),
where Γj and Ej are the bath model constants. The
lesser Green’s function is given by a Keldysh equation,
G<jj(E) = G
r
jj(E)
(
Σ<j (E) + Σ
<
n,j(E)
)
Gajj(E). We refer
to the literature for the formulas for the self-energies
Σr,<n,j (E) of the electrons arising from the Hartree and
Fock diagrams under SCBA [26, 27].
We now discuss the numerical results of the two-dot
model. Figure 1(a) shows the radiative heat current den-
sity 〈j〉 as a function of the two-dot separation d with
various charge Q. A peak is discovered, and the peak po-
sition varies with the parameterQ (or area A not shown).
This phenomenon is different from near-field radiative
heat transfer results dominated by evanescent modes.
There are no evanescent modes in our model. The results
can be understood from the following considerations: (i)
two dots attain the condition of quantum resonance for
the photon field at a specific distance; (ii) due to the
strong coupling between surface charges and photons, ra-
diative heat transfer is enhanced. The peak position dmax
is in good agreement with a parallel plate capacitor model
when the energy of the capacitor is of the order of an eV,
i.e., U = Q2/(2C) ∼ 1 eV, where C = ǫ0A/dmax is the ca-
pacitance. More precisely, a length scale can be obtained
by analyzing the expressions of the photon Green’s func-
tions, giving dmax = −
1
2ǫ0A[1/Π
r
0(0) + 1/Π
r
1(0)], where
the photon retarded self-energies at the dots are evalu-
ated at zero frequency. This prediction is closely followed
by the data.
Besides, Figure 1(a) also shows a large value of radia-
tive heat transfer due to surface charge resonance which
is not obtained in the standard fluctuational electrody-
namics. At the peak positions, the radiative heat cur-
rent density is approximately 2.5 × 108 W/m2, which
is almost five thousand times larger than the black-body
limit of 5.6×104 W/m2. Compared to a one-dimensional
Landauer formula (1D BB) result with perfect trans-
mission, i.e. 1.1 × 109 W/m2, our numbers are about
a quarter of that upper limit. Such enhancement is
mainly due to transverse confinement (there is only one
transmission mode) and the small area A. The tem-
perature dependence of the current density is plotted
in Fig. 1(b). Asymptotically for large T0 fixing T1, the
Stefan-Boltzmann law gives the fourth power of T0 and
1D BB limit gives a quadratic function of T0. The quan-
tum dot model demonstrates an unusual temperature de-
pendence which could be related to the specific density of
states of the quantum dots as comparing to bulk systems.
We then define the 3D model and discuss its predic-
tions. We consider a semi-infinite cubic lattice of lattice
spacing a and a cross section of L2 electron sites, with pe-
riodic boundary conditions in the transverse directions.
The layers 1, 2, to Lz form the right system, and the rest
of the sites, Lz +1, Lz +2, · · ·, form the right bath. The
left is similar with the system layers numbered −Lz + 1,
· · ·, −1, 0. The distinction between system and bath
is that the baths do not interact with the electromag-
netic field. The two semi-infinite blocks are separated
by a distance d. We take a nearest neighbor hopping
model with a hopping parameter t. Only the surface lay-
ers numbered 0 and 1 have onsite potentials, namely v0
and v1. These potentials mimic the Coulomb interactions
of the charges, and will be determined according to a ca-
pacitor model, i.e., v0 and v1 will be adjusted such that
the surface charge per unit area on the plates satisfies
σ = ǫ0V/d, where V is the potential drop across the gap.
Gauge invariance uniquely determines the form of in-
teractions between the electrons and the fields. Using the
Coulomb gauge (∇·A = 0) [28], the electron system and
interaction term can be written as
He +Hint =
∑
l,l′
c†lHll′cl′ exp
(
−
ie
h¯
∫ l
l′
A · dl
)
, (12)
where l = (lx, ly, lz) denotes the electron sites, Hll′ is the
single electron Hamiltonian matrix element, and A is the
vector potential. We have used the convention that the
charge of the electron is −e. The radiative field itself has
the Hamiltonian Hγ =
∫
d3r 12
(
ǫ0E
2
⊥ +
1
µ0
B2
)
, where
E⊥ = −∂A/∂t and B = µ0H = ∇×A.
The principles described earlier apply equally well to
this model. For example, the Poynting vector operator
can be defined by
S =
1
2
(
: E⊥ ×H : − : H×E⊥ :
)
, (13)
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FIG. 2. The average Poynting vector 〈S〉 as a function of gap
distance d for the 3D cubic lattice model. We set the temper-
atures of electron baths at T0 = 500K, T1 = 100K, µ0 = µ1 =
v0 = v1 = 0 eV, with lattice constant a = 2.117 A˚, hopping
parameter t = 0.85 eV, damping parameter η = 0.0272 eV,
and transverse dimension L = 40. The dashed curve shows
the PvH result. The dotted horizontal line is the black-body
limit. The inset shows 〈S〉 against voltage bias V , when the
chemical potentials are set at µ0 = −6t, µ1 = 6t, at a distance
d = 5.29 nm and Lz = 4.
and the central object for calculations is the contour-
ordered photon Green’s function
Dαβ(r, τ ; r′, τ ′) = −
i
h¯
〈
TτA
α(r, τ)Aβ(r′, τ ′)
〉
. (14)
The Dyson equation has the same form if we interpret
Πr, Dr0, and D
r as 3 × 3 matrices with “spin” indices,
α, β = x, y, z.
The supplemental materials present the formulas in-
volved for this calculation. Due to lattice periodicity in
the transverse directions, a great simplification can be
made by working in the wave-vector q⊥ space. This es-
sentially reduces it to a 1D problem for each q⊥. Still,
self-consistency is computationally very demanding. Our
results below are based on Born approximations of the
self energies. That is, when computing the photon self-
energy, we use the unperturbed electron Green’s function
G0.
Figure 2 shows the 3D results of the average Poynting
vector 〈S〉 at the gap of the cubic lattices for different
thickness Lz, as well as a PvH calculation using a sim-
ple Drude model for comparison (with dielectric func-
tion given by ǫ(ω) = 1 − ne2/[ǫ0mω(ω + i2η/h¯)], where
n = 16a
−3 to match the conductivity of the model). The
parameters are chosen to be close to that of a typical
metal. Our microscopic theory results more or less match
the PvH results. An exact agreement is not possible since
the Drude model is not exact and our calculation is lim-
ited to finite sizes of Lz. An interesting phenomenon
is that the far-field values are dominated by the first
few layers, while near-field values depend on more lay-
ers. We expect the near-field values to be saturated for
sufficiently large Lz, although PvH theory shows a 1/d
2
divergence. The inset shows a dependence of the thermal
energy flux on voltage. We set the chemical potential µ0
of bath 0 to the bottom of the band and µ1 of bath 1
to the top of the band so that the system behaves like
semiconductors of N-type and P-type, respectively. This
graph demonstrates that it is possible to change the ra-
diative heat current by applying a voltage bias (although
huge bias is required).
In summary, we have presented a more fundamental
theory of near-field radiative heat transfer that applies
to distances approaching atomic lattice constants. From
the perspective of this current theory, the limitations of
the PvH theory as an approximate treatment are ap-
parent. First, we note that the current-current corre-
lation is not identical to the photon self-energies; this
is only true to leading order in the diagrammatic ex-
pansion. Second, the use of the fluctuation-dissipation
theorem for the current correlation is consistent with a
Born approximation. A more rigorous treatment such as
SCBA will lead to a true steady state. Only the elec-
tron baths have well-defined temperatures, and with the
electron-photon interaction being nonlinear, we can not
recover a Landauer-like formula like in the PvH theory
[29]. However, our theory does recover the PvH result
if the electrons are treated as an effective medium with
translational invariance in all directions. Specifically, the
relation between the retarded self-energy and the dielec-
tric function is Πr,αβjk (ω) = −ǫ0ω
2a3 [ǫ(ω)− 1] δαβδjk.
The approach proposed here opens the way for the
treatment of other geometries such a surface and a tip,
and ionic phonon systems, or more exotic systems such as
topological insulators or Weyl semi-metals, where surface
states may play an important role and greater near-field
effects may be present. Our approach can also be inter-
faced with first principle calculations, thus enabling more
rigorous predictions of near-field properties.
The authors thank Lifa Zhang for stimulating discus-
sions and Han Hoe Yap for pointing out an error in an
earlier version of the supplemental materials. This work
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1Supplemental Materials: A microscopic theory for ultra-near-field radiation
Jian-Sheng Wang and Jiebin Peng
In this supplemental section, we outline the key steps of derivation for the 3D model. Due to the periodicity of
the electron lattice in the transverse directions, the electron Hamiltonian becomes block diagonal with the Fourier
transform of fermion operators defined on lattice sites as
clx,ly,lz =
1
L
∑
q⊥
eiq⊥·l⊥ac(q⊥, lz), (S1)
where the transverse wavevector q⊥ = (qx, qy) =
(
2pim
aL ,
2pin
aL
)
, m,n = 0, 1, · · · , L − 1, l⊥ = (lx, ly), and a, the lattice
constant. Focusing on the right side, letting c(q⊥) denote the semi-infinite vector of annihilation operators consisting
of layers 1, 2, · · ·, lz, · · ·, the Hamiltonian of the right system and the bath can be written as
HRe =
∑
q⊥
c†(q⊥)


v1 + ǫ2D(q⊥) −t 0 · · ·
−t ǫ2D(q⊥) −t 0
0 −t ǫ2D(q⊥) −t
... 0 −t
. . .

 c(q⊥), (S2)
where t is the hopping parameter and ǫ2D(q⊥) = −2t
(
cos(qxa)+cos(qya)
)
is the electron dispersion relation on a two
dimensional square lattice. The free electron Green’s function can be found by taking the inverse, Gr0(q⊥, E) =
(
E +
iη−H(q⊥)
)−1
. H(q⊥) is the single particle Hamiltonian displayed as a matrix in the above equation. For notational
simplicity, we’ll omit the subscript 0 below. An explicit expression can be given asGr(q⊥, E, lz, l
′
z) = Bmin(lz ,l′z)λ
|lz−l
′
z|,
where λ satisfies the quadratic equation
t+
(
E + iη − ǫ2D(q⊥)
)
λ+ tλ2 = 0, (S3)
with modulus |λ| < 1. We will set an artificial damping to the electrons by choosing η = h¯/(2τ) where τ is the
relaxation time related to electron conductivity. Bj is obtained from a recursion relation, Bj = −λ/t+ λ
2Bj−1 with
B1 = 1/
(
E + iη − ǫ2D(q⊥)− v1 + tλ
)
.
For the vector potential Aα, we use exactly the same Fourier transform as for the electrons. This is an approximation
in the transverse direction, since the field forms a continuum; the z direction is still treated as a continuous field.
But since electrons sit on lattice sites, we only need the values of the field at the lattice sites. The transverse Fourier
transformed version of the photon Green’s function is then,
Dαβ(q⊥, z, τ ; z
′, τ ′) =
∑
l⊥
Dαβ(l⊥a, z, τ ;0, z
′, τ ′)e−iq⊥·l⊥a = −
i
h¯
〈
TτA
α(q⊥, z, τ)A
β(−q⊥, z
′, τ ′)
〉
. (S4)
To obtain the self-energies of the photons, we expand the exponential term containing the vector potential in Eq. (12)
of the main text to second order in Aα. The linear term gives the usual current-vector potential interaction, producing
an associated self-energy in contour time as, after the standard diagrammatic analysis:
Παβ(1)(q⊥, lz, τ ; l
′
z , τ
′) = −
i
L2h¯
〈
TτI
α(q⊥, lz, τ)I
β(−q⊥, l
′
z, τ
′)
〉
, (S5)
where the transverse components of the current operators, α = x, y, are given by
Iα(q⊥, lz, τ) = (−e)
∑
p⊥,p′⊥
v(pα, p
′
α)c
†(p⊥, lz, τ)c(p
′
⊥, lz, τ)δ(p
′
⊥ − p⊥ − q⊥). (S6)
The ‘velocity’ of the electron is v(pα, p
′
α) =
at
h¯
(
sin(pαa) + sin(p
′
αa)
)
, and the last term δ is the Kronecker delta. The
z component is different, given by
Iz(q⊥, lz, τ) =
ieat
2h¯
∑
p⊥,p′⊥
[
c†(p⊥, lz, τ)∆c(p
′
⊥, lz, τ)−∆c
†(p⊥, lz, τ)c(p
′
⊥, lz, τ)
]
δ(p′⊥ − p⊥ − q⊥), (S7)
where we have defined a new operator, the central difference, ∆c(p⊥, lz, τ) = c(p⊥, lz + 1, τ) − c(p⊥, lz − 1, τ), and
similarly for ∆c†(p⊥, lz, τ).
2The self-energies can be expressed in terms of the electron Green’s function, G, by applying the Wick theorem.
The transverse sector, α, β = x, y, is
Παβ(1)(q⊥, lz, τ ; l
′
z , τ
′) = −
ih¯e2
L2
∑
p1
⊥
,p2
⊥
v(p1α, p
2
α)v(p
1
β , p
2
β)G(p
1
⊥, lz, τ ; l
′
z, τ
′)G(p2⊥, l
′
z, τ
′; lz, τ)δ(p
1
⊥ − p
2
⊥ − q⊥). (S8)
And the αz sector is
Παz(1)(q⊥, lz, τ ; l
′
z , τ
′) =
e2at
2L2
∑
p1
⊥
,p2
⊥
v(p1α, p
2
α)
[
Gc∆c†(p
1
⊥, lz, τ ; l
′
z , τ
′)G(p2⊥, l
′
z, τ
′; lz, τ)
−G(p1⊥, lz, τ ; l
′
z, τ
′)G∆c c†(p
2
⊥, l
′
z, τ
′; lz, τ)
]
δ(p1⊥ − p
2
⊥ − q⊥), (S9)
and similarly
Πzα(1)(q⊥, lz, τ ; l
′
z, τ
′) =
e2at
2L2
∑
p1
⊥
,p2
⊥
v(p1α, p
2
α)
[
G(p1⊥, lz, τ ; l
′
z, τ
′)Gc∆c†(p
2
⊥, l
′
z, τ
′; lz, τ)
−G∆cc†(p
1
⊥, lz, τ ; l
′
z , τ
′)G(p2⊥, l
′
z, τ
′; lz, τ)
]
δ(p1⊥ − p
2
⊥ − q⊥). (S10)
We have introduced a self-explanatory notation where GAB(τ, τ
′) = − ih¯
〈
TτA(τ)B(τ
′)
〉
. The zz component is
Πzz(1)(q⊥, lz, τ ; l
′
z , τ
′) =
i(eat)2
4h¯L2
∑
p1
⊥
,p2
⊥
[
G∆c c†(p
1
⊥, lz, τ ; l
′
z, τ
′)G∆c c†(p
2
⊥, l
′
z, τ
′; lz, τ)
−G(p1⊥, lz, τ ; l
′
z, τ
′)G∆c∆c†(p
2
⊥, l
′
z, τ
′; lz, τ) −G∆c∆c†(p
1
⊥, lz, τ ; l
′
z , τ
′)G(p2⊥, l
′
z, τ
′; lz, τ)
+Gc∆c†(p
1
⊥, lz, τ ; l
′
z, τ
′)Gc∆c†(p
2
⊥, l
′
z, τ
′; lz, τ)
]
δ(p1⊥ − p
2
⊥ − q⊥). (S11)
The contour time functions can be transformed into the energy (or frequency) domain analogously to the formulas
given in the main texts.
The quadratic term (Aα)2 in the expansion gives a plasmon contribution, which is diagonal in spin and site indices,
in energy space (E = h¯ω)
Παβ(2)(q⊥, E, lz, l
′
z) = −
ih¯e2
mL2
δα,βδlz,l′z
∑
p⊥
∫ +∞
−∞
dE′
2πh¯
cos(pαa)G
<(p⊥, E
′, lz, lz), α, β = x, y. (S12)
The mass is defined by t = h¯2/(2ma2). The zz component is
Πzz(2)(q⊥, E, lz, l
′
z) = −
ih¯e2
4mL2
δlz,l′z
∑
p⊥
∫ +∞
−∞
dE′
2πh¯
[
G<(p⊥, E
′, lz, lz + 1) +G
<(p⊥, E
′, lz + 1, lz) +
G<(p⊥, E
′, lz, lz − 1) +G
<(p⊥, E
′, lz − 1, lz)
]
. (S13)
The total self-energy is Π = Π(1) + Π(2). In actual calculations, we have taken q⊥ = 0 in the photon self-energy
expression. This is a valid approximation since the thermal wavelengths of the photons are much longer than that of
the electrons.
To solve the Dyson equation, we need an analytic expression for the free photon Green’s function Dr0. This can be
obtained from the second quantization representation of the vector potential [S1],
A(r, t) =
∑
q,σ=1,2
√
h¯
2ǫ0ωqa3L3
e(q, σ)
(
aq,σe
i(q·r−ωqt) + .h.c.
)
, (S14)
where e(q, 1) and e(q, 2) are the two unit polarization vectors perpendicular to q. Taking into account the fact that
we already have q⊥, and following the definition of the retarded Green’s function, we find
Dr,αβ0 (q⊥, ω, z, z
′) =
∫ +∞
−∞
dqz
2π
(
δαβ −
qαqβ
q2
)
eiqz(z−z
′)
a2ǫ0
(
(ω + i0+)2 − c2q2⊥ − c
2q2z
) , (S15)
3where q2 = |q|2 = q2⊥ + q
2
z . This integral can be performed using the residue theorem. We obtain
Dr,αβ0 = δαβ d− qαqβF, α, β = x, y (S16)
Dr,αz0 = D
r,zα
0 = sgn(z − z
′)qα(B −A)/C, (S17)
Dr,zz0 = q
2
⊥F. (S18)
We have introduced the shorthand notations A = eiq˜z |z−z
′|, B = e−q⊥|z−z
′|, d = A/(a2ǫ02ic
2q˜z), F = (A/q˜z +
iB/q⊥)/C, C = a
2ǫ02iω
2, and q˜z = ±
√
[(ω + i0+)/c]2 − q2⊥, where the sign is chosen such that Im q˜z > 0.
Finally, the Poynting vector average is computed from
〈
Sz(z)
〉
=
1
µ0L2
∑
q⊥
∫ ∞
0
dω
π
h¯ωRe
(
−
∂
∂z′
∑
γ=x,y
D<,γγ(q⊥, ω, z, z
′)
∣∣∣
z′=z
)
, (S19)
where µ0 = 1/(c
2ǫ0) is the vacuum permeability. D
< is further expressed in terms of the retarded Green’s function
through the Keldysh equation. We do not include the photon bath terms — this is equivalent to setting the bath
temperatures to 0 — and Π< follows the fluctuation-dissipation theorem, under the Born approximation, since G0 is
in equilibrium.
[S1] C. Cohen-Tannoudji, J. Dupont-Roc, and G. Grynberg, Photons & Atoms, introduction to quantum electrody-
namics, Chap. III. Wiley-VCH (2004).
