The Seyfert 1 galaxy NGC 4593 was monitored spectroscopically with the Hubble Space Telescope as part of a reverberation mapping campaign that also included Swift, Kepler and ground-based photometric monitoring. During 2016 July 12 -August 6, we obtained 26 spectra across a nearly continuous wavelength range of ∼1150 -10,000Å. These were combined with Swift data to produce a UV/optical "lag spectrum", which shows the interband lag relative to the Swift UVW2 band as a function of wavelength. The broad shape of the lag spectrum appears to follow the τ ∝ λ 4/3 relation seen previously in photometric interband lag measurements of other active galactic nuclei (AGN). This shape is consistent with the standard thin disk model but the magnitude of the lags implies a disk that is a factor of ∼3 larger than predicted, again consistent with what has been previously seen in other AGN. In all cases these large disk sizes, which are also implied by independent gravitational microlensing of higher-mass AGN, cannot be simply reconciled with the standard model. However the most striking feature in this higher resolution lag spectrum is a clear excess around the 3646Å Balmer jump. This strongly suggests that diffuse emission from gas in the much larger broad-line region (BLR) must also contribute significantly to the interband lags. While the relative contributions of the disk and BLR cannot be uniquely determined in these initial measurements, it is clear that both will need to be considered in comprehensively modeling and understanding AGN lag spectra.
INTRODUCTION
Reverberation mapping (Blandford & McKee 1982; Peterson 2014 ) allows an estimate of the size scale of the broad line region (BLR) in Seyfert 1s, and has led to the measurement of approximately 60 black hole masses (e.g., Peterson et al. 2004; Bentz et al. 2009; Bentz & Katz 2015) . The concept of reverberation mapping is straightforward; the observed time lag, τ , between an emission line lightcurve and the optical continuum lightcurve is interpreted as the light-travel time from the continuum emitting region close to the black hole and the line-emitting region further out (assuming that the optical continuum is a good proxy for the driving ionizing continuum). The emissivity-weighted average radius of the BLR, R, is therefore related to the lag via R = τ c. Assuming that the gas in the BLR is virialized, combining the velocity dispersion of the emission line leads to a black hole mass estimate.
Reverberation mapping can go beyond these very simple mass estimates. Use of changes in the velocity profile of emission lines can allow the structure of the BLR to be mapped (e.g. Welsh & Horne 1991; Horne et al. 2004) . Recent developments in modeling (Brewer et al. 2011; Pancoast et al. 2014 ) along with better data have started to improve our understanding of the structure of the BLR, especially the recent AGN STORM campaign to monitor NGC 5548 (De Rosa et al. 2015; Edelson et al. 2015; Fausnaugh et al. 2016; Goad et al. 2016; Pei et al. 2017; Starkey et al. 2017;  ecackett@wayne.edu Mathur et al. 2017) .
While emission line variability probes the BLR, continuum studies allow us to study the accretion disk (e.g., Collier et al. 1999; Cackett et al. 2007) . If a central source of X-ray/EUV photons irradiates the accretion disk, then correlated continuum variability with wavelength-dependent lags are expected. In such a scenario, the accretion disk reprocesses high energy EUV/X-ray photons from the central engine into UV/optical continuum photons, with the hot inner regions emitting mainly UV photons and the cool outer regions emitting mainly optical photons. Thermal radiation from a disk annulus at temperature T (R) emerges with a range of wavelengths, λ ∼ hc/kT (R). Roughly speaking, each wavelength picks out a different temperature zone and the time lag between the continuum at different wavelengths τ = R/c measures the corresponding radius. Thus, shorter wavelengths sense disk annuli at higher temperatures.
More specifically, the observed lags between different continuum wavelengths depend on the disk's radial temperature distribution T (R), which in turn depends on the accretion rate, M, and the black hole mass, M. A disk surface with T ∝ R −b will reverberate with a lag spectrum τ ∝ λ , the wavelength-dependent continuum lags should follow (see Cackett et al. 2007 , for more details):
For two decades, hints of wavelength-dependent lags have been observed in a number of AGN (Wanders et al. 1997; Collier et al. 1998 Collier et al. , 2001 Sergeev et al. 2005; Cackett et al. 2007; Breedt et al. 2009) , and show an increase in lag with wavelength, with the lags being of the order of a few days for the most massive objects. However, the data have often suffered from poor temporal sampling (given the short lags) leading to large uncertainties in the lag. Several recent observing campaigns have changed this (McHardy et al. 2014; Shappee et al. 2014; Edelson et al. 2015; Fausnaugh et al. 2016; Edelson et al. 2017) . In particular, the AGN STORM campaign on NGC 5548 used a combination of monitoring with the Hubble Space Telescope (HST) and the Neil Gehrels Swift Observatory (Swift hereafter), obtaining 282 observations over 125 days with a mean sampling rate of less than 0.5 days (Edelson et al. 2015) . Moreover, they used all 6 Swift/UVOT filters for the first time in a large AGN monitoring campaign. Fausnaugh et al. (2016) also include groundbased monitoring in 9 additional bands during that campaign, leading to the best characterized wavelength-dependent lags to date.
The wavelength-dependent lags in NGC 5548, however, challenge our understanding of AGN disks. While the measured lags appear to generally follow the predicted τ ∝ λ 4/3 relation (though the best-fitting slope is slightly flatter), the lags appear larger than expected at all wavelengths. If one makes the standard assumption that L/L Edd = 0.1 then the disk is approximately a factor of 3 larger than the standard prediction (McHardy et al. 2014; Edelson et al. 2015; Fausnaugh et al. 2016 ). Also interesting is that the lags for the u and U bands appear slightly increased compared to the general wavelength-dependent trend (Edelson et al. 2015; Fausnaugh et al. 2016) .
One possibility is that the continuum lags are affected by more slowly varying components arising in the BLR. For example, Korista & Goad (2001) showed that continuous radiation emanating from dense (n H > 10 10 cm −3 ) BLR clouds is significant, and lags the driving continuum in a manner that generally increases with increasing wavelength across the UV to near-IR. In particular, it produces a substantially enhanced delay shortward of the Balmer jump. This diffuse continuum is comprised of thermal free-bound and freefree continua plus scattered incident continuum from BLR clouds, which will respond to ionizing continuum variations on timescales longer than the light-travel timescale to the accretion disk, but generally substantially shorter than those associated with the gas emitting Lyα (Korista & Goad 2001) . The much higher gas densities and relatively higher electron temperatures found in BLR clouds account for the enhanced strength of the diffuse continuum, relative to that emanating from the narrow line region or H II regions. The strength of the diffuse continuum component is sensitive to the presence of high gas densities and ionizing photon fluxes, which make it an important diagnostic of the physical conditions within the BLR. Since this diffuse continuum's contribution will act to lengthen the measured lags above that from the accretion disk, it is important to try to assess its contribution.
The AGN STORM NGC 5548 campaign raised another important question -the role that the X-rays play in driving the variability in the UV/optical lightcurves. MCMC modeling of the lightcurves from this campaign by Starkey et al. (2017) show that reprocessing in the accretion disk is consistent with the UV/optical lightcurves. However, the driving lightcurve that is recovered from this fitting does not match the observed X-ray lightcurve (Starkey et al. 2017) . Gardner & Done (2017) also show that blurring the hard Xray lightcurve gives too much fast variability, and suggest that there is an intervening puffed-up Comptonized disk region that blocks the X-rays from illuminating the disk directly.
In 2016, a high-cadence Swift monitoring campaign of the bright AGN NGC 4151 took place (Edelson et al. 2017) , with approximately 6 hour sampling over a 69-day period. Here, the X-ray/UV/optical lightcurves are all well correlated. However, the UV/optical lightcurves lag the X-ray lightcurve by about 3 -4 days, while the UV to optical lags are less than 1 day. This disconnect between the X-ray to UV and UV to optical lags is even more strongly in conflict with the standard model. One possible explanation could be that an additional component shields the disk from the corona and reprocesses the energy on a longer (e.g. dynamical) timescale, increasing the lag between the X-rays and optical/UV (Gardner & Done 2017; Edelson et al. 2017) .
The AGN STORM campaign on NGC 5548 is not the only study to imply that AGN accretion disks are too large. From fitting accretion disk models to the wavelengthdependent lags and observed fluxes from Sergeev et al. (2005) , Cackett et al. (2007) determined a value of H 0 a factor of 1.6 too small. This is the equivalent to the disks being too big (the lag too large) by a factor of 1.6 based on the observed flux compared to the accretion disk model. More recently, observations of NGC 2617 (Shappee et al. 2014) , NGC 3516 (Noda et al. 2016) , NGC 6814 (Troyer et al. 2016 ), Fairall 9 (Pal et al. 2016) , Ark 120 (Gliozzi et al. 2017) , and a sample of 21 AGN in the Swift archive (Buisson et al. 2017) , all find lags that are longer than expected for a standard thin disk. Both Pan-STARRS and the Dark Energy Survey (DES) are obtaining lightcurves of quasars in multiple photometric bands, allowing for determining the average sizes from a large number of objects (Jiang et al. 2017; Mudd et al. 2017) . From Pan-STARRS lightcurves of 240 quasars, Jiang et al. (2017) conclude that the lags are ∼2 -3 times larger than for a standard thin disk. Mudd et al. (2017) model lightcurves from 15 DES quasars, finding they can be well fit by a thin disk model if they are accreting at moderate Eddington rates (∼0.3). A completely independent method of determining accretion disk sizes using gravitational microlensing, also finds disks are larger than expected by the standard picture (e.g., Morgan et al. 2010; Dai et al. 2010; Mosquera et al. 2013) .
A common picture seems to be arising, then, where accretion disks appear to be larger than predicted. In order to test this, and to better understand the possible contribution to the lags from the diffuse continuum emission, we undertook a multi-wavelength campaign on NGC 4593 during July 2016. NGC 4593 is a nearby (z = 0.0087), highly variable Seyfert 1 which has shown significant broad emission line lags in Hβ (Denney et al. 2006; Barth et al. 2013) as well as Hγ and Fe II (Barth et al. 2013 ). It has a black hole mass estimated by reverberation mapping to be M = (7.63 ± 1.62) × 10 6 M ⊙ (Bentz & Katz 2015) .
Our campaign took advantage of the fact that NGC 4593 was in the field of view of the Kepler satellite at the time, and we coordinated observations with Swift, HST and groundbased observatories to coincide with this. Here, we present the HST observations from this campaign, focusing on the continuum lightcurves and time lags. Analysis of the emission line properties is left to future work. An accompanying paper on the Swift lightcurves is presented by McHardy et al. (2017), though see also Pal & Naik (2017) who also analyze the same Swift data.
We briefly summarize the main results of McHardy et al. (2017) here. Swift performed 194 observations of NGC 4593 over a 22.6 day period, obtaining lightcurves in all 6 UV/optical filters and in X-rays. Timing analysis shows that the optical (B and V) bands lag the UVW2 band by ∼0.2 days. Fitting a λ 4/3 relation reveals that the U band lag is enhanced and the X-ray lag (∼0.7 days) is significantly offset from the best-fitting relation fit. Maximum entropy modeling of the lightcurves reveals that the shape of the X-ray lightcurve is consistent with being the driving lightcurve, and that the response function in the UV/optical bands is consistent with a combination of a strong prompt response in addition to a weaker response on long timescales. In this paper, we present the HST observations obtained during the same campaign. Single-orbit observations of NGC 4593 were performed approximately daily by HST from 2016 July 12 through August 6, with 26 out of 27 scheduled observations successfully executed. Since the main goal of this campaign is to study the wavelength-dependent continuum lags, the observations were designed to efficiently cover as broad a wavelength range as possible, hence we used the Space Telescope Imaging Spectrograph (STIS) with low-resolution gratings. During each observation, spectra were obtained with the G140L, G430L and G750L gratings and the 52 × 0.2 ′′ aperture, using a fixed position angle of 67
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• E of N. The fixed PA ensures the same contribution from the host galaxy and any extended narrow line region in each observation. For the G140L we took a 1234s exposure using a central wavelength of 1425Å giving a wavelength range of 1119-1715Å. G430L had a central wavelength of 4300Å, exposure of 298s and wavelength range 2888-5697Å. For the G750L grating, we used a central wavelength 7751Å, total exposure of 288s and wavelength range 5245-10233Å.
The standard pipeline-processed spectra show many streaks on the STIS CCDs that are not removed by the standard processing. These show up as sharp (one-pixel) spikes in the mean and rms spectra. We therefore used the stis_cti package created by the COS/STIS team to apply Charge Transfer Inefficiency (CTI) corrections to the data. The script uses a pixel-based correction algorithm based on Anderson & Bedin (2010) and removes trails caused by CTI effects in the CCDs. These corrections significantly improved the spectra with only a few hot pixels remaining. We remove these small number of defects manually by linearly interpolating the flux from neighboring pixels.
3. DATA ANALYSIS 3.1. Mean and rms spectra We created mean and rms spectra from the 26 observations in each of the gratings, following the standard definition (e.g., Equations 2 and 3 in Peterson et al. 2004 ). All wavelengths and fluxes shown are at their rest frame values (using z = 0.0087), and have been dereddened using Cardelli et al. (1989) and assuming E(B−V ) = 0.021 (Schlafly & Finkbeiner 2011) . We show the mean and rms spectra separately for each grating in Figures 1, 2 and 3, and for all wavelengths combined in Figure 4 . These figures also show the lag spectrum and correlation coefficient at the lag centroid (both described in Section 3.4). The G430L and G750L spectra overlap slightly in wavelength, and for figures including the full wavelength range we show the G430L for λ <5400Å. There is excellent agreement between the mean and rms spectra in the overlapping regions.
The rms spectrum shows significant variability in both the broad emission lines and continuum, with the continuum variability amplitude generally decreasing with increasing wavelength (see variability amplitudes quoted in Table 1 ).
Continuum lightcurves
We begin our time series analysis by identifying line-free regions of the spectrum in order to extract clean continuum lightcurves. We do this initially by selecting 22 wavelength bands spanning the full wavelength range of the spectra. The wavelength bands vary in width, depending on the presence of emission lines, from 10 Å to 200 Å. The chosen continuum bands are shown as red horizontal lines in Figures 1, 2 , and 3 and the exact wavelength ranges used are given in Table 1 . We take the mean flux within each band at each epoch in order to create continuum lightcurves at each wavelength. We show four of the HST continuum lightcurves, along with the Swift X-ray and W2 lightcurves from McHardy et al. (2017) in Figure 5 . The HST lightcurves for each grating are given in the Appendix.
The Swift lightcurves of NGC 4593 during the monitoring campaign are sampled at a significantly higher cadence than we could obtain with HST. We therefore chose the shortest wavelength UV lightcurve from Swift (the W2 filter) as the reference band for our cross-correlation analysis. Of the UVOT bands, the W2 lightcurve has the highest variability amplitude and S/N ratio, and thus combined with the improved cadence leads to the best determined lag measurements. The W2 lightcurve is preferred over the X-ray lightcurve since it gives a significantly higher peak correlation coefficient, and thus better constrained lags. The Swift data reduction, analysis and lightcurves are described in detail in McHardy et al. (2017) , and we use those same lightcurves here.
In order to assess the wavelength-dependent time lags, we perform a cross-correlation analysis with respect to the Swift/W2 lightcurve following the interpolated crosscorrelation function (ICCF) method, as described by White & Peterson (1994) . A detailed discussion of the uncertainties is given in Section 3.3.
The lags are given in Table 1 , along with the variability amplitude, F var , calculated following Vaughan et al. (2003) , and the correlation coefficient at the centroid lag, r cent (note that r cent is high at all wavelengths). We also give the lags of the lightcurves from each of the Swift filters in Table 2 . The lags are plotted as a function of wavelength in Figure 6 . An increase in lag with wavelength is observed, except around the Balmer jump (3646Å), where a clear discontinuity can be seen. The lags are also suggestive of a Paschen jump (8204Å) which is also predicted by photoionization models for the diffuse continuum, though the uncertainty in the lag is larger there, making the drop not statistically significant (the lag at 9350Å is less than 2σ below the best-fitting λ 4/3 relation). We discuss the discontinuity around the Balmer jump in Section 4.
Lag uncertainties
The uncertainties on the measured lags for the ICCF method are usually performed following the flux randomization (FR) and random subset sampling (RSS) approach (as implemented by Peterson et al. 2004) . In that method many realizations of the lightcurves are generated. For a lightcurve with N data points, a subset is chosen by randomly selecting data points from the lightcurve N times, with replacement. This results in some points being selected multiple times and others not being selected at all. The error bar on each flux measurement is scaled by the inverse square root of the number of times that data point has been selected. After the random subset sampling, the flux of each point is randomized using a Gaussian-distributed random number with mean equal to the observed flux and standard deviation equal to the adjusted error bar. For each generated pair of lightcurves a new CCF is calculated, and the centroid value determined. The process is repeated a large number of times to build up a distribution of centroid values from which the median and 1σ confidence intervals can be determined. This method was designed in order to assess both the uncertainty in the lag measurement due to the uncertainty in the flux measurement at each epoch, and also to include the uncertainty in the lag measurement due to the exact sampling of the lightcurve -the RSS tests the influence of individual epochs on the lag that is measured.
Because the HST dataset has 22 continuum lightcurves all with the same time sampling, we extend the usual FR+RSS method in order to assess separately the statistical errors due to uncertain flux measurements and systematic errors due to the time sampling. The specific time sampling of the HST lightcurves should affect the CCF lag in a similar way at all 22 wavelengths. The RSS step simulates this systematic error. The flux measurement uncertainties are independent at each wavelength, and the FR step simulates these statistical errors.
In other words, the lag uncertainties from the RSS stage will be highly correlated between the HST lightcurves. We see this when performing the standard FR+RSS technique measuring the lags between the HST bands and the Swift/W2 lightcurve. The point-to-point scatter between lag measure- ments from neighboring wavelengths is significantly smaller than the size of the uncertainties determined. To investigate this further, instead of running independent FR+RSS simulations for each HST wavelength, we use the same RSS for all 22 lightcurves, and then apply FR to each flux measurement. Thus, for each realization of the sampling we obtain a lightcurve at each wavelength and so can investigate the effect of each sampling on the measured lags, and any correlations between them. We perform 10 5 FR+RSS realizations in this way and then look at the lag centroid distributions. To look for correlations between the bands we look at the twodimensional lag centroid distributions for each combination of the 22 wavelengths with all the other bands. We find that they are generally very highly correlated, with lower correlation at longer wavelengths where the FR becomes more important because of the lower variability amplitude and lower S/N there. We show a subset of the 2D lag centroid distributions in Figure 7 . The contours show the 1, 2 and 3σ confidence levels for the 2D distribution. The contours are highly diagonal, demonstrating that when a higher lag is measured in one waveband, a higher lag is also measured in the other. The numbers in each box indicate the Pearson's correlation coefficient, again indicating that the distributions are highly correlated between wavelengths. We also looked at the centroid lags as a function of wavelength determined from individual realizations. Generally, the lags shift up and down maintaining approximately the same overall wavelength dependence and shape. We demonstrate this in Figure 8 where we show two realizations towards the upper and lower end of the range of lags. We note that this general up and down shifting is mostly, but not always, seen and for some realizations the trend with wavelength is more significantly altered.
We check that the correlated errors are caused by the RSS by re-running the simulations using FR only. When performing FR only we obtain 2D centroid distributions that are not correlated. Since we are most concerned about the wavelength-dependence of the lags, the systematic offset in lag is less important here. We care mostly about the trend with wavelength. We therefore use the FR only lag uncertainties when discussing the wavelength-dependence of the lags. Tables 1 and 2 give both the FR only and FR+RSS uncertainties for the HST and Swift lightcurves. Note the much smaller difference between the FR only and FR+RSS for the Swift data since those lightcurves have a much higher temporal sampling. Next to each lightcurve in Figure 5 we plot the corresponding cross-correlation functions, along with a histogram of the lag centroid distribution from both the FR only and FR+RSS simulations.
Lag spectrum
In order to explore the lags further we calculate a 'lag spectrum' for each grating. The concept of a lag spectrum has only occasionally been applied to UV/optical spectra of AGN (see Collier et al. 1998 Collier et al. , 1999 . However, in recent years it has become common in X-ray reverberation studies to look at the time lag as a function of all energies (see the review on Xray reverberation by Uttley et al. 2014 and a recent example of X-ray lag spectra in Kara et al. 2016) . Applying the same concept here, we want to calculate the time lag (with respect to the reference W2 band) at all wavelengths bins in all the gratings.
To do this, for each wavelength bin in each spectrum we determine the mean flux within a small wavelength range (20Å for G140L, 10Å for the G430L and 30Å for the G750L below 8000Å and 100Å above 8000Å). We slide a box of these widths across the whole spectrum in order to create lightcurves for every wavelength bin. Each lightcurve is not independent of the neighboring lightcurve because of taking the mean over a few wavelength bins. We then calculate the CCF with respect to the Swift/W2 lightcurve, and take the centroid of the CCF as the lag. The lag spectrum for each grating is shown in panel (c) of Figs 1, 2, 3, and 4, furthermore, we show the lag spectrum on its own (with uncertainties, described below) in Figure 9 . We also plot the CCF at each wavelength as a color map in Figs 10, 11, 12 . The solid line in each of those figures indicates the centroid of the CCF.
As we saw with the analysis of individual continuum bands, the lag spectra and CCFs also show a general increase in the continuum lag with wavelength except around the Balmer jump, where a decrease in the continuum lag is seen. Around the Paschen jump the lags also flatten and start to decrease. Lags from the emission lines are clearly apparent in the lag spectra and CCFs, however, the emission line lags are not the focus of this work and will be addressed in a future paper. We also perform FR only uncertainty calculations for the lag spectrum. Since there are approximately 10 3 wavelength bins for each of the three gratings it was computationally prohibitive to also run 10 5 simulations in this case, and thus we only run 10 3 simulations for each wavelength bin. Note that since the sliding box goes from a width of 20Å for the G430L to 30Å for the G750L there is a sudden change in the size of the uncertainties at the boundary.
We also calculate the value of the correlation coefficient at the lag centroid (r cent ), and plot this as a function of wavelength in panel (d) spectrum are artifacts of small wavelength shifts not yet calibrated out. This has no significant impact on the continuum analysis reported in this paper; (c) at the Hα line (6563Å). There are other interesting wiggles in the correlation coefficient elsewhere, for instance around the absorption lines in C IV. The drop in correlation at the Hα line seems to be caused by a single anomalously low flux point in the lightcurves around that wavelength. Removal of that one point causes the correlation to go above 0.9 at Hα while the continuum is not significantly affected. Since the emission lines are not part of this study we do not explore this further here.
MODELING THE CONTINUUM LAGS
The wavelength-dependent continuum lags show an excess and discontinuity around the Balmer jump. This can clearly be seen when fitting the standard τ ∝ λ 4/3 relation to the observed lags (see solid line in Figure 6 ). Korista & Goad (2001) discuss how the high-density clouds in the BLR should be efficient emitters of diffuse thermal continua, dominated by H free-bound emission and spanning the UV to near-IR. This diffuse continuum emission should be present in both the flux spectrum and the measured continuum-band lags. Here, we take an empirical approach to fitting the wavelengthdependent lags. We leave a significantly more detailed and physically-motivated approach to account for diffuse continuum contribution to the measured lags over the full UV to near-IR spectrum to future work.
Simple Model
It is clear from the wavelength-dependence of the lags that there is a deviation around the Balmer jump. While an enhanced lag in the u and U bands has been seen before in NGC 5548 (Edelson et al. 2015; Fausnaugh et al. 2016 ) and NGC 4151 (Edelson et al. 2017) , here with the spectroscopic coverage we are able to cover the wavelength region around the Balmer jump with many more continuum lightcurves, and resolve the feature there. The largest deviations from the general trend with wavelength occur in the region from 3000 -4000 Å. Our first approach to modeling the lags is to ignore all lag measurements in that wavelength range and fit the τ ∝ λ 4/3 relation to the remaining points. Since we perform the same uncertainty calculations on the W2 band (using the W2 as the both the reference and lightcurve of interest), we have an uncertainty measure on the zero-point. We therefore include the W2 point in the fit, and do not force the relation to have zero lag at the W2 wavelength. In other words, we fit τ = τ 0 λ/λ 0 4/3 − 1 with τ 0 and λ 0 as free parameters. λ 0 is the reference wavelength where the lag vanishes, and τ 0 is the lag at λ 0 relative to λ = 0. Our best-fit in this way gives τ 0 = 0.28 ± 0.02 days and λ 0 = 2759 ± 92 Å, and is shown as the solid line in Figure 6 . Uncertainties quoted on parameters are 1σ confidence levels using the FR-only uncertainties on the data. In the bottom panel of that Figure we show the residuals (data minus model). This fit has a very poor reduced χ 2 /ν = 5.1, for ν = 20, driven by both the X-ray lag and under-predicting the lags between 2000 -3000 Å (remember that 3000 -4000 Å is excluded in the fit). Despite the poor fit statistic, it can be seen that the model fits the general trend well, with two exceptions (a) it clearly misses the X-ray lag by 0.40 ± 0.05 d (the X-ray 'offset', see McHardy et al. 2017 , for a further in depth discussion of this), and (b) the lags from ∼3000Å to ∼4000Å consistently lie above the model. Thus, aside from the X-ray offset and the Balmer jump region, the lags broadly follow the basic τ ∝ λ 4/3 model. We also try fitting a model with τ ∝ λ a , with a as a free parameter. When including the X-ray lag, the slope of the fit is driven by this one point. We therefore remove the X-ray lag to fit this model, finding a = 1.45 ± 0.17, τ 0 = 0.20 ± 0.04 and λ 0 = 2534 ± 129 Å, with χ 2 /ν = 2.2 for ν = 18. The resulting value of a is consistent with 4/3 within 1-σ.
The magnitude of the accretion disk lags relates to the size of the accretion disk. We can compare the observed disk lags with those expected from the standard disk model based on NGC 4593's mass, and observed luminosity. A convenient characterization of the lags expected from the standard disk model is given by Equation 12 from Fausnaugh et al. (2016) , which gives:
where we assume the ratio of external to internal heating, κ = 1 and that the radiative efficiency η = 0.1. A range of radii contribute to emission at a given wavelength, and so to convert from temperature to wavelength for a given radius we assume a flux-weighted mean radius, which gives X = 2.49. To calculate the expected lags from the standard disk model we assume a mass of M = 7.63 × 10 6 M ⊙ (we find the mass from Bentz & Katz 2015, which uses the Hβ lags from Denney et al. 2006 and Barth et al. 2013 , assuming a virial factor of f = 4.3 from Grier et al. 2013) . We note that there is much uncertainty in determining bolometric corrections in order to estimate the Eddington fraction (ṁ E ). The standard L bol ≃ 9λL λ (5100 Å) that we estimate from the mean spectrum gives L bol = 2.1 × 10 43 erg s −1 , which corresponds tȯ m E = 0.022. This L bol estimate is less than the X-ray luminosity based on Swift BAT measurements (L X = 3 × 10 43 erg s McHardy et al. 2017) . We therefore useṁ E = 0.081 as estimated by McHardy et al. (2017) , based on the spectral energy distribution fitting performed by Vasudevan & Fabian (2009); Vasudevan et al. (2010) . With these parameters and λ 0 = 2759Å we find τ 0 = 0.09 days. Our measured value of τ 0 = 0.28 ± 0.02 days is therefore a factor of 3.1 larger than expected from the standard disk model.
Here we have assumed the flux-weighted value for X. If, however, one assumes that all the emission at a given wavelength comes from the annulus at the corresponding temperature given by Wien's law then X would be 4.97, leading to a model prediction a factor of (4.97/2.49) 4/3 = 2.5 larger, and therefore consistent with the observed lags. While this would be an unrealistic assumption, it demonstrates how different assumptions about X can affect the implied disk size.
Contributions from the BLR
The simple modeling approach above shows that there is a strong Balmer jump present in the lag spectrum. Such a feature is expected from the model of Korista & Goad (2001) , who presented UV-to-near-IR flux and lag spectra of the diffuse continuum emitted by BLR clouds, as predicted from the same photoionization model that broadly reproduces the average luminosities and variability behaviors of the stronger UV broad emission lines in NGC 5548 during the 1989 and 1993 HST campaigns (Korista & Goad 2000) . This feature is also apparent at much lower resolution in the Swift-only monitoring of NGC 5548 (Edelson et al. 2015) , NGC 4151 (Edelson et al. 2017) and of this target, NGC 4593 (McHardy et al. 2017) . In addition to the Balmer jump feature, Korista & Goad (2001) show that there should also be contributions from the diffuse continuum at all other wavelengths (UV to near-IR), with a generally rising contribution in flux toward longer wavelengths (Korista & Goad 2001) . In order to test for the presence of diffuse continuum lags from the BLR outside of the Balmer jump region requires detailed lightcurve simulations (see e.g. the discussion in Fausnaugh et al. 2016 ) and spectral decomposition which we leave to future work. Here, we simply note that the significant discontinuity observed here in NGC 4593 is qualitatively consistent with the picture presented in Korista & Goad (2001) , where there is a significant contribution from the diffuse continuum in the BLR.
5. DISCUSSION AND CONCLUSION Continuum reverberation mapping offers the opportunity to determine the temperature profile and size of the accretion disk through measuring wavelength-dependent time lags. Here, we present 26 near daily HST/STIS observations of NGC 4593 in July and August 2016 that were taken as part of a multiwavelength campaign also involving Swift (see McHardy et al. 2017 ), Kepler and ground-based observations. The STIS spectroscopy uses the low-resolution gratings (G140L, G430L and G750L) in order to cover as broad a wavelength range as possible, approximately 1150 -10000Å with a 1700 -3000Å gap that is nicely filled by Swift's UV bands. One advantage of performing continuum reverberation with spectroscopy is that continuum and emission lines can be easily separated, which is not so straightforward when using broadband filters (e.g. Chelouche 2013). Another advantage of our approach is the wavelength coverage around the Balmer jump, where lags arising from diffuse continuum emission in the BLR will be most prominent (Korista & Goad 2001) .
We find significant wavelength-dependent lags, with the continuum at 1150Å leading the variations at 8950Å by approximately 1.2 days. The lags increase monotonically with wavelength except around the Balmer jump. There, a clear discontinuity is observed, with the lags increasing to a peak at ∼3700Å and then dropping to a local minimum at around 4200Å. For instance, the 3700Å lightcurve lags the 4200Å lightcurve by 0.30 ± 0.07 days. A simple τ ∝ λ 4/3 relation therefore does not match the lags well between 3000-4000Å.
The strongest previous evidence for a significant contribution to the continuum lags from diffuse continuum from BLR gas comes from the recent studies of NGC 5548 (Edelson et al. 2015; Fausnaugh et al. 2016) . In those studies, the lag from the u and U band filters were seen to deviate above the general wavelength-dependence from the other filters. Here, however, since we have lags from spectroscopy, we can resolve the shape of the lags around the Balmer jump.
To model the lags we take an empirical approach by omitting the lags between 3000 -4000Å from the fit. Doing this, we find that τ ∝ λ 4/3 matches the general shape well outside of the 3000 -4000Å region, though the X-ray lag is offset by 0.40 ± 0.05 d from the model. The size of the accretion disk implied from this fit is about 3 times larger than expected from the standard disk model. However, if we accept that the lags at the Balmer jump are caused by diffuse continuum from the BLR then there should be diffuse continuum lags at all wavelengths. While applying such a model to these data is beyond the scope of this paper, we note that the enhanced lags around the Balmer jump are qualitatively consistent with the model of Korista & Goad (2001) .
Recent 3D magnetohydrodynamic (MHD) simulations have highlighted the importance of the iron opacity bump in AGN accretion disks (Jiang et al. 2016) . This can change the structure of the accretion disk at mid-plane temperatures of ∼2 × 10 5 K. Since it changes the disk thermal properties, it could change the wavelength-dependent lags (Jiang et al. 2017) . Temperature profiles and disk heights from such MHD simulations could be compared to the observed lags in NGC 4593 to test this.
Several recent studies of continuum reverberation have come to the conclusion that the accretion disks are larger than predicted by the standard thin disk model (see the many references in Section 1). Here, we are able to cleanly separate lags from the emission lines and continuum, and to estimate the contribution of the diffuse broad line gas to the continuum lags. Even after taking this into account, we still find that the disk lags are a factor of ∼3 larger than the standard thin disk model, and the discrepancy remains. This is similar in size to the discrepancy observed in other sources, though those typically do not fully account for the diffuse continuum lags. Microlensing studies have also concluded that accretion disks appear to be larger than the standard model Mosquera et al. 2013 ). Significant contribution to the continuum light from the diffuse continuum in the broad line region needs to be taken into account there also and should act to decrease the discrepancy between the standard model and observations.
The role of the X-rays in driving the variability at longer wavelengths has long been an open question (e.g., Uttley et al. 2003; Breedt et al. 2009 ). Recent intensive Swift campaigns show that this issue remains unclear. While some objects show excellent correlation between the X-ray and UV/optical lightcurves (Shappee et al. 2014; Troyer et al. 2016) , the relationship between the X-ray and UV/optical lightcurves of NGC 5548 from the AGN STORM campaign is not straightforward. Starkey et al. (2017) show that for a disk reprocessing model the driving lightcurve needed to fit the UV and optical variations does not resemble a blurred version of the X-ray lightcurve. Gardner & Done (2017) argue that the observed X-ray lightcurve cannot be the driver, based on energetic considerations as well as on the lightcurve shapes, and invoke a 2-stage reprocessing model in which X-rays heat a verticallyextended torus producing EUV radiation that subsequently irradiates the disk. NGC 4151 shows a good X-ray/UV/optical correlation, but, also shows a much larger X-ray to UV lag than expected based on extrapolating the UV/optical lags (Edelson et al. 2017) . When looking at only the Swift data for NGC 4593 from our campaign, McHardy et al. (2017) note that there is also a significant X-ray offset in this object, based on extrapolating the UV/optical lags. When including the additional wavelength coverage from HST and fitting a λ 4/3 relation (ignoring the Balmer jump region) we also find a significant X-ray offset of ∼ 0.4 days. Such an offset is at odds with the standard disk model.
We note that McHardy et al. (2017) find a somewhat flatter τ (λ) relation from CCF analysis of Swift lightcurves covering 2200 -5400Å, fully consistent with the τ ∝ λ 4/3 law for disk reprocessing, but with a highly significant X-ray lag offset of 0.7 d. The HST data extending Swift's coverage to longer and shorter wavelengths gives a steeper τ (λ) trend, and resolves the Balmer jump to more clearly discern the diffuse continuum contribution to the CCF lags. McHardy et al. (2017) were able to fit the Swift lightcurves by convolving the X-ray lightcurve with delay maps that feature a sharp component inside 2d, and a broad delay tail extending to 10d, interpretable as disk and BLR reprocessing, respectively. That picture is consistent with the strong Balmer jump lags we observe.
In conclusion, our spectroscopic monitoring of NGC 4593 with HST has demonstrated that the diffuse continuum from the BLR gas makes a significant contribution to the continuum time lags. Similar future campaigns will help understand the contribution of this diffuse continuum in other AGN, which in turn leads to a better understanding of accretion disk sizes.
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