Unsteady turbulent thermal convection by Ferreira, Rogerio Tadeu da Silva
UNSTEADY TURBULENT THERMAL CCNVECTICN
BY
EQGERIO TADEU DA. SILVA FERREIRA
Ing. Mec., Universidade Federal de Santa Catarina, 1970 
M.S.M.E., Universidade Federal de Santa Catarina, 1973
THESIS
Submitted in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy in Mechanical Engineering 
in the Graduate College of the 
University of Illinois at Urbana-Champaign, 1978
Urbana, Illinois
jO^CWLEDGEMEOTS
The author wishes to express his sincere appreciation to 
his advisor and his thesis director, Professor B. G. Jones and 
Professor R. J. Adrian, respectively, for their invaluable guidance, 
suggestions and encouragement during the course of this research.
A special note of appreciation should go to Professor W. F. 
Stoecker for all the arrangements during the enrollment at the 
University of Illinois and also for his guidance during the first 
stages of the author's PhD studies.
Gratitude is also expressed to the Conselho Nacional de 
Desenvolvimento Cientifico e Tecnblogico (CNPq), Universidade Federal 
de Santa Catarina (UESC) and IBM do Brasil for providing the author's 
financial support during his doctoral studies.
Finally, the author wishes to thank his children, Rogerio, 
Fernando and Rodrigo for the happiness they brought to this period 
of his life, and his wife, Elisabete, whose patience and understanding 
made this task infinitely easier.
TABLE OF CONTENTS
Chapter Page
I. INTRODUCTION................................. ......... 1
1.1 Statement of the Problem.........................  1
1.2 Retrospective Theoretical Analysis...............  2
1.3 Experimental Studies.............................  7
1.4 Motivations...................................... 9
II. GOVERNING EQUATIONS AND SCALING.......................  12
2.1 Governing Equations............... ..............  12
2.2 Scaling.......................... ...............  18
III. DESCRIPTION OF THE FACILITIES, EXPERIMENTAL
PROCEDURES AND DATA ANALYSIS..........................  26
3.1 Description of the Facilities....................  26
3.1.1 Test Section..............................  26
3.1.2 Temperature Measurements..................  31
3.1.2.1 Vertical Temperature Profile...... 31
3.1.2.2 Instantaneous Temperature......... 31
3.1.2.3 Core Temperature.................  34
3.1.3 Velocity Measurements.. :..................  36
3.1.4 Digitizer and Data Storage Equipment....... 44
3.2 Experimental Procedures............... ..........  45
3.3 Data Analysis.................................... 54
IV. RESULTS...................... ........................ 68
4.1 Flow Visualization...............................  68
4.2 Mean Temperature.................................. 71
4.3 Joint Probability Density Function...............  82
iv
VChapter Page
4.4 Central Moments................ ..... ............  101
4.5 Power Laws............. .......................... 125
4.6 Conditional Averages..............................  129
4.7 Energy Budget..... ...............................  144
4.8 Prandtl Number Dependence.........................  149
4.9 Power Spectrum Analysis...........................  151
4.10 Space Time Cross Correlation......................  169
V. COMPARISON OF THE RESULTS WITH EXPERIMENTAL
AND NUMERICAL STUDIES............................... ;.. 173
VI. CONCLUSIONS AND SUGGESTIONS............................  183
LIST OF REFERENCES...........................................  186
APPENDIX
A-l CONVERSION FACTORS FOR VELOCITY MEASUREMENTS............. 193
A-2 CHARACTERISTICS OF THE LASER DOPPLER VELOdMETER......... 196
A-3 ABILITY TO FOLLOW THE ELOW.................... .........  199
A-4 TIME CONSTANT OF THE RESISTANCE WIRE PROBE..............  203
A-5 NUMERICAL VALUES OF THE CALCULATED CENTRAL MDMENTS....... 207
VITA.........................................................  225
LIST OF SYMBOLS
ensemble average of the set of runs
mean of the record for one run
fluctuating signal with respect to A or E
fluctuating signal with respect to or Em
total signal of one run
particle radius
external area of the sensor
specific heat at constant pressure
spacing between fringes
_2
diameter of the laser beam at e points
transverse dimension of the measurement volume contained 
in the plane of the axis of the two beams
diameter of the pinhole
power spectrum of the horizontal velocity, vertical velocity 
or temperature signal
cut off frequency of the filter
acceleration of gravity vector (0,0,-g)
raw estimate of one-sided power spectrum
mean heat transfer coefficient
height of the measurement volume measured perpendicularly 
to the plane of the axis of the two beams
mean heat flux through the lower plate
tilwave nuirber vector of the i beam
total nunber of points for power spectrum calculations
length of the measurement volume contained in the plane of 
the axis of the two beams
vii
nagnification of the collecting lens system 
capacitance heat mass of the sensor 
Nusselt number
total number of points in the record
total number of points for the i**1 condition of the 
conditional average
refractive index of the medium
nunber of fringes in the measurement volume
number of fringes in the measurement volume as seen by the 
photodetector
total pressure minus the mean hydrostatic pressure
pressure fluctuation
Prandtl number
mean pressure
Peclet number
twice the value of the kinetic energy of the fluctuations 
per unit of mass
kinematic heat flux
correlation coefficient of w and 9
circular autocorrelation function
conditional average for the i condition
Rayleigh number
Reynolds nurrber
raw estimate of two-sided power spectrum 
sensitivity of the fequency-to-voltage converter 
local value of the mean tsnperature 
mean temperature
total temperature 
core temperature 
mean temperature at the wall 
fluid temperature
temperature indicated by the resistance wire 
time
scanning speed 
mean velocity vector (U,V,W) 
total velocity vector (u',v',w') 
fluctuating velocity vector (u,v,w) 
particle velocity 
fluid velocity
settling velocity for the particles 
velocity perpendicular to the fringes 
convective velocity scale 
conductive velocity scale
kinematic heat flux at the lower plate measured from the 
records
Fourier transform of xn
total layer depth
conductive length scale
thermometric conductivity
volumetric coefficient of thermal expansion
equivalent input phase noise
e ^ bandwidth of the power spectrum of the photocurrent 
due to transit time broadening
digitization tine interval
rate of dissipation of kinetic energy
rate of dissipation of thermal variance - 
rate of dissipation of kinematic heat flux 
half of the angle between two laser beams 
wavelength of the light in the vacuum 
wavelength of the light in water 
viscosity of the fluid 
kinematic viscosity 
Doppler frequency
thfrequency of the light of the i beam
frequency of the light scattered from the intersection 
of the i-j pair of beams
frequency of the main beam
intermediate carrier frequency
mean density
fluid density
particle density ■
RMS vertical velocity
RMS temperature
RMS horizontal velocity
time constant of the probe
temperature fluctuation
convective temperature scale
conductive tonperature scale
1CHAPTER I 
INTRODUCTION
1.1 Statement of the Problem
This is a study of a particular form of thermal convection 
In which a horizontal layer of water is confined between a heated lower 
plate and an Insulated upper plate and the turbulent Reynolds number 
is large. The flow can be used to model many aspects of convection in 
the planetary boundary layer and is perhaps the simplest form of turb­
ulent convection.
Thermal convection is inport ant in atmospheric modeling and 
also in engineering systems. This work provides direct empirical data 
cn the behavior of such systems. In addition, the data can be used in 
the development and testing of calculational models of turbulent flows in 
which buoyant production of energy is significant. The emphasis in the 
study has been on the structure of turbulent flows, especially measure­
ments of the higher order moments and their relationship to lower order 
quantities.
Measurements of the local, instantaneous values of the temper­
ature, the vertical velocity and horizontal velocity were performed 
using a scanning thermocouple probe and a laser Doppler velocimeter. The 
various terms in the equations for kinetic energy, thermal variance and 
kinematic heat flux were calculated and flow visualization and conditional 
averaging techniques were employed to infer certain properties of the 
active fluid transport mechanisms. Power laws in a possible equilibrium 
layer were calculated and power spectrum estimates were used to evaluate
2the rate of dissipation functions when inertial subranges existed 
in the wave number space.
1.2 Retrospective Theoretical Analysis
From dimensional analysis, it is found that the non-dimensional 
heat flux is proportional to Rayleigh number to the 1/3 power, provided 
that the Prandtl number is irrelevant and that the boundary temperature 
gradient is independent of the distance between plates. Measurements of 
Silveston (1958), Globe and Dropkin (1959), Chu and Goldstein (1973) 
and Goldstein and Chu (1969), support this analysis for Ra > 10^, though 
a Prandtl ntniber dependence has been found. The same conclusions were 
obtained by long (1976), by assuming a buoyancy defect law in the interior 
of the layer analogous to the velocity defect law in pipe and channel 
flows.
Theoretical studies of turbulent thermal convection can 
probably be classified into four categories:
In one category are similarity and mixing length studies in 
which maximum use is made of experimental results and minimum use is 
made of the important differential equations. Examples are the similarity 
theory of Priestley (1954), and mixing length theory of Kraichnan (1962).
The similarity theory of Priestley (1954) predicts that in 
the region where the direct influence of molecular viscosity is un­
important and the turbulent heat flux is constant with height, and where 
the effect of an upper boundary is not felt relative to the influence of 
a lower boundary, the mean temperature gradient has a~4/3 power law and 
the RMS temperature and vertical velocity fluctuations have a -1/3 and
31/3 power laws respectively. Thomas and Townsend (1957) and Townsend 
_2
(1959) found a (z ) dependence for 3T/. 3z which Bryson (1955)got a 
-3/2(z ) profile based on an essentially kinematic analysis of non- 
entraining symmetric . plumes.
Kraichnan's work (1962) is a generalization of the mixing 
length theory which attempted to explain Prandtl number effects in turb- 
. ulent thermal convection. The heat flux and vertical profiles of mean 
temperature, temperature variance and vertical velocity variance are 
predicted for certain heights and for either large or small Prandtl 
numbers. The mixing length is taken as the vertical distance from a 
boundary. Such theories have only limited regions of validity arising 
from the limited regions where the important assumptions are valid.
In a second category of theories, the hierarchy of relevant 
non-linear equations describing averaged properties of the turbulence, 
and containing usually several more unknowns than equations, is closed 
by suitable assumptions. The theory of Malkus (1954) can be included 
into this category although the only second order moment equations 
utilized were those for velocity and temperature variances.
The theory of Malkus sought to provide the magnitude of the 
heat flux transfer relation and to describe the mean temperature profile 
for fully turbulent convection. Malkus found a (-2) power law for the 
gradient of the mean temperature.
Following the same line as Malkus, Howard (1964) solved the 
variational problem for the heat flux through a horizontally infinite 
layer of fluid heated from below by maximizing the heat flux subject to
4two integral constraints derived from the equations of motion and 
continuity.
A slight different approach but following the same lines of 
the second category are the works of Lundgren (1967), (1969). Instead of 
dealing with moment equations, the equations governing the probability 
density functions for turbulent velocities in isothermal turbulence were 
derived. This approach cannot avoid the closure problem, because the 
equation for f^ (probability density for velocities at one point) in the 
flow, contains the tro point probability density f^. Certain class of 
flows with isothermal turbulence, where dissipation function could be 
eliminated, had the f^ equations closed. Generally good results were 
obtained as pointed out by Adrian (1972).
In a third category are numerical integrations with respect to 
time of the basic hydrodynamic and thermodynamic equations. Arbitrary 
initial conditions are imposed and the integration is continued until a 
statistically steady state is obtained. This approach seems promising 
if the main interest is with those features of the turbulence which 
depend most strongly upon the larger scales of the motion. One simplifica­
tion of this category consists in discarding all non-linear terms in the 
equations except the vertical transport of horizontally averaged mean 
temperature and the vertical divergence of large scale eddy heat 
flux. Following this line are the works of Herring (1963), (1964),
(1966), (1969) and Elder (1969).
A second example in this category is the quasi-normal approxima­
tion of Millionshchikov (1941), Proudman and Reid (1954) and Tatsumi (1957) 
in which the fourth order correlations are related to second order
5correlations by assuming that velocity is a Gaussian random variable.
The quasi-normal approximation leads to the non-physical development of 
negative energy as pointed out by O'Brien and Francis (1962) and Ogura 
(1962a), (1962b), (1963).
The clipping approximation of Andre-*et al. (1975a), (1975b) 
is a modification of the quasi-normal approximation which enforces re­
alizability conditions for third order correlations between velocity 
and/or temperature thereby insuring positive values of energy.
An alternative method which partially avoids the use of a 
higher order closure technique is the so-called sub-grid theory,
Deardorff (1972), in which the closure assumption is less crucial since 
the grid size is then sufficiently small to allow explicit description 
of most of the energy containing turbulent structures. This requires a 
3-D simulation and the memory capacity of the computer restricts cons­
iderably the size of the domain vMch can be simulated.
In a fourth category the convective plumes are studied separate­
ly and with mutual interactions and mixing in a convective field. The 
study does not start from the hydrodynamic and thermodynamic equations, 
but sets -up the hypothesis that a plume element with a sharp boundary 
and a statistically -uniform interior is anadequate basis for a mathematical 
description of real convection. Examples of this category are the works 
by Telford (1967), Turner (1963), (1969), Manton (1975) and many others.
Table 1 presents some of the more important theoretical works 
in each category of the previous classification that, in some way, 
followed, contributed or confirmed some of the results in each line.
6Table 1
Some of the Works in Each Theoretical Category
I II III IV
Priestley (1953) Malkus (1954a) Herring (1962) Turner (1963)
Priestley (1954) Malkus (1954b) Herring (1964) Telford (1966)
Kraichnan (1962) Spiegel (1962) Deardorff (1964) Telford (1967)
Townsend (1962) Deardorff (1965) Warner and
Howard (1964) Herring (1966) Telford (1967)
Lundgren (1967) Herring (1969) Turner (1969)
Lundgren (1969) Elder (1969) Manton (1975)
Adrian (1972) Deardorff (1970) Manton and
Mellor (1973) Deardorff (1972) Cotton (1977)
Zeman and Deardorff (1974)
Lumley (1976) Wyngaard and
Zeman and Cote (1974)
Tennekes (1977) Andreret al (1975)
Petersen (1976)
71.3 Experimental Studies
As all theories of turbulent thermal convection have been 
concerned with statistically steady, horizontally homogeneous convec­
tion, it is worthwhile to briefly mention the few pertinent laboratory 
studies in which the investigators have gone beyond the relatively 
simple measurements of the mean heat flux. Table II summarizes the 
measured and calculated quantities and the different features in each 
experimental study, with respect to the following characteristics:
1. Mean heat flux.
2. Mean temperature profile.
3. Gradient of the mean temperature.
4. RMS of temperature fluctuations.
5. RMS of velocity fluctuations.
6 . Kinetic energy budget.
7. Thermal variance budget.
8 . Kinematic heat flux.
9. Power laws in the convective layer.
10. Viscous dissipation.
11. Thermal dissipation.
12. Spectral and/or correlation function analysis.
13. Mean density deficit profile
14. Probability density function for temperature signal.
15. Probability density fmction for velocity signal.
16. Horizontal scales of the flow.
Some of the experimental measurements performed in the atmos­
phere are reported by Telford and Warner (1964), Lens chow and Johnston
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9(1968), Lenschow (1970), Warner (1972), Hall, Edinger and Neff (1975), 
Benech (1976) and Kaimal et al. (1976). For a variety of reasons, not 
least of which is the difficulty in performing such measurements, atmos­
pheric data do not correlate very well with laboratory experiments.
1.4 Motivations
This work encompasses the study of the turbulent thermal 
convection in a layer of water between a large, horizontal, uniformly 
heated surface and a horizontal, thermally insulating upper plate. The 
mean temperature of the convective layer increases with tine at a constant 
rate. The investigations concentrated on the properties of a buoyancy 
driven flow that is generated by a large upward heat flux at the lower 
boundary and a small or vanishing heat flux at the upper boundary, which 
is referred as unsteady, non-penetrative convection. Unsteady because 
the temperature is steadly increasing, non-penetrative because the flow 
is bounded by rigid surfaces. Although the temperature is unsteady, the 
dynamics of the flow are steady, that is, the fluctuating moments of the 
turbulence are statistically stationary in time and (ideally) in horizontal 
planes.
The motivations for studying such a flow are as follows:
1. The structure of the atmospheric boundary layer can be 
illuminated by a simplified laboratory model where the boundary conditions 
could be controlled and the experiment could be repeated as often as 
necessary in order to obtain good vertical profile resolution and to 
reduce the experimental uncertainty.
10
Some of the important applications of this type of flow are:
i) Dispersion of particles in atmospheric pollution, 
ii) Formation of clouds,
iii) Prediction of optical information loss generated by 
the turbulent temperature fluctuations in areas such as solar observation 
and aerial reconnaissance.
iv) Convection in lakes and oceans.
2. Available data need to. be supplemented in order to validate 
the conjectures and hypothesis of theoretical studies or numerical models. 
As this is a simple flow, without mean motion, methods of study which 
fail to predict or explain this simple type of turbulence cannot be 
expected to explain atmospheric turbulent convection.
3. Despite for the qualitative description of Elder (1969) 
and Foster (1965) of the structure of the convective elements and the 
laboratory experiments of Deardorff and Willis (1967), Adrian (1972), 
Willis and Deardorff (1974) and Fitzjarrald (1976), and the atmospheric 
measurements of Telford and Warner (1964), Lenschow and Johnston (1968), 
Lenschow (1970), (1974), Warner (1972), Hall et al. (1975) and Kaimal 
et al. (1976), it is still unclear how closely unsteady thermal 
convection in the laboratory can simulate convection in the atmosphere. 
However, it seems that a method which could adequately describe the 
important features of parallel convection might be gradually extended 
to explain much of the atmospheric case.
4. A parallel numerical investigation was carried out by 
Mr. M. K. Chung (TAM Dept.) and the data was also intended to provide 
information for his numerical analysis.
11
5. This experiment was the first step in a series of three 
basic laboratory experimental configuration:
a) Convection with zero entrainment, b) convection with 
a finite entrainment, and c) convection under a stable layer. Data from 
this work will provide basic information to study the more complicated 
models.
12
CHAPTER II
GOVETNING EQUATIONS AND SCALING
2.1 Governing Equations
The governing equations follow the Boussinesq approximation 
as the variations of velocity were small compared with the speed of 
sound and variations of density were also small compared with the 
average density.
where Pq is the mean density of the fluid, v is its kinematic 
viscosity, a is the thermanetric conductivity, g^ is the gravitational 
vector (0,0,-g), g is the volumetric coefficient of thermal expansion
Following Townsend (1976), the ncmentum equation is
(2.1)
The enthalpy equation, neglecting viscous heating, is
91 (2.2)
and the continuity equation is
(2.3)
of the water and p 1 is the total pressure minus the mean hydrostatic
pressure.
Separating the total dependent variables into its mean and
fluctuating parts,
13
u! = U. + u. ,
1 1 l
p' = P + p ,
Ti = T1 + 0'
s;±>stituting (2.4a), (2.4b) and (2.4c) into equations (2.1), (2.2) 
and (2.3), and enserrtole averaging, gives
2
9 U i 9Ui 3 1 3 P  9 U i
1 + U. + JL -  <u.u.> = - + v 1
3 t j 3 Xj 3 xj i j PQ 9 xi 9 Xj9 xj '
3 T, 3 T. . 3 ^ T,
+ U. ~—  + -2—  <u.0> = a31 i 3x. 3x. i 3 x .3 x. '
3 3
3U±
= 0 •3x.
The equations governing the fluctuations are obtained by 
subtracting the equations for the ensenfole averages frcm the 
instantaneous governing equations
3 u. 3u. 3 u. 3 U.
3 t + U j 3 x j + U j 3 Xj + Uj 3 x j 3 x j j>
, 3 2u.
3 T.. . 3 8
|0 + U. + u. il. + u. - 1  - ± -  <U.9> = a31 j 3X. j 3 x. j 3x. 3 x. j 3x3x. '
3 3 3 3 3 3
3 u.
3 Xj = °
(2.4b)
(2.4c)
(2.5)
(2.6) 
(2.7)
(2.4a)
(2.8)
(2.9)
(2.10)
14
Equations for the mean kinetic energy of the turbulent 
velocity fluctuations and the mean square temperature fluctuations 
(thermal variance) are obtained by multiplying equations (2 .8) and 
(2.9) by u^ and 6 respectively, and ensemble averaging,
9U_i
c.
3f t  <1 <j2) + uj 94 :  <1 “ 2> + i t  I q2> + « v y  iit =
,2,1 2.
1 9  2 ^—  z—  <u.p> - Bg. <u.e> + v — — -—  - e ,  (2p. 3x, T  l  3 x .3 x .
o 3 J 3 3
where q2 = <u.u. > , ^ i i
and
3 u. 3 u. l l 
£ =  V < -------------------- >3 Xj  3 xj
The equation for thermal variance is
3 2<i 02> 
a 3 Xj3 Xj ~ £0 '
(2
, 3 0 3 9
e £0 = a < 5 ^ ’3iq;> •
The main assunptions governing the present flew situation are:
i) There is no mean flew inside the layer,
ii) Mean quantities depend only on the vertical direction, 
that is, the flow is statistically homogeneous in horizontal planes.
.11)
.12)
15
iii) There is a statistically steady state in which all 
moments except the mean tonperature <iid independent of time, aside 
from slow variations due to the Prandtl number changing with mean 
tsnperature.
iv) Ensaribles can be formed such that enserble averages are 
equivalent to averages over horizontal planes or horizontal lines. 
Therefore, equation (2.6) yields
3T, _  d2l
T T  + h  (w9> = V - T L- <2-13>
d Z
When the statistically steady state is achieved,
Tx(t,z) = T(z) + (t-tQ) , (2.14)
where T°° is the temperature of the core of the fluid layer.
Performing a thermal energy balance on the layer and assuming 
that the top plate is perfectly insulated
<2'15)0 p
where Hq is the mean heat flux through the lower boundary of the 
fluid and z* is the depth of the layer.
Using equation (2.15) and integrating equation (2.13) with 
respect to z, one has a
Equation (2.11) for the mean kinetic energy of the fluctuation 
reduces to
17
In thermal convection, the irajor contributor for those 
pressure fluctuations is the temperature fluctuation effect, which 
has its main influence close to the lower boundary extending over 
the conduction layer up to 0.10 z*. Therefore, in analyzing the 
terms of equations (2.17), (2.18) and (2.19) in the convective 
region, the terms involving pressure fluctuations will be neglected 
from the equations, hoping they are small compared to the others.
The kinetic energy equation (2.17) is a balance of transport 
of turbulent kinetic energy plus turbulent pressure energy by vertical 
velocity fluctuations, gain of energy through production by the 
buoyancy forces and transformation of fluctuation energy to heat plus 
a smaller amount of energy diffusion by the viscous stress fluctua­
tions.
Equation (2.18) represents the balance of the production of 
mean square tenperature fluctuations by turbulent flux of heat along 
the gradient of mean tenperature, the vertical turbulent convection 
of mean square tenperature fluctuations, the diffusion of mean square 
tenperature fluctuations and the destruction of the tenperature 
fluctuations by heat conduction dcwn local tenperature gradients.
The rate of change of convective heat flux in equation (2.19) 
is a balance between transport by the vertical velocity fluctuations, 
generation due to the vertical velocity fluctuating along the mean 
tenperature gradient, transport of the pressure fluctuations, buoyant 
generation in the gravitational field and the dissipation by viscous 
and thermal effects.
In order to correlate data obtained under different conditions, 
the appropriate scales must be vised.
The convective process developed between rigid boundaries 
show a layered type structure characterized by different scales of 
length, velocity and temperature. In the region close to the lower 
plate, molecular transport is important and the temperature gradient 
shows very high values, on the order of (-Qq/cc) . This is referred 
as the conduction layer. In the central region, molecular transport 
is unimportant and the buoyancy forces generate energy at a local 
rate on the order of BgQz where Qz is the local convective heat flux.
In this so called convective region, the velocity fluctuations reach 
a maximum, the mean temperature gradient is negligible and the 
temperature fluctuations are small. The geometry of the boundaries 
determine the large scales of the flow, and, in particular, the layer 
depth z* determines the scale of the turbulent motions.
Deardorff (1970) proposed the following set of length, 
velocity and temperature scales for the convection layer:
z* , (2 .21a)
w* = (0gQo z*)1/3 , (2 .21b)
e* = Q0/w* . (2.21c)
These scales are derived from dimensional analysis on the 
assumption that the important external parameters are the flux of 
buoyancy, BgQg and the length scale z* imposed on the large scale
2.2 Scaling
motions by the layer depth. The molecular diffusivities v and a are 
excluded on the basis that Reynolds number and the Peclet number are 
large in the convection layer. There is now considerable evidence 
to shew that Deardorff's convection scales do correlate the 
turbulence moments in high Reynolds number convection layers after 
the studies of Willis and Deardorff (1973), Adrian (1975), Fitzjarrald 
(1976), Boberg (1977) and many others.
Townsend (1959) proposed the following scales for the wall 
layer region:
wQ = (3gQQa)1/4 (2
z0 = oc/Wq (2
60 = Q0/W0
The assumptions underlying the development of these scales 
are that the wall layer is independent of z*, but dependent on ggQg 
and the thermal diffusivity a. Townsend's scales are not the only 
possible scales for the wall layer. In fact, when the Prandtl 
nurrfoer is different from unity there are an infinite number of scales 
that can be defined by multiplying the factor a in equation (2.22a) , 
(2.22b) and (2.22c) by various powers of Pr. For example, Kraichnan 
(1962) defines a set of viscous scales by replacing a with v in 
equations (2.22a-c) . Also Chung (1978) has shown that the following 
mixed diffusion scales can be used to correlate mean temperature 
profiles for various fluids with Prandtl numbers greater than 0.7:
wd = (6gQQa2/ v ) 1//4 | (2,
19
22a)
22b)
22c)
23a)
20
(2.23b)
(2.23c)
There exist in the literature numerous sets of wall layer scales that 
are defined differently from those cited above, as reported in 
Kraichnan (1962) , Soirmerscales and Gazda (1969), Chu and Goldstein 
(1973), Fitzjarrald (1976), but they are often essentially, albeit 
indirectly, related to wQ, 0Q, zQ by simple factors of Prandtl 
number to some power.
Kraichnan1 s (1962) analysis and recent work by Adrian and 
Chung (1978) suggested that in addition to the Wq , 8q , Zq scales, at 
least two other sets of molecular scales, the viscous scales and the. 
mixed diffusion scales may be needed to describe canpletely all of 
the sublayer regions of the wall layer. Thus, a full understanding 
of the wall layer may require a complicated analysis of the data. 
However since the present experiments deal primarily with the 
convective layer, and moreover, since they are performed at nearly 
constant Prandtl number, it will suffice to use Wq , z ,^ 9q to 
characterize the wall layer.
It is customary to use the Rayleigh number
3
-  gg z at (2.24)
the Prandtl nurrber
Pr = v/a (2.25)
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and the Nusselt number
Qqz *
Nu = ^ _  (2.26)
to describe the state of convection over horizontal surfaces. However, 
since the Rayleigh number is more pertinent to the stability problem 
than to the dynamics of buoyancy driven turbulence, it has been 
suggested by Adrian (1975) , that a more appropriate parameter would 
be the turbulent Reynolds number
Re* = (2.27)v
and the Prandtl number, or equivalently the turbulent Reynolds number 
and the turbulent Peclet number
Pe* = (2.28)* a
The relationship between these parameters are:
w* = —  (PrRaNu)1//3 , (2.29)
z *
M 2 V 3
e* - “  <iS5> ' <2-30>
. (2.31)
Pr '
1/3Using the empirical relationship Nu«Ra , one sees that 
Re* cc Ra4//9/Pr2//3.
The relationship between the convection layer scales and the 
conduction layer scales are
22
3/4z0 = (Re*Pr) ' (2.32a)
= (NuRaPr)1/4 (2.32b)
(Re*Pr)1/4 (2.33a)w,
0
(§*)1/3 (2.33b)
Z0
(NuRaPr.)1//12 (2.33c)
= (Rs*Pr) 1/'4 (2.34a)eQ - *
= (§*) 1/3 (2.34b)
Z0
= (NuRaPr)"1/12 (2.34c)
A number of useful results can be obtained by examining the 
dimensionless governing equation in this limit of asymptotically 
large turbulent Reynolds number and Peclet number. In this limit, 
equation (2.32a) ixiples that z^ <<< z*.
Using the molecular scales to non-dimensionalize equation (2.16)
one gets
dT
= 1 - Pe* X ,  (2*35>m m az * mm
where 6^ = Q/QQ, wm = w/wQ and zm = z/zQ.
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In tiie limit when Pe* is large enough and z^ = 0(1) (very 
close to the lower wall) :
dr
9 w _ = i (2.36)
m m  dzm
Hence, in the wall layer, the total heat flux is essentially 
constant and the mean tanperature must obe/ the following law of the 
wall:
T -T
f (z/z0) (2.37)
where f is a universal function and is the wall temperature.
Similarly, using convective scales, yields
i drl c0 W — rr——  ■3—— = 1 — Z (2.38)
c c Pe* dz c
where 0 = 0/0*/ w = w/w* and z = z/z*. In the limit when Pe* is0 0 c
large enough and zc = 0(1)
0 w = 1 - z (2.39)c c c
This equation states that the convective heat flux is linearly 
decreasing in the layer and the conductive heat flux is 0(Pe* )^ 
outside the wall region.
Since all the terms in (2.39) depend only on the following 
"law of the core" can be stated:
T-T
-a— = g(z/z*) for z = 0(1), (2.40)
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where g is a universal function within a given class of flows and
is the nearly constant temperature in the convection layer.
The large difference between the length scales z* and z^ in 
the limit Re* -> <» is reminiscent of a singular perturbation problan 
and suggests the use of asynptotic matching techniques as suggested 
by Adrian (1977). Less mathematically, there should exist a matching 
layer between the low Reynolds number in the conduction layer and the 
high Reynolds number in the convection layer in which the turbulent 
motions make an adjustment from the very small length Zg and the 
much larger length scale z*. This layer should exist -for heights 
such that Zq «  z << z*. The structure is very similar to that in 
turbulent boundary layers wherein the log law region provides a 
matching between the viscous wall layer and the outer wakelike layer 
as presented in White (1974).
Adrian (1977) has shown that in thermal convection the 
Priestley similarity laws can be obtained by requiring the gradient 
of the mean temperature profiles given by equations (2.37) and (2.40) 
to match for arbitrary large values of Re*Pr.
matching independent of Re*Pr, equation (2.41) must be rearranged to 
read
The gradient matching gives
dg _ _ ,z^ 4/3 df
/Cr? ' ry ' Ae* (2.41)
4/3where (z*/zg) = Re*Pr from equation (2.32a) . In order to achieve
 ^z , 4/3 dg ,z \ 4/3 df _ 1 (2.42)
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where C is a constant. Therefore,
g = - C zc“1/3 + A , (2
f = C z "1//3 + B . (2m
The gradient matching technique can also be extended to other 
moments of the velocity and tanperature fields. For the RMS vertical 
velocity, a and the RMS temperature a..W U
Adrian (1977) obtained the Priestley power laws,
°0 = CQ e* (z/z*)-1//3 + const. (2
= C0 0Q (z/z0)-1//3 + const. (2
and
a = C w* (z/zj^3 + oonst. (2
w w * *
= C wrt (z/z-,)^3 + const. (2w u u
.43a)
.43b)
.44a)
.44b)
.45a)
.45b)
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DESCRIPTION OF THE FACILITIES, EXPERIMENTAL PROCEDURES AND DATA ANALYSIS
3.1 Description of the Facilities
3.1.1 Test Section
The test section was a box filled with water, heated from 
below with insulating side walls and upper boundary c.f. Figure 3.1. The 
main  points to be achieved by the test section were:
a) Aspect ratio of infinity, i.e., negligible effects of the 
lateral walls in generating mean flow circulations.
b) Uniform temperature of the lower plate, or inexistence of 
cold and hot spots that could generate recirculating cells.
c) A constant mean heat flux through the lower plate.
d) Negligible heat losses through the top and side walls of 
the test section.
e) Parallel and horizontal plates.
The accomplishment of those requirements would reinforce the 
validity of the hypothesis of horizontal homogeneity in the flow.
There existed a compromise between a deep convective layer of 
fluid, that would produce high values of Reynolds number, with a favor­
able width-height aspect ratio that would avoid any influence of the 
lateral walls on the flow. The minimum aspect ratio employed in the 
present experiments was 7.2 x 1, a much higher value than other labor­
atory thermal convection experiments.
CHAPTER III
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Boberg (1977) conducted tests to check the magnitude of surface 
temperature variations over the entire lower boundary vising a chromel- 
constatan thermocouple probe. A maximum value of 0.5° C peak-to-peak was 
observed and from this, at least 50% was due to the fluid-lower plate 
interactions, in the form of time variations. The standard deviation of 
the multipoint temperature measurements at the upper surface of the 
aluminum lower plate averaged 0.09° C while the surface-to-mixed layer 
temperature difference had an average value of 2° C.
Calibration tests to determine the heat flux through the lower 
boundary by measuring the rate of the temperature rise in the convective 
region showed a constant slope after the warm-up period (first 15-20 
minutes) indicating a constant supply of heat flux with respect to time. 
The heater stability was monitored by checking the Thermae voltage before 
and after each set of runs. By set it is understood the group of indiv­
idual runs at a certain height from the lower plate, a certain heat flux 
and a certain layer thickness.
Measurements of the heat losses through the top and side walls 
done by Boberg (1977) and measurements of the mean temperature profile 
in the water close to the upper plate indicated less than 5% heat loss 
through the boundaries for the worst situation.
The lower and upper plates are parallel within 1.5 ran or at most 
1.25% of the layer depth. The mean slope of the upper plate due to warp- 
age is 0.021 to 1 .
Therefore, based on those evaluations, the test section was 
found adequate to produce data comparable with the theoretical assumpt­
ions.
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The test section consisted of a 162 cm x 152 cm x 2.5 cm 
lower aluminum plate, two plane 10 mm thick glass front and back walls 
and two 6 mm thick plexiglass side walls of 47 cm height. The interior 
dimensions of the test section were 150 cm x 145 cm - length x width.
The upper plate was constructed of wood and plywood and filled 
with 15 cm thick slabs of styrofoam. Two U-shaped steel bars* resting on 
the side walls held the upper plate in position. By rotating four 
threaded long rods the top could be adjusted to produce the necessary 
depth in the horizontal layer of deaerated tap water and keep it parallel 
to the lower plate as well.
Both lower and tipper plates were painted with Pratt and 
Lambert Yellow Palgard epoxy paint. Due to the adverse environment of 
water and relatively high temperatures, the- lower plate showed some im­
perfections in the paint due to plate roughness and dirty particles. 
Fortunately those defects were not concentrated in certain regions nor 
encountered too often that would change the conditions of the lower plate 
to a rough surface. The effect of the roughness was considered negligible 
as the maximum height of the surface irregularities was of the order of 
25 ym-
Due to the constant contact with the water, the upper plate 
warped slightly, shewing 1.5 ran difference between the heights from the 
lower plate measured in the center and close to the lateral walls.
All lateral walls were externally insulated by 15 cm thick 
panels of styrofoam and the plexiglass walls -were insulated by 2.5 cm 
thick plates of styrofoam on the interior sides in order to minimize lat­
eral heat transfer. A thin window 10 cm x 120 cm - height x length, was
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cut in the external styrofoam panel of the front glass wall to provide 
access for the laser beams and collection of the scattered light. The 
upper plate had a 80 cm x 2 cm slot situated 42 cm from the front glass 
wall which was used to insert the thermocouple probe into the fluid in 
order to measure the temperature fluctuations during the scans and a circ­
ular hole cf>2 cm used to introduce the mercury-in-glass thermometer to 
measure the-mean core temperature of the layer.
In order to avoid reflections of the light at the glass water 
interface of the back wall, a thin curtain of black plastic was hung from 
the upper plate down to the lower plate.
The thermal energy to the test section was supplied by nine 
50 cm x 50 cm Ohmweave, 40Q nominal, electrically insulated heating 
mats in parallel arrangement. As measured by Boberg (1977), the mats 
showed a mean resistance of 38.46A ± 0.2ZQ at 25° C and an equivalent 
value of 4.On when connected in parallel. The mats were positioned direct­
ly below the lower plate and insulated underneath with 15 cm slabs of 
styrofoam in order to increase the efficiency of the heating process. The 
power controller used to supply the heating mats was a RI Research, Inc.,
Thermae model 5212 with an output voltage controlled up to 165 V that
2
corresponded to a maximum heat flux of 2 .6 kW/m . A thermistor probe 
series 400 and a proportional controller Versa-Therm model 2156 produced 
by Cole-Parmer Instrument Co. were used to shut the power down when the 
test section achieved its maximum design temperature of 43° C.
Four jack screws were used to adjust the lower plate to a horiz­
ontal plane to within 0.03° of horizontal by measuring the water layer 
depth at each comer.
3.1.2 Temperature Measurements
3.1.2.1 Vertical Temperature Profile
The mean temperature of the fluid at different heights was 
measured utilizing a teflon coated Alumel wire (Omega Engineering, Inc.) 
strung across a stainless steel ring as shown in Figure 3.2. Hie wire 
had the following characteristics: length = 3200 nm, diameter of wire = 
0.0762 nm, thickness of the insulation = 0.0762 nm, resistance = 188 ohms 
at 25° C, sensitivity = 0.370 ohm/°G. A Wheatstone bridge amplifier was 
used to convert the resistance variations with temperature into voltage.
' All the measurements were performed with a fixed gain of 200 and a cut off 
frequency of 100 Hz. The combined probe and bridge amplifier sensitivity 
was 2.28 °C/V, obtained by calibration. The time constant of the resist­
ance wire was 228 ± 24 ms for a vertical scan rate of 0.478 cm/s in water.
3.1.2.2 Instantaneous Temperature
The thermocouple probe used to measure the fluctuating temper­
ature signal was constructed from a Omegaclad Chromel-Constantan duplex 
wire (Omega Engineering Inc.). The hot junction was spot welded.' The 
characteristics of the probe were: resistance = 440 ohms at 25° C, diameter 
of wires = 0.0381 nm, sheat material = type 304 stainless steel, sheat 
diameter = 0.254 nm. Figure 3.3 shows the upper plate and the lower plate 
probes.
The reference junction was established in the ambient room air 
became only the rapid fluctuating part of the temperature signal was of 
interest.
12
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Figure 3.2 - Mean temperature probe. Dimensions in mn.
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The amplifier used was an Ectron 560 operating with a gain of 
1000, AC mode, i.e., the input signal is capacitively coupled with a 
time constant of 31.83 s ± 0.64 s , and a cut off frequency of 100 Hz.
The time constant of the thermocouple was 3.2 ms ± 0.3 ms for a scan 
rate of 0.478 cm/s, corresponding to 49.7 Hz. As the scanning speed used 
in the experiments was 5 times that of for calibration, it was expected 
a frequency response for the probe greater than 50 Hz, The sensitivity 
of the amplifier probe was 16.15 °C/V in the range of 25 to 45° C.
3.1.2.3 Core Temperature
The test section core temperature was measured with a mercury- 
in-glass thermometer Sargent model S-80 210-B with an accuracy tip to 0.05°C. 
Those measurements were taken before and after each set of runs at certain 
conditions. The mean core temperature was used to evaluate the physical 
properties of the fluid.
The kinematic heat flux through the lower boundary was calculat­
ed by measuring the core temperature variation with time. The curves 
presented in Figure 3.4 are ensenfale averages of three different runs each 
one.
As can be easily seen, an energy balance over the whole layer
produces
Qo = z* dT co (3.1)
dt
for the steady state condition in which dT=° '/dt is constant.
For the same setting in the power supply of the heating mats, 
z' dTw /dt should be constant for different layer depths.
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Measurements with 20 cm and 12 cm layer depths were generally consistent 
with this situation but z ' dT°°/dt was approximately 10% lower in the 
latter case.
In order to see if the slot in the upper plate was producing 
cold region in the water layer, the heating experiments were run with the 
thermometer placed under the slot. The resulting kinematic heat fluxes 
were reproduced within 1% of the values obtained with the thermometer far 
from the slot.
3.1.3 Velocity Measurements
The u and w components of the Instantaneous velocity were 
measured with a two component, fringe mode, laser Doppler velocimeter. 
When two coherent waves intersect, they interfere to generate fringes in 
the volume defined by their intersection. The plane of the fringes is 
perpendicular to the plane of the intersecting beams and parallel to the 
line bisecting the angle between the beams. A particle passing through 
this volume with a certain velocity V will alternately cover and uncover 
bright and dark fringes. When the light scattered from such a particle 
is observed in any direction, its intensity will oscillate sinusoidally 
with a frequency equal to the component of the velocity perpendicular to 
the fringes V divided by the fringe spacing.
The spacing d^ between these fringes is given by
* 1 (3.2)
£ Z  sin k
Where X is the wavelength of the light in the fluid and 2 k is 
the angle between the beams.
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The frequency shift is given by
v_ = 2 sin k (3.3)
D X
The geometry of the illuminating beams in the present fringe 
mode LDV is the three beam configurations reported in Adrian (1975) 
and shown in solid lines in Figure 3.5. The frequency of the beams 
vx, v2 and v3 were different, but all beams were plane polarized in 
the same direction, resulting in three distinct signals from the inter­
ference fringe patterns produced by each pair of beams.
The light scattered from a stationary particle residing at the 
intersection of a pair of beams with frequencies and v2, would consist 
of a wave of frequency v and another at frequency v2. The mixing of 
the waves at a photodetector then produced a sinusoidal photo-current 
having frequencies (v - vt) and a positive or negative motions of the 
particle appeared as positive or negative Doppler shift relative to
(v - vx). The frequency was the characteristic frequency v of the
12 0 
laser light (583 x 10 Hz) and this beam will be called main beam here­
after. The frequencies v3 and v2 of the other two beams were obtained 
from the main beam by using an accousto optic modulator or Bragg cell 
which shifted the main beam to 30 and 40 MHz , respectively, and generat­
ed the so-called 30 and 40 MHz beams.
From the standard Doppler shift formula, and reported by Adrian 
(1975), the signal frequencies were given by
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V = V - V - u.
A
(k
A
- k ) (3.5a)
21 2 1 2 1 '
A A
V = V - V - u. (k - k  ) (3.5b)
31 3 1 3 1
A A
V *  V - V - u. (k - k  ) (3.5c)
23 2 3 2 3
where u = (u, v, w) is the vector -velocity of the fluid and k. is the
, , -i 1 
wave number vector of the beam ( k.. I = X ), and v.. is the
i ij
frequency of the signal derived from the i-j pair of beams. When k =
1
k = k - k , as shown on Figure 3.5, the frequencies are given by
2. 3
i = 
21
V
2
- V
1
+ sin k
X
(u - w) (3.6a)
i = 
31
V
3
- V
1
+ sin k
X
(- U  - w ) (3.6b)
i = 
23
V
2
- V
3
+ 2 sin
X
K U (3.6c)
By suriming and subtracting v and v , the normal components,
21 31
u and w, could be calculated.
The light source was an Argcn. Ion. laser (Coherent Radiation 
Model CR-2) which nominally produced 1500 mW multimode and 600 ni-7 in the 
single frequency mode at 514.5 nm. The laser power decreased with age. The 
best output power of the laser was achieved at the beginning of the 
experiment being 750 mW multimode and 300 mW single mode at 514.5 nm.
Fifty percent of this power reached the measurement volume. As the 
collection of the light was made in off-axis back scatter mode, (30° with 
respect to the y-axis as shown in Figure 3.6), high power was needed to
40
produce adequate SNR (signal-to-noise ratio) therefore the single 
frequency mode operation of the laser was abandoned. At the end of the 
experiment the output power of the laser was 380 nW multimode.
Details of the optical system and a functional diagram of the 
signal processing system are shown in Figures 3.6 and 3.7 respectively.
As previously mentioned the 30 and 40 MHz beams were generated 
by diffraction in a Bragg cell (Zenith M40-R) that was driven by the sum 
of sinusoidal outputs of separated 30 MHz and 40 MHz quartz crystal 
oscillators. The Bragg cell was oriented at an angle that was intermediate 
to the Bragg angles for these frequencies (4.05 mrd for the 30 MHz and
5.4 mrd for the 40 MHz), and its output consisted of the undiffracted 
main beam at frequency v , two primary diffracted beams, 30 and 40 MHz 
beams, with frequencies 30 + v q MHz and 40 + v q MHz respectively, and a 
series of much weaker diffracted beams spaced at 10 MHz intervals. The 
intensity of the three primary beams were not equalized because the RF 
power amplifier (Larkton MP-100) did not have enough gain (only 10 dB).
The power of each one of the shifted beams was approximately 50% of the 
main beam.
As the angle between adjacent beams is about 1.25 mrd for a
10 MHz spacing, long path lengths were needed to separate the beams 
spatially. A 622 nm lens Lo, placed ahead of the Bragg cell and a set of 
apertures A^, located at the focal plane of Lo separated the three beams 
from the subsidiary diffracted ones. The beams separator is located 762 
nm away from the spacial filter which permitted adequate beam isolation.
The beams are then recollimated by 865 mm lenses L^, and L3 and
16
75
41
Figure 3.6 - Scanning table with optical components. Not in 
scale.
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focused to a cannon intersection by L^, a 628 mm focal length objective. 
Six micrometers acting on the lenses L^, and L3 permitted fine ad­
justments of the beam positions at the intersection.
Back scattered light is collected by L5 a 870 mu lens, focus­
ed onto aperture by a 350 urn lens Lg, and detected by the photo­
multiplier tube (RCA. 8645). is a 0.35 mn pinhole which limits the 
field of view to a region slightly smaller than the beam intersection.
The light collection is off-axial to reduce flare from the lens and 
the test section windows.
After amplification by a photomultiplier amplifier (TSI model 
962 E with a gain of 1500 V/A and bandwidth over 100 MHz and an amplifier 
Hewlett- Packard model 462 A operating at a gain of 40 dB and bandwidth 
of 50 MHz, the signal from the IM tube was separated into two channels 
that are bandpass filtered at 30 MHz and 40 MHz by TTE miniature filters 
(Model K10A). The maximum measurable Doppler shift is limited by the 
30 MHz filter which had a bandwidth of ± 1.5 MHz corresponding to u =
2.8 m/s for a typical angle of k = 6° and a wavelength of 514.5 nm, which 
is a much higher value for the typical velocities in this experiment as 
reported by Adrian (1975).
The carrier frequencies on each channel are shifted down to an 
intermediate frequency vc = 25 kHz by mixing the respective signals with 
local oscillators at 39.975 MHz and 30.025 MHz by using TSI 985C-2 and 
TSI 985C-1 frequency shifters. The signal frequencies are subsequently 
converted to voltages by signal processors of the frequency locked loop 
type TSI 1090. The center frequency of the FLL trackers was set at
44
25 kHz and its sensitivity is 10V/50 kHz. The net frequency drift of 
the local oscillators and the Bragg cell is less than * 500 Hz.
After the voltages from the frequency trackers output had been 
added and subtracted together in a TSI 1063 Sum and Difference module, 
the sum voltage is level shifted to remove the DC component associated 
with the scanning speed and the intermediate frequencies using a TSI 
1057 Signal Conditioner.
Appendix A-l shows the calculation of the scaling factor 
converting volts to cm/s for three different situations of the geometry 
of the beams.
Appendix A-2 contains the calculations of the parameters of the 
measurement volume.
The particles used to seed the flow in order to generate good 
Doppler signals were Dow Saran microspheres or thermoplastic vinylidene 
chloride acrylonitrile copolymer monocells with average diameter of 5-8 
ym and specific gravity of 1.333.
.Those particles produced good signals, followed the flow well 
as shown in Appendix A-3, were cheap, non-corrosive, non-abrasive, and 
chemically inactive.
3.1.4 Digitizer and Data Storage Equipment
All velocity and temperature data were digitized by a 9 bit 
resolution, Four Channel Signal Digitizer (Nicolet model SD-72/4A).
The horizontal sweep was controlled by a Wide Range Sweep Control Nicolet 
model SW-71B, and the memory and display control was done by a Display 
Control Nicolet NIC 1074. The data was stored in a memory with a capacity
of 4096 points. The display unit was a Tektronix 5103 N Power Supply/ 
Amplifier, a DIO Single Beam display and two 5A24N utility plug-in 
units that provided simple access to either the vertical or horizontal 
deflection system.
A Magnetic Tape Coupler model NIC-283A interfaced the digitizer 
memory and the magnetic tape, viiich was recorded by a Kennedy model 9700 
tape recorder. The Magnetic Tape Coupler generated two tag words used 
to identify the record.
The tapes used to record the data were 7" white reel, 1/2” x 600',
9 track magnetic tapes.
The same equipment mentioned above was used to record the mean 
temperature profiles but instead of the Four Channel Signal Digitizer 
SD-72/AA, a Single Channel 12 Bit Digitizer SD-71B was utilized.
3.2 Experimental Procedures
The following quantities were measured: (i) vertical velocity 
fluctuations, (ii) horizontal velocity fluctuations using the laser Doppler 
anemometer, (iii) temperature fluctuations using the thermocouple probes, 
and (iv) mean temperature profiles close to the upper and lower plates 
xasing the resistance wire probes.
The wall close to the measurement line and parallel to the 
scanning direction is called the front wall and all the references are 
made from an observer outside the test section looking at the front wall.
A 167.6 an x 91.4 cm x 2.5 cm table containing the laser, the 
optical components of the system and a support for the thermocouple probe 
was rigidly mounted on the cross-slide of the carriage of a lathe and
45
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driven by a monophase electric motor (1/4 HP, 3450 rpm) and a Boston 
gear reductor with a 10:1 reduction ratio through the original lead screw 
of the lathe.
The data was taken along a line, 50 cm long and parallel to the 
front wall, by scanning the table horizontally from right to left at 
a speed of 2.36 cm/s.
Several test scans at different heights and different dist­
ances from the front wall were performed to check for any dependence of
1
the statistics of the signal on the Y direction as defined in Figure 3.6, 
No trend was observed beyond the normal scatter of the data.
Preliminary data was taken in order to determine the ensenble 
size and the performance of the system. By calculating the RMS values 
of the signals, an ensenfele of 10 scans at each height with 90% of 
confidence interval was enough to collapse the data very well. Therefore, 
at the beginning of the experiment smaller ensembles were used. When 
the higher order moments were calculated, a need for larger ensembles was 
evident and then 15 scans were taken at each height. .
Vibrations of the optical units and variations in the table 
speed caused small spurious fluctuations in the velocity signals. In­
stallation of a universal coupling between the reduction unit and the 
lead screw and stiffening the prism assembly reduced the RMS equivalent 
input velocity noise due to vibrations to 1 nro/s, typically.
The digitization rate of the data was set at 5000 us for a four 
channel module, corresponding to an interval between points of 0.02 s 
and a Nyquist frequency of 25 Hz. The time constant of the filters was
10 ms corresponding to a cut-off frequency of 16 Hz.
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Those settings were a compromise between measuring over 50 cm 
long lines in order to get good horizontal averages and a reasonable 
frequency response that would enable power spectrum analysis.
The data was taken only when the carriage, moving to the left, 
had a constant speed of 2.36 cm/s which was achieved in less than 2 s 
after the start of each scan. The digitizer was timed to complete the 
recording prior to the traverse shutdown. The use of only one direction 
to take the data was dictated mainly by the positioning of the thermo­
couple with respect to the measurement volume. In order to minimize 
probe interference the thermocouple junction was located 2.0 h e  to the 
right of the center of the measurement volume, on the same line used to 
get the velocity data and no interference was desired in the velocity 
measurements. Mien scanning the table to the right, the crossing volume 
of the beams would be located in the wake of the thermocouple wires.
The Reynolds number based on the double diameter of the wires and the 
scanning speed was 2.25 which corresponded to a region of influence of
50.8 ym ahead of the probe.
The positioning of the probe with respect to the measurement
volume was done by first placing the hot junction of the thermocouple at
\
the center of the intersection of the three beams, w h i c h  was visually 
checked with the aid of a 15X microscope eyepiece and a reticle mounted 
on the photomultiplier base, and then moved back horizontally using a 
precise translation device.
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The alignment of the beams was the most important factor in the 
process of getting good signals. For this reason, the procedure used ■ 
is sunmarized in the following steps:
1) With the Bragg cell, beam splitter and objective removed, 
adjust the laser beam to propagate horizontally with respect to the 
table. The mirrors Ml, M2 and M3 are adjusted to maintain horizontal 
propagation and direct the beam perpendicularly to the test section. Hie 
lens Lo is then inserted and adjusted to reproduce the previous conditions,
2) Introduce the Bragg cell in the circuit and adjust its 
proper angle with respect to the incoming beam in order to produce the 
30 MHz and 40 MHz beams with equal intensity. Position the spatial 
filter at the focal point of Lo and get three clean beams with no genera­
tion of interference or reflection fringes.
3) Introduce the beam splitter unit into the optical circuit 
and position the prism assembly to produce good separation of the beams. 
There is a small (less than 3%) leakage of the light from one beam to the 
other. The leaking light intensity should be about the same in both 
beams. This is checked by turning alternatively the 30 and 40 MHz crystal 
oscillators off.
4) Measuring the heights and distances of the beams across the 
test section, the table is then adjusted in a plane parallel to the lower 
plate of the test section (which should already be horizontal) keeping 
the beams perpendicular to the front wall.
5) Place the objective L4 in the circuit and position it in 
order to introduce no deflection in the horizontal beams.
6) As the beams will not cross at one single point, adjust the
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position of the lenses I4 , L# and L3 rising the micrometers and cross 
the beams at their waists generated by the objectives. This is most 
easily accomplished by placing a target in the focal plane of L4 . Hie 
fringes generated at the waist of the beams are equally spaced..
7) With the target at the crossing point rotate lenses L5 and 
L6 about a vertical axis in order to compensate for refraction at the 
air-glass-water interface. Optimal compensation is achieved when the 
target has least distortion.
8) Position the photomultiplier base such that the pinhole
is centered on the image of the target. When focused, the pinhole should 
be located in a position corresponding to the circle of least confusion 
of the image.
9) Take the target out of the test section and seed the flow 
with particles. If the alignment of the beams and collection of the 
scattered light are good, the particles can be seen passing through the 
measurement volume ^ dhen observed through the eyepiece microscope set at 
the PM base.
10) Set the FM tube in its base and turn it on. If signal is 
received by looking at the output of the mixers, loose the locking screws 
of the IM tube and finely adjust its position in order to receive the 
higjhest rate of signals.
11) Very fine adjustments of the position of the beams may be 
made at this stage in order to get the highest and equal rate of signals 
in both channels.
12) Repeat steps 6 to 11 as many times as necessary to get the 
best signal. Normally long periods were spent in this operation.
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It is difficult to get and distinguish a good signal at the 
beginning. A good indication can be given by rates of 3 to 4 bursts per 
second for fluid velocities of 1 cm/s and Saran microspheres (5-8 ym) at 
normal concentration and amplitudes of 30 to 40 mV peak-to-peak. By 
normal concentration it is meant a concentration such that scanning the 
table 400-500 samples per second were received at the meter of TSI-1090.
Good performance of the LDA also requires small hum pick up in 
the form of interferences in the electronic equipment due to ground loops, 
electromagnetic fields, electromagnetic radiation, reflections, etc. The 
FLL trackers do not track the signal if the peak-to-peak -voltage at the 
output of the TSI mixers is greater than 2.5 mV. In order to keep this 
him picked up at low values (less than 1.0 mV p.p. is reconmended) some 
points should be verified:
1) The case of the HI tube should be capacitively grounded to 
the table (0.1 pF).
2) The racks containing the electronic equipment, the lathe 
bed and the test section should be connected to a common ground.
3) The case of the photomultiplier amplifier TSI 962 E should 
be grounded to the table by direct contact.
4) The oscillator crystals and the RF amplifier should be set 
up in a single rack close to the Bragg cell.
5) The braided shield of the thermocouple extension wires 
should be grounded at the rack.
6) By moving and making loops in the cables connecting the Bragg
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cell and the RF amplifier and the EM amplifier and the HP amplifier, 
the signal pick up can be decreased considerably.
The gain of the signal input in the FLL trackers should be set 
such that the indicating light just flashes. This procedure avoids the 
FLL to lock in the hum.
All electronic equipment was carefully tested and calibrated 
before it was used. Description of such calibrations will not be present­
ed as they followed the normal procedures indicated by the manufacturer's 
manuals.
After each scan, the data was visually inspected and if any 
unlock transient or drop out could be detected, the data was rejected 
and not transferred to the magnetic tape. By this means, about 80% of 
the inperfections with the data acquisition process could be eliminated.
The mean temperature scans were made using a vertical constant 
speed traverse of 0.475 cm/s. The starting transient was minimized by 
letting the motor reach the operating speed before the probe began to 
move. This was accomplished by rising a spring-slide system designed and 
described by Boberg (1977). The spring-slide system enabled the traverse 
to travel beyond the point of plate-probe contact. After starting the 
motor, the resistance wire remained in contact with the plate until 
previously compressed helical springs were completely released, at which 
point the whole system abruptly moved upwards . This procedure reduced 
the effects of the starting transient to acceptable levels. Prior to the 
probe lift off, a microswitch was used to trigger the digitizing unit.
By increasing the gain of the horizontal and vertical displays of the
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signal, the zero position could be very well identified. And yet by 
knowing the traverse speed and the digitization rate the vertical 
position could be well defined.
The time constant of the resistance wire probe was determined 
by two methods:
i) Passing the probe and a thermocouple with much smaller 
time constant (~  5 ms) through a temperature discontinuity, at a 
constant speed of 0.475 cm/s.
ii) Moving the resistance wire and the thermocouple, in a 
constant temperature gradient medium.
Sixteen scans of each method yielded an average time constant 
of 0.228 ± 0.024 s.
The test section had to be cleaned once a month so the use of 
distilled water was not feasible. After one month of use, the viscosity 
of the water of the test section was measured at two different temperatures 
and excellent agreement was found with the values given in the handbooks. 
Therefore the tabulated values for the physical properties were used in 
the data reduction.
Mien the test section was cleaned the operating fluid was 
changed. Before taking the data, the water in the test section was complete­
ly deaerated by repeatedly warming up the test section and scraping the 
air bubbles from the lower plate. Six to seven repetitions of this pro­
cedure were normally needed.
In order to accelerate the cooling of the test section after 
each day of, tests, the upper plate was lifted 3 cm above the water level
and the insulating panels were removed. The next day the height of 
the layer of the fluid was checked with the upper plate in position and 
refilled if necessary.
Prior to injecting the Saran microspheres into the test section, 
the larger particles were removed by allowing 10% of the suspension of 
particles to settle in a beaker for 30 minutes. The particles were then 
injected through the slot on the upper plate and equally distributed 
along its whole length 10 minutes after the heat had been turned on, in 
order to achieve a good mixing and rapid diffusion through the water.
After injecting the particles, 10 minutes were required to achieve uniform 
dispersion. When new particles were injected during the tests, a minimum 
of five minutes was allowed before resuming the measurements.
The first solution was made with 15 g of particles in 800 ml 
of tap water. After 30 minutes, 10% of the solids settled down and the 
rest was used to inject in the flow. From one day of tests to the next, 
the particles remaining in the flow settled down and new ones needed to be 
injected. The first injection each day was about 100 ml of the solution 
for 20 cm layer of water. When correction in the particle concentration 
was needed, 25 ml of the solution was spread along the slot each time.
As mentioned before, the good concentration was determined when about 
400 samples of sigpal per second were obtained in the TSI 1090 in both 
channels when scanning the table.
All the data were digitized and stored on a 9-track magnetic 
tape. Each data record was recorded under a filing scheme using the 
octal tagword settings on the Nicolet Coupler unit. For each different
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condition of height in the layer and heat flux at the lower plate, the 
tagward 1 was changed. The tagword 2 changed automatically at each scan. 
For different conditions the tagword 2 was reset to start from 1. Tag­
word 1 was selected by turning 6 thumbwheels in an octal base. The 
assignment of a file was done based on the following convention. The 
first digit on the left identified the person responsible for the data, 
the next three digits referred to the day of die year in which the data 
had been taken, in octal, and the last two digits indicated the order of 
the file in that specific day. For example: T]_ = 122503 refers to the 
author (1), to data taken on the 149th day of the year (May 29) and this 
was the third set of data taken that day. The general thought behind 
labeling subsequent data records was to increment T2 for each scan and
*
change 11 oily when a new condition began.
The stored data was easily retrieved for playback by selecting 
the display mode of operation on the digitizer unit and the appropriate 
tagword 1 to identify the record.
The tapes containing the data were analyzed using IEM 360/75 
and the respective Fortran IV and Assembler programs that will be 
discussed later.
3.3 Data Analysis
All data records from horizontal scans were used to calculate 
the following mean central moments: < w^ >, < ©^ >, < u? >, < w© >,
< u0 >, < uw >, < w^ >, < 0%, < u^ >, <u?w >, < w©2 >, < w20 >, < w^ >,
4 ~4~
< © > , <u > where the bar indicates temporal averaging over
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the whole scan length and the brackets indicate mean ensemble average 
over all the scans at certain conditions. That is, for each run the 
time average was calculated and then all the time averages of one set, 
representing a certain height above the lower plate, a certain heat 
flux at the lower boundary and a certain depth of the water layer, were 
ensemble averaged to produce cne point in the vertical profile of the 
considered central moment. The standard deviation of the time averages 
was also calculated representing a measure of the variability at each 
condition.
In order to transform the finite record of one run to calculate 
the central moments, a new mean of the record had to be defined. As 
each one of the means for the sane variable were different from run to 
run, corrections were applied to the moment calculations as follows. 
Define as the mean of the record for one run, E the ensemble average 
of the set of runs, e'm the total signal of one run, em the fluctuation 
with respect to and e the fluctuating signal with respect to the 
ensemble average of the E'ms. Therefore,
e = e'm - E, (3.7a)
%  = ®m “ ^ tn* (3.7b)
The calculation of the ensenble of the mean square value of the sigpal 
is given by
< e2 > = < ( e'_ - E )2 > (3.8 )v m '
Adding and subtracting -to ( 3.8 ), one has
56
< e2 > = < e j-  > + < (Ein - E)2 > (3.09)
because < ejjj >=0 by definition.
For the higher order moments one has
< e3 > = < e j  > + 3 < (E^ - E). >. ,< e j- > + < (E^ - E)3 > (3.10)
< e4 > = < em4 > + 4 < .(E^ - E) >.< en3 > + 6 < (ftn - E)2 >.< em2 > +
+ < ( E ^ - E ) 4 > (3.11)
and for the cross moments, calling the other signal a'm = ajQ +■ Am (3.12) 
< e a >  = < e m am > + < (E^ - E) . (A^ - A) > (3.13)
< e2a >= < e2m am > + 2 < em ajQ >•< ( %  - E) > + < (E^ - E)2 (Am - A)>(3.14)
The first three quarters of the memory for each run were 
filled with the vertical velocity (Channel A), the temperature (Charnel B) 
and the horizontal velocity (Channel C) data.
The data reduction was done using the IBM 360/75 digital 
computer of the Digital Computer laboratory of the University of Illinois.
The Assembler program used to read the tape and convert the 
data into machine language was available from Boberg (1977).
The flow chart diagram of the program used to calculate the 
moments is shown in Figure 3.8.
No corrections for noise or other sources of errors were applied 
to the data due to the uncertainty of their values at each different
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Figure 3.8 - Flow chart diagram for moments calculation.
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situation. Appendix A-2 presents a discussion of the estimated noise 
in those experiments.
Sampling errors probably represented the largest single source 
of error in the experiments. Estimates of the sampling errors required 
reasonably accurate knowledge of the auto-covariance function over long 
time delays (Bendat and Piersol, 1971, p. 172-4), and this quantity 
itself could not be obtained due to the short sampling periods ( a ;  20s ).
The selection of which moments to calculate was determined by 
the terms involved in the kinetic energy, kinematic heat flux and temp­
erature variance governing equations, previously presented in Chapter 2.
The vertical scans of mean temperature close to the upper and 
lower boundaries were processed in the IBM 360/75 computer. The der­
ivative of each raw temperature profile was calculated and after being 
multiplied by the time constant, the product was added to the value of 
the raw profile in each point, as discussed in Appendix A-4.
Eight scans were used to produce the ensemble averaged temp­
erature profile. The flow chart diagram of the computer program is 
shown in Figure 3» 9.
The harmonic analysis of the data - power spectrum and auto­
correlation function, was done on the horizontal records of w, 0 and u.
The Fast Fourier Transform subroutine used was a 4 + 2 radix and was 
reported by Brumbach (1968).
The main steps of the power spectrum and autocorrelation funct­
ions calculation were:
i) Taper the records with a cosine taper function with a cosine
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Figure 3.9 - Flow chart diagram for mean temperature calculations.
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bell at one tenth the length of the data at the beginning and end of 
the record.
For data stretching from t = 0 to t = T-l, the express ions of 
such a taper window would be
\  I 1 - cos J for 0 < t < 0.1T (3.15a)
1
2
i 1F(T - t)
1 " cos O.IT
for 0.1T < t < 0.9T (3.15b)
for 0.9T < t < T (3.15c)
ii) Add N zeros to the record in order to separate the 
calculated circular autocorrelation function where N is the number of 
data points.
iii) Fourier transform the sequence using FFI24 subroutine, 
Brumbach (1968) and get
2N-1
%  = ^  ^  [" 1 ] (3'16) 
n=0 k = 0,1.... 2N-1
iv) Compute the raw estimate of the power spectrum for k = 0,1
---N-l.
1
2
(3.17)
N At
v) Adjust these estimates for the scale factor due to tapering, 
e.g., by replacing by 1.14286 G^ .
vi) Compute the inverse FFT of ^ —  to obtain Rcx (rh)
61
for r = 0, 1, ___2N-1.
vii) Discard the last half of Rx to obtain results for r =
0,1.....N-l.
viii) Multiply the Ry by the scale factor N A t  .
N-r
ix) Smooth the raw estimates of the power spectrum by averaging 
in blocks of 19 consecutive points.
Power spectrum and autocorrelation function calculated here 
follow the same definitions presented in Bendat and Piersol (1971).
The flow chart diagram of this computer program is shown in 
Figure 3.10.
Analyzing the results of the convective heat transfer, < w 0 > 
showed lower values than the expected theoretical values based on mean 
rate of temperature increase measured directly.
In order to search for the reasons of this anomalous beh­
avior, the joint probability functions and conditional averages of 
the signals w-0 , u-0 and u-w were calculated.
The flow chart of this computer program is shown in Figure
3.11.
The conditional averaging techniques were the same used by
Adrian (1975) in analyzing water over ice convection.
Two types of conditional averages were calculated:
Type 1 - Given any function R(w, 0), the conditional average R^ was
til
the mean value of R for points belonging to the i group.
^ S t a r t ^  
t
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Ri _ 1_ R. ( wa, ®a) i = I, .... V
' %  L
(3.18)a G  i
where data points in the’w-0 plane were classified into five groups 
according to the following inequalities
(I) w > 0 f 0 > 0
(II) w < 0 9 0 > 0
(III) w < 0 t 0 < 0
(IV) w > 0 > 0 < 0
(V) |w0 | < 0.1
and |w0 j > 0.1 0g aw
(3.19)
where and erg are the RMS values of the vertical velocity and temper­
ature fluctuations respectively.
Type 2 - The second type of average represented the fractional contribu­
tion made by the fluctuations in a given class of fluid to the total mean 
value of the fluctuation. It was related to the conditional average by
R ( wa, 0a ) _ Nj Rj i = If II .... V
N R  *— 4 N R
a €  i (3.20)
Using just w and 0 signals, for w > 0, 0 > 0 and [w0 | > 0.1 ctwctq 
conditional averages of types 1 and 2 are
65
(w0)
N rwO
(3.22)
where is the correlation coefficient of that run.
Separated horizontal runs -using half of the memory for w signal 
and the other half for 0 signal were performed in order to calculate the 
space-time correlation functions for w-0 for different separations of the 
thermocouple probe and the velocity measurement ■volume.
Those runs intended to produce a correction factor for the 
convective heat flux calculation due to the spatial separation of the 
probes. The flow chart diagram of the computer program is presented in 
Figure 3.12.
The main points of the program are:
i) In order to save computer time, two records x(n) and y(n) 
were Fourier transformed at a time and separated by
X (k) = Z (k) + Z (N-k) 
----- 1
(3.23
Y (k) = Z (k) - Z (N-k) 
2i k = 0,1 N-l
(3.24)
where z(n) = x(n) + iy (n) (3.25)
Z (k) =, y  z (n) exp - i 2lfkn (3.26)
k=0 L N J
and Z (k) is the coop lex conjugate of Z(k). This technique is explained 
in Bendat and Piersol (1971 - p. 308).
■k
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Figure 3.12 - Flow chart diagram for cross-correlation function 
calculation
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ii) As suggested by Brumbach (1968), a faster method to 
compute the cross-correlation function of two records is used.
By definition
R-xy CO 1 
* m t
N-l *
X (k) Y (k) exp 2flikx
N
(3.27)
t  = 0,1 ... M
and
N-l
V  (‘T> = ^
k=0
X  (k) Y (k) exp 211ikx
Multiply (3.28) by i = V^T" and adding it to (3.27)
R-xy (T) + i ^ xy (_T) _ M/fir
^ | x  (k) Y* (k) + i Y(k)X*(k)jexp ^  2liikx j
k=0
(3.29)
Equation (3.29) shows that only one Fourier transformation produces both 
sides of (x).
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CHAPTER IV 
RESULTS
,4.1 Flow Visualization
Flow visualization was performed in an auxiliary rectangular 
small test section 510 mm x 510 mm x 560 mn (width x length x height) 
filled up to 200 nm with deaerated tap water and electrically heated 
from below. The lower plate was a 12 nm thick aluninum plate and upper 
boundary was made of plywood and filled with 15 cm slabs of styrofoam.
The lateral walls were 10 nm thick plexiglass and externally insulated 
with 15 cm thick panels of styrofoam. The kinematic heat flux used to 
visualize the flow was 0.038 °Kcm/s, in a 20 cm layer. Itoo windows 100 
x 150 nm were made in two adjacent lateral panels. One window was used 
to illuminate the test section with a 1000 W Sylvania CTT. and the other, 
situated 90° with respect to the illuminating window, was used to observe 
the flow. Pictures were taken using a Tri-X - 400 ASA Kodak film and a 
Vivitar N/AI 75-205 nm f 3.8 close focusing mode and mounted on a tripod 
at an angle of 15 - 20° with respect to the horizontal plane. Dow 
plastic pigment 722 - Polysterene Latex with specific gravity of 1.05 
was used as the dye tracer for visualization purposes. After initially 
filling the test section with water and letting it still completely, a 
thin layer of the pigment (0.5 mm thick) was carefully introduced into 
the tank to cover the central region of the lower plate. The pignent was 
slightly heavier than the water and it was not completely transported 
into the convective region by the initial motions, but remained for a 
time on the bottom, serving as a continuous source of flow tracer.
Sufficient pigjnent remains along the bottom plate to al lew- 
detailed observations of the convective patterns for about 20 minutes 
after the onset of motion. It is expected that the turbulence and 
convective patterns have reached a statistically quasi-steady state 
well within this time interval.
The main characteristics. of the flow observed in the thermal 
convection experiment are related as follows:
i) When the thermal convection starts, the latex on the 
lower plate initially forms stationary ridges due to the accumulation 
of dye in regions of flow convergence. As the turbulent Reynolds 
nunfcer increases, those ridges start wandering about the surface in a 
random fashion. When enough hot fluid is accumulated in a ridge, it 
breaks away from the horizontal lower boundary as a long sheet of buoyant 
fluid. The sheets are less than 1 mm thick and about 0.5-1 layer
depth long. The ridges are good indicators of the action of the cold 
fluid over the horizontal lower plate.
ii) When kinks are formed along the front, more tracer is 
ejected from the boundary layer and long columns of hot fluid could be 
devised, as reported by Townsend (1959) and (1976). Only at the begin­
ning of the experiment (about 4 minutes after the heat had been turned 
on) could individual thermals, as reported by Sparrow, Husar and 
Goldstein (1970) be identified. Individual thermals were not observed 
at any other time. The intersection of two or more ridges detached 
large amounts of hot fluid in colurmar forms that were eroded by contact 
with the surrounding water which was in vigorous turbulent motion.
iii) There .existed about 10 ridges in half of the area of
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the lower plate, where the latex pigpent was accumulated. Contrary to 
observations reported by Willis and Deardorff (1977), the ridges were 
not connected together in one region showing horizontal planforms with 
dendritic- shapes. The method of illuminating the flow may not have 
permitted this observation.
iv) The motion of the hot fluid from the lower plate was not 
always exactly vertical. There was a tendency to upward movement 
generated by the buoyancy forces. The cold fluid, acting on the hot 
fluid sheets, deflected them to the sides showing occasionally inclina­
tions up to 60° from the vertical direction.
v) In the central third of .the fluid layer, the upward 
motion of the hot fluid followed an irregular path. In the upper third 
of the ELmd layer, the vertical motion was greatly decelerated and 
the flow was dominated by large horizontal motions. Scrne of the hot 
masses of fluid had so much inertia that they could not be decelerated 
during their approach to the upper boundary. Upon hitting the upper 
plate, they were deflected to the sides. If the upper plate showed any 
imperfection, mean motions could be easily set up.
vi) There were no preferential directions for the movement 
of the ridges on the lower plate, nor did the release of thermals occur 
at specific points. (By thermal, it is understood a mass of fluid, 
driven by buoyancy, that moves away from a bounding surface into the 
bulk of the fluid layer ). At high Reynolds number, the mass flux of 
hot fluid from the lover boundary still showed a nearly intermittent, 
rather than steady, pattern. Occasionally, there were extremely active 
periods corresponding to the bursting away of a thermal.
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vii) As a rule, the ascending hot fluid was deflected by 
the cold descending fluid and had to find out new paths in its way up.
Mien the hot fluid was unable to penetrate cold regions, it spread 
horizontally to the sides until enough fluid accumulated to overcome the 
imposed cold fluid resistance. .
Many of the observations reported above cannot be perfectly 
seen in the sequence of prints taken 2 seconds apart and shown in Figures
4.1 and 4.2, because as the tracer spread rapidly over the layer.
Figure 4.1 shows the flow 6 minutes after the onset of convection. The 
detachment of a thermal from the lower boundary is shown by the sequence 
of photographs in Figure 4.2, taken 2 seconds apart.
4.2 Mean Temperature
The mean temperature of the layer was measured using the 
alumel resistance wire probes described in section 3.1.2.1. The mean 
temperature profiles in Figures 4.3 and 4.4 show the ensenble averages 
of eight independent runs close to the lower and upper plates respectively, 
for different conditions of layer depths and heat flux at the lower plate. 
The convention for labelling the conditions is
Label Z* {cm} Qo {°Kcm/s} Z*/Zd Pe*
I 20 0.0153 452 6090
II 20 0.0330 566 7840
III 20 0.0568 676 9370
17 15 0.0450 444 6000
For all the runs, one can observe in Figure 4.3 that 95% of
Figure  4 .1 -Evo lu t ion  of the thermal  convect ion  f low
F ig .4.1 (cont.)-Evolution of the thermal convect ion f low
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Figure 4 . 2 — Development of a thermal
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Figure 4.3 - Temperature profiles close to the lower plate.
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Figure 4.4 - Temperature profile close to the upper plate.
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the total temperature difference (Tw-T°°) occurs in the first 5 mn of 
the layer. Close to the upper plate, due to the small heat' loss, the 
gradients extended up to 8 mn inside the layer. The heat losses through 
the upper plate were
Condition Q loss {°Kan/s} Q loss/Qo x 100%
I 0.000061 0.40
II 0.000179 0.54
III 0.000326 0.57
17 0.000268 0.60
The temperature difference between the core and the upper 
plate is less than 0.12°C for the worst case (III), demonstrating the 
adequacy of the insulation on the upper plate.
The change in the gradient of the temperature profile close 
to the upper plate in Figure 4.4 may have been caused by inadequate 
spatial averaging. Figure 4.5 shows the temperature profile close to 
the lower plate scaled by the convective scales for the same layer depth 
Z = 20 cm.
Using the scales defined in equations (2.23a) through (2.23c), 
the log-log graphs of the ensenfcle averaged temperature profiles shown 
in Figure 4.5 correlated very well up to Z/Zd = 8 . Beyond that point, 
each profile showed a slightly different behavior.
The digitization settings for the mean temperature profile
rms were:
Resolution - 12 bits
Vertical Display - ^ 1/2V and * IV full scale
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Figure 4.5A- Temperature profile close to the lower plate using 
convective scales.
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Low Pass Filter - 100 Hz.
Dwell Time - 16 667 ys
Three other sets of data for the 20 cm layer depth were taken 
with dwell time of 2000 ys and were scaled using equations (2.23a) 
through (2.23c). They stewed the same behavior as presented in Figure 4.5.
The asymptotic values of the graphs after z/z^ = 50 are lower 
than the values reported by Chu and Goldstein (1973) and Goldstein and 
Chu (1969) when the same scales were employed. This difference may be 
due to the fact that a different kind of flow is being analyzed and the 
constant heat flux in Rayleigh convection is not encountered in the un­
steady non-penetrative convection.
One can define an equivalent Rayleigh number that permits the 
comparison between Rayleigh convection and -unsteady non-penetrative 
thermal convection, as
Ra gg (2AT)(2z*)3 (4.1)
ecl av
The following equivalent Rayleigh numbers have been calculated
Condition Equivalent Rayleigh Number
I 4.55 x 109
II 7.22 x 109
III 10.52 x 109
IV 3.98 x 10?
Records of the spatially averaged .mean temperature furnished 
by the resistance wire probe sitting still 1 mm from the lower plate are 
presented in Figure 4.6. These discouraged any attempt to measure the
20
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temperature profile by gradually moving the probe and waiting a certain 
time interval until the temperature stabilized at that height.
4.3 Joint Probability Density Function
The joint probability density function (JPDF) of the records 
w-0, u-0, and w-u were calculated. Typical contours of equal probability 
at three different heights are shown in Figures 4.7 through 4.18.
The JPDF analysis helps to visualize and calculate the distribu­
tion of the signal with respect to their mean values. The axes extend 5 
standard deviations to each side and the minimum discrete dimension of 
each cell was 0.1 standard deviations. Each plot calculation of the 
JPDF uses all the runs (typically 14 runs) in one set.
Close to the lower boundary, jnost of the points. for w-0 
records concentrate in the first and third quadrants resulting a net 
positive kinematic heat flux.
The joint distribution of u-w is nearly symmetric in all quad­
rants resulting an overall balance close to zero and a small correlation 
of both components of the velocity.
With respect to the 0 axis,- u is distributed synmetrically in 
the u-0 joint distribution and 0 still shows the long tail in the positive 
side (high temperature skewness) of the © axis. The maximum of the 0 
distribution happens at approximately one standard deviation to the neg­
ative side, indicating the value shown by the temperature signal most of 
the time during the scans. Typical record of simultaneous w, 0 and u 
are shown in Figures 4.19 to 4.24.
At higher levels, for example z/z =0.5, the destruction of 
the w-0 /correlation by the highly turbulent field produces smaller
83
Figure 4.7 - w-0 joint probability density function, z/z* = 0.0175.
Condition III.
84
Figure 4.8 - u-w joint probability density function, z/z* = 0.0175.
Condition III.
85
Figure 4.9 - u-9 joint probability density function, z/z* - 0.0175.
Condition III.
86
5 ^ 7  ^
e/a0 <$> Ni / N  = 26.7
o.
NTi / N = 19,6
Figure 4.10 - w-0 joint probability density function, z/z = 0.5025.
Condition III.
87
Figure 4.11 - u - w joint probability density function, z/z* = 0.5025.
Condition III.
88
Figure 4.12 - u - 9 joint probability density function, z/z = 0.5025.
Condition III.
89
Figure 4.13 - w-0 joint probability density function, z/z = 0.960.
Condition III.
90
Figure 4.14 - w-u joint probability density function, z/z = 0.960.
Condition III.
91
Figure 4.15 - u-e joint probability density function, z/z* = 0.960.
Condition III.
92
Figure 4.16 - w-0 joint probability density function, z/z* = 0.0175.
Condition I.
93
•k
Figure 4.17 - w - u joint probability density function, z/z = 0.0175.
Condition I.
94
Figure 4.18 - u - 9 joint probability density function, z/z"' = 0.0175.
Condition I.
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transport of kinematic heat flux. The asymmetry of the temperature 
density function is diminished but -vertical velocity fluctuations continue 
to have high values. The w-u and u-0 distributions show essentially the 
same features as was prerviously pointed out.
Close to the upper plate, w-0 JPDF is almost circular showing 
a little eccentricity in the positive heat flux direction (1st and 3rd 
quadrants), and u -0 also show a positive net balance in the same direc­
tion.
As the heat flux is increased, the joint probability density 
function at the same heights shows features similar to those previously 
described.
4.4 Central Moments
All the data used to compute the central moments are related 
in Appendix A-5 with the specification of the main parameters of the runs, 
tagword 1 , number of runs and tape in which it is recorded.
Besides giving information about the shape of the distribution 
and density functions, the moments are used to evaluate the terms of 
the kinetic and thermal energy equations.
Table 3 shows the important parameters of the different condi­
tions under which the measurements were performed, the turbulent Reynolds 
number and the synfools representing each condition in the vertical profile 
of the central moments.
Figures 4.25 through 4.41 show the vertical profiles of some of 
the moments scaled by the convective scales and KMS values'.
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Figure 4.25 - Profile of KMS vertical velocity fluctuations.
O - Pe* = 6090, □ - Pe* = 7840, A  - Pe* = 9370, 
Q -  Pe* = 6000, V -  Pe* = 2950.
/ 9*
Figure 4.26 - Profile of KMS temperature fluctuations. Symbols
defined in Figure 4.25.
0.0 0.2 0.4 0.6 0.8 1.0
au / w*
Figure 4.27 - Profile of RMS. horizontal velocity fluctuations.
Symbols defined in Figure 4.25.
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/ Qq
Figure 4.28 - Kinematic heat flux - Symbols defined in Figure 4.25.
107
uw / w*
Figure 4.29 - Cross-moment of horizontal and vertical velocities.
Symbols defined in Figure 4.25.
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Figure 4.30 Third order moment of vertical velocity.
Symbols defined in Figure 4.25.
Figure 4.31 - Third order moment of horizontal velocity.
Symbols defined in Figure 4.25.
Figure 4.32 - Fourth order moment of vertical velocity.
Synbols defined in Figure 4.25.
Figure 4.33 - Fourth order moment of horizontal velocity.
Symbols defined In Figure 4.25.
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-0.1 0.0 0.1 0.2 ___  0.3 0.4 0.5 0.6
w-2e /  (w*2a*)
Figure 4.34 - Vertical transport of kinematic heat flux. Syrrbols defined
in Figure 4.25.
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0^w"/ (0*2w*)
Figure 4.35 - Vertical transport of temperature fluctuations.
Symbols defined in Figure 4.25.
Figure 4.36 - Vertical transport of horizontal fluctuations.
Symbols defined in Figure 4.25.
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W 0  /  a Or, 
W  y
Figure 4.37 - w-0 correlation coefficient. Symbols defined
in Figure 4.25.
Figure 4.38 - Skewness of temperature fluctuations. Symbols
defined in Figure 4.25.
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^ / « w 3
Figure 4.39 - Skewness of vertical velocity fluctuations.
Symbols defined in Figure 4.25.
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1.0
*
z/z 0.5
0.0
- 0.2 0.0 0.2 0.4 0.6
2 . 2
w 0 / a a_ 
w 0
0.8 1.0
Figure 4.40 - Vertical transport of kinematic heat flux scaled by SMS
values. Symbols defined in Figure 4.25.
w0 2 / a an2 
w  0
Figure 4.41 - Vertical transport of temperature fluctuations scaled by
RMS values. Syirbols defined in Figure 4.25.
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Analyzing the vertical profiles of the central moments, three 
distinct regions can be identified in the convective layer:
Region I - Accelerating Region - This region extends from 
the lower boundary, or better, from the edge of the conduction layer up 
to z/z - 0.2. It is dominated by elevated exchanges of heat and 
momentum between the plumes and the cold fluid. The hot parcel has 
temperature excess substantially decreased, as they rise in the region, 
while its positive vertical velocity is increased. The upward motion of 
high velocity hot fluid is accompanied by the downward displacement of 
large amounts of low velocity cold fluid. As the hot elements go up 
they carry surrounding cold fluid along resulting a continuous thickening. 
Due to the higher efficiency in the momentum transfer compared with the 
thermal transfer, the horizontal dimensions of the rising elements are 
bigger in the vertical velocity trace than in the temperature trace.
Region II - Central Region - The central region is characterized 
by small variations in the vertical profile of almost all the moments and 
it extends from about z/z* = 0.2 up to 0.6. Due to the destruction of 
the plumes by the highly turbulent field, the kinematic heat flux (wG) 
and its vertical transport are linearly decreasing in this region. The 
upward and downward movements of hot and cold fluids respectively are 
well balanced resulting in vertical velocites of the same order of magnit­
ude up and down.
Region III - Decelerating Region - This region extends from 
z/z = 0.6 to the upper plate and it is characterized by the gradual 
diminution of all the moments involving the vertical velocity. The
121
moments involving the horizontal velocity show maximum values there 
indicating the conversion of the vertical velocity to the horizontal 
movement, due to the presence of the upper boundary.
The existence of a non-zero third order moment of the horiz­
ontal velocity in the accelerating and decelerating regions indicate 
the predominance of the horizontal flow in certain directions. This 
is consistent with the non-zero cross-correlation of the horizontal and 
vertical velocities. A kinematic heat flux lower than the expected 
theoretical value can also be associated with a mean flow circulation.
If a mean flow exists, its contribution to the turbulence is very 
small. Its estimation is difficult but as all moments were calculated 
from fluctuations about the ensemble averaged mean, it is reasonable to 
affirm that only the mean temperature and velocity values were influenced.
Instead of using for the calculation of the convective 
scales, using the kinematic heat flux at the lcwer boundary resulted in 
much better collapse of the data as shown in Figures 4.42 through 4.44.
In order to calculate (w 0 ) q , a straight line parallel to the 
theoretical prediction was adjusted to each set of data and the point 
where it crossed the horizontal axis at z/z = 0 was used to compute 
the convective scales. Values are shown below:
Condition {°Kcm/s } z* { cm
I 0.0153 20 0.82
II 0.0330 20 0.77
III 0.0568 20 0.70
IV 0.0450 15 0.84
V 0.0141 12 0.95
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w3 / (w*3) 
w o
Figure 4.42 - Vertical_transport of vertical velocity fluctuations
using (w0) to compute the convective scales. Symbols
defined in° Figure 4.25.
123
w2e / (wie*)c
Figure 4.43 - Vertical transport of kinematic heat flux using ( w0 ) to
conpute idle convective scales. Symbols defined in Figure 4.25.
0 . 0  --------------------------------- ---------------------------------1--------------------------------1--------------------------------1--------------------------------1--------------------------------
0.0 2.0 4.0___  6.0 8.0 10.0 12.0
q2w  / (0*2w*)o
Figure 4.44 - Vertical_transport of temperature fluctuations 
using (w0 ) to compute the convective scales. 
Symbols defined in Figure 4.25.
Pcwer law behavior of the moments in the matching region was 
investigated by plotting the data up to z/z* = 0.35 on log-log graph 
paper. As pointed out by Townsend (1976), the thickness of the 
equilibrium layer is a small fraction of the total depth of the 
turbulent flow, and consequently the variation of kinematic heat 
flux across the layer is small compared with the heat flux at the wall.
4.5 Power Laws
In the equilibrium layer, both z* and z^ scaling must match so
a
0
(4.2a)
a 0 z . n (4.2b)z
0
(4.3a)
a
(4.3b)
Multiplying equation (4.2) by (4.3) yields
z . n-tm (4.4)
Hence
z . n-fm (4.5)
Equation (4.5) holds only when irtfn = 0 or m = -n. Frcm the relation 
of convective and conduction scales defined in equations (2 .21) and (2 .22)
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w* 2* V 3
—  = (— ) (4.6)
W 0 Z0
Comparing equation (4.6) with the relation of (4.3b) and 
(4.3a) one gets m = j and n = - j. Hence
i r = c i (r -)1/3 (4*7)w *  z *
^ - = C (^-)"1/3 (4.8)
z *
Similar arguments applied to the other moments permit us to
write
(4-9>
W*
(4‘10)
= C. (— )1/3 (4.11)
QqW* 4 z*
w02 = Cc (— )"1/3 (4.12)
Qg®*  ^ Z*
When the RMS values of temperature and velocity fluctuations scaled 
by the convective scales were plotted against z/z*, a power law of 
-1/2 was found for a./e* and no characteristic power law was detected 
for a as presented in Figures 4.45 and 4.46 respectively.
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Gq/ 8*
Figure 4.45 - RMS temperature power law - no shift in the vertical
direction. Symbols defined in Figure 4.25.
Figure 4.46 - RMS vertical velocity power law - no shift in the
vertical direction. Synbols defined in Figure 4.25.
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As suggested in Bcberg (1977) , a shift of (8 Zq/z*) was applied 
in the vertical dimension scale. The idea is t o scale the moments 
with the distance to the edge of the conduction layer instead of with 
the distance to the wall. The numerical factor of 8 has been 
determined empirically by reference to the mean temperature data.
The flew constraint at the conduction layer prevents eddies from 
having scales in the vertical direction that are larger than the 
distance from the margin of the conduction layer to the eddies centre. 
Figures 4.47 through 4.52 shew the power laws of the central moments 
with the shift in the height.
The scatter in the data for the third order single and crossed 
moments precludes accurate verification of the power laws in the 
equilibrim layer but any change in the dependence can be clearly 
detected.
From the graphs, the equilibrium layer extends up to
z-8z0
----- = 0.1 for each moment.
z *
4.6 Conditional Averages
In an effort to understand the lew values of kinematic heat 
flux obtained from the moments calculation, conditional averaging 
techniques were used to examine the statistics of w and 9 more closely.
Data points in the w-0 plane were classified into five groups 
as pointed out in section 3.3.
Plots of the conditional averaging results for the kinematic 
heat £1X1X63 are presented in Figures 4.53 through 4.60 for all runs. 
Figures 4.53 through 4.56 shew the conditionally averaged mean heat
130
Figure 4.47 - RMS vertical velocity power law with 8z.Q shift.
Symbols defined in Figure 4.25.
(z 
- 
8
z 
)/
z
Figure 4.48 - RMS temperature power law with 8zQ shift. Symbols
defined in Figure 4.25.
(z 
- 
8
zq
) 
/ 
z*
132
Figure 4.49 - Third order moment of vertical velocity power law with 8zQ 
shift and scales_defined by kinematic heat flux at the 
lower boundary (w0)o. Symbols defined in Figure 4.25.
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.
1.0 ____ 5.0 10.0
02w /(w*e*2)o
Figure 4.51 - Vertical transport of temperature fluctuations.
Same comments as in Figure 4.49.
(z 
- 
8
z0
) 
/
135
Figure 4.52 - Vertical transport of kinematic heat flux. Same
comments as in Figure 4.49.
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W Gj: /  W * 0 *
Figure 4.53 - Conditionally averaged kinematic heat flux. Flow condition 
I - Pe* » 6090.
137
/ w*0*
Figure 4.54 - Conditionally averaged kinematic heat flux. Flow condition 
II - Pe* = 7840.
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wO^ / w*0*
Figure 4.55 - Conditionally averaged kinematic heat flux. Flow condition III. 
Pe* = 9370.
- 2.0 
Figure 4.56
0.0 ___ 2.Q 4.0
w0i / w*0*
- Conditionally averaged kinematic heat flux. Flow condition IV 
Pe* = 6000.
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N± / N
Figure 4.57 - Fraction of the kinematic heat flux associated with 
groups I to V - Pe* = 6090.
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Nj_ w©± / N
Figure 4.58 - Fraction of the kinematic heat flux associated with 
groups I to V - Pe* = 7840.
142
Ni "©i / N %
Figure 4.59 - Fraction, of the kinematic heat flux associated with 
groups I to V - Pe* = 9370.
143
Nt  w0i / N Qq
Figure 4.60 - Fraction of the kinematic heat flux associated with 
groups I to V - Pe* = 6000.
144
fluxes in each quadrant, calculated according to
we. a an XT
— i  = ( JO.) ( JL) (JL)
w*0* V V V l
■s Ç  ( f  ) ( h
a6 i w a 0 a
(4.13)
Figures 4.57 through 4.60 contain the information about the 
partial contribution of the points in each quadrant for the total 
heat flux, or, in other words, the fraction of the kinematic heat 
flux associated with groups I-V. These are related to the conditional 
averages by
we^ 
N w*e* QorW 0
(4.14)
This analysis did not yield definite conclusions about the low 
kinematic heat flux. However, the important point was the existence 
of two gradients for the heat flux in the layer. Generally speaking, 
the fraction of the III quadrant nearly balances the negative contribu­
tions of the II and IV which are almost constants throughout the 
layer. It appears that the contribution from the I quadrant should 
have been bigger. The change in inclination of the heat flux moment 
happens close to z/z* = 0 .6 , coinciding with the division of the 
aonvective layer as presented in section 4.4
4.7 Energy Budget
Smooth curves faired through the graphs of the central moments 
in section 4.4 were used to evaluate all measurable terms in the 
budget of kinetic energy, thermal variance and kinematic heat flux. 
Neglecting the contribution of the terms involving the pressure
145
fluctuations, the following dimensionless equations were used to 
evaluate the rate of dissipation terms as residuals in the balances:
£
c*
3 r  f 1 2vi+ J.— ^  1  9 2 r 1 21 +
= - ^ L w(2 q ) J +we + * z ^ z [ 2 *  J (4.15)
Pe„
■ 2 1  2 • 
3 >
9 Z
+
— +  8 T** w6 — -
9 z
(02w) (4.16)
w8
(4.17)
All third order moments were non-dimens ionali zed using the kinematic 
heat flux at the lower boundary in the scales.
Figures 4.61 through 4.63 shew the variation of the various 
terms of equations (4.16), (4.17) and (4.18) throughout the layer.
The important points to be emphasized are that the terms involving the 
molecular transport are only important close to the lower boundary, 
the terms involving the mean temperature gradient vanish around 
z/z* = 0.20 and the dissipation of kinetic energy is approximately 
equal to the production term throughout the layer. The rate of 
dissipation of kinetic energy and thermal variance calculated from 
power spectrum analysis using the hypothesis of local isotropy are 
presented in Figures 4.61 and 4.62 and the agreement with the values 
calculated from energy budget is very good.
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O  -  e z7w*-
^  L i“ q J
PI
z/z* 0.5
0.0
<Q> —  ez' /w* - calculated 
from power 
spectrum
0.2 0.4 0.6 0.8
Terms, of kinetic energy equation
Figure 4.61 - Kinetic energy balance.
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Terms of kinematic heat flux equation 
Figure 4.63 - Kinematic heat flux balance.
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4.8 Prandtl Number Dependence
In order to check the calculated central moments for any 
dependence with respect to the Prandtl nurrfoer due to the variation 
of the mean temperature fran one set of data to the other, special 
runs were taken with the following characteristics
z/z* = 0.070 
z* = 200 irm 
Qq = 0.033 °K an/s
Number of runs
in each set = 16
Dwell time = 5000 ys
Number of Channels = 4
Resolution = 9 bits
Vertical Display Settings
Channel Variable Volts Full Scale LP Filter [ms]
A w + 2 10
B 0 +1/4 10
C u + 2 10
Six sets of independent runs were taken with mean core temperatures 
in each one ranging from 31.50°C up to 40.95°C as shewn in Table 4.
The calculated central moments shewed no evident Prandtl 
number dependence. The calculated values varied within the normal 
experimental uncertainty when ccmpared with the results obtained in 
section 4.4.
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4.9 Power Spectrum Analysis
The power spectra of w, 0 and u signals of some of the sets, 
used to calculate the central moments, were computed in order to 
identify possible characteristic subranges in the wave number space 
and, if an inertia si±>range exists, to calculate the dissipation 
function of thermal and kinetic energy. The graphs of the power 
spectrum are shown in Figures 4.64 to 4.75. They represent the 
average value of all the spectra in one set (typically 14 runs). The 
calculation was done according to the description given in section 3.3.
The -5/3 region of the inertia subrange of horizontal and 
vertical velocities is reasonably well defined in the sets located 
away from the lcwer boundary. For large Prandtl number liquids, the 
temperature spectrum is expected to show a viscous-convective sub­
range with a -1 power law after an inertia subrange with a -5/3 
powsr law. In the viscous convective subrange the molecular viscosity 
is important and the energy spectrum is dropping off sharply, while 
molecular thermal diffusivity has not yet became effective. Some 
of the temperature spectra did not show the -viscous-convective 
subrange (-1) right after the inertial subrange and vice-versa.
The one-dimensional spectrum function was made dimensionless 
vising the convective scales and transformed from frequency spectrum
to wave number spectrum using the scanning speed U. The vertical log
UF (f) UFQ (f) UFw (f)
axis in the graphs corresponds t o ----2—  or — ~2—  o r ---2—
2 i T Z * f  2 ir w *  z *  2ir0*z* 2 tiw * z a  
the horizontal log axis is — -—  where f is the frequency at which
the spectrum is calculated, and given by f = where At is the
interval between points in the digitizer, and 1 < N <_ L/2 and L is
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Figure 4.64 - Power spectrum of the vertical velocity fluctuations. 
Condition III, Pe^ . = 9370, z = 5.5 nm.
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Figure 4.65 Power spectrum of the horizontal velocity fluctuations.
Condition III, Pe* = 9370, z = 5.5 ran.
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Figure 4.66 - Power spectrum of the temperature fluctuations.
Condition III, Pe^ = 9370, z = 5.5 inn.
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Figure 4.67 - Power spectrum of vertical velocity. Condition III, 
Pe*. = 9370, z = 100.5 ran.
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Figure 4.68 - Power spectrum of the horizontal velocity fluctuations.
Pe* = 9370, z = 100.5 mm. condition III.
PO
WE
R 
SP
EC
TR
UM
157
WflVE NUMBER
Figure 4.69 - Power spectrum of temperature fluctuations. Condition III,
Pe*. = 9370, z = 100.5 nm.
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Figure 4.70 - Power spectrum of the vertical velocity fluctuations. 
Condition I, Pea. = 6090, z = 130 mm.
PO
WE
R 
SP
EC
TR
UM
159
ib _
b l
<n
t..
in
<b._
*
%
« 1 1 + t 11 '■ I »■■♦•■< I—
102
WAVE NUMBER
10° 101 103 10*
Figure 4.71 - Power spectrum of the horizontal velocity fluctuations,
Condition I, Pe^ = 6090, z = 130 ram.
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Figure 4.72 - Power spectrum of the temperature fluctuations. Condition
I, Pe^g. = 6090, z = 130 inn.
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Figure 4.73 - Power spectrum of the vertical velocity fluctuations. 
Condition II, Pe^ = 7840, z = 144.5 inn.
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Figure 4.74 - Power spectrum of the horizontal velocity fluctuations. 
Condition II, Pe^ = 7840, z = 144.5 inn.
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Figure 4.75 - Power spectrum of the temperature fluctuations.
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the total number of points of the record.
The rate of dissipation functions were calculated using the 
following expressions:
Pu(k) (kz*)5/31
3/2
(4.18)
and
efl F.(k) (e/e*)1/3 (kz*)5/3
(4.19)
vvhere and FQ are the dimens ionless spectra of horizontal velocity 
and tenperature and a and b are universal constants. The values 
a = 0.50 and b = 0.40 were used in the calculations. Table 5 
compares the values e/e* and e./e* calculated from the energy spectrum 
using the data taken at 5.5 mm, 35 mm, 100.5 mm and 144.5 mm and 
Qq = 0.0568°K guv's , and the values computed from the energy balance 
described in section 4.7.
Table 5
Comparison of Rate of Dissipation Values
z
[mm]
Calculated from spectrum 
e/e* V ^ e
Calculated from energy balance 
e/e* £q/ e*
5.5 0.654 211.6 0.763 180.2
35.0 0*565 12.6 0.640 7.4
100.5 0.509 2.9 0.490 0.8
144.5 0.396 2.4 0.412 0.5
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Hie agreement is very good for the dissipation of kinetic 
energy. The differences in the dissipation of mean square tempera­
ture fluctuations may be due to the difficulty in identifying an 
inertial and/or viscous-convective subrange. The values for eQ/e*U U
away from the lower boundary are very small compared with the values 
close to it, therefore the importance of the discrepancies in the 
upper half of the layer is very small.
Figure 4.76 presents the power spectrum of the vertical 
velocity at different heights from the lower plate and a heat flux 
of 0.0153°K an/s for a layer depth of z* = 200 inn, and Figures 4.77 
and 4.78 shew the power spectrum of the horizontal and vertical 
velocities at the same height and different heat fluxes.
The fluctuations of the horizontal velocity are generated by 
a ooirbination of motions of a turbulent nature and periodic 
oscillations as could be expected frcm the visualization studies.
The power spectrum of the horizontal component of the velocity 
should exhibit peaks associated with the wave like motion of the 
fronts sweeping the lower plate.
The structure associated with the vertical component of the 
velocity depends appreciably on the distance from the lower boundary, 
limiting the integral length scale of the flow. Therefore, the power 
spectrum should have a maximum at the wave number corresponding to 
this distance.
Unfortunately, due to the smoothing routine, those features 
are not well identified and yet if no smoothing routine were ..used, 
the scatter of the spectral estimates would swamp those character­
istics .
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Figure 4.76 - Power spectrum of the vertical velocity for different heights. 
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Figure 4.77 - Power spectrum of the horizontal velocity.
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4.10 Space-Time Cross Correlation
As pointed out in section 3.3, in order to generate a 
correction factor for the convective heat flux calculation and 3rd 
order cross moments, due to the horizontal spatial separation of the 
thermocouple prcbe and the measurement volume, special horizontal 
scans using half of the memory for the vertical velocity trace and 
the other half for the fluctuating temperature signal were performed 
and the cross correlation function using the Fast Fourier techniques 
was computed.
Figures 4.79 to 4.81 show the plots of the cross correlation 
against the horizontal separation using the scanning speed and Taylor's 
frozen field hypothesis for this conversion.
It was expected that the locus of the maximum points of the 
cross correlation was a slowly exponentially decaying curve as the 
separation between probes increased. The existence of maxima at 
larger separations greater than the^  maxima at small separations 
prohibited the use of the correction factor for the cross moments 
by extrapolating the envelope of the cross correlation curves up to 
the axis of ordinates.
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COMPARISON OF THE RESULTS WITH EXPERIMENTAL AND NUMERICAL STUDIES
The vertical profile of some of the moments of the laboratory 
experiment of Willis and Deardorff (1974), the aircraft measurements 
of Lenschow (1970, 1974) and Telford and Warner (1964), the data from 
the Minnesota experiment reported by Kaimal et al. (1977) and the 
numerical studies of Andre et al. (1977) and Zeman and Lumley (1976) 
were used for comparison with the calculated moments of the present 
study.
Figures 5.1 to 5.6 present the vertical profile of the moments 
for the different works.
The same constants of the numerical studies reported in the 
references, were vised to compute the moments.
As can be seen, the agreement of the atomospheric measurements 
of the RMS values of the vertical velocity and temperature fluctuations 
with this study is very good. Beyond z/z* = 0.1 the agreement is better 
with the data from Telford and Warner (1964) and Lenschow (1970, 1974) 
than with the data from the Minnesota experiment. Within the surface 
layer, some differences would be expected due to the effects of the mean 
wind. The laboratory measurements of Willis and Deardorff are also in 
gpod agreement for those moments up to z/z* = 0.8 or may be up to a 
lower height in the layer due to the different upper boundary conditions.
The vertical profile of the RMS of the horizontal velocity 
agrees well with Lenschow1 s data but Willis and Deardorff's results are 
about 757o lower. This discrepancy may be due to the larger aspect ratio
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Figure 5.1- Comparison of RMS vertical velocity with
experimental and numerical studies. Legend
presented in Table 5A.
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Figure
°0 / ®*
.2 - Comparison of RMS temperature fluctuations with
experimental and numerical studies.Legend
presented in Table 5A.
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Figure 5.3 - Comparison of RMS horizontal velocity with
experimental and numerical studies. Legend
presented in Table 5A.
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Figure 5.4 - Comparison of vertical transport of kinetic
energy with experimental and numerical studies,
legend presented in Table 5A..
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Comparison of vertical transport of RMS temperature .
fluctuations with experimental and numerical studies.
Legend presented in Table 5A.
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Figure 5.6 - Ccnparison of vertical transport of kinematic teat flux with
experimental and numerical studies. Legend presented in Table
181
of the test section in this experiment and/or to the accuracy of their 
measuring method used to compute this moment.
The third order moments, or better, the "vertical transport 
of kinetic and thermal energies do not agree’ as well with the atmospheric 
measurements. The vertical transport of kinetic energy compares well 
with Willis and Deardorff' s measurements but are lower than lens chow's 
data. This discrepancy is due to the fact that the vertical contribution 
to the turbulence of the horizontal velocity is bigger in the atmosphere 
than in the laboratory. The existence of a mean wind generating turb­
ulence increases the amount of kinetic energy emerging from the surface 
layer which has to be convected upwards in the convective region. The 
shape of the vertical profiles is the same but the magnitude of the 
laboratory experiments is about 30% lower.
The major discrepancy was found in the vertical transport of 
mean square temperature fluctuations and of kinematic heat flux. Once 
more, the forced convection of the atmosphere produced different lower 
boundary conditions for the convective region. The measurements of 
Telford and Warner (1964) agreed reasonably well with -unsteady turbulent 
thermal convection experiment, but the Minnesota data is quite different 
for the vertical transport of kinematic heat flux.
The shape of the curves of the vertical transport of the 
temperature variance is about the same for the laboratory and atmos­
pheric case, but the magnitudes differ by about 100% up to z/z* = 0 .2 .
The constants of both numerical studies need to be adjusted 
in order to fit better the available data. It is hoped that this work
produce enough information to test the planetary boundary layer 
numerical models.
The reader is referred to the cited works for further details 
on the calculations of the numerical and atmospheric studies.
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CHAPTER VI 
CONCLUSIONS AND SUGGESTIONS
The main conclusions and suggestions obtained from this study 
are related as follows:
i) It is feasible to use a laser Doppler velocimeter to 
measure the instantaneous components of the velocity in a thermal convec­
tion experiment, provided that the signal - to - noise ratio is high 
(recommend ~ 5 or higher). Refractive index fluctuations are the most 
restrictive factor for the velocity measurements close to the lower 
plate.
ii) Signal - to - noise ratio could be improved by
a) using a more powerful laser,
b) avoiding induced vibrations in the optical system by 
isolating the table from the vibrations coming through the floor; changing' 
the mechanical drive to an hydraulic drive, or using a 4-pole electric 
motor to drive the lead screw of the lathe and redesigning the coupling 
carriage-lead screw and stiffening the prisms assembly mount,
c) proper grounding and shielding the electronic circuits 
and cables in order to keep the hum pick up low.
iii) The vertical profiles of the central moments are in 
good agreement with the atmospheric measurements, although larger 
ensenbles are required to compute the third and fourth order moments.
iv) large turbulent Reynolds nunfcer are achieved in this 
experiment and local isotropy hypothesis are valid in certain regions 
of the spectrum. Therefore the rate of dissipation of kinetic energy,
184
thermal variance and kinematic heat flux can be inferred from the 
harmonic analysis. It is reconmended that a larger number of points 
in the records be used for this type of analysis.
v) The atmospheric forced convection data can be reproduced 
in the laboratory if the effects of the mean wind confined to the 
surface layer are adequately taken into account. Cold and hot regions 
can be easily generated in the lower plate of the thermal convection 
test section and the effects of the mean wind can be studied more in­
tensively.
vi) The hypothesis of horizontal homogeneity is valid in 
this experiment and the data reported here are valid for this situation.
v
The test section could be easily tilted and the influence of inclined 
ground convection can be studied.
vii) The performance of the tipper plate as an insulated 
boundary is very good but its warpage should be corrected in order to 
reduce the possibility of mean flow generation.
viii) A more detailed noise study is desired in order to 
quantitatively account for the effects of the refractive index fluctua­
tions. Measurements of the cross-correlation of the noise generated by 
the field of thermals and the temperature fluctuations at the measurement 
volume indicated no correlation at all. This was expected because the 
distortion of the beams at the measurement volume is dependent upon the 
whole history of the disturbances along the beans.
ix) The mean temperature measurements are in good agreement 
with other laboratory experiments. Beyond z/z* = 0.2, the layer is
185
essentially isothermal. New measurements of mean temperature should 
be performed in order to decrease the dependence of the mean temperature 
profile on the time constant close to the lower boundary, by using a 
bare wire and a bigger supporting ring to produce better horizontal 
averages. Ensenfcle averaging many independent mean temperature measure­
ments is the correct way to compute its vertical profile.
x) Hie kinetic energy, the temperature variance and the 
kinematic heat flux budgets produced reasonably good results when, the 
terms containing the pressure fluctuations were neglected in regions
away from the lower boundary. More investigations are needed to determine 
the influence of those terms.
xi) This experiment produced good experimental data that can 
be used as a check for the numerical models that try to study more 
complicated flows where convection plays an important role.
xii) The vertical profile of the central movements when scaled
by the convective scales revealed an equilibrium layer extending up to
(z - &zQ) = 0 .1 , where the power laws are reasonably defined when a shift 
z*
of 8zQ in the height scale is used.
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APPENDIX A-l 
CONVERSION FACTORS FOR VELOCITY MEASUREMENTS
The calculation of the conversion factors for velocity 
measurerrents refer to Figure 3.5 for the definition of the quantities 
used. For the geometry used close to the lower boundary, the 
frequency of the signal at the output of the radio frequency band 
pass filters is given by
sinK, cosk-j-cosk, sinic,
v = 30 - [-r----- u + --- ------- v + T-----
31 ah2o ^ 0  ii20
sirnc- COSK--COSK, sinK,
V , ,  =  40 - U  +  ---------r —-------------- --- V  +  ------------w] (lb)
21 AH20 aH20 aH20
where the angles refer to those in water. The corresponding voltage 
of the signal at the output of the signal processor TSI 1090 after 
frequency mixing at 30.025 MHz and 39.975 MHz is
V30 - VA “ SA (30025-3l) =
= S{25 + j  [ (sim<3)uf (cos<3-oosk1) v +
+ (sinic^w]} (2a)
V40 = VB - V ^ r 39975» -
= S{25 + j [ (sinK2)u-(cos<2-cosKl) v-(sinKl)w]} (2b)
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where S = is the sensitivity scale of the signal processor
and n is the refractive index of the water.
Adding and subtracting both signals
nSV.rA + VB = 50S + —  [ (sinK2+sinK2)u+{cosK3-cosK2) v] (3a)
nSVA - = —  [ (sinK^-sini^u+icosK^+aos^^oosK^) v +
+ 2 (sinjc-^ )w] (3b)
Using the signal conditioner TSI 1057 to suppress the DC 
component of the sum of the signals, then
, COSK ™“COSK.
u = A. [v+V-50S] —;-------------:— “r—*— - v (4a)nS A B sin<-.+sinK^ suiK-.+sinic,.
X „ . 1 sin< 3 simc2 
w nS A B 2sin<^ 2sinK^ u
cosk-3+oosk0-2cosk1
' <4b)
Ihe coefficients of the v component of the velocity are at 
least one order of magnitude smaller than the other terms, therefore 
the final expressions are
u = -L [V+V--50S] — ---r-s---  (5a)nS A B sinK-,+sinK~
,  sinK,-sinKp
w  =  à  ~ v b 1 5 1 5 ^  -  W 1  u  < 5 b )
At the beginning of the experiment, the angles of the beams 
were k± = 4.1718°, <2 = 4.3259°, <3 = 3.8686° and S = 20V/100kHz, 
resulting
u = 1.3505 [VA+VB-10] (6a)
and
w = 1.3264 [VA-VB] + 0.0739[V +VB-10-] . (6b)
Reassenfoly of the prism beam splitter changed the angles to 
k-^ = i<2 = K3 = k = 4.121, in water, resulting in
u = 1.3458 [VA+VB-10] , (7a)
and
w = 1.3458 [VA-VB] . (7b)
In order to measure the ■velocity components close to the 
upper plate the beams are diffracted to the opposite side at the Bragg 
cell and the prisms asserrbly is rotated 180° in a vertical plane.
The frequency shifts in the beams will be ( 3 0  MHz) and (Vg-40 MHz) . 
Following the same steps, equations (7a) and (7b) will apply for this 
new configuration where the u and w coordinates are the same as before.
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APPENDIX A-2 
CHARACTERISTICS OF THE LASER DOPPLER VELOdMETER
Assuming that each beam is Gaussian, the nominal measurement
-2
volume is the volume corresponding to e dimensions. The dimensions
-2
of the ellipsoid corresponding to e contour of two beams inter­
section are given by
dm = d _2/cosk (1)
e
lm = d _2/sinK (2)
hm = d _2 
e
where dm is the transverse dimension in the plane of the axis of the
-2
two beams, hm is the height of the e contour perpendicular to this
plane, at mid-point, lm is the length contained in the plane of the
axis of the two beams and d _2 is the diameter of the beam at the
e
focal plane of the objective lens. It is given by
4Xf
-2 irD - 
e e
where f is the focal length of the lens and D _2 is the diameter of
e
the beam ahead of the lens L^.
The estimated diameters of the three beams ahead of lens L^
are Dn = Dn = Dn = 2.1 mm. Therefore d - = 147.3 ym, 
main U30 U40 e"
hm = 147.3 yin, dm = 147.7 ym and lm = 2050 pm, yielding a volume
(4)
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of 23.35 x 10 pm . The nunber of fringes is given by6 3
(5)
Using equation (3.2), the distance between fringes is 2.47 pm 
and approximately 60 fringes are formed by the intersection of each 
two beams.
collecting lenses of 2.486, the pin hole will see 1.03 mm in the 
transverse direction and 1.62 mm in the plane of the axis of the two 
beams of the measurement volume for 32.5° off axis back scatter.
Assuming that all the particles in the suspension had the 
same diameter of 5 pm, for the condition of dillution used during 
the measurarents (c.f. Chapter 3), there was in average one particle 
per measurement volutie.
As reported by Durst et al (1976), the number of fringes seen
the diameter of the pinhole A^. Substituting the numerical values, 
there were 52.3 fringes seen by the photodetector.
With an average of one particle in the measurement volune, 
the probability of signals from two or more particles overlapping is 
significant. Sinoe the particles arrive at random times, their 
signals have random phases and the superposition of such signals
Using an aperture with <p = 0.35 nxn and a magnification of the
by the photodetector, N^, could be calculated by
(6)
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creates a random frequency modulation of the instantaneous frequency 
of the sum signal. Upon frequency demodulation, this appears as a 
random noise in the output voltage of the frequency trackers referred 
as "phase noise" or "Doppler ambiguity noise" after George and Lumley 
(1973).
For the case in which the mean number of particles in the 
measurement volume is much greater than unity, the statistics of the 
phase noise are well understood and given in George and Lumley (1973). 
However, the signal in the present experiment does not correspond to 
this condition, so the extent to which phase noise is a major contribu­
tor to the total noise in the output of the frequency trackers is not 
clear. We shall, however, evaluate the phase noise for reference.
The K4S value of the equivalent input phase noise at the 
frequency tracker output is
EMS [— -] = Afnf (7)2ir D c
where f is the frequency of the low pass filter on the frequency 
c
tracker output and AfD is the e ^ bandwidth of the power spectrum of 
the photocurrent due to transit time broadening^.
The equation for AfQ is
s = ?  = irf (8)
D ph
which gives approximately 3.5% bandwidth.
The low pass frequency used in the experiment was f = 16 Hz 
so the FMS phase noise would be about 50 Hz for a speed of 2 cm/s, 
corresponding to an equivalent input noise of 0.13 mny's.
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APPENDIX A-3
ABILITY TO FOLLOW THE FLOW
The notion of particles suspended in a moving fluid is mainly 
affected by the particle shape, the particle size, the relative density 
of particle and fluid, the concentration of the suspension and body 
forces.
Assuming spherical particles with negligible effect on the 
fluid flow and applying D'Alarbert's principle in a Lagrangian 
coordinate system, the equation of motion for the particle can be 
written as '
4 3 du_i
3 v a Pp dt" ~ F]_i^ <^ra9 force) + F2^ (Basset memory term) +
The force vector due to drag, using Oseen’s approximation can be 
expressed as
+ F^^(apparent mass acceleration) +
+ F ^  (local pressure gradient effect) + 
+ Fe.(local velocity shear effect) +
Ol
+ Fg^ (booty’ force due to gravity)
(2a)
or using Stokes approximation for creeping flew on a sphere
(2b)
where
ii
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a - particle radius 
- fluid density
Ug - fluid velocity
2 (u_-u ) a
Be = ------ i - E _
V
y = fluid viscosity
The Basset memory term takes into account the effect of the deviation 
in flow pattern from steady state and is the fluid resistance due to 
relative acceleration of the particle.
du,.. du .
f  (-Ji. - - £ L )
(Fj. = 6a p_ / ttv  I — — -----— —  dx (3)
f \  /t^r
The apparent mass acceleration is the force vector due to the 
acceleration of the mass of fluid displaced by the particle relative 
to the local fluid acceleration.
(F3,i = § ’ a3pf 5E(ufi-upi> <4)
The local pressure gradient effect is the force vector due to 
the local static pressure field around the particle.
<*4>i -  T * ,3( - (5)
In order to consider the force due to the local velocity shear 
it is assumed that the particle is spinning due to the shear and then, 
with this Magnus effect, it is possible to calculate the forces on 
the particle. In general, the three components of the force due to
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the local shear effects are given by the cross product of the velocity 
vector and the vorticity vector
the behavior of the particles in representing the flew field, further 
assumptions are necessary: homogeneous and time invariant turbulence, 
particles smaller than the turbulence microscale, Stokes drag law for 
spherical particles, one particle is always surrounded by the same 
fluid molecules and no interaction between particles.
which was obtained by Fourier transform techniques, estimates of the 
relation of the mean square velocity of the particle and the mean 
square velocity of the fluid can be calculated by
where F(a>) is the normalized Lagrangian energy spectrum density 
function of the fluid motion,
(6)
The body force on the particle exerted by gravity is
(7)
In a turbulent flow, in order to draw some conclusions about
Using the solution of equation (1) derived by Chao (1964) ,
(8)
(9)
n (2) (-,e) = 4  O 2 + ^  (|)3/2 + 3(£) + /6 (^)1/2 + 1ct q £. ct p cx u a
p
(10)
PDFor Dow Saran particles of 5 pm diameter and = 1.33, at
4T = 30°C then a = 9.768 x 10 /s and g = 0.818. The maximum frequency 
of the fluctuations expected from the experiment is on the order of 
200 s \  For this range of frequencies = 1 and using the
rdefinition of normalized power spectrum I F(w)dw = 1. Therefore,
"2 J °  u
-£ = 1 and the particles follow the turbulent flew continuously, and 
2 
uf
the mean square particle velocity fluctuation is the mean square 
velocity fluctuation.
The terminal settling velocity calculated based on
a) Solid particles in a Newtonian fluid
b) No collision between the particles
c) Uniform, smooth, spherical particles of density p ,
3?
diameter d and fluid of density pf and viscosity p
d) System in the gravitational field is given by
d2 (p-pf)g
v - — f o r -  (13)
Substituting the numerical values, V = 5.6 pity's which is very 
small compared to the characteristic values encountered in the flew 
(1.0 guv's) .
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APPENDIX A4
TIME CONSTANT OF THE RESISTANCE WIRE PRCBE
In order to correct the values indicated by the resistance 
wire prcfoe due to its time lag, special calibrations to determine 
the time constant were performed using two different methods:
i) Passing the probe and a thermo couple with much smaller 
time constant K5ms) through a temperature discontinuity, at a constant 
speed of 0.475 cm/s.
ii) Moving the resistance wire and the thermocouple in a 
constant temperature gradient medium.
Assuning negligible spatial variations of temperature within 
the sensor, neglecting lead wire conduction to or frcm the sensor and 
neglecting viscous dissipation effects, an energy balance yields
where me is the capacitance heat mass of the sensor, A is the external
* b
area, h is the mean heat transfer coefficient, T^ is the fluid temper-
For the case in which the fluid temperature increases linearly
with time
(1)
ature and T ^  is the temperature indicated by the resistance wire.
Considering a stq? change in the fluid temperature frcm T ^  
to T^, then the response of the resistance wire is given by <
Tm ~ Tf -(hAg/mcR 
s = e (2)
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Therefore the temperature difference of the fluid and resistance 
wire will be, at any time
Tf - TW  = 6 hif - 6T (4>
mevriiere t = is the time constant of the probe, 
s
As the thermocouple prcbe, used to measure the instantaneous 
temperature in the thermal convection experiment, has a frequency 
response on the order of 50 Hz, its temperature indication was assumed 
to be the fluid temperature. Therefore, having the records for 
and at each time, x can be evaluated from equation (1) directly.
At the starting point, before the run has been initiated, both 
resistance wire and thermocouple read the same temperature. Therefore 
this is the reference temperature for both records. The problem is 
if one considers the temperature just before entering the discontinuity, 
as a reference, it will be different for the thermocouple and 
resistance wire.
Figures A4.1 and A4.2 show the typical indications of 
temperature through a discontinuity and in a constant gradient medium.
The time constant calculation is
(Tf-Tf0) “ (tfw"tfwo)
T = ------- J Y - -------- (5)
Q w  
dt
Sixteen scans of each method yielded an average time constant 
of 0.228 + 0.24 s.
Tf - T f0 = Bt (3)
0
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NUMERICAL VALUES OF THE CALCULATED CENTRAL MOMENTS
APPENDIX A-5
All the data used to compute the central moments are related 
in Table 6 with the specification of the main parameters of the runs, 
tag word 1, number of runs and tape in which it is recorded. The mean 
tanperature is the temporal mean during the whole set of runs for a 
certain condition. Close to the lower plate (up to z/z* = 0.10) , the 
temporal mean was added to half of the total spatial mean temperature 
drop to produce the mean tsnperature.
Tables 7 and 8 present the numerical values of the moments 
resulting from ensemble averaging the spatial averages of the 
independent runs and scaling them with respect to the convection 
scales and to the K4S values respectively.
Table 9 presents the standard deviation of all the spatial 
means of one set.
Tap Name 
100004
100005
100007
Main Characteristics of the Runs
Table 6
Tag Word 1 Number of Heat Flux-Qn Mean Temp. z z
Octal Decimal runs [°K cxn/s] [°C] [ran] [ran]
151611 54153 11 0.0330 32.50 200 19.0
151612 54154 13 0.0568 38.50 200 19.0
152301 54465 12 0.0330 35.00 200 35.0
152302 54466 . 14 0.0568 39.50 200 35.0
153201 54913 19 0.0330 37.00 200 47.5
153301 54977 14 0.0330 33.00 200 60.0
153302 54978 14 0.0568 39.50 200 60.0
153401 55041 13 0.0330 34.00 200 80.5
153402 55042 15 0.0568 39.00 200 80.5
153501 55105 12 0.0330 31.00 200 100.5
153502 55106 12 0.0568 36.00 200 100.5
153503 55107 14 0.0568 39.00 200 111.0
152001 54273 12 0.0330 32.50 200 12.0
1520 02 54274 15 0.0568 38.50 200 12.0
152101 54337 13 0.0330 32.50 200 . 15.0
152102 54338 15 0.0568 38.25 200 15.0
152201 54401 14 0.0330 34.25 200 27.5
152202 54402 15 0.0568 39.50 200 27.5
153601 55169 13 0.0330 33.50 200 126.5
153602 55170 15 0.0568 39.50 200 126.5
153701 55233 14 0.0330 32.50 200 144.5
153702 55234 13 0.0568 37.00 200 144.5
100601 33153 14 0.0330 33.00 200 5.5
100602 33154 16 0.0568 38.00 200 5.5
100701 33217 12 0.0153 31.50 200 6.0
100702 33218 14 0.0153 33.00 200 3.5
100703 33219 14 0.0330 36.50 200 3.5
100704 33220 15 0.0568 42.15 200 3.5
101101 33345 14 0.0153 27.75 200 10.0
101102 33346 14 0.0153 28.15 200 16.5
101103 33347 14 0.0153 29.65 200 23.0
101104 33348 13 0.0153 31.25 200 33.0
101105 33349 15 0.0153 32.75 200 40.5
101106 33350 14 0.0153 34.25 200 53.5
101107 33351 14 0.0153 36.00 200 66.0
101110 33352 16 0.0153 37.75 200 76.0
101201 33409 14 0.0153 33.50 200 90.0
101202 33410 14 0.0153 35.75 200 105.0
101203 33411 14 0.0153 38.00 200 115.0
101204 33412 14 0.0153 40.25 200 130.0
101205 33413 16 0.0153 41.75 200 140.0
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Table 6 (cont.)
Tag Word 1 Number of Heat Flux Mean Temp. z* z
Tape Name Octal Decimal runs
100010 112601 38273 15 
112602 38274 15 
112701 38337 13 
112703 38339 17
113001 38401 14
113002 38402 15
113101 38465 14
113102 38466 14
113103 38467 15
113201 38529 11
113202 38530 15
100011 113601 38785 14 
113701 38849 13
114001 38913 14
114002 38914 15
114101 38977 13
114102 38978 14
114103 38979 14
100012 115301 39617 14 
115302 39618 15
115401 39681 13
115402 39682 15
115403 39683 15
115404 39684 15
115501 39745 14
115502 39746 15
115503 39747 15
115504 39748 15
115601 39809 14
115602 39810 15 
11560 3 39811 15
115701 39873 14
115702 39874 14
115703 39875 15
100013 117701 40897 15
117702 40898 16
117703 40899 14
120001 40961 15
120002 40962 16
120003 40963 16
120101 41025 15
120102 41026 16
120103 41027 16
120201 41090 16
120202 41153 15
[°K ar\/s] [°C] [mm] [mu]
0.0450 34.55 150 21.0
0.0450 39.40 150 16.0
0.0450 35.00 150 10.0
0.0450 40.25 150 6.5
0.0450 34.35 150 29.0
0.0450. 37.85 150 36.5
0.0450 33.25 150 49.0
0.0450 36.75 150 56.5
0.0450 40.50 150 64.0
0.0450 37.25 150 74.5
0.0450 40.60 150 82.0
0.0450 38.75 150 90.0
0.0450 36.50 150 100.0
0.0450 37.00 150 105.0
0.0450 40.50 150 112.5
0.0450 33.60 150 120.5
0.0450 36.60 150 127.5
0.0450 40.50 150 135.0
0.0450 23.50 150 141.0
0.0450 26.50 150 141.0
0.0153 26.75 200 141.0
0.0330 31.00 200 146.0
0.0568 35.25 200 151.0
0.0568 38.35 200 155.5
0.0153 30.75 200 155.5
0.0330 34.00 200 160.5
0.0330 36.75 200 166.0
0.0568 41.00 200 171.0
0.0153 31.15 200 173.5
0.0330 34.75 200 178.5
0.0568 40.75 200 183.5
0.0153 33.75 200 187.0
0.0330 36.50 200 189.5
0.0568 40.30 200 192.0
0.0141 26.00 120 102.0
0.0141 34.75 120 80.0
0.0141 37.20 120 59.0
0.0141 35.25 120 59.0
0.0141 38.15 120 38.0
0.0141 39.85 120 25.0
0.0141 33.00 120 14.0
0.0141 35.50 120 9.0
0.0141 37.75 120 5.5
0.0330 39.90 200 21.0
0.0330 32.70 200 21.0
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