ABSTRACT 12
Introduction 25
Developing energy-forecasting models is known as one of the most important steps in long-term 26 planning. In order to achieve sustainable energy supply toward economic development and social welfare, 27 it is required to apply precise forecasting model. Nowadays the increasing power consumption worldwide 28 has led to the release of lot of pollutants to the atmosphere due to the emission of greenhouse gases to the 29 atmosphere which in turn becoming the top most factor in affecting the fields of agriculture, natural 30 ecosystems and the average earth temperature finally the human health [6] . Moreover, it is also essential 31 for the planning and establishing of energy policy for a particular region a region in the world, or for a 32 exponential, and quadratic models were developed and improved with a hybrid algorithm called PSO-GA 68 (particle swarm optimization-genetic algorithm) for energy demand forecasting in China [17] . 69
Two linear and three nonlinear functions were formed to forecast and analyze energy in the 70
Iranian metal industry, Particle Swarm Optimization (PSO) and Genetic Algorithms (GAs) are applied to 71 attain parameters of the models [18] . Particle Swarm Optimization and Genetic Algorithm optimal Energy 72
Demand Estimating (PSO-GA EDE) model was also developed [19, 20] .
[21]The electric power sector of 73
Pakistan was analyzed with LEAP model based on historical electricity demand and supply over the 74 period of 2011 to 2030 and resulted with the discount rate at 4%, 7% and 10%. An improved grey 75 forecasting model using a small time-series data and the linear regression model was formed [22] . A 76 hybrid dynamic approach was formed that combines a dynamic grey model with genetic programming to 77 forecast energy consumption [23] . Models were developed using multiple linear regression analysis to 78 predict the annual electricity consumption in New Zealand [24] . 79
Even though significant attempts have been made to predict the annual electricity demand, most 80 of the papers used regression models to estimate the electricity need. These models couldn't estimate the 81 exact demand and always had a notable error. Hence, in this work a new model has been developed to 82 minimize the errors in estimating the future annual electricity demand. The detailed problem environment 83 and methodology is given in the following section. 84
Problem definition and methodology 85
Recent innovations almost all are required electric power to run or use either in turn to reduce human 86 work or ease their work. Moreover, automation in all the fields are required electric power and new 87 inventions are increasing the future electricity demand where the inventions are in non -linear nature. The 88 other factors which play a vital role in creating uncertainty in electricity demand are Population (POP), 89
Gross State Domestic Product (GDSP), Yearly Peak Demand (YPD) and Per Capita Income (PCI). It is 90 necessary for the people who govern the country to know the future demand of electricity to avoid critical 91 situation in the allocation of energy resources. Hence, forecasting of the energy demand is important to 92 estimate the future requirement with minimum errors. In the present work, new models have been 93 developed to overcome the existing problem of estimating the exact future demand. It is carried out in two 94 stages, in the first stage a multiple linear regression model is developed and in the next stage the optimized 95 regression coefficients are obtained using two Meta heuristic algorithms namely Genetic Algorithm and 96
Simulated Annealing which reduces the errors in estimating the annual demand. 97
Regression techniques 98
Regression models are quite common in load forecasting and used to model the relationship 99 between the load and external factors and relatively easy to implement. A further advantage is that the 100 relationship between input and output variables is easy to comprehend. A number of studies have 101 employed the regression-based models for load forecasting. In general, regression methods attempt toforecast variations in some variable of interest, the dependent variable, on the basis of variations in a 103 number of other factors, the independent variables. Mathematically, multiple regression models are of the 104 form shown in equation (1) . 105
Where Y (t) is the dependent variable, x 1 (t)…x n (t) are explanatory variables correlated with Y (t), 107 e (t) is a random variable with zero mean and constant variance and a 0 … a n are regression coefficients 108 which are determined by least square error technique. 109
Genetic Algorithm (GA) 110
A genetic algorithm (GA) is a method for solving both constrained and unconstrained optimization 111 problems based on a natural selection process that mimics biological evolution. The algorithm repeatedly 112 modifies a population of individual solutions. At each step, the genetic algorithm randomly selects 113 individuals from the current population and uses them as parents to produce the children for the next 114 generation. Over successive generations, the population evolves toward an optimal solution. 115 GA has desirable characteristics as an optimization tool and offers significant advantages over 116 traditional methods. It is inherently robust and has been shown to efficiently search the large solution 117 space containing discrete or discontinuous variables and non-linear constraints. The optimal solution is 118 sought from a population of solutions using random process [2] . Number of population, methods of 119 selection, reproduction, crossover, mutation and generation are considered as important factors in GA [3] . 120
In this paper the fitness function is chosen to minimize the error value between the actual and Multiple 121
Linear Regression Analysis (MLRA) predicted forecasting results. If the least error is obtained in the 122 process of GA simulation, the iteration terminates, else it continues for various combinations of selection 123 functions, crossover and mutation values till the best optimal solution is reached for the fitness function. 124
This process is illustrated in figure 1 . 
The simulated annealing (SA) algorithm is a way of finding optimum solutions to problems which have a 133 large set of possible solutions, in an analogous fashion to the physical annealing of solids to attain 134 minimum internal energy states. The basic idea is to generate a path through the solution space, from one 135 solution to another nearby solution, leading ultimately to the optimum solution. In generating this path, 136 solutions are chosen from the locality of the preceding solution by a probabilistic function of the 137 improvement gained by this move. So, steps are not strictly required to produce improved solutions, but 138 each step has a certain probability of leading to improvement, at the start all steps are equally likely, but as 139 the algorithm progresses, the tolerance for solutions worse than the current one decrease, eventually to the 140 point where only improvements are accepted. 141
In this way the algorithm can attain the optimum solution without becoming trapped in local 142 optima. Figure 2 illustrates the working of simulated annealing where there are two major processes. First, 143
for each temperature, the simulated annealing algorithm runs through a number of cycles and the number 144 of cycles is predetermined by the programmer. As a cycle runs, the inputs are randomized. Once the 145 specified number of training cycles has been completed, the temperature can be lowered. Once the 146 temperature is lowered, it is determined whether or not the temperature has reached the lowest 147 temperature allowed. If the temperature is not lower than the lowest temperature allowed, then the 148 temperature is lowered and another cycle of randomizations will take place. If the temperature is lower 149 than the lowest temperature allowed, the simulated annealing algorithm terminates. 150
Figure. 2 Illustration of working of simulated annealing 151
At the core of the simulated annealing algorithm is the randomization of the input values. This 152
randomization is ultimately what causes simulated annealing to alter the input values that the algorithm is 153 seeking to minimize as the objective function which is the same as discussed in previous section. 154
Proposed Methodology 155
The proposed methodology is shown in figure 3 . Multiple linear regression analysis is used for 156 modeling the energy consumption in this part of the study. The models taking different socio-economic 157 and demographic variables into consideration are as shown in equation (2). 158
Where, x1, x2, x3 and x4 are Yearly Peak Demand (PD), Population (POP), Gross State Domestic Product 160 (GSDP), and Per Capita Income (PCI) respectively and w1,w2, w3 and w4 are the regression coefficients. 161
The 
Results and discussions 193
In this section, the effect of various parameters involved in GA and SA on MAPE were discussed. Section 194 3.1 dealt with the effect of MAPE by varying the selection process, (stochastic uniform, roulette wheel, 195 tournament and uniform selection) and cross over probability (from 0.80 to 0.90 with a step value of 0.05). 196 Mutation probability doesn't have much effect on MAPE, it is fixed as 0.045. In section 3.2, the effect of 197
MAPE is studied by varying the SA parameters like annealing function (Fast annealing and Boltzmann 198
annealing) and temperature update function (exponential, logarithmic and linear function). 199
Results of Genetic Algorithm based Weight Optimization 200 201
The GA was implemented in MATLAB software and the results are discussed in this section. First the 202 selection functions were varied and the one which produced the least fitness value was chosen as the best 203 selection function. Similarly, the best cross over and mutation fractions were obtained. The equation obtained using GA-MLRM was used to forecast energy consumption for the period 2013-222 2016 which is shown in table 3 and is found that there is 13.67% improvement in prediction of output as 223 compared with MLRM where MAPE of MLRM and GA-MLRM are 6.5% and 5.61% respectively. The 224 estimation errors of genetic algorithm based regression model are less than that of estimated by regression 225 method. 226 
Results of Simulated Annealing based Weight Optimization 230
The optimization of the weights by Simulated Annealing was implemented in MATLAB software 231 and the results are discussed in this section. First the annealing functions were varied and the one which 232 produced the least fitness value (since minimization was the objective) was chosen as the best annealing 233 function. The table 4 illustrates the fitness values obtained using different annealing functions. 234 were predicted for the future years from 2020 to 2050 in a gap of 5 years. Then the TEC for the future 260 years of Tamilnadu state were predicted by the three models using the equation (4) 
