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Abstract
The kind of information provided by a measurement is determined in terms of the
correlation established between observables of the apparatus and the measured sys-
tem. Using the framework of quantum measurement theory, necessary and sufficient
conditions for a measurement interaction to produce strong correlations are given
and are found to be related to properties of the final object and apparatus states.
These general results are illustrated with reference to the standard model of the
quantum theory of measurement.
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I. Introduction.
Any physical measurement is carried out in order to provide information about a
specified system, its state prior to or after the measurement. The procedure gener-
ally is to ascertain the values of a pointer observable, which have become correlated
with some observable of the measured system. Thus the kind of information avail-
able by a given measurement depends on the statistical dependencies established
by the interaction between the apparatus, or some probe system, and the object.
The minimal content of the notion of measurement in quantum mechanics is
given by the probability reproducibility requirement; according to this condition, a
particular measurement scheme qualifies as a measurement of a given observable E
if for all initial states of the object system the associated probability distributions of
E are reproduced in the resulting statistics of pointer readings.1 Regarding a large
ensemble of object plus apparatus systems as one individual system, this situation
can be described in terms of strong correlations between the values of the frequency
operators [see, e.g., ref. 1] associated with the observable E and the pointer ob-
servable, respectively. In the present context we shall not be concerned with the
ensembles regarded as individual objects but rather we shall analyze statistical de-
pendencies between individual members of the ensembles as they show up in certain
correlation quantities. The following three kinds of correlations appear naturally
in the measurement context: correlations between an object observable E and the
pointer observable; correlations between the values of these observables; and cor-
relations between the conditional final states of the object system and apparatus,
respectively. Our goal is to give exhaustive characterizations of the conditions under
which these correlations are established. It will be found that the final component
states of the object and apparatus must possess certain properties in order that
such correlations may be strong.
Our investigation builds on previous work published in ref. 2. Correcting
an erroneous characterization of strong correlations used in that paper, we give
here a complete account of necessary and sufficient conditions for the occurrence of
strong correlations. In addition, the scope of the results is extended beyond unitary
measurements and sharp observables to cover arbitrary measurements and pointer
observables and general object observables. Finally, possible fields of applications
are indicated on the basis of the standard model of measurement theory, which
was recently used in various proposals for quantum and atomic optics QND meas-
urements.3
II. Framework.
2.1. We follow here the Hilbert space formulation of quantum mechanics in which
the description of a physical system S is based on a complex separable Hilbert space
H, with the inner product 〈 · | · 〉, and which builds on the dual concepts of states
and observables reflecting the general structure of an experiment: preparation of
the system followed by a measurement.
2.2. Let L(H) denote the set of bounded linear operators on H and T (H) its
subset of trace class operators. A state of S is given as a positive linear operator
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T : H → H of trace one. We let S(H) := {T ∈ T (H) |T ≥ O, tr
[
T
]
= 1} denote
the set of states of S, and we recall that S(H) is a (σ-)convex subset of T (H), the
one-dimensional projection operators P [ϕ] (genereted by the unit vectors ϕ ∈ H)
being its extremal elements. The P [ϕ] shall be called vector states.
2.3. Let Ω be a set and F a σ-algebra of subsets of Ω. An observable of S is
represented as (and identified with) a normalised positive operator valued measure,
a pov measure, E : F → L(H), that is, an operator valued mapping X 7→ E(X)
on F with the properties: i) E(Ω) = I, ii) E(X) ≥ O, and E(∪Xi) =
∑
E(Xi)
for any disjoint sequence (Xi) ⊂ F , with the series
∑
E(Xi) converging in the
weak operator topology of L(H). We recall that the projection valued measures,
the pv measures, are a particular case of the pov measures; furthermore a pov
measure E is a pv measure, that is, E(X)2 = E(X) for all X ∈ F , if and only if
E is multiplicative, that is, E(X ∩ Y ) = E(X)E(Y ) for all X, Y ∈ F . Observables
which are represented by pv measure are called sharp observables. It is by now
well-established that the extension of the notion of observables from pv measures
to pov measures is a necessity in quantum mechanics.
2.4. The probability measure
(1) pET : F → [0, 1], X 7→ p
E
T (X) := tr
[
TE(X)
]
defined by an observable E and a state T is related to a measurement by virtue
of the minimal interpretation of quantum mechanics: the number pET (X) is the
probability that a measuremement of the observable E performed on the system S
in the state T leads to a result in the set X. The intended empirical content of this
statement is the following: if the same E-measurement were repeated sufficiently
many times under the same conditions (characterised by T ), then in the long run
the relative frequency of the occurrence of the measurement results in X would
approach the number pET (X).
III. Measurement.
A. General.
3.1. A measurement scheme for the (object) system S consists of a measuring
apparatus A [with its Hilbert space HA], a pointer observable Z : FA → L(HA)
[with its ‘space of values’ (ΩA,FA)], an initial state TA of the apparatus, a meas-
urement coupling V [a linear state transformation on T (H ⊗ HA)], and a [meas-
urable] pointer function f : ΩA → Ω, with the assumption that if T ∈ S(H) is
an initial state of S, then V (T ⊗ TA) is the final state of the compound object-
apparatus system S + A. Taking the partial traces of V (T ⊗ TCalA) over HA
and H, respectively, one gets the corresponding reduced states RS(V (T ⊗ TCalA))
and RA(V (T ⊗ TCalA)) of S and A, respectively; then the probability measure of
the pointer observable Z in the final apparatus state is completely determined as
Y 7→ pZRA(V (T⊗TCalA))(Y ) = tr
[
RA(V (T ⊗ TCalA))Z(Y )
]
, Y ∈ FA.
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3.2. A measurement scheme M := 〈HA, Z, TA, V, f〉 defines an observable EM of
S with the space of values (Ω,F) via the relation: for any X ∈ F and T ∈ S(H),
(2) pE
M
T (X) := p
Z
RA(V (T⊗TCalA))(f
−1(X)).
This is the observable measured by means of the scheme M in the sense that the
totality of the distributions pZRA(V (T⊗TCalA)) (for all T ∈ S(H)) of the pointer
outcomes in the final apparatus states determine the pov measure EM via (2). A
measurement scheme M is a measurement of a given observable E if the measured
observable EM equals E.
3.3. There is an important subclass of measurement schemes for S. They consist of
a sharp pointer observable Z, a vector state preparation of A, TA = P [φ], φ ∈ HA,
〈φ |φ 〉 = 1, and a unitary measurement coupling V (T ⊗ TCalA) = UT ⊗ TAU∗,
with a unitary map U on H ⊗ HA. Subsuming the possible pointer function
in the definition of Z by identification of Ω and ΩA, we denote such a scheme
MU := 〈HA, Z, P [φ], U〉 and call it a unitary measurement scheme (with the un-
derstanding that Z is a sharp observable). It is a basic result of the quantum theory
of measurement that every observable E of S admits a unitary measurement, that
is, there is a unitary measurement scheme MU such that E
MU = E.4 Thus the
relation between measurement schemes and pov measures induced by (2) defines
a map from the former onto the latter. In spite of this fundamental result, it is
important to consider general meaurement schemes M, since in many applications
the choices of a sharp pointer and a vector state preparation of the apparatus are
not physically realizable.
3.4. Another basic condition for a measurement scheme 〈HA, Z, TA, V, f〉 to qual-
ify as a measurement is the requirement that the measurement should lead to a
definite result. We take this requirement to entail, first of all, that the pointer
observable Z should have assumed a definite value after the measurement. One
should then be able to ‘read the actual value’ of the pointer observable Z and
deduce from this the value of the measured observable. As well known, the task
of explaining the occurrence of a definite pointer value at the end of a measuring
process presents one of the major open problems in quantum mechanics. We do
not enter this difficult question here. (For an overview of the issues involved, the
reader may wish to consult ref. 1). There are, however, some necessary conditions
for the pointer observable Z to assume a definite value in the final apparatus state
RA(V (T ⊗ TCalA)), conditions which are tractable and which call for the study of
the correlation properties of a measurement. These conditions are the subject of
the present paper.
B. Reading of pointer values.
3.5. The reading of measurement outcomes involves the discrimination between
the elements of a finite (or, as an idealization, countable) set of alternative pointer
values. In order to formulate this idea in the general context of an E-measurement
M, we introduce the notion of a reading scale as a countable partition of the value
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space of the pointer observable, ΩA = ∪f−1(Xi), induced by a countable partition
of the value space of the measured observable, Ω = ∪Xi, Xi ∈ F , Xi ∩Xj = ∅ for
i 6= j. Such a reading scale will be denoted R, and we let I denote its index set.
3.6. A reading scale R determines discrete, coarse-grained versions of the pointer
observable Z and the measured observable E;
ZR : i 7→ Zi := Z(f−1(Xi)), i ∈ I,(3a)
ER : i 7→ Ei := E(Xi), i ∈ I.(3b)
The ZR-value i refers to the pointer reading f−1(Xi) which, in turn, is correlated
to the value set Xi of the measured observable E. If E itself is discrete there is a
natural (finest) reading scale R such that E = ER and Zf = ZR. It should be
noted that we have included the pointer function f in the definition of ZR so that
the two discrete observables (3) do have the same set of values.
3.7. We say that the (discrete) pointer observable ZR has the value i in the
state RA(V (T ⊗ TCalA)) if and only the measurement outcome probability for this
value equals one: tr
[
RA(V (T ⊗ TCalA))Zi
]
= 1. Since tr
[
TEi
]
= tr
[
RA(V (T ⊗
TCalA))Zi
]
, and, in general, 0 6= pET (Xi) 6= 1, the pointer observable does not
have a value at the end of the measurement. It may, however, occur that the
state RA(V (T ⊗TCalA)) is a mixture of eigenstates of ZR with the weights pET (Xi).
This is indeed a necessary condition for the assertion that the pointer observable
Z has assumed a definite value with respect to a reading scale R at the end of the
measurement M. We go on to specify this case further.
3.8. We consider a measurement 〈HA, Z, TA, V, f〉 of E with a fixed reading scale
R. Any Xi, i ∈ I, defines a (unnormalised) conditioned state:
(4) Vi(T ) := I ⊗ Z
1/2
i V (T ⊗ TCalA) I ⊗ Z
1/2
i ,
the state of S+A on the condition that the pointer observable ZR has value i. The
(trace) norm of this state is tr
[
Vi(T )
]
= tr
[
V (T ⊗TCalA)I⊗Zi
]
= pET (Xi), and the
corresponding (normalised) reduced states, the final component states of S and A
are:
TS(i, T ) := pET (Xi)
−1RS(Vi(T )),(5a)
TA(i, T ) := pET (Xi)
−1RA(Vi(T )).(5b)
(If pET (Xi) = 0, we put TS(i, T ) = TA(i, T ) = O). The conditional interpretation
of the states (4) and (5) presupposes, however, that the pointer observable ZR
has value i in state TA(i, T ), that is, tr
[
TA(i, T )Zi
]
= 1 for all i and T whenever
pET (Xi) 6= 0.
5 This requirement is always satisfied if the pointer observable is sharp.
In general this is a condition to be imposed on the measurement scheme. We call
it the pointer value-definiteness condition and note that it may be written in either
of the following equivalent forms:
tr
[
TA(i, T )Zi
]
= 1 (whenever pET (Xi) 6= 0),(6a)
Zi TA(i, T ) = TA(i, T ),(6b)
for all i ∈ I and all initial states T of S.
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3.9. For any reading scale R and any state T ∈ S(H) one has
(7) RS(V (T ⊗ TCalA)) =
∑
pET (Xi)TS(i, T );
this is to say that the final object state behaves additively with respect to the pointer
conditioning: that is, the state of S on the plain condition that the measurement
has been performed, is the same as the state of S after the measurement conditional
on the fact that the pointer value is registered with respect to the reading scale R.6
Although it also holds true that for any i ∈ I and T ∈ S(H)
(8) TA(i, T ) = pET (Xi)
−1Z1/2i RA(V (T ⊗ TCalA))Z
1/2
i ,
it is not the case, in general, that the final apparatus state RA(V (T ⊗ TCalA)) is
conditioned with respect to R; thus, in general,
(9) RA(V (T ⊗ TCalA)) 6=
∑
pET (Xi)TA(i, T ).
The requirement that RA(V (T ⊗TCalA)) is a mixture of the final component states
TA(i, T ) is therefore another condition on the measurement2; we call it the pointer
mixture condition:
(10) RA
(
V (T ⊗ TA)
)
=
∑
pET (Xi)TA(i, T )
for all initial states T of S.
3.10. The pointer value-definiteness condition (6) and the pointer mixture condi-
tion (10) imply that the final apparatus state is a mixture of the pointer eigen-
states TA(i, T ) with the weights pET (Xi); this means that the final apparatus state
RA(V (T ⊗ TCalA)) is conditioned with respect to the reading scale R.2,6 One may
consider the assumption that in addition to this, the state RA(V (T ⊗ TCalA)) ad-
mits the ignorance interpretation with respect to the decomposition (10): that is,
the apparatus [in state RA(V (T ⊗ TCalA))] is actually in one of the component
states TA(i, T ), and this is the case with the subjective probability pET (Xi). As well
known, such an interpretation of the mixed state RA(V (T ⊗ TCalA)) is extremely
problematic and in most cases impossible; but if it were the case then the pointer
could be claimed to have a definite value i (with respect to a reading scale R) after
the measurement with the subjective probability pET (Xi). Setting aside the diffi-
culties with the ignorance interpretation (and thus with explaining the occurrence
of definite measurement outcomes in quantum mechanics), it still is important to
investigate more closely the conditions (6) and (10) and to see how these possible
properties of a measurement are related to the structure of the final state of the
object system.
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3.11 Theorem. Let M be a measurement of an observable E and R any reading
scale. For any initial state T of the object system, the condition a) implies the
conditions b) and c):
a) TS(i, T ) · TS(j, T ) = O for i 6= j;
b) RA
(
V (T ⊗ TA)
)
=
∑
pET (Xi)TA(i, T ) for all i;
c) ZiTA(i, T ) = TA(i, T ) for all i.
If M is a unitary measurement MU , then a) and b) are equivalent conditions for
any initial vector state T = P [ϕ] of S.
Proof:
a) ⇒ b)&c): For each i, let Fi be the support projection of TS(i, T ), that is, the
smallest projection Q such that QTS(i, T ) = TS(i, T ). Then one gets (for i 6= j):
TS(i, T ) · TS(j, T ) = O ⇔ FiTS(j, T ) = O
⇔ tr
[
Fi ⊗ I Vj(T )
]
= 0
⇔ Fi ⊗ Z
1/2
j V (T ⊗ TA) I ⊗ Z
1/2
j = O
⇔ Fi ⊗ Z
1/2
j V (T ⊗ TA)
1/2 = O
⇒ Fi ⊗ Zj V (T ⊗ TA)1/2 = O(α)
By the definition of Fi one also has
FiTS(i, T ) = TS(i, T )
⇔ Fi ⊗ Z
1/2
i V (T ⊗ TA) I ⊗ Z
1/2
i = I ⊗ Z
1/2
i V (T ⊗ TA)I ⊗ Z
1/2
i
⇒ Fi ⊗ Zi V (T ⊗ TA)1/2 = I ⊗ Zi V (T ⊗ TA)1/2(β)
Combining (α) and (β) and using the fact that
∑
Zi = I yields
(γ) Fi ⊗ I V (T ⊗ TA)1/2 = Fi ⊗ Zi V (T ⊗ TA)1/2 = I ⊗ Zi V (T ⊗ TA)1/2.
From this one obtains I ⊗ZiV (T ⊗ TA) = I ⊗Z2i V (T ⊗ TA), which gives c). Using
c), one shows similarly that
I ⊗ ZiV (T ⊗ TA)1/2 = I ⊗ Z
1/2
i V (T ⊗ TA)
1/2.
Inserting this in (γ), multiplying each term with its adjoint and summing over i,
one obtains
∑
Fi ⊗ I V (T ⊗ TA)Fi ⊗ I =
∑
I ⊗ Z
1/2
i V (T ⊗ TA) I ⊗ Z
1/2
i .
Taking the partial trace with respect to H finally yields b).
b) ⇒ a): This implication will be shown for a unitary measurement MU and for
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vector state preparations T = P [ϕ]. In that case TA = P [φ] and V (T ⊗ TA) =
P [U(ϕ⊗ φ)]. Denoting the biorthogonal decomposition of this state as U(ϕ⊗φ) =∑
nk cnϕnk ⊗ φnk, with cn > 0, we obtain TA(Ω, T ) =
∑
nk |cn|
2P [φnk]. Now b)
implies that all the projections Zi commute with TA(Ω, T ). Therefore one can
choose the orthonormal system {φnk} such that Ziφnk = φnk or Ziφnk = 0. Thus
there is a renumbering of this system, {φnk} = {φiℓ}, such that Ziφiℓ = φiℓ. It
follows that there are corresponding renumberings {ϕiℓ} = {ϕnk} and {diℓ} = {cn}
such that U(ϕ ⊗ φ) =
∑
diℓϕiℓ ⊗ φiℓ. Then TS(i, T ) =
∑
ℓ |diℓ|
2 P [ϕiℓ]. Since the
subsets of vectors ϕiℓ with different values of i are mutually disjoint and therefore
orthogonal, one concludes that a) holds. This completes the proof.
It can be demonstrated by means of examples that the implication b) ⇒ a) need
not hold if the measurement is not unitary or if the initial pointer state is not pure.1
C. First kind and repeatable measurements.
3.12. A measurement M of an observable E is of the first kind if the probability
for a given result is the same both before and after the measurement, that is, for
any T ∈ S(H) and for all X ∈ F ,
(11) pET (X) = p
E
RS(V (T⊗TCalA))(X).
Unitary measurement schemes with a coupling U = eiλA⊗B , λ ∈ R, A (on H) and
B (on HA) self-adjoint, do give rise to such measurements; we refer to Sec. 8 for
an analysis of this model.
3.13. A measurement M of an observable E is repeatable if its repetition does not
lead to a new result. One way to express the requirement is the following: for any
T ∈ S(H) and X ∈ F , if pET (X) 6= 0, then
(12) pETS(X,T )(X) = 1,
(where TS(X, T ) is defined by (3a), (4) and (5a) with X = Xi). Equivalently,M is
a repeatable E-measurement if for any T ∈ S(H) and X ∈ F , for which pET (X) 6= 0,
it holds true that
(13) E(X)TS(X, T ) = TS(X, T ).
Another basic result of measurement theory is that an observable E which admits
a repeatable measurement is discrete.4,7
3.14. According to (13), a repeatable measurement drives the object system into
an eigenstate of the measured observable E : i 7→ Ei. The orthogonality conditions
of Theorem 3.11 are then satisfied and the final apparatus state RA(V (T ⊗TCalA))
is the mixture of the eigenstates TA(i, T ) of Z : i 7→ Zi with the weights tr
[
TEi
]
.
3.15. It is evident that repeatable measurements are also of the first kind. However,
as will be demonstrated in Sec. 8, a first kind measurement need not be repeatable,
though for sharp observables the two notions coincide.8
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IV. Statistical dependence and correlations. A measurement M of an ob-
servable E brings the compound object-apparatus system into an entangled state
V (T⊗TA). The possibility of transferring information from A to S rests on the fact
that this state entails statistical dependencies between quantities pertaining to these
systems. Accordingly, three types of correlations inherent in the state V (T ⊗ TA)
are of special interest for characterising the measurement: i) correlations between
the measured observable and the pointer observable; ii) correlations between the
corresponding values of these observables; and iii) correlations between the final
component states of the two subsystems. For their study it is helpful to recall some
basic notions and facts concerning the relation between statistical dependence and
correlation.
4.1. Let µ be a probability measure on the real Borel space
(
R2,B(R2)
)
, and let
µ1 and µ2 be the marginal measures of µ with respect to a Cartesian coordinate
system: for X, Y ∈ B(R),
(14) µ1(X) = µ(X ×R), µ2(Y ) = µ(R× Y ).
These marginal measures correspond to the coordinate projections (random vari-
ables) π1 : (x, y) 7→ x and π2 : (x, y) 7→ y in the sense that µi = µ
πi , that is,
µi(X) = µ
πi(X) := µ(π−1i (X)) for all X ∈ B(R), i = 1, 2. Assume that the
expectations and the variances of µi are well defined and finite: ǫi =
∫
xdµi(x),
σ2i =
∫
(x− ǫi)
2dµi(x), and let ǫ12 =
∫
xydµ(x, y). The (normalised) correlation of
the marginal measures µ1 and µ2 in µ is then defined as:
(15) ρ(µ1, µ2;µ) :=
∫
(x− ǫ1)(y − ǫ2)
σ1 σ2
dµ(x, y) =
ǫ12 − ǫ1ǫ2
σ1 σ2
(whenever σ1 6= 0 6= σ2). The Schwarz inequality entails |ρ(µ1, µ2;µ)| ≤ 1. The
marginals µ1, µ2 are uncorrelated if ρ(µ1, µ2;µ) = 0 (that is, ǫ12 = ǫ1ǫ2), strongly
correlated if ρ(µ1, µ2;µ) = 1 (that is, ǫ12− ǫ1ǫ2 = σ1σ2), and strongly anticorrelated
if ρ(µ1, µ2;µ) = −1 (that is, ǫ12−ǫ1ǫ2 = −σ1σ2). The strong correlation conditions
can also be written in terms of the coordinate projections π1 and π2:
ρ(π1, π2;µ) = +1 iff π1 =
σ1
σ2
(π2 − ǫ2) + ǫ1 =: ℓ+ ◦ π2 (µ−a.e.),(16a)
ρ(π1, π2;µ) = −1 iff π1 = −
σ1
σ2
(π2 − ǫ2) + ǫ1 =: ℓ− ◦ π2 (µ−a.e.).(16b)
(Here we have introduced the function ℓ± : y 7→ ℓ±(y) := ±σ1σ2 (y− ǫ2)+ ǫ1). A case
of special interest arises when the marginals µ1 and µ2 have the same (finite) first
and second moments so that ǫ1 = ǫ2, σ1 = σ2. Then one has:
ρ(µ1, µ2;µ) = +1 iff ǫ12 = ǫ
2
1 + σ
2
1 ,(17a)
iff π1 = π2 (µ− a.e.),
ρ(µ1, µ2;µ) = −1 iff ǫ12 = ǫ
2
1 − σ
2
1 ,(17b)
iff π1 = −π2 + 2ǫ1 (µ− a.e.).
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4.2. The notion of correlation can be applied to quantify the degree of mutual
dependence of the marginal measures. In order to avoid dealing with unnecessary
complications, we assume that µ1 and µ2 are no {0, 1}-valued measures; equiva-
lently, we let σ1 6= 0 6= σ2. µ1 and µ2 are independent if µ = µ1 × µ2. Otherwise,
µ1, µ2 are dependent. They are completely dependent if there is a (measurable) func-
tion h : R→ R such that µ(X × Y ) = µ2
(
h−1(X) ∩ Y
)
for X, Y ∈ B(R). That is,
the marginal measure µ2 suffices to determine the whole measure µ. The relation
of complete dependence is symmetric with respect to the two marginals only if h is
bijective. This is the case of concern here.
4.3. It is evident that the statistical independence of µ1, µ2 implies ρ(µ1, µ2;µ) = 0.
However, the latter condition is not sufficient to ensure their independence. (For a
counter example, see, for instance ref. 9). On the other hand, eqs. (16a,b) show that
strong (anti)correlation entails complete dependence, the dependence being given
by the linear function ℓ±. Indeed, the condition π1 = ℓ± ◦ π2 (µ-a.e.) implies that
µ(X×Y ) = 0 for allX and Y for which ℓ−1± (X)∩Y = ∅. Thus, in particular, for any
X and Y , and with X ′ denoting the complement of X one has µ(X ′× ℓ−1± (X)∩Y )
= 0 = µ(X × ℓ−1± (X
′)∩ Y ). The additivity properties of µ allow one then to verify
that for all X, Y , µ2(ℓ
−1
± (X) ∩ Y ) = µ(X × Y ), that is, µ1 and µ2 are completely
dependent with ℓ±. By a direct computation one can confirm that the converse
implication holds true whenever the function h is linear. Therefore, we have:
ρ(µ1, µ2;µ) = +1 iff µ1, µ2 are completely dependent
with h(y) = ay + b, a > 0,(18a)
ρ(µ1, µ2;µ) = −1 iff µ1, µ2 are completely dependent
with h(y) = ay + b, a < 0.(18b)
In both cases the constants are a = ±σ1/σ2, b = ǫ1 − aǫ2, so that h = ℓ±.
V. Strong correlations between observables.
5.1. According to the condition (2), in an E-measurement the initial E-outcome
distribution is recovered from the final Z-outcome distribution. In addition to
this basic requirement, a measurement may also establish complete statistical de-
pendence between the measured observable and the pointer observable after the
measurement; that is, the observables E and Zf may become strongly correlated
in the final object-apparatus state V (T ⊗ TA). In order to avoid technical compli-
cations in the formulation of this correlation, we assume that the value space of E
is the real Borel space, (Ω,F) =
(
R,B(R)
)
. Then for any state T ∈ S(H) the map
(19) µ : X × Y 7→ tr
[
V (T ⊗ TA)E(X)⊗ Zf (Y )
]
extends to a probability measure on
(
R2,B(R2)
)
.10 The marginal distributions are
µ1 : X 7→ tr
[
RS(V (T ⊗ TCalA))E(X)
]
,(20a)
µ2 : Y 7→ tr
[
RA(V (T ⊗ TCalA))Zf (Y )
]
= tr
[
TE(Y )
]
.(20b)
Correlation Properties of Quantum Measurements – Busch and Lahti 11
Denoting the correlation of µ1 and µ2 in µ as ρ
(
E,Zf ;V (T ⊗TA)
)
, we say that the
measurementM of E produces strong observable-(anti)correlation in state T if this
number equals 1 (−1). According to (18), this occurs exactly when the probability
measures (20a,b) are completely dependent, with the function ℓ±. In order to
analyze the statistical dependence of µ1 and µ2 we shall make use of the concept of
a state transformer (also known as an instrument) associated with a measurement.
5.2. Consider a measurement 〈HA, Z, TA, V, f〉 of E. Any X ∈ F defines a non-
normalised state
(21) VX(T ) := I ⊗ Z
1/2 (f−1(X))V (T ⊗ TCalA) I ⊗ Z1/2 (f−1(X)),
the (trace) norm of which is tr
[
VX(T )
]
= pET (X). Taking the partial trace of VX(T )
over HA one gets the (nonnormalised) reduced state of S,
(22) IX(T ) := RS(VX(T )).
For any X ∈ F and T ∈ S(H), tr
[
IX(T )
]
= tr
[
TE(X)
]
, and T 7→ IX(T ) is a
(contractive) state transformation. The mapping I : X 7→ IX has the measure
property tr
[
I∪Xi(T )
]
=
∑
tr
[
IXi(T )
]
for any disjoint sequence (Xi) ⊂ F and for
all T ∈ S(H). Moreover, tr
[
IΩ(T )
]
= 1 for any T . We call I the state transformer
induced by the measurement M. It describes the object system’s state changes
under the measurement, and it uniquely defines the measured observable via the
relation tr
[
IX(T )
]
= tr
[
TE(X)
]
. We note also that pET (X)TS(X, T ) = IX(T ),
and, in particular, RS(V (T ⊗ TCalA)) = IΩ(T ).
5.3. The probability measure (19) can be written as
(23) µ(X × Y ) = tr
[
IY (T )E(X)
]
= tr
[
IX(IY (T ))
]
,
and the second marginal is µ2(Y ) = tr
[
IY (T )
]
. The strong (anti-)correlation then
amounts to
(24) tr
[
IX(IY (T ))
]
= tr
[
Iℓ−1
±
(X)∩Y (T )
]
.
A special case of complete dependence arises with ℓ+ being the identity function:
(25) tr
[
IX(IY (T ))
]
= tr
[
IX∩Y (T )
]
.
This relation is easily seen to coincide with (12).8 Thus, if valid for all states T ,
(25) expresses the repeatability of the measurement, and we may conclude that any
repeatable measurement leads to strong observable-correlations. The repeatability
condition (25) is not necessary for the strong observable-correlation (24).
5.4. Condition (25) implies, in particular, the equality of the marginal measures
µ1, µ2 of Eqs. (20a,b): for all X ,
(26) pET (X) = p
E
RS(V (T⊗TA))(X).
This is just the first-kind property of the measurement. It may occur that these
marginal measures coincide irrespectively of whether (25) holds or not; in that case
conditions (17a,b) give the relevant characterisations of strong (anti)correlations.
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5.5 Theorem. Let M be a measurement of an observable E, and let R be any
reading scale. Then a) implies b), where:
a) E(Xi)TS(i, T ) = TS(i, T ) for all T ∈ S(H), Xi ∈ R;
b) σ
(
pE
R
RS(V (T⊗TA))
)
6= 0 and ρ
(
ER, ZR;V (T ⊗ TA)
)
= 1
for all T ∈ S(H) with σ
(
pE
R
T
)
6= 0.
If the reading scale R is finite, then a) and b) are equivalent.
Proof: The eigenstate condition a) is equivalent with the repeatability condition
(with respect to R). Therefore, if a) holds, then also b) is true. It remains to
show that b) implies a) whenever R is finite. According to (18a), the statement
ρ
(
ER, ZR;V (T ⊗ TA)
)
= 1 is equivalent to the complete dependence, µ(i, j) =
µ2(j) δi,ℓ+(j), with a bijective linear mapping i = ℓ+(j) = aj + b, a > 0, between
those values i, j for which µ2(j) 6= 0 (and hence µ1(i) = µ2
(
1
a (i− b)
)
6= 0).
Case 1. Let T be such that 0 6= tr
[
TEi
]
6= 1 for all i ∈ I. Then µ(i, j) correlates,
via i = ℓ+(j) = aj + b, all values j ∈ I with values i ∈ I. Since ℓ+ is onto and
monotonically increasing, ℓ+(j) = j. But the complete dependence condition, with
ℓ+(j) = j, is nothing but Eq. (25) (with respect to R), which is equivalent to a).
Case 2. Let T be any state such that 0 6= tr
[
TEk
]
6= 1 holds exactly for all k ∈ I1,
a proper nonempty subset of I. Take any T ′ for which 0 6= tr
[
T ′El
]
6= 1 exactly
for all l ∈ I′1, the complement of I1. Then the reasoning of Case 1 applies to
Tˆ := 12T +
1
2T
′. Hence, EiIi(Tˆ ) = Ii(Tˆ ) for all i ∈ I. Inserting in this equation
the relation Ik(T
′) = O, which holds for k ∈ I1, it follows that EiIi(T ) = Ii(T ) for
i ∈ I1. But this relation holds trivially also for i ∈ I
′
1 since in that case Ii(T ) = O.
This completes the proof.
VI. Strong correlations between values.
6.1. The observable ER measured by the scheme M with the reading scale R is
discrete. One may therefore ask to what degree the values of this observable and
the pointer observable ZR become correlated in the measurement. To answer this
question requires studying the correlation ρ
(
Ei, Zi;V (T ⊗ TA)
)
of the i-th values
of these observables in the final object-apparatus state, that is, the correlation of
quantities Ei ⊗ I and I ⊗ Zi in the state V (T ⊗ TA):
(27) ρ
(
Ei, Zi;V (T ⊗ TA)
)
=
ǫ12 − ǫ1ǫ2
σ1σ2
.
The respective quantities are easily determined:
ǫ12 = tr
[
I2i (T )
]
,(28a)
ǫ1 = tr
[
I(I)(T )Ei
]
,(28b)
ǫ2 = tr
[
TEi
]
,(28c)
σ21 = tr
[
I(I)(T )E2i
]
− tr
[
I(I)(T )Ei
]2
,(28d)
σ22 = tr
[
RA(V (T ⊗ TA))Z2i
]
− tr
[
TEi
]2
.(28e)
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Strong correlation is then equivalent to
(29) ǫ12 − ǫ1ǫ2 = σ1σ2
whenever the right-hand side is nonzero.
6.2. Assume that the final component state TS(i, T ) is a 1-eigenstate of Ei (when-
ever pET (Xi) 6= 0); then one obtains ǫ12 = ǫ1 = ǫ2 for all T . It follows that
ǫ12 − ǫ1ǫ2 = σ
2
1 ≤ σ1σ2 and thus σ1 ≤ σ2. On the other hand, the relation
ǫ1 = ǫ2 = ǫ12 together with σ
2
2 ≤ ǫ2 − ǫ
2
2 = ǫ12 − ǫ1ǫ2 = σ
2
1 implies σ2 ≤ σ1.
Therefore the correlation ρ(Ei, Zi;V (T ⊗ TA)) equals 1 whenever 0 6= pET (Xi) 6= 1.
Another interesting implication of the eigenstate condition ǫ12 = ǫ2 and the
ensuing equality σ2 = ǫ2 − ǫ
2
2 is the fact that the state TA(i, T ) is a 1-eigenstate of
Zi. With these observations we have established the following result.
6.3 Theorem. Let M be a measurement of an observable E and let R be any
reading scale. Then for any state T of S, a) implies b) and c):
a) EiTS(i, T ) = TS(i, T ) for each i;
b) σ
(
Ei ⊗ I;V (T ⊗ TA)
)
6= 0 and ρ
(
Ei, Zi;V (T ⊗ TA)
)
= 1
for each i with 0 6= pET (Xi) 6= 1;
c) TA(i, T ) is a 1-eigenstate of Zi for each i with pET (Xi) 6= 0.
This result entails that a repeatable measurement is a strong value-correlation meas-
urement. Moreover, a necessary condition for M to be a repeatable measurement
is that the final component state TA(i, T ) of A is a 1-eigenstate of the pointer ob-
servable, that is, M must fulfil the pointer value-definiteness condition. We recall
that this last property and in addition the pointer mixture property arise already
as consequences of the mutual orthogonality of the component states TS(i, T ) of
S (Theorem 3.11). The notion of a correlation between values suggests that the
observables in question do have definite values; yet it turns out that strong value-
correlation does not require pointer value-definiteness, nor repeatability. Even the
combination of b) and c) does not require the property a) to hold, as can be demon-
strated by simple examples.1
6.4 Theorem. Let M be a measurement of a sharp observable E and R any
reading scale. For any initial state T of S, a) is equivalent to b)&c):
a) EiTS(i, T ) = TS(i, T ) for each i;
b) σ
(
Ei ⊗ I;V (T ⊗ TA)
)
6= 0 and ρ
(
Ei, Zi;V (T ⊗ TA)
)
= 1
for each i with 0 6= pET (Xi) 6= 1;
c) TA(i, T ) is a 1-eigenstate of Zi for each i with pET (Xi) 6= 0.
Proof: In view of Theorem 6.3 we only need to show that b)&c) implies a). Hence
let ǫ12 − ǫ1ǫ2 = σ1σ2 hold for each i. Condition c) implies σ
2
2 = ǫ2 − ǫ
2
2. Similarly
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the relation E2i = Ei implies σ
2
1 = ǫ1 − ǫ
2
1. From Eqs. (28) we obtain ǫ12 ≤ ǫ1,
ǫ12 ≤ ǫ2, and therefore
σ1σ2 = ǫ12 − ǫ1ǫ2 ≤ σ
2
1 , σ1σ2 = ǫ12 − ǫ1ǫ2 ≤ σ
2
2 .
This implies σ1 = σ2. On the other hand,
ǫ1ǫ2 + σ1σ2 = ǫ12 ≤ ǫ1 = σ
2
1 + ǫ
2
1, ǫ1ǫ2 + σ1σ2 = ǫ12 ≤ ǫ2 = σ
2
2 + ǫ
2
2.
Using σ1 = σ2, one concludes that ǫ1 = ǫ2 = ǫ12. But the last equation is equivalent
to a). This completes the proof.
VII. Strong correlations between final component states.
7.1. In the two preceding sections it was demonstrated in which way strong observ-
able and value correlations serve as characterisations of repeatable measurements.
The corresponding eigenstate condition EiTS(i, T ) = TS(i, T ) entails, in particular,
that the final component states of the object associated with different outcomes i, j
are mutually orthogonal, TS(i, T ) · TS(j, T ) = 0. In some cases this orthogonality
can be characterised in terms of strong correlations between the final component
states of S and A.
Consider a measurement schemeM of an observable E with respect to a read-
ing scaleR. We say thatM, withR, is a strong state-(anti)correlationmeasurement
of E if for each initial state T of S it correlates strongly the final component states
TS(i, T ) and TA(i, T ) of the object and the apparatus. This calls for the study of
the correlation ρ
(
TS(i, T ), TA(i, T );V (T ⊗ TA)
)
of the probability measure defined
by the self-adjoint operators TS(i, T ) ⊗ I and I ⊗ TA(i, T ) and the final object-
apparatus state V (T ⊗ TA).
7.2 Theorem. Let M be a measurement of an observable E and R any reading
scale. For any initial state T of the object system for which the component states
TS(i, T ) and TA(i, T ) are vector states, a) is equivalent to b)&c):
a) TS(i, T ) · TS(j, T ) = O for i 6= j;
b) ρ
(
TS(i, T ), TA(i, T );V (T ⊗ TA)
)
= 1 for each i with 0 6= pET (Xi) 6= 1;
c) TA(i, T ) is a 1-eigenstate of Zi for each i with 0 6= pET (Xi) 6= 1.
Proof: The equivalence is shown to hold under the assumptions TS(i, T ) = P [ϕi]
and TA(i, T ) = P [φi]. These two relations imply that I ⊗Z
1/2
i V (T ⊗ TA) I ⊗Z
1/2
i
is a vector state of the product form, that is,
(α) I ⊗ Z
1/2
i V (T ⊗ TA) I ⊗ Z
1/2
i = p
E
T (Xi)P [ϕi ⊗ φi].
If a) holds, then by Theorem 3.11,M fulfils the pointer value-definiteness condition
c). Thus for both implications one can make use of the fact that Ziφi = φi. Then
(α) implies
I ⊗ P [φi]V (T ⊗ TA) I ⊗ P [φi] = pET (Xi)P [ϕi ⊗ φi].
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With this one computes:
ǫ12 = tr
[
P [ϕi]⊗ P [φi]V (T ⊗ TA)
]
= pET (Xi),
ǫ1 = tr
[
P [ϕi]RS
(
V (T ⊗ TA)
)]
=
∑
jp
E
T (Xj) tr
[
P [ϕi]P [ϕj ]
]
,
ǫ2 = tr
[
I ⊗ P [φi]V (T ⊗ TA)
]
= pET (Xi),
σ21 = ǫ1 − ǫ
2
1,
σ22 = ǫ2 − ǫ
2
2.
a) ⇒ b): a) is equivalent to tr
[
P [ϕi]P [ϕj ]
]
= δij , one has ǫ1 = ǫ2 = ǫ12, and
σ1 = σ2. Thus ǫ12 − ǫ1ǫ2 = σ1σ2, that is, b).
b)&c)⇒ a): Let ǫ12 − ǫ1ǫ2 = σ1σ2. Using the inequalities ǫ12 − ǫ1ǫ2 ≤ σ
2
k, k = 1, 2,
one concludes that σ1 = σ2. Since ǫ12 = ǫ2, one also has ǫ12 − ǫ1ǫ2 = σ
2
2 = ǫ2 − ǫ
2
2,
and therefore ǫ1 = ǫ2. But from the definition of ǫ1 one has ǫ1 ≥ ǫ2, so that the
equality of these numbers implies tr
[
P [ϕi]P [ϕj ]
]
= 0 whenever i 6= j, that is a).
This completes the proof.
7.3. One may also ask whether the requirement of strong correlation between the
final S and A states RS
(
V (T ⊗ TA)
)
and RA
(
V (T ⊗ TA)
)
imposes any constraint
on the measurement scheme under consideration. That this cannot be expected in
general can be seen in the case of a unitary measurement MU . Note first that the
reduced states of P [U(ϕ⊗ φ)] have the same spectra, including multiplicities. The
spectral decompositions can be given in terms of orthonormal systems {ϕi}, {φi}
defined by the biorthogonal decomposition U(ϕ⊗ φ) =
∑
i ciϕi ⊗ φi (ci > 0), and
a straightforward calculation shows that
(30) ρ
(
RS
(
P [U(ϕ⊗ φ)]
)
,RA
(
P [U(ϕ⊗ φ)]
)
;P [U(ϕ⊗ φ)]
)
= 1.
Hence these states are always strongly correlated.
VIII. Examples.
8.1. A particularly interesting class of measurements arises if the coupling is gen-
erated by a unitary map of the form
(31) U = eiλA⊗B ,
where A and B are self-adjoint operators in H and HA, respectively, and λ ∈ R is
a coupling constant. The operator A is usually taken to represent the (sharp) ob-
servable one aims to measure. In order to specify the full measurement scheme and
thus the actually measured observable, one neeeds to choose the pointer observable
Z and fix the initial preparation TA of the apparatus; the measured observable is
then given by eq. (2). Using the spectral decomposition of A, A =
∫
aEA(da), and
denoting
(32) TλaA := e
iλaBTAe−iλaB ,
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the final apparatus state, for T ∈ S(H), assumes the form
(33) RA(UT ⊗ TAU∗) =
∫
tr
[
TEA(da)
]
TλaA .
Since it is of interest to compare the measured observable E with EA we assume
from the outset that the value space of Z is
(
R,B(R)
)
. In view of the coupling
constant λ ( 6= 0) it is also convenient to introduce a pointer function f(x) = λ−1x.
The observable E measured by the scheme 〈HA, Z, TA, f, U〉 takes then the following
form: for any X ∈ B(R),
(34) E(X) =
∫
R
tr
[
TλaA Z(λX)
]
EA(da).
The structure of the operators E(X) show that in general the measured ob-
servable E is not the sharp observable EA, but a smeared version of it.11 One may
ask which choices of Z and TA would possibly yield E = EA. Obviously, this is the
case if and only if for (EA-almost) all a ∈ R, tr
[
TλaA Z(λX)
]
= χ
X
(a), where χ
X
is
the characteristic function of the set X .
The measurement scheme thus defined is always of the first kind: the meas-
urement outcome probabilities for E are the same both before and after the meas-
urement; for any T ∈ S(H) and for all X ∈ B(R),
(35) tr
[
TE(X)
]
= tr
[
UT ⊗ TAU∗E(X)⊗ I
]
.
It may also be noticed that the measurement does neither alter the measurement
outcome probabilities of EA, though, as a rule, it is not a measurement of EA.
In fact, if the measurement were an EA-measurement, it would also be repeatable
(3.15) and A would thus have to be discrete, A =
∑
aiE
A({ai}) (3.13). In that
case the measurement would also produce all the strong correlations discussed in
the previous sections. In general, this is, however, not the case.
Consider next this measurement scheme with a fixed reading scale R. The
pointer observable Z as well as the measured observable E become discretized,
ZR : i 7→ Zi := Z(λXi),(36a)
ER : i 7→ Ei := E(Xi),(36b)
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and the final component states are
TS(i, T ) = pET (Xi)
−1RS(Vi(T ))
= pET (Xi)
−1
∫ ∫
RS
(
EA(da)TEA(da′)⊗ Z1/2i e
iaBTAe−ia
′BZ
1/2
i
)
= pET (Xi)
−1 ∑ tn∑ Likn T Likn∗(37a)
with Likn :=
∫ 〈
ψk |Z
1/2
i φ
λa
n
〉
EA(da) ∈ L(H),
TA =
∑
tnP [φn] (spectral decomposition)
φλan = e
iλaBφn,
{ψk} ⊂ HA an orthonormal basis,
TA(i, T ) = pET (Xi)
−1RA(Vi(T ))
= pET (Xi)
−1
∫
tr
[
TEA(da)
]
Z
1/2
i T
λa
A Z
1/2
i ,(37b)
(provided that pET (Xi) 6= 0). If E
2
i = Ei for all i ∈ I, the measurement is repeatable
with respect to R, and
E(Xi)TS(i, T ) = TS(i, T ),(38a)
TS(i, T ) · TS(j, T ) = O, i 6= j,(38b)
in which case the implications of theorems 3.11, 5.5, 6.3, 6.4, and 7.2 all hold true.
We specify next two instances of the above model, one in which E2i = Ei and
another one with E2i < Ei.
8.2. Consider a discrete observable A =
∑
akE
A({ak}), and assume that the set
of eigenvalues of A is closed. As the apparatus (or a part of it, called probe) take a
particle moving in one-dimensional space, so that HA = L2(R), and couple A with
its momentum PA according to (31). Since the momentum generates translations on
the position, it is natural to choose the position QA conjugate to PA as the pointer
observable. Assuming that the initial state of A is a vector state P [φ], then, in the
position representation (forA) one has φλak(x) = φ(x+λak), with φ
λak = eiλakPAφ.
Assuming that the spacing between the eigenvalues ak is greater than
δ
λ and that φ
is supported in
(
− δ2 ,
δ
2
)
, then the pointer states φλak are supported in the mutually
disjoint sets λIk, where Ik =
(
ak −
δ
2λ , ak +
δ
2λ
)
. Introducing yet another pointer
function g such that g(Ik) = {ak} for each k, and g
(
(∪kIk)
′) ⊂ {ak : k = 1, 2, · · ·}′,
one obtains from eq. (34)
(39) E
(
{ak}
)
=
∑〈
φλai |EQA(λIk)φ
λai
〉
EA({ai}) = E
A({ak}),
for each k, which shows that the observable measured by this scheme is indeed EA.
The measurement is repeatable, even a Lu¨ders measurement with the state trans-
former T 7→ Ik(T ) = RS(Vk(T )) = EA({ak})TEA({ak}), and all the correlations
introduced above are strong.
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As an elementary quantum optical application, one may consider the measure-
ment of the number observable N = a∗a of a (single-mode) signal field by means of
coupling it, via eiλN⊗b
p
, with one of the quadrature components bp = i√
2
(b∗ − b),
say, of another single-mode (probe) field, and using the other quadrature compo-
nent bq = 1√
2
(b∗ + b) as the readout observable. With the above choices of the
initial probe state φ and the pointer functions one obtains a number measurement.
It may be noted that neither the beam splitter coupling nor the number-number
coupling leads to a sharp number measurement.11
8.3. The second illustration of the above model concerns the case of A being a
continuous observable, such as the position of a particle or a quadrature component
of a single-mode electromagnetic field. Using the quantum optical nomenclature,
we take A = aq = 1√
2
(a∗ + a), the amplitude quadrature of the (single-mode)
signal field with the bosonic annihilation and creation operators a, a∗. For B we
take the corresponding quadrature component bq of a (single-mode) probe field,
with the annihilation and creation operators b, b∗. Using the phase quadrature
bp := i√
2
(b∗ − b) =
∫
R
xZ(dx) of the probe field as the readout observable, and
assuming that the probe field is prepared in a vector state P [φ] determines the
measured observable (34) to be of the form:
(40)
E(X) =
∫ ∫
|φˆ|2(y − λx)χ
λX
(y)dyEA(dx)
=
∫
|φˆ|2(y − λaq)χ
λX
(y)dy
≡ (e
λ
∗ χ
X
)(aq),
e
λ
(y) := λ|φˆ|2(−λy),
where e
λ
∗ χ
X
denotes the convolution of the density function e
λ
with the charac-
teristic function of the set X , and φˆ is the Fourier transform of φ.
In the present case the measured observable is the pov measure E : X 7→
(e
λ
∗ χ
X
)(aq) and not the spectral measure X 7→ χ
X
(aq) of aq; this is to say that
the measured field observable is not the amplitude quadrature aq but a smearing
of it. In fact, if e were replaced by a delta function (concentrated at 0), then (40)
would simply give the amplitude quadrature aq. But this can never occur since
the readout observable bp has no eigenstates, that is, the initial state of the probe
field cannot be so chosen that e were a delta function. We observe also that the
measurement is not repeatable (since E is not discrete) though still of the first kind.
Therefore, the strong correlations are not guaranteed from the outset but need to
be studied separately.
Before calculating the observable-correlation produced by the measurement we
compare the variance of E with that of aq in a vector state P [ϕ]. Direct application
of eq. (2) yields (assuming that the involved quantities are finite)
(41) Var (E, ϕ) = Var (aq, ϕ) +
1
λ2
Var (bp, φ).
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The initial state P [φ] of the probe field can be chosen such that 〈φ | bpφ 〉 = 0.
In this case the measured observable appears, in view of the first moments, as the
amplitude quadrature aq. However, the second moment
〈
φ | (bp)2φ
〉
never equals 0,
meaning that Var (E, P [ϕ]) is strictly greater than Var (aq, P [ϕ]). However, in the
limit of strong coupling, λ→∞, the measurement noise term 1λ2Var (b
p, P [φ]) tends
to zero. In any case, this shows once more that the actually measured observable
is not the amplitude quadrature.
The observable-correlation produced by the measurement is now found to be
(42) ρ(E,Zf ;P [U(ϕ⊗ φ)]) =
Var (aq, P [ϕ])
Var (E, P [ϕ])
,
a quantity always strictly less than 1. The measurement, though of the first kind,
does never lead to strong observable-correlation. Yet,
(43) lim
λ→∞
ρ(E,Zf ;P [U(ϕ⊗ φ)]) = 1.
In order to discuss the value- and state-correlations produced by the measure-
ment scheme one needs to introduce a reading scale R. The discrete observable
ER : i 7→ Ei thus measured is
(44) Ei = (eλ ∗ χXi )(a
q),
whereas the final component states (37a) are of the form:
TS(i, P [ϕ]) = 〈ϕ |Eiϕ 〉
−1
∫
λXi
LyP [ϕ]L
∗
y dy(45)
with Ly := φˆ(y − λa
q).
Neither the eigenvalue condition (38a) nor the orthogonality condition (38b) can
be satisfied for all initial vector states of the signal field. Therefore the strong
value and state-correlations cannot be inferred by using theorems 6.3 and 7.2. Still
the value-correlation is always strong: ρ(Ei, Zi;P [U(ϕ⊗ φ)]) = 1 for all i and
for any P [ϕ] for which 〈ϕ |Eiϕ 〉 6= 0. Indeed, due to the commutativity of the
operators Ly of eq. (45) with Ei, ǫ12 of eq. (28a) equals
〈
ϕ |E2i ϕ
〉
; furthermore
the first kind property of the measurement and the sharp pointer yield for (28b-d):
ǫ1 = ǫ2 = 〈ϕ |Eiϕ 〉, and σ
2
1 = σ
2
2 = Var (Ei, P [ϕ]). Therefore ǫ12 − ǫ1ǫ2 = σ1σ2, so
that ρ(Ei, Zi;P [U(ϕ⊗ φ)]) = Var (Ei, P [ϕ])/Var (Ei, P [ϕ]) = 1. Finally, a direct
computation of the state-correlation ρ(TS(i, P [ϕ]), TA(i, P [ϕ]);P [U(ϕ⊗ φ)]) shows
that this number is not, in general, equal to one.
IX. Conclusion.
In this paper we have investigated possible properties of the final component states
of the object system and the apparatus (or probe) arrived at in a quantum meas-
urement, properties which must be required if the occurrence of definite meas-
urement outcomes is to be understood as the conjunction of pointer value defi-
niteness (pvd), pointer mixture property (pm), plus the ignorance interpretation
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for the final reduced apparatus state. According to Theorem 3.11, the properties
(pvd) and (pm) are ensured if the final component states of the object system are
mutually orthogonal. Considering initial states of S which are vector states, this
latter condition is also necessary for (pm) in the case of a unitary measurement
MU , where (pvd) is automatically fulfilled since the pointer is a sharp observable.
The orthogonality of the states TS(i, T ) is not always guaranteed.12
Next we have considered conditions for strong correlations between observ-
ables, their values, or between the final component states of S and A. It turns
out that repeatable measurements give strong observable- as well as strong value-
correlations (Theorems 5.5, 6.3, 6.4). Furthermore, strong observable-correlation
for finite reading scales entails repeatability and thus the orthogonality of the states
TS(i, T ) and hence (pvd), via 3.11. On the other hand, strong value-correlation
may occur independently of (pvd). Finally, strong state-correlation may occur un-
der more general circumstances than the other correlations since it is independent
of the repeatability property, but its implying the orthogonality of the final com-
ponent states of S may be limited to the case where these states are vector states.
However in that case, and for a unitary measurement MU , strong state-correlation
is equivalent to the said orthogonality and thus to the pointer mixture condition.
In conclusion, we wish to emphasize that our investigation provides an illus-
tration of how interpretational demands entail formal constraints on measurements
that may or may not be fulfilled in a concrete case. These formal features have thus
to be made explicit if the consistency of an interpretation is to be demonstrated.
With these findings we believe to have settled the questions left open in previous
work.2
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