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A B S T R A C T
Three-quarters of Finland’s land surface area is filled with forests, which compose a great part of the country’s
biomass, carbon pools and carbon sinks. In order to acquire up-to-date information on the forests, optical remote
sensing techniques are commonly used. Moreover, in the future hyperspectral satellite missions will start pro-
viding data to support the needs of natural resource management practices, such as forestry. It is, however,
unclear what would be the additional value from using hyperspectral data compared to multispectral in
quantifying forest variables of Finnish boreal forest. In this study, we used the remote sensing data by hyper-
spectral AISA imager (128 bands, 400–1000 nm, resolution 0.7m) and Sentinel-2 (10 bands, resolution 10m) to
assess the possible benefits of higher spectral resolution. As reference data, we used a new nationwide forest
resource dataset (stand-level data), which has a high potential in further remote sensing applications. In addi-
tion, we used a set of independent in situ measurements (plot-level data) for validation. We applied two kernel-
based machine learning regression algorithms (Gaussian process and support vector regression) to relate boreal
forest variables with the remote sensing data. The variables of interest were mean height, basal area, leaf area
index (LAI), stem biomass and main tree species. The regression algorithms were trained with stand-level data
and estimations were evaluated with stand- and plot-level holdout sets. The estimation accuracies were ex-
amined with absolute and relative root-mean-square errors. Successful variable estimations showed that kernel-
based regression algorithms are suitable tools for forest structure estimation. Based on the results, the additional
value of hyperspectral remote sensing data in forest variable estimation in Finnish boreal forest is mainly related
to variables with species-specific information, such as main tree species and LAI. The more interesting variables
for forestry industry, such as mean height, basal area and stem biomass, can also be estimated accurately with
more traditional multispectral remote sensing data.
1. Introduction
Forests are significant carbon sinks and play a great role in climate
change mitigation globally. Research on vegetation parameter retrieval
is of special relevance in order to extend our knowledge about the
dynamics of forests and the environment in general at local and global
scales (Verrelst et al., 2012a). Estimation of forest variables from re-
motely sensed spectral information has been of interest since the be-
ginning of optical remote sensing. In the past, field surveys were es-
sential to obtain information on the forests, whereas now they are often
used as a supplement to remote sensing data. Satellite remote sensing
has become a valuable and low-cost tool for the purposes of forest in-
ventories and management planning. It is also the only tool capable of
monitoring vast areas. For example, Finland has 22.8 million hectares
of forest, which equals to three-quarters of the country’s land surface
area. The role of remote sensing in large area inventories, for instance
in the National Forest Inventories (NFI) of Finland, is crucial. The for-
ests of Finland serve as an important resource for the nation’s nature
conservation as well as for the forestry industry. Furthermore, they
compose a great part of the country’s carbon pools and sinks.
The fundamentals of any biophysical parameter retrieval includes
relating spectral signatures to actual parameters on the ground.
Quantification of biophysical parameters can be done essentially in two
ways: utilizing statistical approaches or inverting radiative transfer
models (Atzberger, 2004). The former is variable-driven method and
requires direct experimental data on the retrieved variables, whereas
the latter (also known as the physical method) is driven by radiometric
data and rely on simulations of a radiative transfer model. The division
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of biophysical parameter retrieval methods into statistical and physical
categories has been blurred over the years, as integrating the two has
also yielded the hybrid methods.
Variable retrieval from inverting radiative transfer models can be
computationally expensive, if the used model is advanced and complex.
These models typically have many input variables and are more rea-
listic than simpler models that are faster to invert. When using the
advanced models, the inversion is by nature ill-posed (Atzberger,
2004). Consequently, the biophysical variable retrieval can be chal-
lenging. Furthermore, according to Verrelst et al. (2019) the utilization
of radiative transfer model inversions is preferable when one is inter-
ested in the underlying radiative transfer processes, whereas in the
presence of reliable reference data, statistical approaches suit better to
quantification of a specific variable.
The statistical approaches include parametric and nonparametric
regression methods. The former includes, for instance, spectral indices
that are essentially new variables generated by combinations of spectral
bands. Vegetation index (VI) is one type of spectral index and extremely
popular with biophysical variable estimation. With VI-based methods,
estimations are commonly based on regression technique, where a
parameterized expression is designed utilizing physical or statistical
knowledge so that the expression would have a strong linear relation to
some biophysical variable. The prime problem with the simple VI-based
methods is that they become extremely dependent on the implicit as-
sumptions being made. In geographic areas when the assumptions are
not met, the estimation results could be poor (Tuia et al., 2011). In
addition, on fine temporal and spectral scales, the VI-based regression
models often fail to capture some physiological processes (Nichol et al.,
2000). Moreover, according to Verrelst et al., 2012a these models un-
derexploit the full potential of the contiguous spectral data of hyper-
spectral imaging, as it can be difficult to find the optimal band com-
bination for biophysical variable retrieval.
In theory, nonparametric methods are more suitable for hyper-
spectral imaging data analysis than parametric ones. The nonpara-
metric methods do not assume any fixed functional form, hence no a
priori assumptions are made, and they only rely on the available data
(Tuia et al., 2011). The nonparametric methods can be further divided
into linear and nonlinear models, of which the latter can also be re-
ferred to as machine learning regression algorithms (Verrelst et al.,
2015). These algorithms fit a flexible model directly from the data in
order to learn the relation between the input and output (Verrelst et al.,
2012b), which makes them perfect tools for hyperspectral imaging data
analysis.
A diversity of machine learning regression algorithms has been
developed over the years. Popular regression algorithms in different
application domains include, for instance, random forest (RF), con-
volutional neural network (CNN) and Gaussian process regression
(GPR). The foregoing, RF belongs to the family of decision trees that are
commonly used more in classification than in regression tasks. CNN is a
deep learning method, which belongs to the family of artificial neural
networks. For the estimation of biophysical parameters, several archi-
tectures and models of neural networks have been considered; however,
some significant drawbacks have been found (Gómez-Chova et al.,
2011). GPR is part of the family of kernel-based regressions. Utilization
of kernel methods is a promising alternative to neural networks. Kernel-
based regression methods transfer the data into a high dimensional
space using a kernel function in order to solve a nonlinear regression
problem. With kernel-based methods, any linear method can be trans-
formed to nonlinear one, while still operating with linear algebra
(Gómez-Chova et al., 2011).
A recent study by Verrelst et al. (2012b) compared three kernel-
based machine learning regression algorithms to neural networks in
biophysical variable estimation. The comparison was made in terms of
accuracy, goodness of fit, computational cost and robustness to low
sample sized scenarios. The results showed that neural networks per-
formed unstably, whereas Gaussian process regression (GPR) and
support vector regression (SVR) provided the best accuracies, GPR
being slightly more accurate. Several other studies have also noticed the
good performance of GPR and SVR in biophysical variable estimation
with hyper- and multispectral remote sensing data (e.g., Camps-Valls
et al., 2006; Hultquist et al., 2014; Pasolli et al., 2008; Rabe et al., 2009;
Tuia et al., 2011). Therefore, we selected these methods as the re-
gression tools used in our study.
This study was carried out in the southern boreal forest zone in
Finland. Previous studies of machine learning regression algorithms in
vegetation biophysical parameter retrieval have mainly been carried
out in different biomes than the boreal forest (e.g., Hultquist et al.,
2014; Verrelst et al., 2012a, 2012b).
In the boreal forest of the same region, only Mutanen et al. (2016)
have used GPR to estimate tree height. Other stand-level estimations in
Finnish boreal forest have applied, for instance, the k-nearest neighbor
(k-NN) method when estimating forest variables from optical space- or
airborne imagery (Hyvönen, 2002; Tuominen et al., 2017). In addition,
different segmentation (Anttila and Lehikoinen, 2002) and pattern re-
cognition (Maltamo et al., 2003) methods have been used in stand-level
estimations of forest variables in Finnish boreal forest. To our knowl-
edge, machine learning regression algorithms have not been applied
before to hyperspectral remote sensing data of this region.
We used a comprehensive stand-level forest resource dataset, which
has recently become publicly available from the Finnish Forest Centre,
for training the kernel-based regression methods. The data have a na-
tional coverage and thus a huge potential in further remote sensing
applications. The data rely heavily on forestry measurements, but have
been scaled to the level of a forest stand. To understand the spatial scale
at which the data can be used in forest mapping (i.e., the spatial details
of forest information that can still be retrieved with the models trained
by the data), we tested the transferability of the obtained regression
models to independent plot-level measurements. We then used the
stand-level data to assess the additional benefit of hyperspectral ima-
ging data, in comparison with the more widely available multispectral
data (e.g., Sentinel-2), in estimating forest variables of boreal forest. We
hope that the study will contribute to a better understanding of the
benefit of higher spectral resolution of future hyperspectral satellite
missions and the sufficiency of currently existing forest data for the
future needs of forestry industry. The specific objectives of this paper
are:
1) to investigate the estimation accuracy of forest biomass and struc-
ture variables in Finnish boreal forest from stand-level data using
kernel-based regression algorithms;
2) to study the suitability of the newly available Finnish Forest Centre
stand-level data for training the kernel-based regression methods for
forest variable retrieval;
3) to assess the additional value of hyperspectral remote sensing data,
compared with multispectral optical satellite remote sensing data, in
estimating forest biomass and structure variables of Finnish boreal
forest.
2. Materials and methods
2.1. Study site
Our study site is located in the vicinity of Hyytiälä forestry field
station (61°50′44″N, 24°17′10″E) in Juupajoki, Finland, in the southern
boreal forest zone. The area around the station includes managed
boreal forests, agricultural fields and wetlands. The main overstory
species of the forests are Scots pine (Pinus sylvestris), Norway spruce
(Picea abies) and Silver birch (Betula pendula), either as mixed or single-
species stands. Different shrubs, lichens and mosses compose the forest
floors.
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2.2. Remote sensing data
We used airborne hyperspectral AISA (128 bands, 400–1000 nm,
spectral resolution 4.7 nm, spatial resolution 0.7m) and multispectral
Sentinel-2 (10 bands in VNIR, spatial resolution 10m) images. The
AISA data was acquired in nine separate flight lines under clear sky on
June 15, 2017. The solar zenith angle decreased from 42.3° to 40.3°
during the data acquisition between 11:37 AM and 12:14 PM (Eastern
European Summer Time, UTC+3). The AISA Eagle II hyperspectral
scanner (Specim, Oulu, Finland) had a 37.7° field of view. A more
thorough description of the scanner is reported by Markiet et al. (2017),
together with the data pre-processing information.
Sentinel-2 image (Level-2A product downloaded from Copernicus
Open Access Hub) was acquired on June 30, 2017 at 10:00 AM, when
the sun zenith angle was 39°. Sentinel-2 products have 13 spectral
bands ranging from about 400 to 2200 nm. Since the wavelength range
of the hyperspectral AISA image was approximately from 400 nm to
1000 nm, the Sentinel-2 bands B10, B11 and B12, with central wave-
lengths of 1373 nm, 1614 nm and 2202 nm, respectively, were not used.
Furthermore, the desired pixel size for the Sentinel-2 image was se-
lected to be 10m. Bands that had a lower spatial resolution were re-
sampled to 10m using the nearest neighbor resampling method in
SNAP software (version 6.0.4).
2.3. Reference data
2.3.1. Forest Centre data
Collecting forest resource information on privately owned Finnish
forests is a statutory assignment for the Finnish Forest Centre. The
forest resource data they provide is gathered by field measurements and
remote sensing techniques, mainly laser scanning and aerial imaging.
The data is simulated and updated to certain epochs with the help of
growth models and all available reports on occurred forest operations,
such as loggings or thinnings. The forest resource data was published as
freely downloadable under Creative Commons Attribution 4.0
International (CC BY 4.0) license during the spring of 2018. The forest
data is distributed in two different forms: as 16m×16m grid cells and
as stands. The grid cell is the inventory unit for which the forest data is
computed, and the stand-level data is aggregated or averaged from the
grid cells that intersect with the stand boundaries (Fig. 1).
Data in a single grid cell are obtained with models that have been
developed for each forest variable using spatially accurate field mea-
surements and remote sensing data. The reference plots measured in the
field have typically a radius of nine meters, and approximately 600 to
800 plots are measured per each inventory area. The high accuracy is
guaranteed with multiple measurements, always done by different
persons. The variables measured in the field are mean height, basal
area, stem count, mean diameter and age, with other forest variables
derived using models. The reference plots were then used to retrieve
forest variables from the laser scanning data’s height distribution and
aerial images typically using area-based nonparametric methods, such
as k-Most Similar Neighbors and sparse Bayesian estimation. The aerial
images were specifically used for tree species identification. The outline
of the laser scanning based stand-level inventory is described by
Maltamo et al. (2011).
In the database provided by the Finnish Forest Centre, stand-level
data is divided into strata, homogeneous sets of trees within one stand,
including only one species. A stand might include several strata of the
same species, if there exists, for example, young and mature spruce
trees within one stand. For some variables of interest, such as mean
height, basal area and stem biomass, aggregated stand-level values
were directly available. Other variables were calculated for each
stratum and then added to obtain stand-level values (Table 1). We
calculated the leaf area index (LAI) from foliage mass (leaf biomass)
provided by the Forest Centre using species-specific values of specific
leaf area (SLA), reported in Majasalmi et al. (2013). The calculated
(allometric) LAI conforms to the common definition of leaf area index
as one-sided green leaf area per unit area of ground (Chen and Black,
1992). We next applied a shoot-level clumping correction to the allo-
metric LAI as described by Majasalmi et al. (2013) to obtain the ef-
fective LAI values for all stands and assumed it to be the biophysical
variable driving forest reflectance instead of the true, allometric LAI.
We used two methods to compute the main tree species of a stand:
based on basal area and LAI (Table 1). For the former, the species that
contributes the most to the total stand basal area is assigned as the main
tree species of the stand; for the latter, contributions of tree species
were quantified by their effective LAI. The risk of misidentifying the
dominant species decreases with increasing dominance of a species
(Varvia, 2018); it is the largest for stands made up of equal amounts of
different overstory species. In the extreme case, no dominant tree
species exist. Therefore, we documented two different main tree species
estimations: one using all stands and another using only the stands
where a species had a dominance of over 75%.
2.3.2. Independent in situ measurements
An independent set of field measurements collected between June
24 and August 29, 2013 around the Hyytiälä forestry field station was
used for the final evaluation of the forest variable estimations. The
regularly located plot-level measurements included data on basal area,
mean height, LAI and main tree species. The main tree species classi-
fication of a plot was based on the basal area of the dominating species.
Full description of the measurements is given by Majasalmi et al.
(2015).
Fig. 1. Stand geometries and the grid of cells in Hyytiälä, southern Finland. The
size of a cell is 16m. The forest variables of the stands are aggregates or
weighted averages of the grid cell data that fall inside the stands.
Table 1
Forest variables of interest. Derived variables were based on stratum
information.







main tree species (LAI-weighted) unitless
main tree species (basal area-weighted) unitless
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We used only the plots that had center points within a stand pro-
vided by the Finnish Forest Centre. Furthermore, we extracted a cir-
cular area of 15-meter radius around the center point of each plot in
order to make them slightly more similar with natural stands.
Eventually, 120 plot geometries were used, for which hyperspectral
AISA data was available. In order to evaluate the main tree species
estimations with the independent measurements, we utilized only the
plots that intersected with the stands for which we had collected the
stand-level data. This decreased the number of used in situ plots by
fourteen.
The effective LAI was measured using the LAI-2000 Plant Canopy
Analyzer (LI-COR, Lincoln, Nebraska, USA). This optical instrument
gives an estimate of the canopy silhouette area index rather than the
true LAI (Stenberg et al., 2014). The silhouette area index, also known
as effective or optical LAI, should be divided by hemispherical
clumping index (Γ) to obtain the true LAI corresponding to the allo-
metric value calculated from foliage mass. However, quantitative esti-
mates were only available for shoot-level clumping, with the clumping
caused by other structural levels (most importantly, the crown) left
unaccounted for. Therefore, the calculated stand-level effective LAI is
not completely equivalent to the effective LAI of the in situ measure-
ments. Although, we expect a high correlation between the two.
2.4. Machine learning regression algorithms
Based on previous studies (e.g., Camps-Valls et al., 2006; Hultquist
et al., 2014; Verrelst et al., 2012b), we chose two kernel-based algo-
rithms for the study: Support vector regression (SVR) and Gaussian
process regression (GPR). The former, is based on ε-insensitive error
function (ε > 0), where the error function gives zero error, if the dif-
ference between prediction and actual value is smaller than ε. A more
extensive and precise description of SVR can be found from the works of
Smola and Schölkopf (2004) and Bishop (2006). GPR is a machine
learning approach based on Gaussian process (GP) theory. The ap-
proach is described more comprehensively in the works of Rasmussen
and Williams (2006) and Pasolli et al. (2010). The chosen algorithms
were implemented with scikit-learn that is a widely used machine
learning library for Python programming language (Pedregosa et al.,
2011). Kernel methods require tuning of hyperparameters. With the
GPR implementation, hyperparameter tuning concentrated more on
finding a suitable kernel. Based on preliminary trials, a radial basis
function (RBF) kernel was chosen with added white noise kernel. For
SVR, we chose also RBF.
2.5. Methods
2.5.1. Cross-validation
In general, when working with machine learning, the available data
should be divided into three sets: training, validation and testing.
Training set is used for model training, validation set is used for eva-
luation, and when a strong model has been found it is tested using the
test set. However, this requires a large amount of data. In this study, the
hyperspectral AISA data were spatially limited. A solution for this was
k-fold cross-validation, which is a statistical method to estimate the skill
of machine learning models. When using cross-validation, it is enough
to divide the available data in two: training and holdout sets. In this
study, we used 5-fold cross-validation and two different holdout sets:
one based on the Forest Centre data and another based on the in-
dependent in situ measurements. The training set was created from the
Forest Centre data.
2.5.2. Training and holdout sets
Data for the training set and to the Forest Centre holdout set were
created from the stand-level data. For each stand, the forest variables of
interest were the target values and the zonal mean reflectances were the
feature values. For the in situ holdout set, the zonal mean reflectances
were computed from the plot geometries. As we used two different
remote sensing images, we had two different datasets with different
zonal mean reflectances, both covering the same 745 stands. In order to
have the Forest Centre holdout set the same size as the in situ holdout
Fig. 2. A subset of the stands and in situ plots used in this study. Hyytiälä forestry field station is located in the upper left corner by the Lake Kuivajärvi, marked with
a triangle. The AISA image was used as background raster visible between the buffered stands.
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set, 120 stands were picked from the AISA and Sentinel-2 datasets to the
Forest Centre holdout sets. The remaining 625 stands were left for
training. The stands in the holdout set were evenly distributed across
the study area and stands of different sizes were included (Fig. 2).
Only stands that had an area of at least 0.5 ha were used in the
study. In addition, the stands of the AISA and Sentinel-2 datasets were
downsized with 10-meter buffer before calculating the zonal mean re-
flectances so that possible spectral mixing was avoided. Furthermore, a
threshold value of 0.86 was set for LAI to exclude stands that were
logged between the acquisition of the remote sensing data (June 2017)
and the epoch of the used reference data (beginning of the year 2018).
In addition, a threshold value of 0.61 was set for NDVI (calculated from
hyperspectral data) to exclude stands with low vegetation corre-
sponding to non-forest (i.e., recently logged stands with little above-
ground biomass). Validation of the chosen thresholds was based on
visual analysis with the hyperspectral AISA image.
2.5.3. Estimations of forest variables
The estimations were performed separately for each forest variable
(Fig. 3): the training set was given to the machine learning regression
algorithm, which trained a predictive model. Then the features (zonal
mean reflectances) of a holdout set (Forest Centre or in situ) were given
to the trained model, which produced new estimations. The main tree
species estimations, however, differed from the other variables, as it
was a categorical variable. To make it compatible with regression
models, we combined it with species-specific information on basal area
and LAI by creating variables quantifying the basal areas and LAI values
for pine, spruce and broadleaved trees within each stand. These species-
specific values were given as target vectors to the regression algorithms.
The predicted dominant tree species was calculated from the estimated
species-specific values.
2.5.4. Accuracy assessment
A holdout set was utilized to evaluate the accuracy of the predic-
tions (Fig. 3) with the use of root-mean-square error (RMSE). In order to
compare the prediction performance between the forest variables of
interest, RMSE was normalized to the mean of the target vector of the
holdout set to obtain the relative root-mean-square error (rRMSE) that
was expressed as percentages. In addition, we computed relative bias as
the difference between the mean of the holdout set’s target vector and
the mean of the estimated values divided by the mean of the holdout
set’s target vector. The accuracy of successfully determining the correct
main tree species was presented as overall accuracy, calculated by di-
viding the number of correct predictions by the total number of data
points. We also calculated the coefficient of determination (R2) as the
square of the Pearson correlation coefficient between the holdout set
and estimated values.
3. Results
3.1. Evaluating with Forest Centre holdout set
The estimation accuracy differences between different combinations
of algorithms and datasets were small for all variables. In general, GPR
provided slightly better or equally good estimation accuracies for each
forest variable compared to SVR (Table 2). The best estimation accu-
racy was obtained for mean height (rRMSE=15%), with basal area
being the second best (rRMSE=17%). Leaf area index (LAI) and stem
biomass had poorer estimation accuracies (rRMSE 20% and 28%, re-
spectively).
The combination of GPR and AISA dataset had the smallest rRMSE
for estimating mean height and LAI (Table 2). The AISA dataset pro-
vided also the smallest rRMSE for basal area together with SVR. How-
ever, the difference in RMSE was very small (0.01m2/ha) to GPR and
AISA combination. GPR together with Sentinel-2 dataset provided the
smallest rRMSE for stem biomass.
Estimation maps of stem biomass, basal area and LAI using SVR
with Sentinel-2 dataset are given in Fig. 4.
Fig. 3. The analysis process: geopackage contains the data from the Finnish
Forest Centre, remote sensing data includes AISA and Sentinel-2 images, target
values are forest variable values, and feature values are the zonal mean re-
flectances for each stand.
Table 2
Relative and absolute root-mean-square errors of estimated forest variables for
support vector (SVR) and Gaussian process regression (GPR) algorithms. AISA
and Sentinel-2 correspond to the remote sensing images that were used to
compute the stand zonal mean reflectances to the used datasets. Also, relative
bias and coefficient of determination (R2) are given for each estimation.
AISA Sentinel-2
Forest variable SVR GPR SVR GPR
rRMSE
mean height 17% 15% 17% 17%
basal area 17% 17% 18% 18%
LAI 22% 20% 27% 25%
stem biomass 29% 28% 29% 28%
RMSE
mean height (m) 2.88 2.60 2.95 2.98
basal area (m2/ha) 3.84 3.85 4.01 3.93
LAI 0.72 0.66 0.86 0.80
stem biomass (t/ha) 22.50 21.78 22.33 21.46
Relative bias
mean height –3% –2% –3% –3%
basal area −2% 0% –2% 0%
LAI –2% 0% –3% 0%
stem biomass –6% –3% –5% –2%
R2
mean height 0.59 0.66 0.57 0.56
basal area 0.68 0.67 0.65 0.66
LAI 0.81 0.83 0.72 0.75
stem biomass 0.61 0.62 0.61 0.63
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The main tree species estimation was better for the stands that had a
clear dominant tree species compared to the results for all stands
(Table 3). Nearly all accuracies were close to or over 90%. Excellent
results were obtained when using the hyperspectral dataset and only
the stands where over 75% dominance was present: the accuracy
reached 100% for AISA data and LAI-based dominance.
Exclusions of stands with a species dominance below 75% decreased
the sample size from 120 stands by more than 50%; for estimations
based on basal area by 57% and based on LAI by 64%. The estimations
based on basal area provided the highest overall accuracy when the
species dominance was not taken into account and all holdout set
stands were used for evaluation. Using only the stands where over 75%
species dominance was present increased the overall accuracies. In
contrast to former, the estimations based on LAI provided the best ac-
curacies. The highest accuracies were obtained using the hyperspectral
AISA dataset.
3.2. Evaluating with in situ holdout set
The smallest rRMSE values were obtained for basal area and LAI
using the GPR and AISA combination (Table 4). The most accurate mean
height estimation was obtained using the same algorithm, but the Sen-
tinel-2 dataset. Mean height was estimated most accurately
(rRMSE=37%), whereas basal area had the second lowest rRMSE
(45%). Estimations of LAI had the highest rRMSE (65%). Overall, the
estimations evaluated with the in situ holdout set were less accurate than
Fig. 4. Estimation maps of stem biomass, basal area and LAI. The estimations were performed for Sentinel-2 pixels (10m resolution and 10 bands) with a support
vector regression model that was trained using Forest Centre stand-level data. Non-forest areas were masked out (black areas).
Table 3
Overall accuracy of the main tree species estimations for scenarios where
stand’s tree species dominance of over 75% is ignored and taken into account.
The abbreviations “BA” and “LAI” in parentheses correspond to basal area and
leaf area index, respectively.
AISA Sentinel-2
Forest variable SVR (%) GPR (%) SVR (%) GPR (%)
Species dominance ignored
main tree species (BA) 90 93 88 87
main tree species (LAI) 88 87 83 84
Over 75 % dominance present
main tree species (BA) 94 98 88 90
main tree species (LAI) 100 98 93 95
Table 4
Relative and absolute root-mean-square errors of estimated forest variables for
support vector (SVR) and Gaussian process regression (GPR) algorithms. AISA
and Sentinel-2 correspond to the remote sensing images that were used to
compute the stand and plot zonal mean reflectances to the used datasets. Also,
relative bias and coefficient of determination (R2) are given for each estimation.
AISA Sentinel-2
Forest variable SVR GPR SVR GPR
rRMSE
mean height 39% 39% 38% 37%
basal area 45% 45% 47% 48%
LAI 68% 65% 68% 71%
RMSE
mean height (m) 6.43 6.39 6.20 6.14
basal area (m2/ha) 8.79 8.66 9.06 9.28
LAI 1.72 1.65 1.72 1.80
Relative bias
mean height 7% 9% 10% 11%
basal area 25% 25% 28% 29%
LAI 46% 45% 50% 54%
R2
mean height 0.11 0.13 0.19 0.21
basal area 0.12 0.12 0.10 0.10
LAI 0.26 0.33 0.23 0.24
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estimations evaluated with the stand-level Forest Centre holdout set.
When evaluating with the in situ measurements, main tree species
were defined in the holdout set only based on basal area. The overall
accuracy of the main tree species estimation was close to 70% for each
dataset and algorithm combination (Table 5).
The dissimilarities between the Forest Centre data and the independent
in situ measurements are noticeable from the relative biases (Table 4). The
forest variable estimations evaluated using the in situ holdout set had
higher biases than the estimations evaluated with the Forest Centre
holdout set. Especially, the biases of LAI were clearly different.
4. Discussion
4.1. Estimation accuracies on stand-level
The relative root-mean-square errors were all good or at least sa-
tisfactory (rRMSE below 30%) for the forest variable estimations evaluated
with the Forest Centre holdout set. According to Uuttera et al. (2002),
from the perspective of practical forestry the accuracy requirement for
stand-level inventory is 10–20% (rRMSE) for mean height and 15–25%
(rRMSE) for basal area. In this respect, the estimations of this study were
successful. Moreover, the small relative biases were a proof of similarity
between training and holdout sets, and therefore the regression models did
not make incorrect assumptions on the data.
The estimation accuracies were very similar between the dataset
and algorithm combinations for mean height, basal area and stem
biomass, albeit small differences were noticeable especially between
the two algorithms. For instance, the rRMSE for stem biomass were the
same for AISA and Sentinel-2 datasets, with only differences in the
regression algorithm. In general, GPR was able to predict more accu-
rately. Also with LAI estimations, GPR provided the smallest rRMSE
values, but more importantly, the hyperspectral data clearly had an
effect on the estimations. The calculated LAI values depend on species-
specific values (e.g., SLA), and it is known that hyperspectral data is
capable of distinguishing different vegetation species (Féret and Asner,
2011). Based on this, it can be argued that the higher spectral resolution
of AISA data had a more positive effect to the LAI estimation accuracies
than the higher spatial resolution. In addition, as the estimation ac-
curacies were approximately the same for the other variables of interest
regardless of the used dataset, it follows that on stand-level, spatial
resolution does not have a significant effect, whereas spectral resolution
does, especially for variables with species-specific information. This
result is in line with what would be expected: as the used reflectances
were stand zonal mean values, the effect of higher spatial resolution
decreases, since the energy is averaged within the same area.
In addition, the main tree species estimations succeed very well on
stand-level. The estimation accuracies increased when we used the
stands, which had a species dominance of over 75%. For estimations
based on basal area and LAI, the increase was on average three and
eleven percentage points, respectively. When the species dominance
was not noticed, estimations based on basal area provided better ac-
curacies for each dataset and algorithm combination. On the other
hand, with the species dominance taken into account, estimations based
on LAI were better. The reason for this is probably the accuracy of the
reference data. According to the Finnish Forest Centre, basal area has
good accuracy (± 3m2/ha), but the accuracy of LAI, calculated using
allometric relations, is lower. Although by using only the stands with a
clear species dominance, we decreased the number of stands by more
than 50%. It is reasonable to use only the stands where a dominant
species can be found, since if no clear dominant species exists, one
cannot be meaningfully predicted. The hyperspectral AISA data pro-
vided better overall accuracies for all estimations of the dominant
species. In fact, species identification is known to be one of the appli-
cation examples of hyperspectral imaging systems (Féret and Asner,
2011; Piiroinen et al., 2015), as hundreds of narrow spectral bands help
to retrieve information from specific leaf constituents.
4.2. Estimation accuracies on plot-level
When evaluating with the in situ holdout set, the forest variable
estimations were made on plot-level. Compared to the stand-level
(chapter 4.1) estimations, the accuracies were lower. The estimation
accuracies of mean height, basal area, LAI and main tree species could
be compared between the two holdout sets. In general, the rRMSE va-
lues were considerably higher, and the biases were high for basal area
and LAI. The large biases showed that the training set and in situ
holdout set lacked similarity. In order to make the forest variable es-
timations to succeed, the training data ought to be comprehensive,
unbiased and similar with the holdout set (Hyvönen, 2002). In this
study, the training set can be considered as comprehensive, but it did
not share the same variable distribution as the in situ data. As a result,
the regression models ended up making incorrect assumptions on the
data, and we obtained poor estimation accuracies and large biases.
Especially LAI estimations had a large bias, which can be explained
with different LAI values. In the process of calculating effective LAI for
all stands, we only applied shoot-level clumping correction and left the
clumping caused by other structural levels unaccounted for. This
yielded to a slight overestimation of effective LAI values (Stenberg
et al., 2014). As these values were used in the training phase, the bias
on stand-level estimations was small and on plot-level large. Further-
more, the large bias of basal area estimations can be explained with
similar standard deviation but different mean between the training set
and in situ holdout set (data not shown).
The main tree species estimations were also poor compared to the
estimations evaluated with stand-level data. One issue was the fact that
we used only those plots that intersected the used stands. However,
some of the stands included several plots. Therefore, a misclassification
was unavoidable. In addition, the remote sensing data were from four
years later than the in situ measurements, thus adding a potential
source of errors to the analysis.
The stands in the forest data are delineated subjectively to be re-
latively homogeneous. However, local differences in reflectance and
transmittance within a stand are inevitable due to gaps in the canopy.
In boreal forests, the structure and optical properties of understory can
have a clear effect on the forest spectra that can vary due to, for ex-
ample, fertility type or moisture conditions of the local forest site
(Rautiainen et al., 2018). Our results indicate that a small number of in
situ plots that locate within larger stands were not representative of the
properties of a natural stand. The machine learning models trained with
the stand-level data produced poor estimates for the small in situ plots.
4.3. Comparison with similar studies
Very few research papers are available on estimating forest vari-
ables on stand-level in boreal forest using machine learning and passive
optical remote sensing data. Mutanen et al. (2016) used Gaussian
process regression to estimate tree height from stand-wise forest maps
and Landsat 8 image. Their study area was located near the Hyytiälä
forestry field station. They obtained RMSE of 5.06m for the tree height
estimations; the estimation accuracy was worse than our stand-level
estimation (RMSE=2.60m), but better than our estimation on plot-
Table 5
Overall accuracy of main tree species estimations, when using the independent
in situ measurements as the holdout set. The abbreviation “BA” refers to basal
area.
AISA Sentinel-2
Forest variable SVR (%) GPR (%) SVR (%) GPR (%)
main tree species (BA) 71 69 68 68
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level (RMSE=6.14m).
In Finland, stand-level estimations of forest structure variables uti-
lizing space- or airborne imagery were studied more in the beginning of
2000s (e.g., Anttila and Lehikoinen, 2002; Hyvönen, 2002; Maltamo
et al., 2003). At present, research concentrates on utilizing airborne
laser scanning (ALS) data. Tuominen et al. (2017) compared different
remote sensing data in the estimation of forest variables and found that
space- and airborne optical imagery together with 3D information from
ALS or digital aerial photogrammetry provided better accuracies than
the 2D imagery alone. They used the k-nearest neighbor (k-NN) method
for the forest variable estimations, and as field data, they utilized Na-
tional Forest Inventory (NFI) sample plots with a fixed radius of 9m. As
remote sensing data, they used features that coincided with the sample
plots. Using Landsat 8 data (bands 1–7), they obtained rRMSE of 34%
and 45% for mean height and basal area estimations, respectively. Our
best accuracies with spaceborne imagery were on stand-level 17% and
18%, and on plot-level 37% and 47%, respectively. Utilizing aerial
imagery (four spectral bands, 0.3 m spatial resolution) produced better
accuracy for mean height (rRMSE=31%) and slightly worse accuracy
for basal area (rRMSE=46%). Our values using airborne data (128
bands, 0.7m spatial resolution) were better: on stand-level 15% and
17%, and on plot-level 39% and 45%, respectively. However, the aerial
data we used had a higher spectral resolution. Hyvönen (2002) used
also the k-nearest neighbor method for forest variable estimations. He
studied stand-level forest variables using nonparametric kNN method,
Landsat TM imagery and forest inventory information. Comparable
variables from his study were mean height and basal area. For mean
height the rRMSE was 34% (RMSE=4.55m) and for basal area 41%
(RMSE=6.53m2/ha). These were weaker than the stand-level esti-
mations by us: rRMSE of 15% (RMSE=2.60m) and 17%
(RMSE=3.84 m2/ha), respectively. Anttila and Lehikoinen (2002)
estimated forest variables on stand-level with semiautomatic segmen-
tation in Finland, and found that rRMSE for mean height and basal area
were 17% (RMSE=3.2m) and 35% (RMSE=8.0 m2/ha), respec-
tively. These results were outperformed by our stand-level results.
Maltamo et al. (2003) determined stand characteristics using field data
and airborne video imagery. They developed a new method, which
combined pattern recognition of single trees from video imagery and
the theoretical diameter distribution to determine stand characteristics.
They obtained rRMSE of 19% (RMSE=3.64 m2/ha) for the basal area
estimations, which is poorer than our stand-level estimation accuracy.
The results of this study are in line with previous studies where
Gaussian process and support vector regression techniques have been
used together with earth observation data. GPR was able to provide
more accurate estimations than SVR also in previous studies (e.g.,
Pasolli et al., 2008; Verrelst et al., 2012b). Earlier studies have also
shown that GPR was computationally faster than SVR. With our im-
plementation, however, SVR turned out to be much faster. For example,
when evaluating with the Forest Centre holdout set, GPR was six times
slower in estimating basal area when the AISA dataset was used. There
were also differences in running durations between the forest variables.
The relative differences in time consumption between the two methods
compared to the earlier studies can be considered software-dependent.
For instance, Verrelst et al. (2012b) used Matlab implementation.
4.4. Study results compared to study objectives
Based on the previous Finnish studies, our forest structure variable
estimations were successful. The stand-level estimation accuracies were
good when compared to any previous study listed in this paper. The highest
accuracies in the reference data were for the mean height and basal area,
which were the same variables that were estimated with the lowest rRMSE.
The known accuracy, according to the Finnish Forest Centre, is for mean
height±2m and for basal area±3m2/ha. The other variables of interest
are modeled from the basic attributes and have lower accuracy. We esti-
mated all variables of interest with good or reasonable accuracy on stand-
level. In addition, this study showed that on stand-level the additional
value of hyperspectral data is related to variables with species-specific in-
formation. In general, Sentinel-2 data with 10-meter spatial resolution
provided similar accuracy compared to the hyperspectral data.
4.5. Stand- and plot-level differences
This study showed that plot-level data remains difficult to upscale to
stand-level data with reasonable accuracy, and practices on how the
stand- and plot-level data could be used interchangeably in forest
variable estimations require further research. Stand-level data is always
modeled in some way, and the most straightforward method to validate
forest variable estimations is using independent field measurements.
Stand-level estimations in this study, especially mean height, basal
area and LAI, were good. However, the rRMSE values for the plot-level
estimations were surprisingly large. This can be attributed to the dis-
similarities between the variable distributions of stand- and plot-level
data and possible spectral neighborhood effect. In addition, the tem-
poral differences between the used remote sensing data (summer 2017),
the independent field measurements (summer 2013) and the epoch of
the used forest data (beginning of the year 2018) possibly contributed
towards poor model transferability for both GPR and SVR models.
The reliability of the forest data is slightly unclear. The accuracy of
mean height and basal area are known to be good, but other data used
in this study, especially the variables depending on species-specific
stratum information, have weaker quality. Furthermore, updating of
the forest data is dependent on growth models and reports on occurred
forest operations. According to the Finnish Forest Centre, growth
modeling has weaker reliability in seeding stands than in more mature
stands. Fortunately, in this study the number of seeding stands was very
low. The growth models work well at least five years after a successful
inventory. As the area around Hyytiälä forestry field station was in-
ventoried in 2015, the growth modeling should be accurate, if all oc-
curred forest operations have been reported. Nevertheless, this study
has shown that the modeled stand data is difficult to compare with the
direct measurements of the in situ plots.
5. Conclusions
In this study, we performed estimations of forest variables on stand-
and plot-level including stem biomass, basal area, mean height, leaf
area index (LAI) and main tree species. The estimations were performed
using two machine learning regression algorithms; Gaussian process
(GPR) and support vector (SVR) regressions. The algorithms were
trained with stand-level data and evaluated with stand- and plot-level
holdout sets. In machine learning the representativeness of the training
data is in high value. In this study, the stand-level data was difficult to
compare with plot-level data, as the former is modeled data and the
latter is direct measurement. On stand-level, the algorithms showed
good performance, and proved themselves as potential tools for forest
variable estimation in the Finnish boreal forest. In general, GPR slightly
outperformed SVR. The estimations of main tree species, mean height
and basal area were the most accurate. We found that on stand-level
spatial resolution has smaller effect on forest variable estimation than
spectral resolution. Variables related to species-specific information,
i.e. main tree species and LAI, benefited from the higher spectral re-
solution.
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