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Abstract
We study the global convergence of policy optimization for finding the Nash equi-
libria (NE) in zero-sum linear quadratic (LQ) games. To this end, we first investi-
gate the landscape of LQ games, viewing it as a nonconvex-nonconcave saddle-point
problem in the policy space. Specifically, we show that despite its nonconvexity and
nonconcavity, zero-sum LQ games have the property that the stationary point of the
objective function with respect to the linear feedback control policies constitutes the
NE of the game. Building upon this, we develop three projected nested-gradient meth-
ods that are guaranteed to converge to the NE of the game. Moreover, we show that all
of these algorithms enjoy both globally sublinear and locally linear convergence rates.
Simulation results are also provided to illustrate the satisfactory convergence prop-
erties of the algorithms. To the best of our knowledge, this work appears to be the
first one to investigate the optimization landscape of LQ games, and provably show
the convergence of policy optimization methods to the Nash equilibria. Our work
serves as an initial step toward understanding the theoretical aspects of policy-based
reinforcement learning algorithms for zero-sum Markov games in general.
1 Introduction
Reinforcement learning (RL) (Sutton and Barto, 2018) has achieved sensational progress
recently in several prominent decision-making problems, e.g., playing the game of Go
(Silver et al., 2016, 2017) and playing real-time strategy games (OpenAI, 2018; Vinyals
et al., 2019). Interestingly, all of these problems can be formulated as zero-sum Markov
games involving two opposing players or teams. Moreover, their algorithmic frameworks
are all based upon policy optimization (PO) methods such as actor-critic (Konda and Tsit-
siklis, 2000) and proximal policy optimization (PPO) (Schulman et al., 2017), where the
policies are parametrized and iteratively updated. Such popularity of PO methods are
mainly attributed to the facts that: (i) they are easy to implement and can handle high-
dimensional and continuous action spaces; (ii) they can readily incorporate advanced
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optimization results to facilitate the algorithm design (Schulman et al., 2017, 2015; Mnih
et al., 2016). Moreover, empirically, some observations have shown that PO methods usu-
ally converge faster than value-based ones (Mnih et al., 2016; O’Donoghue et al., 2016).
In contrast to the tremendous empirical success, theoretical understanding of policy
optimization methods for the multi-agent RL settings (Littman, 1994; Hu and Wellman,
2003; Conitzer and Sandholm, 2007; Pe´rolat et al., 2016; Zhang et al., 2018b,a), especially
the zero-sum Markov game setting, lags behind. Although the convergence of policy
optimization algorithms to locally optimal policies has been established in the classical RL
setting with a single-agent/player (Sutton et al., 2000; Konda and Tsitsiklis, 2000; Kakade,
2002; Schulman et al., 2017; Papini et al., 2018; Zhang et al., 2019b), extending those
theoretical guarantees to Nash equilibrium (NE) policies, a common solution concept in
game theory also known as the saddle-point equilibrium (SPE) in the zero-sum setting
(Bas¸ar and Bernhard, 2008), suffers from the following two caveats.
First, since the players simultaneously determine their actions in the games, the decision-
making problem faced by each player becomes non-stationary. As a result, single-agent
algorithms fail to work due to lack of Markov property (Hernandez-Leal et al., 2017).
Second, with parametrized policies, the policy optimization for finding NE in a function
space is reduced to solving for NE in the policy parameter space, where the underlying
game is in general nonconvex-nonconcave. Since nonconvex optimization problems are
NP-hard (Murty and Kabadi, 1987) in the worst case, so is finding NE in nonconvex-
nonconcave saddle-point problems (Chen et al., 2017). In fact, it has been showcased
recently that vanilla gradient-based algorithms might have cyclic behaviors and fail to
converge to any NE (Balduzzi et al., 2018; Mazumdar and Ratliff, 2018; Adolphs et al.,
2019) in both zero-sum and general-sum games.
As an initial attempt in merging the gap between theory and practice, we study the
performance of PO methods on a simple but quintessential example of zero-sum Markov
games, namely, zero-sum linear quadratic (LQ) games. In LQ games, the system evolves
following linear dynamics controlled by both players, while the cost function is quadrat-
ically dependent on the states and joint control actions. Zero-sum LQ games find broad
applications inH∞-control for robust control synthesis (Bas¸ar and Bernhard, 2008; Zhang
et al., 2019a), and risk-sensitive control (Jacobson, 1973; Whittle, 1981). In fact, such an
LQ setting can be used for studying general continuous control problems with adversar-
ial disturbances/opponents, by linearizing the system of interest around the operational
point (Bas¸ar and Bernhard, 2008). Therefore, developing theory for the LQ setting may
provide some insights into the local property of the general control settings. Our study
is pertinent to the recent efforts on policy optimization for linear quadratic regulator
(LQR) problems (Fazel et al., 2018; Malik et al., 2018; Tu and Recht, 2018), a single-
player counterpart of LQ games. As to be shown later, LQ games are more challenging
to solve using PO methods, since they are not only nonconvex in the policy space for
one player (as LQR), but also nonconcave for the other. Compared to PO for LQR, such
nonconvexity-nonconcavity has caused technical difficulties in showing the stabilizing
properties along the iterations, an essential requirement for the iterative PO algorithms
to be feasible. Additionally, in contrast to the recent non-asymptotic analyses on gradi-
ent methods for nonconvex-nonconcave saddle-point problems (Nouiehed et al., 2019),
the objective function lacks smoothness in LQ games, as the main challenge identified in
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(Fazel et al., 2018) for LQR.
To address these technical challenges, we first investigate the optimization landscape
of LQ games, showing that the stationary point of the objective function constitutes the
NE of the game, despite its nonconvexity and nonconcavity. We then propose three
projected nested-gradient methods, which separate the updates into two loops with both
gradient-based iterations. Such a nested-loop update mitigates the inherent non-stationarity
of learning in games. The projection ensures the stabilizing property of the control along
the iterations. The algorithms are guaranteed to converge to the NE, with provably glob-
ally sublinear and locally linear rates.
Related Work. There is a huge body of literature on applying value-based methods to
solve zero-sum Markov games; see, e.g, (Littman, 1994; Lagoudakis and Parr, 2002; Conitzer
and Sandholm, 2007; Pe´rolat et al., 2016; Zhang et al., 2018c; Zou et al., 2019) and the
references therein. Specially, for the linear quadratic setting, Al-Tamimi et al. (2007) pro-
posed a Q-learning approximate dynamic programming approach. In contrast, the study
of PO methods for zero-sum Markov games is limited, which are either empirical without
any theoretical guarantees (Pinto et al., 2017), or developed only for the tabular setting
(Bowling and Veloso, 2001; Banerjee and Peng, 2003; Pe´rolat et al., 2018; Srinivasan et al.,
2018). Within the LQ setting, our work is related to the recent work on the global con-
vergence of policy gradient (PG) methods for LQR (Fazel et al., 2018; Malik et al., 2018).
However, our setting is more challenging since it concerns a saddle-point problem with
not only nonconvexity on the minimizer, but also nonconcavity on the maximizer.
Our work also falls into the realm of solving nonconvex-(non)concave saddle-point prob-
lems (Cherukuri et al., 2017; Rafique et al., 2018; Daskalakis and Panageas, 2018; Mer-
tikopoulos et al., 2019; Mazumdar et al., 2019; Jin et al., 2019), which has recently drawn
great attention due to the popularity of training generative adversarial networks (GANs)
(Heusel et al., 2017; Nagarajan and Kolter, 2017; Rafique et al., 2018; Lu et al., 2018).
However, most of the existing results are either for the nonconvex but concave minimax
setting (Grnarova et al., 2017; Rafique et al., 2018; Lu et al., 2018), or only have asymptotic
convergence results (Cherukuri et al., 2017; Heusel et al., 2017; Nagarajan and Kolter,
2017; Daskalakis and Panageas, 2018; Mertikopoulos et al., 2019). Two recent pieces of
results on non-asymptotic analyses for solving this problem have been established un-
der strong assumptions that the objective function is either weakly-convex and weakly-
concave (Lin et al., 2018), or smooth (Sanjabi et al., 2018; Nouiehed et al., 2019). How-
ever, LQ games satisfy neither of these assumptions. In addition, even asymptotically,
basic gradient-based approaches may not converge to (local) Nash equilibria (Mazumdar
et al., 2019; Jin et al., 2019), not even to stationary points, due to the oscillatory behaviors
(Mazumdar and Ratliff, 2018). In contrast to Mazumdar et al. (2019); Jin et al. (2019), our
results show the global convergence to actual NE (instead of any surrogate as local minimax
in Jin et al. (2019)) of the game.
Contribution. Our contribution is two-fold: i) we investigate the optimization land-
scape of zero-sum LQ games in the parametrized feedback control policy space, showing
its desired property that stationary points constitute the Nash equilibria; ii) we develop
projected nested-gradient methods that are proved to converge to the NE with globally
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sublinear and locally linear rates. We also provide several interesting simulation findings
on solving this problem with PO methods. To the best of our knowledge, for the first
time, policy-based methods are shown to converge to the global Nash equilibria in a class
of zero-sum Markov games, and also with convergence rate guarantees.
Notation. For any vector x ∈Rn and matrix Y ∈Rm×n, we use ‖x‖, ‖Y ‖, and ‖Y ‖F to denote
the Euclidean norm of x, the induced 2-norm, and the Frobenius norm of Y , respectively.
We use vec(Y ) ∈ Rmn to denote the vectorization of the matrix Y . For any symmetric
matrix M ∈ Rn×n, we use M ≥ 0 and M > 0 to denote the nonnegative-definiteness and
positive definiteness of M, respectively. For any set S , we use Sc to denote the comple-
ment set of S . For any square matrix A, we use ρ(A) to denote its spectral radius, i.e., the
largest absolute value of its eigenvalues, of matrix A. For any matrix M ∈ Rm×n, we use
σmin(M) and σmax(M) to denote its smallest and largest singular values, respectively. For
any real symmetric matrix M ∈ Rn×n, we use λmin(M) and λmax(M) to denote its smallest
and largest eigenvalues, respectively. We use ⊗ to denote the Kronecker product. For
any positive integer m, we use [m] to denote the set of integers {1, · · · ,m}. We use 0m×n to
denote the all-zero matrix with dimension m×n, and I to denote the identity matrix with
proper dimensions.
2 Background
Consider a zero-sum LQ game, where the system dynamics are characterized by a linear
dynamical system
xt+1 = Axt +But +Cvt,
where the system state is xt ∈ Rd , the control inputs of players 1 and 2 are ut ∈ Rm1
and vt ∈ Rm2 , respectively. The matrices satisfy A ∈ Rd×d , B ∈ Rd×m1 , and C ∈ Rd×m2 .
The objective of player 1 (player 2) is to minimize (maximize) the infinite-horizon value
function,
inf
{ut}t≥0
sup
{vt}t≥0
Ex0∼D
[ ∞∑
t=0
ct(xt,ut,vt)
]
= Ex0∼D
[ ∞∑
t=0
(x>t Qxt +u>t Ruut − v>t Rvvt)
]
, (2.1)
where x0 ∼ D is the initial state drawn from a distribution D, the matrices Q ∈ Rd×d ,
Ru ∈ Rm1×m1 , and Rv ∈ Rm2×m2 are all positive definite. If the solution to (2.1) exists and
the infimum and supremum in (2.1) can be interchanged, we refer to the solution value
in (2.1) as the value of the game.
To investigate the property of the solution to (2.1), we first introduce the generalized
algebraic Riccati equation (GARE) as follows
P ∗ = A>P ∗A+Q −
[
A>P ∗B A>P ∗C
][Ru +B>P ∗B B>P ∗C
C>P ∗B −Rv +C>P ∗C
]−1 [
B>P ∗A
C>P ∗A
]
, (2.2)
where P ∗ denotes the minimal non-negative definite solution to (2.2). Under some stan-
dard assumptions to be specified shortly, the value exists and can be characterized by a
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matrix P ∗ ∈Rd×d (Bas¸ar and Bernhard, 2008) satisfying
∀ x0 ∈Rd , x>0 P ∗x0 = inf{ut}t≥0 sup{vt}t≥0
∞∑
t=0
ct(xt,ut,vt) = sup
{vt}t≥0
inf
{ut}t≥0
∞∑
t=0
ct(xt,ut,vt). (2.3)
Moreover, there exists a pair of linear feedback stabilizing polices that attain the equality
in (2.3), i.e., the optimal actions {u∗t }t≥0 and {v∗t }t≥0 in (2.1) can be written as
u∗t = −K∗xt, v∗t = −L∗xt, (2.4)
where K∗ ∈ Rm1×d and L∗ ∈ Rm2×d are called the control gain matrices for the minimizer
and the maximizer, respectively. The values of K∗ and L∗ can be given by
K∗ =[Ru +B>P ∗B−B>P ∗C(−Rv +C>P ∗C)−1C>P ∗B]−1
× [B>P ∗A−B>P ∗C(−Rv +C>P ∗C)−1C>P ∗A], (2.5)
L∗ =[−Rv +C>P ∗C −C>P ∗B(Ru +B>P ∗B)−1B>P ∗C]−1
× [C>P ∗A−C>P ∗B(Ru +B>P ∗B)−1B>P ∗A]. (2.6)
Since the controller pair (K∗,L∗) achieves the value (2.3) for any x0, the value of the game
is thus Ex0∼D
(
x>0 P ∗x0
)
. Now we introduce the following assumption that guarantees the
arguments above to hold.
Assumption 2.1. The following conditions hold: i) there exists a minimal positive def-
inite solution P ∗ to the GARE (2.2) that satisfies Rv − C>P ∗C > 0; ii) L∗ satisfies Q −
(L∗)>RvL∗ > 0.
The condition i) in Assumption 2.1 is a standard sufficient condition that ensures the
existence of the value of the game (Bas¸ar and Bernhard, 2008; Al-Tamimi et al., 2007;
Stoorvogel and Weeren, 1994). In addition, condition ii) leads to the saddle-point prop-
erty of the control pair (K∗,L∗), i.e., the controller sequence ({u∗t }t≥0, {v∗t }t≥0) generated by
(2.4) constitutes the NE of the game (2.1), which is also unique. We formally state the
arguments regarding (2.2)-(2.6) in the following lemma, whose proof is deferred to §B.1.
Lemma 2.2. Under Assumption 2.1 i), for any x0 ∈Rd , the value of the minimax game
inf
{ut}t≥0
sup
{vt}t≥0
∞∑
t=0
ct(xt,ut,vt) (2.7)
exists, i.e., (2.3) holds, and (K∗,L∗) is stabilizing. Furthermore, under Assumption 2.1 ii),
the controller sequence ({u∗t }t≥0, {v∗t }t≥0) generated from (2.4) constitutes the saddle-point
of (2.7), i.e., the NE of the game, and it is unique.
Lemma 2.2 implies that the solution to (2.1) can be found by searching for (K∗,L∗) in
the matrix space Rm1×d ×Rm2×d , given by (2.5)-(2.6) for some P ∗ > 0 satisfying (2.2). Next,
we aim to develop policy optimization methods that provably converge to the NE (K∗,L∗).
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3 Policy Gradient and Landscape
By Lemma 2.2, we focus on finding the state feedback policies of players parameterized
by ut = −Kxt, and vt = −Lxt, such that ρ(A − BK − CL) < 1. Accordingly, we denote the
corresponding expected cost in (2.1) as
C(K,L) := Ex0∼D
{ ∞∑
t=0
[
x>t Qxt + (Kxt)>Ru(Kxt)− (Lxt)>Rv(Lxt)
]}
.
Also, define PK,L as the unique solution to the Lyapunov equation
PK,L =Q+K
>RuK −L>RvL+ (A−BK −CL)>PK,L(A−BK −CL). (3.1)
Then for any stablilizing control pair (K,L), it follows that C(K,L) = Ex0∼D
(
x>0 PK,Lx0
)
.Also,
we define ΣK,L as the state correlation matrix, i.e., ΣK,L := Ex0∼D
∑∞
t=0xtx
>
t . Our goal is to
find the NE (K∗,L∗) using policy optimization methods that solve the following minimax
problem
min
K
max
L
C(K,L) (3.2)
such that for any K ∈Rm1×d and L ∈Rm2×d , C(K∗,L) ≤ C(K∗,L∗) ≤ C(K,L∗).
As has been recognized in Fazel et al. (2018) that the LQR problem is nonconvex with
respect to (w.r.t.) the control gain K , we note that in general, for some given L (or K),
the minimization (or maximization) problem is not convex (or concave). This has in fact
caused the main challenge for the design of equilibrium-seeking algorithms for zero-sum
LQ games. We formally state this in the following lemma, which is proved in §B.2.
Lemma 3.1 (Nonconvexity-Nonconcavity of C(K,L)). Define a subset Ω ⊂Rm2×d as
Ω :=
{
L ∈Rm2×d : Q −L>RvL > 0
}
. (3.3)
Then there exists L ∈ Ω such that minK C(K,L) is a nonconvex minimization problem;
there exists K such that maxL∈ΩC(K,L) is a nonconcave maximization problem.
To facilitate the algorithm design, we establish the explicit expression of the policy
gradient w.r.t. the parameters K and L in the following lemma, with a proof provided in
§B.3.
Lemma 3.2 (Policy Gradient Expression). The policy gradients of C(K,L) have the form
∇KC(K,L) = 2[(Ru +B>PK,LB)K −B>PK,L(A−CL)]ΣK,L (3.4)
∇LC(K,L) = 2[(−Rv +C>PK,LC)L−C>PK,L(A−BK)]ΣK,L. (3.5)
To study the landscape of this nonconvex-nonconcave problem, we first examine the
property of the stationary points of C(K,L), which are the points that gradient-based
methods converge to.
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Lemma 3.3 (Stationary Point Property). For a stabilizing control pair (K,L), i.e., ρ(A −
BK −CL) < 1, suppose ΣK,L is full-rank and (−Rv +C>PK,LC) is invertible. If ∇KC(K,L) =
∇LC(K,L) = 0 and the induced matrix PK,L defined in (3.1) is positive definite, then (K,L)
constitutes the control gain pair at the Nash equilibrium.
Lemma 3.3, proved in §B.4, shows that the stationary point of C(K,L) suffices to char-
acterize the NE of the game under certain conditions. In fact, for ΣK,L to be full-rank, it
suffices to let Ex0∼Dx0x
>
0 be full-rank, i.e., to use a random initial state x0 whose covari-
ance matrix is non-degenerate. This can be easily satisfied in practice.
4 Policy Optimization Algorithms
In this section, we propose three PO methods, based on policy gradients, to find the global
NE of the LQ game. In particular, we develop nested-gradient (NG) methods, which first
solve the inner optimization by policy-gradient methods, and then use the stationary-
point solution to perform gradient-update for the outer optimization. One way to solve
for the NE is to directly address the minimax problem (2.1). Success of this procedure, as
pointed out in Fazel et al. (2018) for LQR, requires the stability guarantee of the system
along the outer policy-gradient updates. However, unlike LQR, it is not clear so far if
there exists a stepsize and/or condition on K that ensures such stability of the system
along the outer-loop policy-gradient update. Instead, if we solve the maximin problem,
which has the same value as (2.1) (see Lemma 2.2), then a simple projection step on the
iterate L, as to be shown later, can guarantee the stability of the updates. Therefore, we
aim to solve maxLminK C(K,L).
For some given L, the inner minimization problem becomes an LQR problem with
equivalent cost matrix Q˜L = Q − L>RvL, and state transition matrix A˜L = A −CL. Moti-
vated by Fazel et al. (2018), we propose to find the stationary point of the inner problem,
since the stationary point suffices to be the global optimum under certain conditions (see
Corollary 4 in Fazel et al. (2018)). Let the stationary-point solution be K(L). By setting
∇KC(K,L) = 0 and by Lemma 3.2, we have
K(L) = (Ru +B>PK(L),LB)−1B>PK(L),L(A−CL). (4.1)
We then substitute (4.1) into (3.1) to obtain the Riccati equation for the inner problem:
PK(L),L = Q˜L + A˜
>
L PK(L),LA˜L − A˜>L PK(L),LC(Ru +B>PK(L),LB)−1C>PK(L),LA˜L. (4.2)
Note that as in Fazel et al. (2018), K(L) can be obtained using gradient-based algorithms.
For example, one can use the basic policy gradient update in the inner-loop, i.e.,
K ′ = K −α∇KC(K,L) = K − 2α[(Ru +B>PK,LB)K −B>PK,LA˜L]ΣK,L, (4.3)
where α > 0 denotes the stepsize, PK,L denotes the solution to (3.1) for given (K,L), and
∇KC(K,L) denotes the partial gradient w.r.t. K given in (3.4). Alternatively, one can also
use the approximate second-order information to accelerate the update, which yields the
natural policy gradient update
K ′ = K −α∇KC(K,L)Σ−1K,L = K − 2α[(Ru +B>PK,LB)K −B>PK,LA˜L], (4.4)
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that utilizes the Fisher’s information, and the Gauss-Newton update
K ′ = K −α(Ru +B>PK,LB)−1∇KC(K,L)Σ−1K,L
= K − 2α(Ru +B>PK,LB)−1[(Ru +B>PK,LB)K −B>PK,LA˜L]. (4.5)
Suppose K(L) in (4.1) can be obtained, regardless of the algorithms used. Then, we
substitute K(L) back to the gradient of C˜(L) := C(K(L),L) to obtain the nested-gradient:
∇LC˜(L) = ∇LC(K(L),L)
= 2
{[
−Rv +C>PK(L),LC −C>PK(L),LB(Ru +B>PK(L),LB)−1B>PK(L),LC
]
L
−C>PK(L),L
[
A−B(Ru +B>PK(L),LB)−1B>PK(L),LA
]}
ΣK(L),L,
where ∇LC˜(L) denotes the nested-gradient for the outer-loop. Note that the stationary-
point condition of the outer-loop that ∇LC˜(L) = 0 is identical to that of ∇LC(K(L),L) = 0,
since
∇LC˜(L) = ∇LC(K(L),L) +∇LK(L) · ∇KC(K(L),L) = ∇LC(K(L),L),
where ∇KC(K(L),L) = 0 by definition of K(L). Thus, the convergent point (K(L),L) that
makes ∇LC˜(L) = 0 satisfy both conditions ∇KC(K(L),L) = 0 and ∇LC(K(L),L) = 0, which
implies from Lemma 3.3 that the convergent control pair (K(L),L) constitutes the Nash
equilibrium.
Thus, we propose the following projected nested-gradient update in the outer-loop to
find the pair (K(L),L):
Projected Nested-Gradient: L′ = PGDΩ [L+ η∇LC˜(L)], (4.6)
whereΩ is some convex set in Rm2×d , and PGDΩ [·] is the projection operator ontoΩ that is
defined as
PGDΩ [˜L] = argmin
L∈Ω
Tr
[(
L− L˜
)(
L− L˜
)>]
, (4.7)
i.e., the minimizer of the distance between L˜ and L in Frobenius norm. It is assumed
that the set Ω is large enough such that it contains the Nash equilibrium (K∗,L∗). Under
Assumption 2.1, there exists a constant ζ with 0 < ζ < σmin(Q˜L∗), with one example of Ω
that serves the purpose is
Ω :=
{
L ∈Rm2×d |Q −L>RvL ≥ ζ · I
}
, (4.8)
which contains L∗ at the NE. Thus, the projection does not exclude the convergence to the
NE. The following lemma, proved in §B.5, shows that Ω is indeed convex and compact.
Lemma 4.1. The subset Ω ⊂Rm2×d defined in (4.8) is a convex and compact set.
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The projection is mainly for the purpose of theoretical analysis, and is not necessarily
used in the implementation of the algorithm in practice. In fact, the simulation results
in §7 show that the algorithms converge without this projection in many cases. Such a
projection is also implementable, since the set to project on is convex, and the constraint is
directly imposed on the policy parameter iterate L (not on some derivative quantities, e.g.,
PK(L),L). Similarly, we develop the following projected natural nested-gradient update:
Projected Natural Nested-Gradient: L′ = PNGΩ
[
L+ η∇LC˜(L)Σ−1K(L),L
]
, (4.9)
where the projection operator PNGΩ [·] for natural nested-gradient is defined as
PNGΩ [˜L] = argmin
Lˇ∈Ω
Tr
[(
Lˇ− L˜
)
ΣK(L),L
(
Lˇ− L˜
)>]
. (4.10)
Here a weight matrix ΣK(L),L is added for the convenience of subsequent theoretical anal-
ysis. We note that the weight matrix ΣK(L),L depends on the current iterate L in (4.9).
Moreover, we can develop the projected nested-gradient algorithm with precondi-
tioning matrices. For example, if we assume that Rv −C>PK(L),LC is positive definite, and
define
WL = R
v −C>
[
PK(L),L − PK(L),LB(Ru +B>PK(L),LB)−1B>PK(L),L
]
C, (4.11)
we obtain the projected Gauss-Newton nested-gradient update
Projected Gauss-Newton Nested-Gradient:
L′ = PGNΩ
[
L+ ηW −1L ∇LC˜(L)Σ−1K(L),L
]
, (4.12)
where the projection operator PGNΩ [·] is defined as
PGNΩ [˜L] = argmin
Lˇ∈Ω
Tr
[
W 1/2L
(
Lˇ− L˜
)
ΣK(L),L
(
Lˇ− L˜
)>
W 1/2L
]
. (4.13)
The weight matrices ΣK(L),L and WL both depend on the current iterate L in (4.12).
Based on the updates above, it is straightforward to develop model-free versions of
NG algorithms using sampled data. In particular, we propose to first use zeroth-order
optimization algorithms to find the stationary point of the inner LQR problem after a fi-
nite number of iterations. Since the Gauss-Newton update cannot be estimated via sam-
pling, only the PG and natural PG updates are converted to model-free versions. The
approximate stationary point is then substituted into the outer-loop to perform the pro-
jected (natural) NG updates. Details of our model-free version updates are provided in
§A. Building upon our theory next, high-probability convergence guarantees for these
model-free counterparts can be established as in the LQR setting in Fazel et al. (2018).
5 Convergence Results
We start by showing the convergence results for the inner optimization problem as fol-
lows, which establishes the globally linear convergence rates of the inner-loop policy gra-
dient updates in (4.3)-(4.5).
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Proposition 5.1 (Global Convergence Rate of Inner-Loop Update). Suppose Ex0∼Dx0x
>
0 >
0 and Assumption 2.1 holds. For any L ∈Ω, whereΩ is defined in (3.3), it follows that: i)
the inner-loop LQR problem always admits a solution, with a positive definite PK(L),L and
a stabilizing control pair (K(L),L); ii) there exists a constant stepsize α > 0 for each of the
updates (4.3)-(4.5) such that the generated control pair sequences {(Kτ ,L)}τ≥0 are always
stabilizing; iii) the updates (4.3)-(4.5) enables the convergence of the cost value sequence
{C(Kτ ,L)}τ≥0 to the optimum C(K(L),L) with linear rate.
Proof of Proposition 5.1, deferred to §6.2, primarily follows that for Theorem 7 in
Fazel et al. (2018). However, we provide additional stability arguments for the control
pair (Kτ ,L) as the inner loop update proceeds.
We then establish the global convergence of the projected NG updates (4.6), (4.9), and
(4.12). Before we state the results, we define the gradient mapping for all three projection
operators PGNΩ ,P
NG
Ω , and P
GD
Ω at any L ∈Ω as follows
Gˆ∗L :=
PGNΩ
[
L+ ηW −1L ∇LC˜(L)Σ−1K(L),L
]
−L
2η
G˜∗L :=
PNGΩ
[
L+ η∇LC˜(L)Σ−1K(L),L
]
−L
2η
Gˇ∗L :=
PGDΩ
[
L+ η∇LC˜(L)]
]
−L
2η
. (5.1)
Note that gradient mappings have been commonly adopted in the analysis of projected
gradient descent methods in constrained optimization (Nesterov, 2013).
Theorem 5.2 (Global Convergence Rate of Outer-Loop Update). Suppose Ex0∼Dx0x
>
0 > 0,
Assumption 2.1 holds, and the initial maximizer control L0 ∈ Ω, where Ω is defined
in (4.8). Then it follows that: i) at iteration t of the projected NG updates (4.6), (4.9),
and (4.12), the inner-loop updates (4.3)-(4.5) converge to K(Lt) with linear rate; ii) the
control pair sequences {(K(Lt),Lt)}t≥0 generated from (4.6), (4.9), and (4.12) are always
stabilizing (regardless of the stepsize choice η); iii) with proper choices of the stepsize η,
the updates (4.6), (4.9), and (4.12) all converge to the Nash equilibrium (K∗,L∗) of the zero-
sum LQ game (3.2) with O(1/t) rate, in the sense that the sequences
{
t−1
∑t−1
τ=0
∥∥∥Gˆ∗Lτ∥∥∥2}t≥1,{
t−1
∑t−1
τ=0
∥∥∥G˜∗Lτ∥∥∥2}t≥1, and {t−1∑t−1τ=0 ∥∥∥Gˇ∗Lτ∥∥∥2}t≥1 all converge to zero with O(1/t) rate.
Since Ω ⊂ Ω, the first two arguments follow directly from Proposition 5.1. The last
argument shows that the iterate (K(Lt),Lt) generated from the projected NG updates con-
verges with a sublinear rate. Detailed proof of Theorem 5.2 is provided in §6.3.
Due to the nonconvexity-nonconcavity of the problem (see Lemma 3.1), our result
is pertinent to the recent work on finding a first-order stationary point for nonconvex-
nonconcave minimax games under the Polyak-Łojasiewicz (PŁ)-condition for one of the
players (Sanjabi et al., 2018). Interestingly, the LQ games considered here also satisfy
the one-sided PŁ-condition in Sanjabi et al. (2018), since for a given L ∈ Ω, the inner
problem is an LQR, which enables the use of Lemma 11 in Fazel et al. (2018) to show
this. However, as recognized by Fazel et al. (2018) for LQR problems, the main challenge
of the LQ games here in contrast to the minimax game setting in Sanjabi et al. (2018) is
coping with the lack of smoothness in the objective function.
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ThisO(1/t) rate matches the sublinear convergence rate to first-order stationary points,
instead of (local) Nash equilibrium, in Sanjabi et al. (2018); Nouiehed et al. (2019). In con-
trast, by the landscape of zero-sum LQ games shown in Lemma 3.3, our convergence is to
the global NE of the game, if the projection is not effective at the accumulation point. In
fact, in this case, the convergence rate can be improved to be linear, as to be introduced
next in Theorem 5.3. In addition, our rate also matches the (worst-case) global conver-
gence rate of gradient descent and second-order algorithms for nonconvex optimization,
either under the smoothness assumption of the objective (Cartis et al., 2010, 2017), or for
a certain class of non-smooth objectives (Khamaru and Wainwright, 2018).
Compared to Fazel et al. (2018), the nested-gradient algorithms cannot be shown to
have globally linear convergence rates so far, owing to the additional nonconcavity on L
added to the standard LQR problems. Nonetheless, the PŁ property of the LQ games still
enables linear convergence rate near the Nash equilibrium. We formally establish the
local convergence results in the following theorem, whose proof is provided in §6.4.
Theorem 5.3 (Local Convergence Rate of Outer-Loop Update). Under the conditions of
Theorem 5.2, the projected NG updates (4.6), (4.9), and (4.12) all have locally linear con-
vergence rates around the Nash equilibrium (K∗,L∗) of the LQ game (3.2), in the sense
that the cost value sequence {C(K(Lt),Lt)}t≥0 converges to C(K∗,L∗), and the nested gradi-
ent norm square sequence {‖∇LC˜(Lt)‖2}t≥0 converges to zero, both with linear rates.
Theorem 5.3 shows that when the proposed NG updates (4.6), (4.9), and (4.12) get
closer to the NE (K∗,L∗), the local convergence rates can be improved from sublinear
(see Theorem 5.2) to linear. This resembles the convergence property of (Quasi)-Newton
methods for nonconvex optimization, with globally sublinear and locally linear conver-
gence rates. To the best of our knowledge, this appears to be the first such result on
equilibrium-seeking for nonconvex-nonconcave minimax games, even with the smooth-
ness assumption as in Sanjabi et al. (2018).
We note that for the class of zero-sum LQ games that Assumption 2.1 ii) fails to hold,
there may not exists a setΩ of the form (4.8) that contains the NE (K∗,L∗). Even then, our
global convergence results in Proposition 5.1 and Theorem 5.2 still hold. This is because
the convergence is established in the sense of gradient mappings. However, this may
invalidate the statements on local convergence in Theorem 5.3, as the proof relies on the
ineffectiveness of the projection operator.
6 Proofs of Main Results
In this section, we provide proofs for the main results on the convergence of the nested-
gradient algorithms stated in §5.
For notational convenience, we (re-)define the following functions
value: VK,L(x) = x
>PK,Lx,
action-value: QK,L(x,u,v) = x
>Qx+u>Ruu − v>Rvv +VK,L(Ax+Bu +Cv),
advantage: AK,L(x,u,v) =QK,L(x,u,v)−VK,L(x).
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Also, we define
EK,L = (R
u +B>PK,LB)K −B>PK,L(A−CL), (6.1)
FK,L = (−Rv +C>PK,LC)L−C>PK,L(A−BK), (6.2)
µ = σmin
(
Ex0∼Dx0x
>
0
)
, ν = σmin
(
WL∗
)
, (6.3)
where we recall the definitions of PK,L andWL in (3.1) and (4.11), respectively. To simplify
the notation, we denote ζK(L),L by ζ∗L, for any notation ζK,L, for example, VK,L, QK,L, AK,L,
PK,L, etc.
6.1 Auxiliary Lemmas
To proceed with the analysis, we first establish several lemmas that are useful in the en-
suing analysis. The first lemma links the value function VK,L and the advantage function
AK,L, when varying K and L, which plays a similar role as Lemma 7 in Fazel et al. (2018).
Lemma 6.1 (Cost Difference Lemma). Suppose both (K,L) and (K ′,L′) are stabilizing. Let
{x′t}t≥0 and {(u′t,v′t)}t≥0 be the sequences of state and action pairs generated by (K ′,L′), i.e.,
starting from x′0 = x and satisfying u′t = −K ′x′t, v′t = −L′x′t. Then, it follows that
VK ′ ,L′ (x)−VK,L(x) =
∑
t≥0
AK,L(x
′
t,u
′
t,v
′
t). (6.4)
Moreover, we have
AK,L(x,−K ′x,−L′x) =2x>(K ′ −K)>EK,Lx+ x>(K ′ −K)>(Ru +B>PK,LB)(K ′ −K)x
+ 2x>(L′ −L)>FK,Lx+ x>(L′ −L)>(−Rv +C>PK,LC)(L′ −L)x
+ 2x>(L′ −L)>C>PK,LB(K ′ −K)x. (6.5)
Proof. Let the sequence of costs generated under (K ′,L′) be denoted by c′t. Then
VK ′ ,L′ (x)−VK,L(x) =
∑
t≥0
c′t −VK,L(x) =
∑
t≥0
[
c′t +VK,L(x′t)−VK,L(x′t)
]
−VK,L(x)
=
∑
t≥0
[
c′t +VK,L(x′t+1)−VK,L(x′t)
]
=
∑
t≥0
AK,L(x
′
t,u
′
t,v
′
t).
Thus, we establish the first argument.
Moreover, for the second claim, let u = −K ′x and v = −L′x. Then
AK,L(x,u,v) =QK,L(x,u,v)−VK,L(x)
= x>
[
Q+ (K ′)>RuK ′ − (L′)>RvL′
]
x+ x>(A−BK ′ −CL′)>PK,L(A−BK ′ −CL′)x −VK,L(x)
= 2x>(K ′ −K)>
[
(Ru +B>PK,LB)K −B>PK,L(A−CL)
]
x+ x>(K ′ −K)>(Ru +B>PK,LB)
· (K ′ −K)x+ 2x>(L′ −L)>
[
(−Rv +C>PK,LC)L−C>PK,L(A−BK)
]
x
+ 2x>(L′ −L)>C>PK,LB(K ′ −K)x+ x>(L′ −L)>(−Rv +C>PK,LC)(L′ −L)x
= 2x>(K ′ −K)>EK,Lx+ x>(K ′ −K)>(Ru +B>PK,LB)(K ′ −K)x+ 2x>(L′ −L)>FK,Lx
+ x>(L′ −L)>(−Rv +C>PK,LC)(L′ −L)x+ 2x>(L′ −L)>C>PK,LB(K ′ −K)x,
which completes the proof.
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For any L ∈Ω, recall that P ∗L is the solution to the inner-loop Riccati equation (4.2), and
K(L) is the stationary point solution defined in (4.1). We have the following properties of
P ∗L and K(L).
Lemma 6.2 (Optimality of K(L) and Boundedness of P ∗L). Suppose ΣK,L is full-rank for
any K and L. Recall the definition of Ω in (3.3). Then under Assumption 2.1, for any L ∈
Ω, the inner-loop Riccati equation (4.2) always admits a solution P ∗L > 0, and the control
pair (K(L),L) is stabilizing. Moreover, for any x ∈ Rd , V ∗L(x) ≤ VK˜,L(x) for any K˜ ∈ Rm1×d .
Taking expectation on both sides further yields that C(K(L),L) ≤ C(K˜,L). In addition, P ∗L is
bounded and satisfies Q −L>RvL ≤ P ∗L ≤ P ∗, which implies that C(K(L),L) ≤ C(K∗,L∗).
Proof. Since Q˜L =Q −L>RvL > 0, it follows that (A˜L, Q˜L) is observable. Moreover, Lemma
2.2 shows the existence of the saddle-point (K∗,L∗), which implies that for any L ∈Ω and
any x0 ∈Rd
VK∗,L(x0) ≤ VK∗,L∗(x0) <∞, (6.6)
which further implies that 0 ≤ PK∗,L ≤ PK∗,L∗ . Thus, for the inner LQR problem with any
L ∈Ω, there always exists a stabilizing controlK∗, i.e., (A˜L,B) is always stabilizable (Kwak-
ernaak and Sivan, 1972). Hence, by Proposition 4.4.1 in Bertsekas (2005), we know that
the inner-loop Riccati equation (4.2) always admits a solution P ∗L > 0, and the control pair
(K(L),L) is stabilizing. Moreover, K(L) yields the optimal cost, i.e.,
VK(L),L(x0) ≤ VK˜,L(x0), (6.7)
for any K . Taking expectation over (6.7) on x0 ∼ D yields C(K(L),L) ≤ C(K˜,L).
Furthermore, combining (6.6) and (6.7) yields
VK(L),L(x0) ≤ VK∗,L(x0) ≤ VK∗,L∗(x0), (6.8)
for any x0. As a result, we have P ∗L ≤ P ∗. Taking expectation over (6.8) further givesC(K(L),L) ≤ C(K∗,L∗). Also, since P ∗L is a solution to Lyapunov equation
P ∗L = Q˜L +K>RuK + [A˜L −BK(L)]>P ∗L[A˜L −BK(L)],
it holds that P ∗L ≥QL, which completes the proof.
Moreover, we also need the following lemma that characterizes the property of the
projection operator in the projected NG updates (4.6), (4.9), and (4.12). The proof of the
lemma is provided in §B.6.
Lemma 6.3. For any L1,L2 ∈ Rm2×d , the projection operators defined in (4.7), (4.10), and
(4.13) at iterate L have the following properties:
Tr
[(
L1 −L2
)
Σ∗L
(
PGNΩ [L1]−PGNΩ [L2]
)>
WL
]
≥ Tr
[(
PGNΩ [L1]−PGNΩ [L2]
)
Σ∗L
(
PGNΩ [L1]−PGNΩ [L2]
)>
WL
]
,
Tr
[(
L1 −L2
)
Σ∗L
(
PNGΩ [L1]−PNGΩ [L2]
)>] ≥ Tr[(PNGΩ [L1]−PNGΩ [L2])Σ∗L(PNGΩ [L1]−PNGΩ [L2])>],
Tr
[(
L1 −L2
)(
PGDΩ [L1]−PGDΩ [L2]
)>] ≥ Tr[(PGDΩ [L1]−PGDΩ [L2])(PGDΩ [L1]−PGDΩ [L2])>].
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Another important result used later is the continuity of P ∗L w.r.t. L, for any L ∈ Ω,
whose proof is deferred to §B.7.
Lemma 6.4. For any L ∈ Ω, let P ∗L > 0 be the solution to the inner-loop Riccati equation
(4.2). Then P ∗L is a continuous function w.r.t L.
Similarly, we also establish the following lemma on the continuity of the correlation
matrix ΣK,L and PK,L w.r.t. K and L, respectively.
Lemma 6.5. For any stabilizing control pair (K,L), the correlation matrix ΣK,L, and the
solution PK,L to Lyapunov equation (3.1) are both continuous w.r.t. K and L.
Proof. For stabilizing (K,L), ΣK,L is the unique solution to the Lyapunov equation
(A−BK −CL)ΣK,L(A−BK −CL)> +Σ0 = ΣK,L, (6.9)
where we denote Ex0∼Dx0x
>
0 > 0 by Σ0. By vectorizing both sides, we can rewrite (6.9) as
Ψ
(
vec(ΣK,L),K,L
)
= vec(ΣK,L),
where the operator Ψ :Rd
2 ×Rm1×d ×Rm2×d →Rd2 is defined as
Ψ
(
vec(ΣK,L),K,L
)
:=
[
(A−BK −CL)⊗ (A−BK −CL)
]
· vec(ΣK,L) + vec(Σ0).
Notice that
∂
[
Ψ
(
vec(ΣK,L),K,L
)
− vec(ΣK,L)
]
∂vec>(ΣK,L)
=
[
(A−BK −CL)⊗ (A−BK −CL)
]
− I,
which is invertible for stabilizing (K,L), since the eigenvalues of
[
(A−BK −CL)⊗ (A−BK −
CL)
]
have absolute values smaller than one. Hence, by the implicit function theorem
(Krantz and Parks, 2012), vec(ΣK,L) is continuously differentiable, and also continuous,
w.r.t. K and L, which completes the proof. The proof for PK,L is almost identical, which is
omitted here for brevity.
In addition, recalling the definition of Ω in (4.8), we have Ω ⊂Ω. Hence, by Lemma
6.2, for any L ∈Ω, P ∗L exists and (K(L),L) is stabilizing. Hence, Σ∗L also exists. We can then
bound the spectral norm of P ∗L and Σ∗L. Also, since P ∗L ≤ P ∗, we can also bound WL (see
definition in (4.11)) as follows.
Lemma 6.6 (Bounds for ‖PK,L‖,‖ΣK,L‖, and WL). Recalling the definition of Ω in (4.8) as
Ω :=
{
L ∈Rm2×d |Q −L>RvL ≥ ζ · I
}
,
it follows that for any L ∈Ω and any K that makes (K,L) stabilizing
‖PK,L‖ ≤ C(K,L)/µ, ‖ΣK,L‖ ≤ C(K,L)/ζ,
0 < Rv −C>P ∗C ≤WL∗ ≤WL ≤ Rv −C>
[
ξ−1 · I +B(Ru)−1B>
]−1
C ≤ Rv .
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Proof. Since (K,L) is stabilizing, C(K,L) can be bounded as
C(K,L) = Ex0∼Dx>0 PK,Lx0 ≥ ‖PK,L‖σmin(Ex0x>0 ),
since PK,L ≥ P ∗L > 0 is positive definite by Lemma 6.2. Moreover, C(K,L) can also be
bounded as
C(K,L) = Tr[ΣK,L(Q+K>RuK −L>RvL)] ≥ Tr(ΣK,L)σmin(Q −L>RvL)
≥ ‖ΣK,L‖σmin(Q −L>RvL) ≥ ‖ΣK,L‖ · ζ,
where the first inequality uses the fact that Q − L>RvL is positive definite, and the last
inequality is due to the definition of the set Ω.
In addition, by matrix inversion lemma, WL can be written as
WL = R
v +C>
[
− P ∗L + P ∗LB(Ru +B>P ∗LB)−1B>P ∗L
]
C
= Rv −C>
[
(P ∗L)−1 +B(Ru)−1B>
]−1
C.
Since Lemma 6.2 shows that ξ · I ≤ P ∗L ≤ P ∗, we know that
0 < Rv −C>P ∗C ≤ Rv −C>
[
(P ∗)−1 +B(Ru)−1B>
]−1
C ≤WL
≤ Rv −C>
[
ξ−1 · I +B(Ru)−1B>
]−1
C ≤ Rv ,
which completes the proof.
Next, we provide proofs for the convergence of the proposed algorithms.
6.2 Proof of Proposition 5.1
We first prove the global convergence of the inner-loop updates in (4.3)-(4.5) for given
L ∈ Ω. Note that the proof roughly follows that of Theorem 7 in Fazel et al. (2018), but
requires additional arguments on the stability of the control pair (Kτ ,L), where {Kτ }τ≥0 is
generated by the updates in (4.3)-(4.5)1. From Lemma 6.2, we know that under Assump-
tion 2.1, for any L ∈Ω, the inner LQR problem always has a solution, and K(L) is such an
optimal solution. Thus, there always exists some K such that (K,L) is stabilizing, namely,
(K(L),L), which proves the first argument of Proposition 5.1.
Suppose the updates in (4.3)-(4.5) all start with such a stabilizing K . Thus we have
(A˜L −BK)>PK,L(A˜L −BK)− PK,L = −Q˜L −K>RuK. (6.10)
By Lemma 6.2, PK,L ≥ P ∗L > 0. Hence, PK,L is invertible, and (6.10) can be rewritten as
P
− 12
K,L(A˜L −BK)>P
1
2
K,LP
1
2
K,L(A˜L −BK)P
− 12
K,L = I − P
− 12
K,L(Q˜L +K
>RuK)P −
1
2
K,L,
1Note that the stability argument has been supplemented in the latest version of Fazel et al. (2018),
during the time of preparation of this paper. But still, we provide a different approach to show the stability
for the Gauss-Newton and natural nested-gradient updates, which may be of independent interest.
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which gives that[
ρ(A˜L −BK)
]2
= 1− σmin
[
P
− 12
K,L(Q˜L +K
>RuK)P −
1
2
K,L
]
≤ 1− σmin
(
P
− 12
K,LQ˜LP
− 12
K,L
)
< 1, (6.11)
where the equation is due to that P
− 12
K,L(A˜L − BK)>P
1
2
K,L has identical spectrum as A˜L − BK ,
the last inequality is due to that Q˜L > 0. Also noticing that
σmin(P
−1/2
K,L Q˜LP
−1/2
K,L ) = σmin(Q˜
1/2
L P
−1
K,LQ˜
1/2
L ),
we can thus assert that, if PK ′ ,L ≤ PK,L, we have
1− σmin(P −1/2K ′ ,L Q˜LP −1/2K ′ ,L ) ≤ 1− σmin(P −1/2K,L Q˜LP −1/2K,L ). (6.12)
Note that for all the inner updates in (4.3)-(4.5), as long as K , K(L), it holds that
‖∇KC(K,L)‖ > 0, i.e., there exists a constant K > 0 such that ‖∇KC(K,L)‖ ≥ K . Moreover,
the gradient norm ‖∇KC(K,L)‖ must also be upper bounded, since K is stabilizing, and
thus both ‖K‖ and ‖PK‖ are bounded. Also note that both matrices (Ru +B>PK,LB)−1 and
Σ−1K,L have upper and lower-bounds, since Ru+B>PK,LB ≥ Ru > 0 andΣK,L ≥ Ex0∼Dx0x>0 > 0,
and PK,L is bounded. Therefore, at each K , K(L), there exist constants UpperK ,LowerK >
0 such that
α ·LowerK ≤ ‖K ′ −K‖ ≤ α ·UpperK ,
where K ′ is obtained from the one-step updates in of any of (4.3)-(4.5). We thus define a
set Ω1K , which depends on K , as
Ω1K :=
{
K ′
∣∣∣‖K ′ −K‖ ≤ α ·UpperK},
which is compact. On the other hand, define Ω2K , the lower-level set of K
′ as
Ω2K :=
{
K ′
∣∣∣ρ(A˜L −BK ′) ≤ [1− σmin(P −1/2K,L Q˜LP −1/2K,L )]1/2 < 1},
which is closed by the continuity and lower-boundedness of ρ(A˜L −BK) w.r.t. K (Tyrtysh-
nikov, 2012). Hence, the intersection ΩK =Ω
1
K
⋂
Ω2K is compact. Note that ΩK , ∅, since
it at least contains K . Also, the upper-level set that ensures ρ(A˜L−BK ′) ≥ 1 is closed. Thus,
by Lemma B.6, there exists a positive distance between the two disjoint sets. Denote this
distance by δK . Then any K ′ such that ‖K ′ −K‖ ≤ δK is stabilizing.
Now we take the analysis for Gauss-Newton update (4.5) as an example. If α·UpperK ≤
δK for any α ∈ [0,1/2], i.e., the range of α in Lemma 14 of Fazel et al. (2018) that ensures
the contraction of the cost, then bothK ′ andK are stabilizing. By further applying Lemma
10 in Fazel et al. (2018) and the form of (4.5), we have that for any α ∈ [0,1/2]
VK ′ ,L(x)−VK,L(x) = (−4α + 4α2)Tr
[∑
t≥0
(x′t)(x′t)>E>K,L(R
u +B>PK,LB)−1EK,L
]
≤ −2αTr
[∑
t≥0
(x′t)(x′t)>E>K,L(R
u +B>PK,LB)−1EK,L
]
≤ 0, (6.13)
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where {x′t}t≥0 is the sequence of states generated by (K ′,L) with x′0 = x for any x ∈ Rd .
Hence, we show the monotonicity of PK ′ ,L, i.e., PK ′ ,L ≤ PK,L, after one-step update of (4.5).
If α ·UpperK > δK for some α ∈ [0,1/2], the one-step update (4.5) may go beyond the
stabilizing region with radius δK . However, we can show as follows that for all the α
changing from 0 to 1/2, the updated K ′ remains to be stabilizing. First, there must exist
some stepsize β ∈ (0,1/2) such that β ·UpperK ≤ δK . Let the arrived control gain be K ′β .
Then by the argument in the previous paragraph, we know that PK ′β ,L ≤ PK,L. Thus, any
K ′ such that ‖K ′ − K ′β‖ ≤ δK is also stabilizing, including the control gain K ′′β updated
from K using stepsize 2β. If 2β ≥ 1/2, then simply choosing α ∈ [0,1/2] ensures the
stability of K ′; if 2β < 1/2, then K ′′β can also be shown to lead to that PK ′′β ,L ≤ PK,L using
the argument in (6.13), which further implies that any K ′ such that ‖K ′ − K ′′β‖ ≤ δK is
also stabilizing. This enables the choice of stepsize 3β starting from K . Repeating the
argument concludes that any choice of α ∈ [0,1/2] guarantees the stability of the update.
Thus, the linear convergence rate of Gauss-Newton update can be obtained by the proof
of Theorem 7 in Fazel et al. (2018). In particular, along the iteration τ ≥ 0, the sequence
{PKτ ,L}τ≥0 satisfies PKτ ,L ≥ PKτ+1,L ≥ PK(L),L.
The proof for natural PG update is similar, except that the upper bound for the step-
size choice is changed from 1/2 to 1/‖Ru +B>PK,LB‖ (see Lemma 15 in Fazel et al. (2018)),
which can also be covered by finite times of some β > 0.
For the stability proof of the gradient update, such an idea of using (6.11) and the
monotonicity of PK,L to upper bound the spectral radius ρ(A˜L −BK) does not apply, since
only the monotonicity of C(K,L) instead of PK,L can be shown. Hence, we follow the sta-
bility argument in Fazel et al. (2018) for the gradient update; see Appendix §C.4 therein.
With the stability arguments verified as above, the last two arguments of the propo-
sition on the algorithm convergence then follow from Theorem 7 in Fazel et al. (2018),
which completes the proof.
6.3 Proof of Theorem 5.2
We now prove the global convergence of the nested-gradient algorithms. First, since the
projection setΩ ⊆Ω, we have from Lemma 6.2 that the control pair sequence {K(Lt),Lt}t≥0
generated by the projected updates are always stabilizing, namely, the stability argument
holds regardless of the choice of the stepsize η. Moreover, since Ω ⊆ Ω, the inner-loop
updates in (4.3)-(4.5) converge to K(Lt) with linear rate by Proposition 5.1.
To establish the global convergence result, we first need the following lemma that
characterizes the difference in value functions for any two pairs of control gains (K(L),L)
and (K(L′),L′) when L,L′ ∈Ω.
Lemma 6.7 (Value Difference Between (K(L),L) and (K(L′),L′)). For any matrices L,L′ ∈Ω,
recalling the definition of WL in (4.11), it follows that
V ∗L′ (x)−V ∗L(x) ≥ 2Tr
[∑
t≥0
x′∗t (x′∗t )>(L′ −L)>F∗L
]
−Tr
[∑
t≥0
x′∗t (x′∗t )>(L′ −L)>WL(L′ −L)
]
,
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where {x′∗t }t≥0 is the sequence of states generated by the control pairs (K(L′),L′) with x′∗0 =
x. Also, letting K˜(L,L′) = K(L)− (Ru +B>P ∗LB)−1B>P ∗LC(L′ −L), we have that for any x
V ∗L′ (x)−V ∗L(x) ≤ 2Tr
[∑
t≥0
x˜′tx˜′>t (L′ −L)>F∗L
]
−Tr
[∑
t≥0
x˜′tx˜′>t (L′ −L)>WL(L′ −L)
]
,
where {x˜′t}t≥0 is the sequence of states generated by the control pairs (K˜(L,L′),L′), with
x˜′0 = x.
Proof. First by Lemma 6.2, both P ∗L > 0 and P ∗L′ > 0, (K(L),L) and (K(L′),L′) are stabilizing.
Also, from Lemma 6.1, we have that for any stabilizing control pair (K ′,L′) and any x ∈Rd
VK ′ ,L′ (x)−V ∗L(x) =
∑
t≥0
A∗L(x′t,u′t,v′t),
with x′0 = x, u′t = −K ′x′t, and v′t = −L′x′t. Moreover, by definitions of EK,L in (6.2) and K(L)
in (4.1), we have E∗L = 0, which combined with (6.5) further gives that
A∗L(x,−K ′x,−L′x) = x>(K ′ −K(L))>(Ru +B>P ∗LB)(K ′ −K(L))x (6.14)
+ 2x>(L′ −L)>F∗Lx+ x>(L′ −L)>(−Rv +C>P ∗LC)(L′ −L)x
+ 2x>(L′ −L)>C>P ∗LB(K ′ −K(L))x.
Completing the squares w.r.t. K ′ in (6.14) yields
A∗L(x,−K ′x,−L′x) = 2x>(L′ −L)>F∗Lx+ x>(L′ −L)>(−Rv +C>P ∗LC)(L′ −L)x
+ x>
[
K ′ −K(L) + (Ru +B>P ∗LB)−1B>P ∗LC(L′ −L)
]>
(Ru +B>P ∗LB)[
K ′ −K(L) + (Ru +B>P ∗LB)−1B>P ∗LC(L′ −L)
]
x
− x>(L′ −L)>C>P ∗LB(Ru +B>P ∗LB)−1B>P ∗LC(L′ −L)x
≥ 2x>(L′ −L)>F∗Lx − x>(L′ −L)>WL(L′ −L)x, (6.15)
where WL is as defined in (4.11), and the last inequality follows from the fact that Ru +
B>P ∗LB ≥ 0 (since P ∗L > 0). Thus, replacing K ′ in (6.15) with K(L′) yields
V ∗L′ (x)−V ∗L(x) ≥ 2Tr
[∑
t≥0
x′∗t (x′∗t )>(L′ −L)>F∗L
]
−Tr
[∑
t≥0
x′∗t (x′∗t )>(L′ −L)>WL(L′ −L)
]
,
where x′∗0 = x and x′∗t+1 = [A − BK(L′) − CL′] · x′∗t follows the trajectory generated by the
control (K(L′),L′). This completes the proof of the lower bound.
On the other hand, by defining K˜(L,L′) = K(L) − (Ru + B>P ∗LB)−1B>P ∗LC(L′ − L), and
letting K ′ = K˜(L,L′) in (6.15), we obtain that
VK˜(L,L′),L′ (x)−V ∗L(x) = 2Tr
[∑
t≥0
x˜′tx˜′>t (L′ −L)>F∗L
]
−Tr
[∑
t≥0
x˜′tx˜′>t (L′ −L)>WL(L′ −L)
]
(6.16)
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where x˜′0 = x, x˜′t+1 = [A−BK˜(L,L′)−CL′] · x˜′t follows the trajectory generated by the control
(K˜(L,L′),L′). Moreover, since P ∗L′ > 0 and the optimality of K(L′) from Lemma 6.2, we have
VK(L′),L′ (x) ≤ VK˜(L,L′),L′ (x). Therefore, (6.16) further gives
V ∗L′ (x)−V ∗L(x) ≤ 2Tr
[∑
t≥0
x˜′tx˜′>t (L′ −L)>F∗L
]
−Tr
[∑
t≥0
x˜′tx˜′>t (L′ −L)>WL(L′ −L)
]
,
which proves the upper bound in the lemma, and thus completes the proof.
Moreover, we establish the following important lemma on the perturbation of the
covariance matrix Σ∗L, whose proof is a little involved and deferred to §B.8.
Lemma 6.8 (Perturbation of Σ∗L). Under Assumption 2.1, for any L,L′ ∈ Ω, there exist
some constants BLΩ,BPΩ,BKΩ > 0, such that if
‖L′ −L‖ ≤min
BLΩ, ‖B‖
[
BPΩ‖A˜L −BK(L)‖+ ‖P ∗L‖‖C‖
]
BPΩ‖B‖‖C‖
,
2
(
‖A˜L −BK(L)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)
(
BKΩ
)2‖B‖2 + ‖C‖2 + 2BKΩ‖B‖‖C‖
, (6.17)
if follows that
‖Σ∗L′ −Σ∗L‖ ≤ 4
(
‖A˜L −BK(L)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)
· ‖L′ −L‖.
In addition, we can also bound the norm of the nested-gradient ‖∇LC˜(L)‖, and the
norms of the gradient-mappings, as follows.
Lemma 6.9. For any L ∈Ω, recall the gradient mappings Gˆ∗L, G˜∗L, Gˇ∗L defined in (5.1), then
2√
q
·max
{
µν
∥∥∥Gˆ∗L∥∥∥,µ∥∥∥G˜∗L∥∥∥,∥∥∥Gˇ∗L∥∥∥} ≤ ∥∥∥∇LC˜(L)∥∥∥
≤ 2C(K(L),L)
ζ
√
‖WL‖[C(K∗,L∗)−C(K(L),L)]
µ
,
where q = min{m2,d}.
Proof. Recall that by definition ∇LC˜(L) = 2F∗LΣ∗L. Hence, by Lemma 6.6,
‖∇LC˜(L)‖2 ≤ 4Tr
(
Σ∗LF∗
>
L F
∗
LΣ
∗
L
)
≤ ‖Σ∗L‖2 Tr
(
F∗>L F∗L
)
≤ [C(K(L),L)]
2
ζ2
Tr
(
F∗>L F∗L
)
. (6.18)
On the other hand, for any L′ ∈Ω, we have
C(K∗,L∗)−C(K(L),L) ≥ C(K(L′),L′)−C(K(L),L)
≥ 2Tr
[
Σ∗L′ (L
′ −L)>F∗L
]
−Tr
[
Σ∗L′ (L
′ −L)>WL(L′ −L)
]
≥ Tr
(
Σ∗L′F
∗>
L W
−1
L F
∗
L
)
≥ µ‖WL‖ Tr
(
F∗>L F∗L
)
, (6.19)
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where the first inequality is due to C(K∗,L∗) ≥ C(K(L′),L′) for any L′, the second inequality
follows by taking expectation on both sides of the lower bound in Lemma 6.7, the third
inequality follows by completing the squares, and the last one is due to Σ∗L′ ≥ µ · I and
σmin(W
−1
L ) = 1/‖WL‖. Combining (6.18) and (6.19) yields the upper bound on ‖∇LC˜(L)‖.
Moreover, by definitions of Gˆ∗L, G˜∗L, Gˇ∗L, we have
Tr
(
W ∗1/2L Gˆ∗LΣ∗LGˆ∗
>
L W
∗1/2
L
)
≤ Tr
(
W ∗1/2L W ∗
−1
L F
∗
LΣ
∗
LGˆ
∗>
L W
∗1/2
L
)
≤ ∥∥∥F∗LΣ∗L∥∥∥F · ∥∥∥Gˆ∗L∥∥∥F , (6.20)
Tr
(
G˜∗LΣ∗LG˜∗
>
L
)
≤ Tr
(
F∗LΣ∗LG˜∗
>
L
)
≤ ∥∥∥F∗LΣ∗L∥∥∥F · ∥∥∥G˜∗L∥∥∥F , (6.21)
Tr
(
Gˇ∗LGˇ∗
>
L
)
≤ Tr
(
F∗LΣ∗LGˇ∗
>
L
)
≤ ∥∥∥F∗LΣ∗L∥∥∥F · ∥∥∥Gˇ∗L∥∥∥F , (6.22)
where for all (6.20)-(6.22), the first inequality is due to Lemma 6.3, and the second one
follows from Cauchy-Schwartz inequality. Note that
Tr
(
W ∗1/2L Gˆ∗LΣ∗LGˆ∗
>
L W
∗1/2
L
)
≥ µσmin(WL)
∥∥∥Gˆ∗L∥∥∥2F ≥ µν∥∥∥Gˆ∗L∥∥∥2F , Tr(G˜∗LΣ∗LG˜∗>L ) ≥ µ‖G˜∗L‖2F ,
which uses the fact that σmin(WL) ≥ σmin(WL∗) = ν from Lemma 6.6. This together with
(6.20)-(6.22) gives that
max
{
µν
∥∥∥Gˆ∗L∥∥∥F ,µ∥∥∥G˜∗L∥∥∥F ,∥∥∥Gˇ∗L∥∥∥F} ≤ ∥∥∥F∗LΣ∗L∥∥∥F ≤ √q2 · ∥∥∥∇LC˜(L)∥∥∥, (6.23)
where the second inequality uses the fact that ‖F∗LΣ∗L‖2F = ‖∇LC˜(L)‖2F/4 and ‖X‖F ≤
√
r‖X‖ ≤√
min{m,n} · ‖X‖ for matrix X ∈ Rm×n of rank r. Dividing both sides by √q/2, and using
the fact that ‖X‖F ≥ ‖X‖, we obtain the first inequality in the lemma.
Now we are ready to establish the global convergence of the three proposed algo-
rithms.
Projected Gauss-Newton Nested-Gradient:
First note that the projected Gauss-Newton nested-gradient update in (4.12) can be
written as
Lt+1 = P
GN
Ω
[
Lt + 2η ·W −1Lt F∗Lt
]
= Lt + 2η · Gˆ∗L, (6.24)
where we recall that PGNΩ is the projection operator defined in (4.10) and the gradient
mapping Gˆ∗L is defined in (5.1). Since both Lt and Lt+1 lie in Ω, by the lower bound in
Lemma 6.7 and (6.24), we can bound the difference between V ∗Lt+1 and V
∗
Lt
as
V ∗Lt+1(x)−V ∗Lt (x) ≥ 2ηTr
[∑
t≥0
x′∗t x′∗
>
t
(
Gˆ∗>Lt F
∗
Lt
+F∗>Lt Gˆ
∗
Lt
)]
− 4η2 Tr
(∑
t≥0
x′∗t x′∗
>
t Gˆ
∗>
Lt
WLtGˆ
∗
Lt
)
,
where {x∗τ }τ≥0 is the state sequence generated by the control (K(Lt+1),Lt+1) with x∗0 = x.
Taking expectation over x0 ∼ D, we have
C
(
K(Lt+1),Lt+1
)
−C
(
K(Lt),Lt
)
≥ 2η ·Tr
[
Σ∗Lt+1
(
Gˆ∗>Lt F
∗
Lt
+F∗>Lt Gˆ
∗
Lt
)]
− 4η2 ·Tr
(
Σ∗Lt+1Gˆ
∗>
Lt
WLtGˆ
∗
Lt
)
. (6.25)
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In the following, we bound the two terms on the right-hand side of (6.25) separately.
For the first term, since Lt ∈ Ω, applying the property of PGNΩ in Lemma 6.3 with L1 =
Lt + 2η ·W −1Lt F∗Lt and L2 = Lt yields
Tr
(
W −1Lt F
∗
Lt
Σ∗LtGˆ
∗>
Lt
WLt
)
= Tr
(
F∗LtΣ
∗
Lt
Gˆ∗>Lt
)
≥ Tr
(
Gˆ∗LtΣ
∗
Lt
Gˆ∗>LtWLt
)
,
which implies that
Tr
[
Σ∗Lt+1
(
Gˆ∗>Lt F
∗
Lt
+F∗>Lt Gˆ
∗
Lt
)]
= Tr
[
Σ∗Lt
(
Gˆ∗>Lt F
∗
Lt
+F∗>Lt Gˆ
∗
Lt
)]
+ Tr
[(
Σ∗Lt+1 −Σ∗Lt
)(
Gˆ∗>Lt F
∗
Lt
+F∗>Lt Gˆ
∗
Lt
)]
≥ 2Tr
(
Σ∗LtGˆ
∗>
Lt
WLtGˆ
∗
Lt
)
− ∥∥∥Σ∗Lt+1 −Σ∗Lt∥∥∥ ·Tr[(Gˆ∗>Lt F∗Lt +F∗>Lt Gˆ∗Lt)]
≥ 2µν∥∥∥Gˆ∗Lt∥∥∥2F − 8η(‖A˜Lt −BK(Lt)‖+ 1)(BKΩ‖B‖+ ‖C‖)∥∥∥Gˆ∗Lt∥∥∥2F∥∥∥F∗Lt∥∥∥F . (6.26)
The first inequality uses triangle inequality. The last inequality uses the following facts:
i) since σmin(Σ∗Lt ) ≥ σmin(Ex0∼Dx0x>0 ) = µ and σmin(WLt ) ≥ σmin(WL∗) = ν (see Lemma 6.6),
it follows that
Tr
(
Σ∗LtGˆ
∗>
Lt
WLtGˆ
∗
Lt
)
≥ νTr
(
Σ∗LtGˆ
∗>
Lt
Gˆ∗Lt
)
≥ µν∥∥∥Gˆ∗Lt∥∥∥2F ;
ii) from Lemma 6.8, if
‖Lt+1 −Lt‖ = 2η‖Gˆ∗Lt‖ ≤ KLΩ,
where
KLΩ = infL∈Ωmin
BLΩ, ‖B‖
[
BPΩ‖A˜L −BK(L)‖+ ‖P ∗L‖‖C‖
]
BPΩ‖B‖‖C‖
,
2
(
‖A˜L −BK(L)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)
(
BKΩ
)2‖B‖2 + ‖C‖2 + 2BKΩ‖B‖‖C‖
, (6.27)
is the infimum for the required upper-bound on ‖L′ − L‖ in Lemma 6.8, i.e., (6.17), then
the perturbation ‖Σ∗Lt+1 −Σ∗Lt‖ can be bounded as
‖Σ∗Lt+1 −Σ∗Lt‖ ≤ 4η
(
‖A˜Lt −BK(Lt)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)
;
iii) Cauchy-Schwartz inequality yields
Tr[(Gˆ∗>Lt F
∗
Lt
+F∗>Lt Gˆ
∗
Lt
)] ≤ ∥∥∥Gˆ∗Lt∥∥∥2F∥∥∥F∗Lt∥∥∥F .
Note that by definition (6.27), KLΩ > 0 since it is the infimum of a strictly positive
function of L that is continuous over a compact set Ω. Combined with the bound on
‖Gˆ∗Lt‖ from Lemma 6.9, we further obtain the requirement for the stepsize η:
η ≤ K
L
Ωζµν
2
√
q · C(K(Lt),Lt)
√
µ
‖WLt‖[C(K∗,L∗)−C(K(Lt),Lt)]
. (6.28)
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Moreover, notice that
Tr
(
Σ∗Lt+1Gˆ
∗>
Lt
WLtGˆ
∗
Lt
)
≤ ∥∥∥Σ∗Lt+1∥∥∥F∥∥∥WLt∥∥∥F∥∥∥Gˆ∗Lt∥∥∥2F ≤ √m · C(K(Lt),Lt)‖Rv‖Fµ ∥∥∥Gˆ∗Lt∥∥∥2F , (6.29)
where the first inequality is due to Cauchy-Schwartz inequality, and the second one fol-
lows from Lemma 6.6 and the fact that ‖X‖F ≤
√
r‖X‖ for any matrix X with rank r.
Substituting (6.26) and (6.29) into (6.25) yields
C
(
K(Lt+1),Lt+1
)
−C
(
K(Lt),Lt
)
≥4µνη∥∥∥Gˆ∗Lt∥∥∥2F[1− η√m · C(K(Lt),Lt)‖Rv‖Fµ2ν (6.30)
− 4η
µν
(
‖A˜Lt −BK(Lt)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)∥∥∥F∗Lt∥∥∥F],
which gives us another requirement for the stepsize η:
η ≤ 1
2
·
[√
m · C(K(Lt),Lt)‖Rv‖F
µ2ν
+
4
µν
(
‖A˜Lt −BK(Lt)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)∥∥∥F∗Lt∥∥∥F]−1. (6.31)
By requiring both (6.28) and (6.31), we can further bound (6.30) as
C
(
K(Lt+1),Lt+1
)
−C
(
K(Lt),Lt
)
≥ 2µνη∥∥∥Gˆ∗Lt∥∥∥2F . (6.32)
Note that both the upper bounds in (6.28) and (6.31) are lower bounded above from
zero, since the numerators of both bounds are constants, and the denominators are upper
bounded for L ∈ Ω, due to the boundedness of P ∗L , C(K(L),L), and L. Summing up both
sides of (6.32) from 0 to t ≥ 1 yields
1
t
t−1∑
τ=0
∥∥∥Gˆ∗Lτ∥∥∥2F ≤ C
(
K∗,L∗
)
−C
(
K(L0),L0
)
2µνηt
,
which shows that (K(Lt),Lt) converges to the NE with sublinear rate, namely, the sequence
of the average of the gradient mapping norm square
{
t−1
∑t−1
τ=0
∥∥∥Gˆ∗Lτ∥∥∥2F}t≥1 converges to
zero with O(1/t) rate, so does the sequence
{
t−1
∑t−1
τ=0
∥∥∥Gˆ∗Lτ∥∥∥2}t≥1.
Projected Natural Nested-Gradient:
The proof for the projected natural NG update (4.9) is similar. We will only cover the
argument that is different from above. Note that (4.9) can be written as
Lt+1 = P
NG
Ω
[
Lt + 2η ·F∗Lt
]
= Lt + 2η · G˜∗Lt , (6.33)
where PNGΩ is defined in (4.10) with weight matrix Σ
∗
Lt
and G˜∗L is defined in (5.1). Then
by Lemma 6.7 and taking expectation x0 ∼ D, we also have (6.25) but with Gˆ∗L replaced
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by G˜∗L. Then, by the property of P
NG
Ω and letting L1 = Lt + 2η · F∗Lt and L2 = Lt in Lemma
6.3 gives
Tr
[
Σ∗Lt
(
G˜∗>Lt F
∗
Lt
+F∗>Lt G˜
∗
Lt
)]
≥ 2Tr
(
Σ∗LtG˜
∗>
Lt
G˜∗Lt
)
.
Hence, we have
Tr
[
Σ∗Lt+1
(
G˜∗>Lt F
∗
Lt
+F∗>Lt G˜
∗
Lt
)]
= Tr
[
Σ∗Lt
(
G˜∗>Lt F
∗
Lt
+F∗>Lt G˜
∗
Lt
)]
+ Tr
[(
Σ∗Lt+1 −Σ∗Lt
)(
G˜∗>Lt F
∗
Lt
+F∗>Lt G˜
∗
Lt
)]
≥ 2µ∥∥∥G˜∗Lt∥∥∥2F − 16η(‖A˜L −BK(L)‖+ 1)(BKΩ‖B‖+ ‖C‖)∥∥∥G˜∗Lt∥∥∥2F∥∥∥F∗Lt∥∥∥F ,
where the last inequality uses Lemma 6.8, which requires that ‖Lt+1−Lt‖ = 2η‖G˜∗Lt‖ ≤ KLΩ
(see KLΩ as defined in (6.27)). This further results in the following bound on the stepsize
η, due to the bound on ‖G˜∗Lt‖ from Lemma 6.9:
η ≤ K
L
Ωζµ
2
√
q · C(K(Lt),Lt)
√
µ
‖WLt‖[C(K∗,L∗)−C(K(Lt),Lt)]
. (6.34)
Moreover, we can have another requirement for η, similar to (6.31), as
η ≤ 1
2
·
[√
m · C(K(Lt),Lt)‖Rv‖F
µ2
+
8
µ
(
‖A˜Lt −BK(Lt)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)∥∥∥F∗Lt∥∥∥F]−1. (6.35)
Thus, if η satisfies (6.34) and (6.35), we have
C
(
K(Lt+1),Lt+1
)
−C
(
K(Lt),Lt
)
≥ 2µη∥∥∥G˜∗Lt∥∥∥2F . (6.36)
Summing up both sides of (6.36) from 0 to t ≥ 1 yields
1
t
t−1∑
τ=0
∥∥∥G˜∗Lτ∥∥∥2F ≤ C
(
K∗,L∗
)
−C
(
K(L0),L0
)
2µηt
,
which completes the proof ofO(1/t) convergence rate for the sequence
{
t−1
∑t−1
τ=0
∥∥∥G˜∗Lτ∥∥∥2}t≥1.
Projected Nested-Gradient:
The projected nested-gradient update (4.6) can be written as
Lt+1 = P
GD
Ω
[
Lt + 2η ·F∗LtΣ∗Lt
]
= Lt + 2η · Gˇ∗Lt ,
where PGDΩ is defined in (4.7) and Gˇ
∗
L is defined in (5.1). By the property of P
GD
Ω and
Lemma 6.3, we have
Tr
(
Gˇ∗>Lt F
∗
Lt
Σ∗Lt
)
= Tr
(
Σ∗LtGˇ
∗>
Lt
F∗Lt
)
≥ Tr
(
Gˇ∗>Lt Gˇ
∗
Lt
)
,
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which implies that
Tr
[
Σ∗Lt+1
(
Gˇ∗>Lt F
∗
Lt
+F∗>Lt Gˇ
∗
Lt
)]
= Tr
[
Σ∗Lt
(
Gˇ∗>Lt F
∗
Lt
+F∗>Lt Gˇ
∗
Lt
)]
+ Tr
[(
Σ∗Lt+1 −Σ∗Lt
)(
Gˇ∗>Lt F
∗
Lt
+F∗>Lt Gˇ
∗
Lt
)]
≥ 2∥∥∥Gˇ∗Lt∥∥∥2F − 16η(‖AˇL −BK(L)‖+ 1)(BKΩ‖B‖+ ‖C‖)∥∥∥Gˇ∗Lt∥∥∥2F∥∥∥F∗Lt∥∥∥F ,
if, by Lemma 6.8, ‖Lt+1 − Lt‖ = 2η‖Gˇ∗Lt‖ ≤ KLΩ holds. By the bound on ‖Gˇ∗Lt‖ from Lemma
6.9, we further require
η ≤ K
L
Ωζ
2
√
q · C(K(Lt),Lt)
√
µ
‖WLt‖[C(K∗,L∗)−C(K(Lt),Lt)]
. (6.37)
Also, similar to (6.31), we also require
η ≤ 1
2
·
[√
m · C(K(Lt),Lt)‖Rv‖F
µ
+ 8
(
‖A˜Lt −BK(Lt)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)∥∥∥F∗Lt∥∥∥F]−1. (6.38)
Thus, if η satisfies (6.37) and (6.38), we have
C
(
K(Lt+1),Lt+1
)
−C
(
K(Lt),Lt
)
≥ 2η∥∥∥Gˇ∗Lt∥∥∥2F . (6.39)
Summing up both sides of (6.39) from 0 to t ≥ 1 yields the desired O(1/t) convergence
rate for the sequence
{
t−1
∑t−1
τ=0
∥∥∥Gˇ∗Lτ∥∥∥2}t≥1, which thus completes the proof.
6.4 Proof of Theorem 5.3
Now we analyze the locally linear convergence rates of the proposed algorithms.
Projected Gauss-Newton Nested-Gradient:
First, by Assumption 2.1 and the definition of Ω in (4.8), L∗ is an interior point of Ω.
Letting L′ = L∗ and L = Lt in the upper bound of Lemma 6.7, we have
C(K∗,L∗)−C
(
K(Lt),Lt
)
≤ 2Tr
[
ΣK˜t ,L∗(L
∗ −Lt)>F∗Lt
]
−Tr
[
ΣK˜t ,L∗(L
∗ −Lt)>WLt (L∗ −Lt)
]
≤ Tr
(
ΣK˜t ,L∗F
∗>
Lt
W −1Lt F
∗
Lt
)
≤ ∥∥∥ΣK˜t ,L∗∥∥∥ ·Tr(F∗>LtW −1Lt F∗Lt), (6.40)
where K˜t is defined as follows
K˜t = K(Lt)− (Ru +B>P ∗LtB)−1B>P ∗LtC(L∗ −Lt) = (Ru +B>P ∗LtB)−1B>P ∗Lt (A−CL∗),
and the second inequality follows by completing squares. Note that the correlation matrix ΣK˜t ,L∗
may be unbounded, since the control pair (K˜t ,L∗), where K˜t is generated by Lt, may not be stabi-
lizing, unless Lt is close to L∗, since we know by Assumption 2.1 that (K∗,L∗) is stabilizing. In fact,
by the continuity of P ∗L w.r.t. L from Lemma 6.4, and the continuity of ρ(A − BK −CL∗) w.r.t. K
(Tyrtyshnikov, 2012), there exists a ball centered at L∗ with radius ω1 > 0, denoted by B(L∗,ω1),
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such that B(L∗,ω1) ⊆Ω, and for any Lt ∈ B(L∗,ω1), ρ(A−BK˜t −CL∗) < 1, i.e., (K˜t ,L∗) is stabilizing.
Thus by Lemma 6.6, (6.40) can be bounded as
C(K∗,L∗)−C
(
K(Lt),Lt
)
≤ C(K˜t ,L
∗)
ζ
·Tr
(
F∗>LtW
−1
Lt
F∗Lt
)
≤ C(K
∗,L∗) +ϑ
ζ
·Tr
(
F∗>LtW
−1
Lt
F∗Lt
)
, (6.41)
for some constant ϑ ≥ 0, where the last inequality is due to the continuity of PK,L, and
thus C(K,L) = Tr(Σ0PK,L) where Σ0 = Ex0x>0 , w.r.t. K , for given L, from Lemma 6.5.
On the other hand, due to the continuity of P ∗L from Lemma 6.4, C(K(L),L) = Tr(Σ0P ∗L)
is continuous w.r.t. L for any L ∈ Ω. Let C¯Ω = supL∈∂ΩC(K(L),L), where ∂Ω denotes the
boundary of the setΩ. Then by continuity and the uniqueness of the maximizer L∗, there
exists some Lt ∈ B(L∗,ω1) around L∗ such that C¯Ω < C(K(Lt),Lt) < C(K∗,L∗), and the upper-
level set ALtΩ := {L |C(K(L),L) ≥ C(K(Lt),Lt)} lies in B(L∗,ω1) (thus also lies in Ω). Since
C(K∗,L∗) is the upper bound of C(K(L),L), the upper-level setALtΩ is compact. Also, letting
Ωc := Rm2×d/{Ω/∂Ω}, then we know that Ωc = {L |λmax(L>RvL −Q + ζ · I) ≥ 0}, which is
closed since λmax(·) is a continuous function. Thus, by Lemma B.6, there exists a distance
ω2 > 0 between the disjoint sets ALtΩ and Ωc. Thus, for any Lt+1 such that ‖Lt+1 −Lt‖ ≤ ω2,
Lt+1 belongs to Ω, namely, the projection is ineffective, i.e., PGN (Lt+1) = Lt+1. Letting
Lt+1 = Lt + 2ηW
−1
Lt
F∗Lt . In addition, we have∥∥∥F∗L∥∥∥ ≤ ∥∥∥F∗LΣ∗L∥∥∥∥∥∥Σ∗−1L ∥∥∥ ≤ √q2 · ∥∥∥∇LC˜(L)∥∥∥ · 1σmin(Σ∗L) ≤
√
q
2µ
· ∥∥∥∇LC˜(L)∥∥∥,
where the second inequality follows from (6.23) in the proof of Lemma 6.9, and the fact
that ‖Σ∗−1L ‖ = σ−1min
(
Σ∗L
)
. By Lemma 6.9, we further have
∥∥∥F∗L∥∥∥ ≤ √q2µ · ∥∥∥∇LC˜(L)∥∥∥ ≤
√
qC(K(L),L)
µζ
√
‖WL‖[C(K∗,L∗)−C(K(L),L)]
µ
. (6.42)
Also, notice that
∥∥∥W −1L F∗L∥∥∥ ≤ ∥∥∥W −1L ∥∥∥∥∥∥F∗L∥∥∥ =
∥∥∥F∗L∥∥∥
σmin(WL)
≤
∥∥∥F∗L∥∥∥
ν
. (6.43)
Thus, by (6.42) and (6.43), to ensure ‖Lt+1 −Lt‖ ≤ ω2 we require
η ≤ ω2µνζ
2
√
qC(K(L),L)
√
µ
‖WL‖[C(K∗,L∗)−C(K(L),L)] ,
which can be satisfied by the following sufficient condition
η ≤ ω2µνζ
2
√
qC(K∗,L∗)
√
µ
‖Rv‖C(K∗,L∗) , (6.44)
where ‖WL‖ ≤ ‖Rv‖ by Lemma 6.6. Note that the bound in (6.44) is independent of L.
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In sum, as long as η satisfies (6.44), we know that Lt+1 = Lt + 2ηW
−1
L F
∗
L still lies in Ω.
Hence, by the lower bound in Lemma 6.7, we have
C
(
K(Lt+1),Lt+1
)
−C
(
K(Lt),Lt
)
≥ 4ηTr
(
Σ∗Lt+1F
∗>
Lt
W −1Lt F
∗
Lt
)
− 4η2 Tr
(
Σ∗Lt+1F
∗>
Lt
W −1Lt F
∗
Lt
)
≥ 2ηµ ·Tr
(
F∗>LtW
−1
Lt
F∗Lt
)
, (6.45)
provided that the stepsize η ≤ 1/2.
Combining (6.41) and (6.45) yields
C
(
K(Lt+1),Lt+1
)
−C
(
K(Lt),Lt
)
≥ 2ηµζC(K∗,L∗) +ϑ ·
[
C(K∗,L∗)−C
(
K(Lt),Lt
)]
,
which further leads to
C(K∗,L∗)−C
(
K(Lt+1),Lt+1
)
≤
(
1− 2ηµζC(K∗,L∗) +ϑ
)
·
[
C(K∗,L∗)−C
(
K(Lt),Lt
)]
. (6.46)
That is, the sequence {C
(
K(Lt),Lt
)
}t≥0 converges to C(K∗,L∗) with linear rate, provided that
η ≤min
12 , ω2µνζ2√qC(K∗,L∗)
√
µ
‖Rv‖C(K∗,L∗) ,
C(K∗,L∗) +ϑ
4µζ
.
In addition, by Lemma 6.9∥∥∥∇LC˜(Lt)∥∥∥2 ≤ 4C(K∗,L∗)2‖Rv‖µζ2 · [C(K∗,L∗)−C(K(Lt),Lt)],
where we use that C(K(Lt),Lt) ≤ C(K∗,L∗) and WLt ≤ Rv . Thus, (6.46) also implies the
locally linear convergence rate of {‖∇LC˜(Lt)‖2}t≥0, which completes the proof.
Projected Natural Nested-Gradient:
The proof for projected natural nested-gradient is similar to the one above. (6.41) and
(6.42) still hold. Now since the update becomes Lt+1 = Lt+2ηF∗Lt , to ensure ‖Lt+1−Lt‖ ≤ ω2
we require
η ≤ ω2µζ
2
√
qC(K(L),L)
√
µ
‖WL‖[C(K∗,L∗)−C(K(L),L)] ,
which can be satisfied by
η ≤ ω2µζ
2
√
qC(K∗,L∗)
√
µ
‖Rv‖C(K∗,L∗) . (6.47)
Then, by the lower bound in Lemma 6.7, it follows that
C
(
K(Lt+1),Lt+1
)
−C
(
K(Lt),Lt
)
≥ 4ηTr
(
Σ∗Lt+1F
∗>
Lt
F∗Lt
)
− 4η2 Tr
(
Σ∗Lt+1F
∗>
Lt
WLtF
∗
Lt
)
≥ 4ηTr
(
Σ∗Lt+1F
∗>
Lt
F∗Lt
)
− 4η2‖Rv‖Tr
(
Σ∗Lt+1F
∗>
Lt
F∗Lt
)
≥ 2ηµ ·Tr
(
F∗>Lt F
∗
Lt
)
, (6.48)
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where the second inequality is due to ‖WLt‖ ≤ ‖Rv‖ from Lemma 6.6, and the last inequal-
ity holds if η ≤ 1/(2‖Rv‖). Note that (6.41) further gives
C(K∗,L∗)−C
(
K(Lt),Lt
)
≤ C(K
∗,L∗) +ϑ
ζσmin(WLt )
Tr
(
F∗>Lt F
∗
Lt
)
≤ C(K
∗,L∗) +ϑ
ζν
Tr
(
F∗>Lt F
∗
Lt
)
, (6.49)
which combined with (6.48) yields
C
(
K(Lt+1),Lt+1
)
−C
(
K(Lt),Lt
)
≥ 2ηµζνC(K∗,L∗) +ϑ ·
[
C(K∗,L∗)−C
(
K(Lt),Lt
)]
.
Therefore, the linear convergence rate follows as
C
(
K∗,L∗
)
−C
(
K(Lt+1),Lt+1
)
≤
(
1− 2ηµζνC(K∗,L∗) +ϑ
)
·
[
C(K∗,L∗)−C
(
K(Lt),Lt
)]
, (6.50)
provided that the stepsize η satisfies
η ≤min
 12‖Rv‖ , ω2µζ2√qC(K∗,L∗)
√
µ
‖Rv‖C(K∗,L∗) ,
C(K∗,L∗) +ϑ
4µζν
.
Note that (6.50) also implies the locally linear rate of {‖∇LC˜(Lt)‖2}t≥0, completing the
proof.
Projected Nested-Gradient:
By (6.22) and Lemma 6.9, we have∥∥∥F∗LΣ∗L∥∥∥ ≤ ∥∥∥F∗LΣ∗L∥∥∥F ≤ √q2 · ∥∥∥∇LC˜(L)∥∥∥
≤
√
qC(K(L),L)
ζ
√
‖WL‖[C(K∗,L∗)−C(K(L),L)]
µ
. (6.51)
Since the update becomes Lt+1 = Lt + 2ηF∗LtΣ
∗
Lt
, to ensure ‖Lt+1 −Lt‖ ≤ ω2, we require
η ≤ ω2ζ
2
√
qC(K∗,L∗)
√
µ
‖Rv‖C(K∗,L∗) . (6.52)
Then, applying Lemma 6.7 we have
C
(
K(Lt+1),Lt+1
)
−C
(
K(Lt),Lt
)
≥ 4ηTr
(
Σ∗Lt+1Σ
∗
Lt
F∗>Lt F
∗
Lt
)
− 4η2 Tr
(
Σ∗Lt+1Σ
∗
Lt
F∗>LtWLtF
∗
Lt
Σ∗Lt
)
≥
(
4η − 4η2‖Rv‖‖Σ∗Lt+1‖
)
Tr
(
Σ∗LtΣ
∗
Lt
F∗>Lt F
∗
Lt
)
− 4η∥∥∥Σ∗Lt+1 −Σ∗Lt∥∥∥Tr(Σ∗LtF∗>Lt F∗Lt)
≥
(
4η − 4η2‖Rv‖‖Σ∗Lt+1‖
)
Tr
(
Σ∗LtΣ
∗
Lt
F∗>Lt F
∗
Lt
)
− 4η
∥∥∥Σ∗Lt+1 −Σ∗Lt∥∥∥
µ
Tr
(
Σ∗LtF
∗>
Lt
F∗LtΣ
∗
Lt
)
= 4η
1− η‖Rv‖‖Σ∗Lt+1‖ −
∥∥∥Σ∗Lt+1 −Σ∗Lt∥∥∥
µ
∥∥∥F∗LΣ∗L∥∥∥2F . (6.53)
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By recalling Lemma 6.8 and the definition of KLΩ in (6.27), if η makes ‖Lt+1 − Lt‖ =
2η‖F∗LtΣ∗Lt‖ ≤ KLΩ, i.e.,
η ≤ K
L
Ωζ
2
√
qC(K∗,L∗)
√
µ
‖Rv‖C(K∗,L∗) , (6.54)
then it follows that∥∥∥Σ∗Lt+1 −Σ∗Lt∥∥∥
µ
≤ 4η
µ
(
‖A˜Lt −BK(Lt)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)
· ‖Lt+1 −Lt‖
≤ 4ηK
L
Ω
µ
(
‖A˜Lt −BK(Lt)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)
.
If we further require
η ≤ µ
16ηKLΩ
(
‖A˜Lt −BK(Lt)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
) , (6.55)
then
∥∥∥Σ∗Lt+1 −Σ∗Lt∥∥∥/µ ≤ 1/4, which also implies that∥∥∥Σ∗Lt+1∥∥∥ ≤ ∥∥∥Σ∗Lt∥∥∥+ ∥∥∥Σ∗Lt+1 −Σ∗Lt∥∥∥ ≤ C(K(Lt),Lt)ζ + µ4 ≤ C(K(Lt),Lt)ζ +
∥∥∥Σ∗Lt+1∥∥∥
4
.
Thus, we can bound
∥∥∥Σ∗Lt+1∥∥∥ ≤ 4C(K(Lt),Lt)/(3ζ). Then if η further satisfies
η ≤ 3ζ
16C
(
K(Lt),Lt
)
‖Rv‖ , (6.56)
we have 1 − η‖Rv‖ · ‖Σ∗Lt+1‖ − ‖Σ∗Lt+1 − Σ∗Lt‖/µ ≥ 1 − 1/4 − 1/4 = 1/2, which establishes the
bound in (6.53) as
C
(
K(Lt+1),Lt+1
)
−C
(
K(Lt),Lt
)
≥ 2η∥∥∥F∗LΣ∗L∥∥∥2F . (6.57)
On the other hand, by (6.49), we also have
C(K∗,L∗)−C
(
K(Lt),Lt
)
≤ C(K
∗,L∗) +ϑ
ζνµ2
Tr
(
Σ∗LtF
∗>
Lt
F∗LtΣ
∗
Lt
)
. (6.58)
Combining (6.57) and (6.58) yields
C
(
K∗,L∗
)
−C
(
K(Lt+1),Lt+1
)
≤
(
1− 2ηµ
2ζν
C(K∗,L∗) +ϑ
)
·
[
C(K∗,L∗)−C
(
K(Lt),Lt
)]
,
which gives the locally linear convergence rate if
η ≤ C(K
∗,L∗) +ϑ
4µζν
. (6.59)
In sum, there exists some η that satisfies (6.52), (6.54), (6.55), (6.56), and (6.59), to guar-
antee the locally linear convergence rates of both {C
(
K(Lt),Lt
)
}t≥0 and {‖∇LC˜(Lt)‖2}t≥0,
which concludes the proof.
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7 Simulation Results
In this section, we provide some numerical results to show the superior convergence
property of several PO methods. We consider two settings referred to as Case 1 and
Case 2, which are created based on the simulations in Al-Tamimi et al. (2007), with
A =
 0.956488 0.0816012 −0.00050.0741349 0.94121 −0.000708383
0 0 0.132655
 , B = [−0.00550808 −0.096 0.867345]> ,
and Ru = Rv = I, Σ0 = 0.03 · I. We choose Q = I and C = [0.00951892, 0.0038373, 0.001]>
for Case 1; while Q = 0.01 · I and C = [0.00951892, 0.0038373, 0.2]> for Case 2. By direct
calculation, we have that
Case 1: P ∗ =
23.7658 16.8959 0.093716.8959 18.4645 0.1014
0.0937 0.1014 1.0107
 , Case 2: P ∗ =
 6.0173 5.6702 −0.00715.6702 5.4213 −0.0067−0.0071 −0.0067 0.0102
 .
Thus, one can easily check that Rv−C>P ∗C > 0 is satisfied for both Case 1 and Case 2, i.e.,
Assumption 2.1 i) holds. However, for Case 1, λmin(Q − (L∗)>RvL∗) = 0.8739 > 0 satisfies
Assumption 2.1 ii); for Case 2, λmin(Q − (L∗)>RvL∗) = −0.0011 < 0 fails to satisfy it.
In both settings, we evaluate the convergence performance of not only our nested-
gradient methods, but also two types of their variants, alternating-gradient (AG) and
gradient-descent-ascent (GDA) methods. AG methods are based on the nested-gradient
methods, but at each outer-loop iteration, the inner-loop gradient-based updates only
perform a finite number of iterations, instead of converging to the exact solution K(Lt)
as nested-gradient methods, which follows the idea in (Nouiehed et al., 2019). The GDA
methods perform policy gradient descent for the minimizer and ascent for the maximizer
simultaneously. Detailed updates of these two types of methods are deferred to §C.
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Figure 1: Performance of the three projected NG methods for Case 1 where Assumption
2.1 ii) is satisfied. (a) shows the monotone convergence of the expected cost C(K(L),L) to
the NE cost C(K∗,L∗); (b) shows the convergence of the gradient mapping norm square;
(c) shows the change of the smallest eigenvalue of Q˜L =Q −L>RvL.
Figure 1 shows that for Case 1, our nested-gradient methods indeed enjoy the global
convergence to the NE. The cost C(K(L),L) monotonically increases to that at the NE, and
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Figure 2: Convergence of the cost for Case 2 where Assumption 2.1 ii) is not satisfied. (a),
(b), and (c) show convergence of the NG, AG, and GDA methods, respectively.
the convergence rate of natural NG sits between that of the other two NG methods. Also,
we note that the convergence rates of gradient mapping square in (b) are linear, which
are due to (c) that λ(Q˜L) is always positive along the iteration, i.e., the projection is not
effective. This way, our convergence results follow from the local convergence rates in
Theorem 5.3, although the initialization is random (global). We have also shown in Fig-
ure 2 that even without Assumption 2.1 ii), i.e., in Case 2, all the PO methods mentioned
successfully converge to the NE, although the cost sequences do not converge monotoni-
cally. This motivates us to provide theory for other policy optimization methods, also for
more general settings of LQ games. We note that no projection was imposed when imple-
menting these algorithms in all our experiments, which justifies that the projection here
is just for the purpose of theoretical analysis. In fact, we have not found an instance of
LQ games that makes the projections effective as the algorithms proceed. This motivates
the theoretical study of projection-free algorithms in our future work. More simulation
results can be found in §C.
8 Concluding Remarks
This paper has developed policy optimization methods, specifically, projected nested-
gradient methods, to solve for the Nash equilibria of zero-sum LQ games. In spite of
the nonconvexity-nonconcavity of the problem, the gradient-based algorithms have been
shown to converge to the NE with globally sublinear and locally linear rates. This work
appears to be the first one showing that policy optimization methods can converge to the
NE of a class of zero-sum Markov games, with finite-iteration analyses. Interesting sim-
ulation results have demonstrated the superior convergence property of our algorithms,
even without the projection operator, and that of the gradient-descent-ascent algorithms
with simultaneous updates of both players, even when Assumption 2.1 ii) is relaxed.
Based on both the theory and simulation, future directions include convergence analysis
for the setting under a relaxed version of Assumption 2.1, and that for the projection-
free versions of the algorithms, which we believe can be done by the techniques in our
recent work Zhang et al. (2019a). Besides, developing policy optimization methods for
general-sum LQ games is another interesting yet challenging future direction.
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A Pseudocode forModel-FreeNested-Gradient Algorithms
In this section, we provide the pseudocode of the model-free nested-gradient algorithms,
which are built upon the nested-gradient updates proposed in §4.
First, as essential elements in the nested-gradient, the gradient ∇KC(K,L) and the cor-
relation matrix ΣK,L for given K,L can be estimated via samples. The estimates are ob-
tained from the function Est(K ;L), which is tabulated in Algorithm 1. The estimate of
∇KC(K,L), denoted by ̂∇KC(K,L), is obtained via zeroth-order optimization algorithms,
where the perturbation Ui is drawn from a ball with fixed radius.
Algorithm 1 Est(K ;L): Estimating ̂∇KC(K,L) and Σ̂K,L at K for given L
1: Input: K,L, number of trajectories m, rollout length R, smooth parameter r, dimen-
sion d˜ =m1d
2: for i = 1, · · ·m do
3: Sample a policy K̂i = K +Ui , where Ui is drawn uniformly at random over matrices
with ‖Ui‖F = r
4: Simulate (K̂i ,L) forR steps starting from x0 ∼ D, and collect the empirical estimates
Ĉi and Σ̂i as:
Ĉi =
R∑
t=1
ct , Σ̂i =
R∑
t=1
xtx
>
t
where ct and xt are the costs and states following this trajectory
5: end for
6: Return the estimates:
̂∇KC(K,L) = 1m
m∑
i=1
d˜
r2
ĈiUi , Σ̂K,L = 1m
m∑
i=1
Σ̂i .
Algorithm 2 Inner-NG(L): Model-Free Updates For Finding K(L)
1: Input: L, number of iterations T , initialization K0 such that (K0,L) is stable
2: for τ = 0, · · · ,T − 1 do
3: Call Est(Kτ ;L) to obtain the gradient and the correlation matrix estimates:
[ ̂∇KC(Kτ ,L), Σ̂Kτ ,L] = Est(Kτ ;L)
4: Either PG update: Kτ+1 = Kτ −α ̂∇KC(Kτ ,L),
or natural PG update: Kτ+1 = Kτ −α ̂∇KC(Kτ ,L) · Σ̂−1Kτ ,L.
5: end for
6: Return the iterate KT
Given Algorithm 1, we then summarize the model-free updates for solving the inner-
36
Algorithm 3 Outer-NG: Model-Free Nested-Gradient Algorithms
1: Input: L0, number of trajectories m, number of iterations T , rollout length R, param-
eter r, dimension d˜ =m2d
2: for t = 0, · · · ,T − 1 do
3: for i = 1, · · ·m do
4: Sample a policy L̂i = Lt+Vi , where Vi is drawn uniformly at random over matrices
with ‖Vi‖F = r
5: Call Inner-NG(̂Li) to obtain the estimate of K (̂Li):
K̂ (̂Li) = Inner-NG(̂Li)
6: Simulate (K̂ (̂Li), L̂i) for R steps starting from x0 ∼ D, and collect the empirical
estimates Ĉi and Σ̂i as:
Ĉi =
R∑
t=1
ct , Σ̂i =
R∑
t=1
xtx
>
t
where ct and xt are the costs and states following this trajectory
7: end for
8: Obtain the estimates of the gradient and the correlation matrix:
̂∇LC˜(Lt) = 1m
m∑
i=1
d˜
r2
ĈiVi , Σ̂K̂(Lt),Lt =
1
m
m∑
i=1
Σ̂i
9: Either projected NG update: Lt+1 = P
GD
Ω
[
Lt + η
̂∇LC˜(Lt)
]
,
or projected natural NG update: Lt+1 = P
NG
Ω
[
Lt + η
̂∇LC˜(Lt)Σ̂−1K̂(Lt),Lt
]
.
10: end for
11: Return the iterate LT .
loop minimization problem, i.e., finding K(L) as a subroutine Inner-NG(L) in Algorithm
2. Note that among updates (4.3)-(4.5), only the policy gradient and the natural PG up-
dates can be converted to model-free versions.
After a finite number T of inner-loop updates in Algorithm 2, the approximate sta-
tionary point solution KT is then substituted into the outer-loop nested-gradient update,
as shown in Algorithm 3. Note that the example uses projected NG update only, since
the corresponding projection operator PGDΩ [·], see definition in (4.7), does not rely on the
iterate Lt at each iteration t. Then after a finite number T of projected NG iterates, the
algorithm outputs the solution pair
(
K̂(LT ),LT
)
.
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B Supplementary Proofs
In this section, we provide supplementary proofs for some results that are either claimed
in the paper or used in the proofs before.
B.1 Proof of Lemma 2.2
Proof. Since Q − (L∗)>RvL∗ > 0, we know that Q > 0, which implies that (A,Q1/2) is ob-
servable. Then by Theorem 3.7 in Bas¸ar and Bernhard (2008), the existence of P ∗ in
Assumption 2.1 shows that the value of the game (2.7) exists. Moreover, by Lemma 3.1 in
Stoorvogel and Weeren (1994), such a stabilizing solution P ∗, if exists, is unique. Hence,
by (Bas¸ar and Bernhard, 2008, Theorem 3.7), the value of the game (2.7) is represented as
x>0 P ∗x0, and given {u∗t }t≥0, {v∗t }t≥0 achieves the upper-value among any control sequence
{vt}t≥0, i.e., for any x0 ∈Rd ,
∞∑
t=0
ct(xt,u
∗
t ,vt) ≤
∞∑
t=0
ct(xt,u
∗
t ,v
∗
t ). (B.1)
Also, the closed-loop system A−BK∗ −CL∗ is stable, i.e., the control pair (K∗,L∗) is stabi-
lizing.
On the other hand, by Jacobson (1977), given {v∗t }t≥0, {u∗t }t≥0 achieves the lower-value
among any stabilizing control sequence {ut}t≥0; for the control sequence {ut}t≥0 that is not
stabilizing, since Q − (L∗)>RvL∗ > 0, the cost goes to infinity. Hence,
∞∑
t=0
ct(xt,u
∗
t ,v
∗
t ) ≤
∞∑
t=0
ct(xt,ut,v
∗
t ), (B.2)
for any control sequence {ut}t≥0. Combining (B.1) and (B.2) yields that ({u∗t }t≥0, {v∗t }t≥0) is
a saddle-point of the game, i.e., the NE of the game (2.7), which completes the proof.
B.2 Proof of Lemma 3.1
Proof. Since by Assumption 2.1, Q − (L∗)>RvL∗ > 0 and ρ(A − BK∗ − CL∗) < 1, it suffices
to only consider those L ∈ Ω. For those L, Q + K>RuK − L>RvL > 0, implying that the
necessary and sufficient condition for the cost C(K,L) to be finite is that the control pair
(K,L) is stabilizing. Thus, we can use the counter-example used in the proof of Lemma 2
in Fazel et al. (2018), by making B = C = I, and letting A−CL here equal to the A matrix
there, in order to show the nonconvexity of the feasible set of K for these given L. Hence,
minK C(K,L) is a nonconvex minimization problem. Similarly, by letting A − BK and C
here equal to A and B there, respectively, we know that the set of stabilizing L for these
given K is not convex. Therefore, maxL∈ΩC(K,L) is a nonconcave maximization problem,
which completes the proof.
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B.3 Proof of Lemma 3.2
Proof. Let CK,L(x) = x>PK,Lx. Then
CK,L(x0) = x>0 (Q+K>RuK −L>RvL)x0 + CK,L((A−BK −CL)x0). (B.3)
Note that CK,L((A−BK −CL)x0) on the right-hand side of (B.3) has both its subscript and
the argument related to K . Thus, we have
∇KC(K,L) = 2RuKx0x>0 − 2B>PK,L(A−BK −CL)x0x>0 +∇KCK,L(x1)
∣∣∣
x1=(A−BK−CL)x0
= 2[(Ru +B>PK,LB)K −B>PK,L(A−CL)] ·
∞∑
t=0
xtx
>
t ,
where the second equation follows from induction. Similarly, we can obtain the gradient
w.r.t. L as (3.5), which completes the proof.
B.4 Proof of Lemma 3.3
Proof. Since ΣK,L is full-rank, then if ∇KC(K,L) = ∇LC(K,L) = 0, we have
K = (Ru +B>PK,LB)−1B>PK,L(A−CL) (B.4)
L = (−Rv +C>PK,LC)−1C>PK,L(A−BK), (B.5)
provided that the matrix inversion (−Rv +C>PK,LC)−1 exists. By solving (B.4) and (B.5),
we obtain that
K = [−Rv +C>PK,LC −C>PK,LB(Ru +B>PK,LB)−1B>PK,LC]−1
× [C>PK,LA−C>PK,LB(Ru +B>PK,LB)−1B>PK,LA], (B.6)
L = [Ru +B>PK,LB−B>PK,LC(−Rv +C>PK,LC)−1C>PK,LB]−1
× [B>PK,LA−B>PK,LC(−Rv +C>PK,LC)−1C>PK,LA]. (B.7)
Now it suffices to compare PK,L and P ∗. In fact, at the NE, P ∗ should also satisfy the
Lyapunov equation, i.e.,
P ∗ =Q+ (K∗)>RuK∗ − (L∗)>RvL∗ + (A−BK∗ −CL∗)>P ∗(A−BK∗ −CL∗), (B.8)
where K∗ and L∗ satisfy (2.5) and (2.6). Note that the set of equations (B.6), (B.7), and
(3.1) is essentially the same as the set of equations (2.5), (2.6), and (B.8). Thus, the two
sets of equations have identical solutions, which are all solutions to the GARE (2.2) since
the latter can be obtained by substituting (2.5) and (2.6) into (B.8).
On the other hand, under Assumption 2.1, the solution P ∗ to the GARE (2.2) is unique
in the regime of positive definite matrices that generate a stabilizing control pair (K∗,L∗)
following (B.6)-(B.7) (Stoorvogel and Weeren, 1994; Bas¸ar and Bernhard, 2008). Hence,
such a stable control pair (K,L) coincides with the NE pair (K∗,L∗), which completes the
proof.
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B.5 Proof of Lemma 4.1
Proof. Recall the definition ofΩ in (4.8) for any 0 < ζ < σmin(Q˜L∗). Then for any L1,L2 ∈Ω
and λ ∈ [0,1], we have
[λL1 + (1−λ)L2]>Rv[λL1 + (1−λ)L2]
= λ2L>1R
vL1 + (1−λ)2L>2RvL2 +λ(1−λ)
(
L>1R
vL2 +L
>
2R
vL1
)
≤ λ2L>1RvL1 + (1−λ)2L>2RvL2 +λ(1−λ)
(
L>1R
vL1 +L
>
2R
vL2
)
≤ [λ2 + (1−λ)2 + 2λ(1−λ)] · (Q − ζ · I) =Q − ζ · I,
where the first inequality follows from (L1−L2)>Rv(L1−L2) ≥ 0 for Rv > 0, and the second
inequality is by definition of L1 and L2. This shows that λL1 + (1 − λ)L2 also lies in Ω,
which shows that the set Ω is convex.
Moreover, since the largest eigenvalue of L>RvL−Q + ζ · I, i.e., λmax(L>RvL−Q + ζ · I)
is a continuous function of L, and is lower bounded by −λmax(Q) + ζ, the lower-level set
{L |λmax(L>RvL−Q + ζ · I) ≤ 0} is closed and bounded, i.e., compact, which proves that Ω
is compact, thus completing the proof.
B.6 Proof of Lemma 6.3
Proof. We choose the proof for the projected natural NG operator PNGΩ as an example.
The proofs for the other two operators are similar, and follow directly. Recall that the
following definition of PNGΩ at iterate L is
PNGΩ [˜L] = argmin
Lˇ∈Ω
Tr
[(
Lˇ− L˜
)
Σ∗L
(
Lˇ− L˜
)>]
,
whose optimality condition can be written as
Tr
[(
PNGΩ [˜L]− L˜
)
Σ∗L
(
Lˇ−PNGΩ [˜L]
)>] ≥ 0, ∀Lˇ ∈Ω.
Letting L˜ = L1 and Lˇ = L2, we have
Tr
[(
PNGΩ [L1]−L1
)
Σ∗L
(
PNGΩ [L2]−PNGΩ [L1]
)>] ≥ 0. (B.9)
Also, letting L˜ = L2 and Lˇ = L1 yields
Tr
[(
PNGΩ [L2]−L2
)
Σ∗L
(
PNGΩ [L1]−PNGΩ [L2]
)>] ≥ 0. (B.10)
Combining (B.9) and (B.10) leads to
Tr
[(
L1 −L2 −PNGΩ [L1] +PNGΩ [L2]
)
Σ∗L
(
PNGΩ [L1]−PNGΩ [L2]
)>] ≥ 0,
namely,
Tr
[(
L1 −L2
)
Σ∗L
(
PNGΩ [L1]−PNGΩ [L2]
)>] ≥ Tr[(PNGΩ [L1]−PNGΩ [L2])Σ∗L(PNGΩ [L1]−PNGΩ [L2])>],
which completes the proof.
40
B.7 Proof of Lemma 6.4
Proof. Note that the Riccati equation for the inner problem (see (4.2)) can be rewritten as
P ∗L = Q˜L + A˜
>
L
[
I + P ∗LB(Ru)−1B>
]−1
P ∗LA˜L. (B.11)
We now use the implicit function theorem (Krantz and Parks, 2012) to show that P ∗L is a
continuous function of L. In fact, using the theorem can even show that P ∗L is continuously
differentiable w.r.t. L. To this end, it suffices to show that vec(P ∗L) is continuous w.r.t.
vec(L).
By vectorizing both sides of (B.11), we have
Ψ
(
vec(P ∗L),vec(L)
)
: = vec(Q˜L) + vec
{
A˜>L
[
I + P ∗LB(Ru)−1B>
]−1
P ∗LA˜L
}
= vec(Q˜L) +
(
A˜>L ⊗ A˜>L
)
vec
{[
I + P ∗LB(Ru)−1B>
]−1
P ∗L
}
= vec(P ∗L),
where we define a mapping Ψ : Rd
2 ×Rm2d → Rd2 as above, and also use the relationship
between Kronecker product and matrix vectorization that for any matrices A, B, and X
with proper dimensions
vec(AXB) =
(
B> ⊗A
)
vec(X).
Then by the chain rule of matrix differentials (see Theorem 9 in Magnus and Neudecker
(1985)), we know that
∂vec
{[
I + P ∗LB(Ru)−1B>
]−1
P ∗L
}
∂vec>(P ∗L)
= (P ∗L ⊗ I) ·
∂vec
{[
I + P ∗LB(Ru)−1B>
]−1}
∂vec>(P ∗L)
+ I ⊗
[
I + P ∗LB(Ru)−1B>
]−1
, (B.12)
where I denotes the identity matrices of compatible dimensions.
Now we show that
∂vec
{[
I + P ∗LB(Ru)−1B>
]−1}
∂vec>(P ∗L)
=
{
−B(Ru)−1B> ·
[
I + P ∗LB(Ru)−1B>
]−1}⊗ [I + P ∗LB(Ru)−1B>]−1. (B.13)
To this end, since both sides of (B.13) are matrices with dimension d2×d2, we can compare
the element at the [(j − 1)d + i]-th row and the [(l − 1)d + k]-th column on both sides with
i, j,k, l ∈ [d]. On the left-hand side, we first notice that
∂vec
{[
I + P ∗LB(Ru)−1B>
]−1}
∂[P ∗L]k,l
= −
[
I + P ∗LB(Ru)−1B>
]−1 · ∂[P ∗LB(Ru)−1B>]
∂[P ∗L]k,l
·
[
I + P ∗LB(Ru)−1B>
]−1
,
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since for some matrix function F, (F−1)′ = −F−1F′F−1. Also, due to the fact that
∂[P ∗LB(Ru)−1B>]
∂[P ∗L]k,l
=

0[
B(Ru)−1B>
]
l,1
· · ·
[
B(Ru)−1B>
]
l,m
0
← k-th row,
we have
∂vec
{[
I + P ∗LB(Ru)−1B>
]−1}
∂vec>(P ∗L)

(j−1)d+i,(l−1)d+k
=
∂
[[
I + P ∗LB(Ru)−1B>
]−1]
i,j
∂[P ∗L]k,l
= −
[[
I + P ∗LB(Ru)−1B>
]−1]
i,k
·
d∑
q=1
[
B(Ru)−1B>
]
l,q
·
[[
I + P ∗LB(Ru)−1B>
]−1]
q,j
. (B.14)
On the right-hand side of (B.13), we have[
−
{
B(Ru)−1B> ·
[
I + P ∗LB(Ru)−1B>
]−1}⊗ [I + P ∗LB(Ru)−1B>]−1]
(j−1)d+i,(l−1)d+k
=
[
−B(Ru)−1B> ·
[
I + P ∗LB(Ru)−1B>
]−1]
j,l
·
[[
I + P ∗LB(Ru)−1B>
]−1]
i,k
=
[
−B(Ru)−1B> ·
[
I + P ∗LB(Ru)−1B>
]−1]
l,j
·
[[
I + P ∗LB(Ru)−1B>
]−1]
i,k
, (B.15)
where the first equation is due to the definition of Kronecker product, and the second one
follows from that the matrix
−B(Ru)−1B> ·
[
I + P ∗LB(Ru)−1B>
]−1
= −B(Ru)−1B> +B(Ru)−1B>
[
(P ∗L)−1 +B(Ru)−1B>
]−1
B(Ru)−1B>
is symmetric. Therefore, for any (i, j,k, l) ∈ [d], (B.14) and (B.15) are identical, which
verifies (B.13).
Combining (B.13) with (B.12), we have
∂vec
{[
I + P ∗LB(Ru)−1B>
]−1
P ∗L
}
∂vec>(P ∗L)
= I ⊗
[
I + P ∗LB(Ru)−1B>
]−1
+ (P ∗L ⊗ I) ·
{
−B(Ru)−1B> ·
[
I + P ∗LB(Ru)−1B>
]−1}⊗ [I + P ∗LB(Ru)−1B>]−1
=
{
I − P ∗LB(Ru)−1B> ·
[
I + P ∗LB(Ru)−1B>
]−1}⊗ [I + P ∗LB(Ru)−1B>]−1
=
[
I + P ∗LB(Ru)−1B>
]−1 ⊗ [I + P ∗LB(Ru)−1B>]−1 (B.16)
where the second equation uses the fact that (A⊗ B)(C ⊗D) = (AC)⊗ (BD) and (A⊗ B) +
(C ⊗B) = (A+C)⊗B, and the last one uses matrix inversion lemma. Hence, we can write
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the partial derivative of Ψ
(
vec(P ∗L),vec(L)
)
− vec(P ∗L) as
∂
[
Ψ
(
vec(P ∗L),vec(L)
)
− vec(P ∗L)
]
∂vec>(P ∗L)
=
{
A˜>L
[
I + P ∗LB(Ru)−1B>
]−1}⊗ {A˜>L [I + P ∗LB(Ru)−1B>]−1}− I. (B.17)
By definition of K(L) in (4.1), we have
A˜>L
[
I + P ∗LB(Ru)−1B>
]−1
=
{
A˜L
[
I +B(Ru)−1B>P ∗L
]−1}>
=
[
A˜L −BK(L)
]>
.
By Lemma 6.2, we know that L ∈ Ω implies that (K(L),L) is stabilizing, i.e., A˜>L
[
I +
P ∗LB(Ru)−1B>
]−1
has spectral radius less than 1. Therefore, the partial derivative in (B.17)
is invertible, since the eigenvalues of the first matrix on the right-hand side of (B.17) are
the products of any two eigenvalues of A˜>L
[
I+P ∗LB(Ru)−1B>
]−1
, which have absolute values
smaller than 1. In addition, Ψ
(
vec(P ∗L),vec(L)
)
− vec(P ∗L) is continuous w.r.t. both vec(P ∗L)
and vec(L). Hence, we obtain from the implicit function theorem that vec(P ∗L) is a contin-
uously differentiable function w.r.t. vec(L), so is P ∗L w.r.t. L for all L ∈Ω, which completes
the proof.
B.8 Proof of Lemma 6.8
Proof. The proof is composed of several important lemmas, following the same vein as
the proof of Lemma 16 in Fazel et al. (2018). Note that Assumption 2.1 is assumed to
hold throughout the proof, and will not be repeated at each intermediate result.
We first provide the perturbation result for P ∗L in the following proposition. The re-
sults are based on the perturbation theory of algebraic Riccati equations in Konstantinov
et al. (1993); Sun (1998), since for given L, P ∗L is the solution to the inner-loop Riccati
equation (4.2) with cost matrix Q˜L =Q −L>RvL and transition matrix A˜L = A−CL.
Proposition B.1 (Perturbation of P ∗L). For any L,L′ ∈Ω, where Ω is defined in (4.8), there
exists some constant BLΩ > 0 such that if ‖L′ −L‖ ≤ BLΩ, it follows that
‖P ∗L′ − P ∗L‖ ≤ BPΩ · ‖L′ −L‖,
for some constant BPΩ > 0.
Proof. The proof is built upon the result of Theorem 4.1 in Sun (1998). First, since both
L,L′ ∈ Ω, we have Q˜L′ , Q˜L ≥ 0, and also B(Ru)−1B> ≥ 0 for both L and L′. This validates
the applicability of (Sun, 1998, Theorem 4.1). Also note that by Lemma 6.2, both P ∗L and
P ∗L′ exist and are positive definite. First recalling the definition of K(L) in (4.1), we have
the following relationship:
A˜L −BK(L) = A˜L −B(Ru +B>P ∗LB)−1B>P ∗LA˜L = [I +B(Ru)−1B>P ∗L]−1A˜L,
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where the second equation uses the matrix inversion lemma.
To simplify the notation, we let ∆ = L′ −L and also define the following quantities2:
δ =
∥∥∥A˜L′ − A˜L∥∥∥ = ‖C∆‖, f = ∥∥∥[I +B(Ru)−1B>P ∗L]−1∥∥∥, g = ‖B(Ru)−1B>‖
φ =
∥∥∥[I +B(Ru)−1B>P ∗L]−1A˜L∥∥∥, γ = f δ(2φ+ f δ), ψ = ∥∥∥P ∗L · [I +B(Ru)−1B>P ∗L]−1∥∥∥
TL = I−
[
A˜L −BK(L)
]> ⊗ [A˜L −BK(L)]>, ` = ‖T −1L ‖−1, H = P ∗L[I +B(Ru)−1B>P ∗L]−1A˜L
p =
∥∥∥T −1L [I⊗H> + (H> ⊗ I)Π]∥∥∥, ε = 1` ∥∥∥∆RvL+L>Rv∆+∆>Rv∆∥∥∥+ (p+ ψδ` )‖C∆‖
α = f (‖A˜L‖+ ‖C∆‖), θ = `
φ+
√
φ2 + `
,
where Π is the vec-permutation matrix (Graham, 2018, pp. 32-34). Also, from Lemma
6.2, we know that A˜L −BK(L) is stabilizing, which thus implies that ` is finite and
` = 1/‖T −1L ‖ = σmin(TL) > 0. (B.18)
We note that sinceΩ is a compact set of L, and σmin(TL) is a continuous function of L, ` is
uniformly lower bounded above zero for any L ∈Ω.
Since the term ‖∆G‖ in (Sun, 1998, Theorem 4.1) is zero here, the first condition in
(4.40) of Sun (1998) is trivially satisfied. For the other two conditions in (4.40) there, we
require the following sufficient conditions to hold
1− f gξ∗ ≥ 0, f δ+φf gξ∗1− f gξ∗ ≤ θ, (B.19)
where ξ∗ is d efined as ξ∗ = (2`ε) · (`/2 + `f gε)−1. Note that if we additionally require
γ = f δ(2φ+ f δ) ≤ f ‖C∆‖(2φ+ 2` + f ‖C∆‖) ≤ 2f (φ+ `)‖C‖‖∆‖+ f 2‖C‖2‖∆‖2 ≤ `/2, (B.20)
then the definition of ξ∗ here is strictly larger than that in Sun (1998). Thus, if such an ξ∗
satisfies (B.19), then the other two conditions in (B.19) can be satisfied, too. Moreover, if
we also let
ε =
1
`
∥∥∥∆RvL+L>Rv∆+∆>Rv∆∥∥∥+ (p+ ψδ
`
)
‖C∆‖
≤ 1
`
(
2‖RvL‖‖∆‖+ ‖Rv‖‖∆‖2
)
+
(
p+
ψδ
`
)
‖C∆‖ ≤ (`/2)
2
2`f g(` + 2α)
=
`
8f g(` + 2α)
(B.21)
hold, then since γ ≤ `/2 from (B.20), the right-hand side of (B.21) satisfies
(`/2)2
2`f g(` + 2α)
≤ (` −γ)
2
`f g(` −γ + 2α +√(` −γ + 2α)2 − (` −γ)2 .
2Note that we change some of the notations used in (Sun, 1998, Theorem 4.1) in order to: i) avoid the
conflict with our notations; ii) simplify the bound for better readability.
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This implies that the condition in (4.41) in Sun (1998) holds. Then, we obtain from The-
orem 4.1 in Sun (1998) that∥∥∥P ∗L′ − P ∗L∥∥∥ ≤ ξ∗ = 2`ε`/2 + `f gε ≤ 4ε = 4` ∥∥∥∆RvL+L>Rv∆+∆>Rv∆∥∥∥+ 4(p+ ψδ` )‖C∆‖
≤ 8
`
‖RvL‖‖∆‖+ 4
`
‖Rv‖‖∆‖2 + 4p‖C‖‖∆‖+ 4ψ
`
‖C‖2‖∆‖2. (B.22)
Now we discuss sufficient conditions of (B.19), (B.20), and (B.21), to ensure a pertur-
bation bound on P ∗L as desired from (B.22). The two conditions in (B.19) can be written
as
f g
2ε
1/2 + f gε
≤ 1 =⇒ f gε ≤ 1/2, f δ+
(
φ+θ
)
f gξ∗ ≤ θ, (B.23)
where one sufficient condition for the second one to hold is
f δ+ 4(φ+θ)f gε ≤ θ, (B.24)
since ξ∗ ≤ 2ε/(1/2) = 4ε. Note that since f δ ≥ 0 and f gε ≥ 0, (B.24) holds implies that
f gε ≤ 1/2. Hence we only need a sufficient condition for (B.24) to hold, which can be the
following one
f ‖C‖‖∆‖+ 4(φ+θ)f g
(
2
`
‖RvL‖‖∆‖+ 1
`
‖Rv‖‖∆‖2 + p‖C‖‖∆‖+ ψ
`
‖C‖2‖∆‖2
)
≤ θ. (B.25)
(B.25) can be satisfied if the following condition on ‖∆‖ holds:
‖∆‖ ≤min
{‖C‖+ 4(φ+θ)g(2‖RvL‖/` + p‖C‖)
4(φ+θ)g(‖Rv‖/` +ψ‖C‖2/`) ,
θ
2f ‖C‖+ 8f (φ+θ)g(2‖RvL‖/` + p‖C‖)
}
. (B.26)
Moreover, the condition in (B.20) gives
2f (φ+ `)‖C‖‖∆‖+ f 2‖C‖2‖∆‖2 ≤ `/2, (B.27)
which can be satisfied by the following condition on ‖∆‖:
‖∆‖ ≤min
{
2(φ+ `)
f ‖C‖ ,
`
8f (φ+ `)‖C‖
}
. (B.28)
Also, by letting
2α = 2f (‖A˜L‖+ ‖C∆‖) ≤ 2f (‖A˜L‖+ ‖C‖) (B.29)
=⇒ `
8f g(` + 2α)
≥ `
8f g[` + 2f (‖A˜L‖+ ‖C‖)]
,
the condition in (B.21) can thus be satisfied if we let
1
`
(
2‖RvL‖‖∆‖+ ‖Rv‖‖∆‖2
)
+ (p+ 1)‖C‖‖∆‖+ ψ
`
‖C‖2‖∆‖2 ≤ `
8f g[` + 2f (‖A˜L‖+ ‖C‖)]
.
(B.30)
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Note that conditions (B.29)-(B.30) can be satisfied if
‖∆‖ ≤min
{
1,
2‖RvL‖+ (p+ 1)`‖C‖
‖Rv‖+ψ‖C‖2 ,
`
16f g[` + 2f (‖A˜L‖+ ‖C‖)](‖RvL‖/` + 2(p+ 1)‖C‖)
}
.
(B.31)
Thus, under (B.26), (B.28), and (B.31), the bound (B.22) can be further written as∥∥∥P ∗L′ − P ∗L∥∥∥ ≤ [ ‖C‖(φ+θ)g + 16‖RvL‖` + 8p‖C‖
]
· ‖∆‖, (B.32)
where the inequality follows by using the first bound of ∆ in the min of (B.26). It is
straightforward to see that all the upper bounds on ‖∆‖ from (B.26), (B.28), and (B.31) are
lower bounded above zero, since: i) `, θ and ‖C‖ are all strictly above zero (see (B.18)),
so are all the numerators of the bounds in (B.26), (B.28), and (B.31); ii) the denominators
of the bounds are all finite and bounded above, due to the boundedness of L, i.e., the
boundedness of Ω, and the boundedness of P ∗L from Lemma 6.2. In addition, note that
all the quantities used in the bounds on ‖∆‖ are norms of matrices composed of L and P ∗L ,
which are both continuous functions of L (see Lemma 6.4 on the continuity of P ∗L), over
the compact setΩ. Hence, there exists some constant BLΩ > 0, which is the infimum of the
bounds on ‖∆‖ over Ω. Also, from (B.32), there exists some
BPΩ =
‖C‖
(φ+θ)g
+
16‖RvL‖
`
+ 8p‖C‖,
such that ‖P ∗L′ − P ∗L‖ ≤ BPΩ · ‖L′ −L‖, which completes the proof.
We then need to establish the perturbation of K(L) as in the following lemma.
Lemma B.2. For any L,L′ ∈Ω, recalling the definition of K(L) in (4.1), there exists some
constant BLΩ > 0 such that if
‖L′ −L‖ ≤min
{
BLΩ,
‖B‖ · (BPΩ‖A˜L −BK(L)‖+ ‖P ∗L‖‖C‖)
BPΩ‖B‖‖C‖
}
, (B.33)
it follows that
‖K(L′)−K(L)‖ ≤ 2‖B‖ · (B
P
Ω‖A˜L −BK(L)‖+ ‖P ∗L‖‖C‖)
σmin(Ru)
· ‖L′ −L‖,
where BLΩ,BPΩ are as defined in the proof of Proposition B.1.
Proof. By definition, it holds that
(Ru +B>P ∗
L˜
B)K (˜L) = B>P ∗
L˜
A˜L˜
for both L˜ = L and L˜ = L′. Subtracting both equations yields
B>(P ∗L′ − P ∗L)BK(L) + (Ru +B>PL′B)[K(L′)−K(L)] = B>(P ∗L′ − P ∗L)A˜L′ +B>P ∗LC(L−L′),
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which further gives
‖K(L′)−K(L)‖ = ‖(Ru +B>PL′B)−1B>(P ∗L′ − P ∗L)[A˜L −BK(L) +C(L−L′)]
+ (Ru +B>PL′B)−1B>P ∗LC(L−L′)‖
≤ ‖(Ru +B>PL′B)−1‖‖B‖
[
‖P ∗L′ − P ∗L‖
(
‖A˜L −BK(L)‖+ ‖C‖‖L′ −L‖
)
+ ‖P ∗L‖‖C‖‖L′ −L‖
]
≤ ‖B‖
σmin(Ru)
‖P ∗L′ − P ∗L‖
(
‖A˜L −BK(L)‖+ ‖C‖‖L′ −L‖
)
+
‖B‖
σmin(Ru)
‖P ∗L‖‖C‖‖L′ −L‖.
Combined with the bound on ‖P ∗L′ − P ∗L‖ in Proposition B.1, we obtain that
‖K(L′)−K(L)‖ ≤ ‖B‖ · (B
P
Ω‖A˜L −BK(L)‖+ ‖P ∗L‖‖C‖)
σmin(Ru)
‖L′ −L‖+ B
P
Ω‖B‖‖C‖
σmin(Ru)
‖L′ −L‖2,
which combined with the bound on (B.33) gives the desired result.
Now we are ready to establish the perturbation of Σ∗L. We start by defining a linear
operator on symmetric matrices T ∗L (·):
T ∗L (X) :=
∞∑
t=0
[A−BK(L)−CL]tX[A−BK(L)−CL]t> ,
and its induced norm as
‖T ∗L ‖ := sup
X
T ∗L (X)
‖X‖ ,
where sup is taken over all non-zero symmetric matrices. Also, we let Σ0 = E(x0x
>
0 ). Then
we can show that the induced norm ‖T ∗L ‖ is bounded as follows.
Lemma B.3. For any L ∈Ω, the induced norm pf ‖T ∗L ‖ is bounded as
‖T ∗L ‖ ≤
C(K(L),L)
µ · ζ .
Proof. The proof mostly follows the proof of Lemma 17 in Fazel et al. (2018), except
replacing (A−BK) there by A−BK(L)−CL, and the upper bound of ‖Σ∗L‖ by C(K(L),L)/ζ
due to Lemma 6.6.
We can also define another operator F ∗L (X) as
F ∗L (X) = [A−BK(L)−CL]X[A−BK(L)−CL]>,
which, by the same argument as Lemma 18 in Fazel et al. (2018), gives that
T ∗L = (I−F ∗L )−1, (B.34)
where I is the identity operator. Hence, the following proof is to find the bound of
‖Σ∗L′ −Σ∗L‖ = ‖(T ∗L′ −T ∗L )(Σ0)‖ = ‖[(I−F ∗L′ )−1 − (I−F ∗L )−1](Σ0)‖.
To this end, we first have the following bound on ‖F ∗L −F ∗L′‖.
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Lemma B.4. For any L,L′ ∈Ω, it follows that
‖F ∗L′ −F ∗L ‖ ≤ 2‖A−BK(L)−CL‖
(
‖B‖‖K(L′)−K(L)‖+ ‖C‖‖∆‖
)
+ ‖B‖2‖K(L′)−K(L)‖2 + ‖C‖2‖∆‖2 + 2‖B‖‖C‖‖K(L′)−K(L)‖‖∆‖.
Proof. Let ∆ = L′ −L, then for any symmetric matrix X,
(F ∗L′ −F ∗L )(X) =− [A−BK(L)−CL]X
{
B[K(L′)−K(L)] +C∆
}>
−
{
B[K(L′)−K(L)] +C∆
}
X[A−BK(L)−CL]>
+
{
B[K(L′)−K(L)] +C∆
}
X
{
B[K(L′)−K(L)] +C∆
}>
,
which leads to the desired norm bound by using ‖AX‖ ≤ ‖A‖‖X‖ for any operator A.
Moreover, we have the following argument similar to Lemma 20 in Fazel et al. (2018).
LemmaB.5. If ‖T ∗L ‖‖F ∗L′−F ∗L ‖ ≤ 1/2, and both (K(L′),L′) and (K(L),L) are stabilizing. Then
‖(T ∗L′ −T ∗L )(Σ)‖ ≤ 2‖T ∗L ‖‖F ∗L′ −F ∗L ‖‖T ∗L (Σ)‖ ≤ 2‖T ∗L ‖2‖F ∗L′ −F ∗L ‖‖Σ‖.
Proof. The proof follows directly from that of Lemma 20 in Fazel et al. (2018), which is
omitted here for brevity.
We are now ready to prove the perturbation of Σ∗L. To simplify the notation, let
BKΩ =
2‖B‖ ·
(
BPΩ‖A˜L −BK(L)‖+ ‖P ∗L‖‖C‖
)
σmin(Ru)
,
then BKΩ > 0. By Lemmas B.2 and B.4, for any L,L′ ∈Ω, letting ∆ = L′ −L, if
‖∆‖ ≤min
BLΩ, ‖B‖
[
BPΩ‖A˜L −BK(L)‖+ ‖P ∗L‖‖C‖
]
BPΩ‖B‖‖C‖
,
2
(
‖A˜L −BK(L)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)
(
BKΩ
)2‖B‖2 + ‖C‖2 + 2BKΩ‖B‖‖C‖
,
then
‖F ∗L′ −F ∗L ‖ ≤ 2‖A˜L −BK(L)‖
(
BKΩ‖B‖‖∆‖+ ‖C‖‖∆‖
)
+
(
BKΩ
)2‖B‖2‖∆‖2 + ‖C‖2‖∆‖2 + 2‖B‖‖C‖BKΩ‖∆‖2
≤ 2
(
‖A˜L −BK(L)‖+ 1
)(
BKΩ‖B‖‖∆‖+ ‖C‖‖∆‖
)
+
(
BKΩ
)2‖B‖2‖∆‖2 + ‖C‖2‖∆‖2 + 2‖B‖‖C‖BKΩ‖∆‖2
≤ 4
(
‖A˜L −BK(L)‖+ 1
)(
BKΩ‖B‖+ ‖C‖
)
· ‖∆‖,
where the first inequality uses Lemma B.2, and the second inequality is due to the third
term in the min of the upper bound on ‖∆‖. This completes the proof of Lemma 6.8.
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Lemma B.6. For any disjoint sets A,B ⊆ Rm×n, if A is compact, and if B is closed, then
there exists some ω > 0, such that for any A ∈ A and B ∈ B, ‖A−B‖ ≥ ω.
Proof. Assume that the conclusion does not hold. Let An ∈ A and Bn ∈ B be chosen such
that ‖An −Bn‖ → 0 as n→∞. Since A is compact, there exists a convergent subsequence
of {An}n≥0, denoted by {Anm}m≥0, that converges to some A ∈ A. Hence, we have
‖A−Bnm‖ ≤ ‖A−Anm‖+ ‖Anm −Bnm‖ → 0,
as m → ∞. This implies that A is a limit point of B. Since B is closed, we have A ∈ B,
which leads to a contradiction and thus completes the proof.
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C Simulation Details
Alternating-Gradient (AG) Methods.
AG methods follows the idea in Nouiehed et al. (2019), which are based on our nested-
gradient methods, but at each outer-loop iteration, the inner-loop updates only perform
a finite number of iterations, instead of converging to the exact solution K(Lt) as nested-
gradient methods. The updates are given in Algorithm 4, whose performance is show-
cased in Figures 3 and 4, showing that AG methods converge to the NE in both settings.
Algorithm 4 Alternating-Gradient (AG) Methods
1: Input: (K0,L0) that is stabilizing
2: for t = 0, · · · ,T − 1 do
3: for τ = 0, · · ·T − 1 do
4:
Policy Gradient: Kτ+1 = Kτ − η∇KC(Kτ ,Lt)],
5: Or
Natural Policy Gradient: Kτ+1 = Kτ − η∇KC(Kτ ,Lt)]Σ−1Kτ ,Lt ,
6: Or
Gauss-Newton: Kτ+1 = Kτ − η(Ru +B>PKτ ,LtB)−1∇KC(Kτ ,Lt)]Σ−1Kτ ,Lt ,
7: end for
8:
Policy Gradient: Lt+1 = Lt + η∇LC(KT ,Lt)],
9: Or
Natural Policy Gradient: Lt+1 = Lt + η∇LC(KT ,Lt)]Σ−1KT ,Lt ,
10: Or
Gauss-Newton: Lt+1 = Lt + η(−Rv +C>PKT ,LtC)−1∇LC(KT ,Lt)]Σ−1KT ,Lt ,
11: end for
12: Return the iterate (KT ,LT ).
Gradient-Descent-Ascent (GDA) Methods.
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Algorithm 5 Gradient-Descent-Ascent (GDA) Methods
1: Input: (K0,L0) that is stabilizing
2: for t = 0, · · · ,T − 1 do
3:
Policy Gradient: Kt+1 = Kt − η∇KC(Kt,Lt)]
Lt+1 = Lt + η∇LC(Kt,Lt)],
4: Or
Natural Policy Gradient: Kt+1 = Kt − η∇KC(Kt,Lt)]Σ−1Kt ,Lt
Lt+1 = Lt + η∇LC(Kt,Lt)]Σ−1Kt ,Lt ,
5: Or
Gauss-Newton: Kt+1 = Kt − η(Ru +B>PKt ,LtB)−1∇KC(Kt,Lt)]Σ−1Kt ,Lt
Lt+1 = Lt + η(−Rv +C>PKt ,LtC)−1∇LC(Kt,Lt)]Σ−1Kt ,Lt ,
6: end for
7: Return the iterate (KT ,LT ).
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Figure 3: Performance of the three AG methods for Case 1 where Assumption 2.1 ii) is
satisfied. (a) shows the monotone convergence of the expected cost C(K(L),L) to the NE
cost C(K∗,L∗); (b) shows the convergence of the gradient mapping norm square; (c) shows
the change of the smallest eigenvalue of Q˜L =Q −L>RvL.
Note that GDA and its variants with simultaneous updates have drawn increasing at-
tention recently for solving saddle-point problems (Cherukuri et al., 2017; Daskalakis
and Panageas, 2018; Mazumdar et al., 2019; Jin et al., 2019), mainly due to their popular-
ity in training GANs. The algorithms perform policy gradient descent for the minimizer
and ascent for the maximizer. The updates are given in Algorithm 5, whose performance
is showcased in Figures 5 and 6, showing their convergence to the NE in both settings.
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Figure 4: Performance of the three AG methods for Case 2 where Assumption 2.1 ii) is
not satisfied. (a) shows the monotone convergence of the expected cost C(K(L),L) to the
NE cost C(K∗,L∗); (b) shows the convergence of the gradient mapping norm square; (c)
shows the change of the smallest eigenvalue of Q˜L =Q −L>RvL.
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Figure 5: Performance of the three GDA methods for Case 1 where Assumption 2.1 ii) is
satisfied. (a) shows the monotone convergence of the expected cost C(K(L),L) to the NE
cost C(K∗,L∗); (b) shows the convergence of the gradient mapping norm square; (c) shows
the change of the smallest eigenvalue of Q˜L =Q −L>RvL.
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Figure 6: Performance of the three GDA methods for Case 2 where Assumption 2.1 ii) is
not satisfied. (a) shows the monotone convergence of the expected cost C(K(L),L) to the
NE cost C(K∗,L∗); (b) shows the convergence of the gradient mapping norm square; (c)
shows the change of the smallest eigenvalue of Q˜L =Q −L>RvL.
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