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APPROXIMATE CURRENT-VORTEX SHEETS
NEAR THE ONSET OF INSTABILITY
ALESSANDRO MORANDO, PAOLO SECCHI, AND PAOLA TREBESCHI
Abstract. The paper is concerned with the free boundary problem for 2D current-vortex sheets in
ideal incompressible magneto-hydrodynamics near the transition point between the linearized stability
and instability. In order to study the dynamics of the discontinuity near the onset of the instability,
Hunter and Thoo [9] have introduced an asymptotic quadratically nonlinear integro-differential equation
for the amplitude of small perturbations of the planar discontinuity. We study such amplitude equation
and prove its nonlinear well-posedness under a stability condition given in terms of a longitudinal strain
of the fluid along the discontinuity.
1. Introduction and main results
We consider the equations of 2-dimensional incompressible magneto-hydrodynamics (MHD)
∂tu+∇ · (u⊗ u−B⊗B) +∇q = 0 ,
∂tB−∇× (u×B) = 0 ,
divu = 0 , divB = 0 in (0, T )× R2,
(1)
where u = (u1, u2) denotes the velocity field and B = (B1, B2) the magnetic field, p is the pressure,
q = p+ 12 |B|2 the total pressure (for simplicity the density ρ ≡ 1).
Let us consider current-vortex sheets solutions of (1) (also called “tangential discontinuities”), that is
weak solutions that are smooth on either side of a smooth hypersurface
Γ(t) = {y = f(t, x)}, where t ∈ [0, T ], (x, y) ∈ R2,
and such that at Γ(t) satisfy the boundary conditions
∂tf = u
± ·N , B± ·N = 0 , [q] = 0 , (2)
with N := (−∂xf, 1). In (2) (u±,B±, q±) denote the values of (u,B, q) on the two sides of Γ(t), and
[q] = q+|Γ − q−|Γ the jump across Γ(t).
From (2) the discontinuity front Γ(t) is a tangential discontinuity, namely the plasma does not flow
through the discontinuity front and the magnetic field is tangent to Γ(t). The possible jump of the
tangential velocity and tangential magnetic field gives a concentration of current and vorticity on the
front Γ(t). Current-vortex sheets are fundamental waves in MHD and play an important role in plasma
physics and astrophysics. The existence of current-vortex sheets solutions is known for compressible fluids
[6, 19], but, as far as we know, is still an open problem for incompressible fluids, see [7, 14] for partial
results.
The necessary and sufficient linear stability condition for planar (constant coefficients) current-vortex
sheets was found a long time ago, see [4, 12, 18]. To introduce it, let us consider a stationary solution of
(1), (2) with interface located at {y = 0} given by the constant states
u± = (U±, 0)T , B± = (B±, 0)T (3)
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in the x-direction. The necessary and sufficient stability condition for the stationary solution is
|U+ − U−|2 < 2
(
|B+|2 + |B−|2
)
, (4)
see [4, 12, 18]. Equality in (4) corresponds to the transition to violent instability, i.e. ill-posedness of the
linearized problem.
Let U = (U+, U−), B = (B+, B−) and define
∆(U,B) :=
1
2
(
|B+|2 + |B−|2
)
− 1
4
|U+ − U−|2.
According to (4), stability/instability occurs when ∆(U,B) ≷ 0.
Hunter and Thoo investigated in [9] the transition to instability when ∆(U,B) = 0. Assume that
U±, B± depend on a small positive parameter ε and
U± = U±0 + εU
±
1 +O(ε
2), B± = B±0 + εB
±
1 +O(ε
2)
as ε→ 0+, where
∆(U0, B0) = 0 .
Then
∆(U,B) = εµ+O(ε2) (5)
as ε→ 0+, where
µ = B+0 B
+
1 +B
−
0 B
−
1 −
1
2
(
U+0 − U−0
) (
U+1 − U−1
)
.
From (5), µ plays the role of a scaled bifurcation parameter: for small ε > 0, if µ > 0 the stationary
solution (3) is linearly stable, while if µ < 0, it is linearly unstable.
It is proved in [9] that the perturbed location of the interface has the asymptotic expansion
y = f(t, x; ε) = εϕ(τ, θ) +O(ε3/2) as ε→ 0+,
where τ = ε1/2t is a “slow”time variable and θ = x − λ0t is a new spatial variable in a reference frame
moving with the surface wave, λ0 = (U
+
0 + U
−
0 )/2.
As shown in [9], after a rescaling, and writing again (t, x) for (τ, θ), the first order term ϕ satisfies the
quadratically nonlinear amplitude equation
ϕtt − µϕxx =
(
1
2
H[φ2]xx + φϕxx
)
x
, φ = H[ϕ] , (6)
where the unknown is the scalar function ϕ = ϕ(t, x), whereas H denotes the Hilbert transform with
respect to x.
(6) is an integro-differential equation of order two: in fact, it may also be written as
ϕtt − µϕxx =
(
[H;φ]∂xφx +H[φ
2
x]
)
x
,
where [H;φ]∂x is a pseudo-differential operator of order zero. In [9] the authors discuss the linearized
well-posedness of (6). Linearizing the operator
L[ϕ] := ϕtt − µϕxx −
(
[H ;φ]φxx +H[φ
2
x]
)
x
about a given basic state ϕ0 gives
L′[ϕ0]ϕ
′ = ϕ′tt − (µ− 2φ0,x)ϕ′xx − 2 [H ;φ0,x]φ′xx − 2H[φ0,xxφ′x] +
(
[φ′;H]φ0,xx + [φ0;H]φ
′
xx
)
x
, (7)
where φ′ = H[ϕ′], φ0 = H[ϕ0]. Assume that the last term in (7) may be disregarded, even if of order 2 in
ϕ′. When
µ− 2φ0,x < 0 (8)
the operator L′[ϕ0] is elliptic and (6) is locally linearly ill-posed in any Sobolev space. On the contrary,
when
µ− 2φ0,x > 0 (9)
the operator L′[ϕ0] is hyperbolic and (6) is locally linearly well-posed. In a sense we can think of (6) as
a nonlinear perturbation of the wave equation. In [9] the reader may also find a physical explanation of
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condition (8) yielding the linearized ill-posedness, or alternatively (9) for well-posedness, which is given
in terms of a longitudinal strain of the fluid along the discontinuity.
For simplicity, in the sequel it is assumed that ϕ′ and ϕ0 are periodic functions in x (cf. Theorem
1 below). In this case, the periodicity of ϕ0 implies that ϕ0,x has spatial mean equal to zero; since
ϕ0 and ϕ0,x are also real-valued then φ0,x = H[ϕ0,x] is still real-valued with zero spatial mean (see the
results collected in the next sections 2.2, 2.3). Therefore φ0,x (if not identically zero
1) should attain
either positive or negative values; consequently inequality (9) yields µ > 0 (providing linear stability of
(6)), while the opposite inequality implies µ < 0 (which gives linear instability). It is therefore somehow
natural to regard (9) as a stability condition, under which we investigate the nonlinear well-posedness of
the equation (6).
It is interesting to observe that the same quadratic operator of (6) appears in the first order nonlocal
amplitude equation
ϕt +
1
2
H[φ2]xx + φϕxx = 0 , φ = H[ϕ] , (10)
for nonlinear Rayleigh waves [8] and surface waves on current-vortex sheets and plasma-vacuum interfaces
in incompressible MHD [1, 2, 16]. Equation (10) is considered a canonical model equation for nonlinear
surface wave solutions of hyperbolic conservation laws, analogous to the inviscid Burgers equation for
bulk waves.
In this paper we are mainly interested in the nonlinear well-posedness of (6) under assumption (9).
More specifically, we will study the local-in-time existence of solutions to the initial value problem for (6)
with sufficiently smooth initial data
ϕ| t=0 = ϕ
(0) , ∂tϕ| t=0 = ϕ
(1) , (11)
satisfying the following “stability” condition
µ− 2φ(0)x > 0 , φ(0) := H[ϕ(0)] ,
which must be understood as a smallness assumption on the size of the initial data ϕ(0) in (11).
For the sake of convenience, in the paper the unknown ϕ = ϕ(t, x) is a scalar function of the time
t ∈ R+ and the space variable x, ranging on the one-dimensional torus T (that is ϕ is periodic in x). For
all notation we refer to the following Section 2. The main result of the paper is given by the following
theorem.
Theorem 1. (1) Assume that ϕ(0) ∈ H11(T), ϕ(1) ∈ H10(T) and
µ− 2H[ϕ(0)]x ≥ δ > 0 in T, (12)
with some positive constant δ. Then there exists T > 0, depending only on ‖ϕ(0)‖H11(T), ‖ϕ(1)‖H10(T)
and δ, such that the initial value problem (6), (11) with initial data ϕ(0), ϕ(1) admits a unique
solution ϕ on [0, T ] satisfying
ϕ ∈ L2(0, T ;H9(T)) ∩H1(0, T ;H8(T)) ∩H2(0, T ;H7(T)) ,
µ− 2H[ϕ]x ≥ δ/2 in [0, T ]× T .
(2) If ν > 10 and ϕ(0) ∈ Hν+1(T), ϕ(1) ∈ Hν(T) satisfy condition (12) then the solution ϕ of (6),
(11) with initial data ϕ(0), ϕ(1), considered in the statement (1), satisfies
ϕ ∈ L2(0, T ;Hν−1(T)) ∩H1(0, T ;Hν−2(T)) ∩H2(0, T ;Hν−3(T)) .
Remark 2. It is worth pointing out that the time interval of the existence of the solution ϕ = ϕ(t, x)
to the initial value problem (6), (11), computed from the initial data by Theorem 1, is the same in both
the statements (1) and (2). Even though in (2) the initial data ϕ(0), ϕ(1) have an additional Sobolev
regularity ν > 10, with respect to the minimal regularity that is required in (1), the final time T depends
on those data only through the lower order norms ‖ϕ(0)‖H11(T), ‖ϕ(1)‖H10(T), see Subsection 6.4.
1Because the spatial mean of ϕ0 is zero, φ0,x identically zero should imply that ϕ0 is identically zero too.
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The paper is organized as follows. After the following Section 2 about notations and basic tools, in
Section 3 we study the linearized equation about a given reference state ϕ0. The main result of this section
is the basic energy estimate (41) obtained by the standard approach of multiplication and integration by
parts. Even if the approach is quite natural, in our opinion the result is not at all obvious. In fact, it
follows from a very careful analysis, in particular the study of some critical terms containing derivative
of higher order. Here we use in a crucial way some fine properties of the Hilbert transform and new
commutator estimates.
In Section 4 we prove a tame estimate in Sobolev spaces of any order for the solution ϕ′ to the linearized
equation. The proof follows from the basic energy a priori estimate (41) and suitable commutator
estimates involving the Hilbert transform and derivatives of higher order. An important feature is the
following one. In the basic energy a priori estimate (41), there is no loss of regularity in the sense that
the L2-norm of the source term g = L′[ϕ0] controls the L
2-norms of both ϕ′t and ϕ
′
x (as for the standard
wave equation). Thus, one would hope to prove an estimate in Sobolev spaces of higher order again with
no loss of derivative, and consequently to solve the nonlinear problem by a standard method like the
implicit function theorem or the contraction principle.
Unfortunately, here we find a serious difficulty. Our tame estimate (80) still has no loss of regularity
from the source term g to the solution, but it contains the loss of 2 spatial derivatives in the inversion of
the operator L′[ϕ0], from the given basic state ϕ0 to ϕ
′.
For this reason, we can’t apply a standard method for the resolution of the nonlinear problem. Instead,
(6) is solved by applying the Nash-Moser’s theorem. This is done in Section 6 where we give an equivalent
formulation of the Cauchy problem for (6) as an abstract equation in a suitable functional setting, and
verify all the assumptions needed for the application of Nash-Moser’s theorem.
Finally, in A we prove our commutator estimates involving the Hilbert transform and give other useful
estimates. In B, for reader’s convenience, we recall the assumptions and the statement of the Nash-Moser’s
theorem.
2. Preliminary results and basic tools
2.1. Notations. Throughout the whole paper, the partial derivative of a function f(t, x) with respect
to t or x will be denoted appending to the function the subscript t or x as
ft :=
∂f
∂t
, fx :=
∂f
∂x
.
(The notations ∂tf , ∂xf will be also used.) Higher order derivatives in (t, x) will be denoted by the
repeated indices; for instance ftt and ftx will stand respectively for second order derivatives of f with
respect to t twice and t, x.
Let T denote the one-dimensional torus defined as
T := R/(2πZ) ,
that is the set of equivalence classes of real numbers with respect to the equivalence relation ∼ defined as
x ∼ y if and only if x− y ∈ 2πZ .
It is customary to identify functions that are defined on T with 2π−periodic functions on R. According
to this convention, it will be usual referring to f : T→ C as a “periodic function”.
All periodic functions f : T→ C can be expanded in terms of Fourier series as
f(x) =
1
2π
∑
k∈Z
f̂(k)eikx ,
where
{
f̂(k)
}
k∈Z
are the Fourier coefficients defined by
f̂(k) :=
∫
T
f(x)e−ikx dx , k ∈ Z . (13)
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For 1 ≤ p ≤ +∞, we denote by Lp(T) the usual Lebesgue space of exponent p on T, defined as the set of
(equivalence classes of) measurable functions f : T→ C such that the norm
‖f‖Lp(T) :=
{(∫
T
|f(x)|p dx)1/p , if p < +∞
ess supx∈T|f(x)| , if p = +∞
is finite. We denote
(f, g)L2(T) :=
∫
T
f(x)g(x) dx
the inner product of two functions f, g ∈ L2(T) (z denotes the conjugate of z ∈ C).
For all s ∈ R, Hs(T) will denote the Sobolev space of order s on T, defined to be the set of periodic
functions2 f : T→ C such that
‖f‖2Hs(T) :=
1
2π
∑
k∈Z
(1 + |k|)2s|f̂(k)|2 < +∞ . (14)
The function ‖ · ‖Hs(T) defines a norm on Hs(T), associated to the inner product
(f, g)Hs(T) :=
1
2π
∑
k∈Z
(1 + |k|)2sf̂(k)ĝ(k) ,
which turns Hs(T) into a Hilbert space.
Because of the relation between differentiation and Fourier coefficients, it is obvious that when s is a
positive integer Hs(T) reduces to the space of periodic functions f : T→ C such that
∂kxf ∈ L2(T) , for 0 ≤ k ≤ s
and
s∑
k=0
∥∥∂kxf∥∥L2(T)
defines a norm in Hs(T) equivalent to (14)3.
In the following, we are mainly concerned with real-valued periodic functions f : T → R with zero
spatial mean, that is such that ∫
T
f(x) dx = 0 .
For such functions the Fourier coefficients (13) obey the additional constraints
f̂(0) = 0 , f̂(k) = f̂(−k) , ∀ k ∈ Z . (15)
In view of (15), for zero mean periodic functions on T a norm in Hs(T) equivalent to (14) is provided by
‖f‖2s :=
1
2π
∑
k∈Z\{0}
|k|2s|f̂(k)|2 .
For s ∈ N, from the well-known formula
∂̂sxf(k) = (ik)
sf̂(k)
and Parseval’s identity it follows that
‖f‖s = ‖∂sxf‖L2(T) . (16)
2The word “function” is used here, and in the rest of the paper, in a wide sense. To be more precise, one should speak
about “periodic distributions” on the torus, instead of “periodic functions”, when dealing with real order Sobolev spaces.
However, for the sake of simplicity, here we prefer to avoid the precise framework of distributions. We refer the reader to
the monograph [15] for a thorough presentation of the periodic setting.
3Even though the functions f involved here depend on x ∈ T alone, the partial derivative notation ∂kx := ∂x . . . ∂x (k
times) is used just in order to be consistent with the notations adopted in the subsequent sections, where functions will also
depend on time.
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Hereafter, we will deal with spaces of functions that depend even on time t. It will be convenient to
regard real-valued functions f = f(t, x), depending on time and space, as vector-valued functions of t
alone taking values in some Banach space X of functions depending on x ∈ T. For technical reasons, the
time variable t will be allowed to run through the whole real line Rt (or even a real interval (−∞, T )
for given T > 0), and the integrability properties of functions in time will be referred to the weighted
measure e−γt dt on Rt (or (−∞, T )), being γ a real positive parameter.
For every Banach space X (with norm ‖·‖X ) and γ ≥ 1, we denote by L2γ(R;X ) the space of measurable
functions f : R→ X , such that the real-valued function
t 7→ e−γt‖f(t)‖X = ‖fγ(t)‖X
is square integrable on R; here it is set
fγ := e
−γtf . (17)
The space L2γ(R;X ) is provided with the norm
‖f‖2L2γ(R;X ) :=
∫
R
‖fγ(t)‖2X dt . (18)
In the sequel, the Banach space X will be always some Sobolev space Hm(T) of integer order m. When
in particular X = L2(T) then the space L2γ(R;L2(T)) reduces to be the set of functions f = f(t, x), that
are measurable both on t and x and such that e−γtf is square integrable in R × T; accordingly we set
L2γ(R×T) = L2γ(R;L2(T)), and denote by ‖ · ‖L2γ(R×T) the related norm in (18). For γ = 0, the weighted
spaces above reduce of course to the usual Lebesgue spaces that will be simply denoted as L2(R;X ).
When X is an Hilbert space (that will be always the case in the following), being ‖ · ‖X the norm
associated to the natural inner product, then integration by parts yields that the following identity
‖∂tf‖2L2γ(R;X ) = γ
2‖f‖2L2γ(R;X ) + ‖∂tfγ‖
2
L2(R;X )
holds true for every γ ≥ 1 and all sufficiently smooth functions f . In particular, it follows that
γ‖f‖L2γ(R;X ) ≤ ‖∂tf‖L2γ(R;X ) . (19)
More in general for k ∈ N we set Hkγ (R;X ) the space of measurable functions f : R→ X such that
∂jt f ∈ L2γ(R;X ) , for j = 0, . . . , k ,
endowed with the weighted norm ‖ · ‖Hkγ (R;X ) defined by
‖f‖2Hkγ (R;X ) =
k∑
j=0
γ2(k−j)‖∂jt f‖2L2γ(R;X ) . (20)
Applying repeatedly the inequality (19), one can see that for every k ∈ N, γ ≥ 1 and f ∈ Hkγ (R;X ) the
following holds
‖f‖Hkγ (R;X ) ≤
√
k + 1‖∂kt f‖L2γ(R;X ) .
The previous inequality shows that f 7→ ‖∂kt f‖L2γ(R;X ) defines a norm in Hkγ (R;X ) equivalent (uniformly
in γ) to the norm ‖ · ‖Hkγ (R;X ) defined in (20).
We denote by L∞(R;X ) the space of measurable functions f : R→ X such that
t 7→ ‖f(t)‖X
is bounded in R, provided with the norm
‖f‖L∞(R;X ) := ess supt∈R‖f(t)‖X .
More in general, for k ∈ N, W k,∞(R;X ) will be the space of measurable functions f : R→ X such that
∂jt f ∈ L∞(R;X ) , for j = 0, . . . , k ,
with the norm
‖f‖Wk,∞(R;X ) := sup
0≤j≤k
‖∂jt f‖L∞(R;X ) .
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By replacing the real line with the real interval (−∞, T ) for T > 0 in all the above definitions, the vector-
valued spacesHkγ (−∞, T ;X ),W k,∞(−∞, T ;X ) can be defined exactly in the same manner as before, with
similar properties. We recall the following vector-valued counterpart of the standard Sobolev Imbedding
Theorem (see [13]).
Lemma 3. For any T > 0 and γ ≥ 1, H1γ(−∞, T ;X ) →֒ L∞(−∞, T ;X ) and there exists a positive
constant CT , independent of γ, such that
‖u‖L∞(−∞,T ;X ) ≤
CT√
γ
‖u‖H1γ(−∞,T ;X ) , ∀u ∈ H1γ(−∞, T ;X ) .
2.2. Some reminds on periodic Fourier multipliers. For a given sequence of real (or complex)
numbers {A(k)}k∈Z, we denote by A the linear operator defined on periodic functions f : T → C by
setting
Af(x) :=
1
2π
∑
k∈Z
A(k)f̂(k)eikx , x ∈ T , (21)
or equivalently, on the Fourier side, by its Fourier coefficients
Âf(k) = A(k)f̂(k) , ∀ k ∈ Z . (22)
We refer to the sequence {A(k)}k∈Z as the symbol of the operator A.
The following continuity result will be useful in the sequel.
Proposition 4. Let the sequence {A(k)}k∈Z satisfy the following assumption
(1 + |k|)−m|A(k)| ≤ C , ∀ k ∈ Z , (23)
with suitable constants m ∈ R, C > 0; then the operator A with symbol {A(k)}k∈Z, defined by (21),
extends as a linear bounded operator
A : Hs(T)→ Hs−m(T) ,
for all s ∈ R; more precisely
‖Af‖Hs−m(T) ≤ C‖f‖Hs(T) , ∀ f ∈ Hs(T) ,
where C is the same constant involved in (23).
Proof. The proof is a straightforward application of the estimates (23) and the definition of the Sobolev
norm in (14); indeed we compute (see (22)):
‖Af‖2Hs−m(T) =
1
2π
∑
k∈Z
(1 + |k|)2(s−m)|Âf(k)|2 = 1
2π
∑
k∈Z
(1 + |k|)2(s−m)|A(k)f̂ (k)|2
≤ C
2
2π
∑
k∈Z
(1 + |k|)2s|f̂(k)|2 = C2‖f‖2Hs(T) .

We will refer to an operator A, under the assumptions of Proposition 4, as a Fourier multiplier of
order m. Such an operator transforms periodic functions with mean zero into functions of the same type,
as it is easily seen by observing that Âf(0) = A(0)f̂(0) = 0, as long as f̂(0) = 0.
Remark 5. As a straightforward consequence of formulas (21), (22), it even follows that the composition
AB of two Fourier multipliers A and B, whose symbols are respectively {A(k)}k∈Z and {B(k)}k∈Z, is
again a Fourier multiplier whose symbol is given by {A(k)B(k)}k∈Z (the order of AB being the sum of
the orders of A and B separately, because of (23)). We have in particular that AB = BA.
An example of a Fourier multiplier of order one is provided by the x−derivative, i.e. Af = fx, since
indeed
Âf(k) = f̂x(k) = ikf̂(k) , ∀ k ∈ Z .
Another relevant example of a Fourier multiplier is considered in the next section.
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2.3. Discrete Hilbert transform. The discrete Hilbert transform of a periodic function f : T → C,
denoted by H[f ], is defined on the Fourier side by setting
Ĥ[f ](k) = −i sgnkf̂(k) , ∀ k ∈ Z , (24)
where
sgnk :=

1 , if k > 0 ,
0 , if k = 0 ,
−1 , if k < 0 .
(25)
It is clear that, in view of Proposition 4, the Hilbert transform provides a Fourier multiplier of order zero,
the condition (23) being satisfied by A(k) = −i sgnk with m = 0 and C = 1; then after Proposition 4 we
conclude that
H : Hs(T)→ Hs(T)
is a linear bounded operator and
‖H[f ]‖Hs(T) ≤ ‖f‖Hs(T) , ∀ f ∈ Hs(T) (26)
for all s ∈ R.
Since |sgn k| = 1 for k 6= 0, it holds in particular that for every periodic function f ∈ Hs(T) with mean
zero (i.e. f̂(0) = 0), one has
‖H[f ]‖2s =
1
2π
∑
k∈Z\{0}
|k|2s|Ĥ[f ](k)|2 = 1
2π
∑
k∈Z\{0}
|k|2s| − i sgnkf̂(k)|2 = 1
2π
∑
k∈Z\{0}
|k|2s|f̂(k)|2 = ‖f‖2s .
Here below we collect a few elementary properties of the Hilbert transform that will be useful in the
sequel.
1. The Hilbert transform commutes with the x−derivative. It is a particular case of the property
recalled in Remark 5;
2. For all periodic functions f, g : T→ C there holds
H [fg −H[f ]H[g]] = fH[g] +H[f ]g . (27)
3. For every periodic function f : T → C, with zero mean, and k ∈ Z, the following formulas of
calculus hold true 4
H2[f ] = −f , H [eik·] (x) = −i sgnk eikx . (28)
4. For all periodic functions f, g ∈ L2(T) there holds
(H[f ], g)L2(T) = (f,−H[g])L2(T) . (29)
5. For all periodic functions f, g ∈ L2(T) and h ∈ L∞(T) there holds
([h;H] f, g)L2(T) = (f, [h;H] g)L2(T) , (30)
where [h;H] denotes the commutator between the multiplication by the function h and the Hilbert
transform H.
4Notice that, according to the convention sgn 0 = 0 (see (25)), the Hilbert transform H[f ] of any periodic function f on
T has zero mean. Hence, the first formula in (28) is not true when the mean of f is different from zero. In the latter case,
that formula should be replaced by H2[f ] = −f + f̂(0).
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3. The linearized equation
It is well-known that a first step in proving the local-in-time existence for the nonlinear equation (6)
is the study of the well-posedness of the linearization of this equation about a sufficiently smooth state
ϕ0 = ϕ0(t, x); according to (9) we assume that the reference state ϕ0 satisfies
µ− 2φ0,x > 0 , φ0 := H[ϕ0] .
The above condition ensures the “leading part” ϕtt − (µ − 2φ0,x)ϕxx of the linearized equation to be of
hyperbolic type (see (43)).
In order to linearize the equation (6), it is firstly convenient to rewrite it in the following equivalent
form
ϕtt − µϕxx =
(
H[φ2x]− [φ ;H]φxx
)
x
, (31)
where
[φ ;H] := φH −Hφ
denotes the commutator of the multiplication operator by φ and the Hilbert transform H. Here we have
used the first formula in (28) (it is assumed that ϕ has zero spatial mean), which implies ϕxx = −H[φxx],
and that H commutes with the x−differentiation.
Let ϕ0 = ϕ0(t, x) be a given basic state, with zero spatial mean, obeying suitable regularity assumptions
and set φ0 = H[ϕ0]. If we let L[·] denote the nonlinear operator
L[ϕ] := ϕtt − µϕxx −
(
H[φ2x]− [φ ;H]φxx
)
x
, (32)
then the linearization of the equation (31) about ϕ0 is defined by
L′[ϕ0]ϕ
′ :=
d
dε
L[ϕ0 + εϕ
′]|ε=0 = g . (33)
In the linear equation above the unknown ϕ′ = ϕ′(t, x) represents some small perturbation of the basic
state ϕ0, with zero spatial mean, while g = g(t, x) is some given nonzero forcing term taking account of
lower order perturbation errors arising from the linearization of (31).
An explicit computation leads to the following form of the linear operator L′[ϕ0] in (33).
L′[ϕ0]ϕ
′ = ϕ′tt − µϕ′xx − (2H[φ0,xφ′x]− [φ′;H]φ0,xx − [φ0;H]φ′xx)x , φ′ := H[ϕ′] , (34)
where again [A ;B] := AB −BA is the commutator of the operators A and B.
3.1. L2−a priori estimate. Following the approach developed in [5], our first goal is to associate to the
linear equation (33) an L2-a priori energy estimate of the first order derivatives of any sufficiently smooth
solution of such an equation by the forcing term g. In this context, the time t will be allowed to span the
whole real line R, and the energy estimate we are looking for will be of weighted type, in the sense that
the integrability of the involved functions will be measured in the weighted space L2γ(R× T).
In the following, for a real γ > 0 and every function f = f(t, x) on R × T, according to (17), we use
the shortcut
fγ := e
−γtf , ft,γ := e
−γtft , fx,γ := e
−γtfx . (35)
For the reader convenience, let us recall here below the following useful, though trivial, identities
fx,γ = ∂xfγ , ft,γ = γfγ + ∂tfγ . (36)
The relation
∂xft,γ = γfx,γ + ∂tfx,γ (37)
follows at once from a combination of (35) and (36); the latter will be repeatedly used later on.
From the second equality in (36) and the integration by parts in t, the following estimate can also be
proved, see [11] for the proof:
γ‖f‖L2γ(R×T) ≤ ‖ft‖L2γ(R×T) . (38)
Actually, inequality (38) is a particular case of (19) for X = L2(T).
This section is devoted to the proof of the following result.
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Theorem 6. Let the basic state ϕ0 : R× T→ R, with zero spatial mean, satisfy
ϕ0 ∈ L∞(R;H3(T)) , ϕ0,t ∈ L∞(R;H2(T)) (39)
and
µ− 2φ0,x ≥ δ/2 in R× T , (40)
with δ > 0 assigned in Theorem 1. Then there exist constants γ0 ≥ 1 depending only on δ and ϕ0 through
the norms ‖ϕ0‖L∞(R;H3(T)), ‖ϕ0,t‖L∞(R;H2(T)), and C0 > 0 depending only on δ, such that for all γ ≥ γ0
and every sufficiently smooth function ϕ′ : R × T → R, with zero spatial mean, the following a priori
estimate
γ
{
‖ϕ′t‖2L2γ(R×T) + ‖ϕ
′
x‖2L2γ(R×T)
}
≤ C0
γ
‖g‖2L2γ(R×T) (41)
is satisfied, where g := L′[ϕ0]ϕ
′.
Proof. Let ϕ′(t, x) be a sufficiently smooth function, with zero spatial mean, according to the statement
of Theorem 6 and set g := L′[ϕ0]ϕ
′. To simplify the notation, in the following we drop the superscript ′
in the unknown function ϕ′.
Just in order to outline the quantity µ− 2φ0,x, involved in (40), as coefficient of ϕxx, it is convenient to
expand the last term in the right-hand side of (34); by the rules of calculus collected in Section 2.3 we
get
(2H [φ0,xφx]− [φ;H]φ0,xx − [φ0;H]φxx)x
= 2H[φ0,xφxx] + 2H[φ0,xxφx]− ([φ;H]φ0,xx + [φ0;H]φxx)x
= 2φ0,xH[φxx] + 2 [H ;φ0,x]φxx + 2H[φ0,xxφx]− ([φ;H]φ0,xx + [φ0;H]φxx)x
= −2φ0,xϕxx + 2 [H ;φ0,x]φxx + 2H[φ0,xxφx]− ([φ;H]φ0,xx + [φ0;H]φxx)x .
Then substituting the last expression into (34) gives
L[ϕ0]ϕ = ϕtt − (µ− 2φ0,x)ϕxx − 2 [H ;φ0,x]φxx − 2H[φ0,xxφx] + ([φ;H]φ0,xx + [φ0;H]φxx)x . (42)
In view of (42), the linearized equation (33) takes the form
ϕtt − (µ− 2φ0,x)ϕxx = 2 [H ;φ0,x]φxx + 2H[φ0,xxφx]− ([φ;H]φ0,xx + [φ0;H]φxx)x + g . (43)
Since the estimate (41) involves the weighted L2−norms of ϕt, ϕx, it is also convenient to restate the
equation (43) in terms of ϕt,γ , ϕx,γ . Then (43) becomes equivalent to
γϕt,γ + ∂tϕt,γ − (µ− 2φ0,x) ∂xϕx,γ = 2 [H ;φ0,x] ∂xφx,γ + 2H[φ0,xxφx,γ ]
− ([φγ ;H]φ0,xx + [φ0;H]∂xφx,γ)x + gγ .
(44)
We multiply by ϕt,γ the equation (44) and integrate over R× T to get
γ‖ϕt‖2L2γ(R×T) +
∫
R×T
∂tϕt,γϕt,γ dx dt−
∫
R×T
(µ− 2φ0,x) ∂xϕx,γϕt,γ dx dt
= 2
∫
R×T
[H ;φ0,x] ∂xφx,γϕt,γ dx dt+ 2
∫
R×T
H[φ0,xxφx,γ ]ϕt,γ dx dt
−
∫
R×T
([φγ ;H]φ0,xx + [φ0;H]∂xφx,γ)x ϕt,γ dx dt+
∫
R×T
gγϕt,γ dx dt .
(45)
As for the two integrals in the left-hand side, integration by parts gives∫
R×T
∂tϕt,γϕt,γ dx dt = 0; (46)
−
∫
R×T
(µ− 2φ0,x) ∂xϕx,γϕt,γ dx dt =
∫
R×T
((µ− 2φ0,x)ϕt,γ)x ϕx,γ dx dt
=
∫
R×T
(µ− 2φ0,x) ∂xϕt,γϕx,γ dx dt−
∫
R×T
2φ0,xxϕt,γϕx,γ dx dt .
(47)
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We use the identity (37), with f = ϕ, in (47) to get
−
∫
R×T
(µ− 2φ0,x) ∂xϕx,γϕt,γ dx dt
= γ
∫
R×T
(µ− 2φ0,x) |ϕx,γ |2 dx dt+
∫
R×T
(µ− 2φ0,x) ∂tϕx,γϕx,γ − 2
∫
R×T
φ0,xxϕt,γϕx,γ dx dt .
(48)
As for the second integral in the right-hand side of (48), integration by parts in t gives∫
R×T
(µ− 2φ0,x) ∂tϕx,γϕx,γ =
∫
R×T
φ0,xt|ϕx,γ |2 dx dt .
Replacing the latter into (48) then gives
−
∫
R×T
(µ− 2φ0,x) ∂xϕx,γϕt,γ dx dt
= γ
∫
R×T
(µ− 2φ0,x) |ϕx,γ |2 dx dt+
∫
R×T
φ0,xt|ϕx,γ |2 dx dt− 2
∫
R×T
φ0,xxϕt,γϕx,γ dx dt .
(49)
Replacing (46), (49) into (45) we get
γ‖ϕt‖2L2γ(R×T) + γ
∫
R×T
(µ− 2φ0,x) |ϕx,γ |2 dx dt
= −
∫
R×T
φ0,xt|ϕx,γ |2 dx dt + 2
∫
R×T
φ0,xxϕt,γϕx,γ dx dt
+ 2
∫
R×T
[H ;φ0,x] ∂xφx,γϕt,γ dx dt+ 2
∫
R×T
H[φ0,xxφx,γ ]ϕt,γ dx dt
−
∫
R×T
([φγ ;H]φ0,xx + [φ0;H]∂xφx,γ)x ϕt,γ dx dt+
∫
R×T
gγϕt,γ dx dt .
(50)
Now we are going to provide a suitable estimate for each of the integral terms that appear in the right-
hand side of the identity above. Throughout the following, C will always denote some numerical positive
constant that may be possibly different from line to line.
Combining the Sobolev imbedding H1(T) →֒ L∞(T) and Poincare´’s inequality for functions with zero
spatial mean, the following functional inequalities
‖ψ‖L∞(T) ≤ C‖ψ‖H1(T) ≤ C‖ψx‖L2(T) , (51)
can be easily established for all periodic functions ψ ∈ H1(T) with spatial mean equal to zero. They will
be repeatedly used in the following calculations.
Let us come back to the estimate of the right-hand side of (50). Ho¨lder’s inequality gives
−
∫
R×T
φ0,xt|ϕx,γ |2 dx dt ≤
∫
R
‖φ0,xt‖L∞(T)‖ϕx,γ‖2L2(T) dt ;
then we apply (51) to φ0,xt (recall that ϕ0 and φ0 = H[ϕ0], as well as all their derivatives in x and t,
have zero spatial mean) and the L2−continuity of the Hilbert transform (see (26) for s = 0) to find
−
∫
R×T
φ0,xt|ϕx,γ |2 dx dt ≤ C
∫
R
‖ϕ0,xxt‖L2(T)‖ϕx,γ‖2L2(T) dt ≤ C‖ϕ0,t‖L∞(R;H2(T))‖ϕx‖2L2γ(R×T) . (52)
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Similarly, by Ho¨lder and Young’s inequalities and making use of (51) and the continuity of the Hilbert
transform, one gets
2
∫
R×T
φ0,xxϕt,γϕx,γ dx dt ≤ 2
∫
R
‖φ0,xx‖L∞(T)‖ϕt,γ‖L2(T)‖ϕx,γ‖L2(T) dt
≤ C
∫
R
‖ϕ0,xxx‖L2(T)
{
‖ϕt,γ‖2L2(T) + ‖ϕx,γ‖2L2(T)
}
dt
≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕt‖2L2γ(R×T) + ‖ϕx‖
2
L2γ(R×T)
}
.
(53)
To provide an estimate of the integral 2
∫
R×T
H[φ0,xxφx,γ ]ϕt,γ dx dt in the right-hand side of (50) we
use the properties of the Hilbert transform collected in Section 2.3, together with Ho¨lder and Young’s
inequalities and (51), to get
2
∫
R×T
H[φ0,xxφx,γ ]ϕt,γ dx dt = −2
∫
R×T
φ0,xxφx,γH[ϕt,γ ] dx dt = −2
∫
R×T
φ0,xxφx,γφt,γ dx dt
≤ 2
∫
R
‖φ0,xx‖L∞(T)‖φt,γ‖L2(T)‖φx,γ‖L2(T) dt ≤ C
∫
R
‖ϕ0,xxx‖L2(T)‖ϕt,γ‖L2(T)‖ϕx,γ‖L2(T) dt
≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕt‖2L2γ(R×T) + ‖ϕx‖
2
L2γ(R×T)
}
.
(54)
To obtain an estimate of 2
∫
R×T
[H ;φ0,x] ∂xφx,γϕt,γ dx dt we use Ho¨lder’s inequality, (51) and the estimate
(162) of Lemma 17 with s = 1, v = φ0,x and f = φx,γ (and again the properties of the Hilbert transform)
to get
2
∫
R×T
[H ;φ0,x] ∂xφx,γϕt,γ dx dt ≤ 2
∫
R
‖ [H ;φ0,x]∂xφx,γ‖L2(T)‖ϕt,γ‖L2(T) dt
≤ C
∫
R
‖φ0,xx‖H1(T)‖φx,γ‖L2(T)‖ϕt,γ‖L2(T) ≤ C
∫
R
‖ϕ0,xx‖H1(T)‖ϕx,γ‖L2(T)‖ϕt,γ‖L2(T)
≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕx‖2L2γ(R×T) + ‖ϕt‖
2
L2γ(R×T)
}
.
(55)
As for the integral term involving the source g, Ho¨lder and Young’s inequalities yield∫
R×T
gγ ϕt,γ dx dt ≤ ‖g‖L2γ(R×T)‖ϕt‖L2γ(R×T) ≤
γ
2
‖ϕt‖2L2γ(R×T) +
1
2γ
‖g‖2L2γ(R×T) . (56)
It remains now to treat the last term in the right-hand side of (50), that is
I := −
∫
R×T
([φγ ;H]φ0,xx + [φ0;H] ∂xφx,γ)x ϕt,γ dx dt . (57)
Let us firstly decompose I above as the sum
I = I1 + I2 , (58)
where
I1 := −
∫
R×T
([φγ ;H]φ0,xx)x ϕt,γ dx dt , (59)
I2 := −
∫
R×T
([φ0;H]∂xφx,γ)x ϕt,γ dx dt . (60)
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The estimate of I1: we use Leibniz’s formula, the definition of the commutator and formula (29) to
rewrite I1 as
I1 =−
∫
R×T
[φx,γ ;H]φ0,xxϕt,γ dx dt−
∫
R×T
[φγ ;H]φ0,xxxϕt,γ dx
= −
∫
R×T
φx,γH[φ0,xx]ϕt,γ dx dt+
∫
R×T
H [φx,γφ0,xx]ϕt,γ dx dt
−
∫
R×T
φγH[φ0,xxx]ϕt,γ dx dt+
∫
R×T
H [φγφ0,xxx]ϕt,γ dx dt
= −
∫
R×T
φx,γH[φ0,xx]ϕt,γ dx dt−
∫
R×T
φx,γφ0,xxH[ϕt,γ ] dx dt
−
∫
R×T
φγH[φ0,xxx]ϕt,γ dx dt−
∫
R×T
φγφ0,xxxH[ϕt,γ ] dx dt
=
∫
R×T
φx,γϕ0,xxϕt,γ dx dt−
∫
R×T
φx,γφ0,xxφt,γ dx dt
+
∫
R×T
φγϕ0,xxxϕt,γ dx dt−
∫
R×T
φγφ0,xxxφt,γ dx dt .
(61)
By using Ho¨lder and Young’s inequalities, (51) and the L2−continuity of the Hilbert transform (cf.
Section 2.3), the first and the second integrals involved in the representation (61) can be easily estimated
by ∫
R×T
ϕ0,xxφx,γϕt,γ dx dt ≤
∫
R
‖ϕ0,xx‖L∞(T)‖φx,γ‖L2(T)‖ϕt,γ‖L2(T) dt
≤ C
∫
R
‖ϕ0,xxx‖L2(T)
{
‖ϕxγ‖2L2(T) + ‖ϕt,γ‖2L2(T)
}
dt
≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕx‖2L2γ(R×T) + ‖ϕt‖
2
L2γ(R×T)
}
,
−
∫
R×T
φ0,xxφx,γφt,γ dx dt ≤
∫
R
‖φ0,xx‖L∞(T)‖φx,γ‖L2(T)‖φt,γ‖L2(T) dt
≤ C
∫
R
‖ϕ0,xxx‖L2(T)
{
‖ϕx,γ‖2L2(T) + ‖ϕt,γ‖2L2(T)
}
dt
≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕx‖2L2γ(R×T) + ‖ϕt‖
2
L2γ(R×T)
}
.
(62)
Concerning the third and fourth integrals in (61), firstly we use again Ho¨lder and Young’s inequalities to
get ∫
R×T
ϕ0,xxxφγϕt,γ dx dt ≤
∫
R
‖ϕ0,xxx‖L2(T)‖φγ‖L∞(T)‖ϕt,γ‖L2(T) dt ,
−
∫
R×T
φ0,xxxφγφt,γ dx dt ≤
∫
R
‖φ0,xxx‖L2(T)‖φγ‖L∞(T)‖φt,γ‖L2(T) dt
≤
∫
R
‖ϕ0,xxx‖L2(T)‖φγ‖L∞(T)‖ϕt,γ‖L2(T) dt .
(63)
Since the spatial mean of φ is zero, we apply (51) to φγ and the L
2−continuity of the Hilbert transform
to estimate
‖φγ‖L∞(T) ≤ C‖φx,γ‖L2(T) ≤ C‖ϕx,γ‖L2(T) . (64)
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Combining (63), (64) and using once again Young’s inequality and the Hilbert transform properties in
Section 2.3 we get
∫
R×T
ϕ0,xxxφγϕt,γ dx dt ≤ C
∫
R
‖ϕ0,xxx‖L2(T)‖ϕx,γ‖L2(T)‖ϕt,γ‖L2(T) dt
≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕx‖2L2γ(R×T) + ‖ϕt‖
2
L2γ(R×T)
}
,
−
∫
R×T
φ0,xxxφγφt,γ dx dt ≤ C
∫
R
‖ϕ0,xxx‖L2(T)‖ϕx,γ‖L2(T)‖ϕt,γ‖L2(T) dt
≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕx‖2L2γ(R×T) + ‖ϕt‖
2
L2γ(R×T)
}
.
(65)
Gathering estimates (62), (65), we obtain the following estimate of I1
I1 ≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕx‖2L2γ(R×T) + ‖ϕt‖
2
L2γ(R×T)
}
. (66)
The estimate of I2: The integral I2 is the most difficult to handle; indeed, even after integration by
parts, it still contains second order derivatives of ϕ that we can’t estimate directly. We will manage to
represent I2 as the sum of integral terms involving only first order derivatives of ϕ to which operators of
the kind considered in Lemma 17 are applied.
We first integrate by parts in x and use the identity (37) (with f = ϕ) to get
I2 =
∫
R×T
[φ0;H] ∂xφx,γ∂xϕt,γ dx dt = I2,1 + I2,2 , (67)
where
I2,1 := γ
∫
R×T
[φ0;H]∂xφx,γϕx,γ dx dt , (68)
I2,2 :=
∫
R×T
[φ0;H]∂xφx,γ∂tϕx,γ dx dt . (69)
Let us consider I2,2; integration by parts and Leibniz’s rule give
I2,2 = −
∫
R×T
∂t ([φ0;H]∂xφx,γ)ϕx,γ dx dt
= −
∫
R×T
[φ0,t;H] ∂xφx,γϕx,γ dx dt−
∫
R×T
[φ0;H]∂t∂xφx,γϕx,γ dx dt
= −
∫
R×T
[φ0,t;H] ∂xφx,γϕx,γ dx dt−
∫
R×T
∂x ([φ0;H]∂tφx,γ)ϕx,γ dx dt
+
∫
R×T
[φ0,x;H] ∂tφx,γϕx,γ dx dt
= −
∫
R×T
[φ0,t;H] ∂xφx,γϕx,γ dx dt+
∫
R×T
[φ0;H]∂tφx,γ∂xϕx,γ dx dt
+
∫
R×T
[φ0,x;H] ∂tφx,γϕx,γ dx dt .
(70)
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Let us focus on the second integral
∫
R×T
[φ0;H]∂tφx,γ∂xϕx,γ dx dt in the above representation of I2,2.
Using formulas (29) and (30) we get
∫
R×T
[φ0;H]∂tφx,γ∂xϕx,γ dx dt
=
∫
R×T
∂tφx,γ [φ0 ; H]∂xϕx,γ dx dt = −
∫
R×T
∂tϕx,γH [[φ0 ; H] ∂xϕx,γ ] dx dt
= −
∫
R×T
∂tϕx,γ [φ0 ; H]H [∂xϕx,γ ] dx dt−
∫
R×T
∂tϕx,γ [H ; [φ0 ; H]] ∂xϕx,γ dx dt
= −
∫
R×T
∂tϕx,γ [φ0 ; H] ∂xφx,γ dx dt−
∫
R×T
∂tϕx,γ [H ; [φ0 ; H]] ∂xϕx,γ dx dt .
Then we use once again the identity (37) to exchange the x and t−derivatives in ∂tϕx,γ involved in the
two integrals just above and find, after integration by parts in x (see also (60), (68)),
∫
R×T
[φ0;H]∂tφx,γ∂xϕx,γ dx dt
= −
∫
R×T
(−γϕx,γ + ∂xϕt,γ) [φ0 ; H] ∂xφx,γ dx dt
−
∫
R×T
(−γϕx,γ + ∂xϕt,γ) [H ; [φ0 ; H]]∂xϕx,γ dx dt
= γ
∫
R×T
ϕx,γ [φ0 ; H] ∂xφx,γ dx dt+ γ
∫
R×T
ϕx,γ [H ; [φ0 ; H]]∂xϕx,γ dx dt
+
∫
R×T
ϕt,γ ([φ0 ; H] ∂xφx,γ)x dx dt+
∫
R×T
ϕt,γ ([H ; [φ0 ; H]] ∂xϕx,γ)x dx dt
= I2,1 + γ
∫
R×T
ϕx,γ [H ; [φ0 ; H]] ∂xϕx,γ dx dt
− I2 +
∫
R×T
ϕt,γ ([H ; [φ0 ; H]] ∂xϕx,γ)x dx dt .
(71)
Substituting (71) in (70) we get
I2,2 = −
∫
R×T
[φ0,t;H] ∂xφx,γϕx,γ dx dt+ I2,1
+ γ
∫
R×T
ϕx,γ [H ; [φ0 ; H]] ∂xϕx,γ dx dt− I2
+
∫
R×T
ϕt,γ ([H ; [φ0 ; H]] ∂xϕx,γ)x dx dt+
∫
R×T
[φ0,x;H]∂tφx,γϕx,γ dx dt .
(72)
Then substituting (72) into (67) gives
I2 = 2I2,1 −
∫
R×T
[φ0,t;H]∂xφx,γϕx,γ dx dt+ γ
∫
R×T
ϕx,γ [H ; [φ0 ; H]] ∂xϕx,γ dx dt
− I2 +
∫
R×T
ϕt,γ ([H ; [φ0 ; H]] ∂xϕx,γ)x dx dt+
∫
R×T
[φ0,x;H]∂tφx,γϕx,γ dx dt ,
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hence, using also (37) with f = φ and integrating by parts in x,
I2 = I2,1 − 1
2
∫
R×T
[φ0,t;H]∂xφx,γϕx,γ dx dt +
γ
2
∫
R×T
ϕx,γ [H ; [φ0 ; H]] ∂xϕx,γ dx dt
+
1
2
∫
R×T
ϕt,γ ([H ; [φ0 ; H]] ∂xϕx,γ)x dx dt+
1
2
∫
R×T
[φ0,x;H] ∂tφx,γϕx,γ dx dt
= I2,1 − 1
2
∫
R×T
[φ0,t;H]∂xφx,γϕx,γ dx dt − γ
2
∫
R×T
ϕγ ([H ; [φ0 ; H]] ∂xϕx,γ)x dx dt
+
1
2
∫
R×T
ϕt,γ ([H ; [φ0 ; H]] ∂xϕx,γ)x dx dt−
γ
2
∫
R×T
[φ0,x;H]φx,γϕx,γ dx dt
+
1
2
∫
R×T
[φ0,x;H] ∂xφt,γϕx,γ dx dt .
(73)
Let us now rewrite the integral I2,1, see (68). In fact, the coefficient γ in front of it does not allow a
direct estimate. We expand the commutator [φ0;H], then use (28), (29) and integration by parts to write∫
R×T
[φ0;H] ∂xφx,γϕx,γ dx dt
=
∫
R×T
φ0H[∂xφx,γ ]ϕx,γ dx dt−
∫
R×T
H [φ0 ∂xφx,γ ]ϕx,γ dx dt
= −
∫
R×T
φ0 ∂xϕx,γϕx,γ dx dt +
∫
R×T
φ0 ∂xφx,γφx,γ dx dt
= −1
2
∫
R×T
φ0 ∂x
(
|ϕx,γ |2
)
dx dt+
1
2
∫
R×T
φ0 ∂x
(
|φx,γ |2
)
dx dt
=
1
2
∫
R×T
φ0,x
(
|ϕx,γ |2 − |φx,γ |2
)
dx dt .
(74)
We use (27) with f = g = ϕx,γ , together with the first formula in (28) (notice that fg − H[f ]H[g] has
zero mean as long as f and g have zero mean), to get
|φx,γ |2 = |H[ϕx,γ ]|2 = |ϕx,γ |2 + 2H [ϕx,γφx,γ ] .
Thus substituting into (74) we find∫
R×T
[φ0;H]∂xφx,γϕx,γ dx dt = −
∫
R×T
φ0,xH [ϕx,γφx,γ ] dx dt
=
∫
R×T
H[φ0,x]ϕx,γφx,γ dx dt = −
∫
R×T
ϕ0,xϕx,γφx,γ dx dt .
We may further rewrite (and it is convenient doing so) the last integral above in terms of a commutator
operator; indeed we may compute
−
∫
R×T
ϕ0,xϕx,γφx,γ dx dt
= −
∫
R×T
ϕ0,xϕx,γH [ϕx,γ ] dx dt+
∫
R×T
ϕx,γH [ϕ0,xϕx,γ ] dx dt−
∫
R×T
ϕx,γH [ϕ0,xϕx,γ ] dx dt
=
∫
R×T
[H;ϕ0,x] ∂xϕγϕx,γ dx dt+
∫
R×T
ϕ0,xϕx,γφx,γ dx dt
hence
−
∫
R×T
ϕ0,xϕx,γφx,γ dx dt =
1
2
∫
R×T
[H;ϕ0,x] ∂xϕγϕx,γ dx dt
and ∫
R×T
[φ0;H]∂xφx,γϕx,γ dx dt = −
∫
R×T
ϕ0,xϕx,γφx,γ dx dt =
1
2
∫
R×T
[H;ϕ0,x] ∂xϕγϕx,γ dx dt .
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In conclusion we obtain
I2,1 = γ
2
∫
R×T
[H;ϕ0,x] ∂xϕγϕx,γ dx dt , (75)
then substituting (75) into (73) we get
I2 = γ
2
∫
R×T
[H;ϕ0,x]∂xϕγϕx,γ dx dt − 1
2
∫
R×T
[φ0,t;H]∂xφx,γϕx,γ dx dt
− γ
2
∫
R×T
ϕγ ([H ; [φ0 ; H]] ∂xϕx,γ)x dx dt+
1
2
∫
R×T
ϕt,γ ([H ; [φ0 ; H]] ∂xϕx,γ)x dx dt
− γ
2
∫
R×T
[φ0,x;H]∂xφγϕx,γ dx dt +
1
2
∫
R×T
[φ0,x;H]∂xφt,γϕx,γ dx dt =
6∑
j=1
Ij .
(76)
We are now in the position to provide a suitable estimate of I2.
Concerning the first integral I1 :=
γ
2
∫
R×T
[H;ϕ0,x] ∂xϕγϕx,γ dx dt in the right-hand side of (76), we
apply Ho¨lder and Young’s inequalities and use the estimates (162) (with s = 1, v = ϕ0,x and f = ϕγ),
(38) to get
I1 ≤ γ
2
∫
R
‖[H ; ϕ0,x] ∂xϕγ‖L2(T) ‖ϕx,γ‖L2(T) dt
≤ Cγ
∫
R
‖ϕ0,xx‖H1(T)‖ϕγ‖L2(T)‖ϕx,γ‖L2(T) dt
≤ C
∫
R
‖ϕ0,xx‖H1(T)‖ϕt,γ‖L2(T)‖ϕx,γ‖L2(T) dt
≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕt‖2L2γ(R×T) + ‖ϕx‖
2
L2γ(R×T)
}
.
To estimate the fifth integral I5 := −γ
2
∫
R×T
[φ0,x;H]∂xφγϕx,γ dx dt in the right-hand side of (76) we use
exactly the same arguments as before to obtain
I5 ≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕt‖2L2γ(R×T) + ‖ϕx‖
2
L2γ(R×T)
}
.
The integrals I2 := −1
2
∫
R×T
[φ0,t;H] ∂xφx,γϕx,γ dx dt and I6 :=
1
2
∫
R×T
[φ0,x;H] ∂xφt,γϕx,γ dx dt in the
right-hand side of (76) can be treated exactly in the same manner as above, applying Ho¨lder and Young’s
inequalities, using the estimate (162) (with s = 1, and v = φ0,t, f = φx,γ or v = φ0,x, f = φt,γ respectively
in I2 or I6) and the L
2−continuity of H to get
I2 ≤ 1
2
∫
R
‖ [φ0,t;H]∂xφx,γ‖L2(T)‖ϕx,γ‖L2(T) dt ≤ C
∫
R
‖φ0,tx‖H1(T)‖φx,γ‖L2(T)‖ϕx,γ‖L2(T) dt
≤ C‖ϕ0,t‖L∞(R;H2(T))‖ϕx‖2L2γ(R×T) ;
I6 ≤ 1
2
∫
R
‖ [φ0,x;H]∂xφt,γ‖L2(T)‖ϕx,γ‖L2(T) dt ≤ C
∫
R
‖φ0,xx‖H1(T)‖φt,γ‖L2(T)‖ϕx,γ‖L2(T) dt
≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕt‖2L2γ(R×T) + ‖ϕx‖
2
L2γ(R×T)
}
.
To estimate
I3 := −γ
2
∫
R×T
ϕγ ([H ; [φ0 ; H]] ∂xϕx,γ)x dx dt , I4 :=
1
2
∫
R×T
ϕt,γ ([H ; [φ0 ; H]] ∂xϕx,γ)x dx dt
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in the right-hand side of (76), we use again Ho¨lder’s inequality, the estimates (163) (with s = 1, v = φ0
and f = ϕx,γ), (38), (51) and the L
2−continuity of H to get
I3 ≤ γ
2
∫
R
∥∥([H ; [φ0 ; H]] ∂xϕx,γ)x∥∥L2(T) ‖ϕγ‖L2(T) dt
≤ Cγ
∫
R
‖φ0,xx‖H1(T)‖ϕx,γ‖L2(T)‖ϕγ‖L2(T) dt
≤ C
∫
R
‖ϕ0,xx‖H1(T)‖ϕx,γ‖L2(T)‖ϕt,γ‖L2(T) dt
≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕt‖2L2γ(R×T) + ‖ϕx‖
2
L2γ(R×T)
}
;
I4 ≤ 1
2
∫
R
∥∥([H ; [φ0 ; H]] ∂xϕx,γ)x∥∥L2(T) ‖ϕt,γ‖L2(T) dt
≤ C
∫
R
‖ϕ0,xx‖H1(T)‖ϕx,γ‖L2(T)‖ϕt,γ‖L2(T) dt
≤ C‖ϕ0‖L∞(R;H3(T))
{
‖ϕt‖2L2γ(R×T) + ‖ϕx‖
2
L2γ(R×T)
}
.
Gathering the preceding estimates yields the following estimate of I2
I2 ≤ C
{‖ϕ0,t‖L∞(R;H2(T)) + ‖ϕ0‖L∞(R;H3(T))}{‖ϕt‖2L2γ(R×T) + ‖ϕx‖2L2γ(R×T)} ,
from which, in view of (58) and using also (66), we get for the integral I in (57) the estimate
I ≤ C {‖ϕ0,t‖L∞(R;H2(T)) + ‖ϕ0‖L∞(R;H3(T))}{‖ϕt‖2L2γ(R×T) + ‖ϕx‖2L2γ(R×T)} . (77)
Gathering the estimates (52)-(56), (77), from (50) we derive
γ‖ϕt‖2L2γ(R×T) + γ
∫
R×T
(µ− 2φ0,x) |ϕx,γ |2 dx dt
≤ C {‖ϕ0,t‖L∞(R;H2(T)) + ‖ϕ0‖L∞(R;H3(T))}{‖ϕt‖2L2γ(R×T) + ‖ϕx‖2L2γ(R×T)}
+
γ
2
‖ϕt‖2L2γ(R×T) +
1
2γ
‖g‖2L2γ(R×T) .
(78)
The estimate (41) follows at once from (78) by absorbing in the left-hand side the term
γ
2
‖ϕt‖2L2γ(R×T),
then using the assumption (40) to bound from below the integral
∫
R×T
(µ− 2φ0,x) |ϕx,γ |2 dx dt in the
left-hand side of (78) by
δ
2
‖ϕx‖2L2γ(R×T) ,
and finally taking γ0 = γ0(δ, ‖ϕ0,t‖L∞(R;H2(T)), ‖ϕ0‖L∞(R;H3(T))) sufficiently large such that
min {1, δ} γ − 2C {‖ϕ0,t‖L∞(R;H2(T)) + ‖ϕ0‖L∞(R;H3(T))} ≥ 1
2
min {1, δ} γ .
We can take for instance γ0 =
4C
{‖ϕ0,t‖L∞(R;H2(T)) + ‖ϕ0‖L∞(R;H3(T))}
min {1, δ} and C0 =
2
min{1, δ} . 
3.2. Well-posedness of the linearized problem. Theorem 6 only gives an a priori estimate for any
sufficiently smooth function ϕ′ in terms of g := L′[ϕ0]ϕ
′. Using standard methods we can also obtain the
existence of the solution.
Theorem 7. Let the basic state ϕ0 : R×T→ R, with zero spatial mean, satisfy (39), (40), and let γ0 ≥ 1,
C0 > 0 be the constants of Theorem 6. For every γ ≥ γ0 and g ∈ L2γ(R× T) there exists a unique solution
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ϕ′ with zero spatial mean of (33) (expanded form in (43)) such that ϕ′t ∈ L2γ(R× T), ϕ′x ∈ L2γ(R× T).
Moreover, ϕ′ satisfies the a priori estimate (41).
Proof. The proof follows from a standard Galerkin approximation. Given any function f : T → C
expanded in terms of Fourier series as
f(x) =
1
2π
∑
k∈Z
f̂(k)eikx ,
we define the finite dimensional orthogonal projection
fN (x) = PNf(x) =
1
2π
∑
|k|≤N
f̂(k)eikx .
Let us consider the Galerkin approximation ϕN = PNϕ
′, defined as the solution of the approximate ODE
ϕNtt − PN
(
(µ− 2φ0,x)ϕNxx
)
= PN
{
2 [H ;φ0,x]φ
N
xx + 2H[φ0,xxφ
N
x ]−
([
φN ;H
]
φ0,xx + [φ0;H]φ
N
xx
)
x
}
+ gN . (79)
We can repeat for ϕN the same calculations in the proof of Theorem 6, leading to the analogue of the a
priori estimate (41), uniform in N . By standard arguments we can extract a subsequence {ϕN} and pass
to the limit in (79) to obtain a solution of (33). The uniqueness of the solution follows from (41) and the
linearity of the problem.

4. Tame estimate for the linearized equation
This section is devoted to associate to all sufficiently smooth solutions of the equation (33) an appro-
priate a priori estimate in higher order Sobolev norms. In agreement with the above section, the norms
involved in the found estimate are weighted in time by the exponential function e−γt.
The goal of this section is to prove the following result.
Proposition 8. Let m ≥ 1 be an integer. Assume that the basic state ϕ0 : R× T→ R, with zero spatial
mean, satisfies
ϕ0 ∈ L∞(R;H5(T)) ∩ L∞(R;Hm+3(T)) , ϕ0,t ∈ L∞(R;H2(T))
and condition (40). Then there exist γ1 ≥ 1, and C > 0, depending boundedly and increasingly on m, δ,
‖ϕ0‖L∞(R;H5(T)), ‖ϕ0,t‖L∞(R;H2(T)), such that for all γ ≥ γ1 and g ∈ L2γ(R;Hm(T)) there exists a unique
solution ϕ′ with zero spatial mean of (33) (expanded form in (43)) such that ϕ′t ∈ L2γ(R;Hm(T)), ϕ′x ∈
L2γ(R;H
m(T)). Moreover, the following a priori estimate holds true
γ
{
‖ϕ′t‖2L2γ(R;Hm(T)) + ‖ϕ
′
x‖2L2γ(R;Hm(T))
}
≤ C
γ
{
‖ϕ0,x‖2L∞(R;Hm+2(T))‖g‖2L2γ(R;H2(T)) + ‖g‖
2
L2γ(R;H
m(T))
}
.
(80)
Remark 9. The a priori estimate (80) shows the loss of 2 spatial derivatives in the inversion of the
operator L′[ϕ0], from the given basic state ϕ0 to ϕ
′. For this reason the equation (6) cannot be solved
by standard methods like the implicit function theorem or the contraction principle. Instead, (6) will be
solved by applying the Nash-Moser’s theorem.
Proof. In view of (16), to obtain an estimate of the L2γ(R;H
m(T))−norm of the derivatives ϕ′t and ϕ′x of
a smooth solution ϕ′ to the equation (33), with an arbitrary (sufficiently large) order m ≥ 1, let us first
concentrate on the derivative ∂mx ϕ
′. To simplify the notation, in the following we drop the superscript ′
in the unknown function ϕ′.
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Applying the derivative ∂mx to (33) (see also (43)), after some calculations we find that ∂
m
x ϕ must solve
the linear equation
L′[ϕ0] (∂
m
x ϕ) = 2H [[∂
m
x ; φ0,x]φxx] + 2H [[∂
m
x ; φ0,xx]φx]
− ([∂mx ; H [φ0,xx]]φ−H [[∂mx ; φ0,xx]φ] + [[∂mx ; φ0] ; H]φxx)x + ∂mx g
=
5∑
j=1
Gj + ∂
m
x g ,
which looks like the original linear equation (33) where the forcing term g is replaced by
5∑
j=1
Gj + ∂
m
x g.
Hence applying the L2−estimate (41) we get for γ ≥ γ0
γ
{
‖∂mx ϕt‖2L2γ(R×T) + ‖∂
m
x ϕx‖2L2γ(R×T)
}
≤ C0
γ

5∑
j=1
‖Gj‖2L2γ(R×T) + ‖∂
m
x g‖2L2γ(R×T)
 , (81)
where the threshold γ0 and the constant C0 are provided by Theorem 6.
We have now to provide suitable estimates for the L2γ−norms of the Gj ’s. As in the preceding section,
throughout the following C will always denote a positive constant, only depending on m, that may be
different from line to line.
The estimate of G1 := 2H [[∂
m
x ; φ0,x]φxx]: for fixed t ∈ R we first compute, by using the commutator
estimate (175), the Sobolev continuity of H and the Sobolev imbedding H1(T) →֒ L∞(T)
‖G1, γ(t)‖L2(T) = 2‖H [[∂mx ; φ0,x]φxx, γ ] ‖L2(T) = 2‖ [∂mx ; φ0,x]φxx, γ‖L2(T)
≤ C {‖φ0,xx‖L∞(T)‖φxx,γ‖Hm−1(T) + ‖φxx,γ‖L∞(T)‖φ0,x‖Hm(T)}
≤ C {‖φ0,xx‖L∞(T)‖ϕx,γ‖Hm(T) + ‖φxx,γ‖L∞(T)‖ϕ0,x‖Hm(T)}
≤ C {‖ϕ0‖H3(T)‖ϕx,γ‖Hm(T) + ‖ϕx,γ‖H2(T)‖ϕ0,x‖Hm(T)} .
Integrating over Rt we get
‖G1‖L2γ(R×T) ≤ C
{
‖ϕ0‖L∞(R;H3(T))‖ϕx‖L2γ(R;Hm(T)) + ‖ϕx‖L2γ(R;H2(T))‖ϕ0,x‖L∞(R;Hm(T))
}
. (82)
The estimate of G2 := 2H [[∂
m
x ; φ0,xx]φx]: for fixed t ∈ R we first compute by using the commutator
estimate (174) and, for the rest, arguing as before
‖G2, γ(t)‖L2(T) = 2‖H [[∂mx ; φ0,xx]φx, γ ] ‖L2(T) = 2‖ [∂mx ; φ0,xx]φx, γ‖L2(T)
≤ C {‖φ0,xx‖L∞(T)‖φx,γ‖Hm(T) + ‖φx,γ‖L∞(T)‖φ0,xx‖Hm(T)}
≤ C {‖ϕ0‖H3(T)‖ϕx,γ‖Hm(T) + ‖ϕx,γ‖H1(T)‖ϕ0,x‖Hm+1(T)} .
Integration over Rt then gives
‖G2‖L2γ(R×T) ≤ C
{
‖ϕ0‖L∞(R;H3(T))‖ϕx‖L2γ(R;Hm(T)) + ‖ϕx‖L2γ(R;H1(T))‖ϕ0,x‖L∞(R;Hm+1(T))
}
. (83)
The estimate of G3 := − ([∂mx ; H [φ0,xx]]φ)x: for fixed t ∈ R we first compute by using again the
commutator estimate (174) and the Sobolev continuity of H:
‖G3, γ(t)‖L2(T) = ‖ − ([∂mx ; H [φ0,xx]]φγ)x ‖L2(T)
≤ ‖ [∂mx ; H [φ0,xxx]]φγ‖L2(T) + ‖ [∂mx ; H [φ0,xx]]φx,γ‖L2(T)
= ‖ [∂mx ; ϕ0,xxx]φγ‖L2(T) + ‖ [∂mx ; ϕ0,xx]φx,γ‖L2(T)
≤ C {‖ϕ0,xxx‖L∞(T)‖φγ‖Hm(T) + ‖ϕ0,xxx‖Hm(T)‖φγ‖L∞(T)
+‖ϕ0,xx‖L∞(T)‖φx,γ‖Hm(T) + ‖ϕ0,xx‖Hm(T)‖φx,γ‖L∞(T)
}
≤ C {‖ϕ0,xxx‖L∞(T)‖ϕγ‖Hm(T) + ‖ϕ0,x‖Hm+2(T)‖φγ‖L∞(T)
+‖ϕ0,xx‖L∞(T)‖ϕx,γ‖Hm(T) + ‖ϕ0,x‖Hm+1(T)‖φx,γ‖L∞(T)
}
.
(84)
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On the other hand from Poincare´’s inequality (recall that ϕ has zero spatial mean) and the Sobolev
imbedding H1(T) →֒ L∞(T) we get
‖ϕγ‖2Hm(T) =
m∑
k=0
‖∂kxϕγ‖2L2(T) ≤ C
m∑
k=0
‖∂k+1x ϕγ‖2L2(T) = C‖ϕx,γ‖2Hm(T) ; (85)
‖φγ‖L∞(T) ≤ C‖ϕγ‖H1(T) ≤ C‖ϕx,γ‖L2(T) ≤ C‖ϕx,γ‖H1(T) ; (86)
‖ϕ0,xxx‖L∞(T) ≤ C‖ϕ0,xxx‖H1(T) ≤ C‖ϕ0‖H4(T) ; (87)
‖ϕ0,xx‖L∞(T) ≤ C‖ϕ0,xx‖H1(T) ≤ C‖ϕ0‖H3(T) . (88)
Hence gathering estimates (84), (85)–(88) we get
‖G3, γ(t)‖L2(T) ≤ C
{‖ϕ0‖H4(T)‖ϕx,γ‖Hm(T) + ‖ϕ0,x‖Hm+2(T)‖ϕx,γ‖H1(T)} .
Finally, integration over Rt yields
‖G3‖L2γ(R×T) ≤ C
{
‖ϕ0‖L∞(R;H4(T))‖ϕx‖L2γ(R;Hm(T)) + ‖ϕx‖L2γ(R;H1(T))‖ϕ0,x‖L∞(R;Hm+2(T))
}
. (89)
The estimate of G4 := (H [[∂
m
x ; φ0,xx]φ])x: for fixed t ∈ R we compute once again
‖G4, γ(t)‖L2(T) = ‖ (H [[∂mx ; φ0,xx]φγ ])x ‖L2(T) = ‖ ([∂mx ; φ0,xx]φγ)x ‖L2(T)
≤ ‖ [∂mx ; φ0,xxx]φγ‖L2(T) + ‖ [∂mx ; φ0,xx]φx,γ‖L2(T) .
Then we argue as for G3 (where the derivatives of ϕ0 are replaced by the same derivatives of φ0) to get
‖G4‖L2γ(R×T) ≤ C
{
‖ϕ0‖L∞(R;H4(T))‖ϕx‖L2γ(R;Hm(T)) + ‖ϕx‖L2γ(R;H1(T))‖ϕ0,x‖L∞(R;Hm+2(T))
}
. (90)
The estimate of G5 := (− [[∂mx ; φ0] ; H]φxx)x: for fixed t ∈ R we compute
‖G5,γ(t)‖L2(T) ≤ ‖[[∂mx ; φ0,x] ; H]φxx,γ‖L2(T) + ‖[[∂mx ; φ0] ; H]φxxx,γ‖L2(T) . (91)
Now we treat separately the two L2−norms in the right-hand side above. As for the first norm, we expand
the commutator with H and use the commutator estimate (175) to get
‖[[∂mx ; φ0,x] ; H]φxx,γ‖L2(T) ≤ ‖ [∂mx ; φ0,x]H [φxx,γ ] ‖L2(T) + ‖H [[∂mx ; φ0,x]φxx,γ ] ‖L2(T)
= ‖ [∂mx ; φ0,x]ϕxx,γ‖L2(T) + ‖ [∂mx ; φ0,x]φxx,γ‖L2(T)
≤ C {‖φ0,xx‖L∞(T)‖ϕxx,γ‖Hm−1(T) + ‖φ0,x‖Hm(T)‖ϕxx,γ‖L∞(T)
+‖φ0,xx‖L∞(T)‖φxx,γ‖Hm−1(T) + ‖φ0,x‖Hm(T)‖φxx,γ‖L∞(T)
}
≤ C {‖φ0,xx‖L∞(T)‖ϕx,γ‖Hm(T) + ‖φ0,x‖Hm(T)‖ϕxx,γ‖L∞(T)
+‖φ0,x‖Hm(T)‖φxx,γ‖L∞(T)
}
≤ C {‖ϕ0‖H3(T)‖ϕx,γ‖Hm(T) + ‖ϕ0,x‖Hm(T)‖ϕx,γ‖H2(T)} .
(92)
Concerning the second L2−norm in the right-hand side of (91), we use Lemma 22 to get
‖[[∂mx ; φ0] ; H]φxxx,γ‖L2(T) ≤ C‖φ0,x‖Hm(T)‖φxx,γ‖H1(T) ≤ C‖ϕ0,x‖Hm(T)‖ϕx,γ‖H2(T). (93)
Summing up (92), (93) we then obtain
‖G5,γ(t)‖L2(T) ≤ C
{‖ϕ0‖H3(T)‖ϕx,γ‖Hm(T) + ‖ϕ0,x‖Hm(T)‖ϕx,γ‖H2(T)}
and integrating in Rt
‖G5‖L2γ(R×T) ≤ C
{
‖ϕ0‖L∞(R;H3(T))‖ϕx‖L2γ(R;Hm(T)) + ‖ϕ0,x‖L∞(R;Hm(T))‖ϕx‖L2γ(R;H2(T))
}
. (94)
Using (82), (83), (89), (90), (94) to estimate the right-hand side of (81) we have
γ
{
‖∂mx ϕt‖2L2γ(R×T) + ‖∂
m
x ϕx‖2L2γ(R×T)
}
≤ C
γ
{
‖ϕ0‖2L∞(R;H4(T))‖ϕx‖2L2γ(R;Hm(T))
+‖ϕ0,x‖2L∞(R;Hm+2(T))‖ϕx‖2L2γ(R;H2(T)) + ‖∂
m
x g‖2L2γ(R×T)
}
, ∀ γ ≥ γ0 .
(95)
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Because of (16) and ϕ has spatial zero mean, the left-hand side of (95) is equivalent, uniformly in γ, to
γ
{
‖ϕt‖2L2γ(R;Hm(T)) + ‖ϕx‖
2
L2γ(R;H
m(T))
}
, hence the estimate can be restated as
γ
{
‖ϕt‖2L2γ(R;Hm(T)) + ‖ϕx‖
2
L2γ(R;H
m(T))
}
≤ C
γ
{
‖ϕ0‖2L∞(R;H4(T))‖ϕx‖2L2γ(R;Hm(T))
+‖ϕ0,x‖2L∞(R;Hm+2(T))‖ϕx‖2L2γ(R;H2(T)) + ‖g‖
2
L2γ(R;H
m
γ (T))
}
, ∀ γ ≥ γ0 .
Then the first term in the right-hand side can be absorbed into the left-hand side, provided that γ is
larger than some positive γ˜0 = γ˜0(‖ϕ0‖L∞(R;H4(T))), to get
γ
{
‖ϕt‖2L2γ(R;Hm(T)) + ‖ϕx‖
2
L2γ(R;H
m(T))
}
≤ C
γ
{
‖ϕ0,x‖2L∞(R;Hm+2(T))‖ϕx‖2L2γ(R;H2(T)) + ‖g‖
2
L2γ(R;H
m(T))
}
, ∀ γ ≥ max{γ0, γ˜0} .
(96)
Now we write (96) for m = 2
γ
{
‖ϕt‖2L2γ(R;H2(T)) + ‖ϕx‖
2
L2γ(R;H
2(T))
}
≤ C
γ
{
‖ϕ0,x‖2L∞(R;H4(T))‖ϕx‖2L2γ(R;H2(T)) + ‖g‖
2
L2γ(R;H
2(T))
}
≤ C
γ
{
‖ϕ0‖2L∞(R;H5(T))‖ϕx‖2L2γ(R;H2(T)) + ‖g‖
2
L2γ(R;H
2(T))
}
and again we absorb into the left-hand side the first term in the right-hand side above for γ ≥ γ˜1 =
γ˜1(‖ϕ0‖L∞(R;H5(T))) to find that
γ
{
‖ϕt‖2L2γ(R;H2(T)) + ‖ϕx‖
2
L2γ(R;H
2(T))
}
≤ C
γ
‖g‖2L2γ(R;H2(T)) . (97)
Then we use (97) to estimate the norm ‖ϕx‖2L2γ(R;H2(T)) in the right-hand side of (96) to find that
γ
{
‖ϕt‖2L2γ(R;Hm(T)) + ‖ϕx‖
2
L2γ(R;H
m(T))
}
≤ C
γ
{
‖ϕ0,x‖2L∞(R;Hm+2(T))‖g‖2L2γ(R;H2(T)) + ‖g‖
2
L2γ(R;H
m(T))
}
, ∀ γ ≥ max{γ0, γ˜0, γ˜1} =: γ1 .

Under the same assumptions of Proposition 8 we obtain an estimate of the L2γ(R;H
m−1(T))-norm of
ϕ′tt, namely we prove the following
Proposition 10. Under the same assumptions of Proposition 8 there exists a positive constant C1 =
C1 (µ, δ,m) such that for all sufficiently smooth functions ϕ
′ : R × T → R, with zero spatial mean, and
for all γ ≥ 1 the following estimate holds true
‖ϕ′tt‖L2γ(R;Hm−1(T)) ≤ C1
{
‖ϕ′x‖L2γ(R;Hm(T)) + ‖ϕ0‖L∞(R;H3(T))‖ϕ′x‖L2γ(R;Hm(T))
+‖ϕ0,x‖L∞(R;Hm(T))‖ϕ′x‖L2γ(R;H2(T)) + ‖g‖L2γ(R;Hm−1(T))
}
,
(98)
where g := L′[ϕ0]ϕ
′.
Proof. As in the proof of Proposition 8, to simplify the notation we drop the superscript ′ in the unknown
function ϕ′. Because of (16), it is enough providing an estimate of the L2γ−norm of ∂m−1x ϕtt; this can
be obtained by applying the differential operator ∂m−1x to the linearized equation (43) and solving the
resulting equation for ∂m−1x ϕtt.
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Applying ∂m−1x to (43) we get
∂m−1x ϕtt = µ∂
m
x ϕx − 2φ0,x∂mx ϕx − 2
[
∂m−1x ; φ0,x
]
ϕxx + 2 [H ; φ0,x] ∂
m
x φx
+ 2
[
∂m−1x ; [H ; φ0,x]
]
φxx + 2H
[
φ0,xx∂
m−1
x φx +
[
∂m−1x ; φ0,xx
]
φx
]
− ([φ ; H] ∂mx φ0,x + [∂m−1x ; [φ ; H]]φ0,xx + [φ0 ; H]∂mx φx + [∂m−1x ; [φ0 ; H]]φxx)x
+ ∂m−1x g =
11∑
j=1
G′j + ∂
m−1
x g .
(99)
In order to obtain the desired estimate, we provide a suitable bound of each term in the right-hand side
above. Let t ∈ R and γ ≥ 1 be arbitrarily fixed. In all the following estimates the L2−continuity of H is
used.
Estimate of G′1:
‖G′1,γ(t)‖L2(T) ≤ |µ|‖∂mx ϕx,γ‖L2(T) ≤ |µ|‖ϕx,γ‖Hm(T) . (100)
Estimate of G′2: Ho¨lder’s inequality and Sobolev’s imbedding H
1(T) →֒ L∞(T) yield
‖G′2,γ(t)‖L2(T) = ‖ − 2φ0,x∂mx ϕx,γ‖L2(T) ≤ C‖φ0,x‖L∞(T)‖∂mx ϕx,γ‖L2(T)
≤ C‖ϕ0,x‖H1(T)‖ϕx,γ‖Hm(T) ≤ C‖ϕ0‖H2(T)‖ϕx,γ‖Hm(T) .
(101)
Estimate of G′3: estimate (174) and Sobolev’s imbedding H
1(T) →֒ L∞(T) yield
‖G′3,γ(t)‖L2(T) = ‖ − 2
[
∂m−1x ; φ0,x
]
ϕxx,γ‖L2(T)
≤ C {‖φ0,x‖L∞(T)‖ϕxx,γ‖Hm−1(T) + ‖φ0,x‖Hm−1(T)‖ϕxx,γ‖L∞(T)}
≤ C {‖ϕ0,x‖H1(T)‖ϕx,γ‖Hm(T) + ‖ϕ0,x‖Hm−1(T)‖ϕxx,γ‖H1(T)}
≤ C {‖ϕ0‖H2(T)‖ϕx,γ‖Hm(T) + ‖ϕ0,x‖Hm−1(T)‖ϕx,γ‖H2(T)} .
(102)
Estimate of G′4: applying estimate (161) gives
‖G′4,γ(t)‖L2(T) = ‖2 [H ; φ0,x] ∂mx φx,γ‖L2(T) ≤ C‖φ0,x‖H1(T)‖∂mx φx,γ‖L2(T)
≤ C‖ϕ0‖H2(T)‖ϕx,γ‖Hm(T) .
(103)
Estimate of G′5: in view of Lemma 22 and using that ∂
m−1
x and H commute, we get
‖G′5,γ(t)‖L2(T) = ‖2
[
∂m−1x ; [H ; φ0,x]
]
φxx,γ‖L2(T) = ‖ − 2
[[
∂m−1x ; φ0,x
]
; H
]
φxx,γ‖L2(T)
≤ C‖φ0,xx‖Hm−1(T)‖φx,γ‖H1(T) ≤ C‖ϕ0,x‖Hm(T)‖ϕx,γ‖H1(T) .
(104)
Estimate of G′6: Ho¨lder’s inequality and Sobolev’s imbedding H
1(T) →֒ L∞(T) yield
‖G′6,γ(t)‖L2(T) = ‖2H
[
φ0,xx∂
m−1
x φx,γ
] ‖L2(T) ≤ 2‖φ0,xx∂m−1x φx,γ‖L2(T)
≤ 2‖φ0,xx‖L∞(T)‖∂m−1x φx,γ‖L2(T) ≤ C‖ϕ0,xx‖H1(T)‖ϕx,γ‖Hm−1(T)
≤ C‖ϕ0‖H3(T)‖ϕx,γ‖Hm−1(T) .
(105)
Estimate of G′7: estimate (174) and Sobolev’s imbedding H
1(T) →֒ L∞(T) yield
‖G′7,γ(t)‖L2(T) = ‖2H
[[
∂m−1x ; φ0,xx
]
φx,γ
] ‖L2(T) ≤ 2‖ [∂m−1x ; φ0,xx]φx,γ‖L2(T)
≤ C {‖φ0,xx‖L∞(T)‖φx,γ‖Hm−1(T) + ‖φ0,xx‖Hm−1(T)‖φx,γ‖L∞(T)}
≤ C {‖ϕ0,xx‖H1(T)‖ϕx,γ‖Hm−1(T) + ‖ϕ0,xx‖Hm−1(T)‖ϕx,γ‖H1(T)}
≤ C {‖ϕ0‖H3(T)‖ϕx,γ‖Hm−1(T) + ‖ϕ0,x‖Hm(T)‖ϕx,γ‖H1(T)} .
(106)
Estimate of G′8: Leibniz’s formula and estimates (161), (162) give
‖G′8,γ(t)‖L2(T) = ‖ − ([φγ ; H]∂mx φ0,x)x ‖L2(T)
≤ ‖ [φx,γ ; H]∂mx φ0,x‖L2(T) + ‖ [φγ ; H]∂x∂mx φ0,x‖L2(T)
≤ C {‖φx,γ‖H1(T)‖∂mx φ0,x‖L2(T) + ‖φx,γ‖H1(T)‖∂mx φ0,x‖L2(T)}
≤ C‖ϕx,γ‖H1(T)‖ϕ0,x‖Hm(T) .
(107)
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Estimate of G′9: by Leibniz’s formula, Lemma 22 and using that ∂
m−1
x and H commute, we get
‖G′9,γ(t)‖L2(T) =
∥∥− ([∂m−1x ; [φγ ; H]]φ0,xx)x∥∥L2(T) = ∥∥− ([[∂m−1x ; φγ] ; H]φ0,xx)x∥∥L2(T)
≤ ∥∥[[∂m−1x ; φx,γ] ; H]φ0,xx∥∥L2(T) + ∥∥[[∂m−1x ; φγ] ; H]φ0,xxx∥∥L2(T)
≤ C‖φxx,γ‖Hm−1(T)‖φ0,x‖H1(T) + C‖φx,γ‖Hm−1(T)‖φ0,xx‖H1(T) ≤ C‖ϕx,γ‖Hm(T)‖ϕ0‖H3(T) .
(108)
Estimate of G′10: Leibniz’s formula and estimates (161), (162) give
‖G′10,γ(t)‖L2(T) = ‖ − ([φ0 ; H]∂mx φx,γ)x ‖L2(T)
≤ ‖ [φ0,x ; H]∂mx φx,γ‖L2(T) + ‖ [φ0 ; H]∂x∂mx φx,γ‖L2(T)
≤ C‖φ0,x‖H1(T)‖∂mx φx,γ‖L2(T) ≤ C‖ϕ0‖H2(T)‖ϕx,γ‖Hm(T) .
(109)
Estimate of G′11: by Leibniz’s formula, Lemma 22 and using that ∂
m−1
x and H commute, we get
‖G′11,γ(t)‖L2(T) =
∥∥− ([∂m−1x ; [φ0 ; H]]φxx,γ)x∥∥L2(T) = ∥∥− ([[∂m−1x ; φ0] ; H]φxx,γ)x∥∥L2(T)
≤ ∥∥[[∂m−1x ; φ0,x] ; H]φxx,γ∥∥L2(T) + ∥∥[[∂m−1x ; φ0] ; H]φxxx,γ∥∥L2(T)
≤ C‖φ0,xx‖Hm−1(T)‖φx,γ‖H1(T) + C‖φ0,x‖Hm−1(T)‖φxx,γ‖H1(T) ≤ C‖ϕ0,x‖Hm(T)‖ϕx,γ‖H2(T) .
(110)
Using (100)–(110) above to estimate the right-hand side of (99) yields
‖∂m−1x ϕtt,γ‖L2(T) ≤ |µ|‖ϕx,γ‖Hm(T) + C
{‖ϕ0‖H3(T)‖ϕx,γ‖Hm(T)
+‖ϕ0,x‖Hm(T)‖ϕx,γ‖H2(T)
}
+ ‖∂m−1x gγ‖L2(T) ,
then integration in time and Ho¨lder’s inequality give
‖∂m−1x ϕtt‖L2γ(R×T) ≤ |µ|‖ϕx‖L2γ(R;Hm(T)) + C
{
‖ϕ0‖L∞(R;H3(T))‖ϕx‖L2γ(R;Hm(T))
+‖ϕ0,x‖L∞(R;Hm(T))‖ϕx‖L2γ(R;H2(T))
}
+ ‖g‖L2γ(R;Hm−1(T)) ,
which provides the desired result, in view of (16). 
5. Estimate of the second order derivative of L
In order to apply the Nash-Moser method, we need to have a suitable estimate for the second order
derivative of the nonlinear operator (32) at a given state ϕ0. From (34) one computes
L′′[ϕ0](ϕ, ψ) :=
d
dε
{L′[ϕ0 + εψ]ϕ}|ε=0
=
d
dε
{
ϕtt − µϕxx −
(
2H [(φ0,x + εΨx)φx]− [φ ; H] (φ0,xx + εΨxx)− [φ0 + εΨ ; H]φxx
)
x
}
|ε=0
=
(− 2H [Ψxφx] + [φ ; H] Ψxx + [Ψ ; H]φxx)x ,
where it is set
φ0 := H[ϕ0] , φ := H[ϕ] , Ψ := H[ψ] .
We look now for an estimate of the second derivative L′′[ϕ0](ϕ, ψ) in the space L
2
γ(R;H
m(T)), with
given integer m and γ sufficiently large. To this end we need to provide a suitable estimate of each term
involved in the expression of L′′[ϕ0](ϕ, ψ) above.
Estimate for the 1st term (−2H [Ψxφx])x: for fixed t ∈ R and γ ≥ 1, we first commute H and ∂x, then
we use the continuity of H in Hm(T), Leibniz’s formula, Lemma 20 (estimate (173)) and the Sobolev
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imbedding H1(T) →֒ L∞(T) to get
‖ (−2H [Ψxφx])x ‖Hm(T) ≤ C‖ (Ψxφx)x ‖Hm(T) ≤ C
{‖Ψxxφx‖Hm(T) + ‖Ψxφxx‖Hm(T)}
≤ C {‖Ψxx‖Hm(T)‖φx‖L∞(T) + ‖Ψxx‖L∞(T)‖φx‖Hm(T) + ‖φxx‖Hm(T)‖Ψx‖L∞(T)
+‖φxx‖L∞(T)‖Ψx‖Hm(T)
}
≤ C {‖ψx‖Hm+1(T)‖ϕx‖H1(T) + ‖ψx‖H2(T)‖ϕx‖Hm(T) + ‖ϕx‖Hm+1(T)‖ψx‖H1(T)
+‖ϕx‖H2(T)‖ψx‖Hm(T)
}
≤ C {‖ψx‖Hm+1(T)‖ϕx‖H2(T) + ‖ψx‖H2(T)‖ϕx‖Hm+1(T)} .
(111)
Then we multiply the square of the Hm(T)−norm by e−2γt, integrate over Rt and use Ho¨lder’s inequality
to find
‖ (−2H [Ψxφx])x ‖L2γ(R;Hm(T))
≤ C
{
‖ψx‖L2γ(R;Hm+1(T))‖ϕx‖L∞(R;H2(T)) + ‖ψx‖L∞(R;H2(T))‖ϕx‖L2γ(R;Hm+1(T))
}
.
(112)
Estimates for the 2nd and the 3rd terms ([φ ; H]Ψxx)x, ([Ψ ; H]φxx)x: since the role of ϕ and ψ in
the two terms before is exchanged, it is enough to exhibit the estimate for one of them. We compute the
estimate for the first one of the two. In view of Lemma 18 and the Sobolev continuity of H, we find for
fixed t ∈ R:
‖ ([φ ; H]Ψxx)x ‖Hm(T) ≤ C‖ [φ ; H]Ψxx‖Hm+1(T)
≤ C‖∂m+1x φ‖L2(T)‖Ψxx‖H1(T) ≤ C‖ϕx‖Hm(T)‖ψx‖H2(T) .
(113)
Then we multiply the square of the Hm(T)−norm by e−2γt, integrate over Rt and use Ho¨lder’s inequality
to find
‖ ([φ ; H]Ψxx)x ‖L2γ(R;Hm(T)) ≤ C‖ϕx‖L2γ(R;Hm(T))‖ψx‖L∞(R;H2(T)) . (114)
The same arguments can be applied to estimate the third term ([Ψ ; H]φxx)x, where the role of ϕ and ψ
is changed; thus
‖ ([Ψ ; H]φxx)x ‖L2γ(R;Hm(T)) ≤ C‖ψx‖L2γ(R;Hm(T))‖ϕx‖L∞(R;H2(T)) . (115)
Collecting (112), (114), (115) we have proved the following proposition.
Proposition 11. For all m ≥ 1 there exists a constant Cm > 0 such that, for all sufficiently smooth ϕ,
ψ and all γ ≥ 1, the following estimate holds true
‖L′′[ϕ0](ϕ, ψ)‖L2γ(R;Hm(T))
≤ Cm
{
‖ϕx‖L2γ(R;Hm+1(T))‖ψx‖L∞(R;H2(T)) + ‖ψx‖L2γ(R;Hm+1(T))‖ϕx‖L∞(R;H2(T))
}
.
(116)
Remark 12. Since (116) is obtained from the point-wise in t estimates (111), (113), by repeating the
same arguments above where the integration on Rt is replaced by integration on (−∞, T ] (for given T > 0),
we get that (116) can be restated in the framework of the spaces L2γ(−∞, T ;Hm(T)), L∞(−∞, T ;Hm(T));
namely one has that
‖L′′[ϕ0](ϕ, ψ)‖L2γ(−∞,T ;Hm(T))
≤ Cm
{
‖ϕx‖L2γ(−∞,T ;Hm+1(T))‖ψx‖L∞(−∞,T ;H2(T)) + ‖ψx‖L2γ(−∞,T ;Hm+1(T))‖ϕx‖L∞(−∞,T ;H2(T))
}
,
(117)
where Cm > 0 is independent of T . Moreover, using suitable extension arguments (see Subsection 6.3.1),
also estimates (80), (98) can be restated on (−∞, T ] (for given T > 0).
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6. The nonlinear problem
In this section we prove the existence of a solution to the nonlinear Cauchy problem
ϕtt − µϕxx =
(
H[φ2x]− [φ ; H]φxx
)
x
, in [0, T ]× T, φ = H[ϕ] ,
ϕ(x, 0) = ϕ(0)(x) in T,
ϕt(x, 0) = ϕ
(1)(x) in T,
(118)
as stated in our main Theorem 1. In the following, we prove the result by applying the Nash–Moser’s
theorem for the resolution of the nonlinear problem above, see [3], [17] for a thorough description of the
method. In the following for the explanation of the Nash–Moser’s method we will refer to the setting and
notation of [17].
Assume that ϕ(0) ∈ Hν+1(T), ϕ(1) ∈ Hν(T), for a general integer ν ≥ 0, and the sign condition (12) is
satisfied.
We first consider a suitable lifting ϕa : R× T→ R of the data ϕ(0), ϕ(1) such that
ϕa ∈
2⋂
k=0
W k,∞(R;Hν+1−k(T)),
ϕa|t=0 = ϕ
(0), ∂tϕ
a
|t=0 = ϕ
(1) in T ,
µ− 2H[ϕa]x ≥ 3δ/4 > 0 in R× T ,
2∑
k=0
‖∂kt ϕa‖L∞(R;Hν+1−k(T)) ≤ C
{
‖ϕ(0)‖Hν+1(T) + ‖ϕ(1)‖Hν(T)
}
,
(119)
where C > 0 is a suitable constant independent of ϕ(0), ϕ(1) and ν.
We define F a : R× T→ R by setting
F a :=
{
−L[ϕa] for t > 0 ,
0 for t < 0,
(120)
where L is the nonlinear operator (32). Using the regularity of ϕa we get the following result.
Lemma 13. Let the functions ϕa = ϕa(t, x), F a = F a(t, x) be defined as in (119), (120) and ν > 1.
Then F a ∈ L∞(R;Hν−1(T)) and we get the following estimate
‖F a‖L∞(R;Hν−1(T) ≤ P(‖ϕ(0)‖Hν+1(T), ‖ϕ(1)‖Hν(T)) , (121)
where P = P(x, y) is a quadratic polynomial such that P(0, 0) = 0.
Proof. From the regularity of ϕa we obtain the following:
ϕa ∈W 2,∞(R;Hν−1(T)) ⇒ ∂ttϕa ∈ L∞(R;Hν−1(T))
ϕa ∈ L∞(R;Hν+1(T)) ⇒ ∂xxϕa ∈ L∞(R;Hν−1(T)) ;
moreover we compute, for φa := H [ϕa],(
H
[
(φax)
2
]
− [φa ; H]φaxx
)
x
= 2H [φax φ
a
xx]− [φax ; H]φaxx − [φa ; H]φaxxx
= 3H [φax φ
a
xx]− φaxH [φaxx]− [φa ; H]φaxxx .
(122)
Hence
(
H
[
(φax)
2
]
− [φa ; H]φaxx
)
x
∈ L∞(R;Hν−1(T)) in view of the continuity of H in Sobolev spaces,
the inclusion Hν(T) ·Hν−1(T) ⊂ Hν−1(T), that holds since ν > 1 (cf. Lemma 21), and Lemma 19 (for
m = ν − 1, p = 2, v = φa and f = φax). The above calculations yield that L(ϕa), hence F a, belong to
L∞(R;Hν−1(T)).
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As regards to the estimate (121), from (32), (120) and (122) and using the Sobolev continuity of the
Hilbert transform we first get
‖F a‖L∞(R;Hν−1(T)) ≤ ‖L(ϕa)‖L∞(R;Hν−1(T)) ≤ ‖ϕatt‖L∞(R;Hν−1(T)) + |µ|‖ϕaxx‖L∞(R;Hν−1(T))
+ 3‖H [φax φaxx] ‖L∞(R;Hν−1(T)) + ‖φaxH [φaxx] ‖L∞(R;Hν−1(T)) + ‖ [φa ; H]φaxxx‖L∞(R;Hν−1(T))
≤ ‖ϕatt‖L∞(R;Hν−1(T)) + |µ|‖ϕa‖L∞(R;Hν+1(T)) + 3‖φax φaxx‖L∞(R;Hν−1(T))
+ ‖φax ϕaxx‖L∞(R;Hν−1(T)) + ‖ [φa ; H]φaxxx‖L∞(R;Hν−1(T)) .
(123)
For fixed t ∈ R from Lemma 21 (with s = ν and m = ν − 1) and using once again the Sobolev continuity
of H, we get
‖φax(t)φaxx(t)‖Hν−1(T) ≤ C‖φax(t)‖Hν(T)‖φaxx(t)‖Hν−1(T) ≤ C‖φa(t)‖2Hν+1(T) ≤ C‖ϕa(t)‖2Hν+1(T) .
Then taking the supremum over Rt we obtain
‖φax φaxx‖L∞(R;Hν−1(T)) ≤ C‖ϕa‖2L∞(R;Hν+1(T)) . (124)
The same arguments above can be used to estimate the term ‖φax ϕaxx‖L∞(R;Hν−1(T)) by
‖φax ϕaxx‖L∞(R;Hν−1(T)) ≤ C‖ϕa‖2L∞(R;Hν+1(T)) . (125)
As for the subsequent commutator term ‖ [φa ; H]φaxxx‖L∞(R;Hν−1(T)), for fixed t ∈ R we apply Lemma
19 (for m = ν − 1, p = 2, v = φa and f = φax), the imbedding Hν(T) →֒ H1(T) (as ν > 1) and the
Sobolev continuity of H to get
‖ [φa(t) ; H]φaxxx(t)‖Hν−1(T) ≤ C‖∂ν+1x φa(t)‖L2(T)‖φax(t)‖H1(T)
≤ C‖φa(t)‖Hν+1(T)‖φax(t)‖Hν(T) ≤ C‖ϕa(t)‖2Hν+1(T) .
Again taking the supremum over Rt gives
‖ [φa ; H]φaxxx‖L∞(R;Hν−1(T)) ≤ C‖ϕa‖2L∞(R;Hν+1(T)) . (126)
Gathering estimates (123)-(126) we obtain
‖F a‖L∞(R;Hν−1(T)) ≤ ‖ϕatt‖L∞(R;Hν−1(T)) + |µ|‖ϕa‖L∞(R;Hν+1(T)) + C‖ϕa‖2L∞(R;Hν+1(T)) . (127)
Combining (127) with (119)4 we finally get
‖F a‖L∞(R;Hν−1(T)) ≤ (1 + |µ|)
{
‖ϕ(0)‖Hν+1(T) + ‖ϕ(1)‖Hν(T)
}
+ C
{
‖ϕ(0)‖Hν+1(T) + ‖ϕ(1)‖Hν(T)
}2
=: P(‖ϕ(0)‖Hν+1(T), ‖ϕ(1)‖Hν(T)) .

Remark 14. It is worth to remark that in view of the definition of F a, for ν > 1 we have the following:
(i) for t < 0, F a ≡ 0 then F a ∈ L2(−∞, 0;Hν−1(T));
(ii) for every T > 0, L∞(0, T ;X ) ⊂ L2(0, T ;X ) (where X is any Banach space), hence F a ∈
L∞(0, T ;Hν−1(T)) ⊂ L2(0, T ;Hν−1(T)).
From (i), (ii) above easily follows that F a ∈ L2(−∞, T ;Hν−1(T)). Moreover for γ ≥ 1 fixed we get also
that F a ∈ L2γ(−∞, T ;Hν−1(T)); indeed from (121) we compute
‖F a‖2L2γ(−∞,T ;Hν−1(T)) =
∫ T
−∞
e−2γt‖F a(t)‖2Hν−1(T) dt =
∫ T
0
e−2γt‖F a(t)‖2Hν−1(T) dt
≤ ‖F a‖2L∞(R;Hν−1(T))
∫ T
0
e−2γt dt =
1
2γ
(
1− e−2γT ) ‖F a‖2L∞(R;Hν−1(T))
≤ 1
2γ
(
1− e−2γT )P2(‖ϕ(0)‖Hν+1(T), ‖ϕ(1)‖Hν(T)) .
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The estimate above shows that for fixed γ ≥ 1 we can make the norm of F a in L2γ(−∞, T ;Hν−1(T)) as
small as we want by choosing a suitable value of T depending on the norms of the initial data ϕ(0), ϕ(1)
respectively in Hν+1(T) and Hν(T).
6.1. An equivalent formulation of the problem (118). In order to solve problem (118) by the Nash-
Moser’s theorem, it is convenient to recast this problem in an equivalent form. We first look for a solution
of the nonlinear problem
L[ϕ] = 0 , in [0, T ]× T , (128)
ϕ| t=0 = ϕ
(0) in T, (129)
∂tϕ| t=0 = ϕ
(1) in T, (130)
(see (32) for the definition of L) in the form of a perturbation of the function ϕa(t, x) defined in the
previous section, namely
ϕ = ϕa + ϕ′ , (131)
where, according to (119)2, we must have
ϕ′| t=0 = 0 , ∂tϕ
′
| t=0 = 0 , in T . (132)
Replacing (131) into (128) we find
L[ϕa + ϕ′] = 0 ⇔ L[ϕ′] = −L[ϕa] , in [0, T ]× T , (133)
where we have set
L[ϕ′] := L[ϕa + ϕ′]− L[ϕa] . (134)
In agreement with the functional setting introduced in Section 2.1, it is convenient to “extend” the
problem (133) also for negative time; then, in view of (120), we are led to solve the nonlinear problem
L[ϕ′] = F a , in (−∞, T ]× T , (135)
ϕ′ = 0 , for t < 0 . (136)
6.2. The functional setting. In this section we fix the functional setting where the Nash-Moser’s
theorem will be applied. For m ≥ 1, we define Xm to be the space of measurable functions ϕ : (−∞, T ]×
T→ R such that
i) ϕ has zero spatial mean, i.e. ϕ̂(0) =
∫
T
ϕdx = 0;
ii) ϕ|{t<0} = 0;
iii) the function ϕ enjoys the following regularity assumptions
ϕ ∈ L2γ(−∞, T ;Hm+2(T)) ∩H1γ(−∞, T ;Hm+1(T)) ∩H2γ(−∞, T ;Hm(T)) , (137)
where γ ≥ 1 will be fixed in a suitable way later on.
In view of the equality (16) the space Xm can be provided with the norm
‖ϕ‖2Xm := ‖ϕx‖2L2γ(−∞,T ;Hm+1(T)) + ‖ϕt‖
2
L2γ(−∞,T ;H
m+1(T)) + ‖ϕtt‖2L2γ(−∞,T ;Hm(T)) . (138)
We also define Ym to be
Ym := {F : (−∞, T ]× T→ R : F| {t<0} = 0 , F ∈ L2γ(−∞, T ;Hm(T))} ,
with the natural norm
‖F‖Ym := ‖F‖L2γ(−∞,T ;Hm(T)) .
Remark 15. From Remark 14, for ν > 1 we get that F a ∈ Yν−1 with Yν−1−norm as small as we want
for T > 0 sufficiently small, depending on the initial data ϕ(0), ϕ(1).
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6.3. Nash-Moser’s theorem. Now we are going to apply the Nash-Moser theorem to solve the problem
(135), (136) in the functional framework introduced in the previous section. Our goal is to find ϕ′ ∈ Xm
for a suitable m ≥ 0 satisfying (135)–(136).
Remark 16. The regularity assumptions defining the spaces Xm (see (137)), imply that the solution to
(135), (136) belonging to Xm for some m ≥ 0 is such that
ϕ′ ∈ H1γ(−∞, T ;Hm+1(T)) →֒ C((−∞, T ];Hm+1(T))
∂tϕ
′ ∈ H1γ(−∞, T ;Hm(T)) →֒ C((−∞, T ];Hm(T)).
Hence, the condition (136) together with the continuity in time of ϕ′, ∂tϕ
′ gives that (132) are satisfied,
i.e. ϕ′| t=0 = 0, ∂tϕ
′
| t=0 = 0.
Here we closely follow the presentation of the method in [17]. According to [17] we will use the following
notations
X∞ :=
⋂
m≥0
Xm , Y∞ :=
⋂
m≥0
Ym , H
∞(T) :=
⋂
m≥0
Hm(T) ,
whereXm, Ym are the functional spaces introduced in Section 6.2, and {Xm}m≥0, {Ym}m≥0 are decreasing
families of Banach spaces satisfying the smoothing hypothesis, see [17, Definition 2.3].
We first need to collect a number of properties of the nonlinear operator L in (134), as well as its first
and second derivatives at a given point ϕ0 ∈ X∞. In order to do so, here we assume that the initial data
ϕ(0), ϕ(1) in (129), (130) belong to H∞(T), so that ϕa has H∞-regularity in x and F a ∈ Y∞. Under
these assumptions, we have that for every m ≥ 0
L : Xm → Ym .
The operator L must satisfy all the assumptions in [17, Theorem 2.4], see for the reader’s convenience B,
Theorem 23; more precisely we have to check that the first order differential dL[ϕ0] and the second order
differential d2L[ϕ0] obey suitable estimates (see the Assumptions 2.1, 2.2 in [17]), as long as ϕ0 belongs
to U ∩X∞, being U a suitable bounded open neighborhood of 0 in Xm0 for some m0 ≥ 0.
Let us observe that, for every ϕ0 ∈ X∞, from (134) one computes
dL[ϕ0](ϕ′) = L′[ϕa + ϕ0]ϕ′ ,
d2L[ϕ0](ϕ′, ψ′) = L′′[ϕa + ϕ0](ϕ′, ψ′) .
(139)
6.3.1. Estimate for the first order differential of L. In view of (139), let us consider the equation
L′[ϕa + ϕ0]ϕ
′ = g, in (−∞, T )× T. (140)
In order to have that the hypothesis of Nash-Moser’s theorem is satisfied (see [17, Assumption 2.2]) we
need equation (140) to admit a unique solution in X∞ as long as g ∈ Y∞ (i.e. dL[ϕ0](ϕ′) : X∞ → Y∞
admits a right inverse operator). This comes as a consequence of Theorem 7.
In order to use the tame estimate (80) in Proposition 8, we have to consider the equation (140) with
the time extended to the whole real line (i.e. on R× T). To this end, let us consider suitable extensions
g˜ and ϕ˜0 respectively of the source term g and the basic state ϕ0 in such a way that
g˜ ∈ L2γ(R;H∞(T)), ϕ˜0 ∈ L∞(R;H∞(T)) ,
‖g˜‖L2γ(R;Hm(T)) ≤ Cm‖g‖L2γ(−∞,T ;Hm(T)) ,
‖ϕ˜0‖L∞(R;Hm(T)) ≤ Cm‖ϕ0‖L∞(−∞,T ;Hm(T)) ,
‖ϕ˜0,x‖L∞(R;Hm(T)) ≤ Cm‖ϕ0,x‖L∞(−∞,T ;Hm(T)) , ∀m ≥ 0 , ∀ γ ≥ 1 ,
(141)
where for every m, Cm is some positive constant depending on m and independent of γ. The constant
Cm may be chosen independently of T .
Let us assume that the linearized time-extended equation
L′[ϕa + ϕ˜0]ϕ˜
′ = g˜, in R× T (142)
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has a unique solution: we want to derive an energy estimate for it. Let ϕ˜′ be such a solution. From
Proposition 8, by estimate (80) written for m + 1 instead of m, we get that ϕ˜′ of (142) satisfies the
estimate
γ
{
‖ϕ˜′t‖2L2γ(R;Hm+1(T)) + ‖ϕ˜
′
x‖2L2γ(R;Hm+1(T))
}
≤ C
γ
{
‖ϕax + ϕ˜0,x‖2L∞(R;Hm+3(T))‖g˜‖2L2γ(R;H2(T)) + ‖g˜‖
2
L2γ(R;H
m+1(T))
}
,
(143)
for all γ ≥ γ1 and C and γ1 depend increasingly and boundedly on m, δ and ‖ϕa + ϕ˜0‖L∞(R;H5(T)) and
‖ϕat + ϕ˜0,t‖L∞(R;H2(T)), provided that the sign condition
µ− 2H[ϕa + ϕ˜0]x ≥ δ/2 , in R× T (144)
holds (see Proposition 8). By construction, the function
ϕ′ := ϕ˜′| (−∞,T ]
provides a solution to the equation (140) and, from (141) and (143) we get
γ
{
‖ϕ′t‖2L2γ(−∞,T ;Hm+1(T)) + ‖ϕ
′
x‖2L2γ(−∞,T ;Hm+1(T))
}
≤ γ
{
‖ϕ˜′t‖2L2γ(R;Hm+1(T)) + ‖ϕ˜
′
x‖2L2γ(R;Hm+1(T))
}
≤ C
γ
{
‖ϕax + ϕ˜0,x‖2L∞(R;Hm+3(T))‖g˜‖2L2γ(R;H2(T)) + ‖g˜‖
2
L2γ(R;H
m+1(T))
}
≤ C
γ
{(
‖ϕax‖2L∞(R;Hm+3(T)) + ‖ϕ0,x‖2L∞(−∞,T ;Hm+3(T))
)
‖g‖2L2γ(−∞,T ;H2(T)) + ‖g‖
2
L2γ(−∞,T ;H
m+1(T))
}
,
(145)
for all γ ≥ γ1, being γ1, C > 0 defined as in (143) and again under the condition (144).
Concerning the condition (144), in view of (119)3, (141) and the Sobolev imbeddings H
1(T) →֒ L∞(T),
H1γ(−∞, T ;X ) →֒ L∞(−∞, T ;X ) (cf. Lemma 3) we get
µ− 2H[ϕa + ϕ˜0]x ≥ 3δ/4− 2H[ϕ˜0]x ≥ 3δ/4− 2‖H[ϕ˜0]x‖L∞(R×T)
≥ 3δ/4− C‖H[ϕ˜0]x‖L∞(R;H1(T)) ≥ 3δ/4− C‖ϕ˜0,x‖L∞(R;H1(T)) ≥ 3δ/4− C‖ϕ0,x‖L∞(−∞,T ;H1(T))
≥ 3δ/4− C‖ϕ0,x‖H1γ(−∞,T ;H1(T)) ≥ 3δ/4− C‖ϕ0‖X1 .
(146)
From (146) we deduce that condition (144), and consequently the estimate (145), are satisfied provided
that
‖ϕ0‖X1 ≤ δ/4C .
On the other hand, from (141), the Sobolev imbedding and (119)4 we find that
‖ϕa + ϕ˜0‖L∞(R;H5(T)) ≤ ‖ϕa‖L∞(R;H5(T)) + ‖ϕ˜0‖L∞(R;H5(T))
≤ ‖ϕa‖L∞(R;H5(T)) + C‖ϕ0‖L∞(−∞,T ;H5(T)) ≤ ‖ϕa‖L∞(R;H5(T)) + C‖ϕ0‖H1γ(−∞,T ;H5(T))
≤ ‖ϕa‖L∞(R;H5(T)) + C‖ϕ0‖X4 ≤ C
{
‖ϕ(0)‖H5(T) + ‖ϕ(1)‖H4(T) + ‖ϕ0‖X4
}
,
(147)
and similarly
‖ϕat + ϕ˜0 ,t‖L∞(R;H2(T)) ≤ ‖ϕat ‖L∞(R;H2(T)) + C‖ϕ0‖X2
≤ C
{
‖ϕ(0)‖H3(T) + ‖ϕ(1)‖H2(T) + ‖ϕ0‖X2
}
.
(148)
Finally, we observe that the inequalities
‖ϕ‖X1 ≤ ‖ϕ‖X2 ≤ ‖ϕ‖X4 , ∀ϕ ∈ X4 , (149)
follow at once from the definition (138) of the norm in Xm.
Let us define the bounded neighborhood U of 0 in X4 be setting
U := {ϕ ∈ X4 : ‖ϕ‖X4 ≤ δ/4C} . (150)
CURRENT-VORTEX SHEETS 31
Because of (147)-(149), one has
‖ϕa + ϕ˜0‖L∞(R;H5(T)) + ‖ϕat + ϕ˜0 ,t‖L∞(R;H2(T))
≤ C
{
‖ϕ(0)‖H5(T) + ‖ϕ(1)‖H4(T)
}
+ δ/C ,
(151)
and the sign condition (144) holds true, as long as ϕ0 ∈ U ∩X∞. According to the previous observations,
let us set
γ̂1 = γ̂1(m, δ, ϕ
(0), ϕ(1)) := sup
ϕ0∈U∩X∞
γ1(m, δ, ‖ϕa + ϕ˜0‖L∞(R;H5(T)), ‖ϕat + ϕ˜0,t‖L∞(R;H2(T))) ,
Ĉ1 = Ĉ1(m, δ, ϕ
(0), ϕ(1)) := sup
ϕ0∈U∩X∞
C(m, δ, ‖ϕa + ϕ˜0‖L∞(R;H5(T)), ‖ϕat + ϕ˜0,t‖L∞(R;H2(T))) ,
(152)
where γ1 and C in the right-hand sides are the constants involved in (145). From (145) and the above
definitions we derive that
γ
{
‖ϕ′t‖2L2γ(−∞,T ;Hm+1(T)) + ‖ϕ
′
x‖2L2γ(−∞,T ;Hm+1(T))
}
≤ Ĉ1
γ
{(
‖ϕax‖2L∞(R;Hm+3(T)) + ‖ϕ0,x‖2L∞(−∞,T ;Hm+3(T))
)
‖g‖2L2γ(−∞,T ;H2(T)) + ‖g‖
2
L2γ(−∞,T ;H
m+1(T))
}
,
(153)
holds true for all ϕ′ ∈ X∞, ϕ0 ∈ U ∩X∞ and γ ≥ γ̂1. Note that γ̂1 and Ĉ1 in (153) now depend only on
m, δ and the initial data ϕ(0), ϕ(1).
From now on, for every m ≥ 1 let γ be fixed such that γ ≥ γ̂1, being γ̂1 defined as in (152). For such
γ, we consider the estimate (98) (with m + 1 instead of m), written for ϕ˜′; we use (141) and Sobolev
imbedding H1γ(−∞, T ;X ) →֒ L∞(−∞, T ;X ) (see Lemma 3), to get
‖ϕ′tt‖L2γ(−∞,T ;Hm(T)) ≤
‖ϕ˜′tt‖L2γ(R;Hm(T)) ≤ C1
{
‖ϕ˜′x‖L2γ(R;Hm+1(T)) + ‖ϕa + ϕ˜0‖L∞(R;H3(T))‖ϕ˜′x‖L2γ(R;Hm+1(T))
+‖ϕax + ϕ˜0,x‖L∞(R;Hm+1(T))‖ϕ˜′x‖L2γ(R;H2(T)) + ‖g˜‖L2γ(R;Hm(T))
}
≤ C1
{
‖ϕ˜′x‖L2γ(R;Hm+1(T)) +
(
‖ϕa‖L∞(R;H3(T)) + ‖ϕ0‖H1γ(−∞,T ;H3(T))
)
‖ϕ˜′x‖L2γ(R;Hm+1(T))
+
(
‖ϕax‖L∞(R;Hm+1(T)) + ‖ϕ0,x‖H1γ(−∞,T ;Hm+1(T))
)
‖ϕ˜′x‖L2γ(R;H2(T)) + ‖g‖L2γ(−∞,T ;Hm(T))
}
≤ C1
{(
1 + ‖ϕa‖L∞(R;H3(T)) + ‖ϕ0‖X2
) ‖ϕ˜′x‖L2γ(R;Hm+1(T))
+
(
‖ϕa‖L∞(R;Hm+2(T)) + ‖ϕ0‖H1γ(−∞,T ;Hm+2(T))
)
‖ϕ˜′x‖L2γ(R;H2(T)) + ‖g‖L2γ(−∞,T ;Hm(T))
}
,
(154)
where C1 only depends on m, δ, µ, see Proposition 10. Now we use (143) together with the Sobolev
imbedding and the definition of the spaces Xm and Ym to bound, for fixed γ, ‖ϕ˜′x‖2L2γ(R;Hm+1(T)) and
‖ϕ˜′x‖2L2γ(R;H2(T)) in the above inequality, finding
‖ϕ˜′x‖L2γ(R;Hm+1(T))
≤ Ĉ1
{(‖ϕax‖L∞(R;Hm+3(T)) + ‖ϕ0,x‖L∞(−∞,T ;Hm+3(T))) ‖g‖L2γ(−∞,T ;H2(T)) + ‖g‖L2γ(−∞,T ;Hm+1(T))}
≤ Ĉ1
{(
‖ϕa‖L∞(R;Hm+4(T)) + ‖ϕ0‖H1γ(−∞,T ;Hm+4(T))
)
‖g‖Y2 + ‖g‖Ym+1
}
≤ Ĉ1
{(‖ϕa‖L∞(R;Hm+4(T)) + ‖ϕ0‖Xm+3) ‖g‖Y2 + ‖g‖Ym+1} ,
(155)
which gives, for m = 1
‖ϕ˜′x‖L2γ(R;H2(T)) ≤ Ĉ1
{(‖ϕa‖L∞(R;H5(T)) + ‖ϕ0‖X4) ‖g‖Y2 + ‖g‖Y2} . (156)
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The constant Ĉ1 involved in (155), (156) is the value defined in (152).
Inserting (155) and (156) in (154) we get
‖ϕ′tt‖L2γ(−∞,T ;Hm(T)) ≤
≤ C˜1
{(
1 + ‖ϕa‖L∞(R;H3(T)) + ‖ϕ0‖X2
)((‖ϕa‖L∞(R;Hm+4(T)) + ‖ϕ0‖Xm+3) ‖g‖Y2 + ‖g‖Ym+1)
+
(‖ϕa‖L∞(R;Hm+2(T)) + ‖ϕ0‖Xm+1)( (‖ϕa‖L∞(R;H5(T)) + ‖ϕ0‖X4) ‖g‖Y2 + ‖g‖Y2)+ ‖g‖Ym} ,
(157)
with C˜1 = C˜1(m, δ, µ, ϕ
(0), ϕ(1)). Adding (157) to (145), and recalling (138), we get
‖ϕ′‖Xm ≤
≤ C
{(
1 + ‖ϕa‖L∞(R;H3(T)) + ‖ϕ0‖X2
)( (‖ϕa‖L∞(R;Hm+4(T)) + ‖ϕ0‖Xm+3) ‖g‖Y2 + ‖g‖Ym+1)
+
(‖ϕa‖L∞(R;Hm+2(T)) + ‖ϕ0‖Xm+1)( (‖ϕa‖L∞(R;H5(T)) + ‖ϕ0‖X4) ‖g‖Y2 + ‖g‖Y2)+ ‖g‖Ym} ,
(158)
with C = C(m, δ, µ, ϕ(0), ϕ(1)).
Now we observe that for ϕ0 ∈ U ∩X∞ (see (150)) in the above inequality the coefficients(
1 + ‖ϕa‖L∞(R;H3(T)) + ‖ϕ0‖X2
)
,
(‖ϕa‖L∞(R;H5(T)) + ‖ϕ0‖X4)
can be bounded by some constant C = C(δ, ‖ϕ(0)‖H5(T), ‖ϕ(1)‖H4(T)), see (151). Hence from (158) we
get
‖ϕ′‖Xm ≤ C
{(‖ϕa‖L∞(R;Hm+4(T)) + ‖ϕ0‖Xm+3) ‖g‖Y2 + ‖g‖Ym+1} ,
where C = C(m,µ, δ, ϕ(0), ϕ(1)). Using also ‖g‖Y2 ≤ ‖g‖Ym+1 and that (see (119))
‖ϕa‖L∞(R;Hm+4(T)) ≤ C
{
‖ϕ(0)‖Hm+4(T) + ‖ϕ(1)‖Hm+3(T)
}
for all m ≥ 1, we finally get
‖ϕ′‖Xm ≤ C˜
{‖ϕ0‖Xm+3‖g‖Y2 + ‖g‖Ym+1} (159)
where now C˜ depends only on m, δ, µ and the initial data ϕ(0), ϕ(1); in particular C˜ is bounded for m
bounded and sufficiently regular initial data.
The above estimate implies that Assumption 2.2 in B (see also [17, Assumption 2.2]) is satisfied with
m0 = 4, s = 1 and s
′ = 3 (recall that (159) requires ϕ0 ∈ U ∩ X∞, where U was defined in (150), and
‖g‖Y2 ≤ ‖g‖Y4).
6.3.2. Estimate for the second order differential of L. We need to derive an estimate (see Assumption
2.1 in B; see also [17, Assumption 2.1]) for the second order derivative L′′[ϕa + ϕ0](ϕ
′, ψ′) (see (139)).
From estimate (117) (see Remark 12), for fixed γ ≥ γ̂1 we find
‖L′′[ϕa + ϕ0](ϕ′, ψ′)‖L2γ(−∞,T ;Hm(T))
≤ Cm
{
‖ϕ′x‖L2γ(−∞,T ;Hm+1(T))‖ψ′x‖L∞(−∞,T ;H2(T)) + ‖ψ′x‖L2γ(−∞,T ;Hm+1(T))‖ϕ′x‖L∞(−∞,T ;H2(T))
}
≤ Cm
{
‖ϕ′x‖L2γ(−∞,T ;Hm+1(T))‖ψ′‖H1γ(−∞,T ;H3(T)) + ‖ψ′x‖L2γ(−∞,T ;Hm+1(T))‖ϕ′‖H1γ(−∞,T ;H3(T))
}
≤ Cm {‖ϕ′‖Xm‖ψ′‖X2 + ‖ψ′‖Xm‖ϕ′‖X2} ,
with the constant Cm bounded for m bounded (again we used the Sobolev imbedding H
1
γ(−∞, T ;X ) →֒
L∞(−∞, T ;X )).
Estimate above is exactly Assumpion 2.1 in B (see also [17, Assumption 2.1]) with m0 ≥ 2, r = 0,
r′ = 0.
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We need that Assumptions 2.1 and 2.2 in B (see also [17]) are simultaneously satisfied; hence, from
now on, we assume m0 = 4.
6.4. Proof of Theorem 1. We are now in the position to verify that all the assumptions in [17, Theorem
2.4] are satisfied (see B, Theorem 23) in order to get that the nonlinear equation (135) has a solution.
From the values of r, r′, s, s′ obtained in Sections 6.3.1 and 6.3.2, we compute
m′ = m0 +max {r, r′}+max {s, s′} = 4 +max {0, 0}+max {1, 3} = 7.
By (i) in [17, Theorem 2.4] (see B, Theorem 23), there exists ε such that, if F a ∈ Ym′+s+1 = Y9 with
‖F a‖Y9 = ‖F a‖L2γ(−∞,T ;H9(T)) ≤ ε , (160)
there exists a solution ϕ′ ∈ Xm′ = X7 of (135), provided that Assumptions 2.1.and 2.2 are satisfied. In
view of Remark 14, the assumptions ϕ(0) ∈ H11(T) and ϕ(1) ∈ H10(T) imply F a ∈ Y9. On the other
hand, the smallness assumption (160) is guaranteed if we take a positive T sufficiently small, depending
on the size of the initial data ϕ(0) ∈ H11(T) and ϕ(1) ∈ H10(T), see again Remark 15. In view of (119)
and (137), the function ϕ = ϕa| [0,T ] + ϕ
′
|[0,T ] provides a solution of (118) with the regularity required.
The uniqueness follows from standard arguments, based on the regularity of the solution. This ends the
proof of the statement (1).
Moreover, by (ii) in [17, Theorem 2.4] (see also B, Theorem 23), if (160) holds and if in addition
F a ∈ Ym′′+s+1 = Ym′′+2 with m′′ > m′ = 7, then the solution ϕ′ of (135) belongs to Xm′′ , again under
the condition that Assumptions 2.1.and 2.2 are satisfied.
Observe now that if ϕ(0) ∈ Hν+1(T) and ϕ(1) ∈ Hν(T), in view of Remark 14, we know that F a ∈ Yν−1.
Hence, in order to satisfy the above case (ii) of [17, Theorem 2.4], we need to require that
ν − 1 = m′′ + 2 > 9
that is ensured by the assumption ν > 10. For such ν > 10, Nash-Moser’s theorem implies that the
solution of (135) belongs to Xm′′ = Xν−3, which yields for the solution ϕ = ϕ
a
| [0,T ] + ϕ
′
|[0,T ] of (118)
the required regularity. Notice in particular that the final time T is just defined from the requirement
(160), where the norm of F a in L2γ(−∞, T ;H9(T)) is involved; because of Remark 15 the time T may be
chosen to depend on the norms of the data ϕ(0), ϕ(1) respectively in H11(T) and H10(T), in spite of the
augmented regularity ϕ(0) ∈ Hν+1(T), ϕ(1) ∈ Hν(T).
Appendix A. Some commutator and product estimates
Lemma 17. For s > 1/2 there exists a constant Cs > 0 such that
‖ [H ; v] f‖L2(T) ≤ Cs‖v‖Hs(T)‖f‖L2(T) , ∀ v ∈ Hs(T) , ∀ f ∈ L2(T) ; (161)
‖ [H ; v] fx‖L2(T) ≤ Cs‖vx‖Hs(T)‖f‖L2(T) , ∀ v ∈ Hs+1(T) , ∀ f ∈ L2(T) ; (162)
‖([H ; [H ; v]] fx)x‖L2(T) ≤ Cs‖vxx‖Hs(T)‖f‖L2(T) , ∀ v ∈ Hs+2(T) , ∀ f ∈ L2(T) , (163)
where [H ; v] is the commutator between the Hilbert transform H and the multiplication by v.
Proof. We show here only the estimate (163), the proof of estimates (161), (162) following from similar
arguments. Let us first recall that, whenever f and g are sufficiently smooth periodic functions on T,
there holds
f̂ · g = 1
2π
f̂ ∗ ĝ , ∀ k ∈ Z , (164)
where f̂ ∗ ĝ is the discrete convolution of the sequences f̂ :=
{
f̂(k)
}
k∈Z
and ĝ := {ĝ(k)}k∈Z defined by
f̂ ∗ ĝ(k) :=
∑
ℓ
f̂(k − ℓ)ĝ(ℓ) , ∀ k ∈ Z . (165)
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Making use of (164), (165) for k 6= 0 we compute(
([H ; [H ; v]] fx)x
)∧
(k) = ik
(
[H ; [H ; v]] fx
)∧
(k) = ik
{(
H[[H ; v] fx]
)∧
(k)− ( [H ; v]H[fx])∧(k)}
= ik
{
−i sgnk ( [H ; v] fx)∧(k) + (vH2[fx])∧(k)− (H[vH[fx]])∧(k)}
= ik
{
−i sgnk
(
Ĥ[v fx](k)− v̂H[fx](k)
)
− v̂ fx(k) + i sgnk v̂H[fx](k)
}
= ik
{
−i sgnk
(
−i sgnk v̂ fx(k)− 1
2π
∑
ℓ
v̂(k − ℓ)Ĥ[fx](ℓ)
)
− v̂ · fx(k)
+
1
2π
i sgnk
∑
ℓ
v̂(k − ℓ)Ĥ[fx](ℓ)
}
= ik
{
−(sgnk)2 v̂ fx(k) + 1
2π
i sgnk
∑
ℓ
v̂(k − ℓ)Ĥ[fx](ℓ)− v̂ fx(k)
+
1
2π
i sgnk
∑
ℓ
v̂(k − ℓ)Ĥ[fx](ℓ)
}
= ik
{
−2v̂ fx(k) + 1
π
i sgnk
∑
ℓ
v̂(k − ℓ)Ĥ[fx](ℓ)
}
= ik
{
1
π
i sgnk
∑
ℓ
v̂(k − ℓ)Ĥ[fx](ℓ)− 1
π
∑
ℓ
v̂(k − ℓ)f̂x(ℓ)
}
= ik
{
1
π
i sgnk
∑
ℓ
v̂(k − ℓ) ℓ sgn ℓ f̂(ℓ)− 1
π
∑
ℓ
v̂(k − ℓ)i ℓ f̂(ℓ)
}
=
1
2π
∑
ℓ
Λ1(k, ℓ) v̂(k − ℓ)f̂(ℓ) ,
where we also used (sgn k)2 = 1, k sgnk = |k| and we have set
Λ1(k, ℓ) = 2(kℓ− |k| |ℓ|) .
Observing that Λ1(k, ℓ) = 0 for kℓ ≥ 0 and using the numerical inequality −2kℓ ≤ (k − ℓ)2 we get∣∣∣( ([H ; [H ; v]] fx)x )∧(k)∣∣∣ ≤ 12π ∑
ℓ : kℓ<0
(−4kℓ) |v̂(k − ℓ)| |f̂(ℓ)| ≤ 1
π
∑
ℓ
(k − ℓ)2 |v̂(k − ℓ)| |f̂(ℓ)|
=
1
π
∑
ℓ
|(i(k − ℓ))2v̂(k − ℓ)| |f̂(ℓ)| = 1
π
∑
ℓ
|v̂xx(k − ℓ)| |f̂(ℓ)| = 1
π
(
|v̂xx| ∗ |f̂ |
)
(k) .
Because of Parseval’s identity and using Young’s inequality we derive
‖ ([H ; [H ; v]] fx)x ‖2L2(T) =
1
2π
∑
k∈Z
∣∣∣( ([H ; [H ; v]] fx)x )∧(k)∣∣∣2 ≤ 12π2 ∑
k∈Z
∣∣∣(|v̂xx| ∗ |f̂ |) (k)∣∣∣2
≤ 1
2π2
(∑
k∈Z
|v̂xx(k)|
)2∑
k∈Z
|f̂(k)|2 = 1
π
(∑
k∈Z
|v̂xx(k)|
)2
‖f‖2L2(T) .
Estimate (163) follows at once from the above, since for s > 1/2∑
k∈Z
|v̂xx(k)| ≤ cs‖vxx‖Hs(T) (166)
holds true with some positive constant cs, depending only on s. 
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Lemma 18. For every integer m ≥ 1 there exists a constant Cm > 0 such that for all functions v ∈
Hm(T) and f ∈ H1(T)
‖ [H ; v] f‖Hm(T) ≤ Cm‖∂mx v‖L2(T)‖f‖H1(T) .
Proof. In view of (24) we compute
̂[H ; v] f(k) = Ĥ[vf ](k)− v̂H[f ](k) = −i sgnk v̂f(k)− 1
2π
∑
ℓ
v̂(k − ℓ)Ĥ[f ](ℓ)
= −i sgnk 1
2π
∑
ℓ
v̂(k − ℓ)f̂(ℓ) + 1
2π
∑
ℓ
i sgn ℓ v̂(k − ℓ)f̂(ℓ)
=
1
2π
∑
ℓ
Λ(k, ℓ) v̂(k − ℓ)f̂(ℓ) ,
where
Λ(k, ℓ) := i (−sgnk + sgn ℓ) =

−2i , if k > 0 and ℓ < 0 ,
∓i , if ± k > 0 and ℓ = 0 ,
0 , if kℓ > 0 ,
(167)
and
Λ(ℓ, k) = −Λ(k, ℓ) , ∀ (k, ℓ) ∈ Z2 . (168)
In view of (167) and (168) we have more explicitly that
̂[H ; v] f(k) =

−i
2π
v̂(k)f̂(0)− i
π
∑
ℓ<0
v̂(k − ℓ)f̂(ℓ) , if k > 0 ,
− i
2π
∑
ℓ
sgn ℓ v̂(−ℓ)f̂(ℓ) , if k = 0 ,
i
2π
v̂(k)f̂(0) +
i
π
∑
ℓ>0
v̂(k − ℓ)f̂(ℓ) , if k < 0 .
(169)
On the other hand, in view of (14)
‖ [H ; v] f‖2Hm(T) =
1
2π
∑
k∈Z
(1 + |k|)2m| ̂[H ; v] f(k)|2
≤ Cm
| ̂[H ; v] f(0)|2 + ∑
k∈Z\{0}
|k|2m| ̂[H ; v] f(k)|2
 .
(170)
From (169) we get for k = 0:
| ̂[H ; v] f(0)| ≤ 1
2π
∑
ℓ 6=0
|v̂(−ℓ)| |f̂(ℓ)| ≤ 1
2π
∑
ℓ 6=0
| − iℓ|m|v̂(−ℓ)||f̂(ℓ)| ≤ 1
2π
(
|∂̂mx v| ∗ |f̂ |
)
(0) . (171)
For k > 0 we obtain
|k|m | ̂[H ; v] f(k)| ≤ 1
2π
|k|m|v̂(k)| |f̂(0)|+ 1
π
∑
ℓ<0
|ik|m |v̂(k − ℓ)| |f̂(ℓ)|
≤ 1
2π
|(ik)mv̂(k)| |f̂(0)|+ 1
π
∑
ℓ<0
|i(k − ℓ)|m |v̂(k − ℓ)| |f̂(ℓ)|
≤ 1
π
∑
ℓ≤0
|∂̂mx v(k − ℓ)| |f̂(ℓ)| ≤
1
π
(|∂̂mx v| ∗ |f̂ |)(k) ,
(172)
where we used that |k| < |k− ℓ| for k > 0 and ℓ < 0. The same estimate as above can be extended to the
coefficients | ̂[H ; v] f(k)|, for k < 0, by repeating the same arguments and since the inequality |k| < |k− ℓ|
is still true for k < 0 and ℓ > 0.
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Using (171), (172) to estimate the right-hand side of (170), by Young’s inequality and (166) (with f
instead of vxx and s = 1) we obtain
‖ [H ; v] f‖2Hm(T) ≤ Cm
∑
k∈Z
∣∣∣(|∂̂mx v| ∗ |f̂ |) (k)∣∣∣2 ≤ Cm
(∑
k∈Z
|∂̂mx v(k)|2
)(∑
k∈Z
|f̂(k)|
)2
≤ Cm‖∂mx v‖2L2(T)‖f‖2H1(T) .

Following the same arguments as in the case of Lemma 18, we may prove the following more general
result.
Lemma 19. For all integers m, p ≥ 1 there exists a constant Cm,p > 0 such that for all functions
v ∈ Hm+p(T) and f ∈ H1(T)
‖ [H ; v] ∂pxf‖Hm(T) ≤ Cm,p‖∂m+px v‖L2(T)‖f‖H1(T) .
The following product and commutator estimates are a consequence of the well known Gagliardo-
Nirenberg inequalities, see f.i. [10].
Lemma 20. For every integer m ≥ 1 there exists a constant Cm > 0 such that the following holds:
i. for all functions f , v ∈ Hm(T) ∩ L∞(T)
‖vf‖Hm(T) ≤ Cm
{‖v‖L∞(T)‖f‖Hm(T) + ‖v‖Hm(T)‖f‖L∞(T)} ; (173)
ii. for all positive integers k ≤ m and functions f , v ∈ Hm(T) ∩ L∞(T)
‖ [∂kx ; v] f‖L2(T) ≤ Cm {‖v‖L∞(T)‖f‖Hk(T) + ‖v‖Hk(T)‖f‖L∞(T)} ; (174)
iii. for all positive integers k ≤ m and functions f ∈ Hm−1(T) ∩ L∞(T) and v ∈ Hm(T) such that
vx ∈ L∞(T)
‖ [∂kx ; v] f‖L2(T) ≤ Cm {‖vx‖L∞(T)‖f‖Hk−1(T) + ‖v‖Hk(T)‖f‖L∞(T)} . (175)
Lemma 21. For all real numbers s > 1/2 and m ∈ N, the set inclusion Hs(T) ·Hm(T) ⊂ Hm(T) holds
with continuous imbedding. In particular, for m = s ≥ 1 the space Hs(T) is an algebra for the point-wise
product of functions.
Lemma 22. For every integer m ≥ 1 there exists a positive constant Cm such that for all functions
v ∈ Hm+1(T), f ∈ H2(T) ∥∥[H ; [∂mx ; v]] ∂2xf∥∥L2(T) ≤ Cm‖vx‖Hm(T)‖fx‖H1(T) . (176)
Proof. We proceed again as in the proof of Lemma 17, by computing explicitly the Fourier coefficients of
the function [H ; [∂mx ; v]] ∂
2
xf . For every integer k we find(
[H ; [∂mx ; v]]∂
2
xf
)∧
(k) =
(
H
[
[∂mx ; v] ∂
2
xf
]− [∂mx ; v]H [∂2xf])∧(k)
= −isgnk ([∂mx ; v] ∂2xf)∧ (k)− ([∂mx ; v] ∂2xH [f ])∧ (k) . (177)
Let us first develop the Fourier coefficients of [∂mx ; v] ∂
2
xf ; we compute(
[∂mx ; v] ∂
2
xf
)∧
(k) =
(
∂mx
(
v∂2xf
)− v∂m+2x f)∧ (k)
= (ik)m
(
v∂2xf
)∧
(k)− 1
2π
∑
ℓ
v̂(k − ℓ) (∂m+2x f)∧ (ℓ)
=
1
2π
(ik)m
∑
ℓ
v̂(k − ℓ)(iℓ)2f̂(ℓ)− 1
2π
∑
ℓ
v̂(k − ℓ)(iℓ)m+2f̂(ℓ)
= − 1
2π
im
∑
ℓ
ℓ2(km − ℓm)v̂(k − ℓ)f̂(ℓ) = − 1
2π
im
∑
ℓ 6=0
ℓ2(km − ℓm)v̂(k − ℓ)f̂(ℓ) .
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Substituting the above expression in (177) we get(
[H ; [∂mx ; v]] ∂
2
xf
)∧
(k) =
=
im+1
2π
sgnk
∑
ℓ 6=0
ℓ2(km − ℓm)v̂(k − ℓ)f̂(ℓ) + 1
2π
im
∑
ℓ 6=0
ℓ2(km − ℓm)v̂(k − ℓ)Ĥ [f ](ℓ)
=
im+1
2π
sgnk
∑
ℓ 6=0
ℓ2(km − ℓm)v̂(k − ℓ)f̂(ℓ)− i
m+1
2π
∑
ℓ 6=0
ℓ2(km − ℓm)v̂(k − ℓ) sgn ℓ f̂(ℓ)
=
im+1
2π
∑
ℓ 6=0
(sgnk − sgn ℓ) ℓ2(km − ℓm)v̂(k − ℓ) f̂(ℓ) .
In view of (25) we have for k > 0
sgnk − sgn ℓ =
{
0 , if ℓ > 0 ,
2 , if ℓ < 0 ;
for k = 0
sgnk − sgn ℓ =
{
−1 , if ℓ > 0 ,
1 , if ℓ < 0 ;
for k < 0
sgnk − sgn ℓ =
{
−2 , if ℓ > 0 ,
0 , if ℓ < 0 .
Consequently we obtain
(
[H ; [∂mx ; v]]∂
2
xf
)∧
(k) =

im+1
π
∑
ℓ<0
ℓ2(km − ℓm)v̂(k − ℓ) f̂(ℓ) , if k > 0 ,
− i
m+1
π
∑
ℓ>0
ℓ2(km − ℓm)v̂(k − ℓ) f̂(ℓ) , if k < 0 ,
im+1
2π
∑
ℓ 6=0
sgn ℓ ℓm+2v̂(−ℓ) f̂(ℓ) , if k = 0 .
(178)
In view of the above formulas, for k = 0 we immediately get:∣∣∣([H ; [∂mx ; v]] ∂2xf)∧ (0)∣∣∣ ≤ 12π∑
ℓ 6=0
|(−iℓ)mv̂(−ℓ)||(iℓ)2f̂(ℓ)|
=
1
2π
∑
ℓ 6=0
|∂̂mx v(−ℓ)|∂̂2xf(ℓ)| ≤
1
2π
(
|∂̂mx v| ∗ |∂̂2xf |
)
(0) .
If k > 0 we expand the factor (km− ℓm) in the corresponding expression in (178) by Newton’s formula
to get (
[H ; [∂mx ; v]]∂
2
xf
)∧
(k) =
im+1
π
∑
ℓ<0
ℓ2(km − ℓm)v̂(k − ℓ) f̂(ℓ)
=
im+1
π
∑
ℓ<0
(
m−1∑
h=0
(
m
h
)
(k − ℓ)m−hℓh
)
v̂(k − ℓ) ℓ2 f̂(ℓ) .
For k > 0 and ℓ < 0 one has 0 < |ℓ| = −ℓ ≤ k − ℓ, hence there exists C > 0, depending only on m, such
that ∣∣∣∣∣
m−1∑
h=0
(
m
h
)
(k − ℓ)m−hℓh
∣∣∣∣∣ ≤ C(k − ℓ)m
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and ∣∣∣([H ; [∂mx ; v]] ∂2xf)∧ (k)∣∣∣ ≤ Cπ ∑
ℓ<0
|(i(k − ℓ))mv̂(k − ℓ)| |(̂iℓ)2f(ℓ)| ≤ C
π
(
|∂̂mx v| ∗ |∂̂2xf |
)
(k) .
If k < 0 and ℓ > 0 we have again |ℓ| = ℓ < ℓ− k = |k− ℓ| and all the arguments used in the case k > 0
can be repeated to get the same estimates as above for the Fourier coefficients
(
[H ; [∂mx ; v]] ∂
2
xf
)∧
(k).
Then we end the proof of the estimate (176) by arguing as in the proof of Lemma 17, by using Parseval
and Young’s inequalities. 
Appendix B. Nash-Moser’s theorem
In this section, for reader’s convenience, we report the assumptions and the Nash-Moser’s theorem in
[17] (we adopt the same notation in [17]) that we apply in order to get the existence of the solution of
the nonlinear problem (118).
Let {Xm}m≥0 and {Ym}m≥0 be two decreasing families of Banach spaces, each satisfying the smoothing
hypothesis (see [17]). Let L : Xm → Ym be twice differentiable for every m ≥ 0, with L(0) = 0.
Assumption 2.1: For all u ∈ U ∩ X∞, where U is a bounded open neighborhood of 0 in Xm0 for
some m0 ≥ 0, the function L : Xm → Ym satisfies the tame estimate
‖d2L(u)(v1, v2)‖Ym ≤ C
(
‖v1‖Xm+r‖v2‖Xm0 + ‖v1‖Xm0 ‖v2‖Xm+r + ‖v1‖Xm0 ‖v2‖Xm0
(
1 + ‖u‖Xm+r′
))
,
for all m ≥ 0 and for all v1, v2 ∈ X∞, for some fixed integers r, r′ ≥ 0. The constant C is bounded for m
bounded.
Assumption 2.2: For all u ∈ U ∩ X∞, there exists a linear mapping Ψ(u) : Y∞ → X∞ such that
dL(u)Ψ(u) = Id and satisfying the tame estimate
‖Ψ(u)g‖Xm ≤ C
(
‖g‖Ym+s + ‖g‖Ym0‖u‖Xm+s′
)
for all m ≥ 0 and some fixed integers s, s′ ≥ 0. The constant C is bounded for m bounded.
The Nash-Moser’s theorem requires a family of smoothing operators (see [17, Definition 2.3]). We
recall here the statement of [17, Theorem 2.4] which is a suitable version of Nash-Moser’s theorem.
Theorem 23. Let {Xm}m≥0 and {Ym}m≥0 be two decreasing families of Banach spaces, each satisfying
the smoothing hypothesis, and assume that both Assumptions 2.1 and 2.2 hold. Let m′ be a positive integer
such that m′ ≥ m0 +max {r, r′}+max {s, s′}.
(i) There exists a constant 0 < ε ≤ 1 such that if f ∈ Ym′+s+1 with
‖f‖Ym′+s+1 ≤ ε,
the equation L(u) = f has a solution u ∈ Xm′ , in the sense that there exists a sequence {un} ⊂
X∞ such that un → u in Xm′ , L(un)→ f in Ym′+s, as n→∞.
(ii) If (i) holds and if there exists m′′ > m′ such that f ∈ Ym′′+s+1, then the solution constructed
u ∈ Xm′′ .
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