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It is shown that given an odd prime p, the number of even latin squares of order
p+1 is not equal to the number of odd latin squares of order p+1. This result is
a special case of a conjecture of Alon and Tarsi and has implications for various
other combinatorial problems, including conjectures of Rota and Dinitz. The proof
counts even and odd latin squares modulo p3. This counting uses properties of
isotopisms, cyclic neofields, and orthomorphisms of Zp .  1997 Academic Press
1. INTRODUCTION
A latin square of order n is an n_n array of n symbols, which we may
take to be 0, 1, ..., n&1, such that the entries in each row and in each
column are distinct. The sign of a row or column of a latin square L is its
sign as a permutation of the set [0, 1, ..., n&1]. The sign =(L) of L is the
product of the 2n row and column signs. We shall call L even if =(L)=+1
and odd if =(L)=&1. We shall also find it convenient to define the row
sign, =r(L) as the product of the signs of the n rows, and the column sign,
=c(L), similarly.
When n{1 is an odd integer, it is easy to see that transposing a pair of
rows of a latin square L changes its sign, so the number of even latin
squares of order n is equal to the number of odd latin squares of order n.
However, based on evidence from the cases n=2, 4, 6, Alon and Tarsi
conjectured the following:
Conjecture 1 (AlonTarsi, 1986). Let n be an even integer. Then
 =(L){0, where the sum runs over all latin squares L of order n.
They showed in [1] that this conjecture implies, for even values of n, the
following famous conjecture of Jeff Dinitz [5]:
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Conjecture 2 (Dinitz, 1978). Suppose we are given for each pair (i, j),
where 1i, jn, a set Sij of cardinality n. Then there exists an array (aij ),
with aij # Sij , which has distinct entries in each row and in each column.
Jeannette Janssen proved in 1993 [13] a weakened version of this state-
ment, with the condition 1in replaced by 1in&1. Fred Galvin
recently gave a graph-theoretic proof of the Dinitz Conjecture [9], but this
proof did not address the AlonTarsi Conjecture.
Meanwhile, Rosa Huang and Gian-Carlo Rota showed in [11] that the
AlonTarsi Conjecture is also related to the following conjectures from
invariant theory:
Conjecture 3 (Rota, 1989). Let V be an n-dimensional vector space
over an arbitrary infinite field. Suppose B1 , B2 , ..., Bn are n bases of V.
Then each Bi can be ordered, say as Bi=[bi1 , bi2 , ..., bin], such that each
Cj=[b1j , b2 j , ..., bnj] is a basis of V.
Conjecture 4 (Rota, 1989). Let Bracket[L+] be the bracket algebra of
rank n on a set L+ of positive letters. If n is even, the element [a1a2 } } } an]n
of Bracket[L+] is non-zero whenever a1 , a2 , ..., an are n distinct letters
in L+.
The AlonTarsi Conjecture is equivalent to Conjecture 4 and implies, for
even n, Conjecture 3.
Previously, the only cases of the AlonTarsi Conjecture which had been
verified were n=2, 4, 6, and 8, the last having been done by computer
calculations [1, 12, 14]. Our approach to this conjecture is to look at the
sum  =(L) modulo a power of a prime. In particular, we shall show that
if n= p+1, where p is an odd prime, then this sum is (&1)( p+1)2 p2
modulo p3, so the AlonTarsi Conjecture holds for these values of n.
2. QUASIGROUPS, LOOPS, ISOTOPY, ETC.
A quasigroup Q=(X, } ) is a set X with a binary operation } such that
for all y, z # X each of the equations
x } y=z
y } x=z
has a unique solution for x. A loop is a quasigroup with a two-sided identity
element e. The set of Cayley tables of quasigroups with X=[0, 1, ..., n&1]
(with the rows and columns labelled in the usual order) is exactly the set
of latin squares of order n with symbols in X. Hence we shall sometimes
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use some of these terms interchangeably, saying ‘‘loop’’ in place of ‘‘latin
square which is the Cayley table of a loop,’’ and the like.
The group In=Sn_Sn_Sn has a natural action on the set Ln of all latin
squares of order n. Namely, if 3=(:, ;, #) is an element of In and L is a
latin square, then L3 is the latin square obtained by permuting the rows,
columns, and symbols of L by :, ;, and #, respectively. If QL=(X, } ) is the
quasigroup corresponding to L, then QL3=(X, b ), where b is defined by
x } y=z  x: b y;=z#. (1)
The quasigroups QL and QL3 are said to be isotopes by the isotopism 3.
The orbit of a latin square L under the action of In is known as the isotopy
class, LIn , of L. The stabilizer subgroup of L in In is its autotopism group,
A(L). The isotopism 3 is an isomorphism if :=;=#. Since we are con-
cerned with latin squares, we shall not consider isomorphic quasigroups to
be the same object, since their Cayley tables may be different. If an
autotopism of L is also an isomorphism, it is an automorphism, and the set
of all automorphisms of L forms a group Aut(L). We point out that an
isomorphism L1  L2 of loops must always take the identity of L1 to the
identity of L2 .
Beyond isotopy, there is another, more subtle, way of obtaining one latin
square from another. An n_n latin square may be considered as a set of
n2 triples (i, j, k), where the coordinates correspond to the row, column,
and symbol of an entry, respectively. Any permutation of the roles of the
coordinates gives another latin square. Two squares which are related by
such a permutation are called parastrophes or conjugates. A parastrophism
takes isotopy classes to isotopy classes, so parastrophy together with
isotopy partitions the set of all n_n latin squares into equivalence classes
which are known as main classes. Note that the order of the autotopism
group of a latin square is an invariant of its main class. For more on
isotopy and related issues, see for example [2, 3, 16].
As noted in the introduction, when n is odd, switching two rows of a
latin square changes its sign. On the other hand, for n even, the sign of
a latin square is an isotopy invariant:
Lemma 1. Let n be an even positive integer, L # Ln , and 3=(:, ;, #) # In .
Then =(L)==(L3).
Proof. The action of : permutes the signs of the rows of L and alters
the signs of the columns according to its sign as a permutation. Hence it
changes the sign of L by a factor of (\1)n=1; similarly for ;. The action
of # changes the sign of each row and each column according to its sign as
a permutation, so it alters the sign of L by a factor of (\1)2n=1. K
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What we would like to do is to show, given an even integer n, that the
sum L # Ln =(L) from the AlonTarsi Conjecture in Section 1 is nonzero
modulo pk for some prime p and some k. Since all latin squares in an
isotopy class have the same sign, any isotopy class whose cardinality is
a multiple of pk contributes zero to  =(L) (mod pk). Hence we need
only count the signs of the latin squares belonging to isotopy classes
whose orders are not divisible by pk. If these classes are few, then the task
of counting is greatly simplified.
Achieving a small number of isotopy classes whose orders are not
divisible by pk requires a good choice of p and k. The smaller k is, the more
isotopy classes whose order is divisible by pk. However, we do not want to
choose a k so small that every isotopy class has order divisible by pk. If we
choose k to be the least integer such that there are some isotopy classes
whose orders are not divisible by pk, then we minimize the number of
isotopy classes that we need to consider. It may still happen that
 =(L)#0 (mod pk), in which case we can increase k and try again. Now
for any latin square L,
|A(L)|=
|In |
|LIn |
=
(n!)3
|LIn |
. (2)
The smaller the power of p dividing |LIn |, the greater the power of p dividing
|A(L)|, so to minimize the former we maximize the latter, and count the
signs of the latin squares whose autotopism groups are divisible by this
maximal power of p. These latin squares can be thought of as the ones with
the highest degree of ‘‘p-symmetry.’’
A judicious choice of p itself is not as obvious. The author has
experimented unsuccessfully with the choices p=n2, when n is twice a
prime, and p=2. However, when n is an odd prime plus one, choosing p
to be that prime yields a collection of isotopy classes with which it is very
convenient to work, as we shall see.
We record some facts from [17] about the cardinalities of isotopy
classes and autotopism groups.
Lemma (Sade). Let L # Ln . Then
n! (n&1)! | |LIn| (3)
|A(L)| | n! n. (4)
Proof. Let H be the subgroup of In which fixes the 0th column and all
symbols, that is,
H=[(:, ;, I ) | 0;=0],
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where I is the identity of Sn . H acts on each isotopy class within Ln . If
3 # H and L3=L for some L # Ln , then since 3 fixes the 0th column and
all symbols of L, it must fix all of the rows, in order to get the symbols in
the 0th column to appear in the same order. Now looking at any row, we
see that 3 must fix all columns, so 3 is the identity of In . Hence every
orbit of H must have order |H |=n! (n&1)!. Since any orbit under In is a
union of orbits under H, we get (3), and (4) follows from (2). K
3. THE CASE n=p+1: NEOFIELDS AND ORTHOMORPHISMS
Fix an odd prime p, and let n= p+1. In this section we relate the Alon
Tarsi Conjecture for n to the theory of cyclic neofields of order n and
orthomorphisms of Zp .
By (4), the largest power of p dividing |A(L)| is 1 or p for each L, and
this corresponds to the largest power of p dividing |LIn | being p3 or p2,
respectively, by (2). This establishes
Lemma 2. The sum of the signs of all latin squares of order n= p+1
is congruent modulo p3 to the sum of the signs of those squares whose
autotopism groups have order divisible by p.
Hence we must study the structure of the latin squares with autotopisms
of order p. We shall show that a latin square has this property if and only
if it is isotopic to a latin square which is the Cayley table of the underlying
loop of a cyclic neofield based on Zp .
A neofield (N, +, } ) is a set with two binary operations, usually written
as addition + and multiplication } , such that (N, +) is a loop with iden-
tity 0, (N"[0], } ) is a group, and multiplication is left and right distributive
over addition, that is,
a } (b+c)=a } b+a } c, (b+c) } a=b } a+c } a. (5)
Note that for all a, b # N,
a } b=a } (b+0)=a } b+a } 0,
so a } 0=0, since 0 is the additive identity. Similarly, 0 } a=0, so for all
a # N,
a } 0=0=0 } a. (6)
A neofield (N, +, } ) is said to be cyclic if (N"[0], } ) is a cyclic group.
Neofields were introduced by Paige [15]. They have been studied in con-
nection with complete mappings and sequencings of groups, Steiner triple
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systems, and other combinatorial constructions. Cyclic neofields have been
studied extensively by Hsu [10].
We shall be concerned with cyclic neofields of order n= p+1. We shall
find it convenient to use additive notation for the group written (N"[0], } )
above, so we shall denote the loop operation, written + above, by V and
the loop identity, written 0 above, by e. With this notation the neofield is
written (N, V , +) and the identities (5) and (6) become
a+(b V c)=(a+b) V (a+c), (b V c)+a=(b+a) V (c+a), (7)
a+e=e=e+a. (8)
We shall always use the terms underlying loop and underlying group for
the first operation and the second operation restricted to N"[e] of a
neofield, respectively, even if the former also happens to be a group opera-
tion. To keep our notation consistent, we shall take the symbol set of each
latin square of order n to be [e, 0, 1, ..., p&1]. Then the underlying group
(N"[e], +) of a cyclic neofield N of order n will consist of the elements
0, 1, ..., p&1. If this underlying group has the usual group structure
(Zp , +), we shall say that N is based on Zp .
Lemma 3. Let L be a latin square of order n= p+1. Then |A(L)| is
divisible by p if and only if L is isotopic to the Cayley table of the underlying
loop of a cyclic neofield based on Zp .
Proof. First let (N, V , +) be a cyclic neofield based on Zp . Let ; be the
permutation (0 1 } } } p&1), i.e., the ‘‘addition of 1’’ map. Applying (7) and
(8), with a=1, shows that (;, ;, ;) is an autotopism of the loop (N, V ),
and (;, ;, ;) clearly has order p. Since the isomorphism class of the
autotopism group is an isotopy invariant, any latin square L isotopic to
(N, V ) has autotopism group of order divisible by p.
Conversely, let 3 # A(L) be an element of order p, and let G be the sub-
group of A(L) generated by 3. We make the convention that the rows and
columns of L are labelled in the order e, 0, 1, ..., p&1. Each orbit of the
action of G on rows (resp., columns, symbols) contains 1 or p elements.
Hence 3 must fix at least one row, column, and symbol of L. Isotopic latin
squares have isomorphic autotopism groups, so we may assume, by an
isotopism which takes a row, column, and symbol fixed by 3 to e, that 3
fixes row, column, and symbol e. By another isotopism, which fixes all
symbols, row e, and column e, we may assume that the symbols in row e
and column e appear in order. Then L is the Cayley table of a loop with
identity e. Denote this loop by (N, V ). Now if 3=(:, ;, #), (1) implies that
x V y=z O x: V y;=z#.
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Substituting e for each of x, y in turn shows that
;=#=:. (9)
Since 3 is by assumption not the identity, it must permute rows, columns,
and symbols by the same permutation of order p. Finally, we may assume,
by an isotopism which fixes the row, column, and symbol e, and which
permutes the rows, columns, and symbols by the same permutation, that
;=(0 1 } } } p&1). If we define + on N"[e] as the usual addition on Zp ,
we see that the action of ; g on (N"[e], +) is (left or right) addition of g.
If we extend the definition of + to all of N by letting g+e=e=e+ g for
all g # N, then by (1) and (9), we have, for all x, y # N and all g # N"[e],
g+(x V y)=(x V y) ; g
=x; g V y; g
=(g+x) V (g+ y),
and since + is here a commutative operation, this can also be written
(x V y)+ g=(x+ g) V ( y+ g).
If instead g=e, then these distributivity equations are trivially satisfied, so
(N, V , +) satisfies the axioms of a cyclic neofield based on Zp . K
The proof of Lemma 3 shows that the Cayley table of (N, V ) has the
following form (remember that e+ g=e):
e 0 1 2 } } } p&1
0 x0 x1 x2 } } } xp&1
1 xp&1+1 x0+1 x1+1 } } } xp&2+1
2 xp&2+2 xp&1+2 x0+2 } } } xp&3+2
b b b b b b
p&1 x1+ p&1 x2+ p&1 x3+ p&1 } } } x0+ p&1
The next lemma, which is a special case of results in [10, 15], characterizes
all cyclic neofields based on Zp .
Lemma 4. The table above is the Cayley table of (N, V ), where
(N, V , +) is a neofield based on Zp , if and only if the following three condi-
tions hold:
(i) x0=e.
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(ii) The map T given by iT=xi permutes the elements of
[1, 2, ..., p&1].
(iii) The map U given by iU=xi&i also permutes the elements of
[1, 2, ..., p&1].
Proof. The condition that the table represent a neofield is that it be a
latin square. The condition that row r have distinct entries is that
(x0+r } } } xp&1+r) be a permutation of the symbols not equal to r. Now
if (x0+r } } } xp&1+r) is a permutation of the symbols not equal to r,
then adding 1 to each symbol (and fixing e) gives a permutation
(x0+r+1 } } } xp&1+r+1) of the symbols not equal to r+1. It follows that
if one row has distinct entries, then all of them do, so the condition that
all rows have distinct entries is equivalent to
(x0 } } } xp&1) is a permutation of [e, 1, 2, ..., p&1]. (10)
A similar argument shows that all columns have distinct entries if and
only if column 0 has distinct entries, and this is equivalent to
(x0 xp&1+1 } } } x1+ p&1) is a permutation of [e, 1, 2, ..., p&1]. (11)
Now (10) and (11) are satisfied if (i), (ii), and (iii) are, and if (10) and (11)
hold then (i) implies (ii) and (iii), so we need only show that (10) and (11)
imply (i). Hence let us assume (10) and (11). Let ie be the index for which
xie=e. As i ranges over all values in [0, 1, ..., p&1] other than ie , both xi
and xi&i take on all values 1, ..., p&1, so
:
i{ie
xi= :
i{ie
(xi&i) O :
i{ie
i=0.
On the other hand,
:
p&1
i=0
i=
( p&1) p
2
=0,
so, comparing the last two equations, we see that ie=0, proving (i). K
An orthomorphism % of an abelian group (H, +) is a permutation of the
elements of H such that 0%=0 and such that the map ’ : H  H defined by
i’=i%&i is also a permutation of the elements of H. Orthomorphisms
have been studied extensively by Anthony Evans [68]. The orthomor-
phisms of Zm , for odd m, are the N-permutations of Zm , whose relationship
to cyclic neofields has been described by Hsu [10].
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There is a bijective correspondence between orthomorphisms of Zp and
maps T satisfying (i)(iii) of Lemma 4. We obtain the former from the
latter by defining
i%={ 0iT
if i=0
if i{0,
and we obtain the latter from the former by defining
iT={ei%
if i=0
if i{0.
So to find all of the cyclic neofields based on Zp , we need only know all
of the orthomorphisms of Zp . If a cyclic neofield N arises from an
orthomorphism % in this way, we shall say that % determines N or that %
determines the latin square associated with N.
Recall from Section 2 that a parastrophe of a latin square L is a latin
square obtained from L by some permutation of the roles of rows,
columns, and symbols. If L is the Cayley table of the underlying loop of a
cyclic neofield N based on Zp , then from Lemma 4 we know that for all
x # N, x V x=e, in addition to the usual loop identities x V e=x and
e V x=x. Hence each parastrophe of L is the Cayley table of a loop satis-
fying these identities, so the entries in the e th row and e th column of each
appear in order. Furthermore, (;, ;, ;), where ;=(0 1 } } } p&1), is an
autotopism of each, so as in the proof of Lemma 3, each is itself the under-
lying loop of a cyclic neofield based on Zp . Hence each is determined by
an orthomorphism; we shall make use of this fact in Section 4.
In order to carry out our counting, we must know the size of the isotopy
class of the latin square determined by each orthomorphism and when two
squares determined by orthomorphisms lie in the same isotopy class. Let
L1 and L2 be the underlying loops of neofields based on Zp . We know from
the proof of Lemma 3 that the isotopism (;, ;, ; ) defined by ;=
(0 1 } } } p&1) is an automorphism of both L1 and L2 . Let P be the sub-
group of In generated by this automorphism, and let I(L1 , L2) be the set
of all isotopisms from L1 to L2 . Define a subset of this set by
N(L1 , L2)=[3 # I(L1 , L2) | P=3P3&1]. (12)
It is shown in [4, Lemma 3] that N(L1 , L2) consists of loop iso-
morphisms. The following is a special case of [4, Theorem 4].
Lemma. In the above situation, if I(L1 , L2){<, then N(L1 , L2){<.
In other words, L1 and L2 are isotopic if and only if they are isomorphic by
an isomorphism 3 # N(L1 , L2).
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To describe N(L1 , L2), let 2=[(:, :, :) # In | e:=e]. Then we have
N(L1 , L2)=N2(P) & I(L1 , L2), (13)
where N2(P) is the normalizer of P in 2. It is an easy exercise in group
theory to show that
N2(P)=[(:, :, :) | :=#r ;i, r, i # Zp , r{0],
where e#r=e and x#r=xr for all x # Zp . It is also easy to check, using
Lemma 4, that each isotopism (#r , #r , #r) takes every underlying loop of
a cyclic neofield based on Zp isomorphically to another such loop. Let 1
be the group [(#r , #r , #r) | r # Zp"[0]], L the underlying loop of a cyclic
neofield based on Zp , and 1L the stabilizer of L in 1. Then the number mL
of isotopes of L which are themselves the underlying loops of cyclic
neofields based on Zp is
mL=
|1 |
|1L|
=
p&1
|1L|
#
&1
|1L|
(mod p). (14)
if L1=L2=L, then (13) becomes
N(L, L)=N2(P) & A(L)=N2(P) & Aut(L)=P1L , (15)
since N2(P) consists of isomorphisms. Hence N(L, L) is the normalizer of
P in A(L). Since P is a p-Sylow subgroup of A(L), and since the number
of p-Sylow subgroups of a group is equal to the index of the normalizer of
a p-Sylow subgroup, Sylow’s Third Theorem gives us
|A(L)|=(1+kp) |N(L, L)|
for some k. Applying (2), (15), and (14) gives
|LIn|=
|In|
|A(L)|
=
( p+1)!3
(1+kp) |N(L, L)|
=
( p+1)!3
(1+kp) |P1L|
=
p3
p
}
( p+1)3 ( p&1)!3
(1+kp) |1L|
#&
p2
|1L|
(mod p3)
# p2mL (mod p3), (16)
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since
( p+1)3#1 (mod p)
(1+kp)&1#1 (mod p)
( p&1)!#&1 (mod p),
where the last equation follows from the fact that each element of Zp*
appears in ( p&1)! with its multiplicative inverse, except for &1 (Wilson’s
theorem).
We can now deduce
Theorem 5. The sum of the signs of all latin squares of order n= p+1
is congruent modulo p3 to p2 times the sum of the signs of the latin squares
determined by orthomorphisms of Zp .
Proof. From Lemmas 2 and 3 we know that
:
L # Ln
=(L)# :
L # C
=(L) |LIn| (mod p3), (17)
where C is a set of representatives of the isotopy classes containing the
underlying loops of cyclic neofields based on Zp . Hence we may assume
that each element of C is the Cayley table of such a loop. Then each latin
square in C is determined by some orthomorphism of Zp . If [%1 , ..., %m] is
a complete set of orthomorphisms determining latin squares L1 , ..., Lm in
the same isotopy class, then by (16), we have
=(L1) |L1 In|#=(L1) p2m#p2 :
m
i=1
=(Li) (mod p3), (18)
so the theorem follows. K
4. COUNTING SIGNS AND ORTHOMORPHISMS
In this section we relate the signs of orthomorphisms to the signs of the
latin squares they determine and use the results to prove the AlonTarsi
Conjecture for n= p+1. In fact, we shall show that the sum of the signs
of the latin squares determined by orthomorphisms is equal (up to sign)
to the sum of the signs of the orthomorphisms themselves, and that the
latter sum is congruent modulo p to the sum of the signs of the p&2
orthomorphisms which correspond to multiplication by a # Zp for a{0, 1.
Given an orthomorphism % of Zp , let L% be the latin square determined
by %. Let %rc be the orthomorphism which determines the ‘‘transpose’’
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of L% , that is, the parastrophe of L% obtained by switching the roles of rows
and columns, as discussed in Section 2, and let %rs be the orthomorphism
which determines the parastrophe of L% obtained by switching the roles of
rows and symbols. Denote the sign of any permutation ? by =(?).
In Section 1 we defined the row sign, =r(L), of a latin square L to be the
product of the signs of its rows as permutations of the symbols in their
usual order, which we take to be e, 0, 1, ..., p&1. If we consider L to be a
set of n2 triples (i, j, k), as in the discussion of parastrophy in Section 2,
then the sign of row i is =(?i), where ?i is some permutation of
e, 0, 1, ..., p&1 and the n triples having i as first coordinate are (i, j, j?i).
Note that this sign could also be defined as =(?$i), where the n triples are
written (i, k?$i , k), because ?$i=?&1i , so =(?i)==(?$i). The row sign of L is
the product of the signs of all the rows. The column sign can of course be
interpreted in a similar fashion. This interpretation inspires us likewise to
define the sign of the symbol k as =(?k), where ( j?k , j, k) are the n triples
having k as third coordinate, and the symbol sign of L, =s(L), as the
product of all n of these. It is immediate from these definitions that the
column sign of L is the row sign of its transpose, and the symbol sign of
L is the row sign of the square obtained from L by switching the roles of
rows and symbols.
Lemma 6. Let L be the latin square determined by the orthomorphism %
of Zp . Then =r(L)=&=(%), =c(L)=&=(%rc), and =s(L)=&=(%rs), so =(L)=
=(%) =(%rc).
Proof. Row e of L has sign +1 since it is in the usual order. If i{e,
then row i consists of the triples (i, i, e), (i, e, i) and (i, j, j?i) for each
j{i, e, where ?i is some permutation of Zp fixing i. Hence the sign of row
i is
=(e i) =(?i)=&=(?i). (19)
Now applying the autotopism (;, ;, ;), where ;=(0 1 } } } p&1), transforms
this row to row i+1, consisting of the triples (i+1, i+1, e), (i+1, e, i+1),
and (i;, j;, j?i ;), so the sign of this row is =(e i+1) =(;&1?i;)=&=(?i).
Hence the sign of row i is the same as the sign of row j for all i, j{e. Since
there are p rows other than e and since p is odd, =r(L) equals the sign of
row 0. But ?0=%, so by (19), the sign of row 0 is &=(%), and the first state-
ment follows. The second and third statements follow from the remarks
preceding the lemma, and the fourth follows directly from the definition of
=(L). K
The next lemma is a special case of a theorem of Janssen [12] which the
present author proved independently.
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Lemma 7. Let L be the latin square determined by the orthomorphism %
of Zp . Then
=(%) =(%rc) =(%rs)=(&1)( p&1)2.
Hence
=(L)=(&1)( p&1)2 =(%rs).
Proof. Row 0 of L consists of the triples (0, e, 0), (0, 0, e) and (0, i, i%)
for all i{e, 0. Switching the roles of rows and columns turns this into
column 0 of the latin square L%rc determined by %rc, consisting of the triples
(e, 0, 0), (0, 0, e), and (i, 0, i%). If we apply the autotopism (;&i, ;&i, ;&i)
to (i, 0, i%), we see that (0, &i, i%&i) is an entry (of the (&i) th column) of
this square, so must be equal to (0, &i, (&i) %rc). Hence
(&i) %rc=i%&i
for all i # Zp , i{0, and if i=0, this equation still holds since % and %rc are
both orthomorphisms.
Switching the roles of rows and symbols of L turns row 0 into symbol
0 of the latin square L%rs determined by %rs, consisting of the triples (0, e, 0),
(e, 0, 0), and (i%, i, 0). If we apply the autotopism (;&(i%), ;&(i%), ;&(i%)) to
(i%, i, 0), we see that (0, i&(i%), &(i%)) is an entry (of the (i&(i%)) th
column) of this square, so must be equal to (0, i&(i%), (i&(i%)) %rs). Hence
we have
&(i%)=(i&(i%)) %rs
=(&(i%&i)) %rs
=(&((&i) %rc)) %rs
for all i # Zp . If we let +&1 denote multiplication by &1 as a permutation
of Zp , then this equation is just %+&1=+&1%rc+&1%rs. Taking signs, we get
=(%) =(+&1)==(%rc) =(%rs). (20)
Noting that the permutation +&1 consists of ( p&1)2 transpositions and
multiplying by =(%), we get
(&1)( p&1)2==(%) =(%rc) =(%rs)
==(L) =(%rs),
where the last equation follows from Lemma 6. K
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Lemma 8. The sum of the signs of the orthomorphisms of Zp is congruent
to &1 modulo p.
Proof. For each a # Zp , a{0, 1, let %a be the orthomorphism defined
by i%a=ia. Given an element g # Zp , define a map Tg on the set of all
orthomorphisms by i(%Tg)=(i+ g) %&(g%). It is easy to check that %Tg is
again an orthomorphism and that TgTh=Tg+h , so the T ’s form a group
of order p. If % is fixed by some Tg with g{0, then % is fixed by every
element of this group, so (i+ g) %& g%=i% for all i, g # Zp . Hence % is a
homomorphism, but as a permutation of Zp it must be an automorphism
of Zp , so %=%a for some a. Hence every orbit under the action of the group
generated by Tg has order p, except for the singleton orbits %a .
Now if for h # Zp we define :h as the permutation of Zp which adds h to
each element, we see that for any orthomorphism %, %Tg=:g%:&(g%) , so
=(%Tg)==(:g) =(%) =(:&(g%)). But :h is the identity if h=0 and a p-cycle
otherwise, so it always has positive sign. Hence Tg is a sign preserving map.
Hence every element in an orbit under the action of the group generated
by T1 has the same sign, so the signs of all of the orthomorphisms cancel
modulo p, except for the signs of the %a .
If we take a to be a generator of Zp*, then %a is a ( p&1)-cycle, so
=(%ai)==(%ia)==(%a)
i=(&1) i. Hence we have
:
%
=(%)# :
p&2
i=1
=(%ai) (mod p)
= :
p&2
i=1
(&1) i
=&1, (21)
completing the proof of the lemma. K
Evans has made extensive use of the maps Tg in studying the sets of
orthomorphisms of certain finite abelian groups [68].
We are at last ready for
Theorem 9. Let p be an odd prime and n= p+1. Then the number of
even latin squares of order n minus the number of odd latin squares of order
n is congruent modulo p3 to (&1)( p+1)2 p2.
Proof. Combining Theorem 5 and Lemma 7, we have
:
L # Ln
=(L)#p2 :
%
=(L%) (mod p3)
=(&1)( p&1)2 p2 :
%
=(%rs),
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where the sum runs over all orthomorphisms % of Zp . But
[%rs | % an orthomorphism]=[% | % an orthomorphism],
so using Lemma 8, we get
:
L # Ln
=(L)#(&1)( p&1)2 p2 :
%
=(%) (mod p3)
#(&1)( p+1)2 p2 (mod p3), (22)
proving the theorem. K
5. CONCLUDING REMARKS
Theorem 9 shows that the AlonTarsi Conjecture is true for infinitely
many integers n. This strongly suggests that the conjecture should hold for
all even integers. How might one prove the other cases? The general results
and approach of Sections 1 and 2 could still be applied. The most promising
cases seem to be n= pk+1, since some of the results of Section 3 should
have analogues, but one might also try n= p+3 or even n= pq+1, where
p{q are odd primes. In any case, we hope that these results are a step
toward a full solution of this problem.
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