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The paper is concerned with estimating multivariate linear and autoregressive 
models using a generalisation of the functional least-squares procedure. This leads 
to a family of estimators, indexed by a vector parameter, for which strong uniform 
consistency and weak convergence results are established., The structure of the 
limiting covariance matrix is explored and an adaptive estimator with an 
appropriately “small” covariance matrix is proposed. This estimator is 
asymptotically normally distributed and it is claimed that its use is particularly 
appropriate for models with long-tailed and possibly asymmetric error 
distributions. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
Consider the multivariate regression model 
Y;=X;O+E;, j = 1, . . . . n, (1.1) 
where xj’ = (x,,, . . . . xjP) is a p-vector sequence of known constants, 8 is a 
p x d matrix of unknown parameters which is to be estimated from the 
observation d-vectors Y , , . . . . Y n, and where { Ej} are independent and iden- 
tically distributed as the random d-vector E. We take p, d > 1 and assume 
that n>pd. 
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In this paper, we develop a robust large sample method for estimating 
0 = (0,) . . . . 0,) when the elements of E have long-tailed and possibly asym- 
metric marginal distributions. The approach is to extend the so-called 
method of functional least squares from the case d= 1 to the general case 
d> 1. The term “functional least squares” was used by Heathcote [9] 
following the introduction of the procedure by Chambers and Heathcote 
[2] in their analysis of the univariate case of (1.1). Csorgij [S] continued 
the development and gave rigorous proofs of the asymptotic results. The 
technique was applied to univariate autoregressive models by Heathcote 
and Welsh [lo]. 
To explain what is meant by functional least squares, consider the 
univariate regression model Y, = xi0 + E,~, 1 < j,< n, and set 
L(t) = --tr2 log lqqt)1=, 
where d(t) is the characteristic function of the error distribution. If 
VarEj=c2<c0 then as t-+0, 
L(t) = a2 + o(t), 
and further, if the sj are normally distributed, then L(t) = cr2 identically. Of 
course L(t) is well defined for t # 0 whether or not the error distribution 
possesses any moments. Just as least-squares estimation minimises the 
empirical version of f?, so functional least-squares estimation proceeds by 
minimizing the empirical version of the loss function L(t). Specifically, for 
each t (excluding zero if necessary) the (univariate) functional least-squares 
estimator O:(t) of 8 at t is the statistic minimising 
2. 
L,(e, t)= -t210g d i exp(it(Y,-x;e)} . 
j=l 
(1.2) 
Under fairly general conditions e,*(t) is consistent and asymptotically 
normal, uniformly for t in a compact set 9. The functional least-squares 
estimator is the adaptively chosen member of {O,*(t), t E S} which has 
smallest estimated asymptotic variance. An attractive feature is that this 
asymptotic variance is smaller than that given by ordinary least-squares 
estimation when the error distribution is long-tailed. 
Efficiency considerations for the functional least-squares estimator have 
been treated by Heathcote [9] and discussed further by Welsh [21]. A 
flexible approach to the treatment of outliers using functional least squares 
is suggested by Chambers and Heathcote [2] and Heathcote [9]; the 
approach is explicitly detailed by Csiirgii [S]. Robustness aspects of the 
procedure, including the influence curve, are discussed by Welsh [21]. The 
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procedure defined in this paper is location invariant but the location 
parameter can easily be estimated from the residuals. Welsh [21] proposed 
an attractive estimator and investigated its theory. We will not consider 
any of these issues in this paper since, given the results herein, their exten- 
sion to the present context is straightforward. 
Our concern is to extend the technique to multivariate regression and 
autoregression models. A suitable generalisation of (1.2) is introduced 
in Section 3 after a listing of regularity conditions in Section 2. The 
conditions are not unduly restrictive. We insist that the error vectors E/ be 
independent and identically distributed (i.i.d.) as E, but few constraints are 
placed on their common distribution function. In particular, neither sym- 
metry nor the existence of algebraic moments is required for the treatment 
of regression models, although second moments must exist for the 
estimation of autoregression parameters discussed in Section 7. 
Generally speaking, our arguments are natural extensions of those used 
by Csijrgo [S] in the univariate regression case and, for autoregression, 
those of Heathcote and Welsh [ 10 J. In particular, the fourth section uses 
the techniques of CsorgG [S] to establish uniform asymptotic normality for 
the functional least-squares estimator of 8 in (1.1). The main result is 
Theorem 4.1. Section 5 discusses properties of the covariance matrix of the 
limiting normal distribution and in particular indicates that non-zero 
values of the dummy variable t are appropriate when the error vector E is 
not Gaussian. Adaptive estimation is treated in Section 6 and the 
functional least-squares estimator defined. The major result is Theorem 6.1. 
The final section extends the procedure to multivariate autoregression and 
concludes with a numerical example. 
2. REGULARITY CONDITIONS 
The first condition refers to the parameter space. Let 
p = Vet 0 = (0;, e;, . . . . O&)1 (2.1) 
denote the pd vector formed by stacking the columns of 0. It will be 
convenient to treat fi, rather than 0, as the parameter to be estimated. We 
permit fl to satisfy simple linear equality constraints so that, for example, 
not all components of x need affect each component of Y. 
Condition C 1. There is a unique true value II0 which is an interior point 
of a compact subset ,$J of Rpd and which satisfies H’p, = 0, where H is a 
pdxc matrix of rank c, O<c<pd. If c=O, the model (1.1) is 
unconstrained. 
683/25/l-4 
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The errors Ed, 1 < j d n, are assumed i.i.d. as 
E = (El, EZ, . . . . Ed)’ 
and 
~,(t)=Eexp(its,)=u,(t)+itl,(t) (2.2) 
will denote the marginal characteristic function of E,, 1 < r < d. 
Condition C2. Iq5,(t,)l ~0, 1 <r<d, for each t=(t,, t,, . . . . t,)‘~f, 
with 9-a compact subset of Rd with t, # 0, 1 <r 6 d. 
The set 5 is the “working space” over which empirical characteristic 
functions will be defined. It can be extended to include the origin when the 
E, have finite variances, but that is an assumption we do not require except 
in Section 7. The error E need have no aigebraic moments, but our results 
from Section 4 on require the tail condition C3 below. Csijrgo [4] and 
Marcus [14] have shown C3 to be necessary and sufficient for the weak 
convergence of the empirical characteristic function and it is therefore a 
natural requirement when dealing with loss functions like I,,(@, t) of (1.2). 
Let 1 denote Lebesque measure and, for 1 <r < d, set 
m,(~)=l{t:t~(-$,i) and (1 -zI,(~))“~<JJ~, o<.vs 1, 
~,(~)=sup{.v~CO, 1l:~,(.Y)<~) 
Then 
Condition C3. 
s ’ IC/r(h) d <m 0 h(log l/h)“2 ’ 1 dr<d. 
As pointed out by Csijrgii [S, p. 3413, C3 holds if E(log+ Is,/ )’ +’ < co 
for some 6 > 0 but fails when only E(log+ I&,( ) < co. It is thus a mild tail 
condition, generally satisfied by error random variables likely to be met in 
applications. 
Observe that only the marginal distributions of the error vector are 
subject to constraint and this is because of the particular multivariate 
version of functional least squares that we will adopt. 
The remaining conditions concern the independent variables xj, 
1 < j < n. The following condition is required to ensure consistency. 
Condition C4. The function 
r](S)= lim n-l $J exp(is’xi) 
” - cr> ;=1 
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exists for all s E RP, is continuous at s = 0, and satisfies 
0-c I~(mb-WI < 1, ldr<d, 
for each t = (tr , . . . . t,)‘eF and fl~9?\{fl,,j, with &,= (O&, O&, . . . . f&)’ the 
unique true value. 
This last condition is automatically satisfied if the xj behave as i.i.d. 
observations from a population with an absolutely continuous distribution 
function or if the xj are indicator vectors for an experimental design. If the 
xj do not behave in this way then the working set F must be constrained 
to ensure C4. 
Condition C5. The limits 
Y km = lim n-’ i xlkxjm n-m j= 1 
and 
d&= lim n-r f xj&, 1 f k, m < p, 
“‘CC j= I 
exist and the matrix A = lim, _ m A,, with 
A,=n-’ i x.x!- n-’ i x. 
j-1 ’ ’ (  ,= I  ‘) (n-l,Sx’) 
is positive definite. 
Condition C6. The following hold for 1 <k, m < p; 
2 2 
maxlGjGnxjkxjm =. 
c;= , Xj&Xj”, ’ 
Conditions C5 and C6 are not onerous smoothness requirements and are 
essential to the argument establishing the asymptotic normality of the 
estimator (Theorem 4.1). The conditions on the x’s are slightly different 
than those of Csorgii [S]; he omitted the last condition of C6 and included 
two redundant conditions (see Csiirgii [6] and Welsh [21]). Effectively, 
conditions U-C6 mean that the x’s can be treated as independent non- 
identically distributed random vectors with uniformly integrable squared 
components. 
Some or all of these conditions are required in Sections 3-6. However, in 
Section 7, on autoregression, C3, C5, and C6 will be replaced by C3’ and 
there will be a new condition C7. 
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3. MULTIVARIATE FUNCTIONAL LEAST SQUARES 
Rewrite (1.1) in matrix form as 
Z=XQ+d (3.1) 
with Znxd = (Yl, Y, ,..., Y,)‘, Xnxp = (xl, x2 ,..., x,,)‘, and & = 
(E, 3 EZ, ..*, 8,)‘. Denote the (n vector) columns of Z and 8 by z, and e,, 
1 < r Q d, respectively, z, = (Y,,, Yz,, . . . . Y,,)‘, e, = (.sr,, E*,, . . . . E,,). Let 
F 1 r f denote the pd vector formed by stacking the columns of 0, 
I I , , 2, . . . . Cl&)‘, let Id denote the d x d identity matrix, and let @ denote 
the Kronecker product, Then (3.1) can be written as 
VecZ=(Z,@X)fi+Vecb, (3.2) 
where Vet Z = (z;, ,.., z;)’ and Vet d = (e’, , .,., e;)‘. 
Searle [19), Schmidt [ 18, Sect. 2.6), and others have discussed (3.2) 
using least-squares methodology. The covariance matrix of Vet d (if it 
exists) is not diagonal and it is possible to devise a generalized functional 
least-squares procedure. However, we have chosen to proceed in a way that 
avoids considerations involving second moments. 
With t’ = (t,, tz, . . . . td), a natural extension of the univariate loss function 
of (1.2) is 
Q(S; t)= -(t/t)-“2lOg n-l 
Writing fi = Vet 8 as before, let p:(t) be the quantity minimising LA(Q; t) 
at the point t subject to H’p = 0. Surprisingly, this extension turns out to 
be of limited utility and we do not discuss it further. 
A different approach, which we shall in fact adopt, is based on extending 
ordinary least squares as applied to (3.2). Recall that the ordinary least- 
squares estimator of p in (3.2) is obtained by minimising 
(VecZ-(Z,@X)fl)‘(VecZ-(Z,@X)fl) 
= ((Zl - xe,)‘, . ..) (Zd - Jmf)’ )((z, - ml )‘, .a., (Zd - md)’ )’ 
=,<, h-J%)‘(z,--r) 
= i {i (Yj,-x;O,)‘), subject to H’p=O. 
r-1 j=l 
Thus if E&E = C exists, ordinary least-squares estimation corresponds to 
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choosing 01, . . . . 0, to minimise the empirical version of trace (C) subject to 
H' p = 0. Now the functional least-squares analogue of C( Yj, - xjO1)* is 
L,,(O,;t)= -tP210g n-l f exp{it(Y,,-x:0,)} * (3.3) 
j= I 
and we are led to the following: 
DEFINITION 3.1. The (multivariate) functional least-squares estimator 
p,*(t) of fl=Vec 0 at the point t ET is the statistic minimising 
M,(B; t) = fy LAO,; f,), t~~-,fi~~, subject to H'fi=O, 
r=l 
with &JO,; t) given by (3.3). In an obvious notation we shall also refer to 
@z(t) as the functional least-squares estimator of 0 at the point t. 
Given condition Cl, for n large enough, b,*(t) satisfies the estimating 
equations (4.2) almost surely. It follows from the implicit function theorem 
(Rudin [17, p. 2241) that for n sufficiently large, p,*(t) is unique and has a 
continuous derivative almost surely on a suitably chosen F. Of course, we 
assume that our F is such a choice. Thus fl,*(.) can be considered as a 
random element of the separable Banach space Cpd(s) of continuous pd 
dimensional vector functions on .F endowed with the supremum norm. In 
the sequel, let (. ) denote the Euclidean norm of a vector and let ((.I( 
denote the maximum norm. We also adopt the convention that all absolute 
values, suprema, and limits of vectors and matrices are taken component- 
wise. 
Observe that almost surely 
Y,r - x;o, = Y, - x;o,, + xi’(O,, - 0,) 
= &,r + qocl, - Or), 
with O,,, the true value of 0,. Then 
E[exp{it(Y,,-x~O,)}]=$,(t)exp{irxJOo,-8,)). 
Thus the loss function M,(fi; t) is the empirical version of 
with 
Jxo,; t)= -t2h IMhwo,-o,)}12 
and v(s) given in condition C4. Conditions Cl, C2, and C4 ensure that 
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M(fl; t) is uniformly continuous on F x 98 with, for each fixed t, a unique 
minimum at PO. 
Our first result is essentially Theorem 1 of Cdrgo [S] restated in a mul- 
tivariate setting. 
THEOREM 3.1. Suppose Cl, C2, and C4 hold. Then 
as. 
SUP lS3t)-BoI---+ 0, as n-cc. 
* E .9- 
4. WEAK CONVERGENCE 
Put 
u,,(e, t)=n -’ i cos{ t( Y,,- xj9,}, 
j= I 
V,,(e, t)=K’ i sin(t(Y,,-xlfIl)j, BERP, tfz(W. 
j= 1 
(4.1) 
Then from Definition 3.1, 
Mn(B, t)’ - i t;’ log{ q,(e,, t,)+ qge,, t,,}. 
r= I 
Recalling that fl= (0;) 0;, . . . . 0;)’ and equating the derivative of AI,,@, t) 
with respect to B to zero, we obtain after some simplification the estimating 
equation 
m,(fl, t)+fA=n-2 f f l,(fl, t)@x,+H3L=O. 
j=l k=l 
(4.2) 
Here I,@, t)= (/$Q, t)) is the dx 1 vector with rth element 
$3, tl= t;. ‘1 u:,ce,, 2,) f q,(er-, t )} -I sin{r,( Yi, - Y,,)- t,(xj- x,)‘e,j, 
1 < r 6 d, and h E Iw’ is a vector of Lagrange multipliers. 
We proceed to establish the weak convergence of p,*(t), uniformly in 
t E F. This yields a sequence n’/2(~,Jt) - &>, t ~9, of asymptotically 
normal estimators whose covariance matrix depends on the dummy 
variable t. The choice of a member of the sequence with an appropriately 
“small” covariance matrix is discussed in the next section. 
A Taylor expansion of m,(fi, t) yields 
O=m,llV(t), t> =mAh t)+A(B,(t), tf OC(t)-Bo~~ 
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where 
m(t) - Boll d Ilfwt) - Boll3 tE.F, 
so that (4.2) is equivalent to 
The pd x pd matrix A,@, t) is defined by 
-A,@, t)=d f f Qnjk(fl, t)@(xjxJ-XjX;) 
,=I k=l 
-w4 i i i f (ul,,,(h t) Ydm(h t))O(XjX;), (4.4) 
~=l k=l /=I m=l 
with @,@(fl, t) = diag(@$(W t)) the d x d matrix with (I, r)th element 
1 G r<d, and Yynjk(fl, t) =diag(Y$& t)) the dx d matrix with (r, r)th 
element 
THEOREM 4.1. Suppose Cl, C2, and CM26 hofd. Then n’j2{ fix( .) - PO) 
converges weakly in Cpd(F) to a Gaussian process G( .) with mean vector 
zero and covariance matrix 
EG(t)G(s)‘=P(aZ(t, s)@d-‘) Q, 
where P = Zpd- (Id @ A-‘) H{H’(Z, @ A-.‘) H}-’ H’, Q = I+- 
H{H’(Z,@A-‘)H}-‘H’(Z,,@A-‘), A is defined in C4, and Z(t,s)= 
(o,,(t,, s,)) is a d x d matrix with (q, r)th element 
oqr(t, 3) = (ts14,(tN2 ldds>l’> -’ E{u,(f) sin(te,) - v,(f) cos(tQl 
x {ur(s) sin@,) - v,(s) cos(s~,)}, 
1~ q, r < d, if and only if C3 holds. 
Proof: Expanding and centering n’j2 m,(fio, t), it is straightforward (but 
tedious) to show that nli2rn,( PO, t) converges weakly in P’(F) to a 
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Gaussian process with mean vector zero and covariance matrix C(t, s) x A 
if and only if C3 holds. Moreover, expanding and centering again, 
sup I-A#&), t} -I&Al -5 0, as n-co, 
tEY 
and the result obtains from (4.3). ] 
We remark that this is the appropriate generalisation of Theorem 2 of 
Csorgij [S]; in the unconstrained case, EG(t) G(s)’ = X(t, s) @ A -‘. 
5. THE COVARIANCE FUNCTION 
The bivariate characteristic functions 
t,,(f, s) = E exp(ite, + is,), 1 < q, r < d, (5.1) 
of components of the error vector E completely determine the first part 
,T(t, s) of the asymptotic covariance in Theorem 4.1. It is in this way that 
the error distribution as a whole influences the asymptotic distribution of 
o:(t), in sharp contrast to least-squares estimation where only the error 
second moments are relevant. 
DEFINITION 5.1. The matrix Z(t, s), t, s E .Y-, defined in Theorem 4.1 
will be called the couariance function associated with the error vector E. 
The covariance function plays an important role in our method of 
estimation. In particular, it is natural to select as the functional least- 
squares estimator that member of {p:(t), t E Y} for which some measure 
of scale based on L’(t, s) is minimised. Writing 
at) = at, t), (5.2) 
in the next section we shall discuss the adaptive estimation of fi by mini- 
mising the trace of an estimate of L(t). For the time being we consider 
some properties of Z(t, s) and observe that the attributes of the so-called 
variance function of Section 4 of Chambers and Heathcote [2] generalise 
to the multivariate model in a natural way. 
The (q, r)th element of .Z’(t, s) is given in the statement of Theorem 4.1. 
Its dependence on t,,(t, s) can be made explicit by writing 
flqr(t. s)= (2t44,(t)12 l4hV) -’ rqrtt2 s) (5.3) 
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with 
fyr(f, s) = u,(r) u,b){Re 4,,(f, -s) - Re 5,,(& ~11 
-u,(t) u,(s) (Im <,A4 s) + Im t,,(C -s)) 
-u,(t) k(s) {Im 5,,(4 s) - Im 5,,(4 -s)l 
+u,(f) u,(s) {Re L,,(c s) + Re &At, -3)). 
EXAMPLE 5.1. Normal errors. Suppose the bivariate characteristic 
functions are 
~,,(t,s)=exp{-t(a~t*+2~~,t~+6~~*)}, 1 d q, r d d, 
Then the imaginary components of (5.3) vanish and a short calculation 
yields 
gqr(t, s) = 
sinh( tsa,,) 
ts 
and hence Z(t, s)= ((t,s,)-’ sinh(t,s,a,,)). Observe that the trace of the 
matrix X(t) of (5.2) becomes 
trace Z(t)= i tT2 sinh(tfa:). 
r=l 
This is minimised when t = 0, confirming that least squares yields minimum 
variance estimation in this case. 
EXAMPLE 5.2. According to Press [ 16, p. 1581, the random vector E has 
the symmetric stable distribution if, for 0 < CI 6 2, 
where C = (a,,) is positive semi-definite. If rryr = 0, 1 <q, Y < d, q # Y, the 
distribution is circular stable. Since Im r,,(t, s) = 0, it follows that 
exp{ -$(o:t* - 26,,ts + f~ts’)~/‘} 
Q(& s) = 
-exp{ -$(a2t2 + 2a,,ts+ cr3s’)*/‘} 
2tsexp{-~(o~It(‘+o~Isl’} ’ q f rr 
and 
~ (t ,)=expi-((r;/V It-4a>-ev{-(+) It+sl*) 
94 ’ 2fsexp{-(0~/2)(Jtl”+lsl”)} ’ 
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Thus when the distribution is circular, Z(t, s) is a diagonal matrix and the 
pdx pd covariance matrix of Theorem 4.1 has p x p blocks down its 
diagonal, 
C(t, s) 0 A = tdiag a,,(t,, .yy 1 d 1. 
We therefore have the curious result that the functional least-squares 
estimators of columns of 0 are asymptotically independent, uniformly in 
t E F, when the error E is circular stable. This appears to hold whenever the 
underlying characteristic function is even in each argument. Observe also 
that if tl= 1, (T, = 2, and oyr = 0, q # r, then E has the standard circular 
Cauchy distribution (De Silva [7]) and 
Hence 
G,,(f, t) = {d” - 1 i/(2?). 
trace Z(t) = i {f+ - 1}/(2t,Z) 
i-=1 
is unbounded at the origin and is minimised when all t, are equal to 0.85 
approximately. Least squares is clearly inappropriate in this case and F 
cannot contain the origin. 
EXAMPLE 5.3. Suppose all bivariate characteristic functions are the 
same, 
&/,(t,s)= ((1 -if)(l -~is)+wQYj ‘, 1 <q, r<d, 
so that Ed and E, are exponentially distributed with correlation coefficient 
o* (Johnson and Kotz 112, p. 2191). The elements oyr(tqr s,) of Z(t, s) are 
rational functions in t and s, and in particular 
a,,(t, t) = (3 - 2t + 2t2)/( 1 + 4t’). 
The trace of Z(t) decreases as the elements oft increase and the asymptotic 
efliciency in Theorem 4.1 is improved by taking t values that are as large as 
practically possible. 
It is apparent that covariance functions can exhibit a fairly wide range of 
behaviour, the main determinants being the symmetry, or lack of it, of the 
elements of E and whether or not they are long-tailed relative to the normal 
distribution. The following theorem can be established without difficulty 
and extends the univariate results of Chambers and Heathcote [Z]. 
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THEOREM 5.1. The elements oqr(t, s), 1 Gq, r < d, t, s E 5, of the 
covariance function have the following properties: 
(i) oyr(t, s) = -0J - t, s) = -0J t, -s) = a,,( - t, -s). 
(ii) oyr( t, s) is invariant under translation. That is, E and 8-a give 
rise to the same covariance function. 
(iii) If E, and E, are symmetric about the origin then (5.3) simplifies to 
0J t, s) = (E sin te, sin SE,)/{ ts(E cos te,)( E cos SE,) ). 
(iv) The trace of the matrix C(t) of (5.2) has a local maximum at 
t = 0 if and only if each component of E is leptokurtic. 
Parts (i)-(iii) follow from (5.3) and (iv) can be established via a Taylor 
expansion as on page 27 of Chambers and Heathcote [2]. 
Finally, we note the important role played by the stochastic processes 
uy( t) sin tEq - vy( t) cos te,, 1 d q d d, of Theorem 4.1 in determining the 
asymptotic behaviour of p,*(t). In applications u,(t), v,(t) will not be 
known and the covariance function must be estimated from the data, a 
problem we now consider. 
6. ADAPTIVE ESTIMATION 
The problem at issue in this section is the development of a sample- 
based method of selecting a particular member of the family {p,*(t), t E 5 >. 
If t, is the statistic minimising the empirical version of the trace of Z(t) on 
Y-, we shall call fl,*(t,,) the functional least-square estimator of p. 
Recall that Z(t) = C(t, t), with the elements oqr(t, s) of Z(t, s) given in 
the statement of Lemma 4.1, and consider the estimation of Z(t). Put 
f$$(t)=n-’ i exp(it(Y,--xjO,*,(t)) 
j= 1 
and let ony,(t, s) denote the estimator of o&t, s) obtained by replacing each 
term on the right-hand side of (5.3) by its estimator based on p:(t). Then 
set 
z,(t) = (~mJtq, tr)). 
The following result is the multivariate version of Theorem 3 of 
Csiirgij [ 51. 
LEMMA 6.1. Suppose Cl, C2, and C4 hold. Then 
sup IL?“(t) - z(t)1 a.s. 0 as n-co. 
ter 
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Now trace (L’(t)) = C:‘=, o:(t,), where c$( t) = a,,(t, t). 1 < r 6 d. Each 
function @,2(t) is an even function in t so we may suppose .F c it’ = 
(2 1, ..., t,): t, k 0, 1 6 r d d). 
Let t,, be the smallest positive number for which the infimum of of(t) is 
attained, 
tol = inf(s: CJ,‘(S) = fif, of(t)), 1 <r<d. 
Assume (see Section 2) t,, > 0, 1 <r 6 d. Then we can find intervals 
Z, = [a,, 6,] such that 0 < a, < t,, < 6, and gf( to,) < of(t) for all t E Z,\ { to,}. 
Set F=n:‘= 1 Z,. Then to= (to,, . . . . tOd)’ is an interior point of F, F is a 
compact subset of R’“, and trace(z(t,)) < trace(c(t)) for each t E Y\{ to). 
Let R,(t) = trace(z:,(t)) = Cf= I b$,(t,), where a:,(t) = o,,,(t, t), 1 d r < d. 
Let t, be the random variable defined by 
&(cJ = ,f$ &(t). 
We obtain the following result. 
THEOREM 6.1. Suppose conditions Cl-C6 hold. Then t, +a.s. to, 
fi:(t,) -,=. PO and 
n”‘w(tn) - Bol -% N(0, P(L(t,,) @ A -‘) Q), as n-m. 
Moreover, P,(C,l(t,) @ A;‘) Qn d’P(C(t,)@ A-‘) Q, where P, = Z,,- 
(ZdOA,‘)H(H’(ZdOA,l)H)~l H’andQ,=Z,,-H(H’(Z,8A,‘)Hj-’ 
N’(Z,@ A, ‘). 
Proof: The argument is essentially that of Csorgo 15, Theorem 43. By 
Lemma 6.1, 
sup [R,(t) - trace(z(t))l 2 0. 
tr5.T 
By a similar argument to that used to prove Theorem 3.1, we can show 
that t, -+a.s. t,. It follows then from Theorem 3.1 that @,*(t,) +a.s. fl,. By 
Theorem 4.1, B,( -) = n”‘(fl,*( .) - SO} converges weakly to G( .) in 
P“‘(F). By a theorem of Skorokhod [20], we can redefine (q} on a 
probability space (Q, F, P) carrying a copy of G( .) such that on the new 
space supIEF (B,(t) - G(t)( +a,s. 0. Hence, 
IWCJ - G(t,)l < SUP P,(t) - G(t)1 + IWJ - G(t,)l 2 0 
ts9- 
by construction and the sample continuity of G, and the result obtains. 1 
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It follows from (iv) of Theorem 5.1 that t,,, > 0, 1 < r 6 d, only when each 
of the d marginal distributions of E is leptokurtic. If tar = 0 is appropriate 
for some r then we obtain a vector of mixed functional least squares and 
ordinary least-squares estimates. 
Our final estimator is fln*(t,). Its calculation involves minimising M,(p, t) 
subject to H’b= 0 with respect to II to give &f(t) and then minimising 
R,(t) with respect to t to give t,,. As in the univariate case, an iterative 
computational procedure may be based on the linearised estimating 
equation (4.2). Given a starting value fiL”), we estimate t(P) by minimising 
R,(t). Then, we estimate BLrn + “(t,) by 
In the unconstrained case, we essentially lit d multiple regression models. 
In either case, we iterate until the estimates converge. 
7. MULTIVARIATE AUTOREGRESSIVE PROCESSES 
Consider a d-dimensional kth-order stationary ergodic autoregressive 
process { Y i > satisfying 
YJ= i Yj-,A,,+$. (7.1) 
r=l 
Here A,, , . . . . AOk are d x d matrices to be estimated. Heathcote and Welsh 
[IO] investigated the estimation of univariate autoregressive processes by 
functional least squares. Using the techniques of the present paper we can 
easily extend the multivariate functional least-squares procedure to 
estimate multivariate autoregressive processes. 
A suggestive notation is adopted. Let 
x,= (Y;_ 1, . ..) y;-,y and 8, = (A;, , . . . . A&)‘. 
Then we can represent the process as 
Yj=xpo+&;. (7.2) 
Given T observations Y i, . . . . Y,, in conformity with regression models we 
relabel the data as (Yi, Xi), . . . . (Y,, X,), Xje RP, Y,ER’, 1 <:jn, where 
p = kd and n = T - k. The problem of estimating the parameters in (7.2) is 
thus analogous to that of estimating (1.1) and the functional least-squares 
procedure is defined as in Section 3. 
The process (Yi} must be stationary for then it follows that Xi and aj are 
independent. Moreover, {Y,} and hence {Xi} are a fortiori stationary. A 
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sufficient condition for (7.1) to be stationary is that the roots of the deter- 
minantal equation 
are less than one in absolute value and Var E = Z < co; see Fuller [S, 
p. 721. However, the moment condition on the errors can be weakened. 
Rewrite (7.1) as a kd-vector stochastic difference equation of order I, i.e., 
Put 
Zj+ BZ,-, =Sj, 
where Zj=(Yj, . . . . Yj-p+I)‘, 6j=(~,!,0, . . . . O), and 
-Ao, --A,, ‘.. -Ao.k , 
Substituting (7.4) repeatedly into itself, we obtain 
Z,= ‘f (-B)h6jph. 
h=O 
A Oh 
0 
0 
0 
(7.4) 
Suppose C;= I m, = kd and A,, . . . . ,I, are the eigenvalues of B. Notice 
1 ,, . . . . I, are also the roots of (7.3). Let A be the Jordan canonical form of 
-B. Then A has diagonal m, x m, blocks of the form 
! 1, 0 I . 1, 0 1. A, 0 1 . ... ‘’ 0 i i,
There exists a matrix Q such that Q-‘( - B) Q = A. 
Thus ( -B)h= QAhQ-’ so 
Z,= f QL~~Q-‘&~~-~. 
h=O 
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Let Dh denote the upper left dx d block of Q/i’Q-‘. Then 
yj= f DhEjih. 
h=O 
(7.5) 
It is tedious but straightforward to show that the elements of Dh are finite 
linear combinations of terms in (h-t+ ,) A: -‘+ ‘, s = 1, . . . . m,, l= 1, . . . . r. 
Hence, to show that the sum on the right-hand side of (7.5) converges, it is 
enough to show that C::=o(h_‘:+l)n:-~+‘~j-h,O, l<s<m,, ldf<r, and 
1 <q < d, converges (as.). By Lemma 1 of Yohai and Maronna [22], a 
sufficient condition for this convergence is that the roots of (7.3) are less 
than one in absolute value and that E log+ 1~~1 < 00, 1 < q < d. We have the 
following extension of Lemma 1 of Yohai and Maronna [22]: 
LEMMA 7.1. If the roots of (7.3) are less than one in absolute value and 
E log+ (~~1 < co, 1 <q < d, then there exists a representation of the process 
{ Y,} of the form 
where the series 
wh satisfy 
y,’ f  whcj-h, 
h=O 
converges absolutely with probability one and the matrices 
w,=r 
w, = -A,, 
w, = -Aol w, -A,, 
wh= - 5 Aor Wh--r, h=k, k+ 1 . . . . 
r=l 
The WJ are obtained by solving explicitly for Dh; see Fuller [S, p 511. 
At this stage it is convenient to formally state conditions on E 
appropriate to the autoregressive model (7.1). 
Condition C7. The roots of the determinantal equation (7.3) are all less 
than unity in absolute value. 
Condition C3’. Var.sq-=zco, l<q<d. 
Condition C6 remains unchanged with 
q(s) = E exp(is’X,), SERP. 
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THEOREM 7.1. Suppose Cl, C2, C4, and C7 hold and that 
Eiog+(E,J <CO, 1 <q,<d. Then 
sup [g(t) - fiol a.s. 0. 
it.? 
The weak convergence results require C3’, which, for an autoregressive 
process, subsumes C3, C5, and C6. We assume without further comment 
that EY, = 0. Observe that the stationarity of Yj implies EX, = 0 and that 
EX,X’,=A (7.6) 
exists. 
THEOREM 7.2. Suppose Cl, C2, C3’, C4, and C7 hold. Then 
~“‘o-w) -Bd converges weakly in Cpd(F) to the Gaussian process C( . ) 
with mean vector zero and covariance matrix 
EG(t) G(s)’ = P(Z(t, s) 0 A -‘) Q, 
where P, Q, and L’(t, s) are defined in Theorem 4.1 and (5.3). 
The results for the adaptive estimator follow immediately by the same 
proofs as those given in Section 5. 
THEOREM 7.3. Suppose Cl, C2, C3’, C4, and C7 hold. Then 
B,*(h) -+- I%, 
n”*OWtJ - So> ---% NO, P(W,) 0 A -‘I Q), as n+co. 
To illustrate the use of the functional least-squares procedure, we 
examine the mink-muskrat series which has been analysed by Bulmer [ 11, 
Jenkins [ 111, Chan and Wallis [3], and Nicholls [ 151. The data are from 
Jones [ 131 and give the number of skins traded annually from 1848 to 
1909 based on fur sales to the Hudson’s Bay Company. It is usually 
assumed that the trapping effort is the same each year and that the number 
of animals trapped is a constant proportion of the population. Moreover, 
the logarithms of the series are taken in order to stabilise variance. Follow- 
ing Jenkins [ 11) we take the first differences of the logarithm of the 
muskrat data to achieve a stationary series. Differencing, in this case, 
avoids the necessity of estimating (robustly) and removing a trend. Finally, 
the logarithm of the mink data was centred about the 40% trimmed mean. 
Denote the differenced log (muskrat series) by Yj, and the centred log 
(mink series) by Y,*. Following Chan and Wallis [3] and Nicholls [ 151, a 
bivariate first-order autoregressive model was fitted to Yj = ( Yj,, Yj2)‘: 
Yj = @Y,- , + Ei, j=l , . . . . 61. 
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The least-squares estimates were found to be 
&O)=(-:ii 1::) and i.(O)=(:i!i ::ii), 
while the functional least-squares estimates were 
at t’ = (1.79, 3.04). Although an examination of the data reveals several 
possible outliers (in the first series, observations 39 and 61, and in the 
second series, observations 4, 38, and 62) and the t-values indicate that the 
errors are not normally distributed, the functional least-squares estimates 
are close to the least-squares estimates. Notice also that the diagonal terms 
in the covariance matrix Z,(t) are uniformly smaller than in the least- 
squares case. However, in this example the gain in efficiency is slight and 
the two variance curves did not indicate a marked departure from nor- 
mality (see Chambers and Heathcote [2] for relevant issues). The actual 
estimates differ from those obtained by Chan and Wallis [3] and Nicholls 
[IS] (who worked with detrended and hence differently transformed 
series) but their general conclusion that an increase in Yjz leads to a 
decrease in Yj + 1,, and an increase in Y,, leads to an increase in Y,+ ,,2 still 
obtains. 
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