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Introduction
In [2] the suﬃcient conditions for solvability of the problem in the class of smooth bounded
functions were obtained. A problem similar to the one-dimensional Burgers-type equation was
considered in [3], where the question of the existence of solutions was also investigated.
In this paper we prove the uniqueness of the classical solution in the class of suﬃciently
smooth bounded functions and formulate the theorem of uniqueness. Also we study the
continuous dependence of the solution on the right-hand side and the initial conditions and
formulate the corresponding theorem.
1. Statement of the problem
In the space E1 of variables x choose r diﬀerent points k, k = 1; r. In the strip G[0;T ] =
= f(t; x)j0 6 t 6 T; x 2 E1g consider the Cauchy problem for the system of loaded non-classical
parabolic equations
ut(t; x) = a1(t)uxx(t; x) + b1(t)ux(t; x) + f1(t; x; u; v; 'u(t); 'v(t));
vt(t; x) = a2(t)vxx(t; x) + b2(t)vx(t; x) + f2(t; x; u; v; 'u(t); 'v(t));
(1)
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u(0; x) = u0(x); v(0; x) = v0(x); x 2 E1; (2)
here the components of vector–functions
'u(t) =

u(t; k);
@j
@xj
u(t; k)

; 'v(t) =

v(t; k);
@j
@xj
v(t; k)

; k = 1; r; j = 0; p1;
are traces of functions u(t; x); v(t; x) and all their derivatives with respect to x up to order p1.
Denote by Zpx(G[0;T ]) the set of the functions u(t; x) defined in G[0;T ] belonging to the class
C1;pt;x =

u(t; x)j@u
@t
;
@ju
@xj
2 C  G[0;T ] ; j = 0; : : : ; p ;
and bounded in (t; x) 2 G[0;T ] together with their derivatives,
pX
j=0
@ju(t; x)@xj
 6 C:
2. Uniqueness of solution
In [4] the suﬃcient conditions for the existence of solutions of the problem (1) and (2) in
the class Zpx(G[0;t]) are obtained. Here 0 < t 6 T is a fixed constant. Suppose that p >
maxfp1; 2g+ +2 > 4; and with this p satisfies the conditions of the existence theorem [4]. In
view of this theorem a classical solution u1(t; x) 2 Zpx(G[0;t]); v1(t; x) 2Zpx(G[0;t]) of the problem
(1), (2) exists. We prove that this solution is unique. Suppose that there is a pair of functions
u2(t; x) 2 Zpx(G[0;t]), v2(t; x) 2Zpx(G[0;t]), along with the functions u1(t; x); v1(t; x), which is a
solution of the system of equations. Then
uit(t; x) = a1(t)u
i
xx(t; x) + b1(t)u
i
x(t; x) + f1(t; x; u
i; vi; 'ui(t); 'vi(t));
vit(t; x) = a2(t)v
i
xx(t; x) + b2(t)v
i
x(t; x) + f2(t; x; u
i; vi; 'ui(t); 'vi(t));
ui(0; x) = ui0(x); v
i(0; x) = vi0(x); x 2 E1; i = 1; 2:
Suppose that the functions a1(t); a2(t); b1(t); b2(t); u0(x); v0(x); are real-valued, defined
in [0; T ]; G[0;T ]; E1, respectively and have all continuous derivatives occurring in the following
relation and satisfying it
ja1(t)j+ ja2(t)j+ jb1(t)j+ jb2(t)j+
p+2X
k=0
 dkdxk u0(x)
+ p+2X
k=0
 dkdxk v0(x)
 6 C:
Functions f1 and f2 are real-valued, defined and continuous for any values of their arguments.
For all t1 2 [0; T ]; u(t; x); v(t; x) 2 Zp+2([0; t1]) these functions as functions of the variables
(t; x) 2 G[0;t1] are continuous and have continuous derivatives occurring in the relation
p+2X
j=0
 djdxj f1(t; x; u; v; 'u(t); 'v(t))
+  djdxj f2(t; x; u; v; 'u(t); 'v(t))
 6 C(u; v); (3)
where the constant C(u; v) depends on the functions u(t; x); v(t; x).
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The diﬀerence u1(t; x)   u2(t; x) = U(t; x), v1(t; x)   v2(t; x) = V (t; x) is a solution of the
system of equations
Ut(t; x) =a1(t)Uxx(t; x) + b1(t)Ux(t; x) +
+ f1(t; x; u
1; v1; 'u1(t); 'v1(t))  f1(t; x; u2; v2; 'u2(t); 'v2(t));
Vt(t; x) =a2(t)Vxx(t; x) + b2(t)Vx(t; x) +
+ f2(t; x; u
1; v1; 'u1(t); 'v1(t))  f2(t; x; u2; v2; 'u2(t); 'v2(t));
(4)
U(0; x) = 0; V (0; x) = 0; x 2 E1: (5)
Condition 1. Suppose that the function f1; f2 such that 8t1 2 (0; T ]; 8u1(t; x); u2(t; x) 2
Zpx(G[0;t1]); 8v1(t; x); v2(t; x) 2 Zpx(G[0;t1]); the following relations hold:
f1(t; x; u
1; v1; 'u1(t); 'v1(t))  f1(t; x; u2; v2; 'u2(t); 'v2(t)) =
= (u1   u2)  F 1 +
rX
k=1
p1X
s=0

@s
@xs
u1(t; k)  @
s
@xs
u2(t; k)

 F 1k;s+
+ (v1   v2) G1 +
rX
k=1
p1X
s=0

@s
@xs
v1(t; k)  @
s
@xs
v2(t; k)

G1k;s; (6)
f2(t; x; u
1; v1; 'u1(t); 'v1(t))  f2(t; x; u2; v2; 'u2(t); 'v2(t)) =
= (u1   u2)  F 2 +
rX
k=1
p1X
s=0

@s
@xs
u1(t; k)  @
s
@xs
u2(t; k)

 F 2k;s+
+ (v1   v2) G2 +
rX
k=1
p1X
s=0

@s
@xs
v1(t; k)  @
s
@xs
v2(t; k)

G2k;s: (7)
Condition 2. The functions F 1; F 1k;s; G
1; G1k;s; F
2; F 2k;s; G
2; G2k;s; where k = 1; r; s = 0; p1
are known and suﬃciently smooth, depend on t; x; u1(t; x); u2(t; x); v1(t; x); v2(t; x); 'u1(t);
'u2(t); 'v1(t); 'v2(t) and have all continuous derivatives occurring in the following relation and
satisfying it:
p1X
j=0
  @j@xj F 1
+  @j@xjG1
+  @j@xj F 2
+  @j@xjG2
+
+
rX
k=1
p1X
s=0
 @j@xj F 1k;s
+  @j@xjG1k;s
+  @j@xj F 2k;s
+  @j@xjG2k;s

!
6 C; 8(t; x) 2 G[0;t1]: (8)
C is a constant independent of U(t; x); V (t; x) and their derivatives.
Theorem of uniqueness of the solution. If a solution of the system of equations (1) and
(2) exists in the class Zpx(G[0;t]); where p > maxfp1; 2g+2 > 4, then under conditions 1, 2 it is
unique in the class Zpx(G[0;t]).
Proof. Represent the system of equations (4) in the following form
Ut(t; x) = a1(t)Uxx(t; x) + b1(t)Ux(t; x) + U(t; x)F
1+
+
rX
k=1
p1X
s=0

@s
@xs
U(t; ak)F
1
k;s

+ V (t; x)G1 +
rX
k=1
p1X
s=0

@s
@xs
V (t; ak)G
1
k;s

;
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Vt(t; x) = a1(t)Vxx(t; x) + b1(t)Vx(t; x) + U(t; x)F
2+
+
rX
k=1
p1X
s=0

@s
@xs
U(t; ak)F
2
k;s

+ V (t; x)G2 +
rX
k=1
p1X
s=0

@s
@xs
V (t; ak)G
2
k;s

:
Introduce the non-negative, non-decreasing on [0; t] functions
m1s(t) = sup
G[0;t]
 @s@xsU(; x)
; m2s(t) = sup
G[0;t]
 @s@xsV (; x)
; s = 0; 1; : : : ; p1:
By the maximum principle, for (; x) 2 G[0;t]; 0 6 t 6 t we obtain
U(; x) 6 exp   sup
G[0;t]
jF 1j
!

 
rX
k=1
p1X
s=0
sup
G[0;t]
jF 1k;sj m1s(t)+
+ m20(t)  sup
G[0;t]
jG1j+
rX
k=1
p1X
s=0
sup
G[0;t]
jG1k;sj m2s(t)
!
 ;
V (; x) 6 exp   sup
G[0;t]
jG2j
!

 
rX
k=1
p1X
s=0
sup
G[0;t]
jG2k;sj m2s(t)+
+ m10(t)  sup
G[0;t]
jF 2j+
rX
k=1
p1X
s=0
sup
G[0;t]
jF 2k;sj m2s(t)
!
 :
For (; x) 2 G[0;t]; 0 6 t 6 t we haveU(; x) 6 C1   p1X
s=0
m1s(t) +
p1X
s=0
m2s(t)
!
 t; V (; x) 6 C2   p1X
s=0
m2s(t) +
p1X
s=0
m1s(t)
!
 t:
Apply sup
G[0;t]
to the both sides of these inequalities, due to the fact that the functions m1s(t),
m2s(t); s = 0; 1; : : : ; p1; 0 6 t 6 t are nonnegative, we obtain:
m10(t) 6 C1 
 
p1X
s=0
m1s(t) +
p1X
s=0
m2s(t)
!
 t; m20(t) 6 C2 
 
p1X
s=0
m2s(t) +
p1X
s=0
m1s(t)
!
 t: (9)
We diﬀerentiate the equations j times wrt x, j = 1; : : : ; p1
@j
@xj
Ut(t; x) =a1
@j+2
@xj+2
U(t; x) + b1
@j+1
@xj+1
U(t; x)+
+
jX
l=0

Clj
@l
@xl
U(t; x)
@j l
@xj l
F 1

+
nX
k=1
p1X
s=0
@s
@xs
U(t; k)
@j
@xj
F 1k;s+
+
jX
l=0

Clj
@l
@xl
V (t; x)
@j l
@xj l
G1

+
nX
k=1
p1X
s=0
@s
@xs
V (t; k)
@j
@xj
G1k;s;
@j
@xj
Vt(t; x) =a2
@j+2
@xj+2
V (t; x) + b2
@j+1
@xj+1
V (t; x)+
+
jX
l=0

Clj
@l
@xl
U(t; x)
@j l
@xj l
F 2

+
nX
k=1
p1X
s=0
@s
@xs
U(t; k)
@j
@xj
F 2k;s+
+
jX
l=0

Clj
@l
@xl
V (t; x)
@j l
@xj l
G2

+
nX
k=1
p1X
s=0
@s
@xs
V (t; k)
@j
@xj
G2k;s:
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In view of the maximum principle, we obtain the similar estimates:
m1j (t) 6 C1 
 
p1X
s=0
m1s(t) +
p1X
s=0
m2s(t)
!
 t;
m2j (t) 6 C2 
 
p1X
s=0
m1s(t) +
p1X
s=0
m2s(t)
!
 t;
j = 1; : : : ; p1; 0 6 t 6 t: (10)
Then we add these inequalities and get
p1X
s=0
 
m1s(t) +m
2
s(t)

6 C 
 
p1X
s=0
 
m1s(t) +m
2
s(t)
!  t; s = 1; : : : ; p1:
Hence for t 2 [0; ], where  < 1
C
, it follows that
p1X
s=0
 
m1s(t) +m
2
s(t)

= 0:
As m1s(t) > 0; m2s(t) > 0, then for all (t; x) 2 G[0;] we have
U(t; x) = 0; V (t; x) = 0:
Similarly, because C does not depend on  for t 2 [; 2] we obtain that
U(t; x) = 0; V (t; x) = 0; (t; x) 2 G[0;2]:
After the finite number of steps, we obtain
U(t; x)  0; V (t; x)  0; (t; x) 2 G[0;t]: (11)
Hence it follows that
u1(t; x) = u2(t; x); v1(t; x) = v2(t; x); t 2 [0; t]; x 2 E1:
Therefore, the solutions coincide in the whole domain G[0;t] in the class Zpx(G[0;t]): The
uniqueness theorem is proved.
Consider the example of an inverse problem for a system of parabolic equations for which the
existence of the solution was investigated in [5].
Example. In the strip [0;T ] = f(t; x)j t 2 [0; T ]; x 2 E1g we consider the problem of finding
real-valued functions U(t; x), V (t; x), gi(t); i = 1; 2; satisfying the system of equations
Ut = Uxx + b11(t)U
2 + b12(t)V + g1(t)m1(t; x);
Vt = Vxx + b21(t)U + b22(t)V
2 + g2(t)m2(t; x);
(12)
the initial conditions
U(0; x) = U0(x); V (0; x) = V0(x); x 2 E1: (13)
The solution satisfies the overdetermination condition
U(t; 0) = 1(t); V (t; 0) = 2(t); t 2 [0; T ]; (14)
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where bij(t); mi(t; x); U0(x); V0(x); i(t); i; j = 1; 2 are given real-valued functions. Let the
consistency conditions be fulfilled
U0(0) = 1(0); V0(0) = 2(0):
Let the following condition hold
jmi(t; 0)j >  > 0; i = 1; 2; t 2 [0; T ];    const:
All input data are real-valued, suﬃciently smooth and bounded functions with their deriva-
tives in [0;T ].
The problem (12), (13) is reduced to the auxiliary direct problem
Ut = Uxx + b11(t)U
2 + b12(t)V+
+m1(t; x)m
 1
1 (t; 0)
 

0
1(t)  Uxx(t; 0)  b11(t)21(t)  b12(t)V (t; 0)

;
Vt = Vxx + b21(t)U + b22(t)V
2+
+m2(t; x)m
 1
2 (t; 0)
 

0
2(t)  Vxx(t; 0)  b21(t)U(t; 0)  b22(t)22(t)

;
U(0; x) = U0(x); V (0; x) = V0(x):
Diﬀerences W (t; x) = U1(t; x)   U2(t; x); Q(t; x) = V1(t; x)   V2(t; x) are a solution of the
problem
Wt = Wxx + b11(t)W (U
1 + U2) + b12(t)Q+m1(t; x)m
 1
1 (t; 0)
  Wxx(t; 0)  b12(t)Q(t; 0);
Qt = Qxx + b21(t)W + b22(t)Q(V
1 + V 2) +m2(t; x)m
 1
2 (t; 0)
  Qxx(t; 0)  b21(t)W (t; 0);
W (0; x) = 0; Q(0; x) = 0:
Check the conditions of the Theorem
f1(t; x; U
1; V 1; 'U1(t); 'V 1(t))  f1(t; x; U2; V 2; 'U2(t); 'V 2(t)) =
= (U1   U2)F 1 + (U1xx(t; 0)  U2xx(t; 0))F 11;2 + (V 1   V 2)G1 + (V 1(t; 0) + V 2(t; 0))G11;0;
f2(t; x; U
1; V 1; 'U1(t); 'V 1(t))  f2(t; x; U2; V 2; 'U2(t); 'V 2(t)) =
= (U1   U2)F 2 + (U1(t; 0) + U2(t; 0))F 21;0 + (V 1   V 2)G2 + (V 1xx(t; 0)  V 2xx(t; 0))G21;2;
where
F 1= b11(t)(U
1 + U2); F 11;2=  m1(t; x)m 11 (t; 0); F 2= b21; F 21;0=  b21m2(t; x)m 12 (t; 0);
G1= b12; G
2= b22(t)(V
1 + V 2); G11;0=  b12m1(t; x)m 11 (t; 0); G21;2=  m2(t; x)m 12 (t; 0);
are known, suﬃciently smooth and bounded functions.
Conditions 1, 2 of the Theorem of uniqueness of the solution are fulfilled. Hence, the solution
of the problem (12), (13) is unique.
3. Continuous dependence of the solution on the initial data
In the space E1 of variables x choose r diﬀerent points k, k = 1; r. Consider the Cauchy
problem for the system of loaded non-classical parabolic equations
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Ut(t; x) = a1(t)Uxx(t; x) + b1(t)Ux(t; x) + U(t; x)F
1(t; x) + F 3(t; x) + V (t; x)G1(t; x)+
+
rX
k=1
p1X
s=0
@s
@xs
U(t; ak)F
1
k;s(t; x) +
rX
k=1
p1X
s=0
@s
@xs
V (t; ak)G
1
k;s(t; x);
Vt(t; x) = a2(t)Vxx(t; x) + b2(t)Vx(t; x) + U(t; x)F
2(t; x) +G3(t; x) + V (t; x)G2(t; x)+
+
rX
k=1
p1X
s=0
@s
@xs
U(t; ak)F
2
k;s(t; x) +
rX
k=1
p1X
s=0
@s
@xs
V (t; ak)G
2
k;s(t; x);
(15)
U(0; x) = U0(x); V (0; x) = V0(x); x 2 E1: (16)
We choose and fix p > maxfp1; 2g > 2: Suppose that the functions ai(t); bi(t); U0(x); V0(x);
i; j = 1; 2 are real-valued, defined in [0; T ]; G[0;T ]; E1, respectively and have all continuous
derivatives occurring in the following relation and satisfying it
jai(t)j+ jbi(t)j+
p+2X
k=0
 dkdxkU0(x)
+ p+2X
k=0
 dkdxk V0(x)
 6 C: (17)
Constants C are diﬀerent and independent of the splitting parameter  , U0(x) , V0(x) , F 3(t; x) ,
G3(t; x), U(t; x); V (t; x) and their derivatives here and below.
The functions F 1(t; x); F 1k;s(t; x); G
1(t; x); G1k;s(t; x); F
2(t; x); F 2k;s(t; x); G
2(t; x);
G2k;s(t; x); F
3(t; x); G3(t; x) where k = 1; r; s = 0; p1; are known, suﬃciently smooth and have
all continuous derivatives occurring in the following relation and satisfying it:
p+2X
j=0
  @j@xj F 1
+  @j@xjG1
+  @j@xj F 2
+  @j@xjG2
+  @j@xj F 3
+  @j@xjG3
+
+
rX
k=1
pX
s=0
 @j@xj F 1k;s
+  @j@xjG1k;s
+  @j@xj F 2k;s
+  @j@xjG2k;s

!
6 C; 8(t; x) 2 G[0;t1]: (18)
Introduce the notation, where k = 0; 1; : : : ; p+ 2
jjh1(t; x)jj1;p =
pX
j=0
sup
0<6T
sup
x2E1
 @j@xj h1(; x)
 ; h1(t; x) 2 Zpx(G[0;T ]);
jjh2(x)jj2;p =
pX
j=0
sup
x2E1
 djdxj h2(x)
 ; h2(x) 2 Zpx(G[0;T ]):
(19)
Uk (t) = sup
n<6t
sup
x2E1
 @k@xkU (; x)
 ;
V k (t) = sup
n<6t
sup
x2E1
 @k@xk V  (; x)
 ; n < t 6 (n+ 1); (20)
Uk(0) = sup
x2E1
 @k@xkU0(x)
 ; Vk(0) = sup
x2E1
 @k@xk V0(x)
 ; (21)
U (t) =
p+2X
k=0
Uk (t); V
 (t) =
p+2X
k=0
V k (t); U(0) =
p+2X
k=0
Uk(0); V (0) =
p+2X
k=0
Vk(0):
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We use the method of weak approximation. The system of equations (15) is split into three
fractional steps on diﬀerential level and time shift by

3
in the traces of unknown functions
Ut (t; x) = 3 (a1(t)U

xx(t; x) + b1(t)U

x (t; x)) ;
V t (t; x) = 3 (a2(t)V

xx(t; x) + b2(t)V

x (t; x)) ;
n < t 6

n+
1
3

; (22)
Ut (t; x) = 3U


t  
3
; x

F 1 + 3V 

t  
3
; x

G1;
V t (t; x) = 3U


t  
3
; x

F 2 + 3V 

t  
3
; x

G2;
n+
1
3

 < t 6

n+
2
3

;
(23)
Ut (t; x) = 3
rX
k=1
p1X
s=0

@s
@xs
U(t  
3
; ak)F
1
k;s +
@s
@xs
V (t  
3
; ak)G
1
k;s

+ 3F 3;
V t (t; x) = 3
rX
k=1
p1X
s=0

@s
@xs
U(t  
3
; ak)F
2
k;s +
@s
@xs
V (t  
3
; ak)G
2
k;s

+ 3G3;
n+
2
3

 < t 6 (n+ 1) :
(24)
On the first fractional step t 2  0; 3  we use the maximum principle, with the notation (21).
We obtain the following estimates
U (t) 6 U(0); V  (t) 6 V (0): (25)
At the second and third fractional steps, diﬀerentiating with respect to x from 0 up to order p+2
including, then integrating over the time variable and using the time shift in unknown functions,
taking into account the notation (20), we obtain:
– on the second fractional step t 2   3 ; 23 
U (t) 6 U

3

+ CU

3

 + CV 

3

;
V  (t) 6 V 

3

+ CU

3

 + CV 

3

;
(26)
– on the third fractional step t 2   23 ; 
U (t) 6 U

2
3

+ C
 
U

2
3

+ V 

2
3

+
p+2X
k=0
sup
x2E1
sup
0<6T
 @k@xkF 3

!
;
V  (t) 6 V 

2
3

+ C
 
U

2
3

+ V 

2
3

+
p+2X
k=0
sup
x2E1
sup
0<6T
 @k@xkG3

!
:
(27)
Considering inequalities (25), (26) and (27) with the notation (20) on the zero whole step we
get
U (t) + V  (t) 6 eC
 
U(0) + V (0) +
p+2X
k=0
 
sup
x2E1
sup
0<6T
 @k@xkF 3
+ sup
x2E1
sup
0<6T
 @k@xkG3

!!
 
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 
p+2X
k=0
 
sup
x2E1
sup
0<6T
 @k@xkF 3
+ sup
x2E1
sup
0<6T
 @k@xkG3

!
:
On the interval [0; T ]
U (t) + V  (t) 6 eCT
 
U(0) + V (0) +
p+2X
k=0
 
sup
x2E1
sup
0<6T
 @k@xkF 3
+
+ sup
x2E1
sup
0<6T
 @k@xkG3

!!
 
p+2X
k=0
 
sup
x2E1
sup
0<6T
 @k@xkF 3
+ sup
x2E1
sup
0<6T
 @k@xkG3

!
:
These estimates guarantee the fulfilment of the conditions of the Arzela Compactness Theo-
rem. By this theorem, some subsequences Uk(t; x); V k(t; x) of the sequences U (t; x); V  (t; x)
of the solutions (22)–(24) of the split problem converge together with all relevant derivatives
with respect to x up to order p to the functions u(t; x); v(t; x) respectively, that according to the
theorem of convergence of the weak approximation method is the solution to (1)–(2). Using this
notation (19) we get
jjU(t; x)jj1;p + jjV (t; x)jj1;p 6 C
 jjU0(x)jj2;p+2 + jjV0(x)jj2;p+2 + jjF 3jj1;p+2 + jjG3jj1;p+2 
   jjF 3jj1;p+2 + jjG3jj1;p+2 :
Theorem (continuous dependence of the solution on the initial data). Assume that
the condition (17) is satisfied, for p > maxfp1; 2g > 2, so there exists at least one solution
belonging to the class Zpx(G[0;T ]) for which we have the estimate jjU(t; x)jj1;p + jjV (t; x)jj1;p 6
6 C
 jjU0(x)jj2;p+2 + jjV0(x)jj2;p+2 + jjF 3jj1;p+2 + jjG3jj1;p+2   jjF 3jj1;p+2 + jjG3jj1;p+2 :
For the system of equations (1), (2) consider two sets of input data ui0(x); vi0(x); f i1; f i2 2
Zp+4x (G[0;T ]); where i = 1; 2, p > maxfp1; 2g. Then by the existence theorem the solution
ui(t; x); vi(t; x) exist in the class Zp+2x (G[0;T ]). This solution satisfy the conditions of the unique-
ness theorem for p + 2 > 4. If ui(t; x); vi(t; x) 2 Zp+2x (G[0;t]), then functions f i1 and f i2 satisfy
the condition (3). We obtain
uit(t; x) = a1(t)u
i
xx(t; x)+b1(t)u
i
x(t; x) + f
i
1
 
t; x; ui; vi; 'ui(t); 'vi(t)

;
vit(t; x) = a2(t)v
i
xx(t; x)+b2(t)v
i
x(t; x) + f
i
2
 
t; x; ui; vi; 'ui(t); 'vi(t)

;
ui(0; x) = ui0(x); v
i(0; x) = vi0(x):
Introduce the notation u(t; x) = u1(t; x)  u2(t; x); v(t; x) = v1(t; x)  v2(t; x); u0(t; x) =
= u10(t; x)   u20(t; x); v0(t; x) = v10(t; x)   v20(t; x). Subtracting the second system of equations
from the first one we get the following
ut(t; x) = a1(t)uxx(t; x)+b1(t)ux(t; x) + f
1
1 (t; x; u
1; v1; 'u1(t); 'v1(t)) 
  f11 (t; x; u2; v2; 'u2(t); 'v2(t)) + F 3(t; x; u2; v2; 'u2(t); 'v2(t));
vt(t; x) = a2(t)vxx(t; x)+b2(t)vx(t; x) + f
1
2 (t; x; u
1; v1; 'u1(t); 'v1(t)) 
  f12 (t; x; u2; v2; 'u2(t); 'v2(t)) +G3(t; x; u2; v2; 'u2(t); 'v2(t));
u(0; x) = u0(x); v(0; x) = v0(x);
where
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F 3 = f11
 
t; x; u2; v2; 'u2(t); 'v2(t)
  f21  t; x; u2; v2; 'u2(t); 'v2(t);
G3 = f12
 
t; x; u2; v2; 'u2(t); 'v2(t)
  f22  t; x; u2; v2; 'u2(t); 'v2(t):
By Conditions 1 and (18) we obtain
ut(t; x) = a1(t)uxx(t; x) + b1(t)ux(t; x) + u(t; x)F
1 + v(t; x)G1 +
rX
k=1
p1X
s=0

@s
@xs
u(t; ak)F
1
k;s

+
+
rX
k=1
p1X
s=0

@s
@xs
v(t; ak)G
1
k;s

+ F 3(t; x; u2; v2; 'u2(t); 'v2(t));
vt(t; x) = a2(t)vxx(t; x) + b2(t)vx(t; x) + u(t; x)F
2 + v(t; x)G2 +
rX
k=1
p1X
s=0

@s
@xs
u(t; ak)F
2
k;s

+
+
rX
k=1
p1X
s=0

@s
@xs
v(t; ak)G
2
k;s

+G3(t; x; u2; v2; 'u2(t); 'v2(t));
u(0; x) = u0(x); v(0; x) = v0(x):
For the resulting problem using the Theorem (continuous dependence of the solution on the
initial data), we get
jju(t; x)jj1;p + jjv(t; x)jj1;p 6 C

jju0(x)jj2;p+2 + jjv0(x)jj2;p+2 + jjF 3jj1;p+2 + jjG3jj1;p+2

 
 

jjF 3jj1;p+2 + jjG3jj1;p+2

:
Example. In the strip [0;T ] = f(t; x)j t 2 [0; T ]; x 2 E1g we consider the problem of finding
real-valued functions u(t; x); v(t; x); g(t) satisfying the system of equations
ut = uxx + uv + b11(t)u+ b12(t)v +m1(t; x);
vt = vxx + b21(t)u+ b22(t)v + g(t)m2(t; x);
(28)
the initial conditions
u(0; x) = u0(x); v(0; x) = v0(x); x 2 E1: (29)
The solution satisfies the overdetermination condition
v(t; 0) = (t); t 2 [0; T ];
where bij(t); mi(t; x); u0(x); v0(x); (t); i; j = 1; 2 are given real-valued and bounded functions
with their derivatives in [0;T ]. Let the all consistency conditions be fulfilled. Assume that the
input data are suﬃciently smooth and there is a solution in the class Z6x(G[0;T ]). This is not
diﬃcult to prove, by analogy with reasoning in the article [1].
For the system of equations (28), (29) consider two sets of source functions mi1(t; x);mi2(t; x),
i = 1; 2, satisfying the conditions of the theorem of existence of the solution [1]. Then according
to the theorem there exists a solution ui(t; x); vi(t; x); gi(t) for each set of input data. Let the
following condition hold
jmi(t; 0)j >  > 0; i = 1; 2; t 2 [0; T ];    const:
Introduce the notation U(t; x) = u1(t; x)   u2(t; x); V (t; x) = v1(t; x)   v2(t; x); Q(t) =
= g1(t)  g2(t). Subtracting the second system of equations from the first one we get
Ut = Uxx + u
1V+v2U + b11(t)U + b12(t)V +m
1
1(t; x) m21(t; x);
Vt = Vxx + b21(t)U+b22(t)V + g
1(t)
 
m12(t; x) m22(t; x)

+Q(t)m22(t; x);
U(0; x) = 0; V (0; x) = 0; V (t; 0) = 0:
– 307 –
Igor V. Frolenkov, Irina S.Antipina, Natalya M.Terskikh, On Uniqueness and Continuous Dependence . . .
Having reduced it to the auxiliary direct problem, we get the following
Q(t) =
 Vxx(t; 0)  b21(t)U(t; 0)  g1(t)
 
m12(t; 0) m22(t; 0)

m22(t; 0)
:
Ut = Uxx + u
1V + v2U + b11(t)U + b12(t)V +m
1
1(t; x) m21(t; x);
Vt = Vxx + b21(t)U+b22(t)V + g
1(t)
 
m12(t; x) m22(t; x)

+
+m22(t; x)
 Vxx(t; 0)  b21(t)U(t; 0)  g1(t)
 
m12(t; 0) m22(t; 0)

m22(t; 0)
;
(30)
U(0; x) = 0; V (0; x) = 0: (31)
The system (30), (31) is a special case of the system (15), (16).
Ut = Uxx + (b11(t)+v
2)U + (b12(t) + u
1)V +m11(t; x) m21(t; x);
Vt = Vxx + b21(t)U+b22(t)V   m
2
2(t; x)
m22(t; 0)
Vxx(t; 0)  b21(t)m
2
2(t; x)
m22(t; 0)
U(t; 0)+
+ g1(t)(m12(t; x) m22(t; x)) 
g1(t)(m12(t; 0) m22(t; 0))m22(t; x)
m22(t; 0)
:
Functions
F 1= b11(t) + v
2; F 2 = b21; F
1
1;2 = 0; F
2
1;0 =  
b21(t)m
2
2(t; x)
m22(t; 0)
; F 3= m11(t; x) m21(t; x);
G1 = b12(t) + u
1; G2 = b22(t); G
1
1;0 = 0; G
2
1;2 =  
m22(t; x)
m22(t; 0)
;
G3 = g1(t)(m12(t; x) m22(t; x)) 
g1(t)(m12(t; 0) m22(t; 0))m22(t; x)
m22(t; 0)
;
satisfy Conditions 1 and (18), are known, suﬃciently smooth and bounded functions.
Given the functions ui(t; x); vi(t; x); g(t); i = 1; 2 are classical solutions of the original problem,
so they are continuous and bounded together with their derivatives in Z4x(G[0;T ]). Using the
theorem (continuous dependence of the solution on the initial data) taking into account the
notation (19) we get
jjF 3jj 6C sup
0<6T
jm11(; x) m21(; x)j 6 Cjjm11(t; x) m21(t; x)jj1;6;
jjG3jj 6 sup
x2E1
sup
0<6t
g1(t)(m12(; x) m22(; x))  g1()(m12(; 0) m22(; 0))m22(; x)m22(; 0)
 6
6 Cjjm12(t; x) m22(t; x)jj1;6:
jjU(t; x)jj1;4 + jjV (t; x)jj1;4 6 C(jjm11(t; x) m21(t; x)jj1;6 + jjm12(t; x) m22(t; x)jj1;6) 
  jjm11(t; x) m21(t; x)jj1;6 + jjm12(t; x) m22(t; x)jj1;6:
jQj 6 sup
x2E1
sup
0<6t
 Vxx(; 0)  b21()U(; 0)  g1()(m12(; 0) m22(; 0))m22(; 0)
 6
6 C(jjm12(t; x) m22(t; x)jj1;6):
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Thus we have: if the input data are close, the corresponding solutions in the introduced norm
are close too.
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О единственности и непрерывной зависимости от входных
данных решения системы двух нагруженных
параболических уравнений с данными Коши
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Россия
Мы рассматриваем задачу Коши для системы одномерных нагруженных параболических уравне-
ний. Доказана единственность и непрерывная зависимость решений от входных данных в классе
гладких ограниченных функций.
Ключевые слова: нагруженное уравнение, система параболических уравнений, метод слабой ап-
проксимации, задача Коши, единственность, непрерывная зависимость решения от входных дан-
ных.
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