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DYNAMICS OF UNITARY OPERATORS
DAVID DAMANIK, JAKE FILLMAN, AND ROBERT VANCE
Abstract. We consider the iteration of a unitary operator on a separable
Hilbert space and study the spreading rates of the associated discrete-time
dynamical system relative to a given orthonormal basis. We prove lower
bounds for the transport exponents, which measure the time-averaged spread-
ing on a power-law scale, in terms of dimensional properties of the spectral
measure associated with the unitary operator and the initial state. These
results are the unitary analog of results established in recent years for the
dynamics of the Schro¨dinger equation, which is a continuum-time dynamical
system associated with a self-adjoint operator. We discuss how these general
results may be studied by means of subordinacy theory in cases where the
unitary operator is given by a CMV matrix. An example of particular interest
in which this scenario arises is given by a time-homogeneous quantum walk
on the integers. For the particular case of the time-homogeneous Fibonacci
quantum walk, we illustrate how these components work together and produce
explicit lower bounds for the transport exponents associated with this model.
Mathematics Subject Classification (2010). 42C05; 82B41.
Keywords. unitary operators, quantum dynamics, quantum walks.
1. Introduction
This paper is concerned with the dynamics of unitary operators acting on Hilbert
spaces. Specifically, we fix a (separable) Hilbert space H, an orthonormal basis
(ϕn)n∈A for H, a unitary operator U : H → H, and a unit vector ψ ∈ H and
consider the discrete-time evolution ψ(k) = Ukψ. The orthonormal basis (ϕn)n∈A
will be indexed by a suitable countable set A - in general we may always take
A = Z+, but other countable sets may be more natural in certain settings. For
example, in the caseH = ℓ2(Zd), it is natural to use the orthonormal basis (δn)n∈Zd .
Our goal is to give as complete a dynamical picture as possible for the spreading
of Ukψ with respect to the basis (ϕn)n∈A in terms of spectral characteristics of
U . By the spectral theorem, there is a Borel probability measure µUψ on the circle
∂D = {z ∈ C : |z| = 1} such that
〈ψ, f(U)ψ〉 =
∫
σ(U)
f(z) dµUψ (z)
for any bounded, Borel measurable function f on ∂D. Typically, we will suppress
the dependence of µUψ on U and simply write µψ.
D. D. was supported in part by a Simons Fellowship and NSF grant DMS–1067988.
J. F. was supported in part by NSF grant DMS–1067988.
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There is an extensive literature devoted to the “self-adjoint case,” that is, the
time-evolution associated with the Schro¨dinger equation. Given a self-adjoint oper-
ator H in H and a unit vector ψ ∈ H, one studies the spreading of e−itHψ relative
to a given orthonormal basis. We refer the reader to [6, 9, 10, 11, 16] and the
references therein. Despite the obvious analogies, much less is known about the
unitary case – see [1, 8, 18], for example. One may be tempted to reduce questions
about the unitary case to known results in the self-adjoint case. In our opinion
this has at least two drawbacks. The self-adjoint case leads naturally to Cesa`ro
averages in the continuous time-parameter and hence such results have no meaning
in the unitary setting, where the time-parameter is discrete. Moreover, a problem
in the unitary case is often given by an explicit unitary operator and one wants to
take advantage of the (usually) simple structure of the operator, which may not
be present in any associated self-adjoint operator. Specifically, we will discuss the
class of CMV matrices later in the paper and there is an extensive set of tools one
can use to analyze such an operator and verify the input to the general dynamical
results in the unitary case. It will be obvious that it is extremely desirable to stay
within the class of CMV matrices when proving delicate spectral properties such
as α-continuity, which are often difficult to establish for a given operator.
As a consequence, we prefer to work out the analogies between the self-adjoint
case and the unitary case. That is, we will establish general results in the unitary
case that mirror known results in the self-adjoint case. The advantage of this
approach is that we obtain results that can readily be applied to a given setting in
which a time-evolution is given by the iteration of a unitary operator.
For example, there has been a lot of activity recently in the study of quantum
walks; compare [2, 3, 12, 13, 14] and references therein. A quantum walk is indeed
given by the iteration of a unitary operator, and hence our general results below ap-
ply directly to any quantum walk. More specifically, a time-homogeneous quantum
walk on the integers can be related in a simple way to a CMV matrix, as pointed
out in [2]. Thus, for quantum walks of this kind, one wants to take advantage of
the tools available that allow one to prove the required spectral continuity results
for spectral measures. One of the primary tools here is subordinacy theory, which
derives spectral continuity from solution estimates. The latter may be obtained by
an analysis of the transfer matrices associated with a given CMV matrix.
The structure of the paper is as follows. In Section 2 we introduce some basic
quantities that capture the aspects of the dynamics in which we are interested. In
particular, the transport exponents are defined. In Section 3 we establish lower
bounds for the transport exponents in terms of regularity of the spectral measure.
In particular, the Hausdorff dimension and the packing dimension of the spectral
measure play a crucial role. In Section 4 we focus on the special case where the
unitary operator in question is given by a CMVmatrix. We discuss how subordinacy
theory provides an elegant way of establishing the spectral regularity that was
shown to imply lower transport bounds. Then we turn to the connection between
quantum walks on the integers and CMV matrices and explain how the material
from earlier parts of the paper gives a useful framework in which the spreading rates
of a quantum walk on the integers may be studied. Finally, we use the Fibonacci
quantum walk as an example for which we implement this overall strategy, and
derive explicit lower bounds for the spreading rates associated with this model from
the connection with CMV matrices, an analysis of the solutions which provides
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the input to subordinacy theory and hence implies spectral regularity, and the
derivation of the lower bounds for the transport exponents from these spectral
regularity properties.
Acknowledgements. We are grateful to the anonymous referees for several useful
suggestions that led to marked improvements of the paper.
2. Preliminaries and Basic Definitions
We shall mirror the notation and development found in [6]. Let H be a complex
separable Hilbert space, U a unitary operator on H, and ψ ∈ H such that ‖ψ‖ = 1.
We are interested in the time evolution of the vector ψ, that is, ψ(k) = Ukψ. Let
(ϕn)n∈A be an orthonormal basis for H, indexed by a suitable countable set A – in
this paper, we will consider A = Zd+,Z
d as appropriate. To describe the spreading
of ψ with respect to the basis (ϕn)n∈A, we first define
aψ(n, k) = |〈ϕn, ψ(k)〉|2 ,
which can be thought of as the probability that ψ is in the state ϕn at time k. We
shall also be interested in the Cesa`ro time-averaged probabilities, given by
a˜ψ(n,K) =
1
K
K−1∑
k=0
aψ(n, k).
Throughout the paper, we shall be interested in Cesa`ro averages of quantities,
so, for a function f : Z≥0 → R, we introduce the notation 〈f〉 to denote the average
of f . More precisely, we set
〈f〉(K) = 1
K
K−1∑
j=0
f(j).
For example, in this notation, one could write a˜ψ(n,K) = 〈aψ(n, ·)〉(K).
For fixed k,K, a straightforward computation reveals∑
n∈A
aψ(n, k) =
∑
n∈A
a˜ψ(n,K) = 1
since (ϕn)n∈A is an orthonormal basis for H.
Given R ≥ 0, we are interested in the probability of finding ψ within a ball of
radius R. Specifically, we define
Pψin(R, k) =
∑
|n|≤R
aψ(n, k),
Pψout(R, k) =
∑
|n|>R
aψ(n, k) = 1− Pψin(R, k),
and their time-averaged counterparts
P˜ψin(R,K) =
∑
|n|≤R
a˜ψ(n,K) = 〈Pin(R, ·)〉(K),
P˜ψout(R,K) =
∑
|n|>R
a˜ψ(n,K).
In the above formulae, |n| denotes the ℓ1 norm of n, that is, |n| = |n1|+ · · ·+ |nd|.
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We shall also describe transport behavior of U and ψ in terms of the moments
of the position operator, defined by
|X |pψ(k) =
∑
n
(|n|p + 1) aψ(n, k),
with the time-averaged counterparts〈
|X |pψ
〉
(K) =
∑
n
(|n|p + 1) a˜ψ(n,K) = 1
K
K−1∑
k=0
|X |pψ(k).
Remark 2.1. It is helpful to observe that〈
|X |pψ
〉
(K) ≥ RpP˜out(R,K)
for all R,K
We would like to compare the growth of |X |pψ(k) to polynomial growth of the form
kβp for a suitable exponent β. In light of this, the following transport exponents
are natural objects to consider
β+ψ (p) = lim sup
k→∞
log
(
|X |pψ(k)
)
p log(k)
,
β−ψ (p) = lim infk→∞
log
(
|X |pψ(k)
)
p log(k)
,
β˜+ψ (p) = lim sup
K→∞
log
(〈
|X |pψ
〉
(K)
)
p log(K)
,
β˜−ψ (p) = lim infK→∞
log
(〈
|X |pψ
〉
(K)
)
p log(K)
.
By Jensen’s inequality, the functions β±ψ and β˜
±
ψ are non-decreasing functions of
p. For a detailed proof of this, the interested reader may consult Lemma 2.7 of [6],
for example.
Usually, the initial state ψ will be explicitly given or clear from context, so we
will often suppress the dependence of the dynamical quantities on ψ, and simply
write a(n, k), Pin(R, k), |X |p(k), etc.
3. Transport and Singular Continuous Spectrum
In this section we prove estimates for the dynamical quantities introduced in the
previous section that hold for general unitary operators. We begin with results that
rely on suitable regularity properties of the spectral measure associated with the
operator U and the initial state ψ. Specifically, we first consider the case where
the measure is uniformly α-Ho¨lder continuous for some α > 0 and then study the
case of measures that have a non-trivial α-continuous component, that is, measures
that are not singular with respect to α-dimensional Hausdorff measure. In fact, the
latter case can be understood by approximation with measures covered by results
in the former case. As a consequence, we obtain quantitative estimates in terms
of the most continuous component of the spectral measure. One should emphasize
that these estimates are strictly one-sided. That is, based on the analogy to the
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self-adjoint case, one may expect that in some cases, transport can be fast even if
the spectral measure is highly singular.
3.1. Uniformly α-Ho¨lder Continuous Spectral Measures. We shall first be
interested in a description of continuity and singularity of measures supported on
∂D. To that end, let us first recall the notion of uniform Ho¨lder continuity for such
measures.
Definition 3.1. We will say that a measure µ on ∂D is uniformly α-Ho¨lder con-
tinuous (UαH) if there exists a constant C > 0 such that for every arc I ⊆ ∂D,
we have µ(I) < C|I|α, where | · | shall be taken to mean one-dimensional Lebesgue
measure on ∂D.
We remark that a measure µ on ∂D which is UαH must necessarily be finite, for
µ(∂D) ≤ C|∂D|α <∞.
The following lemma provides the critical estimate for the results that follow.
Lemma 3.2. Suppose µ is a UαH measure on ∂D for 0 ≤ α < 1. There exists a
constant γ > 0 such that∫
∂D
∣∣∣∣zKwK − 1zw − 1
∣∣∣∣ dµ(w) ≤ γK1−α
for all z ∈ ∂D and all K ∈ Z+. In particular, γ depends on neither z nor K.
Proof. By uniformity of µ, it is no loss of generality to assume that z = 1, so we
may consider the integral ∫
∂D
∣∣∣∣wK − 1w − 1
∣∣∣∣ dµ(w).
The case α = 0 is trivial: take γ = µ(∂D) and observe that∣∣∣∣wK − 1w − 1
∣∣∣∣ = ∣∣1 + w + w2 + · · ·+ wK−1∣∣ ≤ K
for all w ∈ ∂D by the triangle inequality, so that the integral in question is bounded
by µ(∂D) ·K.
Next, suppose 0 < α < 1. For each K, there are three parts of the integral that
we will control:
S1 = {z ∈ ∂D : Re(z) ≤ 0},
S2 =
{
eiθ : − π
2K
≤ θ ≤ π
2K
}
,
S3 =
{
eiθ :
π
2K
< θ ≤ π
2
or − π
2
≤ θ < − π
2K
}
.
It is easy to see that
∣∣∣wK−1w−1 ∣∣∣ ≤ √2 on S1, and hence∫
S1
∣∣∣∣wK − 1w − 1
∣∣∣∣ dµ(w) ≤ √2µ(∂D)
Since µ is UαH, choose C such that µ(I) ≤ C|I|α for arcs I. In particular,
µ(S2) ≤ C
( π
K
)α
= C1K
−α
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with C1 = Cπ
α.
Since
∣∣∣wK−1w−1 ∣∣∣ ≤ K for all w ∈ S2 (indeed for all w ∈ ∂D), we have∫
S2
∣∣∣∣wK − 1w − 1
∣∣∣∣ dµ(w) ≤ Kµ(S2) ≤ C1K1−α.
Lastly, we consider S3. We can decompose
S3 ⊆
⌊√K⌋⋃
l=1
(Al ∪Bl)
with Al =
{
eiθ : l
2π
2K < θ ≤ (l+1)
2π
2K
}
and Bl =
{
eiθ : − (l+1)2π2K ≤ θ < − l
2π
2K
}
. We
have
µ(Al), µ(Bl) ≤ C
(
(l + 1)2π
2K
− l
2π
2K
)α
≤ C2lαK−α
with C2 = C
(
3π
2
)α
Additionally, for w ∈ Al ∪Bl, one has
∣∣wK − 1∣∣ ≤ 2 and
|w − 1| ≥ sin
(
l2π
2K
)
≥ l
2
K
.
Thus, if α < 1, we have∫
S3
∣∣∣∣wK − 1w − 1
∣∣∣∣ dµ(w) ≤ ⌊
√
K⌋∑
l=1
∫
Al
∣∣∣∣wK − 1w − 1
∣∣∣∣ dµ(w) + ⌊
√
K⌋∑
l=1
∫
Bl
∣∣∣∣wK − 1w − 1
∣∣∣∣ dµ(w)
≤
⌊√K⌋∑
l=1
4K
l2
· C2lαK−α
≤ 4C2K1−α
∞∑
l=1
lα−2
≤ C3K1−α
with C3 = 4C2
∑∞
l=1 l
α−2 (note that the series converges because α < 1). Combin-
ing the three estimates for S1, S2, and S3 gives us the desired bound. 
Remark 3.3. It is relatively easy to see that the proof of Lemma 3.2 yields an upper
bound of constant times log(K) in the case when α = 1. Moreover, it is well-known
and not hard to verify that this upper bound is optimal when µ is Lebesgue measure
on ∂D. However, the factor of log(K) would not be optimal in the following lemma,
which is why a separate argument is necessary therein.
Lemma 3.2 gives estimates for Fourier coefficients on the unit circle very similar
to those in Strichartz’ theorem [23].
Lemma 3.4. Suppose µ is a UαH measure on ∂D for some 0 ≤ α ≤ 1. For each
f ∈ L2(∂D, dµ), k ∈ Z, define
f̂µ(k) =
∫
∂D
z−kf(z) dµ(z).
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Then, there exists C > 0 such that for all f ∈ L2(∂D, dµ) and K > 0, we have〈∣∣∣f̂µ∣∣∣2〉 (K) < C‖f‖2L2(µ)K−α.
Proof. First, suppose α < 1. A straightforward calculation reveals〈∣∣∣f̂µ∣∣∣2〉 (K) = 1
K
K−1∑
j=0
∣∣∣f̂µ(j)∣∣∣2
=
1
K
K−1∑
j=0
∫
∂D
∫
∂D
zjwjf(z)f(w) dµ(z) dµ(w)
=
1
K
∫
∂D
∫
∂D
zKwK − 1
zw − 1 f(z)f(w) dµ(z) dµ(w).
By using the elementary inequality |ab| ≤ 12 |a|2 + 12 |b|2 and Fubini’s Theorem, we
see that this is in turn bounded above by
1
K
∫
∂D
∫
∂D
∣∣∣∣zKwK − 1zw − 1
∣∣∣∣ |f(z)|2 dµ(z) dµ(w).
Now, we integrate with respect to w and apply the previous lemma to see that this
is less than or equal to
1
K
γK1−α
∫
∂D
|f(z)|2 dµ(z) = γK−α‖f‖2.
The case α = 1 is essentially elementary. Suppose µ is U1H, and let λ denote
(normalized) Lebesgue measure on ∂D. Evidently, µ is absolutely continuous with
respect to λ. Moreover, by the Lebesgue Differentiation Theorem, g = dµdλ is in
L∞(λ). Notice that f
√
g ∈ L2(λ) and, evidently,
∥∥f√g∥∥
L2(λ)
= ‖f‖L2(µ). Thus,
by Plancherel, we have 〈∣∣∣f̂µ∣∣∣2〉 (K) = 1
K
K−1∑
j=0
∣∣∣f̂µ(j)∣∣∣2
=
1
K
K−1∑
j=0
∣∣∣f̂ g(j)∣∣∣2
≤ 1
K
‖fg‖2L2(λ)
≤ ‖g‖∞
K
‖f√g‖2L2(λ)
=
‖g‖∞
K
‖f‖2L2(µ).
Notice that ·̂ has two different meanings in the above argument. In the first line,
it is as defined in the statement of the lemma, while, in the second line, it denotes
the usual Fourier transform L2(∂D, λ)→ ℓ2(Z). 
Proposition 3.5. Let H, U , ψ, and (ϕn)n∈A with A = Zd+ or A = Zd. If the
spectral measure µψ is UαH for some 0 ≤ α ≤ 1, then there is a uniform constant
C0 > 0 such that the following hold for all N,K ≥ 1:
P˜in(N,K) ≤ C0NdK−α.
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As a consequence, for each p > 0, there exists a constant Cp > 0 such that the
following holds for all K: 〈
|X |pψ
〉
(K) ≥ CpK
pα
d .
Proof. Let Hψ denote the cyclic subspace spanned by U and ψ, with the corre-
sponding orthogonal projection Pψ : H → Hψ . Next, let V : Hψ → L2(∂D, dµψ(z))
denote the natural unitary equivalence sending f(U)ψ to f(z). Put unψ = V Pψϕn.
We may observe that
a(n, k) =
∣∣∣ûnψµψ(k)∣∣∣2
by Fubini’s theorem and the spectral theorem. Hence, we obtain
P˜in(N,K) =
1
K
K−1∑
k=0
∑
|n|≤N
a(n, k)
=
∑
|n|≤N
〈∣∣∣ûnψµψ∣∣∣2〉 (K)
≤
∑
|n|≤N
CK−α‖unψ‖2L2(∂D,dµψ)
≤ C0K−αNd.
The third line follows from Lemma 3.4, and the final line follows from the observa-
tions ‖unψ‖L2(∂D,dµψ) = ‖Pψϕn‖ ≤ ‖ϕn‖ = 1 and #{n : |n| ≤ N} ∼ Nd.
This implies that
P˜in
((
Kα
2C0
)1/d
,K
)
≤ 1
2
.
Equivalently,
P˜out
((
Kα
2C0
)1/d
,K
)
≥ 1
2
.
As a consequence of Remark 2.1, we then obtain the estimate〈
|X |pψ
〉
(K) ≥
(
Kα
2C0
)p/d
· 1
2
With Cp =
1
2(2C0)p/d
, we obtain the desired lower bound. 
We can use the previous proposition to prove a reformulation of Theorem 3.2 of
[16] in the present context:
Proposition 3.6. Suppose that µψ is UαH for some 0 ≤ α ≤ 1. There then exists
a constant C = Cψ such that the following holds for any compact operator A, any
p ∈ N, and any K > 0:
1
K
K−1∑
j=0
|〈ψ(k), Aψ(k)〉| < C1/pψ ‖A‖pK−α/p.
The expression ‖A‖p denotes the pth trace norm of A, that is,
‖A‖p = (tr (|A|p))1/p .
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We allow the possibility that ‖A‖p =∞, in which case the conclusion of the theorem
is trivial.
Proof. The proof is essentially identical to that given by Last for the self-adjoint
case in [16]. We provide the details for the case p > 1 for the convenience of the
reader. The result when p = 1 is significantly easier.
As before, let Pψ : H → Hψ denote the orthogonal projection onto the cyclic sub-
space spanned by U and ψ, and V : Hψ → L2(∂D, dµψ) the standard unitary equiv-
alence. Given φ ∈ H with ‖φ‖ = 1, put fφ = V Pψφ. Evidently, ‖fφ‖L2(∂D,dµψ) ≤ 1.
We may observe that
|〈φ, ψ(k)〉| = |〈φ, Ukψ〉|
= |〈fφ(z), zk〉L2(∂D,dµψ)|
=
∣∣∣f̂φµψ(k)∣∣∣ .
In particular, Lemma 3.4 implies that there exists a constant Cψ (which does not
depend on φ) such that
(1)
〈|〈φ, ψ(·)〉|2〉 (K) ≤ CψK−α.
By the singular value decomposition, there exist real numbers sn ≥ 0 and orthonor-
mal bases (xn) and (yn) of H such that A can be written as
Aφ =
∑
n
sn〈xn, φ〉yn.
Moreover, it is well known that ‖A‖p = (
∑
n s
p
n)
1/p
. Let q ∈ (1,∞) denote the
exponent conjugate to p, so that 1p +
1
q = 1. We may observe that, for each k, one
has
|〈ψ(k), Aψ(k)〉| =
∣∣∣∣∣
〈
ψ(k),
∑
n
sn〈xn, ψ(k)〉yn
〉∣∣∣∣∣
≤
∑
n
sn|〈xn, ψ(k)〉〈yn, ψ(k)〉|.
Thus, we obtain
1
K
K−1∑
k=0
|〈ψ(k), Aψ(k)〉| ≤ 1
K
∑
n
sn
K−1∑
k=0
|〈xn, ψ(k)〉〈yn, ψ(k)〉|.
Applying Cauchy-Schwarz to the summation over k, we see that the expression on
the right hand side is bounded above by
1
K
∑
n
sn
(
K−1∑
k=0
|〈xn, ψ(k)〉|2
)1/2(K−1∑
k=0
|〈yn, ψ(k)〉|2
)1/2
.
Applying Ho¨lder’s inequality to the summation over n, this is in turn bounded
above by
1
K
(∑
n
spn
)1/p∑
n
(
K−1∑
k=0
|〈xn, ψ(k)〉|2
)q/2(K−1∑
k=0
|〈yn, ψ(k)〉|2
)q/21/q .
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Using Cauchy-Schwarz one last time on the right-hand summation in n and the
definition of the pth trace norm, this expression is less than or equal to
‖A‖p
((∑
n
(
1
K
K−1∑
k=0
|〈xn, ψ(k)〉|2
)q)(∑
n
(
1
K
K−1∑
k=0
|〈yn, ψ(k)〉|2
)q)) 12q
.
Since (xn) and (yn) are orthonormal bases of H, unitarity of U and (1) imply that
the expression above is in turn bounded above by
‖A‖p
((
CψK
−α)q−1 (CψK−α)q−1) 12q = ‖A‖pC1/pψ K−α/p,
where we have used p−1 + q−1 = 1.

3.2. Spectral Measures with a Non-Trivial α-Continuous Component.
The results above can be strengthened further. We briefly review the definition
of α-dimensional Hausdorff measure.
Definition 3.7. Fix α ≥ 0, and let E ⊆ ∂D. Given δ > 0, by a δ-cover of E,
we shall mean a (countable) collection of subsets S1, S2, . . . ⊆ ∂D which satisfies
diam(Sn) < δ for all n and E ⊆
⋃∞
n=1 Sn. The collection of all δ-covers of E will
be denoted Iδ(E). The α-dimensional Hausdorff measure of E is then defined by
hα(E) = lim
δ→0+
inf
(Sn)∈Iδ(E)
∞∑
n=1
(diam(Sn))
α
.
Note that the infimum of such sums over δ-covers is monotone in δ so that the
indicated limit indeed exists.
The Hausdorff dimension of a non-empty subset S of ∂D is given by
dimH(S) = sup{α : hα(S) > 0} = sup{α : hα(S) =∞}
= inf{α : hα(S) <∞} = inf{α : hα(S) = 0}.
We shall say that a measure µ on ∂D is α-continuous (αc) if µ(E) = 0 for all
sets E ⊆ ∂D having hα(E) = 0. One can easily check that a UαH measure on
∂D must necessarily be α-continuous. The converse need not hold in general, but
we can adapt a theorem of Rogers and Taylor for measures on R to see that an
α-continuous measure on ∂D is “almost” a UαH measure. The precise formulation
follows.
Lemma 3.8. Suppose µ is a finite α-continuous measure on ∂D. Then, for each
ǫ > 0, there exist mutually singular Borel measures µǫ1 and µ
ǫ
2 on ∂D such that
µ = µǫ1 + µ
ǫ
2, µ
ǫ
1 is UαH, and µ
ǫ
2(∂D) < ǫ.
Proof. Let T : eiθ 7→ θ be the usual map from ∂D to [0, 2π). Evidently, ν := T∗µ
is an α-continuous measure on [0, 2π) ⊂ R, and hence, we may invoke the result of
Rogers and Taylor for measures on R [19, 20] to produce mutually singular Borel
measures νǫ1, ν
ǫ
2 on [0, 2π) such that ν = ν
ǫ
1 + ν
ǫ
2, ν
ǫ
1 is UαH, and ν
ǫ
2([0, 2π)) < ǫ.
Some slight untangling shows that µǫ1 :=
(
T−1
)
∗ ν
ǫ
1 and µ
ǫ
2 :=
(
T−1
)
∗ ν
ǫ
2 are the
desired measures on ∂D. 
We shall say that µ is α-singular if it is supported on a set having zero α-
dimensional Hausdorff measure. This leads to a natural decomposition of our
Hilbert space, H = Hαc⊕Hαs, where H• = {ψ ∈ H : µψ is •}. One can check that
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these are closed, mutually orthogonal subspaces of H. As usual, let us denote by
P• the orthogonal projection onto H•.
Theorem 6.1 of [16] generalizes to the present context.
Proposition 3.9. Suppose that Pαcψ 6= 0 for some α ∈ [0, 1]. Choose d as in
Proposition 3.5. Then, for each p > 0, there exists a constant C = Cψ,p such that
for every K > 0, one has
〈|X |pψ〉(K) > Cψ,pKαp/d.
Proof. The proof of this result is again essentially identical to that of Theorem 6.1
in [16]. We provide the details for completeness.
Put ψαc = Pαcψ and ψαs = Pαsψ = ψ − ψαc. By Lemma 3.8, we may
choose Borel measures µ1 and µ2 on ∂D such that µψαc = µ1 + µ2, µ1 is UαH,
µ2(∂D) <
1
2‖ψαc‖2, and there is a set S ⊆ ∂D with µ1(∂D\S) = µ2(S) = 0.
Let ψ1 = χS(U)ψαc, ψ2 = ψ − ψ1. By the spectral theorem, we may observe
that
µψ1(E) = 〈ψ1, χE(U)ψ1〉
= 〈ψαc, χE∩Sψαc〉
= µψαc(E ∩ S)
= µ1(E).
Thus, µψ1 = µ1. In particular, µψ1 is UαH.
Define the projection onto a ball of radius N via PNx =
∑
|n|≤N〈ϕn, x〉ϕn. We
may choose a constant C which depends solely on d such that #{n : |n| ≤ N} ≤
CNd. In particular, ‖PN‖1 = tr(PN ) ≤ CNd. By Proposition 3.6, we may choose
a constant C = Cψ1 for which
1
K
K−1∑
j=0
〈ψ(j), PNψ1(j)〉 < Cψ1‖PN‖1K−α.
Using the fact that PN is a projection, we see that
1
K
K−1∑
k=0
‖PNψ1(k)‖2 = 1
K
K−1∑
k=0
〈ψ1(k), PNψ1(k)〉
< Cψ1‖PN‖1K−α
≤ C1NdK−α
with C1 = Cψ1C.
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Thus, we have
P˜in(N,K) =
1
K
K−1∑
k=0
‖PNψ(k)‖2
≤ 1
K
K−1∑
k=0
(‖PNψ1(k)‖+ ‖PNψ2(k)‖)2
≤ 1
K
K−1∑
k=0
(‖PNψ1(k)‖+ ‖ψ2‖)2
≤

√√√√ 1
K
K−1∑
k=0
‖PNψ1(k)‖2 + ‖ψ2‖
2
<
(√
C1NdK−α + ‖ψ2‖
)2
,
where we have used projectivity of PN and unitarity of U in the third line and
Cauchy-Schwarz in the fourth. Choose η > 0 with η <
√
6−2
2 . Hence,
P˜in
((
η2‖ψ1‖4Kα
C1
)1/d
,K
)
<
(
η‖ψ1‖2 + ‖ψ2‖
)2
< 1− 1
2
‖ψ1‖2,
where we have used ‖ψ1‖, ‖ψ2‖ ≤ 1 and the upper bound on η to obtain the second
line of the estimate. It follows that
P˜out
((
η2‖ψ1‖4Kα
C1
)1/d
,K
)
>
1
2
‖ψ1‖2.
Making use of Remark 2.1, we see that〈
|X |pψ
〉
(K) ≥
(
η2‖ψ1‖4Kα
C1
)p/d
P˜out
((
η2‖ψ1‖4Kα
C1
)1/d
,K
)
≥ Cψ,pK
αp
d ,
where we take Cψ,p =
‖ψ1‖2
2
(
η2‖ψ1‖4
C1
)p/d
. 
Remark 3.10. One should note that Proposition 3.9 is indeed stronger than the
second part of Proposition 3.5, since µψ UαH =⇒ µψ is α-continuous =⇒
Pαcψ = ψ 6= 0.
Proposition 3.9 immediately yields a lower bound on the transport exponents
β˜±ψ (p).
Corollary 3.11. Suppose that ψ is such that Pαcψ 6= 0 for some 0 ≤ α ≤ 1. One
then has
β˜−ψ (p) ≥
α
d
.
Proof. This is immediate from the definitions. 
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A succinct way of restating this last result involves the concept of the (upper)
Hausdorff dimension of a measure. Recall the following definition; see [7] for back-
ground and more information.
Definition 3.12. Let µ be a finite Borel measure on ∂D. The upper Hausdorff
dimension of µ is given by
dim+H(µ) = inf{dimH(S) : S ⊂ ∂D measurable, µ(S) = µ(∂D)}.
Loosely speaking, the upper Hausdorff dimension of the measure µ is the smallest
Hausdorff dimension of a set which supports µ.
Corollary 3.13. We have
β˜−ψ (p) ≥
dim+H(µ
U
ψ )
d
.
Proof. If dim+H(µ
U
ψ ) = 0, there is nothing to prove. Thus, let us assume that
dim+H(µ
U
ψ ) > 0 and choose α ∈ (0, dim+H(µUψ )). Since α < dim+H(µUψ ), the definition
of the upper Hausdorff dimension implies that in the Rogers-Taylor decomposition
of µUψ into an α-continuous piece and an α-singular piece, the former must be
nontrivial (for otherwise we could choose a suitable support of the latter to derive
a contradiction). This implies that the previous corollary is applicable with the
α in question and hence yields β˜±ψ (p) ≥ αd . Since this estimate holds for every
α ∈ (0, dim+H(µUψ )), the assertion follows. 
3.3. Extracting the α-Continuous Component of a Measure on the Circle.
The previous subsection has shown that a non-trivial α-continuous component of a
spectral measure leads to a corresponding dynamical lower bound. This motivates
the question of finding a useful way to extract and study the α-continuous com-
ponent of a finite measure on ∂D. In this subsection we summarize some known
results that answer this question and provide a bridge to the discussion of CMV
matrices in Section 4.
Let µ be a finite measure on ∂D. Given α ∈ (0, 1) and z0 ∈ ∂D, let
Dαµ(z0) = lim sup
ε↓0
µ{z ∈ ∂D : z = z0eiϕ, ϕ ∈ (−ε, ε)}
(2ε)α
∈ [0,∞]
and
Sα = {z ∈ ∂D : Dαµ (z) =∞}.
The following result is due to Rogers and Taylor [19, 20]; see also [22, Theo-
rem 10.8.7] and its discussion therein.
Theorem 3.14. Consider the restrictions
µαc = µ
∣∣∣
∂D\Sα
, µαs = µ
∣∣∣
Sα
.
Then, µαc gives zero weight to measurable S ⊆ ∂D with hα(S) = 0 and µαs is
supported by a measurable set S ⊆ ∂D with hα(S) = 0. In particular,
µ = µαc + µαs
is the decomposition of µ into an α-continuous piece and an α-singular piece.
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This shows that the α-derivative Dαµ of a measure may be used to extract the
α-continuous component of it. The following connection is also very useful. Recall
that the Carathe´odory function F associated with µ is given by
F (z) =
∫
∂D
eiθ + z
eiθ − z dµ(e
iθ).
The following equivalence is established in [22, Lemma 10.8.6].
Proposition 3.15. For z0 ∈ ∂D, we have
Dαµ (z0) =∞ ⇔ lim sup
r↑1
(1− r)1−α|F (rz0)| =∞.
As we will see in Section 4, the rate of divergence of |F (rz0)| as r ↑ 1 can be
studied by quite effective means in the case of CMV matrices. In particular, this
provides a direct path toward dynamical lower bounds for such operators.
3.4. A Consequence of the Parseval Identity. In this subsection we work out
a unitary analog of a lemma that has proved to be useful in the self-adjoint case.
Namely, it is a consequence of the Parseval identity that a modified time average of
the dynamics is related, via Fourier transform, to an energy average of the resolvent
of the operator.
Lemma 3.16. For K ≥ 1 and n arbitrary, we have
∑
k≥0
e−2k/Ka(n, k) = e2/K
∫ 2π
0
∣∣∣〈ϕn, (U − e1/K+iθ)−1ψ〉∣∣∣2 dθ
2π
.
Proof. The proof is an adaptation of the proof of [15, Lemma 3.2] to the unitary
case at hand. We give the details for the convenience of the reader.
Denote
f(k) =
{
e−k/K
∫
∂D z
kunψ(z) dµψ(z) k ≥ 0,
0 k < 0.
Then,
fˆ(θ) =
∑
k∈Z
e−ikθf(k)
=
∑
k≥0
e−ikθe−k/K
∫
∂D
zkunψ(z) dµψ(z)
=
∫
∂D
unψ(z)dµψ(z)
1− e−1/K−iθz
= e1/K+iθ
∫
∂D
unψ(z) dµψ(z)
e1/K+iθ − z
= −e1/K+iθ〈ϕn, (U − e1/K+iθ)−1ψ〉.
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The Parseval identity now implies that∑
k≥0
e−2k/Ka(n, k) = ‖f‖2ℓ2(Z)
=
1
2π
‖fˆ‖2L2(0,2π)
= e2/K
∫ 2π
0
∣∣∣〈ϕn, (U − e1/K+iθ)−1ψ〉∣∣∣2 dθ
2π
,
as claimed. 
Remark 3.17. Lemma 3.16 suggests that instead of Cesa`ro averages, we consider
the following averages,
〈f〉(K) = 2
K
∑
k≥0
e−2k/Kf(j).
The transport exponents associated with these time averages are actually the same
as the ones associated with Cesa`ro time averages, provided that the function f
satisfies some power-law upper bound; see [6, Lemma 2.19]. Thus, when studying
the quantities β˜±ψ (p), we can freely use the more convenient underlying time average.
3.5. Packing Dimensions of Spectral Measures. In [11], the authors prove
a companion result to those in [16], by bounding β˜+ from below by the packing
dimension of the relevant spectral measure in the self-adjoint case.
Proposition 1 of [11] carries over to the present context. For the reader’s conve-
nience, we produce the details presently.
Lemma 3.18. Let F ⊆ A be a subset of the indexing set of the orthonormal basis
(ϕn)n∈A. Given K ∈ Z+ and 0 < ǫ < 1, choose N = N(K, ǫ) so that
2N−2 ≤ Kπ√
ǫ
< 2N−1.
Partition ∂D into dyadic arcs as follows: for 0 ≤ j ≤ N , put
θj,N =
jπ
2N−1
,
γj,N = e
iθj,N ,
Γj,N =
{
eiθ : θj,N ≤ θ < θj+1,N
}
.
Given ǫ > 0, one has
1
K
∑
n∈F
K−1∑
l=0
|〈ϕn, ψ(l)〉|2 ≤ 2ǫ+ 8π√
ǫ
∑
n∈F
2N−1∑
j=0
∣∣∣〈ϕn, χΓj,N (U)ψ〉∣∣∣2 .
Proof. We can see that ∂D is the disjoint union of the Γj,N as j runs from 0 to
2N − 1. We may then approximate ψ(l) = U lψ by
ψK(l) =
2N−1∑
j=0
γlj,NχΓj,N (U)ψ.
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Indeed, one readily observes that, for 0 ≤ l ≤ K, one has
‖ψ(l)− ψK(l)‖2 =
∥∥∥∥∥∥U lψ −
2N−1∑
j=0
γlj,NχΓj,N (U)ψ
∥∥∥∥∥∥
2
=
2N−1∑
j=0
∫
Γj,N
∣∣zl − γlj,N ∣∣2 dµψ(z)
≤
2N−1∑
j=0
∫
Γj,N
(
lπ
2N−1
)2
dµψ(z)
=
(
lπ
2N−1
)2
< ǫ.
The first line is a definition, the second follows from the spectral theorem, the third
by construction of the Γj,N , the fourth from µψ(∂D) = ‖ψ‖ = 1, and the fifth from
our choice of N and 0 ≤ l ≤ K. It follows that
1
K
∑
n∈F
K−1∑
l=0
|〈ϕn, ψ(l)〉|2
≤ 2
K
∑
n∈F
K−1∑
l=0
|〈ϕn, ψK(l)− ψ(l)〉|2 + 2
K
∑
n∈F
K−1∑
l=0
|〈ϕn, ψK(l)〉|2
<2ǫ+
2
K
∑
n∈F
2N−1∑
l=0
|〈ϕn, ψK(l)〉|2 .
We have used the elementary inequality |a|2 ≤ 2|a− b|2 + 2|b|2 in the second line.
The third line is a consequence of previous estimates, nonnegativity of summands,
and K < 2N . By expanding ψK and performing some algebraic manipulations, we
see that the above is equal to
2ǫ+
2
K
∑
n∈F
2N−1∑
l=0
2N−1∑
j=0
2N−1∑
k=0
γlj,Nγ
l
k,N
〈
ϕn, χΓj,N (U)ψ
〉〈
ϕn, χΓk,N (U)ψ
〉
.
Summing over l and k, this is equivalent to
2ǫ+
2
K
∑
n∈F
2N−1∑
j=0
2N−1∑
k=0
2Nδj,k
〈
ϕn, χΓj,N (U)ψ
〉〈
ϕn, χΓk,N (U)ψ
〉
=2ǫ+
2
K
∑
n∈F
2N−1∑
j=0
2N
∣∣∣〈ϕn, χΓj,N (U)ψ〉∣∣∣2 .
By using the the relationship between N,K, and ǫ, the above is at most
2ǫ+
8π√
ǫ
∑
n∈F
2N−1∑
j=0
∣∣∣〈ϕn, χΓj,N (U)ψ〉∣∣∣2 ,
which completes the proof of the lemma. 
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Proposition 3.19. Choose d as in Propositions 3.5 and 3.9. Given N ∈ Z+
and 0 < α < 1, let IN,α = {j : µ(Γj,N ) < 2−Nα}, AN,α =
⋃
j∈IN,α Γj,N , and
bN,α = µ(AN,α). If bN,α > 0, then there exists a constant Mα,d depending only on
α and d such that for all K with bN,α2
N−2 ≤ 9πK < bN,α2N−1, one has
P˜out
(
Mα,d
(
b3−αN,αK
α
)1/d
,K
)
≥ bN,α
2
.
Proof. Put ψN = χAN,α(U)ψ. Evidently, we have
‖ψN‖2 = 〈ψ, χAN,α(U)ψ〉 = µ(AN,α) = bN,α.
Pick η > 0 with η <
√
6−2
4 and put ǫ = (ηbN,α)
2
. Given m ∈ Z+, take Fm =
{n : |n| ≤ m}. We note then that bN,α2N−2 ≤ 9πK < bN,α2N−1 is equivalent to
2N−2 ≤ Kπ√
ǫ
< 2N−1. Thus, applying Lemma 3.18 to ǫ, Fm and ψN , we see that
1
K
∑
|n|≤m
K−1∑
l=0
∣∣〈ϕn, U lψN〉∣∣2 ≤ 2η2b2N,α + 8πηbN,α ∑|n|≤m
2N−1∑
j=0
∣∣∣〈ϕn, χΓj,N (U)ψN〉∣∣∣2 .
We can control the sum on the right hand side as follows:
∑
|n|≤m
2N−1∑
j=0
∣∣∣〈ϕn, χΓj,N (U)ψN〉∣∣∣2 = ∑
|n|≤m
∑
j∈IN,α
∣∣∣〈ϕn, χΓj,N (U)ψ〉∣∣∣2
≤
∑
|n|≤m
∑
j∈IN,α
∥∥∥χΓj,N (U)ϕn∥∥∥2 ∥∥∥χΓj,N (U)ψ∥∥∥2
<
∑
|n|≤m
∑
j∈IN,α
2−Nα
∥∥∥χΓj,N (U)ϕn∥∥∥2
≤
∑
|n|≤m
2−Nα
≤ Cdmd2−Nα.
The first line holds because ψN = χAN,α(U)ψ. The second line follows from Cauchy-
Schwarz, the third by definition of IN,α, and the fourth from ‖ϕn‖ = 1. In the fifth
line, Cd is a constant which only depends on d.
Now, take
m =
(
1
4πCd
(ηbN,α)
3
2Nα
)1/d
.
Substituting this value of m into the above inequality yields
1
K
∑
|n|≤m
K−1∑
l=0
∣∣〈ϕn, U lψN〉∣∣2 ≤ 2η2b2N,α + 8πηbN,αCdmd2−Nα
= (2ηbN,α)
2
.
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Now, let Pm be the projection onto a ball of radius m, that is, Pm =∑
|n|≤m〈·, ϕn〉ϕn. With ψ′N = ψ − ψN , we have
P˜in(m,K) =
1
K
K−1∑
l=0
‖Pmψ(l)‖2
=
1
K
K−1∑
l=0
‖PmU l(ψN + ψ′N )‖2
≤ 1
K
K−1∑
l=0
(‖PmU lψN‖2 + 2‖PmU lψN‖‖PmU lψ′N‖+ ‖PmU lψ′N‖2)
≤ (2ηbN,α)2 + 4ηbN,α + ‖ψ′N‖2.
In the final line, we have used the previous estimate, projectivity of Pm, unitarity
of U , ‖ψ′N‖ ≤ 1, and Cauchy-Schwarz. Thus, we see that
P˜out(m,K) = 1− P˜in(m,K)
≥ 1− (2ηbN,α)2 − 4ηbN,α − ‖ψ′N‖2
= bN,α − (2ηbN,α)2 − 4ηbN,α
>
bN,α
2
.
The first line is trivial, the second follows from the estimate above, the third from
orthogonality of ψN and ψ
′
N , and the final follows from bN,α ≤ 1 and the bound
on η. In particular, we may deduce that P˜out(R,K) ≥ bN,α/2 whenever R ≤ m.
Recalling the relationships between the variables, we have 2N > 18πKbN,α , which yields
m =
(
1
4πCd
(ηbN,α)
3
2Nα
)1/d
> Mα,d
(
Kαb3−αN,α
)1/d
,
with
Mα,d =
(
η3(18π)α
4πCd
)1/d
.
The proposition follows. 
Recall the definition of the α-dimensional packing measure pα; compare [7].
Definition 3.20. Suppose S ⊆ ∂D and δ > 0. A δ-packing with centers in S is
a countable collection of mutually disjoint closed arcs, {Ij}j∈Z+ , each of which has
length bounded by δ and center belonging to S. We set
pαδ (S) = sup

∞∑
j=1
|Ij |α : {Ij}j∈Z+ is a δ-packing with centers in S

and
p˜α(S) = lim
δ→0
pαδ (S) = inf
δ>0
pαδ (S).
We also set
pα(S) = inf
{ ∞∑
k=1
p˜α(Sk) : S =
∞⋃
k=1
Sk
}
.
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Note that p˜αδ (S) decreases as δ decreases. This shows that the limit and the
infimum above are indeed equal. Restricted to Borel sets S, pα is a Borel measure.
It is not hard to show that pα(S) = 0 whenever pα
′
(S) <∞ and 0 ≤ α′ < α.
Definition 3.21. The packing dimension of a non-empty subset S of ∂D is given
by
dimP(S) = sup{α : pα(S) > 0} = sup{α : pα(S) =∞}
= inf{α : pα(S) <∞} = inf{α : pα(S) = 0}.
Definition 3.22. Let µ be a finite Borel measure on ∂D. The upper packing di-
mension of µ is given by
dim+P (µ) = inf{dimP(S) : S ⊂ ∂D measurable, µ(S) = µ(∂D)}.
For the proof of the corollary below, the following characterization of the upper
packing dimension is useful; compare Chapter 10 of [7] and the appendix of [11].
Proposition 3.23. The upper packing dimension of µ is also given by
dim+P (µ) = µ ess sup
E∈R
(
lim sup
ε→0
log(µ([E − ε, E + ε]))
log(ε)
)
.
Corollary 3.24. We have
β˜+ψ (p) ≥
dim+P (µ
U
ψ )
d
.
Proof. We argue as in [11]. If dim+P (µ
U
ψ ) = 0, then there is nothing to prove, so
assume given 0 ≤ α < dim+P (µUψ ). One easily verifies that
E ∈ lim sup
N→∞
AN,α ⇐⇒ lim sup
ε→0
log(µ([E − ε, E + ε]))
log(ε)
> α.
In particular, Proposition 3.23 implies that µ (lim supN→∞AN,α) > 0, which, by
Borel-Cantelli, implies that
∑
N∈Z+ µ(AN,α) = ∞. Hence, there is a sequence
(Nj)
∞
j=1 of integers such that bNj = µ(ANj ,α) > N
−2
j (for if not, a simple com-
parison would imply that the divergent sum above converges). Lemma 3.19 then
implies that
P˜out
(
Mα,d
(
b3−αNj K
α
j
)1/d
,Kj
)
≥ N
−2
j
2
.
Of course, we have chosen an increasing subsequence of sampling times K1 <
K2 < · · · so that Proposition 3.19 is relevant, that is, such that bNj2Nj−2 ≤ 9πKj <
bNj2
Nj−1. We can then make use of Remark 2.1 to see that〈
|X |pψ
〉
(K) ≥Mpα,d
(
b3−αNj K
α
j
)p/d N−2j
2
≥ 1
2
Mpα,dK
αp/d
j N
(2α−6)pd−2
j .
We claim that β˜+ψ (p) ≥ α/d. As a consequence of the above inequality, it suffices
to prove that
lim
j→∞
log(Nj)
log(Kj)
= 0.
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To that end, we begin by noticing that
log(Nj)
log(Kj)
is uniformly bounded above. To see
this, simply choose j large enough that 2Nj ≥ 36πN3j , and observe that one has
Kj ≥ bNj,α36π 2Nj ≥ Nj for such j
(
by using bNj,α ≥ N−2j
)
. Thus,
log(Nj)
log(Kj)
≤ 1 for
sufficiently large j, from which the boundedness observation follows.
Now, let ǫ > 0 be given, and choose j sufficiently large so that log(Nj) < ǫNj.
We can take the logarithm of the relationship bNj2
Nj−2 ≤ 9πKj, use bNj > N−2j
and rearrange to obtain
Nj log(2)
log(Kj)
≤ 1 + log(36π) + 2 log(Nj)
log(Kj)
.
Evidently, the expression on the right is uniformly bounded for all j by a positive
constant, say, C > 0. Thus, for j chosen sufficiently large as above, we have
0 ≤ log(Nj)
log(Kj)
≤ ǫNj
log(Kj)
≤ Cǫ
log(2)
.
Thus, we obtain β˜+ψ (p) ≥ αd . Since this holds for all α < dim+P (µψ), the proposition
follows. 
4. CMV Matrices
In this section we consider the special case where the unitary operator is given
by a CMV matrix. A CMV matrix is a semi-infinite matrix of the form
C =

α¯0 α¯1ρ0 ρ1ρ0 0 0 . . .
ρ0 −α¯1α0 −ρ1α0 0 0 . . .
0 α¯2ρ1 −α¯2α1 α¯3ρ2 ρ3ρ2 . . .
0 ρ2ρ1 −ρ2α1 −α¯3α2 −ρ3α2 . . .
0 0 0 α¯4ρ3 −α¯4α3 . . .
. . . . . . . . . . . . . . . . . .
 ,
where αn ∈ D = {w ∈ C : |w| < 1} and ρn = (1 − |αn|2)1/2. C defines a unitary
operator on ℓ2(Z+).
These particular unitary operators play an important role in the theory of or-
thogonal polynomials on the unit circle as well as in the study of quantum walks in
one dimension. Moreover they provide a canonical representation of general unitary
operators in the following sense. Given any unitary operator U in H and an initial
state ψ ∈ H, the evolution Unψ takes place inside the spectral subspace Hψ gener-
ated by U and ψ. The action of U on Hψ is unitarily equivalent to multiplication
by z in L2(∂D, dµUψ ). Choosing the so-called CMV basis of L
2(∂D, dµUψ ), the matrix
representation of the latter operator with respect to this basis is then given by a
CMV matrix.
Sometimes it makes sense to consider extended CMV matrices, acting on ℓ2(Z).
They have the exact same form, but are two-sided infinite and may be put in one-
to-one correspondence with two-sided infinite sequences {αn}n∈Z ⊂ D. They are
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typically denoted by E . Hence, such an extended CMV matrix, corresponding to a
sequence {αn}n∈Z ⊂ D, takes the form
E =

. . . . . . . . . . . . . . . . . . . . . . . .
. . . −α¯−3α−4 −ρ−3α−4 0 0 0 0 . . .
. . . α¯−2ρ−3 −α¯−2α−3 α¯−1ρ−2 ρ−1ρ−2 0 0 . . .
. . . ρ−2ρ−3 −ρ−2α−3 −α¯−1α−2 −ρ−1α−2 0 0 . . .
. . . 0 0 α¯0ρ−1 −α¯0α−1 α¯1ρ0 ρ1ρ0 . . .
. . . 0 0 ρ0ρ−1 −ρ0α−1 −α¯1α0 −ρ1α0 . . .
. . . 0 0 0 0 α¯2ρ1 −α¯2α1 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

.
For example, when the αn’s are obtained by sampling along the orbit of an invertible
ergodic transformation, the general theory of such operators naturally considers the
two-sided situation. Special cases of this scenario that are of great interest include
the periodic case, the almost periodic case, and the random case.
4.1. Spectral Regularity via Subordinacy Theory. Here we describe condi-
tions on a CMV matrix that imply that some of the dynamical results presented in
the previous section are applicable. That is, we state criteria for local and global
regularity of spectral measures that are effective in the sense that for any given
CMV matrix, there is clear path toward establishing these sufficient conditions
since they are phrased in terms of solution estimates, which can be obtained in a
variety of ways from the coefficients of the given matrix.
We begin with the half-line case. Suppose a CMV matrix C with Verblunsky
coefficients {αn}n≥0 ⊂ D is given. The associated probability measure µ on the
unit circle is given by the spectral measure associated with the unitary operator C
on ℓ2(Z+) and the unit vector δ0 ∈ ℓ2(Z+). Recall that the Carathe´odory function
F associated with µ is given by
F (z) =
∫
∂D
eiθ + z
eiθ − z dµ(e
iθ).
The transfer matrices associated with these Verblunsky coefficients are defined
as follows. For z ∈ ∂D, α ∈ D, and ρ = (1− |α|2)1/2, write
T (z, α) = ρ−1
(
z −α¯
−αz 1
)
.
Then, for n ≥ 1, let
Tn(z) = T (z, αn−1) · · ·T (z, α0).
We also set T0(z) = I.
The orthonormal polynomials of the first and second kind are defined by(
ϕn(z)
ϕ∗n(z)
)
= Tn(z)
(
1
1
)
and (
ψn(z)
ψ∗n(z)
)
= Tn(z)
(
1
−1
)
,
respectively; compare [21, Proposition 3.2.1].
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For a sequence a0, a1, a2, . . . of complex numbers and L ∈ (0,∞), let
‖a‖L =
⌊L⌋∑
n=0
|an|2 + (L− ⌊L⌋)|a⌊L⌋+1|2.
That is, ‖ · ‖L is a local ℓ2 norm for integer values of L, and ‖ · ‖2L is linearly
interpolated in between.
The following result is [22, Theorem 10.8.2]:
Theorem 4.1 (OPUC Version of the Jitomirskaya-Last Inequality). Suppose z ∈
∂D and r ∈ [0, 1). Define L(r) to be the unique solution of
(1 − r)‖ϕ(z)‖L(r)‖ψ(z)‖L(r) =
√
2.
Then, for some universal constant A ∈ (1,∞), we have
A−1
‖ψ(z)‖L(r)
‖ϕ(z)‖L(r)
≤ |F (rz)| ≤ A‖ψ(z)‖L(r)‖ϕ(z)‖L(r)
.
Recall that by Proposition 3.15, the divergence rate of |F (rz)| is connected to
the α-derivative of µ at z. Combining this with Theorem 4.1 one arrives at the
following equivalence, which is [22, Theorem 10.8.5].
Corollary 4.2. Given α ∈ (0, 1), let β = α2−α . Then, for z0 ∈ ∂D, we have
Dαµ (z0) =∞ ⇔ lim inf
L→∞
‖ϕ(z0)‖L
‖ψ(z0)‖βL
= 0.
This result has the following immediate consequence:
Corollary 4.3. Suppose that for z0 ∈ ∂D, we have
‖ϕ(z0)‖L & Lγ1 , ‖ψ(z0)‖L . Lγ2
for L ≥ 1, where 0 < γ1 < γ2 <∞. Then, with
α =
2γ1
γ1 + γ2
,
we have
Dαµ (z0) <∞.
In particular, the restriction of µ to the set
P (γ1, γ2) = {z ∈ ∂D : ‖ϕ(z)‖L & Lγ1 , ‖ψ(z)‖L . Lγ2}
(with implicit constants that may depend on z) is α-continuous for this choice of α.
Proof. We have
‖ϕ(z0)‖2−αL
‖ψ(z0)‖αL
&
Lγ1(2−α)
Lγ2α
= L−α(γ1+γ2)+2γ1 = L0 = 1.
This shows that
lim inf
L→∞
‖ϕ(z0)‖2−αL
‖ψ(z0)‖αL
> 0,
which in turn implies
lim inf
L→∞
‖ϕ(z0)‖L
‖ψ(z0)‖βL
> 0.
The result therefore follows from Corollary 4.2. 
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Let us now turn to the whole-line case and consider extended CMV matrices E ,
determined by a two-sided infinite sequence of coefficients {αn}n∈Z ⊂ D. There
is a close analog of Corollary 4.3. Namely, suitable power-law estimates imply
continuity properties of spectral measures. In fact, it suffices to have such power-
law estimates on one half-line, say the right half-line for definiteness. However,
these estimates need to hold “uniformly in the boundary condition.” That is, one
has to consider all vector-valued sequences of the form
(2)
(
ξn
ζn
)
= Tn(z)
(
ξ0
ζ0
)
,
where
(3) |ξ0| = |ζ0| = 1.
The following result was shown in [17]. It is an adaptation of a result shown by
Damanik, Killip, and Lenz in the Schro¨dinger context [4].
Proposition 4.4. Suppose that for z ∈ ∂D, there are constants 0 < γ1(z) <
γ2(z) <∞ and 0 < C1(z), C2(z) <∞ so that
C1(z)L
γ1(z) ≤ ‖ξ‖L ≤ C2(z)Lγ2(z), L ≥ 1
for every solution of (2) that is normalized in the sense of (3). Then, for every
spectral measure µ of E, we have Dαµ(z) <∞, where α = 2γ1(z)γ1(z)+γ2(z) .
In particular, if S ⊂ ∂D is a Borel set such that there are constants 0 < γ1 <
γ2 <∞ and, for each z ∈ S, there are constants 0 < C1(z), C2(z) <∞ so that
C1(z)L
γ1 ≤ ‖ξ‖L ≤ C2(z)Lγ2 , L ≥ 1
for every z ∈ S and every solution of (2) that is normalized in the sense of (3),
then the restriction of every spectral measure of E to S is purely 2γ1γ1+γ2 -continuous,
that is, it gives zero weight to sets of zero h
2γ1
γ1+γ2 measure.
4.2. Quantum Walks on the Line. Let us recall the standard quantum walk
formalism. The Hilbert space is given by H = ℓ2(Z) ⊗ C2. A basis is given by the
elementary tensors |n〉 ⊗ |↑〉, |n〉 ⊗ |↓〉, n ∈ Z. A time-homogeneous quantum walk
scenario is given as soon as coins
(4) Cn =
(
c11n c
12
n
c21n c
22
n
)
∈ U(2), n ∈ Z,
are specified. As one passes from time t to time t + 1, the update rule of the
quantum walk is as follows,
|n〉 ⊗ |↑〉 7→ c11n |n+ 1〉 ⊗ |↑〉+ c21n |n− 1〉 ⊗ |↓〉,(5)
|n〉 ⊗ |↓〉 7→ c12n |n+ 1〉 ⊗ |↑〉+ c22n |n− 1〉 ⊗ |↓〉,(6)
Extend this by linearity to general elements of H. This defines a unitary operator
U on H.
Order the basis of H as follows:
(7) . . . , | − 1〉 ⊗ |↑〉, | − 1〉 ⊗ |↓〉, |0〉 ⊗ |↑〉, |0〉 ⊗ |↓〉, |1〉 ⊗ |↑〉, |1〉 ⊗ |↓〉, . . . .
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In this ordered basis, the matrix representation of U : H → H is given by
(8) U =

. . . . . . . . . . . . . . . . . . . . . . . .
. . . 0 c12−2 0 0 0 0 . . .
. . . c21−1 0 0 c
11
−1 0 0 . . .
. . . c22−1 0 0 c
12
−1 0 0 . . .
. . . 0 0 c210 0 0 c
11
0 . . .
. . . 0 0 c220 0 0 c
12
0 . . .
. . . 0 0 0 0 c211 0 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

,
as can be checked readily using the update rule (5)–(6); compare [2, Section 4].1
Recall that an extended CMV matrix corresponding to Verblunsky coefficients
{αn}n∈Z has the form
E =

. . . . . . . . . . . . . . . . . . . . . . . .
. . . −α¯−3α−4 −ρ−3α−4 0 0 0 0 . . .
. . . α¯−2ρ−3 −α¯−2α−3 α¯−1ρ−2 ρ−1ρ−2 0 0 . . .
. . . ρ−2ρ−3 −ρ−2α−3 −α¯−1α−2 −ρ−1α−2 0 0 . . .
. . . 0 0 α¯0ρ−1 −α¯0α−1 α¯1ρ0 ρ1ρ0 . . .
. . . 0 0 ρ0ρ−1 −ρ0α−1 −α¯1α0 −ρ1α0 . . .
. . . 0 0 0 0 α¯2ρ1 −α¯2α1 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

.
In particular, if all Verblunsky coefficients with odd index vanish, the matrix be-
comes (recall that ρn = (1− |αn|2)1/2)
(9) E =

. . . . . . . . . . . . . . . . . . . . . . . .
. . . 0 −α−4 0 0 0 0 . . .
. . . α¯−2 0 0 ρ−2 0 0 . . .
. . . ρ−2 0 0 −α−2 0 0 . . .
. . . 0 0 α¯0 0 0 ρ0 . . .
. . . 0 0 ρ0 0 0 −α0 . . .
. . . 0 0 0 0 α¯2 0 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

.
The matrix in (9) strongly resembles the matrix representation of U in (8). Note,
however, that all ρn’s need to be real and non-negative for genuine CMV matrices,
and this property is not guaranteed when matching (8) and (9). But this can be
easily resolved, as shown in [2]. Concretely, given U as in (8), write
ckkn = |ckkn |eiσ
k
n , n ∈ Z, k ∈ {1, 2}, σkn ∈ [0, 2π)
and define {λn}n∈Z by
λ0 = 1, λ−1 = 1, λ2n+2 = e−iσ
1
nλ2n, λ2n+1 = e
iσ2nλ2n−1.
1Note that we follow the conventions of [2] here. One could argue that the correct matrix to
consider is the transpose of U in (8). To conform with [2] and subsequent papers, we will consider
the matrix U as given above in what follows. In the Fibonacci example we discuss below, this
does not make a difference since the matrix entries will be real and hence the transpose of U is the
inverse of U . Since our argument is based on spectral continuity of U , and the spectral continuity
properties of U and U−1 are the same, the final result does not depend on the choice one makes
at this juncture.
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With the unitary matrix Λ = diag(. . . , λ−1, λ0, λ1, . . .), we then have
E = Λ∗UΛ,
where E is the extended CMV matrix corresponding to the Verblunsky coefficients
(10) α2n+1 = 0, α2n =
λ2n
λ2n−1
c¯21n , n ∈ Z.
In order for one to prove lower bounds for the spreading rates of a quantum walk
on the line, the strategy is now clear. One needs to establish solution estimates for
a given model that feed into Proposition 4.4. Once Proposition 4.4 is shown to be
applicable, its output provides the input for an application of Proposition 3.9 and
its corollaries. In the next subsection we present a non-trivial example where this
strategy may be implemented and yields lower bounds for the spreading rates of
the quantum walk discussed there, which are explicit in terms of the parameters of
the model.
4.3. The Fibonacci Quantum Walk. We discuss the special case of the Fi-
bonacci quantum walk, which is an example that requires the full extent of the
machinery developed in this paper in conjunction with the subordinacy result from
[17] described in Subsection 4.1. In this example the sequence of coins takes only
two different values, and the order in which these two unitary 2× 2 matrices occur
is determined by an element of the Fibonacci subshift.
Let us recall how the latter is generated. Consider two symbols, a and b. The
Fibonacci substitution S sends a to ab and b to a. This substitution rule can be
extended by concatenation to finite and one-sided infinite words over the alphabet
{a, b}. There is a unique one-sided infinite word that is invariant under S, denote it
by u. It is, in an obvious sense, the limit as n→∞ of the words sn = Sn(a). That
is, s0 = a, s1 = ab, s2 = aba, etc., so that u = abaababaabaab . . .. The Fibonacci
subshift Ω is given by
Ω = {ω ∈ {a, b}Z : every finite subword of ω occurs in u}.
Take θa, θb ∈ (−π2 , π2 ) and consider the rotations
Ca =
(
cos θa − sin θa
sin θa cos θa
)
, Cb =
(
cos θb − sin θb
sin θb cos θb
)
.
Given ω ∈ Ω, the associated sequence of coins {Cω,n}n∈Z is given by Cω,n = Cωn .
The associated unitary operator will be denoted by Uω. Inspecting (10) one sees
that Uω already has the form of an extended CMV matrix and we will therefore
denote it by Eω to emphasize this fact.
Let us relabel the basis elements, ordered as in (7), and write them as (ϕn)n∈Z.
We consider a non-zero finitely supported initial state ψ ∈ ℓ2(Z) and study the
spreading in space of Enωψ as |n| → ∞ with respect to this basis.
Implementing the strategy outlined at the end of the previous subsection, [5]
establishes solution estimates in the form needed in Proposition 4.4. Thus, Proposi-
tion 3.9 and Corollaries 3.11 and 3.13 may be applied, and one obtains the following
result:
Theorem 4.5. Define:
(1) I(z) = Re (z)2(sec2 θa + sec
2 θb) + (Re (z
2) sec θa sec θb − tan θa tan θb)2 −
2(Re (z)2 sec2 θa sec
2 θb(Re (z
2)− sin θa sin θb))− 1;
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(2) C(z) = max{2 +
√
8 + I(z), (sec θa)
−1, (sec θb)−1};
(3) γ1(z) =
log
(
1+ 1
4C(z)2
)
16 log φ , where φ is the golden mean;
(4) γ2(z) = 4 log2K(z), where K is a z-dependent constant;
2
(5) β(z) = 2γ1(z)γ1(z)+2γ2(z)+1 .
Then, for all ψ, ω, p as above, we have
β˜±ω,ψ(p) ≥ max
{
β(z) : z ∈ supp µEω ,ψ
}
,
where µEω,ψ denotes the spectral measure associated with the unitary operator Eω
and the state ψ.
This theorem was stated and proved in [5]. The proof given there used Proposi-
tion 4.4, proved in [17], and Proposition 3.9 and Corollaries 3.11 and 3.13, proved
in this paper. Thus, these three papers work together in establishing Theorem 4.5.
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