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En esta tesis se presenta un algoritmo para la deteccion y resolucion de interblo-
queos en sistemas distribuidos para el modelo de solicitud unico recurso. El algoritmo
resuelve todos los interbloqueos que aparecen en el sistema con coste O(n) en numero
de mensajes, siendo n el numero de procesos interbloqueados. Una de las caractersti-
cas mas notables del algoritmo propuesto es que se adapta a las modicaciones del
medio (aparicion y desaparicion de esperas entre procesos) sin que ello incremente
el coste de la computacion. Dotar de dinamismo a la solucion propuesta supone un
claro avance porque facilita su aplicacion a escenarios cambiantes como lo es cualquier
sistema en que se quiera resolver los interbloqueos detectados.
Ademas, en este trabajo e investigacion se analizan las similitudes que existen
entre el problema de eleccion de lder y el de deteccion y resolucion de interbloqueo
en sistemas distribuidos. En realidad, se puede decir que la resolucion de interbloqueo
distribuido es una version dinamica del problema de eleccion de lder. La relacion
entre ambos problemas se mantiene cuando se analizan sus soluciones. Los algoritmos
edge-chasing para resolucion de interbloqueo pueden verse como versiones dinamicas
de ciertos algoritmos de eleccion de lder en un anillo. Esto es cierto incluso si se
considera la complejidad de ambos tipos de algoritmos. Los de interbloqueo mantienen
la complejidad cuadratica de los algoritmos de eleccion de lder cuando trabajan en
una conguracion estatica del sistema. En base a esta similitud, se disea un nuevo
algoritmo que adapta a comportamientos dinamicos un algoritmo de eleccion de lder
de complejidad lineal.
ix
xLa tesis estudia diferentes mecanismos que son necesarios para conseguir que el
algoritmo actualice su conocimiento de las esperas del sistema, a la vez que trata
de localizar la forma de resolver un interbloqueo. Algunos de ellos, como el uso de
`memoria', ya se han utilizado en trabajos previos. Otros, como la simulacion de
identidad de nodos que han abandonado la ejecucion, son novedosos y pudieran ser
de utilidad en la adaptacion de otros algoritmos a sistemas dinmicos.
La correccion del algoritmo se demuestra formalmente utilizando como herra-
mienta la teora de Automatas de Entrada/Salida. La demostracion comprueba que
el algoritmo resuelve en un tiempo nito todos los interbloqueos que aparecen en
el sistema y solo detecta un interbloqueo si este realmente existe. En el analisis de
complejidad, a diferencia de lo habitual, se han considerado todos los mensajes que el
algoritmo genera. No solo se tienen en cuenta aquellos que permiten la deteccion de
un interbloqueo ya formado y los necesarios para evitar falsas detecciones, sino que
tambien se contabilizan los mensajes que se generan durante el proceso de formacin
del interbloqueo.
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Captulo 1
Introduccion
El primer captulo de esta memoria es una presentacion general del problema del
interbloqueo. En primer lugar, se proporcionaran diversas deniciones algo informales
y generales del concepto de interbloqueo para luego, desde una perspectiva mas rigu-
rosa, llegar a explicar el problema que aqu se aborda. Analizar el interbloqueo de una
manera formal conlleva identicar las condiciones que debe cumplir un sistema para
que este problema aparezca. Una vez conocidas esas condiciones, se explicaran las
tres tecnicas clasicas desarrolladas para hacer frente a las situaciones de interbloqueo
que pueden generarse en un sistema.
Ademas de estudiar los condicionantes para la existencia de un interbloqueo y
los metodos ideados para su gestion, este captulo proporcionara una clasicacion de
los sistemas atendiendo a los diferentes modelos de solicitud de recursos que en ellos
pueden darse. Segun el modelo de solicitud de recursos que adopte un sistema, la
caracterizacion del interbloqueo sera diferente y, por tanto, la forma de identicarlo
y tratarlo sera distinta.
Para completar esta introduccion, se dedicara una seccion a una revision cronologi-
ca en los distintos ambitos de aplicacion donde se localiza el problema del interblo-
queo, junto con las soluciones propuestas mas destacadas. Dado que el algoritmo que
se ha dise~nado en esta tesis forma parte de un conjunto de soluciones concreto, se
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hara especial hincapie en los algoritmos de este conjunto, esto es, para los algoritmos
distribuidos de deteccion y resolucion de interbloqueos con sistemas de modelo de
solicitud unico recurso.
El captulo concluye citando una serie de trabajos que ponen de maniesto que el
problema del interbloqueo sigue siendo una tema de investigacion.
1.1. Interbloqueo: denicion y conceptos relacio-
nados
Dado que el n ultimo de esta tesis es aportar una nueva solucion al problema
del interbloqueo, es conveniente que inicialmente se disponga de una idea intuitiva
del concepto de interbloqueo. Aunque este termino no esta registrado como entrada
en el Diccionario de la Real Academia Espa~nola, se puede adivinar su signicado
considerando que el prejo inter completa el signicado de la palabra bloqueo. Entre
las acepciones de bloqueo se puede encontrar una que dice as: accion y efecto de
bloquear, esto es, de impedir el funcionamiento de una actividad. Al incorporar el
signicado del prejo a esta denicion, se asume que este efecto ha sido producido
por varios elementos/agentes o afecta a diversos elementos.
La palabra interbloqueo surge como traduccion al castellano del termino ingles
deadlock, utilizado en el campo de la informatica, entre otros. Tambien es posible
encontrar otras traducciones en castellano para referirse al mismo concepto, tales
como bloqueo mutuo, abrazo mortal o enlace mortal.
En el diccionario Online Etymology Dictionary se puede consultar la siguiente
denicion:
deadlock (n): complete standstill, from dead(adj), in its emphatic use
+ lock (n).
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Si se consulta la palabra deadlock en un diccionario que explica terminos relacio-
nados con la informatica, The Free On-line Dictionary of Computing, se puede ya
disponer de un signicado mas cercano al tema que aqu va a ser tratado.
deadlock denition: (parallel, programming). A situation where two or
more processes are unable to proceed because each is waiting for one
of the others to do something. A common example is a program waiting
for output from a server while the server is waiting for more input from
the controlling program before outputting anything. It is reported that this
particular avour of deadlock is sometimes called a 'starvation deadlock',
though the term 'starvation' is more properly used for situations where a
program can never run simply because it never gets high enough priority.
Another common avour is 'constipation', in which each process is trying
to send stu to the other but all buers are full because nobody is reading
anything. See deadly embrace. Another example, common in database
programming, is two processes that are sharing some resource (e.g. read
access to a table) but then both decide to wait for exclusive (e.g. write)
access. The term 'deadly embrace' is mostly synonymous, though usually
used only when exactly two processes are involved. This is the more po-
pular term in Europe, while deadlock predominates in the United States.
Compare: livelock. See also safety property, liveness property.
Despues de este analisis semantico, resulta evidente que al hablar de interbloqueo
se debe pensar, en un principio, en un problema que impide que determinada accion
progrese, siendo la causa de este hecho el funcionamiento individual de cada uno de
las partes que a su vez colaboran o participan en la consecucion de la accion que se
ha visto paralizada.
A partir de estas ideas generales e intuitivas del problema que va a ser tratado, es
3
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mas facil comprender deniciones mas formales del problema del interbloqueo en el
mundo de la informatica. Antes de presentar estas deniciones, se debe advertir que
existe una dicultad a~nadida en esta tarea, ya que para explicar el termino en cuestion
es necesario describir previamente el ambito de aplicacion donde surge el problema
del interbloqueo. Este inconveniente ya se dejo entrever en el extracto recabado del
diccionario de informatica mostrado anteriormente.
Si se considera un sistema informatico en el que los procesos que en el se ejecutan
se encuentran en un estado de espera indenida, sin llegar a alcanzar su estado desea-
ble de terminacion, se puede identicar esta situacion como de bloqueo indenido de
procesos o, simplemente, interbloqueo. En esta lnea Gardarin en [1] dene el inter-
bloqueo para sistemas de memoria compartida de la siguiente manera: El interbloqueo
se puede denir, en el ambito de los sistemas operativos, como la situacion que se al-
canza cuando un grupo de recursos han sido ocupados por un grupo de procesos en un
orden tal que los procesos dentro del grupo no pueden continuar su ejecucion. Otros
autores como Coman [2], Brinch [3] o Rypka [4] han sugerido otras deniciones del
concepto de interbloqueo, pero la denicion de mayor aceptacion y, por tanto, la mas
referenciada es la de Isloor et al. [5] que dice: Un conjunto de procesos esta en situa-
cion de interbloqueo cuando todo proceso en el conjunto esta esperando por recursos
asignados a otros procesos en el mismo conjunto.
Por ultimo, la denicion de interbloqueo tambien se puede extender a los sistemas
distribuidos. En este tipo de sistemas se comparten recursos y los procesos pueden
solicitar el uso de recursos tanto locales como remotos, en un orden tal que estos
puedan quedar bloqueados indenidamente. Si se pretende describir el problema del
interbloqueo en otro ambito de aplicacion, tan conocido en la actualidad como es
el de las bases de datos, hay que pensar que estos sistemas poseen mecanismos que
permiten a los usuarios acceder a ellas para consultar o modicar datos. Si el acceso a
la base de datos se puede realizar de forma simultanea y en ausencia de controles, se
4
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pueden producir actualizaciones erroneas o inconsistentes en la informacion de la base
de datos. La incorporacion del control de concurrencia en estos sistemas propiciara la
aparicion de interbloqueos entre las transacciones y los datos sobre los que operan.
1.1.1. Condiciones necesarias para la existencia de un inter-
bloqueo
En el trabajo de Coman [2] se denieron las condiciones necesarias que deben
cumplirse simultaneamente para que una situacion de interbloqueo pueda afectar a
un sistema. Las cuatro condiciones propuestas por Coman se resumen seguidamente.
Condicion de exclusion mutua (Mutual Exclusion): Los procesos deben ha-
cer uso exclusivo de los recursos asignados a ellos. El sistema debe tener un
conjunto de recursos que no pueden ser compartidos simultaneamente por los
procesos, es decir, solo un proceso puede utilizar uno de esos recursos cada
vez. Si un proceso solicita un recurso del conjunto en exclusion mutua y este
esta asignado a otro proceso, entonces el proceso que lo solicita debe esperar
hasta que el recurso haya sido liberado.
Condicion de retencion y espera (Hold and Wait or Resource Holding):
Hay procesos que retienen recursos asignados a ellos mientras esperan que les
sean asignados otros recursos. Debe haber un proceso que tenga asignado al
menos un recurso y este esperando a adquirir otros recursos adicionales que
estan asignados a otros procesos.
Condicion de asignacion de recursos no expropiativa (No Preemption):
Los recursos no pueden ser asignados a otro proceso mientras el proceso que
los tiene asignado no nalice y los libere. Un recurso se dice que esta ocupado
cuando un proceso lo tiene asignado en exclusividad y lo puede utilizar. En caso
5
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contrario, se dice que esta vaco o libre. Vaciar un recurso asignado signica
obtenerlo del proceso, guardando el estado del proceso y del recurso en ese
instante y restaurando un estado inicial del recurso. La condicion establece
que los recursos no pueden ser prevaciados, es decir, un recurso solo puede ser
liberado voluntariamente por el proceso que lo tiene asignado, despues de que
haya completado su accion sobre el recurso.
Condicion de espera circular (Circular Wait): Un ciclo de procesos consiste
en una cadena circular en la que cada proceso espera por uno o mas recursos
que, a su vez, son retenidos por el siguiente proceso de la cadena. Es decir, un
conjunto de procesos fp0, p1, p2,...,pn 1g tales que 8 i : 0: : : n 1, pi mod n espera
por un recurso asignado al proceso p(i+1) mod n.
Este conjunto de condiciones no es mnimo ya que facilmente se puede comprobar
que las condiciones no son independientes. Por ejemplo, resulta evidente que la con-
dicion de espera circular implica la de retencion y espera. Coman no se planteo en-
contrar unas condiciones mnimas e independientes, sino encontrar una formulacion
practica. Algunas de las tecnicas desarrolladas para el tratamiento del interbloqueo
consisten en evitar que se cumpla alguna de las condiciones apuntadas por Coman
(tecnicas de prevencion). Incluso cuando tienen lugar estas condiciones, determinar
si va a existir un interbloqueo o cuando ocurrira, no es inmediato.
1.1.2. Grafos de Asignacion de Recursos y Grafos de Esperas
Holt en sus trabajos [6] y [7] fue uno de los primeros investigadores en representar
el interbloqueo con un modelo basado en teora de grafos. Para ello, adapto la infor-
macion contenida en una tabla de asignacion de recursos a un grafo con la nalidad
de caracterizar despues en esta representacion graca la situacion del interbloqueo.
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El Grafo de Asignacion de Recursos (Resource Allocation Graph - RAG) que se
emplea habitualmente es un grafo bipartito, dirigido y dinamico, G (V, E ), donde
V es el conjunto de nodos del sistema y E el conjunto de arcos que representan las
relaciones entre los nodos. El conjunto de nodos V, por su parte, esta formado por
dos subconjuntos disjuntos V = P [ R, siendo P el conjunto de procesos del sistema
y R el conjunto de recursos. Los recursos son reutilizables y de uso exclusivo. El
conjunto de arcos, E, verica en todo instante que E  V  V. Un arco, e 2 E, es un
par ordenado que indica que existe un arco dirigido desde un proceso a un recurso o
viceversa, e = (pi, rj) o e = (rj, pi). En el primer caso, el arco indica que el proceso
ha solicitado un recurso y se ha quedado esperando por el (arco de solicitud). Si, por
el contrario, el arco parte del recurso hacia el proceso, entonces el arco indica que un
recurso ha sido asignado al proceso (arco de asignacion).
En un instante de tiempo t, habra una conguracion determinada de arcos, E(t),
en el grafo G. La actualizacion de los arcos es de vital importancia y la lleva a cabo
el gestor de recursos y procesos del sistema. La operacion de solicitar un recurso
puede provocar la aparicion de un arco de solicitud o de un arco de asignacion. Sin
embargo, la operacion de liberar un recurso siempre tiene como efecto la desaparicion
del correspondiente arco de asignacion y, en consecuencia, puede convertir ciertos
arcos de solicitud en arcos de asignacion. Por tanto, resulta obvio indicar que el grafo
G tienen que estar actualizado, manteniendo as un estado consistente con la realidad
del sistema.
A partir de la representacion graca del grafo de asignacion de recursos de un
sistema, se muestra facilmente que la existencia de un circuito en el grafo puede
implicar o no una situacion de interbloqueo, pero la existencia de un interbloqueo
siempre esta asociada a la presencia de un circuito en el grafo. Si los recursos del
sistema son unicos, la existencia de un circuito en el grafo de asignacion de recursos















Figura 1.1: Grafo de asignacion de recursos, RAG (a) y grafo de esperas relacionado,
WFG (b).
caracterizacion del interbloqueo es tambien la considerada en [2] y en [8].
La simplicacion del grafo de asignacion de recursos deriva en el denominado
Grafo de Esperas (Wait-For Graph-WFG). En esta version del grafo los nodos solo
representan a los procesos. La existencia de un arco dirigido del proceso pi al proceso
pj indica que el proceso pi esta esperando por algun recurso que tiene asignado el
proceso pj. Aunque trasladar el dinamismo de un sistema (aparicion y borrado de
esperas) resulta mas complicado en un grafo de tipo WFG que en un RAG, el uso
del grafo simplicado esta mas extendido, porque facilita la creacion de estructuras
de datos abstractas sobre las que los algoritmos de deteccion pueden mejorar su
complejidad en tiempo de ejecucion. La gura 1.1 muestra un ejemplo de un grafo de
asignacion de recursos y su correspondiente grafo de esperas.
1.1.3. Tecnicas para el tratamiento del interbloqueo
Las estrategias basicas desarrolladas para el tratamiento del interbloqueo pueden
clasicarse, segun [2], en:
Tecnicas de prevencion: Las medidas preventivas se adoptan para evitar que
el interbloqueo llegue a aparecer en el sistema. El fundamento de la prevencion
8
1.1. Interbloqueo: denicion y conceptos relacionados
del interbloqueo es, por lo tanto, dise~nar el sistema de tal forma que, en cada
instante de tiempo, al menos una de las condiciones necesarias establecidas por
Coman no sea satisfecha.
Tecnicas de exclusion (avoidance): Consisten en la aplicacion de unos pro-
tocolos alternativos que impiden que el interbloqueo tenga lugar. A diferencia
de las tecnicas de prevencion el sistema no tiene que satisfacer ningun requisito
a priori que impida la aparicion de un interbloqueo. Para que el interbloqueo no
ocurra en un sistema que opta por la tecnica de exclusion, es fundamental que se
disponga de informacion previa de las necesidades futuras del sistema. A partir
de esta informacion se crean mecanismos interactivos para asegurar la ejecucion
de las tareas del sistema. La cantidad y el tipo de informacion requerida vara
segun el modelo usado por el algoritmo especco de exclusion de interbloqueo.
Con este algoritmo se puede asegurar que, en un instante del tiempo, la con-
dicion necesaria de la espera circular no se satisface y el sistema permanece
en un estado seguro. El problema de la exclusion se ha abordado considerando
distintos enfoques: la imposibilidad de algunos esquemas de exclusion, la in-
terpretacion segun la teora de juegos y analizando las particularidades de los
sistemas en los que se incorpora.
Tecnicas de deteccion: En muchas ocasiones, dise~nar un sistema en el que
nunca ocurra el interbloqueo es imposible. Por este motivo, es necesario que
exista una solucion que permita que el sistema evolucione libremente y, des-
pues de que el interbloqueo se produzca, se adopten medidas para recuperar el
funcionamiento normal del sistema. Para que esta aproximacion funcione correc-
tamente, el sistema debe disponer de un algoritmo para detectar la aparicion del




Despues de haber descrito brevemente las tres tecnicas de tratamiento del inter-
bloqueo, se van a analizar mas detenidamente cada una de ellas para as conocer las
ventajas y los inconvenientes de su aplicacion en un sistema.
1.1.3.1. Tecnicas de prevencion
Los mecanismos de prevencion fueron introducidos por Havender [9]. En este tra-
bajo se dene un esquema de ordenamiento de recursos para prevenir el interbloqueo
en el sistema operativo de IBM OS/360.
A continuacion, se presentan distintos mecanismos de prevencion segun la condi-
cion de Coman que se desea incumplir para eludir el problema del interbloqueo:
Exclusion mutua. El incumplimiento de la condicion de la exclusion mutua no
se puede asegurar para todos los tipos de recursos. Muchos de los recursos de un
sistema no pueden ser compartidos simultaneamente por varios procesos y, por
lo tanto, en estos casos, evitar la exclusion mutua es practicamente imposible.
En cambio, los recursos que pueden ser compartidos por varios procesos, por
ejemplo, los cheros de solo lectura, no requieren accesos exclusivos y nunca
estan implicados en situaciones de interbloqueo.
Retener y esperar. La segunda de las condiciones de Coman puede ser incum-
plida si a ningun proceso se le permite solicitar recursos mientras ocupe otro.
Un modo de conseguir esto es forzar a que todos los procesos soliciten todos
los recursos que van a utilizar antes de que su ejecucion comience. Si es po-
sible, se les asignaran todos los recursos que precisan y si no, los procesos no
podran iniciar su ejecucion. Una alternativa a esta aproximacion es obligar a
que los procesos liberen todos los recursos ocupados antes de solicitar recursos
adicionales. Estos dos protocolos presentan dos grandes desventajas. La pri-
mera de ellas es que la utilizacion de los recursos probablemente resulte baja,
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porque los recursos podran haber sido asignados a un proceso que no los use
durante la mayor parte del tiempo. La segunda desventaja es que puede haber
procesos que esperen indenidamente por algunos recursos, que son utilizados
con mucha frecuencia por un conjunto de procesos (starvation). Ademas, si un
proceso requiere multiples recursos, no hay garanta de que todos los recursos
que necesita esten desocupados en un momento dado del tiempo. Si esto no
ocurre, el proceso sera forzado a esperar un periodo de tiempo de tama~no arbi-
trario. En cualquier caso, la limitacion de la concurrencia lleva consigo un bajo
rendimiento del sistema.
Asignacion de recursos no expropiativa. Para evitar que se cumpla la tercera
condicion basta con que se requisen los recursos que ya hayan sido asignados a
un proceso. Se puede usar el siguiente protocolo. Cuando un proceso p solicita
recursos que no pueden ser inmediatamente asignados a el, es decir, el proce-
so debe esperar, entonces todos los recursos asignados a p son inmediatamente
requisados. Por tanto, en algun instante futuro cuando todos los recursos pre-
viamente ocupados y nuevamente solicitados por el proceso p esten disponibles,
p puede seguir la ejecucion. Como alternativa podra emplearse otro protocolo
que establece que, cuando un proceso solicita recursos, se haga una comproba-
cion que asegure que los recursos esten disponibles [10]. Si los recursos concretos
estan disponibles, podran ser asignados al proceso solicitante. En cambio, si otro
proceso que los retiene esta ocupando los recursos precisos para el proceso so-
licitante, los recursos se requisaran al proceso retenedor. El proceso que espera
tendra que conseguir los recursos requisados antes de que pueda continuar con
su ejecucion. Si los recursos no estan disponibles ni retenidos por un proceso
que espera, el proceso solicitante debe esperar. Durante la espera, los recursos
retenidos por el proceso solicitante podran ser requisados si otro proceso los
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solicita. Este protocolo solo puede usarse con recursos cuyo estado pueda ser
facilmente guardado y recuperado. Recursos tales como el procesador o la me-
moria principal pueden ser vaciados sin una gran carga para el sistema. Por
supuesto, no todos los recursos verican este criterio. Ademas, podra no ser
siempre practico guardar y recuperar el estado de los recursos, especialmente
si el sistema tiene lmites computacionales. Esta tecnica impone un bajo rendi-
miento del sistema puesto que se deben suspender operaciones sobre los recursos
ya iniciadas para luego volver a retomarlas.
Espera circular. La condicion nal para el interbloqueo puede ser violada si se
impone una ordenacion total en el acceso al conjunto de todos los recursos. Se
necesita que cada proceso solicite recursos solo en un orden creciente de enume-
racion. Por ejemplo, considerese un sistema con los siguientes recursos R = fr1,
r2,...rng. La condicion de espera circular se incumple si todos los procesos solici-
tan recursos solo en un orden creciente. Inicialmente, un proceso puede solicitar
cualquier cantidad de ri. Despues de eso, el proceso puede solicitar recursos rj si
y solo si el numero asignado a rj en la ordenacion total es estrictamente mayor
que la asignada a ri. Por ejemplo, si el proceso p necesita tanto r1 como r3 para
una ejecucion completa, debe solicitar los recursos exactamente en ese orden.
En este metodo se puede comprobar el ordenamiento de los recursos antes de
la ejecucion de los procesos, o sea, en el tiempo de compilacion [11]. Ademas, el
orden de los recursos se puede establecer de manera natural como en [12] y en
[13]. A pesar de todo ello, en algunos sistemas, como los de bases de datos, no se
puede aplicar un ordenamiento global a priori para todos los tipos de recursos.
Las tecnicas de prevencion son sencillas de aplicar, pero afectan directamente a
la concurrencia de los procesos que ejecuta un sistema, restringiendo su utilidad y
disminuyendo el rendimiento del sistema.
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1.1.3.2. Tecnicas de exclusion
Consisten en la aplicacion de protocolos alternativos a la prevencion, y a la detec-
cion y resolucion de interbloqueos. El interbloqueo no debe ocurrir, pero no se obliga
al sistema a satisfacer ciertos requisitos a priori como en las tecnicas de prevencion.
El aspecto crucial para que la exclusion de interbloqueos sea un exito es que se avance
alguna informacion, indicando las necesidades de recursos de los procesos y como los
procesos solicitaran recursos en el futuro. Los algoritmos de exclusion interactuan con
las operaciones de ocupacion de recursos y no limitan la forma de realizacion de las
mismas. La informacion puede ser usada para determinar si, al atender cada solici-
tud, la asignacion de recursos situara al sistema en un estado posible de interbloqueo.
Los metodos que comprueban si en la ejecucion de procesos se puede producir un
interbloqueo, no son propiamente tecnicas para el tratamiento del interbloqueo. Con
la informacion previa habra un mecanismo interactivo para que todos los procesos
puedan terminar su ejecucion. La cantidad y el tipo de informacion requerida vara
dependiendo del modelo usado por cada algoritmo de exclusion de interbloqueo. El
modelo mas sencillo hace uso del peor caso de los requerimientos de recursos para
cada solicitud. Dada la informacion del modelo, un algoritmo de exclusion de interblo-
queo puede asegurar que, en un instante del tiempo, la condicion necesaria de espera
circular para el interbloqueo no se satisface y el sistema permanece en un estado
seguro.
Comparando las tecnicas de exclusion con las de prevencion, se puede concluir que
las ultimas limitan fuertemente la concurrencia de las ejecuciones de las tareas del
sistema. Sin embargo, las primeras pueden llegar a ser mas ecaces si la informacion
relativa a las necesidades para el funcionamiento del sistema no es muy variable.
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1.1.3.3. Tecnicas de deteccion
Como se ha visto, dise~nar un sistema en el que el interbloqueo nunca pueda ocurrir
no es factible, ya que conduce a un sistema de bajo rendimiento. Otra solucion puede
consistir en que se permita que el interbloqueo tenga lugar y, despues de que ocurra,
se tomen medidas para recuperar el funcionamiento normal del sistema. Para que
esta aproximacion funcione correctamente, el sistema debe disponer de un algoritmo
para detectar el interbloqueo cuando aparezca y de un mecanismo que resuelva el
interbloqueo eliminandolo del sistema.
El algoritmo de deteccion se ejecuta periodicamente para comprobar si el estado
del sistema se corresponde con una situacion de interbloqueo. Generalmente, el es-
tado del sistema se corresponde con la informacion existente de las operaciones que
realizan los procesos sobre los recursos y que pueden quedar representadas en el grafo
de asignacion de recursos. El algoritmo de deteccion tiene como objetivo encontrar
circuitos en dicho grafo. Para un correcto funcionamiento del algoritmo es necesa-
rio mantener actualizada la informacion sobre la asignacion de recursos y sobre las
peticiones pendientes. Si se detecta un interbloqueo, se requiere de un mecanismo
de recuperacion para que algunos de los procesos involucrados puedan continuar su
ejecucion. En consecuencia, el coste en la deteccion sera el tiempo que se precisa pa-
ra encontrar un interbloqueo y, ademas, se debera considerar un coste adicional de
las tareas concretas de recuperacion del interbloqueo. En muchos casos la tarea de
recuperacion es mas laboriosa que el propio mecanismo de la deteccion.
Para sistemas donde los recursos tienen una unica instancia, un interbloqueo exis-
te en el sistema si y solo si existe un ciclo en el grafo de esperas. Su deteccion precisa
que el sistema este monitorizando las asignaciones de recursos en el grafo de esperas y
periodicamente invoque un algoritmo que chequee la presencia de un ciclo en el grafo
de esperas. Sin embargo, esta forma de deteccion es insuciente para sistemas en los
que los recursos puedan tener multiples instancias. Para tales sistemas, se precisa una
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aproximacion mas complicada. El algoritmo tendra que utilizar varias estructuras de
datos que controlen la cantidad de recursos disponibles, la asignacion de recursos a
cada proceso y la cantidad de recursos que cada proceso esta solicitando. Cuando el
algoritmo es invocado, usa estas estructuras de datos para examinar cada secuencia
posible de asignacion en los procesos, que han sido iniciados pero todava no se han
completado. Si no pueden ser terminados todos los procesos iniciados, queda conr-
mada la existencia de un interbloqueo. La mayor preocupacion, cuando se utiliza un
algoritmo de deteccion, es la decision de las condiciones en que se debe ejecutar el al-
goritmo de deteccion. Si la naturaleza del sistema es tal que los interbloqueos ocurren
frecuentemente, el algoritmo de deteccion debera ser invocado frecuentemente. Otro
factor que debera ser considerado es la sobrecarga requerida para ejecutar el algo-
ritmo. Si es extremadamente alta, ejecutar el algoritmo de deteccion muy a menudo
podra llegar a ser inaceptable.
Metodos de recuperacion
Los algoritmos de deteccion de interbloqueos no son sucientes por s solos para
resolver el problema del interbloqueo. Un algoritmo de deteccion debe acompa~nar-
se de algun medio de recuperacion cuya funcion sea librar al sistema de todos los
interbloqueos. Hay dos mecanismos basicos de recuperacion:
En la primera opcion de recuperacion habitual, se para la ejecucion de un proce-
so de los que estan interbloqueados y se vacan los recursos que tiene asignados.
Los recursos as liberados se reasignan a otros procesos que estaban interblo-
queados y esperaban por esos recursos para proseguir su ejecucion. Por su parte,
el proceso que interrumpio su ejecucion para romper el interbloqueo puede res-
taurar su estado y reiniciar desde algun estado conocido su ejecucion. Este
metodo no se puede aplicar en todas las ocasiones porque requiere el prevaciado
de recursos y esto no siempre es posible por el coste que supone para el sistema.
15
Captulo 1:Introduccion
El segundo metodo consiste en abortar la ejecucion de uno o mas procesos impli-
cados en el interbloqueo. Los recursos obtenidos de esta manera son asignados a
otros procesos involucrados en el interbloqueo para que puedan proseguir su eje-
cucion. La eleccion del proceso o procesos que deben ser abortados fue estudiada
por Coman en [2], considerandola un problema de optimizacion. As pues, el
proceso que debe ser abortado es aquel cuyo coste sea mnimo para el sistema.
La funcion objetivo que se desea optimizar puede ser:
 La prioridad de ejecucion del proceso.
 El tiempo de ejecucion ya consumido por el proceso junto con una estima-
cion del tiempo que le resta para terminar su ejecucion.
 Los tipos de recursos que el proceso esta utilizando en su ejecucion.
 El numero de recursos que el proceso necesita para concluir su ejecucion.
 El numero de procesos a los que se les podra asignar los recursos que
quedaran liberados si el proceso fuera el elegido para ser abortado.
 El numero de veces que el proceso elegido para ser abortado ha sido selec-
cionado en otros interbloqueos anteriores.
1.1.4. Clasicacion de modelos de computacion
Una forma muy extendida de clasicar los sistemas en los que puede aparecer
el problema del interbloqueo se basa en los tipos de peticion de recursos que pueden
realizar los procesos. El tipo de peticion de recurso en un sistema puede tener relacion
con la aplicacion que se vaya a dar de el. Knapp [14] establecio una clasicacion de
los diferentes modelos de solicitud de recursos. En esta clasicacion se considera que
todos los recursos son de uso exclusivo, permitiendo a su vez comparar los algoritmos
segun la complejidad de los sistemas donde se pueden implementar.
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Modelo unico recurso (Single Unit Resource Request Model-SR). Es
el modelo de peticion de recursos mas simple y el que se suele usar en estudios
teoricos. Los procesos solicitan los recursos que necesitan de uno en uno, de
manera que en un instante de tiempo cada proceso solo esta esperando por un
unico recurso. Considerando un grafo como la representacion graca de las re-
laciones entre procesos y recursos, se observa que de un nodo unicamente puede
partir un arco. Por consiguiente, un interbloqueo en este modelo se caracteriza
por un ciclo en el grafo que representa las relaciones de espera [14].
Modelo AND. La solicitud de recursos en este modelo se realiza por conjuntos.
Cuando se produce la peticion de un conjunto de recursos por parte de un
proceso, este permanecera bloqueado hasta adquirir la totalidad de los recursos
solicitados. En un grafo donde se representan las relaciones de espera, de cada
nodo del sistema puede salir mas de un arco. La presencia de un interbloqueo
en un sistema con modelo AND sigue caracterizandose por la existencia de
un ciclo en el grafo de esperas [14]. Aun siendo esta la condicion necesaria
y suciente para conrmar la existencia de un interbloqueo, la estructura del
mismo podra adoptar formas mas complejas [15].
Modelo OR. En este modelo los procesos tambien solicitan los recursos nece-
sarios por conjuntos. A diferencia del modelo AND, despues de cada peticion
de recursos, el proceso permanece bloqueado tan solo hasta que se le asigna
alguno de los recursos solicitados. La caracterizacion de un interbloqueo en el
modelo OR consiste en la localizacion de un nudo en el grafo de esperas [8].
La existencia de un ciclo es una condicion necesaria, pero no suciente, para
determinar que hay un interbloqueo en el sistema [16].
Modelo M de N. Este modelo de peticion de recursos implica que los pro-
cesos realizan peticiones por N recursos y se mantienen bloqueados hasta que
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adquieren M recursos de los solicitados. Aunque la teora de grafos no permite
describir la existencia de un interbloqueo para este modelo mediante una es-
tructura simple, la localizacion de un ciclo no sera suciente pero s necesaria
[17].
Modelo general. Los procesos, en este modelo, realizan sus peticiones de re-
cursos segun la denicion de una funcion logica sobre el conjunto de recursos.
Tras una peticion de recursos, un proceso queda esperando hasta que los recur-
sos que se le han asignado veriquen la funcion logica. En el modelo general, la
existencia de un interbloqueo no se corresponde con ninguna estructura simple
de las descritas en la teora de grafos. A pesar de eso, un ciclo sera una condi-
cion necesaria, aunque no suciente, para la existencia de un interbloqueo en el
sistema.
Knapp tambien dene un modelo llamado AND-OR que no se ha incluido aqu por
coincidir con el modelo general descrito. Es obvio que el modelo de unico recurso es
un caso particular del modelo AND y del modelo OR. Ademas, resulta evidente que
estos ultimos modelos son casos particulares del modelo M de N y este a su vez del
modelo general.
1.2. Revision historica del problema del interblo-
queo en sistemas de memoria compartida
Se puede decir, sin riesgo a que nadie lo ponga en duda, que el problema del
interbloqueo fue descubierto por Dijkstra cuando realizaba pruebas al sistema ope-
rativo IBM-360 [18]. Inicialmente el interbloqueo fue analizado en sistemas multi-
programados y, posteriormente, las investigaciones se extendieron a los protocolos de
18
1.2. Revision historica del problema del interbloqueo en sistemas de memoria compartida
comunicacion de los sistemas de bases datos y al area de los sistemas distribuidos.
1.2.1. Soluciones al interbloqueo en sistemas operativos
Entre 1960 y 1970 aparecieron los primeros trabajos centrados en el interbloqueo
en sistemas con memoria compartida. Cabe destacar las contribuciones de: Dijkstra en
[18] y [19], Havender en [9], Murphy en [20] y Habermann en [21]. Sus investigaciones
se centraban en sistemas multiprogramados. En este tipo de sistemas, los procesos
compiten por la utilizacion de un conjunto nito de recursos. Un proceso equivale
a la ejecucion de un programa secuencial. Un recurso es cualquier componente del
sistema necesario para la ejecucion de los distintos procesos: la memoria principal y
secundaria, el procesador, los dispositivos fsicos, loa circuitos de entrada/salida y la
informacion contenida en algunos registros. Los procesos deben adquirir los recursos
antes de utilizarlos y deben liberarlos despues de utilizarlos. La secuencia de ope-
raciones sobre un recurso en un funcionamiento normal consiste en: la solicitud del
recurso (llamada al sistema operativo), la utilizacion del recurso y, nalmente, la li-
beracion del recurso (llamada al sistema operativo). El gestor de recursos del sistema
operativo es el encargado de mantener actualizada la informacion sobre los recursos
disponibles y asignados, ademas de una lista con los procesos que esperan por cada
recurso asignado.
Los procesos entran en estado de espera despues de solicitar un recurso que no
se encuentra disponible. De esta forma, un grupo de procesos puede quedar inter-
bloqueado. La aparicion de un interbloqueo no solo depende de la correccion de los
programas, sino que tambien inuyen las caractersticas del sistema [22]. Aunque
se empleen tecnicas de programacion que disminuyan la probabilidad de aparicion
de interbloqueos, no se evita el problema. Por otra parte, los recursos del sistema
pueden ser de muy diversos tipos, segun su naturaleza (permanentes/temporales en
[6]), las operaciones que soportan, el numero de unidades disponibles (atomicos/M
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de N en [23]) y las restricciones de su uso. En consecuencia, es mas que conveniente
particularizar el analisis del interbloqueo al tipo de recurso que el sistema considera.
Dado que la mayora de los sistemas operativos presentan una estructura jerarqui-
ca o de niveles de programacion, que da lugar a un ordenamiento de los recursos por
esos niveles, las tecnicas de prevencion, exclusion y deteccion se suelen combinar para
obtener una solucion completa al problema del interbloqueo en ellos. Howard en [12]
presenta un metodo en el que considera las tres tecnicas descritas en la seccion 1.1.3.
Hasta bien entrados los a~nos 80, surgieron muchas aportaciones para tratar el inter-
bloqueo en sistemas de memoria compartida. Los trabajos de [9] y [12] proporcionan
ejemplos de tecnicas de prevencion para sistemas operativos. Las investigaciones de
[8], [21] y [24] entre otras son ejemplos de algoritmos de exclusion. El problema de la
exclusion se ha abordado desde distintas perspectivas: considerando la imposibilidad
de algunos esquemas de exclusion en [25] y [26], proporcionando una interpretacion
de teora de juegos [27] y analizando el problema, de acuerdo a las particularidades de
otros tipos de sistemas como los de bases de datos y los sistemas distribuidos, [28] y
[29]. El esquema de exclusion mas utilizado y conocido es el algoritmo de los banque-
ros propuesto por Dijkstra [19] para un sistema operativo con recursos de tipo M de
N. En cuanto a algoritmos deteccion y resolucion propios de sistemas centralizados,
destacan los de [2] y [30].
1.2.2. Soluciones al interbloqueo en bases de datos
Para el tratamiento del interbloqueo en bases de datos se utilizan basicamente
los mismos metodos que en sistemas operativos: tecnicas preventivas, tecnicas de
exclusion y tecnicas de deteccion y resolucion de interbloqueos.
Se han llegado a proponer soluciones que siguen estrategias preventivas que evitan
la ocupacion permanente de los recursos (atributos en sistemas de bases de datos).
Controlando el acceso de las operaciones o transacciones que se realizan sobre los
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datos, es posible evitar que las transacciones puedan quedar bloqueadas indenida-
mente. Otras soluciones planteadas para sistemas operativos, con el n de prevenir
las situaciones de interbloqueo, carecen totalmente de sentido en sistemas de bases
de datos por las caractersticas propias de los recursos/atributos que se almacenan
y tratan en ellos. As pues, no es posible establecer un orden entre los atributos que
evite las esperas circulares (cuarta condicion de Coman) o imponer una ocupacion
a priori de todos los atributos necesarios para impedir la ocupacion parcial de estos
recursos (tercera condicion de Coman).
Por otra parte, los algoritmos de exclusion en bases de datos centralizadas, al igual
que los desarrollados para sistemas operativos, planican las transacciones, teniendo
en cuenta los diferentes tipos de atributos que se pueden utilizar. Como estos algorit-
mos deben garantizar que el sistema pase de un estado seguro a otro sin que existan
interbloqueos, es necesario que se compruebe esta circunstancia en todo momento.
Para que la ejecucion de este test de seguridad no suponga un coste elevado para el
sistema, se suelen implementar mecanismos que hacen que solo se ponga en marcha en
situaciones concretas. Por ejemplo, en [31], cuando las transacciones intentan ocupar
recursos/atributos no incluidos en su declaracion de necesidades o cuando se topan
con otras transacciones bloqueadas al intentar ocupar un determinado recurso.
Si se consideran los tratamientos de deteccion y recuperacion de interbloqueos
en bases de datos, es necesario, a su vez, conocer los modelos de ocupacion que
pueden admitir las bases de datos. En consecuencia, se podran encontrar algoritmos
de deteccion para las distintas formas de ocupacion de recursos. La clasicacion de
modelos de ocupacion establecida en [14] se puede adaptar facilmente (sustituyendo
proceso por transaccion) al ambito de aplicacion que se esta analizando, esto es, a un
esquema transaccional de operaciones sobre una base de datos. Es importante se~nalar
que un algoritmo de deteccion valido para un modelo de ocupacion de complejidad
superior se puede utilizar para un modelo de complejidad inferior.
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Ademas de la dicultad que puede suponer construir un algoritmo de deteccion
de interbloqueo para bases de datos con un modelo de ocupacion mas o menos com-
plejo, las caractersticas y funcionalidades propias de un sistema de bases de datos
provocan un incremento de esa dicultad. Destacan, por ejemplo, que los nombres
de los recursos no sean unicos, que los recursos puedan cambiar de categora despues
de una operacion (categoras dinamicas), que la ocupacion de un recurso dependa de
las ocupaciones previas de otros recursos (ocupaciones interdependientes) o que, para
lograr la maxima concurrencia de procesos accediendo a la base de datos, la ocupa-
cion de un recurso conlleve realmente la ocupacion de una innidad de recursos que
lo componen (incremento en el orden de magnitud del numero de ocupaciones). En
consecuencia, aunque se utilicen los mismos metodos para estudiar el interbloqueo en
sistemas operativos y en bases de datos, el estudio del problema en bases de datos
resulta mucho mas complicado por la naturaleza de sus recursos [32].
En [8] y en [33] se representan situaciones de interbloqueo en bases de datos
mediante grafos de esperas. En estos grafos dirigidos, los nodos simbolizan transac-
ciones y los arcos indican relaciones de espera entre transacciones. Si la transaccion
Ti esta esperando para ocupar alguno de los recursos que posee la transaccion Tj, en
el grafo habra un arco que parta de Ti y llegue hasta Tj. Es obvio, por tanto, que
la presencia de interbloqueos en el sistema de base de datos se caracterizara tam-
bien por la existencia de ciclos en el grafo de esperas que se obtiene al representar
las operaciones de solicitud de recursos del sistema. Una vez que el algoritmo de
deteccion ha cumplido su objetivo, el sistema debe encargarse de subsanar la situa-
cion para poder funcionar de nuevo correctamente. Entre las opciones implementadas
mas frecuentemente destacan las que deshacen los efectos de una o mas transaccio-
nes. Cuando se adopta este tipo de solucion es fundamental elegir adecuadamente
las transacciones (vctimas) que tienen que echar marcha atras en su ejecucion para
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recuperar el funcionamiento normal de la base de datos. Para determinar que transac-
ciones interbloqueadas van a permitir romper la situacion de interbloqueo, se deben
analizar varios factores: el tiempo que ha transcurrido desde que se inicio la ejecucion
de la transaccion y el tiempo que le resta para su nalizacion, el numero de atri-
butos/recursos que ha utilizado la transaccion hasta el momento de la deteccion, la
cantidad de atributos/recursos que aun necesita hasta nalizar y, por ultimo, cuantas
transacciones se veran afectadas en el retroceso de la transaccion elegida como vcti-
ma. Cualquier decision que se adopte tratara de que la resolucion del interbloqueo se
haga con el menor coste posible, primando el factor o los factores mas crticos para
el sistema y la aplicacion que desarrolla.
Tras escoger la transaccion o transacciones que van a retroceder en su ejecucion,
debe considerarse si el retroceso sera total o parcial. Aunque la primera opcion es
la mas drastica, porque supone suspender la ejecucion de la transaccion y tener que
volver a iniciarla, es tambien la mas sencilla de realizar. El retroceso parcial, sin
embargo, es un procedimiento mas efectivo porque la transaccion retrocede justo lo
necesario para acabar con el interbloqueo. Como contrapartida, el retroceso parcial
requiere que el sistema disponga en todo momento de informacion adicional actua-
lizada sobre el estado de las transacciones activas del sistema. Los algoritmos que
implementan esta forma de resolver las situaciones de interbloqueo tambien suelen
incorporar mecanismos que eviten que la transaccion, seleccionada como vctima, sea
siempre la misma. En los sistemas reales es muy importante garantizar que todas las
transacciones podran ser ejecutadas (principio de equidad).
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1.3. Revision historica del problema de interblo-
queo en sistemas distribuidos
Con motivo del desarrollo de los sistemas distribuidos, el problema del interblo-
queo volvio a ganar importancia. Un sistema distribuido esta formado por un con-
junto de lugares (entidades) que pueden procesar y almacenar informacion de forma
independiente, pero que requieren de una red de comunicaciones para intercambiar
informacion mediante mensajes. Una ventaja que presentan los sistemas distribuidos
y a la que deben en gran medida su expansion es la posibilidad de compartir recursos
[34]. As pues, desde cualquier ubicacion del sistema se puede acceder a cualquiera de
sus recursos por muy alejados que esten. Es precisamente el hecho de que los procesos
puedan solicitar el uso de recursos (locales o remotos) en un orden determinado lo
que puede hacer que queden bloqueados indenidamente y aparezca, por tanto, una
situacion de interbloqueo.
En la literatura de sistemas distribuidos, el interbloqueo aparece frecuentemente y,
ademas, en campos muy diversos: protocolos de comunicaciones [35], [36], [37], progra-
macion en ADA [38], redes de Petri [39], encaminamiento de mensajes [40], [41], [42],
[43], [44], [45], tecnicas de simulacion [46], sistemas de robots distribuidos [47],... Los
primeros trabajos sobre interbloqueo en sistemas distribuidos se centraron tanto en
interbloqueos de recursos como en interbloqueos de comunicaciones. Las deniciones
de ambos tipos de interbloqueo son confusas y las diferencias entre ellos no resultan
muy claras. El interbloqueo de comunicaciones requiere que, dado un conjunto de
procesos, cada proceso del conjunto espere por un mensaje de algun otro proceso del
mismo conjunto y, en denitiva, ningun proceso del conjunto enva mensajes. Aunque
a lo largo de este trabajo se hace referencia basicamente al interbloqueo de recursos,
el estudio realizado es valido en cualquier ambito de aplicacion.
El desarrollo de los sistemas distribuidos se atribuye normalmente a dos causas
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[48] y [49]. Una primera causa considera que la distribucion del sistema se debe a las
peculiaridades fsicas del sistema, mientras que la otra ve la distribucion como una
forma de resolucion de problemas. En el primer caso, la computacion distribuida es
una necesidad del entorno donde se va a aplicar. Ejemplos de esto son los sistemas de
bases de datos distribuidas y los sistemas automaticos de produccion o coordinacion
para toma de decisiones. En el segundo caso, la aplicacion distribuida se desarrolla
con el n de conseguir mejor rendimiento que con una version centralizada de la
aplicacion. Por ejemplo, obtener en un menor tiempo de ejecucion el resultado a
un problema concreto, dividiendo el proceso en una serie de tareas o procesos mas
sencillos que se ejecutan en sitios dispersos comunicados por medio de mensajes.
El funcionamiento de los sistemas distribuidos viene determinado por la utilizacion
de algoritmos distribuidos. Estos algoritmos consisten en un conjunto de procesos
que colaboran intercambiando informacion en la consecucion de un objetivo comun a
todos ellos. Los algoritmos distribuidos resultan complicados desde el punto de vista
teorico porque precisan de razonamientos rigurosos que conrmen que el algoritmo
cumple las propiedades que se le exigen [50]. En la decada de los 90 surgieron metodos
formales, tanto para la especicacion como la vericacion de algoritmos distribuidos
que facilitaban su dise~no e implementacion. Ejemplo de estos metodos son las distintas
algebras de procesos, CSP [51] o CCS [52], o los modelos basados en estados, tales
como el Unity [53] y los automatas de Entrada/Salida [54].
Las caratersticas especcas de los sistemas distribuidos impiden en diferentes
grados el uso de las tecnicas de tratamiento del interbloqueo descritas para sistemas de
memoria compartida. Manejar el interbloqueo en un sistema distribuido es mas difcil
que en un sistema centralizado. Ademas, operaciones que en un sistema centralizado
son sencillas acarrean graves problemas en los entornos distribuidos. La informacion
con la que cuenta cada lugar del sistema acerca del resto de lugares del sistema
se consigue mediante la recepcion de mensajes. Como la transmision de mensajes
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no es instantanea, la informacion que incluyen los mensajes puede ser incorrecta a
la recepcion de los mismos. As que, la complejidad a~nadida por la distribucion de
recursos y procesos, junto con los retardos que se producen en el envo y en la recepcion
de mensajes, dicultan en gran medida que el tratamiento del interbloqueo se plantee
en los mismos terminos que en los sistemas de memoria compartida.
Desde el punto de vista practico, la implantacion de algoritmos distribuidos co-
rrectos en entornos reales tambien supone un problema. En muchas ocasiones, las
estructuras de datos o la atomicidad de acciones impuestas en la especicacion no
son factibles en su realizacion. Estas diferencias entre la especicacion real y la teori-
ca favorecen la aparicion de fallos en el funcionamiento de los algoritmos. As mismo,
se pueden producir errores una vez implantados los algoritmos, debido a que las res-
tricciones del comportamiento del sistema incluidas en su especicacion no se cumplan
en el sistema real.
Gran parte de los algoritmos desarrollados para sistemas distribuidos se dieron a
conocer en las dos ultimas decadas del siglo XX. Se podra hacer incluso una clasi-
cacion de ellos teniendo en cuenta si su aparicion tuvo lugar antes o despues de las
revisiones y crticas que realizaron separadamente Knapp [14] y Singhal [55], sobre
lo publicado hasta nales de los 80. A partir de estas revisiones la tendencia en la
investigacion del interbloqueo distribuido cambio radicalmente y se publicaron con-
traejemplos para algoritmos que se haban dado por validos. Ademas, se acepto la
estructura jerarquica de modelos de Knapp [14] y las lneas marcadas por Singhal
[55]. Kshemkalyani tambien sugirio en [56] que las demostraciones de correccion de
los algoritmos deban emplear metodos formales que fuesen mas rigurosas.
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1.3.1. Tecnicas basicas para el tratamiento del interbloqueo
aplicadas a sistemas distribuidos
El tratamiento del interbloqueo en sistemas distribuidos puede plantearse del mis-
mo modo que se hace en los sistemas centralizados. Sin embargo, la complejidad
derivada de la distribucion de recursos y procesos, junto con el retardo temporal pro-
ducido en el envo y en la recepcion de mensajes, dicultan que se lleven a cabo los
mismos tratamientos.
A continuacion, se estudia la utilidad de cada una de las tecnicas basicas de
tratamiento de interbloqueo en los sistemas distribuidos.
Tecnicas de prevencion. Estas tecnicas no son ecaces porque limitan la concu-
rrencia de los procesos en el sistema. Si el protocolo de ocupacion de recursos
consiste en que los procesos adquieran todos los recursos que necesitan antes de
comenzar la ejecucion, la situacion de interbloqueo podra darse incluso en la
misma fase de adquisicion de recursos [14]. En este caso, la condicion de retener
y esperar no puede evitarse en su totalidad. Este problema podra desaparecer
si los procesos adquirieran de uno en uno los recursos, pero esta opcion conver-
tira al sistema en poco ecaz [55]. En muchos casos las tecnicas de prevencion
no son aplicables porque resulta imposible conocer las necesidades de los pro-
cesos y no se puede establecer un orden en la asignacion de recursos debido a
su distribucion en el sistema.
Tecnicas de exclusion. En estas tecnicas se requiere informacion a priori de las
necesidades de los procesos. Esto, en algunas aplicaciones, puede que no sea
factible porque los recursos necesarios sean desconocidos. Suponiendo que es
posible conocer previamente los recursos que necesitan los procesos, habra que
comprobar que el estado global del sistema es seguro tras cada operacion de soli-
citud de recursos. Para ello, todos los lugares deberan pedir, por cada solicitud
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de recursos, al resto de lugares su estado para componer el estado global del
sistema en cada lugar. Asumir todo este proceso implica que cada lugar tiene
que contar con capacidad ilimitada de almacenamiento y de comunicacion. Los
procesos encargados de chequear si el estado nal es seguro tienen que ser mu-
tuamente exclusivos ya que, cuando varios lugares ejecutan concurrentemente
estos procesos, pueden llegar a conclusiones erroneas en sus analisis [55].
Resumiendo, con las tecnicas de exclusion, a la vez que se necesita conocer de
antemano todos los recursos que necesitaran los procesos, se precisa analizar
informacion distribuida por todo el sistema en cada peticion de recursos. Por
todo ello, estas tecnicas resultan difciles de aplicar y se consideran inecientes
[55].
Tecnicas de deteccion. Las tecnicas de deteccion utilizan algoritmos cuyo obje-
tivo es la busqueda de circuitos en un grafo. Con estos algoritmos no se limita
la concurrencia de los procesos y no se lleva a cabo ninguna accion hasta que
el interbloqueo es detectado. Si surge una situacion de interbloqueo, esta se
mantiene hasta que es primeramente detectada y, posteriormente, eliminada
como efecto de los algoritmos de resolucion. En consecuencia, la mayora de
los algoritmos para el tratamiento del interbloqueo en sistemas distribuidos son
algoritmos de deteccion tal y como se pone de maniesto en [14] y en [55].
En resumen, la utilizacion de las tecnicas de gestion del interbloqueo en sistemas
distribuidos provoca diversos problemas. Algunas suponen un coste elevado y otras es
imposible aplicarlas. Una idea extendida es, a la vista de la proliferacion de algoritmos
de deteccion/resolucion, que tanto las tecnicas de prevencion como las de exclusion
son poco recomendables para tratar el interbloqueo en sistemas distribuidos.
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1.3.2. Tipos de algoritmos de deteccion en sistemas distri-
buidos
El proceso de deteccion implica dos tareas simultaneas. Por un lado, el algoritmo
de deteccion debe mantener actualizada la informacion del grafo que representa las
interacciones existentes entre procesos y recursos y, por otro lado, debe buscar los
circuitos o ciclos que presente el grafo, ya que este es el sntoma de que hay presente
un interbloqueo en el sistema. La busqueda del circuito depende de la representacion
de la informacion del grafo de esperas. Por lo tanto, la clasicacion de los algorit-
mos de deteccion para sistemas distribuidos se puede establecer de acuerdo a como
se representa el grafo del sistema y a como se realiza la busqueda de los circuitos.
Considerando este ultimo criterio de clasicacion, los algoritmos de deteccion pueden
ser de tres tipos: centralizados, jerarquicos o distribuidos.
Los algoritmos de deteccion centralizados disponen de una version actual del grafo
en un unico lugar del sistema. Este lugar, denominado lugar de control, puede o bien
mantener actualizado el grafo global o bien construir uno nuevo cada vez que realice
el proceso de deteccion, para lo que recopilara el grafo de estado local de todos los
lugares del sistema. Desde este lugar tambien se desarrollara la busqueda de circui-
tos. As mismo, una vez terminada la deteccion, el lugar de control podra acometer
el proceso de resolucion o recuperacion. Algunos ejemplos de algoritmos de deteccion
centralizados son: [57] (incorrecto segun Gligor), [58], [59] y [60] (incorrecto segun
Singhal). En [61] se identican los inconvenientes de este tipo de soluciones centrali-
zadas: una gran vulnerabilidad a los fallos del lugar de control y un traco de mensajes
elevado para la construccion del grafo global. Las incorrecciones que se se~nalaron a
estos algoritmos tienen su origen en los retrasos de los mensajes que hacen que las
informaciones que llegan al lugar de control sean inconsistentes.
El funcionamiento de los algoritmos de deteccion jerarquicos se basa en el orden o
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jerarqua establecida entre los lugares del sistema. Los circuitos se hallan descendiendo
en esa ordenacion tipo arbol de los lugares, esto es, un lugar solo se encarga de
detectar el interbloqueo que pueda producirse en sus lugares-hijo. De esta forma,
se consigue descongestionar el traco de mensajes con el lugar de control. Algunos
ejemplos clasicos de algoritmos de deteccion jerarquicos son: [62] (incorrecto segun
Gligor) y [60] (en [63] se presento un contraejemplo en el que el algoritmo fallaba).
Por ultimo, en los algoritmos de deteccion distribuidos, cada lugar del sistema
cuenta con su propio grafo local y se encarga de actualizarlo adecuadamente. Por este
motivo, la deteccion de circuitos cuando estan implicados varios lugares debe ser el
resultado de la cooperacion equitativa de esos lugares. Aunque la busqueda de inter-
bloqueos no es tan simple como la del caso centralizado, la cantidad de informacion
que se precisa transmitir es inferior porque cada lugar necesita la informacion del
resto de lugares.
Los algoritmos distribuidos son los mas difciles de dise~nar y demostrar. Por tanto,
no debe sorprender que entre las propuestas publicadas haya soluciones incorrectas
en las que se detectan falsos interbloqueos, porque un mismo interbloqueo puede
ser detectado simultaneamente en mas de un lugar del sistema. La mayora de los
algoritmos de deteccion desarrollados son distribuidos. Entre los mas conocidos se
encuentran los de los siguientes investigadores: Goldman [57], Isloor y Marsland [64],
Obermarck [65], Chandy [66], Sugihara [67], Mitchell y Merrit [68], Bracha y Toueg
[69], Sinha y Natarajan [70] (se~nalado como incorrecto en [71]), Badal [72], Choudary
[71] (demostrado en [56] que es incorrecto), Kshemkalyani [56], Gonzalez de Mendivil
[73] y Kim [74].
A la hora de clasicarlos puede usarse diversidad de criterios. De todos los algorit-
mos distribuidos de deteccion y resolucion citados anteriormente, se prestara especial
atencion a los que permitan establecer una comparacion de la complejidad adecuada
con el algoritmo presentado en esta tesis. Los algoritmos que van a ser de interes en
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este trabajo son: [56], [68], [70], [71], [73] y [74]. Todos estos algoritmos de unico re-
curso estan basados en la tecnica de arco a cazar (edge-chasing algorithms). Este tipo
de algoritmos usa mensajes especiales o sondas. Esos mensajes recorren los caminos
que indican las esperas del sistema, pudiendo detectar posibles ciclos de esperas. Una
caracterstica que puede diferenciarlos es la capacidad de los nodos para el almacena-
miento de la informacion transmitida por las sondas. En otras palabras, si disponen
de informacion o historia que evite tener que generar las mismas sondas cada vez
que el algoritmo se reinicia. La contrapartida de los llamados algoritmos con historia
como [56], frente a los que son independientes de la historia como [73], es que tras el
aborto de un nodo es necesario actualizar la informacion no valida que queda en el
sistema.
1.3.3. Criterios de correccion
El proceso de deteccion se puede llevar a cabo ejecutando cualquiera de los tipos
de algoritmo presentados. El unico requisito que todos ellos deben vericar es que
sean correctos. Se dice que un algoritmo de deteccion es correcto cuando cumple los
siguientes criterios [55]:
Propiedad de seguridad. Los algoritmos no deben se~nalar interbloqueos que no
existan. Estos interbloqueos se conocen como falsos interbloqueos y son genera-
dos por los propios algoritmos de deteccion.
Propiedad de viveza. Todo interbloqueo debe ser detectado. Los algoritmos tie-
nen que tener la capacidad de localizar todos los interbloqueos que existan en
un sistema y ademas hacerlo en un tiempo nito.
Las principales causas de la deteccion de falsos interbloqueos son que en el sistema
distribuido no hay una memoria global comun a todos los lugares y que los lugares
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estan obligados a comunicarse entre s por medio de mensajes cuya informacion re-
presenta un estado inconsistente en el grafo, o sea, un estado que no se corresponde
con la realidad del sistema.
Al armar que un algoritmo cumple la condicion de seguridad, se asume que el
sistema esta libre de abortos espontaneos. Como esta suposicion no se puede sustentar
en los sistemas reales, decir que un algoritmo satisface la condicion de seguridad real-
mente equivale a decir que la ejecucion del propio algoritmo, en ausencia de abortos
espontaneos, no genera la deteccion de falsos interbloqueos.
1.4. Historia reciente del interbloqueo
A nales del siglo XX y en los inicios del siglo XXI, la investigacion del problema
del interbloqueo ha seguido activa, pero sin la gran proliferacion de algoritmos teoricos
de las epocas anteriores. En la actualidad la mayor parte de los trabajos que aparecen
sobre deadlock (interbloqueo) tienen un enfoque practico.
Todava siguen apareciendo contribuciones a los campos de: la programacion en
ADA [75], las redes de Petri [76], los sistemas de manufacturacion [77] y [78], los
sistemas de robots distribuidos [79] y el enrutamiento de paquetes [80] y [81]. Tam-
bien se localizan facilmente trabajos que presentan dispositivos fsicos que realizan la
deteccion del interbloqueo [82] y [83].
Por otro lado, surgen con fuerza trabajos en los que el interbloqueo se relaciona
con vericadores de codigo [84], [85] y [86], o tests de lenguajes de programacion
como: Java [87] y [88], Go [89], etc. Resulta novedoso el analisis del interbloqueo en
Redes de Proceso (Process Networks) [90] y la adaptacion de tecnicas de exclusion de
interbloqueos (avoidance) para interrupciones temporales en la asignacion de recur-
sos (resource outages) [91] y para procesamiento de grandes ujos de datos (stream
computing) [92].
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Mas ntimamente relacionado con los algoritmos (teoricos) de deteccion y resolu-
cion de interbloqueos, se ha publicado un artculo que resume los fundamentos y el
estado del arte del problema del interbloqueo [93].
En lo que respecta a nuevos dise~nos de algoritmos de deteccion de interbloqueos
se ha encontrado un algoritmo basado en una solucion al problema de eleccion de
lder [94]. Ya haba sido empleada anteriormente en los algoritmos de Prieto [95] y
Castillo [96].
Estos dos algoritmos distribuidos de deteccion para el modelo unico recurso, cum-
plen los criterios de correccion, anteriormente comentados, y rebajan la complejidad
en numero de mensajes a costes lineales. La consecucion de esta reduccion de la
complejidad tiene gran importancia porque hasta estos trabajos los algoritmos desa-
rrollados eran cuadraticos y se consideraba imposible llegar a la linealidad. El trabajo
de esta tesis avanza en esa lnea de investigacion. Se muestra que no solo es posi-
ble detectar un interbloqueo formado en O(n) mensajes, sino que la adaptacion del




>Detectar un lder o elegir una
vctima?
El proposito de este captulo es dar respuesta a la pregunta que se formula en su
ttulo. Aunque pudiera parecer que se han mezclado los terminos de dos conceptos
clasicos de la programacion distribuida, en la propia cuestion subyace la idea emplea-
da para el dise~no del algoritmo de esta tesis: bajo determinadas circunstancias, el
problema de detectar un interbloqueo y se~nalar una vctima que lo resuelva guarda
un estrecho parecido con elegir un lder. Ese lder sera el que tenga conocimiento de
que existe un bloqueo en el sistema.
Una vez se establezca la analoga entre las soluciones de ambos problemas, el
captulo continuara analizando la complejidad de los algoritmos de eleccion de lder.
Se plantea la posibilidad de extender el paralelismo entre ambos tipos de algoritmos a
su medida de complejidad. Se jara como objetivo el dise~no de un algoritmo que iguale
el coste lineal obtenido para la eleccion de lder en topologas similares al escenario
estatico en el que operan los algoritmos de deteccion y resolucion de interbloqueos.
Para nalizar, se comentaran algunos de los aspectos de esta primera fase de dise~no
del algoritmo, que se completara con la incorporacion de mecanismos que dinamicen
la solucion en el captulo 4.
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2.1. Denicion del problema de eleccion de lder
El problema de eleccion de lder, tambien llamado de localizacion de lder, fue
expuesto por primera vez por LeLann, quien tambien propuso su primera solucion
[97]. El problema plantea como conseguir que un sistema, partiendo de una congu-
racion donde todos los procesos poseen el mismo estado, alcance otra conguracion
donde exactamente uno de los procesos es lder del sistema y el resto han perdido la
posibilidad de serlo.
Este tipo de algoritmos es necesario, por ejemplo, si se tiene que ejecutar un al-
goritmo centralizado y no existe, a priori, un proceso se~nalado que asuma la funcion
de iniciador de ese algoritmo. Este podra ser el caso de un procedimiento de inicia-
lizacion que debe ser ejecutado en la puesta en marcha de un sistema o despues de
una cada del sistema [98]. Como el conjunto de procesos activos puede no conocer-
se previamente no es posible asignar a un proceso el papel de lder para todas las
ocasiones.
En los algoritmos que abordan el problema de eleccion de lder se suele partir de
las siguientes suposiciones:
1. Cada proceso del sistema ejecuta una copia del mismo algoritmo local.
2. El algoritmo es descentralizado, es decir, la computacion puede ser iniciada por
un subconjunto de procesos no vaco y arbitrario.
3. El algoritmo alcanza una conguracion nal en la que hay exactamente un
proceso en estado lder y el resto son procesos en estado perdedor.
Esta ultima propiedad a veces se suaviza de manera que el proceso elegido sepa
que ha ganado la eleccion, pero los perdedores no tengan conocimiento de que la han
perdido. Notese que un algoritmo que cumpla esta condicion puede vericar facilmente
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la mas estricta. Basta con obligar al lder a difundir su estado entre el resto de procesos
para que sean informados del resultado de la eleccion. Esta noticacion nal se suele
omitir en muchos algoritmos de eleccion de lder. Habitualmente supone una ronda
mas de mensajes y, por tanto, aumenta la complejidad en numero de mensajes.
Muchos algoritmos de eleccion de lder tienen en comun que cada proceso p tiene
asociada una variable statep, cuyos posibles valores son lder y perdedor. A veces se
considera un estado previo, dormido, en el que el proceso no ha ejecutado ninguna or-
den del algoritmo, y otro estado, candidato, para indicar que el proceso esta incluido
en la computacion, pero aun no es consciente de si es el lder o no. Otros algorit-
mos tambien denen estados adicionales para representar distintas situaciones en el
proceso de ejecucion del algoritmo.
En general, los algoritmos de eleccion de lder, suponen que el sistema verica
ciertas condiciones [98]:
1. El sistema es totalmente asncrono. Se asume que los procesos no tienen acceso
a un reloj comun y que los tiempos de transmision de los mensajes pueden ser
arbitrariamente cortos o largos.
2. Cada proceso se identica con un nombre unico, su identidad, que se conoce
inicialmente. Las identidades se eligen de un conjunto totalmente ordenado P, es
decir, se dispone de una relacion de orden sobre las identidades. La importancia
de esta unicidad en el problema de eleccion de lder es que las identidades
puedan ser usadas no solo para direccionar mensajes, sino tambien para romper
la simetra entre procesos. Cuando se dise~na un algoritmo de eleccion de lder, se
podra postular que el proceso con la identidad mas peque~na (o alternativamente
la mayor) tiene que ganar la eleccion. En consecuencia, el problema de eleccion
se convierte en encontrar la identidad menor con un algoritmo descentralizado.
En este caso el problema se denomina problema de localizacion de extremos.
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Obviamente, un algoritmo que elige el mayor proceso se obtiene invirtiendo las
comparaciones entre identidades de un algoritmo que elige el menor proceso.
3. Los procesos se comunican mediante mensajes que pueden contener O(w) bits,
siendo w el numero de bits del identicador. Con el n de comparar convenien-
temente las complejidades de comunicacion de diferentes algoritmos se supone
que el tama~no de los mensajes es constante.
2.1.1. Topologas y complejidad
La mayora de las soluciones al problema de eleccion de lder que se han pro-
puesto son para redes en anillo, aunque tambien hay propuestas para topologas mas
complejas como arboles, cliques o redes completas.
El problema de eleccion de lder fue tratado en primer lugar para anillos unidi-
reccionales. Hay una gran cantidad de trabajos proponiendo soluciones que mejoran
la complejidad de mensajes de los algoritmos de eleccion de lder para esta congura-
cion. La primera solucion al problema la aporto LeLann [97]. En su algoritmo, cada
iniciador crea una lista con las identidades de todos los iniciadores, despues de lo
cual se elige el iniciador con la menor identidad. Cada iniciador enva un token que
contiene su identidad y todos los procesos lo reenvan a traves del anillo. Se asume
que los canales son FIFO y que un iniciador genera su token antes de que reciba el
token de cualquier otro iniciador. Cuando un proceso recibe un token ya no puede
iniciar el algoritmo. Cuando un iniciador p recibe su propio token signica que los
tokens de todos los iniciadores han pasado por p. Eso implica que p se convierte en el
elegido si p cuenta con la menor identidad de las recogidas por el token. El algoritmo
de LeLann soluciona el problema de eleccion para anillos usando O(N 2) mensajes y
O(N ) unidades de tiempo. Todos los procesos no iniciadores se consideran perdedores
y permanecen innitamente esperando la recepcion de mensajes. La espera puede ser
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abortada si el lder enva un token especial por el anillo para anunciar que ha sido
elegido lder.
Despues de unos a~nos esta solucion fue mejorada por Chang y Roberts [99]. Su al-
goritmo elimina del anillo todos los tokens de los procesos que, con toda seguridad, se
sabe que van a perder la eleccion. Para ello, el iniciador p elimina un token del anillo
si fue creado por un proceso de identidad q tal que q > p. El iniciador p se convierte
en perdedor cuando recibe un token con identidad q < p y se proclama lder cuando
recibe el token con su propia identidad p. Este algoritmo consegua en el caso peor
una complejidad O(N 2), pero una complejidad de O(N logN ) en un caso promedio
cuando todos los procesos son iniciadores. En 1980 Hirschberg y Sinclair propusieron
un algoritmo que alcanzaba en el peor caso una complejidad de O(N logN ) para ani-
llos con canales de comunicacion bidireccionales [100]. A la vista de ese trabajo, se
penso que la cota inferior para anillos unidireccionales era denitivamente O(N 2), pe-
ro Petersen [101] y Dolev, Klawe y Rodeh [102], de manera independiente, publicaron
soluciones de complejidad O(N logN ). Posteriormente, aparecieron nuevos algoritmos
con cotas aun inferiores: Bodlaender [103] encontro una cota inferior de 0,34N logN
para el peor caso de anillos bidireccionales y Pachl, Korach y Rotem [104] demostra-
ron la existencia de cotas inferiores a 
(N logN ) en la complejidad de caso promedio,
tanto en anillos unidireccionales como bidireccionales.
Si la topologa de red es un arbol o se dispone del arbol de expansion de una red,
la eleccion de lder se puede llevar a cabo usando algoritmos dise~nados para recorrer
estructuras tipo arbol [105]. En esos algoritmos se requiere que, al menos, todas las
hojas del arbol sean iniciadoras del algoritmo. Para que el algoritmo progrese en caso
de que solo algunos procesos sean iniciadores, se suele a~nadir un fase para despertar
procesos (wake-up). Los procesos que quieren empezar el algoritmo envan un mensaje
para despertar a todos los procesos. Una variable booleana permite marcar que todos
los procesos envan un mensaje wake-up al menos una vez y otra variable cuenta el
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numero de mensajes de tipo wake-up que recibe cada proceso. Cuando un proceso
recibe un mensaje wake-up a traves de cada canal, se inicia el algoritmo para calcular
la identidad menor y hacer que cada proceso decida su estado. Cuando un proceso
toma esa decision conoce la identidad del lder. Por tanto, si esta identidad es igual
a la del proceso, se convierte en lder y, en caso contrario, se asume que el estado del
proceso es el de perdedor.
La eleccion de lder se resuelve en conguraciones de arbol usando O(N ) mensajes
y O(D) unidades de tiempo. Cuando al menos un proceso inicia el algoritmo, todos los
procesos envan mensajes wake-up a sus vecinos y cada proceso inicia la ejecucion del
algoritmo despues de recibir el mensaje de cada vecino. Todos los procesos terminan
el algoritmo con el mismo valor, la identidad menor de los procesos. El unico proceso
con esta identidad acabara en estado lder y los otros procesos en estado perdedor. Si
los mensajes se pueden reordenar en el canal (el canal no es FIFO), los mensaje se
tendran que almacenar temporalmente o ser procesados. Esto puede reducir el numero
de mensajes, evitando que un iniciador enve un mensajes wake-up a los procesos de
los que recibio ya un mensaje wake-up y combinando diferentes mensajes que hayan
sido enviados por una misma hoja o descendiente del arbol [105].
Tambien se pueden encontrar en la literatura algoritmos para la eleccion de lder en
redes arbitrarias de topologa desconocida sin conocimiento previo del sistema. Los
algoritmos mas conocidos llegan a alcanzar una complejidad de mensajes O(N logN )
y en algunos casos este resultado dene una cota inferior 
(N logN ). Korach, Kutten
y Moran [106] demostraron que hay una estrecha relacion entre la eleccion de lder
y los posibles recorridos (traversal) para atravesar las redes. Este resultado permite
construir un algoritmo de eleccion eciente para cualquier clase de redes. La eciencia
de este tipo de algoritmos no tiene en cuenta la complejidad temporal.
La aplicacion de los algoritmos de eleccion de lder en sistemas distribuidos ha pro-
piciado la busqueda de soluciones para redes completas: [107], [108], [109], [110],...
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Estas redes estan totalmente conectadas y requieren tener previamente un conoci-
miento global del sistema: numero total de nodos, sentido de la direccion, etc. En
redes completas los nodos pueden intercambiar mensajes de manera directa y se pue-
de alcanzar un coste lineal tanto en el numero de mensajes como en latencia. La
propuesta de Villadangos para redes completas [111] solo precisa la existencia de un
anillo virtual que conecte logicamente los nodos del sistema.
2.2. El interbloqueo visto como una eleccion de
lder dinamica
El problema de la deteccion de interbloqueo se asemeja en muchos aspectos al de
eleccion de lder en anillos. Se diferencian, fundamentalmente, en que el escenario de
la eleccion de lder es una topologa estatica en la que se conoce a priori el numero
de nodos del sistema y el sentido de los mensajes. En el caso del interbloqueo se
localiza una vctima (lder) en un anillo (ciclo de esperas) que se genera mientras
el algoritmo trata de localizar al lder. A pesar de esa diferencia, si se analizan las
bases de funcionamiento de diversas soluciones a ambos problemas, se puede ver
que son muy similares. En concreto, el funcionamiento de los algoritmos basados en
la tecnica de edge-chasing, como los de Gonzalez de Mendivil [73] y Kshemkalyani
[56], cuando se ponen en marcha en un interbloqueo ya formado, es practicamente
identico al de Chang y Roberts [99]. Obviamente, los algoritmos de interbloqueo son
mas complejos. Han tenido que incorporar mecanismos que permitan recopilar la
informacion de cuales son los procesos del ciclo mientras se localiza la vctima.
En un algoritmo de deteccion y resolucion de interbloqueos, a diferencia de uno de
eleccion de lder, los nodos son inicialmente activos y solo se convierten en candidatos
a convertirse en vctima, cuando estan bloqueados por otro nodo y hay un nodo o
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mas que esperan por el. Al igual que en el algoritmo de lder, un nodo candidato
explora mediante un mensaje (sonda) la existencia de otro candidato. Del mismo
modo, todos aquellos nodos que al paso del mensaje no eran candidatos se marcan
como nodos dummy que no intervienen en la deteccion y resolucion del ciclo formado.
Si el mensaje recorre el ciclo y vuelve al nodo candidato que lo envio automaticamente
se convierte en vctima. Conforme se intercambian mensajes, los nodos candidatos van
acumulando informacion de candidatos con identicadores inferiores que ya no optan
a ser los encargados de resolver el interbloqueo. El nodo candidato que recoge las
identidades de todos los candidatos del ciclo es el detector del interbloqueo y la futura
vctima para su resolucion. Es evidente que el estado de los nodos en la conguracion
nal, previa a la resolucion del interbloqueo, diere de la alcanzada en la eleccion de
lder porque en el ciclo pueden coexistir nodos candidatos, nodos dummy y un nodo
vctima. Los nodos tras la eleccion de un lder son todos dummy ya que, una vez que
resulta evidente que no pueden llegar a ser lderes del conjunto, se autodescartan de
la competicion.
Observando con perspectiva las primeras soluciones para la eleccion de lder en
anillos, se advierte que su complejidad era cuadratica. Los algoritmos de detecccion
y resolucion de interbloqueo de unico recurso basados en la tecnica de edge-chasing
como [70], [56],... comparten con estos algoritmos de eleccion de lder de la primera
epoca no solo la forma de detectar/seleccionar vctima/lder mediante el envo de
mensajes, sino que alcanzan el mismo nivel de complejidad en numero mensajes. Es
decir, se ha conseguido recopilar la informacion de cuales son los nodos del anillo
sin que ello resulte un perjuicio evidente en el numero de mensajes necesarios para
localizar el lder.
Como se ha descrito en la seccion anterior, la complejidad de los algoritmos de
eleccion lder en anillos se fue reduciendo considerablemente. La aparicion de solucio-
nes con complejidades no cuadraticas en el problema de lder permite entrever que es
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posible la reduccion de la complejidad en algoritmos de resolucion de interbloqueos.
La propuesta de [111] permite seleccionar un proceso lder en una red completa con
tan solo establecer un anillo virtual que conecte logicamente a los nodos del sistema.
Se puede observar facilmente que ese anillo virtual guarda un gran parecido con un
ciclo de esperas en una situacion de interbloqueo. En el anillo logico, cada nodo
conoce el identicador del nodo sucesor y en el ciclo de procesos interbloqueados,
donde las esperas entre nodos permanecen jas hasta la resolucion del interbloqueo.
Esta informacion tambien se puede recopilar durante el proceso de deteccion.
Aprovechando todas las similitudes, se puede llegar a adaptar a este algoritmo
de eleccion de lder de complejidad lineal, tanto en numero de mensajes como en
latencia, al problema del interbloqueo. Alcanzar un coste lineal para un algoritmo de
detecccion y resolucion de interbloqueo de unico recurso es un objetivo conseguido
en la tesis doctoral de Prieto [112]. En su algoritmo se desarrollo una adaptacion
del algoritmo de eleccion de lder de Villadangos [111] al problema del interbloqueo.
Este coste supone un avance notable en el campo de los algoritmos de deteccion y
resolucion de interbloqueo. Siguiendo la estela de este algoritmo y utilizando como
base la solucion de lder para redes completas de Castillo [113], se ha dise~nado un
nuevo algoritmo para interbloqueo, que mantiene la complejidad lineal y que mejora
el coste de [112]. Hay que comentar en ese punto que el algoritmo de eleccion de
lder [113] surgio como correccion a las deciencias existentes en el comportamiento
del algoritmo [111]. La reordenacion de los mensajes en distintas conguraciones de
nodos afectaban negativamente a la propiedad de seguridad (si un nodo es lder, el
resto es dummy) y a la de viveza (si se inicia el algoritmo, habra un lder tarde o
temprano) de este ultimo.
El algoritmo que se propone en esta tesis se adapta al proceso de formacion y
eliminacion de esperas, lo que permite que la resolucion de interbloqueos, incluso
cuando se suceden varios, sea factible sin perder la linealidad. En la mayor parte
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de situaciones resultara benecioso que la ejecucion del algoritmo discurra de forma
practicamente paralela a la formacion del ciclo de esperas. Esto es debido a que la
informacion util para resolver el interbloqueo se recopilara progresivamente al igual
que se ira eliminando la informacion obsoleta.
2.3. Algoritmo de eleccion de lder para redes com-
pletas
El algoritmo de eleccion de lder de [113] asume un sistema de N nodos conectados
mediante una red completa, en la que los nodos estan organizados en un anillo logico
conocido. Como se observa en la gura 2.1 utiliza solo cinco variables y precisa de tres
tipos de mensajes (ALG, AVS y AVSRSP) para seleccionar como lder del sistema a
un iniciador del algoritmo.
Variables: 8 fi, jg  Nn
statusi: estado del nodo (passive, candidate, waiting, dummy, leader ).
cand succi: identificador del nodo candidato que sucede al nodo i en el anillo virtual.
cand predi: identificador del nodo candidato que precede al nodo i en el anillo virtual.
neighi: sucesor del nodo i en el anillo virtual.
channel(i, j): cola de mensajes que viajan del nodo i al nodo j.
Estado inicial  s0
8 n 2 Nn: s0.statusn = passive
8 n 2 Nn: s0.cand succn = s0.cand predn = NULL
8 n 2 Nn: s0.neighn: sucesor del nodo n en el anillo virtual.
8 (i, j) 2 Nn  Nn: s0.channel(i, j) = "
Figura 2.1: Denicion de las variables y el estado inicial del algoritmo de eleccion de
lder
En la gura 2.1 se describen estas variables y su estado inicial. Cabe destacar
que neighi no es propiamente una variable, sino un valor jado, que proviene del
conocimiento previo de la conguracion de nodos con la que interacciona el algoritmo
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(anillo logico).
La variable status puede tomar cinco valores diferentes. Inicialmente el estado de
todos los nodos sera passive. Solo los nodos que ejecuten el algoritmo se convertiran
en candidate. Aquellos candidatos que esten a la espera de conocer el identicador
del candidato que les sucede en el anillo virtual pasaran a estado waiting. Tras recibir
esa informacion los nodos waiting podran volver ser considerados candidatos a lder o
denitivamente se retiraran de la eleccion adquiriendo el valor dummy. El intercambio
de mensajes entre candidatos y la comparacion de sus identicadores permitira dis-
minuir el numero de candidatos. Cuando solo quede un nodo candidato en el anillo,
se dara por terminada la eleccion y dicho nodo se convertira en leader.
Durante el proceso de la eleccion, los candidatos necesitan almacenar, en cand succ
y en cand pred respectivamente, los identicadores del candidato sucesor y predece-
sor que van conociendo. Que esas variables vayan actualizando sus valores es lo que
permite que se realicen las comparaciones que determinan que candidatos deben eli-
minarse de la eleccion. Por ultimo, se denen canales de comunicacion para el envo
de mensajes entre cualquiera dos nodos del sistema.
Respecto a los mensajes que los nodos pueden intercambiar, cada uno tiene una
funcion. El mensaje ALG difunde la identidad del nodo candidato que origino el
mensaje. La propagacion de este mensaje se realiza a traves de todos los nodos pasivos
que separan al iniciador del mensaje del candidato que le sucede en el anillo logico.
Gracias a este tipo de mensaje todos los candidatos conocen a su candidato predecesor.
Cuando un nodo recibe un mensaje que le indica que la identidad de su candidato
predecesor es menor que la suya, responde con un mensaje AVS. La funcion de este
mensaje es doble. Por un lado, informa al nodo destino de la identidad de su candidato
sucesor. Y por otra parte, tambien le indica que va a dejar de ser candidato y a que
nodo, el emisor del mensaje, debe informar de la identidad de su candidato predecesor.
El mensaje AVSRSP traspasa la informacion de un nodo que inicio el algoritmo y
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cand succi  NULL;
cand predi  NULL;




IF (statusi = passive) THEN
statusi  dummy;
send ALG(init) to neighi;
ELSE IF (statusi = candidate) THEN
cand predi  init;
IF (i = init) THEN
statusi  leader;
ELSE IF (cand succi = NULL) THEN
IF (i > init) THEN
statusi  waiting;
send AVS(i) to init;
ELSE (no action)
ELSE
send AVSRSP(cand predi) to cand succi;
statusi  dummy;
ELSE (no action).
aSe denota channel(i, j)  channel(i, j)m




IF (statusi = candidate) THEN
IF (cand predi = NULL) THEN
cand succi  j;
ELSE
send AVSRSP(cand predi) to j;
statusi  dummy;
ELSE IF (statusi = waiting) THEN





IF (statusi = waiting) THEN
IF (i = k) THEN
statusi  leader;
ELSE
cand predi  k;
IF (cand succi = NULL) THEN
IF (k < i) THEN




send AVSRSP(k) to cand succi;
statusi  dummy;
ELSE (no action).
Figura 2.2: Algoritmo de eleccion de lder de redes completas
no tiene posibilidades de ser designado lder del sistema. Un nodo iniciador, en estado
candidate o waiting, no llegara a ser lder si al comparar su identicador con el del
candidato que le sucede y el que le precede, se concluye que es inferior a ambos. El
destino de un mensaje AVSRSP es siempre el candidato sucesor que tenga registrado
el nodo que pasa a dummy y el contenido es el identicador del predecesor de dicho
nodo. Y para terminar, los mensajes AVS se encargan de avisar, de forma directa,
a los candidatos predecesores de que el identicador recibido mediante un mensaje
ALG o un mensaje AVSRSP es inferior al que posee el emisor del mensaje AVS.
En la gura 2.2 aparece el codigo de las acciones del algoritmo de eleccion de lder
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[113]. Seguidamente, se explica el funcionamiento del algoritmo teniendo en cuenta
las precondiciones y los efectos de las mismas.
La eleccion de lder consta de cuatro fases. En primer lugar se lanza una o varias
instancias del algoritmo segun el numero de nodos que vayan a competir por el lide-
razgo del sistema (fase de iniciacion). Esa fase consiste en la ejecucion de la accion
initiatei. Basicamente los efectos de esta accion permiten distinguir a los nodos que
son candidatos a lder de los que no participan. Tambien se inicializan las variables
que serviran para recoger la identidad del candidato que precede, cand predi, y suce-
de, cand succi, al candidato iniciador i. La siguiente fase del algoritmo es la que tiene
que ver con la exploracion parcial del anillo virtual. En esa exploracion los candidatos
tratan de conocer, mediante el envo de un mensaje ALG, al candidato que le sucede
en el anillo. Ese primer mensaje ALG se genera por efecto de la accion initiatei. Des-
pues de esta fase, tiene lugar otra en la que el resto de nodos colaboran para hacer
llegar el mensaje ALG de un iniciador (fase de colaboracion). La difusion del mensaje
ALG por nodos pasivos hasta alcanzar a otro candidato es consecuencia de la accion
rcvALGi(j, init). Un nodo pasivo se convierte en dummy para evitar que lance una
nueva instancia del algoritmo, entorpeciendo la eleccion iniciada.
La siguiente fase del algoritmo es la de negociacion y surge cuando los mensajes
ALG alcanzan un nodo candidato distinto al que lo genero. Esa negociacion esta su-
peditada al esquema de prioridades que se quiera implantar. En este algoritmo el
esquema implementado establece que el nodo candidato de mayor identicador debe
convertirse en lder. En base a esa prioridad, la negociacion de los candidatos se realiza
comparando los identicadores. En el caso de que el nodo que recibe el mensaje ALG
sea el mayor de los dos candidatos implicados, cambiara su estado a waiting indicando
que, a falta de conocer al candidato que le sucede, sigue teniendo posibilidades de
convertirse en lder. Al mismo tiempo, enviara un mensaje directo tipo AVS al nodo
candidato que genero ese mensaje. El nodo que recibe un mensaje AVS, si ya dispone
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de informacion de su candidato predecesor en el anillo, se autoexluira de la eleccion
de lder pasando a estado dummy. Antes de convertirse en un nodo dummy, ese nodo
enviara la identidad de su candidato predecesor en un mensaje AVSRSP directo. Sin
embargo, si el nodo que recibe el mensaje AVS todava no tiene conocimiento de la
identidad de su predecesor, almacenara la identidad del candidato que le sucede (y
que es mayor que el) hasta que reciba esta informacion. En resumen, el proceso de ne-
gociacion de dos candidatos conlleva la transferencia de la informacion del candidato
de menor identicador al mayor y la posterior retirada del candidato menor. La fase
de negociacion para conguraciones en las que hay mas de dos candidatos requiere
de nuevas rondas de comparaciones y de intercambio de mensajes AVS y AVSRSP.
En cada una de esas rondas, un candidato dejara de participar en la eleccion de lder.
Finalmente, el candidato mayor recibira un mensaje AVSRSP con informacion de
s mismo y dara por terminada la eleccion. El algoritmo tambien preve la posibili-
dad de que haya un unico candidato en la red y permite que el mensaje ALG de
exploracion concluya la eleccion proclamandolo lder.
En resumen, la exploracion parcial del anillo virtual por parte de los nodos candi-
datos y la negociacion directa entre candidatos hacen de este algoritmo de eleccion de
lder una solucion lineal en numero de mensajes y en latencia. Esta caracterstica de
coste, junto con la no necesidad de conocer previamente el numero de nodos del siste-
ma, son los argumentos que justican la decision de trasladar este sencillo algoritmo
al funcionamiento de una deteccion de interbloqueo en un escenario estatico. En el
captulo 4 de la memoria, cuando se describa de modo informal el funcionamiento del
algoritmo propuesto en esta tesis, quedara patente que la deteccion de la vctima y
la eleccion de lder se realizan siguiendo las mismas directrices.
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2.3.1. Adaptacion del algoritmo de lder al algoritmo de de-
teccion de interbloqueo en un escenario estatico
El dise~no del algoritmo de deteccion de interbloqueo en situaciones estaticas se
basa en las cuatro acciones del algoritmo de eleccion de lder publicadas en [113].
A la hora de comparar ambos algoritmos hay que tener en cuenta que el algoritmo
de deteccion de interbloqueo de esta tesis es mucho mas complejo y precisa de una
gran cantidad de variables para conseguir su objetivo. Incluye nuevas acciones que
amplan su funcionamiento a escenarios dinamicos y las acciones creadas para los casos
estaticos se tienen que modicar para incorporar en ellas el comportamiento dinamico.
A continuacion, se mencionan las semejanzas y diferencias de las acciones necesarias
para una deteccion de interbloqueo estatica con las acciones que desempe~nan la misma
tarea en el algoritmo de eleccion de lder.
La accion initiatei del algoritmo de lder (ver gura 2.2) debe tener una replica
homonima en el algoritmo de deteccion de interbloqueo. Los efectos que se tienen que
trasladar de esta accion son: el cambio de estado del nodo que pasa a ser iniciador del
algoritmo y el envo de su identicador mediante un mensaje ALG. Hay que advertir
que la variable neighi debe ser sustituida por una nueva variable en el algoritmo de
deteccion propuesto. Esa nueva variable se denira como un conjunto y permitira al-
macenar las identidades de todos los nodos que esperan por el nodo i (predecesores).
En consecuencia, se generaran tantos mensajes ALG como nodos predecesores tenga
el nodo i. Cada uno de estos mensajes ALG tendra como destino a uno de los nodos
predecesores del nodo i. La razon de que el mensaje AlG no se dirija hacia el unico
nodo que le sucede y vaya hacia su/s predecesor/es, estriba en que el algoritmo de
deteccion implementa el modelo SR de peticion de recursos, pero un nodo puede re-
cibir muchas esperas. Cambiar el sentido de los mensajes ALG evitara que un mismo
nodo este implicado en un conjunto de computaciones del algoritmo de deteccion de
49
Captulo 2: >Detectar un lder o elegir una vctima?
interbloqueo.
Los nodos en un estado equiparable al estado passive del algoritmo de eleccion de
lder, se comportaran de forma similar ante la recepcion de un mensaje ALG (accion
rcvALGi(j,init) de la gura 2.2). Los efectos por los que esos nodos pasan a ser
dummy y redirigen el mensaje ALG tienen que aparecer tambien en la deteccion de
un interbloqueo. Debido al cambio de la variable neighi ya comentado, en el algoritmo
de deteccion de interbloqueo el reenvo de un mensaje ALG se realizara a todos los
predecesores del nodo i.
En lo que respecta al efecto de la accion rcvALGi(j,init) por el que un nodo
candidate se convierte en leader, el algoritmo de deteccion de interbloqueo incluira esta
posibilidad intercambiando el estado leader por uno que represente la deteccion de
un ciclo. La condicion para que se produzca esta situacion se asemejara al hecho de
que ha circulado un mensaje ALG y ha llegado al nodo que lo origino.
Si el nodo receptor del mensaje ALG es candidate se procedara, al igual que la
eleccion de lder, a comparar las identidades de los candidatos implicados. Si el ini-
ciador del mensaje ALG recibido es mayor que la identidad del receptor, se imitara el
envo de un mensaje AVS con la misma nalidad. Previo a la comparacion, en el
algoritmo de la deteccion de interbloqueo se tendra que almacenar la identidad del
candidato emisor del mensaje ALG. Es obvio que, a causa del sentido de los mensajes
ALG en la deteccion de interbloqueo, ese candidato iniciador sera considerado un
sucesor en vez de un predecesor como ocurre en la eleccion de lder.
Al generarse un mensaje AVS, en el caso de la solucion de lder, surge un estado
intermedio waiting. Ese estado representa que el candidato receptor del mensaje ALG
sigue en la carrera para convertirse en leader y le falta conocer si el candidato que le
sucede es mayor que el. El estado waiting de la eleccion de lder no tendra equivalencia
directa en un estado en el algoritmo de deteccion de interbloqueo. Sin embargo, cuando
un nodo mantiene su estado candidate tras recibir un mensaje ALG en la eleccion
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de lder, queda patente que no tiene posibilidades de ser lder y se desvincula de la
eleccion si ya conoce la identidad de su predecesor. Es importante explicar en este
punto que un candidato que abandona el proceso de eleccion se convierte en dummy,
enviando un mensaje AVSRSP. Por el contrario, en la deteccion de interbloqueo que se
propone, el candidato que se salva de ser se~nalado vctima tendra que permanecer en
estado candidate para atender a la dinamica del sistema. En evoluciones posteriores
del sistema este candidato puede participar en una nueva deteccion ahorrandose y
ahorrando al sistema recoger de nuevo informacion que no ha variado, o sea, lanzar
de nuevo una instancia del algoritmo.
Por ultimo, las acciones rcvAVSi(j ) y rcvAVSRSPi(j,k) del algoritmo de lder
descritas en la gura 2.2 tambien tendran que aparecer en el algoritmo de deteccion de
interbloqueo. Como puede observarse la accion rcvAVSRSPi(j,k) dispone de un efecto
por el que un nodo en estado waiting pasa a ser leader al recibir un mensaje AVSRSP.
La informacion que transporta ese tipo de mensaje hace alusion al identicador de
candidato predecesor vigente que hasta el momento de la recepcion desconoca. Dado
que los mensajes AVS y AVSRSP recorren el anillo logico en sentidos opuestos y que
el algoritmo de deteccion de interbloqueo debe explorar el ciclo de esperas buscando
a sus candidatos predecesores, se presupone que el efecto se~nalar vctima tendra que
producirse en la accion que se encargue del tratamiento de los mensajes AVS.
Razonando de forma similar, se puede llegar a la conclusion de que, si la accion
rcvAVSi(j ) del algoritmo de eleccion de lder es la encargada de actualizar el valor
de la variable cand succi, en el algoritmo de deteccion de interbloqueo esa funcion la
tendra que desempe~nar la accion que procese los mensaje AVSRSP. Del mismo modo,
la actualizacion de la variable cand predi, que en la eleccion de lder la lleva a cabo
la accion rcvAVSRSPi(j,k), debera ser realizada por la accion que en la deteccion de
interbloqueo gestiona los mensajes AVS.
Si se repasan las acciones rcvAVSi(j ) y rcvAVSRSPi(j,k) de la eleccion de lder
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considerada (gura 2.2), se puede observar que los candidatos, que abandonan la
eleccion y pasan a ser dummy, verican una condicion: conocen tanto a su candidato
sucesor como a su candidato predecesor y saben que su identicador es el menor de
los tres. Esta idea tambien se empleara en el algoritmo de deteccion de interbloqueo
y sera el fundamento del envo del mensaje de un nodo que no puede ser vctima,





Antes de describir en detalle el algoritmo que se ha dise~nado, es necesario espe-
cicar el problema al que se pretende dar solucion. Con una idea clara de cual es el
problema que se aborda y que requisitos debe cumplir la solucion que se adopte, se
podra determinar si el algoritmo es una solucion correcta. Del mismo modo, gracias
a la especicacion del problema, tambien se podra dilucidar si un sistema cumple los
requisitos necesarios para emplear las soluciones encontradas.
Por todo ello, el principal objetivo de este captulo es proporcionar la especi-
cacion del problema que se va a tratar. En primer lugar se va a exponer de una
manera algo informal el modelo de sistema en el que el algoritmo debe funcionar.
Seguidamente, se describira formalmente el sistema mediante el uso de un automata
de Entrada/Salida. La denicion del automata, designado abreviadamente como G,
va a permitir modelar el comportamiento del sistema en el que se desea trabajar. El
automata G se ha construido pensando en una dinamica concreta del medio, pero
es muy poco restrictivo por lo que puede modelar igualmente el comportamiento de
otros sistemas mas restrictivos.
La parte nal del captulo esta dedicada a la especicacion formal del problema,
E, que consiste basicamente en imponer al automata G los criterios de correccion
exigidos a la solucion (algoritmo). De todas las posibles ejecuciones del automata G
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solo aquellas que veriquen las propiedades de seguridad y viveza se consideraran
comportamientos validos e integrados en E.
Las soluciones que se han ido proponiendo al problema del interbloqueo a lo lar-
go del tiempo son algoritmos especcos para un modelo de peticion de recursos. El
tipo de de peticiones que admite el sistema viene determinado basicamente por la
aplicacion que desarrollen sus procesos. Aunque sera interesante contar con un algo-
ritmo que resolviera el problema del interbloqueo para cualquier modelo de peticion
de recursos, se preere dise~nar algoritmos para modelos de asignacion concretos en
sistemas concretos buscando maximizar su ecacia. El algoritmo ideado se ha creado
para aplicaciones de unico recurso.
En el presente captulo se va a presentar de manera formal el gestor de procesos
y recursos que gobierna el sistema y sigue el modelo de peticion de unico recurso.
Para ello, se hara uso de una herramienta, que tambien servira para la demostracion
de correccion del algoritmo distribuido. La herramienta elegida se base en el modelo
de Automatas de Entrada/Salida introducido por Lynch y Tuttel en [54] y [114] res-
pectivamente. Este modelo va a permitir diferenciar entre acciones controladas por
el algoritmo y acciones que controla el medio. Como las acciones del medio pueden
tener lugar en cualquier situacion, restringir el comportamiento del entorno para mo-
delarlo es una tarea bastante complicada en el proceso de formalizacion. Sin embargo,
superada esa tarea, la representacion general del gestor permite rebajar la dicultad
del dise~no del algoritmo de resolucion de interbloqueos ya que el algoritmo no tiene
que considerar las operaciones propias del gestor del medio. Ademas, la descripcion
formal del gestor tratara de reejar el estado de las esperas desde el punto de vista
local. Esta vision favorecera la comprension de las transiciones entre estados posibles
del sistema.
La descripcion del funcionamiento del entorno mediante un automata de Entra-
da/Salida se complementara con la representacion de las esperas del sistema en un
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grafo. Los efectos de las acciones del gestor del sistema modicaran dicho grafo. La
combinacion del automata y de este grafo da lugar a un modelo completo para un
sistema SR en el que no hay abortos espontaneos de procesos. El modelo del gestor
favorecera la caracterizacion formal de una situacion de interbloqueo en el sistema.
3.1. Modelo del sistema
Uno de los motivos por los que se puede encontrar algoritmos incorrectos pu-
blicados es la falta de formalismo utilizada en su dise~no [56]. Si se incluye dicho
formalismo, se facilita notablemente la demostracion de correccion de los algoritmos.
La mayor parte de los trabajos publicados en la actualidad presentan los algoritmos
junto con sus pruebas de correccion, pero rara vez se da una descripcion formal del
sistema con el que interactua el algoritmo. Formalizar el funcionamiento del entorno
de ejecucion del algoritmo, aunque no lo parezca a simple vista, ayuda a delimitar los
comportamientos del sistema y a enunciarlos como propiedades.
3.1.1. Descripcion informal del sistema
La descripcion que se ofrece en esta seccion tiene como objetivo dar una vision sen-
cilla de las componentes y del funcionamiento del sistema. Los sistemas para los que
se dise~na el algoritmo de esta tesis son distribuidos. Este tipo de sistemas esta forma-
do por un conjunto de lugares interconectados mediante una red de comunicaciones.
Cada uno de estos lugares cuenta con una serie de recursos propios (locales) pero los
procesos que se ejecutan en cada uno de los lugares pueden requerir no solo recursos
locales, sino tambien recursos de otros sitios (remotos). El acceso a los recursos lo-
cales, la ejecucion de los procesos de una misma ubicacion y la comunicacion entre
procesos de ubicaciones diferentes se realiza bajo la supervision de un gestor local. La
combinacion de los gestores locales de los distintos lugares del sistema constituye, lo
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que se denomina habitualmente, el gestor del sistema. Esto evidencia que el gestor de
procesos y recursos de un sistema distribuido ha de ser distribuido. Sin riesgo a perder
la generalidad de la denicion dada de sistema distribuido, se puede asimilar un lugar
a un unico proceso o recurso. Esta simplicacion, por tanto, permite considerar el
sistema como un conjunto de nodos cuando no es necesario distinguir entre procesos
y recursos. En consecuencia, en la mayor parte de este trabajo, se establecera que
el sistema esta formado por un conjunto numerable de nodos, N , identicados de
manera unica y en el hay establecida una relacion de orden total (N , ).
Otro elemento del sistema que hay que describir es la red de comunicaciones.
Como los nodos del sistema deben intercambiar informacion mediante mensajes es
importante indicar las caractersticas de los canales por los que se transmiten dichos
mensajes. Se supondra que existe un canal de comunicaciones logico conectando todo
par de nodos del sistema. Por otro lado, el funcionamiento de los canales es ideal,
esto es, los canales son ables porque no se producen ni perdidas ni duplicidades
de mensajes y, aunque pueden demorarse, los mensajes no sufren retardos innitos.
Asumiendo estas propiedades, se puede asegurar que un nodo que ha mandado un
mensaje sabe con certeza que sera recibido, pero no sabe exactamente cuando llegara.
En todo caso puede saber que ha sido recibido si el nodo receptor le manda un mensaje
de conrmacion.
Si se considerara un sistema de comunicaciones mas realista, habra que tener en
cuenta la perdida de mensajes y deberan incorporarse en el sistema mecanismos de
repeticion de mensajes y metodos de ordenacion para descartar mensajes repetidos
o, simplemente, mensajes que ya no son validos. Resulta obvio que incluir todos
estos aspectos, relacionados con la ordenacion correcta de mensajes, incrementa la
complejidad de las acciones del sistema gestor. Para evitar que esa complejidad se
extienda a la especicacion del problema y al algoritmo que lo va a resolver y, sabiendo
que el esquema de asignacion y liberacion de recursos por parte de un proceso no se ve
56
3.1. Modelo del sistema
modicado al hacer que los canales de comunicacion tengan un comportamiento mas
cercano a la realidad, se opta por trabajar con una red de comunicaciones idealizada.
El modelo de peticion de recursos que se admite en el sistema es el de unico recurso.
Como ya se comento en el captulo de introduccion, este tipo de peticion consiste en
que los procesos solicitan los recursos que necesitan uno a uno y los recursos son
de exclusion mutua, sin la posibilidad de que haya mas de un proceso utilizando el
mismo recurso simultaneamente. Cuando un proceso solicita el acceso a un recurso,
el proceso queda bloqueado y permanece a la espera hasta que le es concedido el uso
del recurso. Una vez que el recurso pueda utilizarse, el estado del proceso vuelve a
ser activo. En este estado el proceso puede solicitar el acceso a un nuevo recurso o
liberar alguno de los recursos ya asignados. Mientras el recurso esta asignado a un
proceso, ningun otro proceso puede acceder a el. Solo cuando el recurso sea liberado
por el proceso que lo tiene asignado, podra ser utilizado previa solicitud.
Considerando el sistema como un conjunto de nodos, el modelo de peticion de
unico recurso se traduce en que un nodo espera como maximo por otro nodo y uni-
camente los nodos activos envan mensajes. En consecuencia, un nodo activo puede
bloquearse en cualquier instante de tiempo y volverse a activar cuando el nodo por
el que espera lo permita.
Aunque se supone que el numero de tareas que realiza un proceso en su ejecucion
es nito, la ejecucion concurrente de varios procesos puede conducir a una situacion
de interbloqueo del sistema. Si en el sistema solo hubiera un proceso, es obvio que
no podra surgir este problema y, transcurrido el tiempo en el que se desarrollan
todas las tareas, los recursos quedaran libres y listos para otro uso. Al tratarse de
un sistema distribuido, cada uno de los nodos que lo conforman debe ejecutar una
copia del algoritmo de deteccion y resolucion de interbloqueo que se ha dise~nado. La
resolucion de un posible interbloqueo implica el aborto de un nodo que representa a
un proceso. Para ello, se cancelan las solicitudes de recursos que no han sido todava
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atendidas, se liberan los recursos a los que tena acceso y se restaura su estado inicial
a todos los recursos liberados [14]. En el sistema se presupone que no se dan abortos
espontaneos, sino que se requiere un proceso de deteccion, y que nunca abortaran
nodos que no esten interbloqueados.
El comportamiento de los nodos vendra dado por la informacion que guardan de
su entorno, las relaciones de espera que existen en el sistema, y la informacion que se
obtiene de la ejecucion del algoritmo de deteccion y resolucion de interbloqueos.
3.1.2. Descripcion formal del gestor del sistema
3.1.2.1. Grafo de Esperas
Para modelar el estado de las esperas en sistemas distribuidos se suele utilizar un
grafo ya que esta representacion graca es sencilla, pero aporta un nivel de abstrac-
cion suciente para que la solucion del problema del interbloqueo sea lo mas general
posible.
Los grafos mas frecuentemente usados para representar las esperas de un siste-
ma concurrente son el Grafo de Asignacion de Recursos (Resource Allocation Graph
- RAG) y Grafo de Esperas (Wait-For Graph - WFG) [14] [55]. Estos grafos no
son adecuados para modelar el estado de las esperas en sistemas distribuidos porque
las acciones de peticion, asignacion y liberacion de recursos implican mensajes en-
tre distintos lugares del sistema. Los mensajes que surgen en estas acciones pueden
reordenarse ya que los mensajes requieren un tiempo de transmision. Estos retardos
hacen que la informacion de las esperas del sistema que se desprende del grafo no sea
real en todos los instantes de tiempo [56] [115].
El grafo de esperas que se va a adoptar es un 1-grafo bipartito, sin lazos, dirigido y
dinamico, G  (N , A), donde N es el conjunto de nodos del sistema y A, el conjunto
de arcos que representan las relaciones entre los nodos [116]. Se dice que es bipartito
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porque tiene dos elementos constitutivos, nodos y arcos. En el grafo no aparecen lazos
porque no hay arcos cuyo extremo inicial y nal coincidan. La multiplicidad de los
arcos es como maximo la unidad, es decir, un arco aparece a lo sumo una vez. El
grafo es dirigido porque los arcos se caracterizan por su extremo inicial y nal. Como
el conjunto de arcos, A, vara con el tiempo, se trata con un grafo dinamico.
El conjunto de nodos N representan elementos reales de la computacion (procesos
o recursos). Los arcos de este tipo de grafo pueden unir dos nodos reales o, debido a la
dinamica del medio, apuntar a un nodo sin estar unido a un nodo inicial o viceversa,
surgir de un nodo inicial sin apuntar al nodo nal. Aunque propiamente no lo son,
estos dos ultimos tipos de enlaces van a ser denominados tambien arcos porque sirven
para modelar la asincrona en el conocimiento de las modicaciones de las esperas.
La existencia de un arco que une el nodo inicial de la espera, nodo i y se dirige a otro
nodo j sin ser apuntado implica que el nodo i esta esperando por el nodo j aunque
el nodo j desconoce que lo espera en ese instante. Por otro lado, el arco que va desde
un punto intermedio del arco que unira al nodo i con el nodo nal de la espera, nodo
j, conlleva que el nodo j tiene informacion segun la cual esta siendo esperado por el
nodo i, pero este ha dejado de esperarle.
3.1.2.2. El automata del gestor del sistema, G
Para la descripcion formal del funcionamiento del sistema se va a utilizar un
automata de Entrada/Salida. Este modelo matematico permite representar el siste-
ma de forma abstracta haciendo uso de una maquina de transiciones de estado. En la
denicion de un automata de Entrada/Salida se incluye un conjunto de estados, sta-
tes(A), un conjunto de estados iniciales, start(A), una signatura de acciones, sig(A),
una relacion de transicion que dene los pasos del automata o acciones que pueden
ser ejecutadas en cada estado, steps(A) y una relacion de equivalencia que especica
las ejecuciones equitativas del automata, part(A).
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Estado de G:
El estado de un automata describe con precision en que situacion se encuentra el
sistema y viene determinado por el valor de un conjunto de variables. El automata del
medio, G, modela un sistema distribuido formado por un conjunto de nodos N y los
canales de comunicacion que unen cada par de nodos. Los nodos del sistema tendran
un numero unico como identicador tomado del conjunto de los numeros naturales
por lo que se puede armar que en el conjunto de nodos del sistema, N , hay una
relacion de orden denida. Como los nodos del grafo de esperas representan tanto
procesos como recursos por nodos, se asumira que los identicadores que representan
a los recursos son inferiores que los que corresponden a los procesos.
Las variables que denen el estado del automata del medio, G, se muestran en la
gura 3.1. En ella se puede observar un nodo i viene caracterizado por las variables
t activi, blockeri, set waitersi y statei.
Estado (s ) del automata del medio G, s 2 states (G ):
8 i 2 N: statei 2 factive, blocked, abortedg //Estado del nodo i
8 i 2 N: t activi 2 N //Tiempo de activacion del nodo i
8 i 2 N: blockeri 2 N [ NULL //Nodo por el que el nodo i esta esperando
8 i 2 N: set waitersi  f(n, t, b) con n 2 N, t 2 N ^ b 2 fsent, received, releasedgg
//Conjunto de tuplas (nodo, tiempo, estado espera) de los nodos que esperan por el nodo i
Figura 3.1: Denicion del estado del automata del medio, G.
La variable t activi permitira registrar el instante de tiempo en el que el nodo i se
desbloquea. Durante el periodo en el que el nodo permanezca bloqueado, su tiempo de
activacion quedara jado al del instante en el que paso de estado bloqueado a activo
por ultima vez. Inicialmente, todos los nodos del sistema son activos y presentan el
mismo tiempo de activacion.
Las variables blockeri y set waitersi representan la informacion de la que dispone
el nodo i sobre sus relaciones de espera con otros nodos.
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En blockeri se almacena el identicador del nodo por el que el nodo i esta espe-
rando. En caso de que el nodo no este esperando por ningun otro nodo en blockeri
aparece el valor NULL. Como el problema de interbloqueo que se aborda en este tra-
bajo trata el interbloqueo para sistemas con modelo de asignacion de unico recurso,
blockeri guarda la identidad de un unico nodo como maximo. Si el nodo i es un pro-
ceso, blockeri contendra el nombre del recurso que ha solicitado y, por el contrario, si
es un recurso, blockeri incluira la identidad del proceso al que esta asignado.
La variable set waitersi recoge informacion del conjunto de nodos que estan
esperando por el nodo i. Los elementos de set waitersi son ternas en las que, ademas
de la identidad del nodo que esta esperando al nodo i, aparece el tiempo de activacion
de ese nodo en el momento en el que surgio esa espera y el estado de esa espera. Los
tres valores posibles para denir el estado de una espera son: received, sent y released.
En un sistema distribuido, puede suceder que el nodo i tenga pleno conocimiento de
las esperas que le ata~nen (received), que las esperas todava no se hayan consolidado
(sent) o que las esperas ya no sean completas porque se haya iniciado el borrado
de las mismas (released). En este ultimo caso, los nodos de set waitersi seguiran
bloqueados por el nodo i porque aun no han sido noticados convenientemente de la
nueva situacion. A pesar de ello, el nodo i ya se habra liberado de la relacion con los
procesos que lo requeran como recurso o con los recursos que le haban sido asignados
siendo proceso.
Por otra parte, la variable statei denota el estado del nodo i. Los posibles va-
lores que puede adoptar esta variable son active, blocked o aborted. Un nodo activo
no espera por ningun otro nodo. Si el nodo es un proceso, este podra solicitar el
acceso a los recursos del sistema. En cambio, si el nodo representa a un recurso, al
estar activo podra ser asignado a un proceso que este esperando por el. Cuando un
nodo esta bloqueado, el nodo esta esperando por algun otro nodo. En caso de que el
nodo sea un proceso, el nodo espera que el recurso que ha solicitado previamente le
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abortedblocked
active
Figura 3.2: Transiciones del valor de la variable state en G.
sea concedido. Para un nodo de tipo recurso, estar bloqueado signica que el recurso
espera ser liberado por el proceso al que esta asignado. Por ultimo, un nodo abortado
ni espera ni es esperado por otro nodo. Si un proceso aborta, permanecera indeni-
damente en ese estado. Si el proceso tiene que volverse a ejecutar, aparecera en el
sistema representado como un nuevo nodo.
La variable statei puede ver modicado su valor en una ejecucion de G, pero
cualquier modicacion no es valida. La gura 3.2 muestra los cambios de estado
posibles. Un nodo activo puede bloquearse en cualquier momento y al desbloquearse
el nodo volvera ser activo de nuevo. Si el algoritmo de deteccion y resolucion de
interbloqueo hace que un nodo interbloqueado se tenga que abortar, el estado del
nodo pasara de bloqueado a abortado directamente.
La denicion del estado inicial del automata permite conocer con precision las
condiciones de partida en la puesta en marcha del automata. Los valores de las va-
riables del automata G en el momento de iniciarse el funcionamiento del sistema
determinaran su comportamiento. El estado inicial de G queda jado formalmente
en la gura 3.3.
Se considerara que el sistema parte del reposo, o sea, que los recursos estan libres,
ningun proceso espera o retiene recursos y todava no ha habido intercambio de
mensajes entre los nodos del sistema. En consecuencia, en el estado inicial s0 todos
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Estado inicial (s0) del automata del medio G:
8 i 2 N: s0.statei = active
8 i 2 N: s0.t activi = 1
8 i 2 N: s0.blockeri = NULL
8 i 2 N: s0.set waitersi = ;
Figura 3.3: Estado inicial del automata del medio, G.
los nodos estan activos, no hay esperas entre los nodos ni mensajes en los canales de
comunicacion pues quedaran reejadas en set waiters
Signatura de G:
La signatura de acciones del automata del medio describe el interfaz entre el
automata y su entorno. Las acciones se clasican en: acciones de entrada, acciones de
salida y acciones internas. Se denominan acciones de entradas a aquellas que no con-
trola el automata porque siempre estan habilitadas y se pueden ejecutar en cualquier
instante de tiempo. A diferencia de las acciones de entrada, las acciones de salida y
las acciones internas son controladas por el automata, es decir, su ejecucion queda
habilitada en funcion del estado alcanzado por el automata.
De las acciones del automata del medio, las de mas interes son las que tienen que
ver con las esperas del sistema. Por el contrario, las acciones que no afectan a las
variables de estado ya denidas, se consideraran acciones internas del automata y no
aportaran informacion.
En la gura 3.4 se expresa formalmente la signatura de las acciones del automa-
ta G. Como puede observarse, no existen acciones internas. Las acciones de sali-
da comprenden tanto a las acciones de formacion de las esperas, StartAddArci(j ) y
EndAddArci(j, t), como a las de borrado, esto es, StartDelArci(j, t) y EndDelArci(j ).
Ademas, tambien se incluye una accion de entrada Aborti. Esta accion indica como
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Input(G ) = fAborti tal que i  Ng
Internal(G ) = ;
Output(G ) = fStartAddArci(j), EndAddArci(j,t), StartDelArci(j,t), EndDelArci(j)
tal que fi, jg  N ^ i 6= j ^ t 2 Ng
Figura 3.4: Signatura de las acciones del automata del medio, G.
debe resolverse un interbloqueo cuando el automata recibe informacion de su existen-
cia.
Acciones de G:
En este apartado se van a denir formalmente las acciones del automata G y se
van a describir sus posibles transiciones. Las acciones de un automata determinan el
comportamiento del sistema ya que denen las transiciones entre posibles estados del
sistema.
En la gura 3.5 se muestran las acciones del automata del medio siguiendo el
esquema de precondicion-efecto. Una accion  queda habilitada en un estado s si,
y solo si, satisface su precondicion. Esta precondicion acota los posibles estados del
sistema en los que la accion se puede ejecutar, permitiendo la transicion a otros
estados del sistema. La ejecucion de la accion hace que el sistema alcance un nuevo
estado s0. En esta transicion de estado se modican las variables tal y como indican
los efectos de la accion.
Es importante se~nalar que la ejecucion de las acciones se realiza de forma atomica
impidiendo que se produzcan incongruencias en las asignaciones de valores de las
variables. La asignacion de nuevos valores se escribe de tal forma que la aparicion de
la variable a la izquierda de la orden representa el valor de la variable tras la ejecucion
de la accion. Cuando el nombre de una variable aparece en cualquier otra localizacion,
en las precondiciones o en los efectos de las acciones, la variable hace referencia a su
valor anterior a la ejecucion de la accion. De esta manera, no es necesario indicar
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StartAddArci(j)




set waitersj:= set waitersj [ f(i, t activi, sent)g.
EndAddArci(j,t)
precondiciones: statei 6= aborted ^ (j, t, sent) 2 set waitersi.
efectos:
set waitersi:= set waitersi [ f(j, t, received)g n f(j, t, sent)g.
StartDelArci(j,t)
precondiciones: (j, t, received) 2 set waitersi ^ (statei = active _ statej = aborted).
efectos:
set waitersi:= set waitersi n f(j, t, received)g;
IF (statei = active) THEN
set waitersi:= set waitersi [ f(j, t, released)g
ENDIF.
EndDelArci(j)
precondiciones: blockeri = j ^ ((i, t activi, released) 2 set waitersj _ statej = aborted).
efectos:
IF (statej 6= aborted) THEN
set waitersj:= set waitersj n f(i, t activi, released)g
ELSEIF ((i, t activi, sent) 2 set waitersj) THEN










t activi:= t activi + 1;
set waitersi:= ;.
Figura 3.5: Acciones del automata del medio, G.
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el estado para cada una de las apariciones de una variable en el automata. Despues
de estas aclaraciones sobre el modelo y la notacion empleada para la escritura del
automata, se va a proceder a explicar en detalle cada una de las transiciones del
automata G.
Accion StartAddArci(j ):
La precondicion de esta accion exige que solo la ejecuten los nodos que se man-
tienen activos (nodo i en la gura 3.6.a). La transicion indica que el nodo i empieza
a esperar al nodo j.
Los efectos de la accion consisten en un cambio de estado del nodo i y la asignacion
de la identidad del nodo j a la variable blockeri. Es obvio que, tras ejecutarse esta
accion, el nodo i deja de ser un nodo activo y pasa a estar bloqueado, con lo cual el
nuevo estado del nodo i sera blocked. Ademas, se registrara el nodo por el que i queda
bloqueado y se anotara que el nodo i ha iniciado una espera por j con un determinado
tiempo de activacion. Esa informacion, (i, t activi, sent), se incorporara a set waitersj
(gura 3.6.b). Notese que en esta accion no hay ninguna restriccion que impida que


















Figura 3.6: Precondiciones (a) y efectos (b) de la accion StartAddArci(j ).
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Accion EndAddArci(j, t):
Esta accion permite completar una espera iniciada por el nodo j hacia el nodo i
siempre que el estado del nodo bloqueante i no sea aborted. Con la exclusion del estado
aborted del nodo i, se logra que un nodo abortado no vuelva a participar activamente
en la evolucion posterior del sistema. El registro de la espera antes de la ejecucion
EndAddArci(j, t) esta incluido en set waitersi como (j, t, sent), donde t es el instante
de tiempo en el que el nodo j era aun activo, es decir, antes de que se bloqueara por el
nodo i (gura 3.7.a). El unico efecto de la accion consiste en sustituir los datos de esa
espera, la cual parte del nodo j, por los datos de la espera ya completada. As que, la
variable set waitersi contendra la tupla (j, t, received) en lugar de (j, t, sent) cuando


















Figura 3.7: Precondiciones (a) y efectos (b) de la accion EndAddArci(j, t).
Accion StartDelArci(j, t):
Con esta accion, o bien se inicia el proceso de activacion del nodo j (guras 3.8.a
y 3.8.b), o bien se elimina la espera residual entre el nodo j y el nodo i que permanece
en el sistema tras el aborto del nodo j (gura 3.8.c y 3.8.d). En la primera situacion,
el nodo i queda desligado del bloqueo que el nodo j mantena por el. En la segunda
situacion, los efectos de la accion Abortj han suprimido el valor de la variable blockerj
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Figura 3.8: Precondiciones (a)-(c) y efectos (b)-(d) de la accion StartDelArci(j, t).
rompiendo denitivamente el bloqueo por el nodo i. Que el nodo j considere que ha
dejado de esperar por el nodo i se debe a que los efectos de la accion Abortj, ademas
de transformar el estado del nodo j en aborted, han anulado el valor de la variable
blockerj.
La precondicion para la ejecucion de la accion StartDelArci(j, t) recoge las dos
transiciones descritas previamente. La condicion comun a los dos posibles modos
de funcionamiento consiste en la existencia de una espera del nodo j por el nodo
i. El borrado parcial de la espera se corresponde con la precondicion que impone
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que el estado del nodo i sea activo (gura 3.8.a). Al efecto de eliminar del conjunto
set waitersi la informacion de la espera completa entre el nodo j y el nodo i, (j,
t, received), le acompa~na la inclusion en el mismo conjunto de la terna asociada a
la espera en vas de desaparecer, (j, t, released) (gura 3.8.b). Si, por el contrario,
se analiza la otra precondicion para la ejecucion de la accion StartDelArci(j, t), el
estado del nodo j sera aborted (gura 3.8.c). El efecto de la accion en este supuesto
se reduce a suprimir la informacion de la espera de set waitersi, (j, t, received), que
tras la ejecucion de Abortj ya no tiene sentido puesto que el nodo j ha dejado de estar
bloqueado por el nodo i (gura 3.8.d). No hay ningun otro efecto mas porque en esa
situacion los efectos de la accion StartDelArci(j, t) solamente tratan de devolver al
sistema un estado consistente tras el aborto de un nodo.
Accion EndDelArci(j ):
Esta accion se ejecuta en dos situaciones distintas. En un funcionamiento normal,
los efectos de esta accion permiten que el nodo i quede nalmente activo, una vez se
ha roto la espera que los bloqueaba (gura 3.9.a). Estos cambios vienen acompa~nados
por la actualizacion del instante de tiempo en el que el nodo ha vuelto a ser activo.
En lo que respecta a la variable set waitersj, al ejecutarse la accion se eliminara todo
rastro de la espera eliminada (gura 3.9.b).
Sin embargo, la accion EndDelArci(j ) puede ser ejecutada en otra situacion que
no tiene nada que ver con el funcionamiento normal del sistema ya explicado. Cuando
el estado del nodo j es aborted, puede ser necesario eliminar esperas contenidas en
set waitersj que se iniciaron antes (gura 3.9.c y 3.9.d) o despues de la ejecucion de
la accion Abortj (gura 3.9.e y 3.9.f), pero que no llegaron a completarse.
En el caso de que el nodo i se bloqueara por el nodo j en estado aborted, la espera
nunca podra nalizarse porque la accion EndAddArci(j, t) impide que un nodo en
estado aborted concluya una espera en formacion.
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Figura 3.9: Precondiciones (a)-(c)-(e) y efectos (b)-(d)-(f) de la accion EndDelArci(j )
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Las esperas a las que se alude en estos supuestos estan marcadas con el estado sent
(gura 3.9.e). Ese estado determina que el nodo j aun no considera al nodo i como
uno de sus predecesores o nodos bloqueados y, al mismo tiempo, el nodo i ignora
esa situacion. En otras palabras, el nodo i ha iniciado el proceso de creacion de una
espera quedando bloqueado por el nodo j mientras que el nodo j ni tiene ni puede
tener constancia de ese bloqueo.
Los efectos de la accion EndDelArci(j ), en cualquiera de sus posibles ejecuciones,
no impiden que el nodo i pueda volver a bloquearse y a esperar por el nodo j en un
instante posterior de la evolucion del sistema. Obviamente, esa nueva edicion de la
espera de i por j tendra asociada un tiempo posterior al de la espera que se elimino con
esta accion. Esto es cierto incluso cuando statej = aborted. Aunque el nodo j, una vez
abortado, no participa en la evolucion del sistema, el nodo j no se opone a que se
bloqueen por el pero nunca dara por concluida la formacion de esa nueva espera.
Accion Aborti:
Esta accion no tiene precondiciones porque se asume que es el efecto de un agente
externo al sistema (gura 3.10.a). Los efectos de esta accion consisten en un cambio
de estado del nodo i y un incremento de su tiempo de activacion para impedir que
siendo i un nodo abortado pudiera tener habilitada alguna otra accion del automata.
Por otra parte, se asegura que el nodo abortado ya no espera por ningun nodo del
sistema haciendo que blockeri pase a contener el valor NULL. Tras la ejecucion de
la accion Aborti, tambien se elimina totalmente la informacion relativa a las esperas,
en cualquiera de sus fases, de todos los nodos que estaban bloqueados por el nodo
i. Esa informacion, almacenada en set waitersi, ya no tiene sentido mantenerla tras
el aborto del nodo i. Ademas de los cambios ya mencionados, a la variable statei se
le asigna un nuevo valor, aborted, reejando as el nuevo estado del nodo i (gura
3.10.b).
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Figura 3.10: Efectos de la accion Aborti.
Particion de G:
La particion de G consta de dos clases de equivalencia tal y como se observa
en la gura 3.11. La accion StartAddArci(j ) constituye una clase por separado para
garantizar el bloqueo de algun nodo del sistema. El resto de acciones del automata
forman parte de otra clase permitiendo as que una relacion de espera se complete y
que las esperas desaparezcan de sistema.
Part(G ) = f8 fi,jg  N ^ i 6= j: fStartAddArci(j)g,
8 fi,jg  N ^ i 6= j ^ 8 t 2 N: fEndAddArci(j,t), StartDelArci(j,t), EndDelArci(j)gg
Figura 3.11: Particion del automata del medio, G.
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3.1.2.3. Modelo Request-Grant-Release-Withdraw
Como el automata que modela el sistema gestor puede parecer demasiado abstrac-
to, es conveniente mostrar que es capaz de imitar el funcionamiento de otros modelos
que aparecen en la literatura. Se va a considerar el modelo Request-Grant-Release-
Withdraw de los sistemas gestores de [56] y [55] que emplean gestores de procesos y
recursos distribuidos con el modelo de peticion de unico recurso.
Este modelo diferencia entre procesos y recursos. Cuando el proceso p necesita el
recurso r, lo solicita mediante la accion requestp(r). Esta accion equivale al envo de
un mensaje de peticion de p a r. Cuando el recurso recibe la peticion o bien el gestor
del recurso le asigna el recurso r a p o bien, en caso de que el recurso este retenido por
otro proceso, el proceso p queda a la espera hasta que este libre. La accion de asigna-
cion, grantr(p), consiste en la entrega de un mensaje que garantiza que el recurso r
esta asignado al proceso p. Posteriormente, el proceso p puede liberar el recurso r que
tiene retenido. Para ello, se ejecuta la accion releasep(r) que conlleva la transmision
de un mensaje de p al recurso r. La ultima accion que falta por describir es la que
el gestor debe realizar cuando el proceso p ha abortado. Esta accion withdrawp(r) se
encarga de cancelar cualquier solicitud pendiente a un recurso r que no hubiera sido
atendida en el momento de producirse el aborto del proceso p.
El modelo del sistema empleado permite simular el funcionamiento de las acciones
de un sistema gestor con el principio de operacion Request-Grant-Release-Withdraw.
Las variables del automata permiten que no sea necesaria la aparicion explcita de
los mensajes enviados en las instancias del gestor.
La solicitud de un recurso r por parte de un proceso p requiere que el proceso p
este activo inicialmente. En el modelo de sistema que esta siendo usado, esto equivale
a que statep sea active y que no tenga otras solicitudes pendientes, blockerp no tenga
ningun nombre de recurso anotado (NULL). La solicitud de p por el recurso r se mo-
dela mediante la ejecucion, en primer lugar, de la accion StartAddArcp(r), cambiando
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El proceso p (activo) 
necesita el recurso r
El proceso p envía 
un mensaje request 
al recurso r
El recurso r recibe un 
mensaje request del 
proceso p 
Figura 3.12: Secuencia de solicitud de un recurso: requestp(r).
el estado del proceso p a blocked e incluyendo el nombre del recurso como blockerp =
r. Los efectos de esta accion incorporan al conjunto set waitersr la tupla (p, t activp,
sent), lo cual implica que el proceso p en el instante t activp ha enviado, sent, una
solicitud por el recurso r. Tras la ejecucion completa de esta accion, el proceso p
queda a la espera de r, pero el recurso r todava desconoce la solicitud del proceso
p. Para concluir el proceso de solicitud, el recurso dara cuenta de la recepcion de la
peticion del proceso p ejecutando la accion EndAddArcr(p, t), que simula la recepcion
del mensaje request. El unico efecto que producira esta accion sera el de sustituir la
tupla (p, t, sent) del conjunto set waitersr por una nueva tupla (p, t, received) que
se~nala que el recurso r es consciente de la solicitud del proceso p. En la gura 3.12 se
puede observar esta operacion completa.
Del mismo modo, la fase de asignacion de un recurso puede simularse en el modelo
de sistema que se ha denido. Dando por hecho que el proceso p esta bloqueado
esperando por r, que el recurso r es conocedor de esta espera y ademas el recurso r
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El proceso p espera 
por el recurso r que 
está libre
El recurso r envía 
un mensaje grant al 
proceso p
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set_waitersr - (p,tap,confirmed) 
Figura 3.13: Secuencia de asignacion de un recurso: grantr(p).
esta libre, se puede proceder a su asignacion al proceso p. Todas esas condiciones se
corresponden en el modelo utilizado a: statep = blocked, blockerp = r, (p, t, received)
2 set waitersr y stater = active.
El envo del mensaje grant se modela mediante la accion StartDelArcr(p, t) seguida
de la accion StartAddArcr(p). Los efectos de la primera accion modican el conjunto
set waitersr eliminando la tupla (p, t, received) a~nadiendo en su lugar la tupla (p, t,
released), que signica que la solicitud se va a atender. El recurso ejecuta la accion
StartAddArcr(p) que hace que stater sea blocked y ningun otro proceso pueda acceder
a el. Ademas, blockerr = p y en set waitersp se incluye la tupla (r, t activr, sent)
con objeto de dar a conocer al proceso p que el recurso r esta asignado a el desde el
instante t activr.
A continuacion, se deben ejecutar las acciones EndDelArcp(r) y EndAddArcp(r,
t) que simulan la recepcion del mensaje grant (ver gura 3.13). La primera accion
suprime la informacion que resta de la solicitud del recurso r que lanzo el proceso
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Figura 3.14: Secuencia de liberacion de un recurso: releasep(r).
p y la segunda permite que p conozca que r espera su liberacion. Los efectos de
EndDelArcp(r) dejan al proceso en condiciones de hacer una nueva solicitud de recur-
so, es decir, statep vuelve a ser active en un nuevo tiempo de activacion, t activp+1,
y blockerp ya no guarda ningun nombre de recurso (NULL). Al mismo tiempo, se su-
prime la tupla (p, t, released) de set waitersr porque la conrmacion de la asignacion
ya esta asumida. Con la accion EndAddArcp(r, t) se da por terminado el proceso de
asignacion ya que set waitersp cambia la tupla (r, t, sent) por (r, t, received).
As mismo, la realizacion de la fase de liberacion de un recurso esta asegurada con
la ejecucion de las acciones StartDelArcp(r, t) y EndDelArcr(p) en ese orden (vease
la gura 3.14). Partiendo del hecho de que un proceso activo p tiene asignado un
recurso r, esto es, statep = active, blockerr = p, (r, t, received) 2 set waitersp, y stater
= blocked, se ejecuta en primer lugar la accion StartDelArcp(r, t). El efecto de esta
accion es fundamentalmente que el proceso p deje de retener el recurso r. Para eso, se
reemplaza la tupla (r, t, received) de set waitersp por (r, t, released). Una vez liberado
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el recurso por parte del proceso p, la accion EndDelArcr(p) hace que el recurso sea
conocedor de que es libre de nuevo. Los cambios producidos por los efectos de esta
accion son: stater = active, blockerr = NULL, t activr+1 y se elimina (r, t, released)
de set waitersp.
Cuando aborta un proceso p, kill(p), se sucede una secuencia de acciones para libe-
rar los recursos que tena asignados y, al mismo tiempo, se produce otra secuencia de
acciones que anula la peticion del recurso por el que estaba esperando, withdrawp(r).
La liberacion de un recurso asignado a p tras su aborto es diferente a la liberacion
de un recurso asignado que se ha descrito anteriormente. En el caso de la liberacion
de un recurso tras el aborto del proceso al que estaba asignado, solo se precisa que se
realice la ultima fase en la que el recurso quedaba libre de nuevo (ver gura 3.15).
StartDelArcr'(p,t)EndDelArcr(p)
r'r
r'pEl proceso p aborta
El recurso r recibe un 











p El recurso r' recibe 
un mensaje withdraw 
del proceso p 
Figura 3.15: Secuencia del aborto de un proceso: kill(p).
En el automata que se ha construido para modelar el sistema, este efecto se con-
sigue con la ejecucion de la accion EndDelArcr(p). La fase inicial de la liberacion que
se realizaba mediante la accion StartDelArcp(r, t) no debe ejecutarse porque la accion
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Abortp, equivalente a kill(p), adelanta este proceso. Para anular la peticion de un re-
curso que lanzo un proceso que ya ha abortado se dispone de la accion withdrawp(r).
Esta accion es asimilable a la accion del automata StartDelArcr(p, t). Tanto la accion
EndDelArcr(p) como la accion StartDelArcr(p, t) incorporan en la condicion de ha-
bilitacion la situacion de que el proceso p este abortado e identican los efectos que
corresponden a esa precondicion.
Tras el aborto de un proceso pueden surgir comportamientos anomalos. Es posible,
por ejemplo, que se ejecuten concurrentemente la accion que hace que el proceso p
aborte y la asignacion de un recurso al proceso p. Si el proceso p ha recibido el mensaje
de asignacion de un recurso despues de que el proceso p aborte, se tendra que realizar
la liberacion del recurso de igual forma que para el resto de recursos asignados. Si el
proceso de la asignacion del recurso se ha iniciado a la par que se ejecuta la accion
Abortp, en este caso la anulacion se realizara mediante la accion withdrawp(r) y se
desarrollara por la accion del automata EndDelArcr(p).
Aunque hay fases de las distintas acciones del modelo que se representan graca-
mente del mismo modo, el estado del sistema es diferente. Si se considera el estado
del automata de cada una de esas fases en las que el grafo del sistema es identico, se
aprecia facilmente que los valores de las variables permiten distinguirlas. Las variables
del automata son las que reejan el envo y la recepcion de los mensajes entre nodos
del sistema que el gestor organiza y supervisa.
El automata del sistema que se ha analizado recoge tanto el comportamiento de
procesos como de recursos. Este es el principal motivo por el que sera habitual denomi-
nar nodos a todos los elementos del sistema y no distinguir entre sus funcionalidades.
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Los valores de las variables que denen el estado del automata S0 permiten conocer
con exactitud la situacion en la que se halla el sistema y, por tanto, si en un estado
dado hay un interbloqueo o no. Para concluir que en el sistema existe un interbloqueo
sera necesario analizar las relaciones de espera existentes entre los nodos del sistema,
pero esa no es una tarea inmediata.
En este apartado se pretende caracterizar un interbloqueo empleando las variables
que denen el estado del sistema. Con el n de establecer de una forma rigurosa
como se relacionan las esperas entre los nodos y un interbloqueo de los mismos,
tambien se denen una serie de conceptos que facilitan la comprension y la escritura
del formalismo utilizado segun la informacion del medio.
Denicion 3.2.1. Espera directa entre dos nodos adyacentes en el grafo, dwait(i, j,
s). Se dice que, en un estado s 2 states(S0), hay una espera directa entre el nodo i y
el nodo j, denotado como dwait(i, j, s), si y solo si:
s.statei = blocked
s.blockeri = j
(i, s.t activi, received) 2 s.set waitersj
Dada la espera directa dwait(i, j, s), se puede establecer que, en el estado s, el
nodo i es un predecesor inmediato o directo del nodo j y el nodo j es un sucesor
inmediato o directo del nodo i.
Las demostraciones de diversas propiedades del algoritmo, que apareceran en
captulos posteriores, emplean mayoritariamente el concepto de ruta. A diferencia
de un camino, en una ruta cada elemento consta de dos componentes: el identicador
del nodo que forma parte del camino que describe la ruta, y el tiempo de activacion
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de ese nodo en el instante que se registro en la ruta. Antes de comentar como se opera
con las rutas, se proporcionan las deniciones necesarias que formalizan el concepto.
Denicion 3.2.2. Se denomina P al conjunto de posibles pares (identicador nodo,
tiempo de activacion nodo) formado a partir de los nodos del sistema, esto es, P =
f(n, t): n 2 N ^ t 2 Ng.
Denicion 3.2.3. Se llama P+ al conjunto de posibles rutas que puede aparecer en
una ejecucion del automata del sistema, o lo que es lo mismo, cualquier concatenacion
de elementos del conjunto P. Formalmente se expresa como: P+ = f(n1, t1) (n2, t2)
. . . (ni, ti): 8 j, 1  j  i, nj 2 N ^ tj 2 Ng.
El concepto de espera directa se puede ampliar para crear el concepto de espera
transitiva o espera indirecta entre dos nodos no adyacentes en el grafo.
Denicion 3.2.4. Espera transitiva o camino entre dos nodos del grafo, wait(i, j, p,
s). Se dice que, en un estado s 2 states(S0), hay una espera indirecta entre un nodo i
2 N y un nodo j 2 N a traves de una ruta p = (n1, t1)(n2, t2) : : : (nm, tm), denotado
como wait(i, j, p, s), si y solo si:
n1 = i ^ nm = j
8 k : 1 : : : m 1, dwait(nk, nk+1, s)
8 k : 1 : : : m 1, tk = s.t activnk
En la espera transitiva wait(i, j, p, s), se considera que el nodo i es un predecesor
(no inmediato) del nodo j y el nodo j es un sucesor (no inmediato) del nodo i.
Seguidamente, se dene una funcion que permite hacer referencia a los nodos que
componen un camino.
Denicion 3.2.5. Nodos de una ruta, nodes(p). Dada una ruta p que verica wait(1,
l, p, s), al aplicar la funcion nodes(p) se obtiene la secuencia de nodos (n1, n2, : : : ,
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nl). El resultado de esta funcion es evidente si p se representa como una secuencia de
esperas directas entrelazadas (espera transitiva).
Para extraer informacion de las rutas existentes en las ejecuciones del automata, se
emplean una serie de funciones denidas sobre el conjunto P+ de la siguiente manera:
rst : P+ ! f(ni, ti): ni 2 N ^ t 2 Ng. Dada la ruta p = (n1, t1) (n2, t2) : : :
(nk, tk), la funcion rst(p) obtiene el primer elemento de p, esto es, (n1, t1).
penult : P+ ! f(ni, ti): ni 2 N ^ t 2 Ng [ NULL. Sea p, la ruta (n1, t1) (n2,
t2) : : : (nk, tk), la funcion penult(p) permite extraer el penultimo elemento de
p. Si la ruta cuenta con mas de un elemento, k > 1, el resultado de la funcion es
(nk 1, tk 1). En caso contrario, k  1, la funcion devuelve el valor NULL, con
el que se indica que la ruta no dispone del mnimo numero de elementos para
aplicar la funcion.
last : P+ ! f(ni, ti): ni 2 N ^ t 2 Ng. Dada la ruta p = (n1, t1) (n2, t2) : : :
(nk, tk), la funcion last(p) da como resultado el ultimo elemento de p, esto es,
(nk, tk).
visited nodes : P+ ! 2P. Sea la ruta p = (n1, t1)(n2, t2) : : : (nk, tk), al aplicar
esta funcion sobre p se obtienen todos los pares (nodo, tiempo) que componen
p, visited nodes(p, s) = f(ni, ti): 1  i  kg.
operador resta  : P+ ! P+. Sea la ruta p = (n1, t1)(n2, t2) : : : (nk, tk), al
realizar esta operacion se eliminan el par o pares (nodo, tiempo) que se indican
tras el signo \ ". Por ejemplo, p   rst(p) da como resultado la ruta (n2, t2)
: : : (nk, tk).
Despues de haber introducido el concepto de ruta, se puede presentar el concepto
de ciclo, basico en teora de grafo, y que se asimila al de interbloqueo. Un ciclo es un
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camino, que parte de un nodo y naliza en el mismo, es decir, se trata de una espera
en la que un nodo espera en forma transitiva por si mismo.
Denicion 3.2.6. Ciclo. Se dice que la ruta p 2 P+ es un ciclo si y solo si wait(i, j,
p, s) ^ i = j.
Resulta evidente que en un ciclo todos los nodos que lo componen esperan transi-
tivamente por s mismos debido a la simetra propia de un ciclo. As que, para referirse
a la existencia de un ciclo se usara frecuentemente la notacion C(p, s), en la que no se
se~nala ningun nodo como inicio (y nal) del camino considerado y en la que se asume
que la ruta p es el ciclo propiamente dicho.
Denicion 3.2.7. Ciclos en un sistema de N nodos. La funcion cycles(N ) obtiene
los ciclos que pueden formarse en un sistema constituido por N nodos. Formalmente
se puede escribir como cycles(N ) que verica fwait(i, i, c, s), donde 9 i 2 N ^ c 2
P+ ^ 9 s 2 states(G)g.
Denicion 3.2.8. Ciclos en un estado. Dado un estado s, se dene la funcion cy-
cles(s) como la funcion que devuelve todos los ciclos existentes en el sistema en el
estado s.
En el modelo de unico recurso, un nodo espera como maximo por otro nodo y,
en consecuencia, todos los ciclos presentes en un sistema en un estado son disjuntos.
Un interbloqueo para este tipo de modelo quedara caracterizado por la existencia de
un ciclo en el grafo con el que se representan las relaciones de espera entre nodos
(recursos y procesos segun [14]).
Denicion 3.2.9. Interbloqueo. En el estado s existe un interbloqueo si y solo si 9
C tal que C 2 cycles(s).
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3.3.1. Criterios de correccion
Los criterios de correccion que debe cumplir todo algoritmo de deteccion y reso-
lucion de interbloqueos son:
Propiedad de seguridad: Si el algoritmo aborta un proceso es porque este forma
parte de un interbloqueo.
Propiedad de viveza: El algoritmo resuelve todos los interbloqueos en un tiempo
nito.
En la primera seccion de este captulo se ha descrito formalmente el funciona-
miento del sistema considerando exclusivamente el comportamiento del entorno del
algoritmo que es dirigido por el gestor del sistema. La formalizacion proporcionada
gracias al automata G deja al descubierto que las acciones que controla el sistema
son las que producen la aparicion y desaparicion de arcos en el grafo del sistema.
Sin embargo, la accion que provoca el aborto de un nodo del sistema no esta bajo
el control del sistema. En la denicion de la accion Aborti en G esto queda patente
al no haber ninguna precondicion para la habilitacion de la accion. Se dice en esta
situacion que el modelo del sistema es libre de abortos espontaneos, lo que lo aleja
del comportamiento de un sistema real.
Es muy frecuente que en los trabajos de interbloqueo distribuido se asuma que
el sistema esta libre de abortos espontaneos, dado que permitiendo su existencia, se
violara la propia condicion de seguridad, que se impone para el dise~no de un algoritmo
de resolucion de interbloqueos. La demostracion de este resultado de imposibilidad,
reformulada con automatas de Entrada/Salida, se puede encontrar en [15]. Una vez
denido por completo el automata S0, es posible formalizar los criterios de correccion
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enunciados usando el modelo de automatas de Entrada/Salida y a partir del propio
S0.
3.3.2. Formalizacion de la condicion de seguridad
La condicion de seguridad que debe satisfacer el algoritmo requiere de la denicion
de un nuevo automata, A0. Este automata proporciona la especicacion abstracta
del algoritmo y sus ejecuciones aseguran que solo aborten nodos interboqueados. El
automata A0 debe ser compatible con el automatata del gestor, G, por lo que las
acciones de ambos estan ntimamente relacionadas. As que, conforme se describa
el automata A0 en esta seccion, se remarcaran las semejanzas y diferencias con el
automata del gestor, G.
En primer lugar, hay que mencionar que para el automata A0 el estado de las
esperas del sistema tambien puede quedar representado en un grafo. El conjunto de
arcos del grafo se podra denir de igual manera que en el grafo empleado para el
automata del gestor, G.
Estado de A0:
Las variables que permiten denir el estado de A0 son similares a las variables que
denen el estado de G en la gura 3.1. Un estado s 2 states(A0) viene determinado
por los valores que tomen esas variables. En la denicion deG se empleo otra notacion,
pero hay una equivalencia entre variables que hacen referencia al mismo objeto y los
valores que se adoptan reejan un mismo estado.
El estado inicial de A0 se corresponde con el instante en el que tiene lugar la
puesta en marcha del sistema s0 2 start(A0) y tambien es similar al del automata G
(ver gura 3.3).
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Signatura de A0:
La signatura de acciones de A0 es una signatura externa, es decir, el automata no
cuenta con acciones internas (ver gura 3.16).
Input(A0) = fStartAddArci(j), EndAddArci(j,t), StartDelArci(j,t), EndDelArci(j)
tal que fi,jg  N ^ i 6= j ^ t 2 Ng
Internal(A0) = ;
Output(A0) = fAborti tal que i  Ng
Figura 3.16: Signatura de acciones del automata del algoritmo, A0.
Acciones de A0:
Las acciones de A0, del mismo modo que las acciones de G, representan las modi-
caciones del grafo. Su signicado es el mismo que el de las acciones de G, es decir,
StartAddArci(j ) y EndAddArci(j, t) reejan la aparicion de una espera, StartDelArci(j,
t) y EndDelArci(j ) describen la desaparcion de una espera y Aborti informa del aborto
de nodos.
En la gura 3.17 se muestran los pasos del automata A0 mediante el esquema de
precondicion-efecto. Puede observarse que las acciones internas carecen de precondi-
cion, pero la accion de salida Aborti incluye como condicion la existencia de un ciclo
en el que el nodo i sera el que resuelva el interbloqueo.
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set waitersi:= set waitersi n f(j, t, received)g;
IF (statei = active) THEN





IF (statej 6= aborted) THEN
set waitersj:= set waitersj n f(i, t activi, released)g
ELSEIF ((i, t activi, sent) 2 set waitersj) THEN




t activi:= t activi + 1;
Aborti




t activi:= t activi + 1;
set waitersi:= ;.
Figura 3.17: Acciones del automata del algoritmo, A0.
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Particion de A0:
Conocida la signatura y las acciones del automata A0, se muestra la particion del
mismo en la gura 3.18.
Part(A0) = f8 i 2 N: fAbortigg
Figura 3.18: Particion del automata del algoritmo, A0.
Observando las deniciones de los automatasA0 yG se aprecia que ambos automa-
tas son fuertemente compatibles. Esta relacion de compatibilidad se basa en las si-
guientes propiedades:
Internal(G) = Internal(A0) = ; )
Internal(G) \ acts(A0) = Internal(A0) \ acts(G) = ;
Output(G) \ Output(A0) = Output(G) \ Input(G) = ;
Es bien sabido que el gestor del sistema se encarga de controlar la peticion de
recursos y su asignacion y, por consiguiente, se puede decir que el gestor controla
directamente la creacion y desaparicion de esperas. Como es el gestor el que pro-
porciona la informacion del estado de las esperas al algoritmo, queda justicado que
las acciones de entrada de A0 sean las acciones de salida de G. Por el contrario, las
acciones de salida de A0 se corresponden con las acciones de entrada de G. Esto se
debe a que, una vez que el algoritmo lleva a cabo sus funciones, es el propio algoritmo
el que informa al gestor, mediante la accion Aborti, de la identicacion de la vctima
que resuelve el interbloqueo detectado. Finalmente, es el gestor el que fuerza el aborto
de esa vctima y reeja en el sistema los efectos de ese aborto. La composicion de los
automatas A0 y G da lugar a un nuevo automata que se llamara S0 (ver gura 3.19)
y que realmente describe el funcionamiento de un sistema libre de interbloqueos.
87
Captulo 3: Especicacion del problema
Gestor del 
  sistema
     G
Algoritmo 







Figura 3.19: Composicion del automata G y del automata A0.
Estado de S0:
Aplicando propiedades de la composicion de automatas, se concluye que el esta-
do del automata S0, resultado de la composicion del automata del gestor, G, y del
automata del algoritmo, A0, esta formado por la union de de los conjuntos de va-
riables de los automatas componentes. Por otra parte, la semejanza de las acciones
y sus efectos en ambos automatas va a permitir simplicar la notacion referida al
automata S0. Como las variables que determinan un estado alcanzable por S0 se de-
notan de igual manera en los automatas G y A0 se evitara la duplicidad de variables
en la denicion de ese estado. El estado inicial de S0 se corresponde con la puesta en
marcha del sistema, s0 2 start(S0). Las variables y los valores que les corresponden
aparecen en la gura 3.20.
Estado inicial (s0) del automata del sistema S0:
8 i 2 N: s0.statei = active
8 i 2 N: s0.t activi = 1
8 i 2 N: s0.blockeri = NULL
8 i 2 N: s0.set waitersi = ;
Figura 3.20: Estado inicial del automata del sistema, S0.
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set waitersi:= set waitersi n f(j, t, received)g;
IF (statei = active) THEN





IF (statej 6= aborted) THEN
set waitersj:= set waitersj n f(i, t activi, released)g
ELSEIF ((i, t activi, sent) 2 set waitersj) THEN




t activi:= t activi + 1;
Aborti




t activi:= t activi + 1;
set waitersi:= ;.
Figura 3.21: Acciones del automata del sistema, S0.
Acciones de S0:
El conjunto steps(S0) se construye a partir de los correspondientes conjuntos de
G y A0. Asumiendo que en un estado alcanzable de S0 las variables de los automatas
son equivalentes, las acciones del automata S0 son las mismas que se denieron para
el automata G a excepcion de la accion Aborti (gura 3.21). Como consecuencia de
la composicion de G y A0, la accion Aborti de S0 adopta como precondicion la que
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aparece en la misma accion del automata A0.
Signatura de S0:
Dado que el automata del gestor, G, y el automata del algoritmo, A0, presentan
signaturas externas de acciones, la composicion de ambos automatas determina que
la signatura de acciones del automata resultante, S0, solo contenga acciones de salida
(ver gura 3.22).
Input(S0) = Internal(S0) = ;
Output(S0) = f8 fi,jg  N ^ i 6= j ^ 8 t 2 N: StartAddArci(j), EndAddArci(j,t),
StartDelArci(j,t), EndDelArci(j);
8 i 2 N: Abortig
Figura 3.22: Signatura de las acciones del automata S0.
Del automata denido en la gura 3.21 se puede asegurar que sus ejecuciones ve-
rican la condicion de seguridad. Las propiedades de automatas de Entrada/Salida
establecen que el automata resultante de la composicion de dos automatas preserva
las propiedades de los automatas involucrados en la operacion. Por consiguiente, el
automata S0 cumple todas las propiedades del automata G. Esto implica que si apa-
rece un ciclo en el grafo asociado a un estado de S0, ese ciclo representa la existencia
de un interbloqueo en el sistema.
Por otro lado, la accion Aborti de S0 queda habilitada, al igual que en la accion
homonima de A0, si hay un ciclo en el sistema. Considerando ambas situaciones se
puede concluir que en las ejecuciones de S0 solo se admite que aborten nodos que
formen parte del interbloqueo.
Particion de S0:
La particion de un automata permite establecer conjuntos de acciones cuya eje-
cucion verica propiedades de equidad. Una ejecucion de un automata es equitativa
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cuando, dada una clase que esta continuamente habilitada, nalmente se ejecuta al-
guna de sus acciones. Asumiendo que las ejecuciones del automata son equitativas, se
podran vericar ciertas propiedades de viveza.
La gura 3.23 muestra la particion del automata del sistema, S0. La denicion de la
particion asegura el progreso del algoritmo de deteccion y resolucion de interbloqueo
propuesto como solucion. No es objetivo de este trabajo garantizar que los procesos
ejecutados progresen adecuadamente.
Part(S0) = f 8 fi,jg  N ^ i 6= j: fStartAddArci(j)g,
8 fi,jg  N ^ i 6= j ^ t 2 N: fEndAddArci(j,t), StartDelArci(j,t), EndDelArci(j)g,
8 i 2 N: fAbortig g
Figura 3.23: Particion del automata S0.
3.3.3. Formalizacion de la condicion de progreso
Las ejecuciones de S0 verican la condicion de seguridad, pero es necesario ase-
gurar que el algoritmo progresa de forma correcta. Para poder asegurar que ningun
interbloqueo permanece indenidamente, el sistema tiene que cumplir ciertas pro-
piedades de equidad. En el modelo de Automatas de Entrada/Salida, la propiedad
de equidad que se asume indica que no puede haber una clase de equivalencia de la
particion Part(S0) que este continuamente habilitada sin que, nalmente, se ejecute
alguna accion de la clase. El criterio de progreso o viveza queda formalmente deni-
do considerando los comportamientos equitativos del automata S0. Si un nodo x es
se~nalado vctima porque tiene la identidad simulada mayor de todos los nodos candi-
datos de un ciclo, la accion Abortx permanecera habilitada hasta que el interbloqueo
se resuelva, es decir, hasta que nalmente se ejecute dicha accion.
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En conclusion, los comportamientos equitativos del automata S0 formalizan tanto
el criterio de seguridad como el de viveza. A pesar de ello, no se puede considerar que
la especicacion del problema sea directamente el automata S0. En el modelo formal
de Automatas de Entrada/Salida, una especicacion es un tipo especial de modulo de
planes en el que todas las acciones de su signatura son externas. Si se considera que la
especicacion es simplemente Scheds(Fair(S0)), se estan imponiendo mas condiciones
de progreso de las que realmente son precisas en este trabajo. Por tanto, para no
incrementar la dicultad de la tarea que se esta abordando, se va a proponer una
especicacion menos restrictiva en la que la propiedad de viveza solo consista en
conseguir que todos los interbloqueos que aparezcan en el sistema se resuelvan.
Haciendo uso del automata S0 es relativamente facil denir todos los comporta-
mientos validos que constituyen la especicacion del problema. En primer lugar, se
debe denir un modulo de ejecuciones que se llamara en lo que sigue E00. Las acciones
y los estados del modulo E00 coinciden con las acciones y los estados del automata
S0. Sin embargo, las ejecuciones de E00 son aquellas ejecuciones de S0 que se con-
sideran correctas. Para determinar cuales de las ejecuciones de S0 son correctas es
necesario formular con precision el requisito que deben vericar. En la denicion de
ese requisito, a partir de ahora condicion de progreso, estan involucrados dos nuevos
conjuntos:
El conjunto que incluye todos los estados de S0 en los que existe un ciclo C en
el sistema, denominado Interbloqueo0(C). La denicion formal de este conjunto
se escribe como:
Interbloqueo0(C) = fs 2 states(S0) tal que C 2 cycles(s)g
El conjunto formado por todas las acciones de S0 cuyo efecto es el aborto de
un nodo de un ciclo C. Dicho conjunto se denota Resolucion0(C) y su expresion
formal es:
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Resolucion0(C) = fAborti: i 2 nodes(C)g
Una vez que han sido denidos ambos conjuntos, la condicion de progreso, Prog0
se puede expresar de la siguiente manera:
Prog0  8 C 2 cycles(N ) se verica que Interbloqueo0(C) ,! Resolucion0(C)
El predicado de la condicion de progreso asegura que, para todo ciclo que pudiera
aparecer en una ejecucion de S0, siempre se dara alguna accion que rompa dicho ciclo
tras un estado en el que exista ese ciclo. Dicho de otra manera, cualquier ciclo que
pudiera aparecer en el sistema sera nalmente resuelto.
En resumen, el modulo de ejecuciones de S0, E00, contiene aquellas ejecuciones en
las que todos los interbloqueos se resuelven. Formalmente E00 se dene como sigue:
states(E00) = states(S0)
sig(E00) = sig(S0)
execs(E00) = f 2 execs(S0): 8 C 2 cycles(N ) se verica que
Interbloqueo0(C) ,! Resolucion0(C)g
Con esta ultima denicion, se aborda facilmente la tarea de expresar E00 como el
modulo de ejecuciones de S0 cuyas ejecuciones cumplen Prog0, o lo que es lo mismo,
execs(E00) = f 2 execs(S0):  verica Prog0g. En la siguiente seccion, se va a pro-
porcionar la especicacion del problema de deteccion y resolucion de interbloqueos,
E0, a partir del modulo de ejecuciones E00.
3.3.4. Especicacion formal del problema
De acuerdo con el modelo formal de Automatas de Entrada/Salida, la especi-
cacion de un problema consiste en una signatura externa de acciones y un modulo
de planes que contenga todos los planes posibles y correctos [117]. Seguidamente, se
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muestra la especicacion formal del problema de resolucion distribuida de interblo-
queos en sistemas de peticion de unico recurso.
Denicion 3.3.1. Un algoritmo distribuido para la resolucion de interbloqueos en
un sistema distribuido con un gestor que funciona bajo el modelo SR es correcto
si y solo si se puede formalizar en un objeto (automata o modulo) que verique la
especicacion que dene el modelo de planes trivial de E0, Scheds(E00).
Por denicion [114], Scheds(E00) es el modulo de planes trivial denido por las
acciones de E00 y los planes de todas las ejecuciones de E00:
sig(E0) = sig(Scheds(E00)) = sig(E00)
scheds(E0) = scheds(Scheds(E00)) = scheds(E00) = f 2 execs(E00):  j ext(E00)g
Dado que la especicacion E0 es el modulo trivial de planes de un modulo de
ejecuciones, E00, del automata S0, todo comportamiento de E0 es tambien un com-
portamiento de S0. Esto implica que todo comportamiento de E0 verica el criterio
de viveza o progreso que se desea satisfacer.
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Un algoritmo distribuido para la
deteccion y resolucion de
interbloqueos
El algoritmo de deteccion de interbloqueos que se presenta en esta tesis trata de
mantener las caractersticas de complejidad del algoritmo de eleccion de lder en [113],
sin incurrir en los sobrecostes que supone la adaptacion propuesta en [112],al problema
de deteccion y resolucion del interbloqueo. Para lograr este objetivo se utiliza la
idea avanzada por Kshemkalyani en [56] de dotar al algoritmo de memoria. Con este
n, los mensajes que intercambian los nodos del sistema registran los caminos que
estan recorriendo. De este modo, los nodos, al almacenar esta informacion, recuerdan
los caminos seguidos por los mensajes que han recibido. Esa memoria permite que
los cambios en las relaciones de espera del sistema no hagan necesario recoger de
nuevo la informacion que ha sido recopilada en instancias anteriores del algoritmo.
Obviamente, esto obliga a controlar estrictamente que mensajes recibe cada nodo
y cuando puede recibirlos. Dejando aparte esta tarea de control, el algoritmo sigue
siendo el algoritmo O(n) de eleccion de lder de [113]. Cuando un nodo sospecha de
la existencia de un interbloqueo, enva mensajes tratando de averiguar si es cierta esa
situacion y si el encargado de resolverla es el mismo. En caso de que solo un nodo haya
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iniciado dicha investigacion y exista realmente un interbloqueo, el iniciador recibira su
propio mensaje y podra resolver. Si hay mas nodos candidatos a detectar y resolver el
interbloqueo, sera necesario que se comuniquen entre ellos para decidir cual de ellos
es nalmente el responsable de romper el interbloqueo.
En casos dinamicos es posible que el nodo creador de una instancia del algoritmo
deje de formar parte del interbloqueo mientras su instancia persista en la memoria
del algoritmo. Para evitar las disfunciones que este hecho podra ocasionar en el
curso de la deteccion del interbloqueo, el algoritmo dispone de diversas estrategias:
el uso de identidades simuladas, la redireccion de mensajes y los mecanismos de
retardo en la recepcion de mensajes. Las identidades simuladas permiten que toda
instancia \viva" del algoritmo tenga un nodo que simule ser su creador entre los nodos
interbloqueados. Incluyendo diferentes tipos de redireccion de mensajes, se consigue
que los mensajes dirigidos a nodos que ya no forman parte del interbloqueo alcancen
a sus representantes en el mismo. Por ultimo, los mecanismos de retardo impiden que
un nodo procese informacion hasta que pueda asegurarse de que dicha informacion
sea consistente.
4.1. Descripcion intuitiva del algoritmo
Para comprender de manera sencilla el funcionamiento del algoritmo es recomen-
dable diferenciar entre su comportamiento basico estatico y su modo de operacion en
entornos cambiantes. Siguiendo el mismo proceso que en el dise~no real del algoritmo,
se abordan en primer lugar los escenarios estaticos. La deteccion y resolucion de un
interbloqueo en este tipo de conguraciones, al igual que ocurre en la eleccion de lder
para redes completas de [113], se compone de cuatro fases: iniciacion, reconocimiento,
colaboracion y negociacion/transferencia de informacion.
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Tras una primera fase de iniciacion en la que algunos nodos bloqueados espontanea-
mente se convierten en candidatos a detectores de un posible interbloqueo, se procede
al reconocimiento de esos candidatos entre s. Como en un interbloqueo las relaciones
de espera conforman un ciclo, los candidatos lanzan mensajes de tipo ALG a sus
predecesores con el objetivo de localizar exclusivamente al candidato que les precede.
Los nodos que no son candidatos colaboran, en esta fase de busqueda de un candida-
to predecesor, retransmitiendo el mensaje que le llega al siguiente nodo predecesor.
Cuando estos mensajes de exploracion alcanzan nalmente un nodo candidato, se
desarrolla una fase de negociacion, basada en la comparacion de los identicadores.
De todos los candidatos que existen en el ciclo, se elegira al de mayor identicador
como vctima. Se llama vctima a aquel nodo candidato que se elige para romper el
ciclo de esperas y, por tanto, resolver el interbloqueo.
La comparacion de los identicadores de los candidatos se realiza a dos niveles. El
primer nivel se corresponde con la comparacion directa de dos candidatos que se han
puesto en contacto al explorar el ciclo de esperas y conlleva las siguientes operaciones:
si un candidato recibe el mensaje ALG de un candidato de identicador mayor,
este almacena esa identidad.
si un candidato recibe el mensaje ALG de un candidato menor, este le replica
con un mensaje directo de tipo AVS con su identicador para indicarle que,
como es menor, no va a ser elegido como vctima y, por tanto, su instancia
tendra que ser suspendida.
Aplicando este criterio y sea cual sea la ubicacion de los candidatos en el ciclo,
se puede asegurar que al menos hay un candidato que guarda el identicador de otro
candidato, esto es, el candidato predecesor del candidato que se convertira en vctima.
Del mismo modo, se garantiza que como mnimo en el ciclo surge un mensaje directo,
el del candidato con mayor identicador (la futura vctima) al nodo candidato que le
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sucede en el ciclo. Si el nodo candidato lee en el mensaje ALG su propia identidad,
el nodo es el unico candidato del ciclo y, por tanto, la vctima que desencadenara el
n del interbloqueo. En el caso de que en el ciclo hubiera solamente dos candidatos,
despues del intercambio de mensajes descrito anteriormente, se formara un nuevo
mensaje AVS del nodo que abandona la candidatura a vctima con destino al otro
candidato. Cuando el candidato, el unico que mantiene en su instancia del algoritmo
activa, recibe este ultimo mensaje, se ha logrado la deteccion del interbloqueo.
El segundo nivel de comparacion se establece entre tres candidatos relacionados
transitivamente. En esta conguracion se asume que el candidato menor de los tres ha
conseguido almacenar el identicador de su candidato sucesor y conoce el identicador
de su candidato predecesor a traves de un mensaje directo. Con esta informacion el
candidato menor asume que deja de participar de la eleccion de vctima y opta por:
enviar un mensaje directo de tipo AVSRSP al candidato sucesor, si el identi-
cador de su candidato sucesor es mayor que el de su candidato predecesor. Este
tipo de mensaje tiene el mismo sentido que los mensajes iniciales de busqueda
de un candidato predecesor (en contra del sentido de las esperas del ciclo) y,
ademas, su recepcion conlleva el mismo efecto que estos, o sea, almacenar la
identidad del mayor candidato sucesor.
enviar un mensaje directo de tipo AVS al candidato predecesor, si el identica-
dor de su candidato sucesor es menor que el de su candidato predecesor. Este
mensaje directo equivale al de replica entre dos candidatos cuando el candidato
predecesor posee un identicador mayor. En consecuencia, este mensaje circula
a favor del sentido de las esperas del ciclo y el nodo que lo enva se retira de la
deteccion del interbloqueo.
A pesar de que estos dos tipos de mensajes directos entre candidatos se diferencian
en el sentido de propagacion, a favor o en contra de las relaciones de espera del
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ciclo, en ambos casos el sentido se elige siempre atendiendo a una norma comun: el
candidato menor debe emitir un mensaje con informacion del candidato mayor hacia
el candidato de identicador intermedio. Ademas, los nodos de destino, en cualquiera
de los dos casos, son candidatos que posteriormente tendran que cancelar su instancia
del algoritmo.
Sabiendo que la fase de negociacion entre candidatos va seguida de un proceso de
transferencia de informacion en el que se guarda el identicador del candidato mayor,
se puede intuir que la seleccion de la vctima esta asegurada. El numero de candidatos
va disminuyendo de uno en uno cada vez que se realiza la comparacion expresa de
tres candidatos. Al quedar dos candidatos, solo tendra sentido el envo de un mensaje
directo tipo AVS del candidato menor al candidato mayor, del mismo modo que si
el ciclo hubiera contado con dos candidatos desde el principio. Como la informacion
que se transere en este mensaje coincide con el identicador del candidato destino,
se concluye que existe un ciclo de esperas (un interbloqueo).
Por ultimo, hay que comentar que se ha convenido que el mismo candidato que
detecta el interbloqueo sea el encargado de resolverlo (accion Abort del algoritmo).
Para ello, como efecto de la recepcion del mensaje nal de deteccion, el candidato
mayor del ciclo se convierte en la vctima que, al desvincularse del mismo, hara que
desaparezca el interbloqueo. Una vctima se desvincula de un ciclo rompiendo las
relaciones de espera que lo unen con sus predecesores (nodos bloqueados por el) y la
relacion de espera que lo une con su sucesor (nodo por el que quedo bloqueado).
Todo lo explicado anteriormente se corresponde con la deteccion y resolucion de
un interbloqueo en el que las relaciones de espera que lo componen no se han visto
modicadas desde el momento en que se iniciaron y hasta que se formo el ciclo. A
continuacion, se va a describir el funcionamiento del algoritmo en escenarios que no
permanecen jos porque las relaciones de espera (arcos en el grafo) se modican a la
vez que se ejecutan las instancias del algoritmo. Al igual que en el proceso de dise~no del
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algoritmo llevado a cabo para esta tesis, despues de afrontar los escenarios estaticos
se contemplan los escenarios dinamicos que pueden considerarse mas realistas que los
anteriores. Cuando se admite que las relaciones de espera que forman el ciclo nal se
han incorporado a el despues de haber participado en la ejecucion de una instancia
del algoritmo que se haya interrumpido o concluido, se pueden adoptar dos formas
antagonicas de afrontar la deteccion de un interbloqueo. Una opcion sera iniciar la
ejecucion del algoritmo como si se tratase de un nuevo escenario estatico [112] y otra,
reutilizar la informacion que se recopilo en la ejecucion de instancias suspendidas o
acabadas.
El algoritmo presentado en este trabajo desarrolla la segunda opcion e incluye una
serie de mecanismos para aprovechar la informacion util que quedo almacenada en
la ejecucion de instancias que ya no tienen vigencia. La adaptacion de las tareas de
deteccion y resolucion de interbloqueos a estos escenarios cambiantes se ha efectuado
teniendo en cuenta dos ideas claves. La primera idea consiste en que, siempre y cuan-
do la aparicion y desaparicion de las relaciones entre los nodos provoque cambios en
el grafo del sistema, se reutilizara toda la informacion util que se haya podido reco-
pilar hasta el momento de la modicacion. La segunda idea que regira el proceso de
dinamizacion del algoritmo es que, mientras la informacion salvaguardada se corrija,
redireccione y/o comunique a los nodos que lo precisen, las instancias del algoritmo
no avanzaran en las operaciones propias de la deteccion y solo podran registrar los
cambios existentes en el medio.
Como es de suponer, dotar de caracter dinamico al algoritmo descrito para situa-
ciones estaticas, no resulta sencillo. Por eso, en este apartado inicial del captulo solo
se pretende ir presentando los mecanismos principales que \dinamizan" el algoritmo,
sin entrar en detalle de como se han desarrollado. Asimismo, se dejaran entrever las
necesidades que surgen en las distintas evoluciones del sistema. En lo que resta de
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captulo se explicaran pormenorizadamente todas las acciones del algoritmo y su re-
levancia para detectar y resolver interbloqueos conforme cambian las relaciones de
espera entre los nodos del sistema.
En primer lugar, se va a plantear la formacion mas sencilla de un ciclo a partir
de una sucesion de esperas. Si un nodo candidato difunde su identidad entre todos
los nodos que le preceden sin encontrar otro candidato, con posterioridad se rompen
las relaciones de espera que lo unen con sus predecesores mas proximos y, nalmente,
se forma un ciclo con los predecesores que se mantienen de la conguracion inicial,
el algoritmo debera ser capaz de detectar el interbloqueo aunque el candidato ya
no este presente. Para ello, sabiendo que la identidad del candidato desaparecido ha
quedado almacenado en todos los nodos del ciclo, se idea un metodo por el cual el nodo
del ciclo que estuvo mas cerca del candidato hara las veces de este en la deteccion
del interbloqueo. Este cambio aparente de la identidad de un nodo parece sencillo
pero conlleva incorporar el concepto de identidad simulada. Los nodos candidatos se
seguiran caracterizando por su identicador pero, en la fase de negociacion previa a
la seleccion de la vctima, las comparaciones entre candidatos se realizaran teniendo
en cuenta la identidad simulada.
Por otra parte, resulta evidente que hasta que el nodo del ciclo simule la presencia
del candidato desaparecido, esto es, adquiera su nueva identidad, la deteccion debe
posponerse. Para que se respete esta condicion, el nodo va a adoptar un nuevo estado
(unknown) con el que pondra de maniesto que desconoce y esta a la espera de recibir
la identidad simulada que tiene que asumir. Cuando el nodo adquiera esa identidad
nalmente, el estado del nodo volvera a ser el que permite desarrollar con normali-
dad las tareas de deteccion (known). Mientras tanto, las acciones de intercambio de
algunos mensajes del algoritmo entre candidatos quedan paralizadas.
Otro aspecto relacionado con la necesidad de que un nodo cambie su identidad es
la manera en la que le va a llegar su nueva identidad simulada. La solucion adoptada
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requiere que, cuando un nodo haya procesado mensajes antes de empezar a romper
las esperas con sus predecesores, la identidad (simulada) de ese nodo se enve a sus
predecesores en un mensaje especial (mensaje de tipo INF ). As pues, en la situacion
que se esta describiendo, la identidad del nodo candidato se incluye en un mensaje
INF con el mismo sentido que el mensaje ALG inicial que sirvio para difundir su
identicador al predecesor del que se ha desligado. Un nuevo mensaje de este tipo
sera enviado por cada uno de los predecesores que retransmitieron la identidad del
candidato y que han roto la espera que les une al ciclo a detectar.
Antes de continuar con el escenario dinamico que se ha planteado hay que destacar
las caractersticas que hacen de la identidad simulada tenga una gran relevancia en
este algoritmo. Se ha asumido en el modelo del sistema que los identicadores de
los nodos deben ser unicos. En consecuencia, es logico pensar que las identidades
simuladas, construidas a partir de los identicadores de los nodos, tambien deberan
contar con la propiedad de unicidad. Por otro lado, el modelo de peticion de recursos
que se ha impuesto en este trabajo es el de unico recurso. Este tipo de peticion
de recursos permite que aparezcan relaciones de espera de varios procesos por un
mismo recurso o varios arcos apuntando a un mismo nodo en una representacion
graca. Considerando una conguracion como la que se acaba de mencionar, un nodo
candidato podra difundir su identicador por varios caminos y, al desvincularse de
sus predecesores, estos deberan heredar su identidad. El exito de la deteccion de un
ciclo en el que sus nodos candidatos han adquirido la identidad de un mismo candidato
estriba en que, pese a tener el mismo identicador y tiempo de activacion, posean una
componente que las distinga. Esa parte de la identidad simulada que hace que todas las
identidades simuladas sean distintas es la que hace referencia a los diferentes caminos
por los que el identicador de un candidato se propago inicialmente. Conforme la
identidad simulada va pasando de predecesor en predecesor, se a~nade en esta una lista
de marcas, una por cada uno de los reenvos que va experimentando. Esta componente
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de la identidad simulada equivale a se~nalar las esperas rotas que se van superando en
su propagacion.
Retomando el caso dinamico que se esta analizando, falta indicar que, al recibir y
procesar el mensaje INF, el nodo del ciclo que nalmente adquiere la identidad simu-
lada, cambia su estado a (known) para reanudar las acciones que permitan progresar
en la deteccion. La rececepcion de un mensaje tipo ALG, al igual que sucede en los
casos estaticos con solo un nodo candidato, hace que el \nuevo" nodo candidato se
convierta en vctima y resuelva el interbloqueo existente.
Una vez explicada la evolucion dinamica mas simple posible, corresponde ahora
plantear otras formaciones en las que resulte un ciclo con mas de un nodo candidato.
Los nodos candidatos que contenga el ciclo han podido llegar a ese estado despues
de un proceso de borrado de esperas y la herencia de una identidad simulada o ser
candidatos desde que se bloquearon e iniciaron una instancia del algoritmo. Sea cual
sea la forma de haberse convertido en candidato, la manera de elegir cual de ellos se
convertira en vctima sera similar a la de los casos estaticos. La fase de negociacion del
algoritmo consistira en que los candidatos nales del ciclo intercambien mensajes y
comparen sus identidades simuladas. Tras la comparacion de las identidades simuladas
de los candidatos, del mismo modo que en el ciclo estatico, el candidato que conoce
las identidades de un candidato que le precede y de otro que le sucede puede mandar
un mensaje de tipo AVS o un mensaje de tipo AVSRSP. Si su candidato sucesor es
mayor que su predecesor entonces, se enva la informacion en un mensaje AVSRSP
al candidato predecesor. Por el contrario, si su candidato sucesor es menor que su
predecesor, se pasa toda la informacion recopilada en un mensaje AVS al candidato
sucesor. Es justo en este momento en el que se envan los mensajes, cuando se puede
intuir la necesidad de incorporar un nuevo mecanismo en el algoritmo. Si el nodo al
que se le manda un mensaje AVS ya no forma parte del ciclo a detectar, el mensaje
AVS se mandara fuera del ciclo. Mas concretamente, el mensaje AVS se dirige al
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nodo al que hace alusion el identicador de la identidad simulada que ha heredado un
candidato del ciclo nal. Para que la deteccion pueda proseguir en esta situacion, se
requiere que el mensaje AVS retroceda hasta el nodo candidato que lo representa en
el ciclo nal. Este mecanismo, al que se ha denominado retroceso de mensajes AVS,
precisa conocer el camino de nodos que debe deshacer hasta alcanzar un nodo que
pertenezca al ciclo. En consecuencia, todos los mensajes intercambiados entre nodos
deben incluir las rutas, secuencias de nodos que se dan por conocidas al generarse un
mensaje.
Advertido el motivo por el que el algoritmo debe contar con memoria, hay que
aclarar que todos mensajes que uyen en el sistema a excepcion de los mensajes
de tipo INF recogen basicamente la secuencia de nodos que describen las relaciones
de esperas que van desde el nodo emisor hasta el nodo destino del mensaje. Si el
nodo emisor conoce la secuencia de nodos que lo une a su candidato predecesor o a
su candidato sucesor tambien la incorpora ordenadamente en el mensaje. En el caso
dinamico es obvio que las secuencias de nodos que quedan registradas en los mensajes
tendran una parte correcta, correspondiente a esperas reales en el sistema, y otra parte
incorrecta, que procede de esperas que ya no existen en el sistema. Eliminando de los
mensajes directos la parte de la ruta de nodos que no se corresponde con las esperas
reales y comparando los candidatos entre s con la identidad simulada, se logra que
el mensaje nal que sirve para detectar incluya una secuencia ciclca de nodos y el
nodo que se convierta en vctima sea el candidato de mayor identidad simulada.
En relacion con el retroceso de mensajes AVS, surge tambien la necesidad de
transformar rutas almacenadas procedentes de este tipo de mensajes. En caso de que
un nodo candidato haya adquirido una nueva identidad simulada, mayor que la que
posea, la informacion que ha podido quedar almacenada no sera consistente porque
la identidad de referencia para la fase de negociacion y transferencia es mayor. La
forma ideada de aprovechar la ruta almacenada en esta situacion sera incluir esta
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informacion en un mensaje antes de eliminarla. Se convertira lo que fue un mensaje
de tipo AVS en un mensaje AVSRSP, avisando al candidato que se crea con mayor
identidad simulada de que existe otro candidato que opera con una identidad superior.
Este mecanismo se llamara en lo que sigue reconversion de mensajes AVSRSP.
Aplicando estas consideraciones a la transferencia de informacion entre candidatos
de un ciclo en entornos dinamicos, se consigue asimilar la deteccion de un interbloqueo
en escenarios estaticos con dos o mas candidatos a la de escenarios dinamicos. Las
instancias del algoritmo van siendo nalizadas de una en una, conforme se suceden
las negociaciones entre candidatos.
Aunque existen mas situaciones particulares derivadas del dinamismo que hay
que tener en cuenta, la descripcion realizada puede servir como punto de partida pa-
ra comprender el funcionamiento global del algoritmo. Mecanismos concretos como:
el que sirve para evitar que se emitan mensajes que no aportan informacion, el que
elimina mensajes del canal de comunicacion que no podran ser tratados porque con-
tienen informacion obsoleta o el mecanismo que transforma informacion almacenada
que deja de ser coherente y la ubica en otros nodos del sistema donde aun puede ser
utilizada; son ejemplos de operaciones que estan integradas en el algoritmo pero no
reejan los fundamentos de la deteccion y resolucion de un interbloqueo.
4.2. Descripcion formal del algoritmo
En esta seccion se dene formalmente el algoritmo propuesto como solucion al
problema de deteccion y resolucion de interbloqueos. Al igual que para formalizar el
gestor del sistema, G, se va a hacer uso del modelo de automatas de Entrada/Salida.
Este automata que se llamara en lo que sigue, A, debe incluir las acciones necesarias
tanto para la deteccion de interbloqueos como para su posterior resolucion.
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4.2.1. Denicion del automata del algoritmo, A
Estado de A:
El algoritmo necesita almacenar y gestionar diversas informaciones para lograr
su objetivo. Por cada nodo i, se dispondra de una serie de variables que reejen el
conocimiento de:
su estado durante la ejecucion del algoritmo, status.algi y status.idi,
sus caractersticas temporales, tai y t unki,
su identidad simulada en la ejecucion del algoritmo, sim idi,
la identidad del nodo candidato por el que espera, cand succi,
las identidades de los nodos que lo esperan, set Predi,
las identidades de los nodos con los que ha entablado comunicacion, set PredToInfi,
el numero de predecesores de los que se ha desligado, conti,
el envio de algunos mensajes, norstAVSi e inf needi,
las caractersticas del sistema obtenido por los mensajes que ha intercambiado,
st algi, st avsrspi y set st avsi.
El estado del automata A no solo viene denido por los valores de las variables
asociadas a cada nodo i del sistema. La denicion del estado de A se completa con
la informacion de los cuatro tipos de mensajes que se intercambian: mensajes ALG,
mensajes AVS, mensajes AVSRSP y mensajes INF. Estos mensajes pueden ocupar
los canales de comunicacion establecidos entre cualquiera par de nodos del sistema.
Cada uno de estos mensajes comienza con un campo, type, que lo identica segun
su funcionalidad. A continuacion, se describe la estructura y caractersticas de los
diferentes mensajes:
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Un mensaje ALG se compone de cuatro componentes (type = ALG, t, sid,
path). Despues de la identicacion del mensaje (campo type) aparece: la marca
temporal que se espera tenga el nodo destino del mensaje (t). Esta marca ayuda
a chequear la validez del mensaje cuando se recibe. A continuacion aparecen
la identidad simulada del emisor del mensaje (sid) y la ruta o secuencia de
nodos por la que se ha retransmitido el mensaje (path) desde que se inicio la
instancia que lo genero. Este tipo de mensaje lo mandan los nodos que inician
una instancia del algoritmo a todos sus predecesores directos. A su vez, estos
lo reenvan a sus propios predecesores, manteniendo el campo sid y registrando
en la ruta, path, su identidad. El alcance de las retransmisiones de un mensaje
ALG viene determinado por la localizacion de otro nodo iniciador del algoritmo.
La trayectoria de los mensajes ALG coincide en direccion con las relaciones de
espera de los nodos del sistema pero su sentido es contrario al que estas se~nalan.
Un mensaje AVSRSP esta constituido por los mismos cuatro campos (type =
AVSRSP, t, sid, path). La informacion de este tipo de mensaje se organiza de
forma similar a la de los mensajes ALG. En el campo t se guarda el tiempo que
se espera tenga el nodo al que va dirigido el mensaje, la componente sid contiene
la identidad de un candidato, el mayor de los sucesores que se conocen despues
del intercambio de mensajes entre varios candidatos y el campo path incluye
la secuencia de nodos que va desde el nodo destino del mensaje hasta el nodo
registrado en el campo sid. Los mensajes AVSRSP, a diferencia de los mensajes
ALG, no siguen la red de predecesores para su propagacion. En consecuencia, se
dice que son mensajes directos que ponen en contacto a dos candidatos cuando
ya se conocen las relaciones de espera transitiva que existen entre ellos.
Un mensaje AVS se estructura en cinco campos (type = AVS, sid, t, path, fwd).
Los cuatro primeros campos sirven para almacenar datos semejantes a los que
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se han comentado en los tipos anteriores de mensajes pero el ultimo campo es
propio de los mensajes AVS. El campo sid contiene en este caso la identidad
del candidato predecesor mayor que se conoce tras la negociacion de varios
candidatos, el tiempo del nodo al que se manda el mensaje se guarda en t y
para almacenar la ruta de nodos que va desde el nodo almacenado en sid hasta
el nodo destino del mensaje, se cuenta con el campo path. El ultimo campo de
un mensaje AVS, fwd, es un booleano que permite distinguir si el mensaje va a
deshacer el camino que ya recorrio (fwd = true), o el mensaje va a alcanzar un
nuevo destino (fwd = false). En el primer caso, se usa la ruta de un mensaje AVS
almacenado para generar la nueva ruta del mensaje en retroceso. En cambio,
en el segundo caso, el mensaje se ha formado combinando un mensaje AVS y
AVSRSP previamente almacenados. Por otra parte, el destino de un mensaje
AVS con fwd a true es el nodo que aparece en la ruta como su predecesor. Sin
embargo, para un AVS con fwd a false el destino viene dado por el ultimo nodo
de la ruta que hay almacenada en path.
Un mensaje INF esta formado por tres componentes (type = INF, sid, t). Tras el
campo que identica el tipo del mensaje, se encuentra el campo sid que contiene
el valor de una identidad simulada. Se trata de la identidad simulada que el nodo
emisor del mensaje INF quiere propagar a su predecesor, la componente t del
mensaje esta reservada para el tiempo de activacion de ese nodo destino. La
recepcion de un mensaje INF esta regida por esta marca temporal y el estado
del nodo receptor.
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Antes de formalizar el conjunto de variables y mensajes que describen el estado
del automata del algoritmo A es necesario establecer las siguientes deniciones:
Denicion 4.2.1. Se denomina T al conjunto de posibles ternas (identicador de
un nodo, tiempo de activacion nodo, cadena de numeros naturales) o expresado ma-
tematicamente, T = f(n, t, ): n 2 N ^ t 2 N ^  2 Ng.
Denicion 4.2.2. Se denota como MALG al conjunto de mensajes ALG que pueden
surgir en la ejecucion del algoritmo tal que MALG = f(ALG, t, sid, path): t 2 N ^ sid
2 T ^ path 2 P+g.
Denicion 4.2.3. El conjunto de posibles mensajes AVS que surgen en la ejecucion
del algoritmo se dene como MAV S = f(AVS, sid, t, path, fwd): sid 2 T ^ t 2 N ^
path 2 P+ ^ fwd 2 ftrue, falsegg.
Denicion 4.2.4. Los posibles mensajes AVSRSP que pueden surgir en la ejecucion
del algoritmo forman un conjunto que queda denido como MAV SRSP = f(AVSRSP,
t, sid, path): t 2 N ^ sid 2 T ^ path 2 P+g.
Denicion 4.2.5. MINF es el conjunto de mensajes INF que pueden aparecer en la
ejecucion del algoritmo tal que MINF = f(INF, sid, t): sid 2 T ^ t 2 Ng.
Denicion 4.2.6. Se designa por M al conjunto de todos los posibles mensajes del
algoritmo que pueden circular en el sistema. Considerando los diferentes tipos de
mensajes que existen, M se puede denir como la union de los conjuntos: MALG,
MAV SRSP , MAV S y MINF , esto es, M = MALG [ MAV SRSP [ MAV S [ MINF .
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Descripcion de las variables del algoritmo asociadas a cada nodo del siste-
ma:
La variable status.algi permite distinguir el estado en el que se encuentra el nodo
i durante la ejecucion del algoritmo. Se han considerado seis estados posibles: active,
blocked, candidate, dummy, victim y aborted. Si status.algi = active, valor inicial de
la variable, el nodo i no esta a la espera de ningun nodo. Un nodo cuyo valor de
status.alg sea blocked es un nodo que ha iniciado una relacion de espera por otro
nodo. Por otra parte, solo los nodos en estado blocked pueden iniciar el algoritmo y,
en consecuencia, pasar a estado candidate. Todo nodo candidato transmite un mensaje
ALG en busqueda de otros iniciadores del algoritmo. Cuando este mensaje llega a
un nodo blocked, este pasa a estado dummy, con lo que queda excluido del proceso
de deteccion de interbloqueos. De entre todos los nodos candidatos presentes en un
interbloqueo, solo uno cambia a estado victim. Este estado implica que se ha detectado
un interbloqueo y que la resolucion del mismo conlleva que el nodo en estado victim
aborte. Finalmente, el estado aborted es el valor de status.algi cuando el nodo i rompe
la situacion de interbloqueo detectada.
Como complemento a la variable status.algi se ha denido otra variable de estado
llamada status.idi. Esta nueva variable no indica el papel que el nodo desempe~na
en la ejecucion del algoritmo sino que aporta informacion sobre el conocimiento de
su identidad simulada. Si status.idi = known, el nodo i dispone de la identidad que
el algoritmo precisa para sus operaciones. En cambio, si el valor de status.id para
el nodo i es unknown, el nodo esta a la espera de conseguir una nueva identidad
simulada que utilizara en el proceso de seleccion de la vctima.
La gura 4.1 muestra las transiciones que pueden darse entre los valores de la
variable status.algi combinados con los valores de la variable status.idi. En la gura se
han utilizado echas de distintos colores para representar las transiciones de estados
propias de la ejecucion del algoritmo en una coguracion estatica (echas negras) y las
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Figura 4.1: Transiciones posibles de los valores de las variables status.alg y status.id
en el automata A
transiciones de estados que implican una evolucion del sistema en la que, previamente
a la aparicion y el borrado de esperas, se ha realizado un traspaso de informacion con
otros nodos (echas rojas).
En el momento de la puesta en marcha del algoritmo, el nodo i esta activo,
status.algi = active, y conoce la identidad con la que participa en el sistema, status.idi
= known. Posteriormente, el nodo podra bloquearse pasando status.algi a ser blocked
y manteniendo status.idi = known. Cuando el nodo este bloqueado, dado que podra
formar parte de un interbloqueo, la copia local del algoritmo en el nodo i podra
iniciar el proceso de deteccion. En ese caso, las variables del nodo pasan a valer
status.algi = candidate y status.idi = known. Si el algoritmo detecta que el nodo i
esta interbloqueado, se se~nalara al nodo i como la vctima que, al desaparecer del
sistema, podra resolver la situacion de interbloqueo, status.algi = victim y status.idi
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= known. Una vez que el nodo i haya alcanzado el estado de vctima, tarde o temprano
abortara, resultando status.algi = aborted y status.idi = known.
Si el proceso de deteccion alcanza un nodo bloqueado, con status.idi = known,
que no ha iniciado la ejecucion de su copia del algoritmo, el nodo adoptara un nuevo
estado (status.algi = dummy y status.idi = known) que lo identica como un nodo
que no podra se~nalar una situacion de interbloqueo aunque este incluido en el.
Tanto si se trata de un nodo con status.algi = dummy como con estado status.algi
= candidate, el nodo puede llegar a desbloquearse, cancelando el proceso de deteccion
que lo haba analizado. En cualquiera de estos dos casos el nodo i vuelve a ser activo,
status.algi = active. En un funcionamiento normal en el que el proceso de deteccion
no ha avanzado e intercambiado informacion con otros nodos, el nodo se activa man-
teniendo la identidad de su participacion en la deteccion, esto es, conoce su identidad
y, por tanto, status.idi = known.
A continuacion se van a describir las transiciones de estado que en la gura 4.1
aparecen dibujadas mediante echas rojas. Suponiendo que desaparece del grafo la
espera que parte de un nodo i con status.algi = fdummy, candidateg y que el proceso
de deteccion del interbloqueo hubiera evolucionado con la participacion del nodo que
se activa, el nodo i debera quedar a la espera de conocer la identidad simulada con la
que se incorporara en el proceso de deteccion con los nodos que no se han retirado de
la deteccion iniciada o posteriormente se sumen al ella. El estado nal que representa
esa situacion, fruto de un comportamiento dinamico del sistema, es status.algi = active
y status.idi = unknown.
Mientras un nodo i con status.algi = active y status.idi = unknown espera para
conocer la identidad con la que proseguira el proceso de deteccion del que todava
participa, este puede bloquearse por un nuevo nodo. La ejecucion de la transicion que
permite el nuevo bloqueo convierte su estado en status.algi = blocked pero mantiene
status.idi = unknown.
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El algoritmo tambien permite que un nodo con status.idi = unknown se reenganche
al proceso de deteccion en cuanto reciba la informacion que precisa. Una vez que el
nodo i conoce la identidad simulada con la que continuara participando en la deteccion
del interbloqueo, pasa a tener status.idi = known. Esta situacion puede tener lugar
siendo, o bien status.algi = active, o bien status.algi = blocked. Cuando el nodo i
esta activo y adquiere la identidad que empleara desde ese momento en el proceso
de deteccion, su estado se mantiene como status.algi = active, pero a partir de ese
instante status.idi = known. Algo similar sucede en el caso de que, antes de adoptar
una nueva identidad para continuar la ejecucion del algoritmo, el estado del nodo
i sea status.algi = blocked. Una vez que el nodo conozca la identidad que simula,
su estado seguira siendo status.algi = blocked y se modicara unicamente status.idi,
pasando a valer status.idi = known. Una transicion distinta a la mencionada es posible
si el nodo i en estado blocked -unknown mantiene esperas reales en el grafo con nodos
predecesores con los que ya ha intercambiado informacion. En este caso, despues de
que el nodo i asuma una identidad para el proceso de deteccion de interbloqueo, el
nodo i alcanzara el estado status.algi = candidate con status.idi = known.
Finalmente, hay que comentar el cambio de estado que se produce cuando un nodo
i en estado active-known va a iniciar un nuevo bloqueo, pero queda constancia de que
anteriormente estuvo bloqueado e intercambio informacion con nodos que aun siguen
siendo sus predecesores. En esta situacion, el nodo i se convierte directamente en un
candidato, status.algi = candidate, para el proceso de deteccion y resolucion que lleva
a cabo el algoritmo. Por lo tanto, resulta posible la transicion directa de status.algi
= active y status.idi = unknown a status.algi = candidate y status.idi = known sin
necesidad de convertirse previamente en un nodo con status.algi = blocked.
Ademas de un identicador unico, un nodo i cuenta con una referencia temporal,
tai, que el algoritmo emplea para contar el numero de veces que se ha bloqueado o
activado. Inicialmente, tai = 1 y cada vez que el nodo i vuelve a ser activo, despues
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de haber estado bloqueado, el tiempo se incrementa en una unidad. Con el valor de
esta variable temporal, el nodo i puede validar los mensajes que recibe. Si el valor del
tiempo del nodo destino que aparece en el mensaje no coincide con el del nodo en el
momento de la recepcion, el mensaje se rechazara porque ha quedado obsoleto.
En el algoritmo se utiliza otra variable temporal, t unki. El valor inicial de esta
variable es  1 y en la ejecucion del algoritmo puede contener cualquier numero natu-
ral. Su uso viene determinado por la necesidad de recordar el instante de tiempo en
el que el nodo i recibio informacion procedente de un nodo candidato a traves de un
mensaje ALG. Si el nodo i se ve inmerso en una modicacion de las relaciones de es-
pera que lo desvinculan de ese candidato es posible que requiera una nueva identidad
simulada. En caso de que no precise una identidad simulada, la variable recuperara su
valor inicial.
La variable conti es un contador que comienza en el valor 1 y esta denido en el
conjunto de los numeros naturales. Para que este contador pueda cambiar de valor es
preciso que el nodo i haya intercambiado informacion con sus predecesores y rompa
la relacion de espera que le une a ellos. Por cada uno de los predecesores eliminados,
el contador se incrementa en una unidad. La variable conti no se modica o vuelve al
valor inicial en caso de que la relacion de espera que se vaya a eliminar sea unica.
En sim idi se almacena la identidad simulada que el nodo i adopta conforme
evoluciona la ejecucion del algoritmo. Esta variable toma sus valores del conjunto
T. Los tres campos que componen una identidad simulada se corresponden con el
identicador de un nodo (sim idi.id), el tiempo de activacion de ese nodo (sim idi.ta)
y una cadena de numeros naturales (sim idi.nu). La identidad simulada inicial del
nodo i es (i, tai, ). Si el nodo i no se ve involucrado en ninguna evolucion dinamica,
el valor inicial de sim idi no se modica durante la ejecucion del algoritmo. Ademas
podra considerarse, en ese caso, que su identidad simulada equivale unicamente a los
dos primeros campos de sim idi.
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Una caracterstica relevante de la variable sim idi es que no hay dos nodos en el
sistema que tengan la misma identidad simulada. Cuando el nodo i debe propagar su
identidad simulada a los predecesores con los que mantena una relacion de espera,
se generan distintos valores para cada uno de ellos. Modicando el tercer campo de
sim idi se consigue distinguir identidades simuladas que procedan del mismo nodo i,
pero que se traspasan a diferentes predecesores. Para ello, en la cadena de numeros de
sim idi se a~nade el valor del contador conti como elemento nal de la misma. Como
se ha explicado anteriormente, este contador se va incrementando cada vez que un
nodo rompe su relacion de espera con uno de sus predecesores a los que tiene que
hacer llegar si identidad. Por tanto, con este mecanismo de formacion de identidades
simuladas para propagar, se garantiza que nunca dos nodos adquiriran identidades
simuladas iguales, independientemente del trayecto de propagacion que se siga.
Para registrar la identidad simulada del candidato sucesor mayor que conoce el
nodo i durante la ejecucion del algoritmo, se utiliza la variable cand succi. Como
en ella se incluyen valores que representan identidades simuladas, cand succi tiene la
misma estructura que sim idi y esta denida sobre el mismo conjunto T. Los nodos
del sistema inicialmente no tienen ningun valor (NULL) en cand succi. Sin embargo,
conforme los nodos candidatos intercambian mensajes entre s, la variable cand succi
puede ir cambiando de valor.
Con el n de conocer en todo momento los predecesores del nodo i, la variable
setPredi guarda sus identicadores y registros temporales. Segun esto, los valores de
setPredi son pares de datos que pertenecen al conjunto P. En la puesta en marcha del
sistema, se asume que setPredi es un conjunto vaco. Cada vez que se completa una
relacion de espera por el nodo i, se incorpora en setPredi el identicador del nodo que
queda bloqueado por i y el instante de tiempo en el que ese nodo se activo por ultima
vez. Cuando la relacion de espera con un predecesor de i se rompe, el conjunto de
predecesores se actualiza eliminando de setPredi su informacion.
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Del mismo modo que en la variable setPredi, en setPredToInfi tambien se intro-
ducen los identicadores y los tiempos asociados de los nodos predecesores del nodo
i. Por eso, los posibles valores de esta variable, que inicialmente es el conjunto vaco,
tambien son pares de datos que pertenecen a P. Sin embargo, para que los datos de
un nodo predecesor de i se a~nadan a setPredToInfi es imprescindible que el nodo i le
haya enviado un mensaje de tipo ALG a ese predecesor. Por otra parte, la informa-
cion de un predecesor de i no desaparecera de setPredToInfi, si en la activacion del
nodo i este no quedo a la espera de una nueva identidad simulada. Esto quiere decir
que es en las evoluciones dinamicas del sistema cuando se advierte la diferencia entre
las variables setPredi y setPredToInfi.
La variable norstAVSi se ha ideado para indicar que un nodo i, siendo candi-
dato, no ha enviado todava un mensaje AVS en respuesta de un mensaje ALG de
otro candidato de identidad simulada inferior. Inicialmente, el valor de esta variable
para todos los nodos del sistema es true. Solo los nodos candidatos que se ven en la
situacion mencionada cambian el valor de este booleano a false cuando mandan el
mensaje AVS. Una vez que el nodo candidato ha se~nalado que ha enviado este primer
mensaje AVS y mientras la instancia del algoritmo que inicio este activa, su variable
norstAVS no vuelve a cambiar de valor.
Otra variable booleana que utiliza el algoritmo es inf needi. Su valor true sirve
como se~nal de que un nodo candidato ha generado un mensaje AVS o AVSRSP a
partir de la informacion que tena almacenada. Si este candidato se activara, quedara
esperando una nueva identidad simulada porque ha intervenido como candidato en el
proceso de seleccion de una vctima que resuelve el interbloqueo.
Finalmente, por cada par de nodos del sistema se dene un canal de comunicacion
channel(i, j ) para que el envo de mensajes entre ellos pueda ser directo.
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Descripcion de las variables del algoritmo dedicadas al almacenamiento de
los mensajes que recibe un nodo i :
Los mensajes ALG que recibe y procesa el nodo i se almacenan en la variable
st algi. Esta variable consta de dos campos: sid y path. En el primero de ellos, se
guarda directamente el valor que aparece en el mensaje ALG y se corresponde con la
identidad simulada de un candidato. Como la identidad simulada es una variable que
toma sus valores del conjunto T , el campo sid de st algi esta denido en el mismo
conjunto. Por otra parte, la componente path de st algi alberga rutas o secuencias
(nodo, tiempo) que se extraen del campo path del mensaje ALG. As que, path debe
contener informacion del tipo denido en el conjunto P+.
Cuando el nodo i recibe un mensaje AVSRSP valido se almacena en st avsrspi.
Para ello, la variable st avsrspi cuenta con los campos (t, sid, path) y se completan con
los valores correspondientes a los mismos campos en el mensaje AVSRSP. Tambien
es posible completar esta variable con la informacion de un mensaje ALG. Si un nodo
candidato recibe un mensaje ALG de otro candidato con mayor identidad simulada
que el, almacena directamente el contenido de los campos t, sid y path del mensaje
en los respectivos campos de st avsrspi.
Por ultimo, para almacenar los mensajes AVS que llegan al nodo i y son de interes
en un proceso de deteccion de interbloqueo, se dispone de la variable set st avsi. A
excepcion del campo correspondiente al tipo de mensaje, el contenido del AVS se
traspasa a los respectivos campos de la variable set st avsi, (sid, t, path, bool). El
almacenamiento de los datos es consistente porque, al igual que en el mensaje AVS,
el campo sid esta denido en el conjunto T, t pertenece a los numeros naturales,
las rutas que aparecen en path son elementos del conjunto P+ y el campo booleano
(equivalente al campo fwd del mensaje) solo puede tomar los valores true o false.
Hay situaciones en las que el valor que se guarda en el campo bool es el contrario al
que aparece en el campo fwd del mensaje. Por ejemplo, algunos mensajes AVS que se
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generan en el mecanismo de retroceso, fwd = true, se almacenan en set st avsi con bool
= false para indicar que pueden ser utilizados en nuevos intercambios de informacion
entre candidatos. Aunque inicialmente la variable set st avsi es un conjunto vaco,
durante la ejecucion del algoritmo pueden incorporarse y/o eliminarse elementos en
este conjunto.
La gura 4.2 resume la denicion formal de las variables de estado del automata
A. En esta denicion aparecen todas las variables que se han descrito anteriormente
y los mensajes que pueden circular por cualquiera de los canales de comunicacion del
sistema.
Estado s del automata del algoritmo solucion A, s 2 states (A ):
8 i 2 N:
status.algi 2 factive, blocked, candidate, dummy, victim, abortedg
status.idi 2 fknown, unknowng
tai 2 N
t unki 2 f 1g [ N
sim idi 2 T




nofirstAVSi 2 ftrue, falseg
inf needi 2 ftrue, falseg
st algi 2 f(sid, path): sid 2 T ^ path 2 P+ [ NULLg
st avsrspi 2 f(t, sid, path): t 2 N ^ sid 2 T ^ path 2 P+ [ NULLg
set st avsi 2 f(sid, t, path, bool): sid 2 T ^ t 2 N ^ path 2 P+ ^ bool 2 ftrue, falsegg
8 fi,jg  N:
m 2 channel(i,j) j m 2 M
Figura 4.2: Denicion del estado del automata A.
Estado inicial de A:
El estado inicial de A reeja la situacion de puesta en marcha del sistema. La
denicion formal del estado inicial s0 2 start(A) se proporciona en la gura 4.3.
Puede observarse que en esta gura aparecen todas las variables que intervienen en la
denicion del estado del automata del algoritmo. Los valores que adoptan inicialmente
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Estado inicial (s0) del automata del algoritmo solucion, A :




s0.t unki =  1
s0.sim idi = (i, 1, )





s0.inf needi = false
s0.st algi = NULL
s0.st avsrspi = NULL
s0.set st avsi = ;
8 fi,jg  N:
s0.channel(i,j) = ;
s0.channel(j,i) = ;
Figura 4.3: Denicion del estado inicial del automata A.
estas variables permiten modelar el estado de reposo del automata A en el que,
basicamente, no existen relaciones de espera entre los nodos del sistema y no hay
ningun mensaje en los canales de comunicacion.
4.2.2. Signatura de las acciones del automata A.
La signatura correspondiente al automata del algoritmo solucion, A, contiene
ademas de las acciones de comunicacion con el gestor, una serie de acciones inter-
nas. Al igual que en el automata A0 denido para la especicacion del problema, las
acciones de entrada tienen que ver con la aparicion y desaparicion de relaciones de
espera en el sistema y la unica accion de salida es la que informa de los abortos de
los nodos en el sistema. Sin embargo, son las acciones internas las que modelan la
parte fundamental del funcionamiento del algoritmo, esto es, las tareas propias de la
deteccion de interbloqueos que se forman en el sistema.
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En la gura 4.4 se puede observar la denicion formal de la signatura de las
acciones del automata A, sig(A).
Input(A ) = f8 fi,jg  N ^ i 6= j ^ 8 t 2 N:
StartAddArci(j), EndAddArci(j,t), StartDelArci(j,t), EndDelArci(j)g
Internal(A ) = f8 fi,jg  N ^ i 6= j:
initiatei, rcvALGi(j,m) j m 2 MALG, firstAVSi,
rcvAVSi(j,m) j m 2 MAV S, sndAVSi,
rcvAVSRSPi(j,m) j m 2 MAV SRSP , sndAVSRSPi,
dltINFi(j,m), rcvINFi(j,m) j m 2 MINF g
Output(A ) = f8 i 2 N: Abortig
Figura 4.4: Signatura de las acciones del automata A.
4.2.3. Las acciones el automata A
En esta seccion se presentan las acciones o pasos del automata A, steps(A). Del
mismo modo que en el captulo anterior, las acciones estan descritas mediante el
esquema de precondicion-efecto. Para facilitar la explicacion de cada una de ellas se
han agrupado segun la siguiente clasicacion:
Grupo I: las acciones de entrada que reejan tanto la aparicion como la desapa-
ricion de una relacion de espera en el medio: StartAddArci(j ), EndAddArci(j,
t), StartDelArci(j, t) y EndDelArci(j ).
Grupo II: la accion de salida: Aborti.
Grupo III: las acciones internas que tienen que ver con la iniciacion y la busqueda
de otro nodo iniciador: initiatei, rcvALGi(j, m) y rstAVSi.
Grupo IV: las acciones internas que generan y procesan mensajesAVS yAVSRSP :
sndAVSi, rcvAVSi(j, m), sndAVSRSPi y rcvAVSRSPi(j, m).
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Grupo V: las acciones internas que procesan los mensajes INF : dltINFi(j, m) y
rcvINFi(j, m).
Las guras 4.5, 4.6 y 4.7 muestran el grupo I de acciones. Estas transiciones son
las encargadas de modelar los efectos que tienen para el algoritmo la incorporacion y
el borrado de esperas en el sistema.
A~nadir una relacion de espera entre dos nodos del sistema supone una modicacion
en la conguracion del medio. El algoritmo de deteccion y resolucion de interbloqueos
para poder desarrollar su tarea con exito debe estar al corriente de esos cambios en
el medio y adaptarse al nuevo escenario inmediatamente. Por ello, las acciones del
medio StartAddArci(j ) y EndAddArci(j, t) tienen su equivalente en el algoritmo y los




IF (status.idi = known) THEN





FOR (id,t) 2 (setPredi n setPredToInfi):
snd (ALG, t, sim idi, (i,tai)) to id;








setPredi:= setPredi [ f(j,t)g;
IF (status.algi 2 fdummy, candidateg) THEN
setPredToInfi:= setPredToInfi [ f(j,t)g;
IF (status.algi = dummy) THEN
snd (ALG, t, st algi.sid, st algi.path) to j
ELSEIF (status.algi = candidate) THEN
snd (ALG, t, sim idi, (i,tai)) to j;
ENDIF
ENDIF.
Figura 4.5: Acciones de entrada del automata A (grupo I): StartAddArci(j ) y
EndAddArci(j, t).
Accion StartAddArci(j ):
Segun la accion analoga en el medio, los nodos que tienen habilitada esta accion
son nodos activos, statei = active. Segun la propiedad B.3.3 del apendice B, ese
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estado se corresponde con la variable de estado del algoritmo, status.algi = active. Al
ejecutar la accion del algoritmo se distinguen hasta tres casos diferentes de actuacion
de acuerdo con los valores de las variables status.idi y setPredToInfi.
Caso 1: status.idi = known y setPredToInfi = ;. El nodo i se asimila a los nodos
del sistema en estado inicial porque no hay constancia de ninguna comunicacion
con otros nodos del sistema. El efecto de la accion en este supuesto consiste en
un cambio de estado del nodo, status.algi = blocked. En el resto de variables
asociadas al nodo i no se producen modicaciones.
Caso 2: status.idi = known y setPredToInfi 6= ;. El nodo antes de volver a estar
activo participo en un proceso de deteccion porque en la variable setPredToInfi
quedaron registrados todos los nodos con los que establecio una comunicacion
propia de la fase de reconocimiento inicial.
En este supuesto el nodo i se bloquea por el nodo j, pero su estado, en lugar de
pasar a blocked, pasa a status.algi = candidate. En estas circunstancias, el nodo
i se va a comportar del mismo modo que un nodo que espontaneamente ejecuta
una instancia del algoritmo de deteccion de interbloqueo. Por lo tanto, para
que el nodo i se asimile a un nodo iniciador del algoritmo que ha transmitido
mensajes, es preciso que su variable norstAVSi tome el valor true y se enven
mensajes de tipo ALG a todos aquellos nodos que le preceden y con los que aun
no ha establecido comunicacion. Una vez que se generan esos mensajes ALG
se puede armar que setPredi y setPredToInfi tienen el mismo contenido, tal y
como hubiese sucedido si el nodo i hubiera iniciado la ejecucion del algoritmo.
Caso 3: status.idi = unknown. Ese valor de status.id indica que el nodo i esta a
la espera de recibir informacion sobre la identidad simulada que podra tener
que adoptar, si se viera inmerso en un proceso de deteccion de interbloqueo,
tras un cambio en el grafo de esperas. En cuanto el nodo i adquiere una nueva
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identidad simulada o se valida la que ya posee, se podra asumir con garantas
la deteccion. Mientras tanto esta accion permitira que el nodo i se bloquee por
el nodo j, resultando status.algi = blocked. Como status.idi no se ve modicado,
el nodo i seguira a la espera de una nueva identidad simulada sin procesar
informacion relativa a la busqueda de un nodo detector entre los candidatos
existentes.
Accion EndAddArci(j, t):
La precondicion de la accion EndAddArci(j, t) en el medio indica que un nodo en
cualquiera de los estados posibles, excepto en estado statei = aborted, equivalente a
status.algi = aborted, segun la propiedad del B.3.5 del apendice B, tendra habilitada
la accion si el nodo predecesor j se bloqueo por el nodo i. Esta precondicion simula la
fase inicial de formacion de una espera entre el nodo j y el nodo i (la espera estara
representada parcialmente en un grafo).
El efecto fundamental de la accion consiste en incluir al nodo j junto con su
tiempo asociado en el conjunto de predecesores, setPredi. En el grafo de esperas que
representa los bloqueos de los nodos del sistema, este efecto supone que el nodo j ya
tiene conocimiento de que el nodo i inicio una espera por el y, por lo tanto, la espera
queda completa.
Ademas, el nodo i incluira el elemento (j, t) en setPredToInfi, si el nodo i participa
en una deteccion de interbloqueo siendo candidate o dummy. En caso de que el nodo i
sea un candidato a convertirse en detector de un interbloqueo, este enviara un mensaje
ALG a su nuevo predecesor (el nodo j ) con su propia informacion: sim idi y una ruta
en la que aparece como unico elemento su propio identicador y tiempo de activacion.
El hecho de que status.algi = dummy signica que el nodo i redirigio informacion de un
nodo candidato y, por tanto, al a~nadir el par (j, t) a setPredi, el nodo i debe transmitir
esa misma informacion al nuevo nodo predecesor j. Los datos que se retransmiten
estan ubicados en st algi y son tanto el campo st algi.sid como st algi.path. El envo
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de mensajes ALG, en estos dos casos, se completa como ya se ha comentado con la
incorporacion del nodo j en setPredToInfi. Para el resto de posibles estados del nodo
i estos efectos no se producen.
Las acciones de entrada del automata que reejan el borrado de una relacion de
espera del sistema son StartDelArci(j, t) y EndDelArci(j ). La eliminacion de la espera
en el medio se realiza en dos fases ejecutando consecutivamente, y en ese orden, cada
una de esas acciones. Las acciones del algoritmo, homonimas a las del gestor del
sistema, interpretan los cambios producidos en el sistema y modican las variables
correspondientes del algoritmo, para que el funcionamiento de este vaya acorde con la
nueva conguracion del sistema. La fase inicial del borrado de una relacion de espera
para el algoritmo sigue el esquema de efectos mostrado en la gura 4.6.
Accion StartDelArci(j, t):
Esta accion tiene como efecto comun a todos los posibles escenarios de ejecucion la
eliminacion del par (j, t) de setPredi. Solo cuando setPredi cuenta con mas elementos
que el par (j, t) y el nodo i se encuentra en cualquiera de los estados siguientes:
dummy, candidate, victim y blocked -unknown, el elemento (j, t) se retirara tambien de
setPredToInfi. Todas estas situaciones se engloban en la condicion de habilitacion de
la accion StartDelArci(j, t) del medio que establece que statej = aborted (de acuerdo
con la propiedad B.3.5 del apendice B statej = aborted es equivalente a status.algj =
aborted). Por lo tanto, este efecto se incluye para suprimir la parte nal de la espera
entre el nodo i y el nodo j que queda tras el aborto de este ultimo.
Por otra parte, si status.algi = active, el nodo i podra deshacerse de los mensajes
almacenados en set st avsi que tengan como penultimo elemento de la ruta al par (j,
t). Antes de eliminar esos mensajes se comprueba si la ruta resultante de suprimir
el ultimo elemento tiene algun otro par aparte de (j, t). En caso armativo, se pro-
cedera a enviar mensajes AVS al nodo j, para reutilizar la informacion de las rutas
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setPredi:= setPredi n f(j,t)g;
IF (status.algi 2 fdummy, candidateg) _ (status.algi = blocked ^ status.idi = unknown) _
(status.algi = victim ^ setPredi 6= f(j,t)g) THEN
setPredToInfi:= setPredToInfi n f(j,t)g;
ENDIF
IF (status.algi = active) THEN
FOR m 2 set st avsi: penult(m.path) = (j,t):
IF ((j,t) 6= m.path - last(m.path)) THEN
snd (AVS, m.sid, penult(m.path).ta, m.path - last(m.path), true) to penult(m.path).id;
set st avsi:= set st avsi n fmg
ELSE set st avsi:= set st avsi n fmg
ENDIF
ENDFOR
IF (status.idi = known) ^ (f(j,t)g 2 setPredToInfi) THEN
snd (INF, (sim idi.id, sim idi.ta, sim idi.nuconti), t) to j;





sim idi:= (i, tai, );
conti:= 1
ELSE conti:= conti + 1;
ENDIF
setPredToInfi:= setPredToInfi n f(j,t)g;
ENDIF
ENDIF.
Figura 4.6: Acciones de entrada del automata A (grupo I): StartDelArci(j, t).
almacenadas en set st avsi. El nuevo mensaje AVS dispondra de la componente sid,
del tiempo asociado al nodo j, de la ruta del correspondiente mensaje almacenado
sin el ultimo elemento y la variable fwd puesta a true. Sin embargo, cuando la ruta
que se prepara para el envo del mensaje AVS solo esta formada por el elemento (j,
t), se descarta generar el mensaje porque no tiene informacion util y directamente se
elimina el mensaje almacenado de set st avsi.
Para un nodo i activo con status.idi = known y tal que (j, t) este contenido en
su setPredToInfi, la accion StartDelArci(j, t) proporciona otro efecto relacionado con
la transmision de su identidad simulada al nodo j. Como la espera establecida entre
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ambos nodos comienza a romperse y el nodo i se comunico en algun momento con
el nodo j tras saber que le esperaba, se hara llegar al nodo j la identidad simulada
del nodo i traves de un mensaje INF. Esa identidad esta constituida por los campos:
sim idi.id, sim idi.ta y sim idi.nuconti. El tercer campo se construye de manera que
sea diferente para todos y cada uno de los nodos a los que se les enva un mensaje
similar. Para ello, se concatena a sim idi.nu el numero natural, conti. Tras esta ope-
racion, se incrementa en una unidad el valor de conti, logrando as que la identidad
simulada que viaja en el mensaje INF sea distinta siempre que un nodo se elimina de
setPredi y de setPredToInfi. Despues de formar el mensaje INF sera posible retirar
el par (j, t) de setPredToInfi sin perder informacion de utilidad sobre el nodo i para
todos aquellos nodos que saban de su bloqueo antes de que se activara.
Si el nodo que se retira de setPredi es el unico, se alcanza una situacion en la que
no quedan mas elementos en setPredi. En consecuencia, setPredi = ; y se inicializaran
las variables del nodo i tales como: st algi = NULL, t unki =  1, inf needi = false,
norstAVSi = true, sim idi = (i, tai, ) y conti = 1. El nodo i puede eliminar las
informaciones almacenadas de instancias anteriores por lo que quedara en un estado
similar al inicial hasta que se vea involucrado en una nueva instancia del algoritmo.
Para nalizar con el grupo de acciones de entrada del automata A, se va a comentar
la accion EndDelArci(j ). La activacion total de un nodo dirigida por el gestor del
sistema se traslada a las variables del algoritmo a traves de los efectos de esta accion.
En la gura 4.7 se pueden observar todos los cambios que afectan a las variables del
proceso de deteccion de un interbloqueo cuando en el grafo de esperas un nodo se
vuelve a activar.
Accion EndDelArci(j ):
Al ejecutarse esta accion el nodo i vuelve a su estado inicial, status.algi = active.
Este efecto siempre viene acompa~nado de un cambio en su tiempo de activacion que
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IF (status.algi = dummy) THEN





ELSEIF (status.algi = candidate) THEN
st avsrspi:= NULL;
cand succi:= NULL;







tai:= tai + 1;
status.algi:= active.
Figura 4.7: Acciones de entrada del automata A (grupo I): EndDelArci(j ).
se tendra como referencia temporal del nodo i en su proximo bloqueo. Con esto se
consigue que ningun mensaje originado entre esperas anteriores provoque inconsis-
tencias.
Por otra parte, el resto de efectos dependera del estado que presenta el nodo i
antes de la ejecucion de la accion. Si status.algi = dummy y el nodo i no ha podido
transmitir un mensaje ALG por no tener predecesores, setPredToInfi = ;, entonces
se procede a eliminar el contenido de st algi y a inicializar la variable t unki. As se
consigue que el nodo vuelva a estar preparado para participar en un nuevo inten-
to de deteccion de interbloqueo. Estos mismos efectos tambien tienen lugar cuando
status.algi = candidate e inf needi = false, esto es, el nodo i no ha generado un men-
saje de tipo AVS o AVSRSP en el que se hayan analizado las identidades simuladas
de varios candidatos a detector de un interbloqueo.
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Sin embargo, cuando el nodo i es dummy y su conjunto setPredToInfi posee al
menos un elemento con el que se ha comunicado, el nodo i queda a la espera de descu-
brir cual sera su identidad simulada en la instancia activa del algoritmo de deteccion
de interbloqueo. Esta situacion de espera se representa con el valor status.idi = unk-
nown que complementa al estado nal del nodo i, status.algi = active. As mismo, en
caso de que el nodo i sea candidate y haya mandado un mensaje AVS o AVSRSP de
acuerdo a las identidades simuladas de los nodos candidatos que conoce, inf needi =
true, la variable de estado relativa al conocimiento de la identidad simulada tambien
se convierte en status.idi = unknown. El valor unknown permite parar la transmision
de informacion del algoritmo hasta que el nodo i haya enviado a us predecesores la
informacion que haga consistentes los mensajes que les envio previamente.
Por ultimo, hay que comentar un efecto que se produce para los nodos candidatos
que consiste en inicializar tanto la variable st avsrspi como cand succi. La razon que
conduce a eliminar sus valores es que la activacion del nodo i hace falsa la informacion
que contienen. Conforme las esperas entre los nodos sucesores del nodo i desaparecen
secuencialmente, todo registro que conste de ellos sera inservible para la deteccion de
un interbloqueo posterior a su activacion.
La unica accion de salida del automata es Aborti. Los efectos de esta accion del
algoritmo predisponen al medio para concluir la actividad de un nodo concreto del
sistema. Ese nodo es el que en la ejecucion del algoritmo se ha seleccionado como
vctima (ver precondiciones de la accion en la gura 4.8). Desde el punto de vista
del algoritmo, el nodo pasa a un estado que le incapacita para participar en nuevas
detecciones de interbloqueo en el sistema. Por eso, los efectos de la accion consisten
en la salvaguarda de toda la informacion que manejaba este nodo y la inicializacion
de las variables que tena asociadas.
128
4.2. Descripcion formal del algoritmo
Aborti
precondiciones: status.algi = victim.
efectos:
FOR m 2 set st avsi:
IF (penult(m.path) 6= m.path - last(m.path)) THEN
snd (AVS, m.sid, penult(m.path).ta, m.path - last(m.path), true) to penult(m.path).id;
ENDIF
ENDFOR
set st avsi:= ;
FOR (id,t) 2 setPredToInfi:
snd (INF, (sim idi.id, sim idi.ta, sim idi.nuconti), t) to id






tai:= tai + 1;
conti:= 1;
sim idi:= (i, tai, );
status.algi:= aborted.
Figura 4.8: Accion de salida del automata A (grupo II): Aborti.
Accion Aborti:
Esta accion solo la puede ejecutar un nodo que se haya convertido previamente
en vtima. Eso implica que el nodo i detecto un interbloqueo, o en otras palabras,
localizo un ciclo de esperas reales en el grafo que representa el funcionamiento del
sistema. El nodo que detecta un interbloqueo en el sistema, segun el principio de
dise~no de este algoritmo, dispondra de la mayor identidad simulada de entre todos
los nodos que conforman el ciclo o la situacion de interbloqueo. La accion Aborti se
encarga de resolver el interbloqueo del sistema eliminado el nodo i que lo ha detectado.
Concluida la fase de resolucion del interbloqueo, el nodo i no participara de forma
activa en la evolucion del sistema. Para poner de maniesto esa situacion, el estado
del nodo i se transforma en status.algi = aborted. Aun siendo status.algi = aborted,
el nodo i podra verse involucrado en la recepcion de algun mensaje que surgiera
con posterioridad a la resolucion del interbloqueo, es decir, el nodo i participara en
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la evolucion del sistema de forma pasiva. Si algun nodo presente en el interbloqueo
resuelto invocara una nueva instancia del algoritmo, el nodo i podra estar presente
en mensajes almacenados que se aprovecharan para una resolucion mas rapida y con
menos mensajes de un nuevo interbloqueo.
Como el nodo i va a desaparecer del sistema de forma permanente tras la eje-
cucion de esta accion, la mayor parte de sus efectos consistiran en restablecer todas
las variables asociadas al nodo, que no se haban modicado al pasar a status.algi
= victim, a sus valores iniciales correspondientes: setPredi = ;, st avsrspi = NULL,
norstAVSi = true, conti = 1. Tambien se cambia su tiempo de activacion y el valor de
su identidad simulada (componente temporal actualizada) para que cualquier infor-
macion que persista del nodo i en el resto de nodos del sistema pueda ser facilmente
rechazada al comprobar que la referencia temporal ha quedado obsoleta.
Antes de vaciar completamente el contenido de set st avsi, se reciclan los mensajes
que estaban almacenados. Para ello, se envan en forma de mensajes AVS con la
componente fwd = true. Este valor indica que el mensaje AVS generado no se trata ni
de un mensaje de reconocimiento entre dos candidatos (efecto de la accion rstAVSi)
ni de un mensaje localizador del candidato con mayor identidad simulada (efecto de
la accion sndAVSi). La nueva ruta del mensaje que se pone en el canal se obtiene a
partir de la ruta del mensaje almacenado eliminando el ultimo par correspondiente,
precisamente, al nodo abortado. Como destino del nuevo mensaje AVS se elige el
nodo que en la nueva ruta conformada queda en la ultima posicion. Por ultimo, cabe
mencionar que si la ruta conformada solo tuviera un unico elemento, el efecto descrito
quedara anulado. El objeto de cancelar la generacion de este tipo de mensajes AVS
es evitar que circulen mensajes AVS en los canales de comunicacion del sistema que
no aportan informacion.
Otra variable asociada al nodo i que deja de tener sentido tras su aborto es la va-
riable setPredToInfi. Por eso, uno de los efectos de la accion es hacer que setPredToInfi
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= ;. Los datos (identicador-tiempo) que estan almacenados en dicha variable deben
ser empleados antes de que sean borrados por efecto de Aborti. El nodo i tiene que
difundir su identidad simulada a todos los predecesores con los que establecio comuni-
cacion enviando mensajes INF con ese n a esos nodos. Aunque la identidad simulada
del nodo antes de ejecutar Aborti es unica, transmite una identidad simulada diferente
a cada uno de sus predecesores. Gracias a la variable conti que se incrementa para
cada uno de los nodos destino de los mensajes INF, se consigue que las identidades
simuladas transmitidas tengan en comun el primer y el segundo campo de la identidad
simulada del nodo i, (sim idi.id, sim idi.ta), pero no el tercer campo de la identidad
simulada del nodo i, sim idi.nuconti. Una vez que los mensajes INF han sido man-
dados a los nodos de setPredToInfi para que puedan procesar convenientemente la
informacion que el nodo i les envio a ellos o a traves de ellos a otros nodos.
El grupo III de acciones se corresponde con las acciones internas del automata que
desarrollan la fase de iniciacion (initiatei) y las fases de reconocimiento y colaboracion
(rcvALGi(j, m) y rstAVSi) del algoritmo. La guras 4.9, 4.10 y 4.11 complementan
las explicaciones dadas para cada una de estas acciones.
Accion initiatei:
Solo los nodos en estado blocked -known con predecesores pueden iniciar el algorit-
mo de manera espontanea (ver gura 4.9). En cuanto se ejecuta esta accion, el nodo
i cambia de estado y pasa a ser candidato, status.algi = candidate, dejando patente
que es un nodo que puede convertirse en el detector de un interbloqueo si lo hubiere
en el sistema.
Otro efecto de esta accion consiste en que la variable booleana norstAVSi se
inicialice al valor true. Esta asignacion supone que el nodo i no se ha comparado con
ningun otro candidato de identidad simulada inferior a la de el y, por lo tanto, no ha
mandado ningun mensaje de tipo AVS para poner de maniesto su superioridad.
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initiatei




FOR (id,t) 2 setPredi:
snd (ALG, t, sim idi, (i,tai)) to id;
ENDFOR
setPredToInfi:= setPredi.
Figura 4.9: Acciones internas del automata A (grupo III): initiatei.
Por otro lado, mediante el envo de mensajes ALG a todos los nodos que en ese
instante estan almacenados en el conjunto setPredi, se difunde la informacion del nodo
i : su identidad simulada, sim idi y una ruta en la que aparece como unico elemento
el par (identidad nodo i, tiempo de activacion del nodo i). Como destino de cada
mensaje ALG se elegira el identicador de cada elemento de setPredi y el tiempo
asociado a ese elemento se incluira como parte del contenido del mensaje ALG. Ese
tiempo asociado al nodo destino que es una componente del mensaje ALG sera el que
permita validar su vigencia en la recepcion.
Finalmente, todo par (nodo, tiempo) del conjunto de predecesores del nodo i
tambien sera incluido en el conjunto setPredToInfi, formado por los predecesores del
nodo i a los que ha informado de su existencia y de sus posibilidades de llegar a ser
el nodo detector de un interbloqueo. Este efecto implica que, tras la ejecucion de la
accion initiatei, el conjunto setPredToInfi sera una copia exacta del conjunto setPredi.
Accion rcvALGi(j, m):
Esta accion queda habilitada cuando existe un mensaje de tipo ALG en el canal de
comunicacion, que tiene como origen el nodo j y como destino el nodo i. Ademas, el
nodo i que recibe el mensaje ALG tiene pleno conocimiento de su identidad simulada
en la ejecucion del algoritmo.
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rcvALGi(j,m)
precondiciones: m 2 channel(j,i) ^ m.type = ALG ^ status.idi = known.
efectos:
channel(j,i):= channel(j,i) n fmg;
IF (m.ta = tai) THEN
t unki:= tai;
IF (status.algi = blocked) THEN
st algi:= (m.sid, (i,tai)m.path);
status.algi:= dummy;
FOR (id,t) 2 setPredi:
snd (ALG, t, m.sid, (i,tai)m.path) to id;
ENDFOR
setPredToInfi:= setPredi
ELSEIF (status.algi = candidate) THEN







st algi:= (m.sid, m.path);
cand succi:= m.sid;
IF (cand succi > sim idi) THEN





Figura 4.10: Acciones internas del automata A (grupo III): rcvALGi(j, m).
Si se cumplen los requisitos anteriores, el mensaje ALG sera retirado del canal.
Antes de ser procesado, se comprobara si el tiempo del destino que se anoto en el
mensaje ALG coincide con el tiempo de activacion que en ese momento le corresponde
al nodo i. En caso de que los tiempos comparados sean iguales, el mensaje ALG
sera tratado porque se considerara que toda la informacion que contiene es actual.
Sin embargo, cuando los tiempos que hacen referencia al nodo i no coincidan, el
mensaje sera rechazado porque contara con informacion desfasada.
Una vez realizada la validacion temporal del mensaje ALG recibido, se asignara el
tiempo de activacion del nodo a la variable t unki para indicar el instante en el que
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el nodo i recibio informacion del nodo al que espera de manera directa en el sistema.
Con posterioridad, el mensaje ALG se tratara segun sea el estado del nodo receptor
blocked o candidate (vease la gura 4.10).
Si el nodo i esta bloqueado, status.algi = blocked, se almacenara en st algi el
campo del mensaje ALG que hace referencia a la identidad simulada del nodo
que lo genero y ademas se copiara la ruta del mensaje m.path antecedida por
el identicador y el tiempo del nodo i. Al incorporarse el nodo i a esta ruta, se
asume que la espera entre el nodo i y el primer nodo que gura en esa ruta es
real.
Ademas, en esta situacion hay que asegurar que el nodo i ya no tenga ninguna
oportunidad de iniciar una copia de algoritmo. Al recibir un mensaje ALG de
su sucesor en el grafo de esperas, el nodo i debe quedar incapacitado para
tener habilitada la accion initiatei. Para ello, se cambia el estado del nodo y se
convierte en dummy.
Toda la informacion que se ha almacenado en st algi se empleara para cons-
truir un mensaje ALG para cada uno de los nodos que el nodo i contenga en
su variable setPredi. Una vez entregados los mensajes ALG a los canales indi-
cados por los identicadores de los nodos predecesores del nodo i, el conjunto
setPredToInfi se igualara al conjunto setPredi.
Cuando el nodo i es candidato a detector de un interbloqueo en el sistema,
status.algi = candidate, se comprueba primeramente si en la ruta del mensaje
ALG recibido aparece ya el nodo i. Su aparicion implica que en el sistema existe
un interbloqueo. Solo se conrma que hay un interbloqueo en el sistema cuando
todas las esperas previas hasta alcanzar al nodo i son reales, o de manera
equivalente a esta condicion, cuando el par (nodo-tiempo) anterior al nodo i
en la ruta del mensaje ALG pertenece al conjunto de predecesores del nodo i,
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setPredi. Notese que si aparece (i, t) con un tiempo asociado diferente al actual,
eso implica que todas las esperas a partir de el que estan presentes en la ruta
(en 2) han dejado de existir. Sin embargo, si last(2) 2 setPredi signica que el
nodo i nunca se desbloqueo por lo que todas las esperas reejadas en la primera
parte de la ruta, 1 siguen existiendo.
Si hay presente un ciclo en la ruta del mensaje ALG, se designara al nodo i
como nodo detector del interbloqueo y vctima para la resolucion del interblo-
queo. Algunas de las variables asociadas al nodo i tales como: st algi, t unki,
cand succi e inf needi, se inicializaran porque el nodo i a partir de ese instante
no les dara ningun uso. En cambio, ante la inexistencia de un ciclo en la ruta del
mensaje ALG, los efectos de la accion consitiran en almacenar el mensaje tal
cual llega (campo sid y ruta) y cargar el termino sid en la variable cand succi.
Por ultimo, el mensaje ALG completo se guardara en st avsrpsi cuando la iden-
tidad simulada del nodo i sea inferior al candidato sucesor del mismo. En esta
comparacion se establece que el nodo candidato que ha recibido el mensaje ALG
(nodo i) no va a competir mas en la carrera por ser el detector del interblo-
queo porque el nodo candidato que le sucede en el grafo esperas, cand succi,
presenta una identidad simulada superior a la de el. A diferencia del mensaje
que se copio en st algi, el que se almacena en st avsrspi incluye como primer
elemento de la ruta al nodo i y su tiempo de activacion. En cuanto el nodo i
tenga conocimiento de un nodo candidato, que le preceda y que sea mayor que
el, podra decidir cual de los candidatos, predecesor o sucesor, tiene posibilidades
de convertirse en el detector de un interbloqueo que los incluya a todos ellos.
Accion rstAVSi:
Unicamente podra ejecutar la accion un nodo i que cumpla las siguientes precon-
diciones:
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status.idi = known, el nodo i conoce su identidad simulada.
st algi 6= NULL, el nodo i recibio y tiene almacenado un mensaje ALG.
norstAVSi = true, el nodo i no ha mandado todava un mensaje AVS a un nodo
candidato sucesor indicandole que cuenta con una identidad simulada superior
a la que el candidato sucesor posee.
cand succi 6= NULL, el nodo i conoce a un candidato sucesor.
cand succi < sim idi, la identidad simulada del nodo i es superior a la identidad
del candidato sucesor en el grafo.
El efecto principal de esta accion es el envo de un mensaje AVS al nodo candidato
que le sucede en el grafo de esperas y del que el nodo i sabe que es inferior a el. Como
contenido del mensaje AVS se incluye la identidad simulada del nodo i, el tiempo
del nodo al que va dirigido el mensaje, la ruta que almacena en su correspondiente
st algi precedida por su propio identicador y tiempo de activacion, (i, tai), y una
marca fwd = false que indica que el mensaje AVS no surge por la desactivacion de
candidatos sucesores y, por lo tanto, no esta volviendo a recorrer los nodos de la ruta
que contiene y ya ha analizado. El destino del mensaje coincide con el ultimo nodo
que aparece en la ruta de su st algi. De este nodo se sabe que genero el mensaje ALG,
el cual llego hasta el nodo i siendo candidato. Cabe destacar que en el momento de
la ejecucion de la accion o cuando el mensaje AVS sea recibido y retirado del canal,
podra suceder que el nodo ya no fuera candidato o fuera candidato con caractersticas
diferentes a las que tena en el instante en que se dio a conocer mediante el ALG que
posteriormente recibio el nodo i.
En el momento en que se va a crear este mensaje AVS el nodo i deja constancia
de ese hecho asignando a la variable booleana norstAVSi el valor false. El nodo i
solo podra volver a tener en esta variable el valor true si en la evolucion del sistema
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firstAVSi
precondiciones: status.idi = known ^ st algi 6= NULL ^
cand succi 6= NULL ^ cand succi < sim idi ^ nofirstAVSi.
efectos:
nofirstAVSi:= false;
snd (AVS, sim idi, last(st algi.path).ta, (i,tai)st algi.path,
false) to last(st algi.path).id.
Figura 4.11: Acciones internas del automata A (grupo III): rstAVSi .
cambia su candidato sucesor en el grafo. Esto implicara que el nodo i se ha activado y
se ha bloqueado de nuevo por un nuevo nodo o el mismo nodo pero con otra referencia
temporal. Este y el resto de efectos de esta accion se pueden observar en la gura
4.11.
El grupo IV de acciones internas que se va a explicar seguidamente tienen que
ver con la recepcion y envo de mensajes AVS y AVSRSP cuando varios nodos can-
didatos negocian por convertirse en el nodo que detecte el interbloqueo. En primer
lugar, se presentan las acciones relacionadas con los mensajes AVS (ver gura 4.12)
y posteriormente se trataran las acciones relacionadas con el otro tipo de mensajes.
Accion rcvAVSi(j, m):
Esta accion puede ejecutarse en dos supuestos distintos. En primer lugar, el nodo
i recibira los mensajes AVS cuyo campo fwd tenga el valor false. Que m.fwd sea igual
a false implica que el mensaje AVS que se acepta del canal es un mensaje en el que la
ruta que se transporta ha ido creciendo conforme se ha explorado el grafo de esperas
y se ha combinado con otras rutas. Por otra parte, el nodo i tambien puede admitir
mensajes AVS en los que el tiempo de activacion del nodo i es superior al que tiene
asociado en la ruta del mensaje.
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rcvAVSi(j,m)
precondiciones: m 2 channel(j,i) ^ m.type = AVS ^ status.idi = known ^
(m.fwd = false _ (tai > last(m.path).ta)).
efectos:
channel(j,i):= channel(j,i) n fmg;
IF (penult(m.path) 2 setPredi) THEN
IF (sim idi > m.sid) THEN
snd (AVSRSP, first(m.path).ta, sim idi, m.path) to first(m.path).id
ELSEIF (sim idi  m.sid) THEN
IF (status.algi = candidate) ^






ELSE //no se cumple la situacion de vctima//
IF (@ m0 2 set st avsi: m0.path = 1m.path ^ 1 6=  ^ m.fwd = true) THEN
set st avsi:= set st avsi [ f(m.sid, m.ta, m.path, false)g
IF (9 m0 2 set st avsi: m.path = 1m0.path ^ 1 6=  ^ m.fwd = true) THEN





ELSEIF (penult(m.path) =2 setPredi)THEN
IF (penult(m.path) 6= m.path - last(m.path)) THEN




precondiciones: status.idi = known ^ st avsrspi 6= NULL ^ cand succi  sid ^
9 p 2 P+, t 2 N, sid 2 T: (sid, t, p, false) 2 set st avsi.
efectos:
set st avsi:= set st avsi n f(sid, t, p, false)g;
snd (AVS, sid, last(st avsrspi.path).ta, (p - last(p))st avsrspi.path,
false) to last(st avsrspi.path).id;
inf needi:= true.
Figura 4.12: Acciones internas del automata A (grupo IV): rcvAVSi(j, m) y sndAVSi.
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Es muy importante destacar que si el nodo i no tiene pleno conocimiento de la
identidad simulada que representa en el proceso de deteccion (status.idi = known)
no podra retirar del canal ningun mensaje AVS que vaya dirigido a el. Los mensajes
INF tienen prioridad frente a los mensajes AVS.
Para procesar convenientemente el mensaje AVS se procedera a comprobar que
el penultimo elemento de la ruta y el nodo i mantienen una espera real. Esta prueba
consiste simplemente en vericar que el penultimo elemento de la ruta del mensaje
AVS pertenece a setPredi. En el supuesto de que no se cumpliera esta relacion de
pertenencia, el mensaje AVS se corregira eliminado el ultimo elemento de la ruta y
se encaminara al penultimo elemento de la ruta. Como la idea de la creacion de este
mensaje AVS consiste en reutilizar toda la informacion posible que sea valida segun
la conguracion real del grafo de esperas del sistema, a la componente booleana fwd
del mensaje se le asignara el valor true. Al corregir la ruta de este tipo de mensajes
AVS si resulta un mensaje AVS con solo un par nodo-tiempo, el mensaje no llega a
lanzarse al canal porque no contiene el mnimo de informacion requerida.
Si penult(m.path) 2 setPredi es preciso asegurar que el mensaje AVS no cuenta
con informacion que haya pasado a ser incorrecta por la evolucion del sistema. En el
caso de que la identidad simulada del nodo i sea mayor que la identidad simulada del
candidato mayor extrado de la ruta del mensaje AVS, el mensaje AVS debera trans-
formarse en un mensaje AVSRSP en el que la identidad simulada del nodo i se apunte
como la mayor de los candidatos incluidos en la ruta. El destino del mensaje AVSRSP
reconvertido a partir de un mensaje AVS sera el primer nodo de la ruta.
Despues de estas comprobaciones se analiza si el mensaje debe convertir en vctima
a su receptor. Esto sucede cuando el identicador del primero y del ultimo nodo de la
ruta coinciden con el nodo i que es el receptor del mensaje AVS. Al ser proclamado
el nodo i como detector del interbloqueo presente en el sistema, sera designado como
la vctima propicia para que mediante su aborto, el interbloqueo quede resuelto. Una
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vez que se selecciona al nodo i para solucionar el interbloqueo, statusi = victim y
previendo que tras su aborto el nodo i no actuara activamente en la evolucion del
sistema, se modican las siguientes variables asociadas al nodo i : st algi = NULL,
t unki =  1, cand succi = NULL e inf needi = false.
Cuando la recepcion del mensaje AVS no conlleva el designio de una vctima, el
mensaje AVS queda almacenado en set st avsi con su componente bool puesta a false.
Es posible que la ruta del mensaje AVS recibido con m.fwd = true este contenido
en otro mensaje de los almacenados en set st avsi. En ese supuesto, el mensaje AVS
que recibe el nodo i no sera incluido en set st avsi. Por otro lado, si hubiera ya un
mensaje AVS almacenado cuya ruta estuviera contenida en la ruta del menaje AVS
que recibe el nodo i, se procedera a eliminar ese mensaje que estaba almacenado antes
de la recepcion del nuevo mensaje AVS.
Accion sndAVSi:
Para que la ejecucion de esta accion sea factible es necesario que:
el nodo i conozca su identidad simulada en el proceso activo de deteccion de
interbloqueo (statud.idi = known)
el nodo i tenga almacenada una ruta en st avsrspi formada a partir de la ex-
ploracion del grafo de esperas correspondiente a otros nodos candidatos que le
suceden en la ruta.
el nodo i tenga almacenada una ruta en set st avsi formada a partir de la
exploracion del grafo de esperas que el inicio y que se corresponde con otros
nodos candidatos que le preceden en la ruta. Se asume que el nodo i es el nodo
candidato con mayor identidad simulada de entre todos los candidatos que estan
registrados en la ruta contenida en set st avsi.
la identidad del candidato sucesor del nodo i sea inferior o igual a la identidad
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disponible en el mensaje de set st avsi, que corresponde a un nodo que precede
al nodo i.
Si se cumplen todos estos requisitos, el nodo i esta en condiciones de conrmar al
nodo sucesor que aparece en st avsrspi que existe otro candidato con mayor identidad
simulada que el segun toda la informacion de la que dispone en este punto de la
ejecucion del algoritmo. Para llevar a cabo esta noticacion, el nodo i genera un
mensaje AVS compuesto de los siguientes campos:
termino sid del mensaje set st avsi analizado que se corresponde con el valor de
la identidad simulada mayor de los candidatos explorados.
tiempo del nodo al que va destinado el mensaje AVS. Como destino del mensaje
se elige al nodo que ocupa la ultima posicion de la ruta que contiene st avsrspi.
ruta formada por la concatenacion de la ruta del mensaje set st avsi, a la que
previamente se le ha eliminado el ultimo elemento, y de la ruta de st avsrspi
termino fwd de valor false para indicar que este mensaje AVS no es de los que
sirve para salvaguardar informacion cuando han tenido lugar activaciones en el
grafo de esperas analizado.
El nodo i podra recordar que envio un mensaje AVS para la busqueda del can-
didato con mayor identidad simulada gracias a que otro efecto de la accion asigna el
valor booleano true a la variable inf needi.
Finalmente, el mensaje de set st avsi utilizado para la formacion del mensaje AVS
se elimina de set st avsi para impedir que se generen nuevos mensajes que incluyan in-
formacion ya utilizada o que se emplee informacion obsoleta en evoluciones dinamicas
del sistema.
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Siguiendo con el grupo IV de las acciones internas del automata A, se comentan
a continuacion las acciones que se hacen cargo del tratamiento y de la generacion de
mensajes AVSRSP, rcvAVSRSPi(j, m) y sndAVSRSPi respectivamente. En la gura
4.13 aparecen escritas ambas acciones siguiendo el esquema de precondicion-efecto.
rcvAVSRSPi(j,m)
precondiciones: m 2 channel(j,i) ^ m.type = AVSRSP ^ status.idi = known.
efectos:
channel(j,i):= channel(j,i) n fmg;
IF (m.ta = tai) THEN
IF (status.algi = candidate) THEN
cand succi:= m.sid;




precondiciones: status.idi = known ^ st avsrspi 6= NULL ^ cand succi > sid) ^
9 p 2 P+, t 2 N, sid 2 T: (sid, t, p, false) 2 set st avsi.
efectos:
set st avsi:= set st avsi n f(sid, t, p, false)g [ f(sid, t, p, true)g;
snd (AVSRSP, first(p).ta, st avsrspi.sid, (p - last(p))st avsrspi.path) to first(p).id;
inf needi:= true.
Figura 4.13: Acciones internas del automata A (grupo IV): rcvAVSRSPi(j, m) y
sndAVSRSPi.
Accion rcvAVSRSPi(j, m):
Al ejecutarse esta accion, se retira del canal que va del nodo j al i el mensaje,m, de
tipo AVSRSP. La caracterstica temporal del mensaje se chequea para comprobar si
coincide con el tiempo de activacion del nodo i, en cuyo caso se procedera a almacenar
el mensaje tal cual llega en st avsrspi y se registrara, como nuevo candidato sucesor
del nodo i, al elemento de la componente sid del mensaje AVSRSP. En este termino
del mensaje AVSRSP se localizaba la informacion relativa al candidato de mayor
identidad simulada de los que se encontraban en la ruta estudiada. Si la caracterstica
temporal del mensaje AVSRSP no coincide con tai, el mensaje no se procesara porque
incluye informacion de una conguracion de esperas que ya no existe.
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Accion sndAVSRSPi:
Las condiciones de habiltacion de esta accion son analogas a las de la accion
sndAVSi a excepcion de que, en este caso, cand succi > sid. En la ejecucion de esta ac-
cion se forma un mensaje AVSRSP concatenando una ruta perteneciente a set st avsi
con la ruta de st avsrspi a traves del nodo i. En la ruta empleada de set st avsi el
nodo i ocupa la ultima posicion de la ruta y en la de st avsrspi el nodo i es el primer
elemento de la ruta. La disposicion del nodo i en ambas rutas garantiza que la ruta
que se forma gracias a este nexo de union quede perfectamente concatenada.
A diferencia de la accion sndAVSi, el mensaje almacenado en set st avsi que se ha
empleado en la generacion del nuevo mensaje AVSRSP no se elimina. En lugar de
ello, se modicara su componente bool pasando a valer true. Este cambio evitara que
el proceso de deteccion explore de nuevo las rutas de las que dispone informacion
tanto en st avsrspi como en el mensaje empleado de set st avsi.
Al igual que en la formacion de un mensaje AVS, la variable inf needi toma el
valor true. Este booleano recuerda que, en caso de que el nodo i se active y forme
parte de una nueva conguracion del grafo de esperas, debe paralizar los mensajes del
algoritmo hasta que obtenga informacion de otro candidato sucesor y decida si adopta
su identidad simulada para posteriores fases de la deteccion de un interbloqueo.
El ultimo grupo de acciones internas que va a ser descrito, grupo V, se corresponde
con las dos acciones encargadas de procesar mensajes de tipo INF. La primera de
ellas, rcvINFi(j, m), es la que va a permitir que un nodo, involucrado en un proceso
de deteccion de interbloqueos, adquiera una nueva identidad simulada. La segunda
accion, dltINFi(j,m), surge como mecanismo para eliminar estos mensajes del canal de
comunicaciones cuando han perdido su vigencia. En la gura 4.14 se pueden observar
ambas transiciones.
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rcvINFi(j,m)
precondiciones: m 2 channel(j,i) ^ m.type = INF ^
status.idi = unknown ^ m.ta = t unki.
efectos:
channel(j,i):= channel(j,i) n fmg;
IF (inf needi = false) THEN//antes de activarse i era dummy//
sim idi:= m.sid
ELSEIF (inf needi = true) THEN //antes de activarse i era candidate//
IF (m.sid > sim idi) THEN
sim idi:= m.sid;
FOR n 2 set st avsi: sim idi > n.sid
snd (AVSRSP, first(n.path).ta, sim idi, n.path) to first(n.path).id;





FOR (id,t) 2 setPredToInfi n setPredi
snd (INF, (sim idi.id, sim idi.ta, sim idi.nuconti), t) to id;
conti:= conti + 1;





IF (setPredToInfi = ;) THEN
nofirstAVSi:= true;
sim idi:= (i, tai, );
conti:= 1;
ELSEIF (setPredToInfi 6= ;) THEN
IF (status.algi = blocked) THEN
status.algi:= candidate;
nofirstAVSi:= true;
FOR(id,t) 2 setPredi n setPredToInfi
snd (ALG, t, sim idi, (i,tai)) to id;





precondiciones: m 2 channel(j,i) ^ m.type = INF ^ m.ta 6= tai ^
(t unki =  1 _ t unki 6= m.ta).
efectos:
channel(j,i):= channel(j,i) n fmg.
Figura 4.14: Acciones del automata de la solucion (grupo V): rcvINFi(j, m) y
dltINFi(j, m).
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Accion rcvINFi(j, m):
Al ejecutar esta accion, el nodo i mantiene o adopta la identidad simulada que le
permitira seguir participando en un proceso deteccion iniciado. En consecuencia, este
efecto vendra acompa~nado de un cambio en la variable status.idi.
Una vez que el mensaje INF es retirado del canal por el nodo i, siendo status.idi =
unknown y el tiempo del mensaje INF coincidente con el tiempo anotado en t unki,
el nodo i tiene que analizar si su identidad simulada es correcta para continuar con
ella en la instancia del algoritmo o si, por le contrario, debe aceptar como propia la
que esta incluida en el mensaje INF. De acuerdo con el valor de inf needi, existen
distintas posibilidades:
inf needi = false. Este valor indica que el estado del nodo i antes de activarse
era dummy. Como el nodo i al activarse quedo con status.idi = unknown, re-
sulta obvio que se trataba de un nodo con predecesores a los que informar. Si
este nodo volviera a bloquearse despues de conocer su nueva identidad simu-
lada o se hubiese bloqueado antes de conocerla, segun los efectos de la accion
StartAddArci(j ) o de la propia accion rcvINFi(j, m), el nodo i alcanzara -
nalmente el estado candidate. En ese estado el valor de la identidad simulada
es vital para la competicion por llegar a ser el candidato detector de un in-
terbloqueo. Por eso, el nodo i en este supuesto siempre adquirira la identidad
simulada que le proporcione el mensaje INF.
inf needi = true y m.sid > sim idi. En este caso el nodo i fue previamente can-
didate y adquiere la identidad simulada que viaja en el mensaje INF. Mientras
el nodo i ha permanecido a la espera de recibir un mensaje INF, no ha podi-
do almacenar mensajes nuevos en set st avsi porque la accion que produce ese
efecto no esta habilitada mientras status.idi = unknown. A pesar de eso, el nodo
i pudo recibir mensajes de tipo AVS antes de activarse y con el mensaje INF
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dirigiendose hacia el. Como los mensajes AVS que se almacenaron en dichas
circunstancias podran no estar cumpliendo los requisitos exigidos despues de
la adquisicion del nuevo valor de identidad simulada, se debe comprobar que
son validos. Para ello, se compara la nueva identidad simulada del nodo i con el
valor del campo sid del mensaje AVS almacenado en set st avsi. Si la identidad
simulada recien asignada a la variable sim idi es superior a la de los mensa-
jes AVS, entonces el mensaje almacenado se reconvertira a mensaje AVSRSP
para salvar toda la informacion que contiene y posteriormente sera eliminado.
El mensaje AVSRSP se dirigira al nodo que aparece en la primera posicion de
la ruta. Su ruta sera la del mensaje almacenado que se retira y el valor de la
componente sid sera completado con la nueva sim idi.
Cuando la identidad simulada que transporta el mensaje INF, mINF .sid, no
supera el valor de la identidad simulada del nodo i (m.sid < sim idi), el nodo i
mantiene su identidad simulada y tan solo cambia el valor de inf needi a false.
Una vez que el nodo i tiene conocimiento de la identidad simulada que le corres-
ponde, revisara si esta obligado a propagar esa identidad simulada a otros nodos.
El nodo i pudo liberar a alguno o a todos sus predecesores mientras su estado era
status.idi = unknown. En esa situacion los nodos predecesores no se borraron del
conjunto setPredToInfi porque precisan informacion para seguir vinculados al pro-
ceso de deteccion activo. Enviando mensajes INF a todos los elementos que estan
incluidos en setPredToInfi pero no en setPredi, el nodo i logra transmitir su identidad
simulada a todos ellos. Para una correcto funcionamiento del algoritmo, los nodos del
sistema deben contar con una identidad simulada unica. Por este motivo, a la hora
de mandar la identidad simulada del nodo i a los nodos de setPredToInfi se a~nade
un sujo diferente al tercer campo de sim idi en cada envo. De esta manera, todos
los predecesores a los que hay que informar reciben el mismo termino de sim idi.id
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y de sim idi.ta, pero un termino sim idi.nu distinto debido a que se le concatena el
valor numerico de conti que se incrementa en una unidad cada vez que se elimina un
elemento de setPredToInfi.
Sea cual sea la identidad simulada que se obtiene en la ejecucion de esta accion,
tienen lugar una serie de efectos comunes a todas esas situaciones que son: status.idi
= known, st algi = NULL y t unki =  1.
Despues de los efectos anteriores es preciso comprobar si aun quedan elementos en
el conjunto de predecesores del nodo i a los que hay que informar, setPredToInfi. Si
ya no hay ningun par nodo-tiempo a los que es necesario propagar la identidad simu-
lada del nodo i (setPredToInfi = ;), se inicializaran las variables norstAVSi, sim idi
y conti. Sin embargo, cuando setPredToInfi 6= ; y status.algi = blocked, el nodo i
cambia su estado porque mientras permaneca a la espera de conocer su identidad
de simulacion se bloqueo de nuevo. En estas circunstancias el nodo i se incorpora al
proceso de deteccion vigente como nodo candidato a detector de un interbloqueo. En
consecuencia, se asumira que la variable norstAVSi tiene el valor true. Por ultimo,
para adaptarse plenamente a la nueva condicion de candidato, el nodo i enviara un
mensaje ALG a todos y cada uno de los nodos que en el proceso de ajuste de su
identidad simulada han pasado a formar parte de setPredi y no haba tenido ocasion
de contactar con ellos. Estos mensajes ALG son, por tanto, la tarjeta de presenta-
cion del nodo i. En su contenido sera obligatorio que aparezca la identidad simulada
con la que actuara a partir de este momento el nodo i y, ademas, la ruta del men-
saje estara formada tan solo por su identicador y tiempo de activacion asociado.
Tras el envo de estos mensajes ALG, tanto el conjunto setPredi como el conjunto
setPredToInfi contendran los mismos elementos.
Accion dltINFi(j, m):
Los mensajes INF surgen en el sistema tras el borrado de ciertas esperas en el
grafo. Los nodos que se activan y que han participado activamente en el proceso
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de deteccion de un interbloqueo quedan a la espera de este tipo de mensajes para
conocer cual sera la identidad simulada que deban adoptar en la deteccion que se
inicio cuando estaban bloqueados. Si la evolucion del sistema es tal que, en el momento
de la recepcion del mensaje INF que procede del nodo que fue sucesor directo, la
informacion de la identidad simulada que transmite ya no es de utilidad entonces,
se procedera a retirar el mensaje INF del canal. La accion dltINFi(j, m) mediante
su unico efecto acomete esta funcion. Como la informacion que viaja en el mensaje
INF que se rechaza no tiene validez, el mensaje no se sometera a ningun procesado.
Un mensaje INF deja de ser de interes para el desarrollo de un proceso de deteccion
cuando el tiempo incluido en el mensaje no coincide con el tiempo del nodo al que
iba destinado (nodo i) y ademas, o bien el nodo i se ha activado recuperando el valor
inicial  1 de t unki, o bien despues de inicializarse la variable t unki, el nodo i vuelve
a bloquearse y a recibir un mensaje ALG que hace que la variable t unki tome como
valor un nuevo tiempo de activacion.
4.2.4. Particion del automata A
La relacion de equivalencia o particion del automata A, part(A), se construye a
partir del conjunto de acciones internas y de salida de A. Tal y como se muestra en
la gura 4.15, las clases de equivalencia de la particion de A se disponen en ocho
categoras distintas de acuerdo con las acciones que incluyen en su denicion. La
totalidad de estas clases persigue el objetivo comun de impedir que la ejecucion del
algoritmo quede paralizada, pero cada uno de los conjuntos en los que se agrupan las
clases de equivalencia tiene una nalidad concreta que se explica seguidamente.
La accion Aborti de cada nodo i representa una clase de equivalencia independien-
te. De esta manera se podra armar que, una vez que el algoritmo declara a un nodo
como el que debe abortar para resolver, siempre acaba abortando dicho nodo.
Resulta tambien evidente que la accion initiatei de cada nodo i tiene que constituir
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Part(A ) = f8 i 2 N: fAbortig,
8 i 2 N: finitiateig,
8 i 2 N: ffirstAVSig,
8 i 2 N: fsndAVSi, sndAVSRSPig,
8 fi,jg  N ^ i 6= j ^ 8 m 2 MALG: frcvALGi(j,m)g,
8 fi,jg  N ^ i 6= j ^ 8 m 2 MAV SRSP : frcvAVSRSPi(j,m)g,
8 fi,jg  N ^ i 6= j ^ 8 m 2 MAV S: frcvAVSi(j,m)g,
8 fi,jg  N ^ i 6= j ^ 8 m 2 MINF : frcvINFi(j,m), dltINFi(j,m)gg
Figura 4.15: Particion del automata A.
una clase de equivalencia independiente. Esto va a garantizar que, cuando un nodo
queda interbloqueado, la copia del algoritmo en ese nodo iniciara su ejecucion a no ser
que reciba un mensaje ALG del nodo por el que esta bloqueado. De igual modo, para
permitir que un candidato, al que le llega informacion de un candidato de identidad
inferior, se~nale con un mensaje AVS su superioridad y avance en la deteccion de
un posible interbloqueo, la accion rstAVSi tiene que formar una nueva clase. Las
acciones sndAVSi y sndAVSRSPi se han integrado en una misma clase porque todo
nodo i que contenga informacion de otros candidatos (uno sucesor y otro predecesor)
debe procesarla con el n de difundirla y avanzar en el proceso de deteccion de un
interbloqueo. En los tres tipos de clases que se acaban de mencionar, las acciones son
ejecutadas tarde o temprano, a no ser que mientras tanto queden deshabilitadas para
el nodo que corresponda.
Finalmente, la forma de asegurar que todos los mensajes llegaran a recibirse es
estableciendo una clase de equivalencia para cada par de nodos y por cada una de
las acciones encargadas de retirar mensajes de los canales de comunicacion, esto es,
frcvALGi(j, m)g, frcvAVSRSPi(j, m)g, frcvAVSi(j, m)g y frcvINFi(j, m), dltINFi(j,
m)g. La ultima clase representada incluye dos acciones para conseguir que cualquier
mensaje INF presente en un canal de comunicaciones no permanezca en el innita-
mente. En este caso, segun las caractersticas del nodo receptor, el mensaje INF se
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retira y se procesa (rcvINFi(j, m)) o bien se retira sin ningun efecto mas (dltINFi(j,
m)).
4.3. El automata del sistema, S
Al igual que ocurre en el automata A0, las acciones de A suponen que el medio se
comporta de una forma determinada. Por ejemplo, se supone que nodos con status.algi
= victim no realizan acciones como la de a~nadir una espera. Sin embargo, las carac-
tersticas descritas en A no aseguran que ese comportamiento sea cierto. Por ello, se
vuelve a denir un sistema, como la composicion del gestor del sistema G, que limita
algunos comportamientos posibles, y el algoritmo A. El automata de la composicion
se denomina S y se dene como S =
Q
(G, A). Los automatas que se componen, G
y A, son fuertemente compatibles. La compatibilidad de estos automatas viene dada
por el cumplimiento de las siguientes propiedades:
Internal(G) = ; ) Internal(G) \ acts(A) = ;
acts(G) = ext(A) ) Internal(A) \ acts(G) = ;
Output(G) \ Output(A) = Output(G) \ Input(G) = ;
Estado de S:
La teora de composicion de automatas dene el conjunto de variables de estado
del automata S como la union de los conjuntos de variables de estado de los dos
automatas componentes. De esta forma, un estado s 2 states(S) viene determinado
por los valores que adoptan las variables que se emplean en la decion del estado del
automata A (gura 4.2) y las que participan en la denicion del automata del medio
G (gura 3.1). Dado que se pueden establecer equivalencias entre las variables de G
y las de A, en los estados alcanzables de S se pueden obviar las variables duplicadas y
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Input(S ) = ;
Internal(S ) = f8 fi,jg  N ^ i 6= j:
initiatei, rcvALGi(j,m) tal que m 2 MALG,
firstAVSi, rcvAVSi(j,m) tal que m 2 MAV S, sndAVSi,
rcvAVSRSPi(j,m) tal que m 2 MAV SRSP , sndAVSRSPi,
dltINFi(j,m), rcvINFi(j,m) tal que m 2 MINF g
Output(S ) = f8 fi,jg  N ^ i 6= j ^ t 2 N:
StartAddArci(j), EndAddArci(j,t), StartDelArci(j,t), EndDelArci(j);
8 i 2 N: Abortig
Figura 4.16: Signatura de las acciones del automata S.
asumir que las variables que denen el estado de S son unicamente las que se emplean
para denir el estado de A. Las relaciones entre algunas de las variables de los dos
automatas de la composicion quedan demostradas en las propiedades del apendice B.
De igual modo, el estado inicial de S, start(S ), queda denido por la union de los
valores iniciales de las variables que describen formalmente el estado inicial de G y de
A, guras 3.3 y 4.3 respectivamente. Ademas, se puede armar que start(S ) coincide
con start(A). Los valores iniciales que adoptan las variables de estado de S implican
que cuando el sistema S parte del reposo: los recursos estan libres, ningun proceso
espera o retiene recursos y todava no se ha enviado ningun mensaje. Por tanto, en el
estado inicial s0 2 start(S ), todos los nodos son activos, no hay esperas entre nodos,
no hay mensajes en los canales de comunicaciones y las copias del algoritmo tampoco
tienen informacion sobre otros nodos.
Signatura de S:
La signatura de acciones del automata composicion S esta denida en la gura
4.16. Como puede observarse la signatura de S incluye la signatura de S0. Esto evi-
dencia que el automata S trata de dar solucion al problema que se especica usando
el automata S0. Los conjuntos de acciones de entrada y salida en S son los mismos
que en S0. Sin embargo, el conjunto de acciones internas de ambos automatas diere.
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A diferencia de S0, en el que no hay acciones internas, el automata S incluye como
acciones internas todas las acciones internas del automata del algoritmo, A, que son
realmente las encargadas de detectar posibles interbloqueos en el sistema.
Acciones de S:
El conjunto de pasos de S, steps(S ), se deduce a partir de los pasos de A y G.
StartAddArci(j)




set waitersj:= set waitersj [ f(i,t activi,sent )g;
IF (status.idi = known) THEN





FOR (id,t) 2 (setPredi n setPredToInfi):
snd (ALG, t, sim idi, (i,tai)) to id;






precondiciones:statei 6= aborted ^
(j,t,sent ) 2 set waitersi.
efectos:
set waitersi:= set waitersi [ f(j,t,received )g;
set waitersi:= set waitersi n f(j,t,sent )g;
setPredi:= setPredi [ f(j,t)g;
IF (status.idi = known) ^
(status.algi 2 fdummy, candidateg) THEN
setPredToInfi:= setPredToInfi [ f(j,t)g;
IF (status.algi = dummy) THEN
snd (ALG, t, st algi.sid, st algi.path) to j;
ELSEIF (status.algi = candidate) THEN
snd (ALG, t, sim idi, (i,tai)) to j;
ENDIF
ENDIF.
Figura 4.17: Acciones de salida del automata S : StartAddArci(j ) y EndAddArci(j, t).
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Su denicion formal mediante el esquema precondiciones-efectos se obtiene a partir
de la denicion dada para steps(A), incorporando en las acciones de Input(A) las
precondiciones y los efectos que cada accion tiene en Output(G). Del mismo modo,
los efectos de la accion de Input(G) tambien se a~naden a los efectos de la accion
correspondiente en Output(A).
StartDelArci(j,t)
precondiciones: (j,t,received ) 2 set waitersi ^
(statei = active _ statej = aborted ).
efectos:
set waitersi:= set waitersi n f(j,t,received )g;
IF (statei = active ) THEN
set waitersi:= set waitersi [ f(j,t,released )g
ENDIF ;
setPredi:= setPredi n f(j,t)g;
IF (status.algi 2 fdummy, candidateg) _ (status.algi = blocked ^ status.idi = unknown) _
(status.algi = victim ^ setPredi 6= f(j,t)g) THEN
setPredToInfi:= setPredToInfi n f(j,t)g;
ENDIF
IF (status.algi = active) THEN
FOR m 2 set st avsi: penult(m.path) = f(j, t)g:
IF (<j,t> 6= m.path - last(m.path)) THEN
snd (AVS, m.sid, penult(m.path).ta, m.path - last(m.path), true) to penult(m.path).id;
set st avsi:= set st avsi n fmg
ELSEIF (<j,t> = m.path - last(m.path)) THEN
set st avsi:= set st avsi n fmg
ENDIF
ENDFOR
IF (status.idi = known) ^ (f(j,t)g 2 setPredToInfi) THEN
snd (INF, (sim idi.id, sim idi.ta, sim idi.nuconti), t) to j;





sim idi:= (i, tai, );
conti:= 1
ELSE conti:= conti + 1;
ENDIF
setPredToInfi:= setPredToInfi n f(j,t)g;
ENDIF
ENDIF.
Figura 4.18: Accion de salida del automata S : StartDelArci(j, t).
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EndDelArci(j)
precondiciones: blockeri = j ^
((i,t activi,released ) 2 set waitersj _ statej = aborted ).
efectos:
IF (statej 6= aborted ) THEN
set waitersj:= set waitersj n f(i,t activi,released )g
ELSEIF ((i,t activi,sent ) 2 set waitersj) THEN




t activi:=t activi + 1;
IF (status.algi = dummy) THEN





ELSEIF (status.algi = candidate) THEN
st avsrspi:= NULL;
cand succi:= NULL;







tai:= tai + 1;
status.algi:= active.
Figura 4.19: Accion de salida del automata S : EndDelArci(j ).
Por lo tanto, como las acciones StartAddArci(j ), EndAddArci(j, t), StartDelArci(j,
t), EndDelArci(j ) y Aborti son las unicas que cambian respecto a la denicion de
steps(A), solo se va a mostrar la denicion de estas acciones (veanse las guras 4.17,
4.18, 4.19 y 4.20). Para evidenciar la incorporacion de las precondiciones y los efectos
que proceden de las acciones del automata G, se ha decidido escribir en cursiva estas
aportaciones en la denicion nal de las correspondientes acciones de S.
Obviamente, si se consideran solo estado alcanzables de S, las condiciones y efec-
tos expresados con variables propias de las acciones de G se podran reescribir con
154
4.3. El automata del sistema, S
Aborti




t activi:= t activi + 1;
set waitersi:= ;;
FOR m 2 set st avsi:
IF (penult(m.path) 6= m.path - last(m.path)) THEN
snd (AVS, m.sid, penult(m.path).ta, m.path - last(m.path), true) to penult(m.path).id;
ENDIF
ENDFOR
set st avsi:= ;
FOR (id,t) 2 setPredToInfi:
snd (INF,(sim idi.id, sim idi.ta, sim idi.nuconti), t) to id;






tai:= tai + 1;
conti:= 1;
sim idi:= (i, tai, );
status.algi:= aborted.
Figura 4.20: Accion de salida del automata S : Aborti.
variables del algoritmo. Este cambio de notacion en las acciones mostradas no afec-
tara al funcionamiento del automata S y simplicara su denicion. Por ejemplo, la
precondicion de StartAddArci(j ) (ver gura 4.17), statei = active, se sustituira por
status.algi = active. Asimismo, la precondicion de StartDelArci(j, t): (j, t, received)
2 set waitersi ^ (statei = active _ statej = aborted) pasara a ser (j, t) 2 setPredi ^
(status.algi = active _ status.algj = aborted), tal y como se observa en la gura 4.18.
Respecto a los efectos se podra cambiar la variable t activi por tai tanto en Aborti
como en EndDelArci(j ), permitiendo en ambos casos eliminar efectos que aparecen
duplicados en la denicion de estas acciones en S. Puede comprobarse que en los es-
tados alcanzables de S ambas versiones de las acciones coinciden. Las demostraciones
de las propiedades que establecen estas equivalencias pueden localizarse en el apendi-
ce B de esta tesis (ver las propiedades de B.3.1 a B.3.5). La equivalencia de otras
155
Captulo 4: Un algoritmo distribuido para la deteccion y resolucion de interbloqueos
variables del medio como set waitersi y blockeri no se mencionan por la dicultad que
entra~nan.
Particion de S:
De acuerdo con la teora de Automatas de Entrada/Salida, la particion de un
automata resultante de la composicion de automatas fuertemente compatibles se de-
ne como la union de las particiones de los automatas componentes. Por consiguiente,
la particion del automata S, Part(S), se obtiene de la union de las particiones de sus
automatas componentes G y A, esto es, Part(S ) = Part(G) [ Part(A). La union de
las particiones de los automatas componentes implica que una ejecucion equitativa
del automata composicion S es equitativa con todas las clases de sus componentes G
y A. La particion de G, automata del gestor del sistema, puede observarse en la gura
3.11 del captulo anterior y la particion de A se ha descrito en este mismo captulo
(ver gura 4.15).
Asumiendo que el sistema, S, evoluciona vericando una propiedad de equidad
debil sobre su particion, se garantiza que, si existe una clase de Part(S ) que esta con-
tinuamente habilitada, nalmente se ejecuta alguna de las acciones de la clase o deja
de estar habilitada. Por tanto, al imponer la particion del sistema que se muestra
en la gura 4.21, se asegura el progreso del algoritmo de deteccion y resolucion de
interbloqueos y se establece la base sobre la que construir la prueba de correccion del
criterio de viveza del algoritmo.
De los diez grupos en los que se organizan las clases de equivalencia que conforman
Part(S ), solo dos pertenecen a la particion de G. Las acciones que pertenecen a estas
dos clases tienen que ver con la adicion y la eliminacion de relaciones de espera. La
accion StartAddArci(j ) constituye una clase de equivalencia por si sola y las accio-
nes EndAddArci(j ), StartDelArci(j, t) y EndDelArci(j ) se agrupan en otra clase de
equivalencia.
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Part(S ) = f8 fi,jg  N ^ i 6= j:fStartAddArci(j)g,
8 fi,jg  N ^ i 6= j ^ t 2 N: fEndAddArci(j,t), StartDelArci(j,t), EndDelArci(j)g,
8 i 2 N: fAbortig,
8 i 2 N: finitiateig,
8 i 2 N: ffirstAVSig,
8 i 2 N: fsndAVSi, sndAVSRSPig,
8 fi,jg  N ^ i 6= j ^ 8 m 2 MALG: frcvALGi(j,m)g,
8 fi,jg  N ^ i 6= j ^ 8 m 2 MAV SRSP : frcvAVSRSPi(j,m)g,
8 fi,jg  N ^ i 6= j ^ 8 m 2 MAV S: frcvAVSi(j,m)g,
8 fi,jg  N ^ i 6= j ^ 8 m 2 MINF : frcvINFi(j,m), dltINFi(j,m)gg
Figura 4.21: Particion del automata S.
Al establecer que la accion StartAddArci(j ) para cualquier par de nodos del sis-
tema se corresponda con una sola clase de equivalencia, se impone que la accion
este habilitada en todo momento. Con ello, se pretende simplemente que el sistema
este en funcionamiento y los nodos puedan iniciar una relacion de espera por otro
nodo en cualquier instante. Si se piensa en un sistema con procesos y recursos, la
clase equivale a que un proceso solicite libremente un recurso para desarrollar sus
tareas cuando lo requiera.
A diferencia de StartAddArci(j ), cuya ejecucion se ha dispuesto de forma es-
pontanea, el resto de acciones estan supeditadas a que el sistema gestor realice las
operaciones de asignacion y liberacion de recursos mediante el envo y recepcion de
mensajes. As pues, una vez que un proceso ha solicitado un recurso, las acciones de
la otra clase permiten que esa solicitud progrese y/o se cancele. La existencia de las
clases que proceden de Part(A) se argumento en la descripcion formal del automata
A.
Dado que el automata S, descrito en esta seccion, trata de dar solucion al problema
especicado formalmente por el automata S0, la particion de S debe contener la




Ejemplos de ejecucion del
algoritmo
En el presente captulo se muestran una serie de ejemplos de ejecucion del algorit-
mo de deteccion y resolucion de interbloqueo que se ha dise~nado. Las ejecuciones que
se exponen a continuacion pretenden, basicamente, claricar el funcionamiento del
algoritmo. Ademas, las explicaciones que se proporcionan pueden llegar a convertirse
en una ayuda a la hora de comprender algunos aspectos del formalismo empleado
tanto en la especicacion del algoritmo como en su demostracion. Por otra parte, los
casos de ejecucion que aqu se analizan, permiten entender los mecanismos que se
han tenido que implementar para adaptar una solucion del problema del interbloqueo
estatica a un escenario dinamico.
Para representar los mensajes que se producen en los procesos de deteccion de
todas las ejecuciones analizadas se ha utilizado el codigo de echas de colores y trazos
que muestra la gura 5.1.
5.1. Escenarios estaticos
Las ejecuciones mas simples del algoritmo son las que se desarrollan en escenarios
estaticos. Se denominan as a aquellas computaciones en las que el grafo de esperas
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mensaje AVSRSP reconvertido 
Figura 5.1: Leyenda de smbolos utilizados en los grafos de los ejemplos de ejecucion.
que representa al sistema no sufre modicaciones mientras se ejecuta el algoritmo.
Esto implica que la informacion que recopila el algoritmo durante su ejecucion no
se ve alterada. Si se piensa en las relaciones de espera que hay entre los nodos del
interbloqueo a detectar, el caracter estatico conlleva que no aparece ningun nuevo
bloqueo o activacion despues de formarse el ciclo de esperas. Por esta razon, el tiempo
de activacion de un nodo que conforma el ciclo es una componente de la identidad del
nodo que puede ser ignorada en la ejecucion del algoritmo en un escenario estatico.
En consecuencia, se puede armar que los tiempos de activacion de los procesos
(nodos del grafo) y los valores de las variables asociadas a la estructura del grafo no
cambian durante la deteccion del ciclo. Cada una de las esperas del ciclo, se genera
tras la ejecucion de la accion StartAddArci(j ) seguida de la accion EndAddArci(j,t).
Tal y como se ha comentado, estas relaciones de espera quedan jadas durante todo el
proceso de deteccion del interbloqueo. Como la deteccion del ciclo, propiamente dicha,
comienza cuando espontaneamente un nodo ejecuta la accion initiatei, es posible que
la fase de iniciacion de la deteccion tenga lugar antes de que se haya terminado de
formar el ciclo. De acuerdo con las precondiciones de la accion initiatei, un nodo puede
iniciar el algoritmo siempre que este bloqueado, tenga conocimiento de su identidad
(simulada) y, al menos, otro nodo este bloqueado por el.
De todos los tipos de mensajes que aparecen en la gura 5.1, solo aquellos que
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se representan con una punta de echa no triangular se emplean para la deteccion
y resolucion de interbloqueos en los casos estaticos. Por eso, en los grafos de esta
seccion unicamente se podran observar mensajes ALG iniciales y redirigidos (color
rojo trazo continuo y discontinuo respectivamente), mensajes AVS (color verde) y
mensajes AVSRSP (color azul). Recuerdese en este punto que estos tres tipos de
mensajes tambien se usan en el algoritmo de eleccion de lder [111] aunque con alguna
funcionalidad diferente.
Cada vez que un nodo bloqueado redirige un mensaje ALG guarda la identidad
del destino del mismo en setPredToInfi. El almacenamiento de este dato, en caso de
que el sistema evolucione dinamicamente y el camino seguido por el mensaje ALG del
iniciador desaparezca, servira para reconstruir las esperas desaparecidas y actualizar
la informacion recogida en la propagacion del mensaje. Consecuentemente, la variable
setPredToInfi puede tambien ser ignorada en escenarios estaticos.
Para que un mensaje ALG sea retirado del canal y pueda ser procesado conve-
nientemente, solo se precisa que el estado del nodo que recibe el mensaje sea known,
es decir, tenga conocimiento de su identidad simulada. En una deteccion realizada en
un escenario estatico, el estado de los nodos del ciclo siempre sera known porque las
relaciones de espera entre nodos no se ven modicadas. Por tanto, en una congu-
racion estatica durante el proceso de deteccion, ningun nodo tendra que actualizar
su identidad simulada de acuerdo a la evolucion del sistema. En todos los casos de
ejecucion analizados para escenarios estaticos, la identidad simulada de un nodo se
corresponde basicamente con la identidad del mismo. Por este motivo y, sin perdida
de generalidad, se puede hacer referencia indistintamente a la identidad simulada o
a la identidad de un nodo. Esto implica que no habra cambio alguno en la identidad
simulada de los nodos del ciclo del ejemplo y cada uno conocera su identidad simulada
durante la ejecucion del algoritmo.
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5.1.1. Deteccion de un ciclo mediante un mensaje ALG
El primer ejemplo de deteccion, y el mas sencillo de los ejemplos de este captulo,








Figura 5.2: Deteccion con un mensaje ALG : fase de iniciacion (escenario estatico).
Obviamente, la descripcion del proceso de deteccion de este primer ejemplo debe
comenzarse explicando la fase de iniciacion del algoritmo. Esta fase la pone en marcha
el nodo del ciclo que lanza una instancia del algoritmo mediante la accion initiatei.
Se ha supuesto que este iniciador es el nodo 8 con identidad simulada 8ta8" (ver en
el grafo de la gura 5.2). Los efectos de la accion initiate8 consisten en cambiar el
estado del nodo a candidato y en enviar un mensaje ALG a todos los nodos que lo
preceden. Como en este caso, solo hay un nodo predecesor (nodo 5), el mensaje ALG
se dirigira solo al nodo 5.
La recepcion del mensaje ALG marca el inicio de una nueva fase de la ejecucion
que trata de buscar otro nodo candidato que haya iniciado otra instancia del algorit-
mo. La gura 5.3 representa gracamente esta fase de busqueda de otros candidatos
(iniciadores), que se lleva a cabo mediante la difusion de mensajes ALG entre los no-
dos predecesores. El envo y la recepcion de un mensaje ALG es un proceso secuencial






















Figura 5.3: Deteccion con un mensaje ALG : fase de busqueda de otro candidato y
deteccion nal (escenario estatico).
que no haya ejecutado la accion initiatei. Tal y como se observa en la gura 5.3, el
nodo 5 manda un mensaje ALG a su predecesor, nodo 2. A su vez, el nodo 2 rediri-
gira ese mensaje ALG al nodo 3, despues, el nodo 3 al nodo 7, el nodo 7 al nodo 6 y,
nalmente, el nodo 6 a su predecesor, el nodo 8.
Los efectos de la accion rcvALGi(j,m) para un nodo bloqueado del ciclo se redu-
cen a redirigir el mensaje ALG inicial entre sus predecesores, guardar en st algi el
mensaje recibido y cambiar su estado a dummy. El mensaje ALG que enva el nodo
bloqueado se diferencia del que ha recibido o guardado en su ruta (campo path del
mensaje). En la nueva ruta el nodo bloqueado incorpora al principio de la misma
su identidad (identicador, tiempo de activacion). Considerando el ciclo del ejem-
plo, el mensaje ALG que redirige el nodo 6 al nodo 8 contiene la siguiente ruta:
<6ta6,7ta7,3ta3,2ta2,5ta5,8ta8>. Puede observarse en la gura 5.3 que la componente
sid de todos los mensajes ALG que aparecen en este ejemplo incluye la identidad
simulada del nodo iniciador del ciclo, 8ta8". Este dato, comun a todos los mensajes
ALG, identica la instancia de la que forman parte.
La recepcion del mensaje ALG por parte del nodo 8 constituye la fase de deteccion
propiamente dicha. Al ser el nodo 8 un nodo candidato, la ruta del mensaje ALG que
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le enva el nodo 6 es sometida a un analisis en profundidad. Como uno de los pares
de la ruta del mensaje tiene como identicador al receptor del mensaje, nodo 8, y
el par anterior a este, 5ta5, esta incluido en el conjunto de predecesores del nodo 8
(setPred8), se puede concluir que el nodo 8 es el unico iniciador del ciclo. Por ello, el
nodo 8 puede autodesignarse vctima ya que ha sido capaz de detectar el interbloqueo
presente en el sistema. El mensaje ALG que genero el nodo 8 al ejecutar el algoritmo
ha vuelto a el, despues de propagarse por los nodos bloqueados del ciclo de esperas. Por
ultimo, la fase de resolucion del interbloqueo consiste en abortar la vctima se~nalada
en la deteccion. Los efectos de la accion Abort8 basicamente relegan al nodo 8 de
su actividad en el sistema. La manera de apartar al nodo 8 del sistema consiste en
romper las esperas que lo unen a su sucesor, el nodo 6, y a su predecesor, el nodo 5.
La tabla 5.1 muestra las acciones que participan en la deteccion mediante un
mensaje ALG del escenario estatico planteado en este primer ejemplo. Las acciones
estan ordenadas de acuerdo a la fase de ejecucion de la que forman parte. Despues
de la tabla 5.1, se vuelven a mostrar los grafos del ejemplo pero esta vez de manera
conjunta (gura 5.4). Con ello, se desea que el lector pueda asociar facilmente las
acciones del algoritmo a los mensajes que aparecen en la ejecucion.









Tabla 5.1: Secuencia de ejecucion para la deteccion de un ciclo mediante mensaje
ALG (escenario estatico).
Si se dibuja esquematicamente la ejecucion del primer ejemplo estatico propuesto,






























Figura 5.4: Deteccion con un mensaje ALG (escenario estatico).
instancia del algoritmo tal y como indica la gura 5.5. Todo nodo bloqueado que recibe
un mensaje ALG no puede iniciar una instancia del algoritmo a posteriori porque pasa
a estado dummy como efecto de esa transicion. Los nodos en estado dummy, mientras
no se modiquen las relaciones de espera del ciclo, no pueden convertirse en nodos
candidatos. Por tanto, el nodo iniciador, nodo 8, es el unico responsable de llevar a
cabo la deteccion del ciclo existente. La instancia se inicia cuando el nodo 8 ejecuta




Figura 5.5: Diagrama de instancias del ejemplo de deteccion con mensaje ALG (caso
estatico).
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5.1.2. Deteccion de un ciclo mediate un mensaje AVS
La deteccion y resolucion de interbloqueo que se plantea en el siguiente ejemplo
es la otra forma posible que el algoritmo dise~nado tiene de abordar el problema del
interbloqueo en escenarios estaticos. En el caso anterior solo un nodo del ciclo lanzaba
una instancia del algoritmo. Sin embargo, en este ejemplo, mas de un nodo del ciclo,
en concreto tres nodos, inician espontaneamente la ejecucion del algoritmo. En la
diferencia del numero de iniciadores del algoritmo estriba que la deteccion se realice
mediante un mensaje ALG o mediante un mensaje AVS.
Del mismo modo que en el caso previo, el proceso de deteccion del ciclo se inicia
una vez que las relaciones de espera entre los nodos del mismo quedan establecidas.
Ademas, durante la ejecucion del algoritmo las esperas del ciclo no podran cambiar.
La secuencia de esperas que aparece en la gura 5.6.a es la conguracion de nodos
























Figura 5.6: Deteccion con un mensaje AVS : fase de iniciacion y busqueda de otros
candidatos (escenario estatico).
La fase de iniciacion de la deteccion del nuevo ejemplo comprende el lanzamiento
de tres instancias del algoritmo, una por cada nodo iniciador. Se han elegido como
iniciadores del ejemplo al nodo 8, al nodo 7 y al nodo 2 (ver en gura 5.6.a) . Estos
nodos verican la precondicion de la accion initiatei y sus efectos pueden producirse
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de forma simultanea o en distintos instantes del tiempo. Cada uno de estos nodos
se convierte en candidato a detector del interbloqueo y enva un mensaje ALG para
sondear a sus respectivos predecesores. Los nodos bloqueados que van encontrando a
su paso estos mensajes ALG iniciales se transforman en dummy y se autoexcluyen del
proceso de deteccion de un interbloqueo. A pesar de ello, la recepcion de un mensaje
ALG por parte de un nodo bloqueado supone la creacion de un mensaje ALG con una
ruta consistente con la propagacion del mensaje ALG inicial hasta el nodo bloqueado
receptor. Tal y como se explico en la deteccion mediante mensaje ALG, los mensajes
redirigidos que parten de un mismo nodo iniciador presentan todos el mismo valor
de m.sid, esto es, la identidad simulada del nodo que origino el mensaje ALG en la
accion initiatei, aqu denominado ALG inicial.
A diferencia del escenario estatico anterior, el mensaje ALG puede toparse con un
nodo candidato distinto al nodo que lo genero inicialmente. En ese caso, los efectos
de la accion rcvALGi(j,m) frenan el avance del mensaje ALG en la fase de busqueda
de otros candidatos del ciclo. El nodo 2 detiene el mensaje ALG que lanzo el nodo
8, el mensaje ALG correspondiente al nodo 2 es frenado por el nodo 7 y el del nodo
7 es parado por el nodo 8 (vease la gura 5.6.b). Los nodos candidatos receptores
almacenan el mensaje ALG tal cual llega en la variable st algi. Por ejemplo, st alg2
= (ta2, 8ta8", <5ta5,8ta8>). Esto implica que el mensaje almacenado no contiene
informacion del nodo candidato receptor correspondiente. A continuacion, se produce
otro efecto de la accion que tiene ver con la identicacion del candidato sucesor mas
proximo. La variable cand succi pasa a contener la componente m.sid del mensaje
ALG. En el ejemplo que se esta describiendo, los valores adoptados son: cand succ2
= 8ta8", cand succ7 = 2ta2" y cand succ8 = 7ta7".
Posteriormente la identidad del candidato sucesor se compara con la identidad
simulada del candidato receptor. A partir del resultado de esta comparacion surgen
diferentes opciones de ejecucion. Si el candidato sucesor es mayor, el mensaje ALG
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Figura 5.7: Deteccion con un mensaje AVS : fase de comparacion directa de candidatos
(escenario estatico).
con el nodo receptor incorporado en la ruta se almacenara en una variable denominada
st avsrspi. Cuando el nodo receptor 2 realiza esta comparacion, se completa su variable
st avsrsp2 porque cand succ2 > sim id2 (8ta8" > 2ta2"). La informacion almacenada
en st avsrsp2 contiene los datos (ta2, 8ta8", <2ta2,5ta5,8ta8>). El primer campo se
corresponde con una referencia temporal que cobra sentido en escenarios dinamicos.
El segundo dato coincide con la identidad del candidato sucesor que reconoce segun
la ruta que se registra en la tercera parte del mensaje.
En cambio, si la identidad simulada de nodo receptor es superior a la del candidato
sucesor, queda habilitada la accion rstAVSi. El objeto de esta accion es mandar un
mensaje AVS que informara al candidato sucesor de su superioridad y, por lo tanto, le
avisara de que no va llegar a ser detector del interbloqueo. El nodo 7 ejecuta rstAVS7
con este n y enva un mensaje AVS al nodo 2 (gura 5.7.c). En este mensaje AVS
aparece la identidad simulada del nodo 7 y, como ruta, se antepone la identidad del
nodo 7 al campo path de st alg7. Para se~nalar que entre los candidatos 7 y 2 ha habido
una comunicacion directa, a raz de la recepcion de un mensaje ALG, se debe poner
a true la variable norstAVSi asociada al nodo (norstAVS7 = true). Esta variable
booleana controla si la fase de comparacion directa de dos candidatos a detector,
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se ha realizado durante la evolucion de una conguracion de esperas en el sistema.
Otro efecto de la accion rstAVSi incluye un campo m.fwd con el valor F (false) al
nal del mensaje. Fijar el valor F hace posible distinguir el mensaje AVS que se ha
generado de otros que surgen al considerar dinamismo en el sistema. Concretamente,
la estructura del mensaje que se forma es (AVS, 7ta7", ta2, <7ta7,3ta3,2ta2>, F). Del
mismo modo que el nodo 7, el nodo 8 tambien indica su superioridad al nodo 7 con
un mensaje de tipo AVS (gura 5.7.d).
Los mensajes AVS se pueden extraer del canal siempre y cuando el nodo destino
conozca su identidad simulada (status.idi = known). Ademas debe cumplirse que,
bien sea un AVS procedente de la ejecucion de la accion rstAVSi o de la accion
sndAVSi, bien el tiempo de activacion del nodo receptor del mensaje AVS sea mayor
que el tiempo que le corresponde a este nodo en la ruta del mensaje AVS. La prime-
ra condicion se cumple obligatoriamente en un escenario estatico y la caracterstica
temporal solo se considera en caso de que hayan desaparecido esperas del sistema. En
el ejemplo, la precondicion de la accion rcvAVSi(j,m) se verica tanto para el nodo 2
como para el nodo 7. En ambos casos, los efectos de dicha accion retiran los mensajes
AVS del canal y los almacenan en set st avs2 y set st avs7, respectivamente.
En este punto de la ejecucion no quedan mas candidatos del ciclo por descubrir y
ya se han intercambiado todos los posibles mensajes AVS, resultado de la comparacion
directa de dos candidatos. Por ello, el proceso de deteccion prosigue con una nueva
fase en la que algunos candidatos pueden comparar las identidades de sus candidatos
vecinos y ordenarlas adecuadamente segun sea mayor el candidato que le sucede o el
que le precede. En el ejemplo actual, es el candidato 2 el que dispone de suciente
informacion para saber que debe abandonar la carrera a detector. Combinando la
ruta que el nodo 2 tiene almacenada en set st avs2, (7ta7", ta2, <7ta7,3ta3,2ta2>, F),
y en st avsrsp2, (ta2, 8ta8", <2ta2,5ta5,8ta8>), se construye un camino que, siguiendo
las relaciones de espera existentes, conduce desde el candidato predecesor del nodo
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Figura 5.8: Deteccion con un mensaje AVS : fase de comparacion de tres candidatos
y deteccion nal (escenario estatico).
2 (nodo 7) hasta su candidato sucesor (nodo 8). El tipo de mensaje elegido para
entregar toda la informacion recopilada por el nodo 2 es un mensaje AVSRSP. Para
decidirse a enviar un mensaje AVSRSP, el nodo 2 debe establecer una nueva com-
paracion de identidades. En esta comparativa intervienen el candidato sucesor del
nodo 2, cand succ2, y el elemento m.sid almacenado en set st avs2. Como cand succ2
> mAV S.sid, (8ta8" > 7ta7"), el nodo 2 manda un mensaje AVSRSP (echa azul de
trazo discontinuo en la gura 5.8.e). Si la identidad del candidato sucesor del nodo
2 hubiera sido inferior a la del candidato predecesor conocido, el mensaje encarga-
do de transmitir la informacion del nodo 2 habra sido un mensaje AVS. La accion
sndAVSRSP2 pone el siguiente mensaje en el canal de comunicaciones: (AVSRSP, ta7,
8ta8", <7ta7,3ta3,2ta2,5ta5,8ta8>). El mensaje almacenado en set st avs2 no se elimi-
na despues de usarlo porque, en escenarios dinamicos, reutilizar este mensaje supone
una ventaja para el rendimiento del algoritmo.
La recepcion del mensaje AVSRSP hace que el nodo 7 sea ahora el candidato
con suciente informacion para tomar nuevas decisiones en el proceso de deteccion
del interbloqueo. Solo se procesara el mensaje si el tiempo de activacion del nodo 7
coincide con el que esta incluido en el mensaje, m.ta, lo cual es cierto por tratarse
170
5.1. Escenarios estaticos
de un escenario estatico. En casos dinamicos, sin embargo, esta validacion del tiempo
del nodo receptor no se cumple siempre y eso permite desechar mensajes desfasados o
reemplazar mensajes antiguos. Ademas de guardar el mensaje AVSRSP del nodo 2 en
st avsrsp7, un efecto importante de la accion rcvAVSRSP7(2,m) es la actualizacion de
la identidad del candidato sucesor. A partir de este instante de la ejecucion, el nodo 7
va a considerar al nodo 8 como su candidato sucesor, cand succ7 = 8ta8", porque este
era el candidato sucesor del nodo 2. De ah que, al comparar cand succ7 y el elemento
m.sid del mensaje almacenado en set st avs7, (8ta8", ta7, <8ta8,6ta6,7ta7>, F), el nodo
7 forme un mensaje AVS, dirigido al nodo 8, con la estructura indicada en la accion
sndAVS7. El envo del mensaje (AVS, 8ta8", ta8, <8ta8,6ta6,7ta7,3ta3,2ta2,5ta5,8ta8>,
F) se ve reejado en la gura 5.8.f.
La fase de deteccion del interbloqueo coincide con la recepcion, por parte del no-
do 8, del mensaje AVS procedente del nodo 7. El efecto de la accion rcvAVS8(7,m)
que se~nala como vctima al nodo 8 esta condicionado por la coincidencia de la iden-
tidad (simulada) del nodo 8 con la componente m.sid del mensaje AVS. Al mismo
tiempo, el identicador del primer elemento de la ruta de este mensaje tiene que ser
el mismo que el identicador del ultitmo elemento para reconocer la existencia de
un ciclo en el sistema. Como todos estos requisitos se cumplen en el mensaje (AVS,
8ta8", ta8, <8ta8,6ta6,7ta7,3ta3,2ta2,5ta5,8ta8>) que alcanza el nodo 8, sin necesidad
de almacenarlo en set st avs8, se concluye directamente que el nodo 8 ha detectado el
interbloqueo. Al cambiar su estado a vctima, queda habilitada la accion Abort8 para
romper el ciclo (fase de resolucion). Sabiendo que el nodo 8 esta predestinado a ser
un nodo en estado aborted sin posibilidad de reincorporarse al sistema activamente,
variables asociadas al nodo 8 como: t unk8, st alg8, inf need8 y cand succ8 vuelven a
su estado inicial para impedir situaciones inconsistentes en evoluciones dinamicas que
se estudiaran en los siguientes ejemplos.
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Tabla 5.2: Secuencia de ejecucion para la deteccion de un ciclo mediante mensaje AVS
(escenario estatico).
La tabla 5.2 resume brevemente las acciones del algoritmo y el orden establecido
en la ejecucion descrita. Las acciones se han agrupado por instancias, bien porque los
nodos iniciadores ejecutan la accion, o bien porque se propaga su identidad (simulada).
Se podra proponer otra secuenciacion de acciones, pero considerandola, los mensajes
generados para la deteccion del ciclo seguiran siendo los mismos. El orden en el
que los iniciadores dan por terminadas sus expectativas de convertirse en el unico
candidato que detecta el ciclo esta totalmente predeterminado por la disposicion de
los iniciadores en el ciclo. Se recomienda observar los efectos de estas acciones jandose
en los mensajes que aparecen de forma conjunta en la gura 5.9.
En el diagrama de instancias del segundo caso estatico de deteccion, los nodos que
lanzan una instancia de ejecucion del algoritmo son tres. La gura 5.10 representa la
evolucion de las instancias iniciadas por los nodos 8, nodo 7 y nodo 2. La instancia
del nodo 2 concluye en primer lugar. Gracias al intercambio de mensajes con los can-
didatos que le suceden y le preceden, el nodo 2 queda en condiciones de comparar las
identidades (simuladas) de esos candidatos con la suya propia. Enviando un mensaje
AVSRSP al nodo 7, el nodo 2 da por terminada la ejecucion de su instancia. De los































































Figura 5.9: Deteccion con un mensaje AVS (escenario estatico).
(simulada) y el que conoce la identidad del iniciador que debera convertirse en detec-
tor, si no hubiera mas iniciadores en el sistema. Con el mensaje AVSRSP, el nodo 2
transere toda esta informacion al nodo 7 (echa discontinua azul del nodo 2 al 7 en
el diagrama de la gura 5.10). Como la identidad (simulada) del candidato sucesor del
nodo 7 coincide con la identidad del potencial detector del ciclo que le ha apuntado
el nodo 2, la instancia del nodo 7 debe tambien extinguirse. Para ello organiza la
informacion recopilada en su instancia y la cedida por la instancia del nodo 2 en un
mensaje AVS. Este mensaje AVS es el que representa el trasvase de informacion entre
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Figura 5.10: Diagrama de instancias del ejemplo de deteccion con mensaje AVS (caso
estatico).
la instancia del nodo 7 que termina en ese momento (echa discontinua azul del nodo
7 al 8) y la instancia del nodo 8 (unica instancia que sigue activa). Cuando concluye
la instancia del nodo 8 se entiende que se ha efectuado la deteccion y resolucion del
ciclo.
5.2. Escenarios dinamicos
Los ejemplos de ejecucion que se describen en los siguientes apartados se carac-
terizan porque la formacion del ciclo que se pretende detectar es el resultado de la
evolucion de una conguracion de nodos, en la que se modican las relaciones de espe-
ra entre ellos. En el caso de que durante el proceso de formacion del ciclo ningun nodo
hubiera iniciado una instancia del algoritmo, se podra considerar que la deteccion
del ciclo se realiza en un escenario estatico. En cambio, si desaparece un nodo que
inicia el algoritmo y se da a conocer como candidato detector a nodos que pertenecen
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al ciclo nal, la deteccion de ese interbloqueo se produce en un escenario dinamico.
Se ha comprobado que en escenarios estaticos se recoge informacion correcta, pero el
dinamismo la hace incorrecta. El algoritmo propuesto tiene implementados diversos
mecanismos que le sirven para recomponer la informacion difundida a la vez que el
sistema va cambiando y as, nalmente, detectar un ciclo que exista en el sistema.
Con objeto de explicar todos estos procedimientos, se van a analizar seis casos dife-
rentes que recogen situaciones en las que estos procedimientos intervienen. En esas
ejecuciones se prestara especial atencion a las funcionalidades que permiten propagar
la identidad simulada de un nodo, reutilizar la informacion recopilada de congura-
ciones anteriores que aun tiene vigencia en la conguracion actual y, por ultimo, y no
por eso menos importante, eliminar la informacion que no sea valida.
5.2.1. Deteccion de un ciclo mediante un mensaje ALG
Esta deteccion se plantea en un escenario dinamico en el que solo un nodo lanza
una instancia del algoritmo. Transcurrido un tiempo en el que esa instancia sigue su
curso, el nodo iniciador se activa y sus predecesores dejan de estar bloqueados por
el. La formacion de un ciclo en el que estan presentes nodos que colaboraron en la
unica instancia activa del algoritmo, pero en el que no existe ningun candidato a
detector, hace que sea necesario nombrar a uno. La forma de elegir a este candidato
y la identidad que debe adoptar constituyen el mecanismo fundamental para que se
pueda detectar con exito el interbloqueo en un escenario dinamico cualquiera. En
denitiva, haciendo uso del caso de deteccion mas simple en un entorno dinamico se
va a describir el mecanismo de propagacion y adquisicion de una identidad
simulada.
Dada la cadena de esperas representada en la gura 5.11.a, se supone que el
nodo 4 inicia el algoritmo ejecutando la accion initiate4. Del mismo modo que en las
secciones 5.1.1 y 5.1.2, el mensaje ALG inicial del nodo 4 es redirigido a traves de
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Figura 5.11: Deteccion con un mensaje ALG : fase de iniciacion y busqueda de candi-
datos (escenario dinamico).
los nodos bloqueados de la cadena hasta alcanzar el nodo 6. Todos los mensajes ALG
que surgen en esta fase de busqueda de otro candidato incluyen en la componente
sid la identidad simulada del nodo 4, 4ta4". Esto quiere decir los nodos de la cadena
que preceden al nodo 4 lo reconocen como unico candidato a detector. La ruta que se
almacena en st alg6, variable correspondiente al ultimo nodo de la cadena, contiene
los pares <6ta6,7ta7,3ta3,2ta2,5ta5,8ta8,1ta1,4ta4>.
Una vez que el nodo 4 ha enviado el mensaje ALG, la espera que representa su
bloqueo por el nodo 9 puede desaparecer mediante la ejecucion de StartDelArc9(4,ta4)
y EndDelArc4(9). Hay que tener en cuenta que, si se desea que el mensaje ALG
inicial del nodo 4 llegue hasta el nodo nal de la cadena, el borrado de esperas
no debe adelantarse a la ejecucion de las acciones rcvALGi(j,m). Si esto sucediera,
la redireccion del mensaje ALG se truncara porque la condicion temporal que se
precisa para su tratamiento no podra cumplirse. Uno de los efectos de la accion
EndDelArci(j ) consiste en incrementar el tiempo de activacion del nodo que se activa,
el nodo i. Por tanto, al compararse el tiempo del nodo receptor del mensaje ALG y
el tiempo asociado al destino que aparece en el mensaje y no coincidir, el mensaje














Figura 5.12: Deteccion con un mensaje ALG : propagacion de la identidad simulada
del iniciador del sistema (escenario dinamico).
Siguiendo con el proceso que modica las esperas de la cadena de nodos, la si-
guiente activacion que debe realizarse es la del nodo 1. Cuando se inicia el borrado
de la espera del bloqueo del nodo 1 por el nodo 4, StartDelArc4(1,ta1), surge en el
sistema un nuevo mensaje. Este mensaje se denomina mensaje INF y es el encarga-
do de propagar informacion relacionada con la identidad (simulada) de un nodo que
queda activo y sin predecesores, despues de haber iniciado la ejecucion del algoritmo.
El mensaje INF se enva a los nodos que recibieron un mensaje ALG, por lo que
recorre el grafo de esperas en el mismo sentido que lo hizo el mensaje ALG inicial
(en este ejemplo el mensaje INF viaja del nodo 4 al nodo 1, ver gura 5.12.b). En
la representacion graca empleada un mensaje INF se corresponde con una echa de
color marron con trazo de puntos y punta triangular. Aunque se ha mencionado que
el mensaje contiene la identidad simulada del nodo 4, la informacion que se incluye
no es exactamente esa. En el tercer campo de mINF .sid aparece una cadena numerica
de valor 1. Este valor representa la cadena de propagacion de la identidad simulada y,
en este caso, simboliza que una espera por la que se difundio la identidad del nodo 4
ha sido eliminada. Otra componente del mensaje INF es el tiempo de activacion del
nodo al que va dirigido el nodo. La referencia temporal de los mensajes en escenarios
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cambiantes comienza a tener importancia porque gracias a ella se pueden rechazar
mensajes no validos que, siendo tratados, conduciran a detecciones falsas.
Para alcanzar la conguracion de nodos registrada en la gura 5.13.c, debe pro-
cederse al borrado de la espera entre el nodo 1 y el nodo 8. La eliminacion de esta
espera requiere haber ejecutado previamente la accion EndDelArc1(4). En cuanto el
nodo 1 se convierte en un nodo activo por los efectos de EndDelArc1(4), la variable
status.id1 pasa a tomar el valor unknown. En el estado active-unknown, un nodo es-
pera adquirir una nueva identidad simulada. Todo nodo bloqueado, como el nodo 1
de este ejemplo, que se convirtio en un nodo dummy al paso de un mensaje ALG,
al activarse queda a la espera de recibir un mensaje de tipo INF que le transera
una identidad simulada. Adquiriendo esa identidad simulada podra hacer las veces


























1ta1,4ta4>) a 8 
Figura 5.13: Deteccion con un mensaje ALG : adquisicion de la identidad simulada de
un iniciador y deteccion nal (escenario dinamico).
Suponiendo que se retrasa la recepcion del mensaje INF y la modicacion del
grafo de esperas avanza, se llega a una situacion en la que no surge ningun mensaje
entre los nodos. Al eliminar completamente la espera del nodo 1 al nodo 8 mediante
las acciones StartDelArc1(8,ta8) y EndDelArc8(1), el nodo 8 tambien pasa a estado
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active-unknown. El nodo 8 no conseguira su identidad simulada hasta que el nodo
1 la reciba previamente y forme un nuevo mensaje para propagarla hasta el nodo 8.
A pesar de que el nodo 8 ha quedado a la espera de una nueva identidad simulada,
el medio no esta limitado y puede que haya mas modicaciones en el grafo de es-
peras. Concretamente, el nodo 8 puede bloquearse de nuevo, esta vez por el nodo 6
ejecutandose la accion StartAddArc8(6). Al mismo tiempo que esta espera termina de
formarse, los efectos de la accion EndAddArc6(8,ta80) hacen que el nodo 6 enve un
mensaje ALG con el contenido de su almacen st alg6. El mensaje ALG no sera re-
tirado del canal por el nodo 8 hasta que status.id8 sea known, o sea, hasta que no
haya procesado convenientemente el mensaje INF que el nodo 1 debe mandarle para
actualizar su identidad simulada y evitar inconsistencias.
En este punto en el que no hay mas acciones habilitadas, se obliga a que el nodo 1
ejecute la accion rcvINF1(4,m). Considerando que antes de activarse el nodo 1 era un
nodo dummy, la identidad simulada se adquiere directamente del valor del mensaje,
sim id1 = 4ta41. Como el nodo 1 tiene todava almacenado en setPredToInf1 la iden-
tidad del nodo 8, otro de los efectos de la accion rcvINF1(4,m) provoca que se forme
un nuevo mensaje INF con destino el nodo 8. La identidad simulada que se incluye en
este mensaje se construye a partir de la que acaba de adquirir el nodo 1 modicando
su tercer campo. La longitud de la cadena de propagacion de la identidad simula-
da debe incrementarse ya que el mensaje INF va a superar otra espera eliminada.
Por otro lado, la parte de la identidad simulada correspondiente al identicador y al
tiempo conservan su contenido. De acuerdo con todo esto, la identidad que viajara en
el mensaje INF es 4ta41-1. Despues de haberse puesto en marcha la generacion de
mensajes INF con la identidad simulada adecuada para los predecesores del nodo 1,
este cambia su estado a active-known. En ese estado, el nodo se ha desligado com-
pletamente de la conguracion de nodos y vuelve a cambiar de identidad simulada.
Para evoluciones posteriores, el nodo 1 actuara con sim id1 = 1ta10".
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La siguiente accion que se lleva a cabo es la recepcion del mensaje INF por parte
del nodo 8. Aunque el nodo 8 esta bloqueado por el nodo 6, la variable status.id8 es
unknown. Esta, junto con la condicion temporal que conrma que el mensaje INF
contiene informacion util para el nodo 8, son las precondiciones que permiten que
el nodo 8 asuma una nueva identidad simulada. Como el nodo 8, antes de activarse,
tambien fue un nodo dummy, la identidad simulada del mensaje INF se almacena
directamente, sim id8 = 4ta41-1. En este caso, no se crean nuevos mensajes INF
porque los predecesores del nodo 8 no han modicado su relacion de espera desde
que se bloquearan por el en la cadena de nodos de partida del ejemplo. Un efecto
de la accion rcvINF8(1,m) que debe ser mencionado, para poder entender el papel
que asume el nodo 8 despues de adquirir una nueva identidad y status.id8 = known,
es el cambio de estado que experimenta. Concluida la recepcion del mensaje INF,
status.alg8 pasa a ser candidate, es decir, automaticamente el nodo 8 se convierte en
un posible detector de interbloqueos y cuenta con una identidad simulada. La razon
de que el nodo 8 no mantenga el estado anterior a la ejecucion de rcvINF8(1,m),
status.alg8 = blocked, es que su comportamiento se asimila al de un nodo bloqueado
que inicia el algoritmo.
Siendo status.id8 = known, ya puede ser retirado del canal de comunicaciones el
mensaje ALG que quedo pendiente de ser recibido. Este mensaje ALG sirve para de-
tectar el interbloqueo que se formo al bloquearse el nodo 8 por el nodo 6 (vease gura
5.13.d). Al analizar la ruta de este mensaje se observa que contiene algunos elementos
que no pertenecen al ciclo. De la ruta <6ta6,7ta7,3ta3,2ta2,5ta5,8ta8,1ta1,4ta4>, los dos
ultimos pares estan completamente desligados de la conguracion nal. La presencia
del nodo 1 y el nodo 4 no impide que la deteccion del interbloqueo se realice con exito
porque el algoritmo busca al receptor del mensaje ALG, nodo 8, entre los identica-
dores de todos los pares. Como el nodo 1 y el nodo 4 estan a la derecha del nodo 8, se
considera que esa parte de la ruta tiene informacion desfasada. Esos nodos quedaron
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registrados en la ruta antes de que se eliminaran las esperas correspondientes de la
cadena inicial. Por otra lado, aunque el nodo 8 pertenece al ciclo, el par de la ruta
8ta8 cuenta con un tiempo que no coincide con el tiempo de activacion actual del
nodo. Comprobar que el par 5ta5 esta incluido en setPred8 es suciente para validar
toda la ruta hasta el nodo 8, incluso apareciendo con un tiempo incorrecto, puesto
que el nodo 8 no lo ha liberado. De esta forma realmente se verica que la espera del
nodo 5 al nodo 8 no se ha visto modicada desde que se creo hasta el instante en que
se esta produciendo la deteccion.
Tal y como se ha puesto de maniesto en el desarrollo de este ejemplo, el meca-
nismo de propagacion de una identidad simulada esta integrado en las acciones del
algoritmo: StartDelArci(j,t) y rcvINFi(j,m). En la primera accion la propagacion se
produce al mismo tiempo que las esperas de la conguracion desaparecen. En el caso
de la segunda accion, la propagacion se produce avanzado ya el proceso de borrado de
esperas. Ambas acciones generan mensajes tipo INF para difundir la identidad simu-
lada de un nodo iniciador. Por consiguiente, la adquisicion de una identidad simulada
solo se puede realizar en la ejecucion de rcvINFi(j,m).
La tabla 5.3 recoge el orden de ejecucion de las acciones necesarias para detectar
el interbloqueo nal. El ciclo se ha formado al dejar evolucionar dinamicamente al
sistema. Las acciones que tienen que ver con el borrado de esperas y la aparicion
de nuevas esperas aparecen en la columna denominada dinamismo. En esa misma
columna aparecen tambien las acciones que desarrollan el mecanismo de propagacion
y adquisicion de identidades simuladas. Con este mecanismo se consigue adaptar un
entorno cambiante a uno estatico. Para asociar las acciones con los mensajes que
intervienen es conveniente disponer de una graca conjunta de todo el proceso (ver
gura 5.14).
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rcvINF8(1;m) Instancia 1(*)-nodo 8
rcvALG8(6;m)
Abort8
Tabla 5.3: Secuencia de ejecucion para la deteccion de un ciclo mediante mensaje
ALG (escenario dinamico).
En el esquema que aparece en la gura 5.15 se observa como el nodo 4 inicia
el algoritmo. Esa instancia progresa hasta que cede el testigo al nodo 8. Aunque
parece que el nodo 8 comienza una nueva instancia, realmente sigue la ejecucion de
la instancia iniciada por el nodo 4 (tercera columna de la tabla 5.3). Esto se debe
a que el nodo 8, al asumir la identidad simulada procedente del nodo 4, maneja
toda la informacion que le ha traspasado y utiliza su nueva identidad para la toma de
decisiones. El detector de un ciclo que se ha formado como resultado de una evolucion
dinamica es el candidato de mayor identidad simulada. El nodo 8, nalmente, detecta


































































1ta1,4ta4>) a 8 
Figura 5.14: Deteccion con un mensaje ALG (escenario dinamico).
Figura 5.15: Diagrama de instancias del ejemplo de deteccion con ALG (caso dinami-
co).
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5.2.2. Deteccion de un ciclo mediante un mensaje AVS
La deteccion de un ciclo mediante un mensaje ALG en un escenario que ha evolu-
cionado conforme se ejecuta el algoritmo es, como ya se ha comentado en el apartado
anterior, un caso sencillo que se produce cuando solo una instancia del algoritmo
permanece activa al formarse el interbloqueo. Si el numero de instancias activas del
algoritmo en el momento de la formacion del ciclo es superior a uno, la deteccion de
este se realizara mediante un mensaje AVS. Este mensaje se caracteriza por contener
en su ruta al nodo receptor como identicador del primer y del ultimo de sus pares.
5.2.2.1. Deteccion por un nodo no iniciador que adquiere una identidad
simulada
Aprovechando la descripcion de este nuevo ejemplo de ejecucion, se va a explicar
detenidamente el mecanismo de retroceso de mensajes AVS . Tras la evolucion
dinamica de una conguracion de nodos, es posible que las variables de almacena-
miento contengan rutas con referencias a nodos que no forman parte de las relaciones
de espera vigentes. Si se forma un mensaje AVS a partir de esas rutas y su destino es
un nodo de los que ya no tienen vinculacion con las esperas analizadas, sera necesario
reconducirlo hasta un nodo que s participe en la conguracion de nodos considerada.
La nalidad ultima de este mecanismo es, por tanto, salvaguardar la mayor cantidad
posible de informacion valida, que contiene el mensaje AVS que se dirigio fuera de
la conguracion de nodos relacionados. La funcionalidad descrita se incluye en varias
acciones del algoritmo, concretamente, en la accion StartDelArci(j,t), en la accion
Aborti y en la accion rcvAVSi(j,m). En las dos primeras acciones que se mencionan,
el retroceso de mensajes AVS se emplea para rescatar informacion almacenada en
set st avsi antes de vacar su contenido. En lo que respecta a la accion rcvAVSi(j,m),






























Figura 5.16: Deteccion de un nodo no iniciador mediante un mensaje AVS : fase de
iniciacion y busqueda de candidatos (escenario dinamico).
del grafo de esperas, sea almacenada indebidamente y utilizada posteriormente. En
la ejecucion que se describe seguidamente, se muestra el mecanismo de retroceso de
mensajes AVS asociado a la accion rcvAVSi(j,m).
La fase de iniciacion de este ejemplo la constituye la puesta en marcha de dos
instancias del algoritmo, una por parte del nodo 4 y la otra por el nodo 3. El mensaje
ALG que genera el nodo 4 llega hasta el nodo 3 y queda almacenado en st avsrsp3.
Los nodos 1, 8, 5, 2 y tambien el nodo 3, que inicio por su parte otra instancia del
algoritmo, asumen tras el paso del mensaje ALG que el nodo 4 es el candidato sucesor
mayor. El mensaje ALG que surgio por la iniciacion del nodo 3 alcanza al nodo 7 y
el nodo 6. Los mensajes ALG iniciales y redirigidos que aparecen en la gura 5.16.a
se generan y propagan de la misma forma que la descrita en los escenarios estaticos.
Despues de que los distintos mensajes ALG han recorrido completamente la con-
guracion de nodos de partida, se suceden una serie de modicaciones en el grafo
de esperas del sistema. Los cambios en el grafo de esperas que se imponen hacen
que tanto el nodo 4 como el nodo 1 se activen. Para provocar estas activaciones se
deben ejecutar las acciones StartDelArc9(4,ta4), EndDelArc4(9), StartDelArc4(1,ta1)
y EndDelArc1(4) en este orden obligatoriamente. El mecanismo de propagacion de la
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Figura 5.17: Deteccion de un nodo no iniciador mediante un mensaje AVS : propaga-
cion de la identidad simulada (escenario dinamico).
identidad que simula al nodo 4 es provocado al igual que en el apartado 5.2.1 por la
accion StartDelArc4(1,ta1). En la gura 5.17.b se observa como el nodo 4 manda un
mensaje INF a su unico predecesor (nodo 1) y le facilita la identidad 4ta41 para que
simule su existencia.
El nodo 1, en estado active-unknown tras ejecutarse la accion EndDelArc1(4),
recibe el mensaje INF y adquiere el valor indicado de identidad simulada. Si des-
pues de eso el nodo 1 rompe la espera que le une al nodo 8 mediante la accion
StartDelArc1(8,ta8), surge otro mensaje INF para el nodo 8 con la identidad simula-
da 4ta41-1. La ultima componente de la identidad simulada que el nodo 1 transmite
al nodo 8, se ve incrementada en un elemento, pasa de 1 a 1-1 porque registra otra
espera rota de la conguracion. En cuanto el nodo 8 se active (EndDelArc8(1)) y pase
a estado active-unknown, el nodo 8 cumplira las condiciones para procesar el mensaje
INF que le enva el nodo 1.
Estando el nodo 8 activo y pendiente de recibir el mencionado mensaje INF,
este puede iniciar una nueva espera. En el ejemplo, la accion StartAddArc8(6) y
EndAddArc6(8,ta80) son ejecutadas para formar la espera entre los nodos 8 y 6 que,













Figura 5.18: Deteccion de un nodo no iniciador mediante un mensaje AVS : busqueda
de otro candidato (escenario dinamico).
5.18.c). Solo cuando el nodo 8 reciba el mensaje INF, podra llevarse a cabo la de-
teccion de este ciclo. Por consiguiente, las modicaciones del grafo pueden continuar
su curso pero las acciones propias del proceso de deteccion se ven suspendidas hasta
que todos los nodos del ciclo pasen a estado known. Este aplazamiento de algunas
tareas queda patente, por ejemplo, al completarse la espera del nodo 8 al nodo 6.
Como consecuencia de la formacion de esa espera, se genera un mensaje ALG con
informacion del nodo 6 hacia el nodo 8. Si el nodo 8 no adquiere la identidad simulada
que le corresponde, la recepcion de este mensaje se vera paralizada hasta que cambie
esta situacion.
Finalmente, la ejecucion de la accion rcvINF8(1,m) tiene lugar y el nodo 8, al
adquirir la identidad simulada, participa ya plenamente en la deteccion del ciclo del
que forma parte. Al igual que en la deteccion del apartado 5.2.1, el nodo 8, ademas
de adoptar la identidad del nodo 4, pasa a ser candidato, comportandose como si el
mismo hubiera sido el responsable de lanzar la instancia del algoritmo que origino el
nodo 4. Para ello, el nodo 8 retira inmediatamente el siguiente mensaje ALG del canal:
(ALG, ta80, 3ta3 ", <6ta6,7ta7,3ta3>). La informacion que contiene este mensaje pone
de maniesto que el nodo 3 es otro candidato en el ciclo a detectar. Esto implica
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Figura 5.19: Deteccion de un nodo no iniciador mediante un mensaje AVS : compa-
racion directa entre candidatos (escenario dinamico).
que, al ejecutar la accion rcvALG8(6,m), el nodo 8 puede comparar directamente su
identidad simulada con la identidad que propaga el mensaje ALG. Como sim id8 vale
4ta41-1 y mALG.sid = 3ta3", se concluye que sim id8 > mALG.sid. El resultado de
esta comparacion, tal y como se explico ya en la seccion 5.1.2, conlleva que el nodo 8
mande un mensaje AVS al nodo 3 indicandole que el, comportandose como el nodo
4, es el candidato mayor de los dos. Este mensaje AVS se genera mediante la accion
rstAVS8 y se observa en la gura 5.19.d.
Cuando el nodo 3 recibe ese mensaje AVS reconoce su inferioridad y manda como
respuesta un mensaje de tipo AVS enlazando las rutas de las que tiene constancia. En
st avsrsp3 esta almacenada la informacion (ta3, 4ta4", <3ta3,2ta2,5ta5,8ta8,1ta1,4ta4>)
y el mensaje AVS del nodo 8 (AVS, 4ta41-1, ta3, <8ta80,6ta6,7ta7,3ta3>, F) queda al-
macenado en set st avs3, por efecto de la accion rcvAVS3(8,m). El mensaje resultante
(AVS, 4ta41-1, ta4, <8ta80,6ta6,7ta7,3ta3,ta2,5ta5,8ta8,1ta1,4ta4>, F) se muestra en la
gura 5.20.e. La eleccion del tipo de mensaje que forma el nodo 3 viene determinada
por las identidades conocidas del candidato sucesor y del candidato predecesor, siendo
aqu cand succ3  mAV S.sid (4ta4" < 4ta41-1). La comparacion de estas identidades





























Figura 5.20: Deteccion de un nodo no iniciador mediante un mensaje AVS : retroceso
de mensajes AVS (escenario dinamico).
de referencia temporal, la identidad simulada mayor es la que presenta la cadena de
propagacion de la identidad mas larga. En este caso, la longitud de la cadena vaca,
", es obviamente menor que la de la cadena 1-1.
Segun se aprecia tambien en la gura 5.20.e el destino del mensaje AVS es el nodo
4. A pesar de que el nodo 4 dejo de estar relacionado con los nodos que conforman el
ciclo, el nodo 3 todava lo reconoce como su candidato sucesor mayor. Esto se debe a
que la informacion sobre la desvinculacion del nodo 4 no ha podido llegar hasta el nodo
3 porque el nodo 8 la detuvo. No hay que olvidar que el nodo 8 era un predecesor
mas cercano al nodo 4 y ha sido el ultimo nodo de la conguracion inicial que se
ha activado. Para corregir esta situacion se pone en funcionamiento el mecanismo
de retroceso de mensajes AVS ya presentado. El objetivo de este procedimiento es
conseguir redirigir el mensaje AVS que manda el nodo 3 al nodo 8, y no al nodo 4,
sin que el nodo 4 llegue a almacenarlo. Los mensajes AVS en retroceso que se han
dise~nado para tal n se observan en el grafo de la gura 5.20.f.
A la hora de seleccionar un destino adecuado para este tipo de mensaje AVS,
se escoge el identicador del penultimo par de la ruta del AVS que se desea dar
marcha atras. De esta manera se pone en el canal de comunicaciones un mensaje AVS
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que, siguiendo la ruta del mensaje AVS con destino incorrecto, deshace el camino
hecho, nodo a nodo. Conforme el mensaje AVS da un salto hacia atras, la ruta
que transporta tambien se adapta al nuevo destino, eliminando el par que se ha
superado. El primer mensaje que se genera en el ejemplo que se esta describiendo
es (AVS, 4ta41-1, ta1, <8ta80,6ta6,7ta7,3ta3,2ta2,5ta5,8ta8,1ta1>, T). El nodo 1 recibe
este mensaje y lo retransmite hacia atras porque el nodo 1, al igual que suceda con
el nodo 4, esta desligado de los nodos del ciclo. El mensaje AVS que rebota el nodo
1 es (AVS, 4ta41-1, ta8, <8ta80,6ta6,7ta7,3ta3,2ta2,5ta5,8ta8>, T). Los dos mensajes
AVS en retroceso incluyen en su campo m.fwd el valor booleano T, que distingue al
mensaje AVS en retroceso. Tal y como se concluye, viendo la gura 5.20.f, el mensaje
AVS que nalmente llega hasta el nodo 8 es el que permite se~nalarlo como vctima,
para romper el interbloqueo detectado.
En la tabla 5.4 se proporciona el listado de acciones que conducen a la deteccion del
ciclo de este ejemplo. La acciones estan dispuestas segun el orden de ejecucion descrito
anteriormente y se han agrupado de acuerdo a la instancia del algoritmo a la que estan
asociadas. Las acciones de la columna denominada Dinamismo se corresponden con
los procesos de borrado y creacion de esperas, as como con los mecanismos que hacen
posible la adaptacion del entorno dinamico al estatico. Los mensajes y algunos efectos
de las acciones de este ejemplo dinamico estan representados de manera conjunta en
la gura 5.21.
Como resumen de este ejemplo, se facilita un esquema de su ejecucion en la gura
5.22. Inicialmente, se ponen en funcionamiento dos instancias del algoritmo. Una es
lanzada por el nodo 4 y otra por el nodo 3. Ambas progresan en paralelo hasta que el
nodo 4 pierde la gestion de su instancia. Antes de que el nodo 4 se desentienda de las
tareas que conlleva la instancia que inicio, este cede toda la informacion recopilada
al nodo 8. El traspaso de direccion entre ellos tiene lugar cuando el nodo 8 cambia su
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Tabla 5.4: Secuencia de ejecucion para un escenario dinamico con deteccion de men-
saje AVS por un nodo no iniciador.
identidad simulada por una que indica como se relacionaba con el nodo 4 (sim id8 =
4ta41-1). Usando esta identidad simulada, el nodo 8 retoma la ejecucion de la instancia
iniciada originalmente por el nodo 4. La comparacion de las identidades simuladas
del nodo 8 y del nodo 3 llevara a este ultimo a dar por terminada su propia instancia.
Para eso, el nodo 3 transere su informacion a la instancia dirigida por el nodo 8. Con
toda la informacion que posee, el nodo 8 concluira el proceso de deteccion, nalizando
as la instancia de la que se hizo cargo tras el abandono del nodo 4.
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Figura 5.21: Deteccion de un nodo no iniciador mediante un mensaje AVS (escenario
dinamico). Mecanismo de retroceso de mensajes AVS.
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Figura 5.22: Diagrama de instancias del ejemplo de deteccion de un nodo no iniciador
mediante un mensaje AVS (caso dinamico).
5.2.2.2. Deteccion por un nodo iniciador (candidate) que no adquiere una
nueva identidad simulada
A simple vista este ejemplo de ejecucion puede parecer similar al anterior, a no
ser que se je la atencion en el hecho de que se lanzan tres instancias del algoritmo
en vez de dos. La evolucion dinamica del escenario planteado requiere que, en primer
lugar, se ponga en funcionamiento el mecanismo de propagacion y adquisicion de
identidades simuladas junto con el retroceso de mensajes AVS (efecto de la accion
StartDelArci(j,t)). A diferencia de las detecciones de las secciones 5.2.1 y 5.2.2.1, el
proceso de adquisicion de una identidad simulada no llega a completarse y este hecho
conduce a una situacion que debe controlarse. El mecanismo que se va a describir en
este apartado esta pensado para retirar del canal de comunicaciones mensajes INF que
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Figura 5.23: Deteccion de un nodo iniciador que no adquiere identidad simulada
mediante un mensaje AVS : fase de iniciacion y busqueda de candidatos (escenario
dinamico).
transportan identidades simuladas que, o bien no son necesarias por la conguracion
de nodos existente, o bien la evolucion dinamica del sistema las hace inservibles. De
estos dos casos en los que se emplea el mecanismo de borrado de mensajes INF
se va a desarrollar el primero de ellos. Ni que decir tiene que retirar este tipo de
mensajes de los canales de comunicacion resulta una practica recomendable para que
el sistema mejore su rendimiento.
Como conguracion de partida, se cuenta con el grafo de esperas de la gura 5.23.a.
De todos los nodos que aparecen en esa cadena de esperas, se supone que el nodo
4, el nodo 8 y el nodo 3 inician la ejecucion del algoritmo y constituyen el grupo de
candidatos a detector de posibles interbloqueos. La gura 5.23.a muestra, ademas de
los mensajes ALG iniciales de los nodos iniciadores, los mensajes ALG que redirigen
los nodos bloqueados hasta toparse con un nodo candidato. Por consiguiente, en la
fase de busqueda de otros candidatos, el mensaje ALG del nodo 4 se difunde hasta el
nodo 8, el del nodo 8 llega hasta el nodo 3 y el del nodo 3 se propaga hasta el nodo
6. El mensaje ALG que recibe el nodo 8 se procesa segun los efectos de la accion














Figura 5.24: Deteccion de un nodo iniciador que no adquiere identidad simulada
mediante un mensaje AVS : comparacion de candidatos directos (escenario dinamico).
sucesor al nodo 4 y, en vista de que la identidad simulada del 8 es superior a la de
su candidato sucesor (8ta8" > 4ta4"), se habilita la accion rstAVS8. Por su parte, el
nodo 3 admite la inferioridad de su identidad simulada frente a la de su candidato
sucesor (3ta3" < 8ta8") e incorpora sus datos al mensaje ALG que ha recibido para,
nalmente, almacenarlo en st avsrsp3. Por ultimo, el mensaje ALG que llega al nodo
6 se guarda en st alg6 para poder retransmitirlo, en caso de que un nodo se pusiera a
esperar por el en el futuro.
La consecuencia de la ejecucion de la accion rstAVS8 es un mensaje AVS del
nodo 8 al nodo 4. Este mensaje, que se representa en la gura 5.24.b, se almacena en
set st AVS4 como (8ta8", ta4, <8ta8,1ta1,4ta4>, F).
Despues del intercambio de mensajes descrito, el grafo de esperas sufre una se-
rie de modicaciones. Los nodos 9, 4, 1 y 8 se activan, es decir, las relaciones de
espera existentes entre ellos se cancelan. La secuencia de ejecucion que transforma
la conguracion de nodos inicial comienza con la accion StartDelArc9(4,ta4) y le si-
guen, en este orden, las acciones EndDelArc4(9), StartDelArc4(1,ta1), EndDelArc1(4),
StartDelArc1(8,ta8) y EndDelArc8(1). Entre los efectos de StartDelArc4(1,ta1) destaca
el envo de un mensaje INF y de un mensaje AVS en retroceso al nodo 1 (ver gura
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Figura 5.25: Deteccion de un nodo iniciador que no adquiere identidad simulada
mediante un mensaje AVS : propagacion de la identidad simulada y retroceso de un
mensaje AVS (escenario dinamico).
5.25.c). El mensaje INF tiene como objetivo avisar de que el nodo 4 ya no es candida-
to a aquellos nodos que recibieron un mensaje ALG indicandoselo con anterioridad.
En cambio, el mensaje AVS en retroceso aparece porque el nodo 4 se desvincula de la
conguracion y se inicializan todas sus variables, entre ellas, set st avs4. El mecanis-
mo de retroceso de mensajes AVS que tiene lugar en este ejemplo funciona de igual
manera que el explicado en la seccion 5.2.2.1, a pesar de que es invocado en la accion
StartDelArc4(1,ta1), en vez de en la accion rcvAVSi(j,m). La estructura del AVS en
retroceso, (AVS, 8ta8", ta1, <8ta8,1ta1>, T), tiene las mismas componentes que los
AVS en retroceso creados en la citada seccion.
El nodo 1 admite el mensaje INF siempre que se haya ejecutado previamente
la accion EndDelArc1(4) y, por tanto, haya cambiado su estado a active-unknown.
Si el nodo 1, a su vez, ya ha ejecutado la accion StartDelArc1(8,ta8), puede enviar
un mensaje INF al nodo 8 con la identidad simulada que le corresponde segun el
numero de esperas rotas que le unen al nodo 4 (ver gura 5.26.d). En lo que respecta
al mensaje AVS en retroceso, hay que mencionar que, en las mismas condiciones en














Figura 5.26: Deteccion de un nodo iniciador que no adquiere identidad simulada
mediante un mensaje AVS : propagacion de la identidad simulada y formacion del
ciclo (escenario dinamico).
ningun nuevo mensaje AVS en retroceso. Si se construyera este mensaje para el nodo
8, su ruta estara formada por un unico elemento, el par <8ta8>. Parece obvio que
enviar un mensaje al nodo 8 con informacion solo referente a el mismo no tiene ningun
sentido. Por esta razon, el nodo 1 no crea el mensaje AVS en retroceso para el nodo
8, tal y como podra suponerse a priori. En consecuencia, se puede armar que evitar
propagar mensajes AVS en retroceso con solo un elemento en su ruta implica, en
cierta medida, disminuye el coste en comunicacion del algoritmo.
El ciclo que aparece en la gura 5.26.d supone la ejecucion previa de la accion
EndDelArc8(1). Como efecto de esa accion, el nodo 8 adopta el estado active-known.
Sabiendo que en ese estado la habilitacion de la accion rcvINF8(1,m) no es posible,
el mensaje INF procedente del nodo 1 se mantiene en el canal de comunicaciones
indenidamente. Aunque el estado del nodo 8 se transformara en known, el mensaje
INF seguira permanentemente en el canal porque las referencias temporales del nodo
8 forman parte de la precondicion de la accion rcvINF8(1,m) y tambien cambian en
el proceso de activacion.
Para eliminar del canal los mensajes INF que nunca podran ser procesados, se
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hace uso del mecanismo de borrado de mensajes INF. Este mecanismo equivale a la
ejecucion de la accion dltINFi(j,m). El efecto de retirar el mensaje INF del canal se
produce automaticamente si chequeando las condiciones temporales del mensaje INF
y el tiempo de activacion del nodo receptor, se comprueba que el mensaje ha perdido
vigencia. En este ejemplo de deteccion se puede ejecutar la accion dltINF8(1,m) en
cuanto el nodo 8 se activa. El mensaje INF del nodo 1 no es necesario para el nodo
8 porque este ultimo era candidato en la conguracion inicial. Por ser candidato en
la cadena inicial de esperas freno el mensaje ALG del nodo 4 (los predecesores del
nodo 4 no saben de la existencia del nodo 4) y ademas, en la comparacion directa
con el nodo 4 (candidato sucesor) y con el nodo 3 (candidato predecesor), se puso de
maniesto que la identidad simulada del nodo 8 era la mayor.
Resulta conveniente advertir en este punto que no todo mensaje INF dirigido a
un nodo candidato tiene que ser eliminado del canal sin ser procesado. Aquellos can-
didatos, que hayan enviado mensajes que recojan informacion de al menos otros dos
candidatos, deben esperar obligatoriamente un mensaje INF. La identidad simulada
que transporta el mensaje garantiza que todos los nodos involucrados en las rutas que
se unieron se adaptaran correctamente a los cambios en la conguracion de esperas.
En el proximo ejemplo de deteccion se explica con mas detalle el comportamiento de
un candidato que, tras activarse, necesita conocer el valor de la identidad simulada
que le envan otros candidatos con los que intercambio informacion.
La formacion de la espera que simboliza el bloqueo del nodo 8 por el nodo 6
requiere ejecutar las acciones StartAddArc8(6) y EndAddArc6(8,ta80). Con la incorpo-
racion de esta espera se da por terminada la evolucion dinamica del grafo y se puede
retomar la deteccion del interbloqueo considerando un escenario estatico. El efecto
de la accion StartAddArc8(6), que modica el estado del nodo 8 de active a candida-


























Figura 5.27: Deteccion de un nodo iniciador que no adquiere identidad simulada
mediante un mensaje AVS : deteccion nal (escenario dinamico).
activarse. La instancia iniciada por el nodo 8 sigue progresando como si las modi-
caciones del grafo de esperas no hubieran sucedido. La recepcion del mensaje ALG
por parte del nodo 8 habilita la accion rstAVS8. As que, como respuesta al mensaje
ALG redirigido por el nodo 6, el nodo 8 manda el mensaje AVS que aparece en la
gura 5.27.e, cuyo contenido es (AVS, 8ta80", ta3, <8ta80,6ta6,7ta7,3ta3>, F). Cuando
el nodo 3 lo retira del canal de comunicaciones, almacena el mensaje en set st avs3.
Tan pronto como el nodo 3 concluye que no puede convertirse en candidato a
detector, manda un mensaje AVS. Este mensaje organiza toda la informacion que
el nodo 3 contiene en sus almacenes. En st avsrsp3 el nodo 3 guarda la ruta que
llega hasta el candidato sucesor que conoce, (8ta8", ta3, <3ta3,2ta2,5ta5,8ta8>) y en
set st avs3, la ruta que constituye el camino que lleva hasta el candidato predecesor.
Al solapar estas dos rutas por el nodo 3, que es comun a ambas, resulta la siguiente
ruta: <8ta80,6ta6,7ta7,3ta3,2ta2,5ta5,8ta8>. Esta ruta se incluye en un mensaje AVS
ya que el nodo 3 comprueba que su candidato sucesor y su candidato predecesor
son el mismo nodo, 8ta8". La deteccion nal del interbloqueo tiene lugar cuando el
nodo 8 retira el mensaje AVS del canal y se verica que la ruta del mensaje contiene
un ciclo (vease la gura 5.27.f). El hecho de que el identicador de los elementos
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primero y ultimo de la ruta no tengan asociado el mismo tiempo de activacion no
supone ningun inconveniente para reconocer la existencia del ciclo. El motivo de los
diferentes registros temporales es que el primer y el ultimo par de la ruta proceden de
mensajes que analizaron las esperas del ciclo en distintos instantes de tiempo. Dicho
de otra forma, el nodo 8 es el unico nodo del ciclo que cambio su bloqueo, siguiendo
vinculado al resto de nodos de la conguracion inicial.
Todos los mensajes que se han representado en los grafos de la gura 5.28 sur-
gen como efecto de la ejecucion de las acciones que contiene la tabla 5.5. Se podra
proponer un orden distinto para algunas de las acciones incluidas en la columna de
Dinamismo pero, esto no supondra la aparicion de nuevos mensajes o la desapari-
cion de alguno de los ah representados. Tanto la accion rcvINF1(4,m) como la accion
rcvAVS1(4,m) podran retrasarse hasta que nalizara la formacion del ciclo, o sea,
hasta la accion EndAddArc6(8,ta80). Por otro lado, la accion dltINF8(1,m) podra
ejecutarse en cualquier instante posterior a la generacion del mensaje m que debe
eliminar, incluso despues de haberse concluido la deteccion y resolucion del interblo-
queo.
El esquema de instancias que se extrae de la ejecucion de este ejemplo (gura 5.29)
guarda bastante parecido con el de la deteccion mediante mensaje AVS en un escena-
rio estatico (gura 5.10). Inicialmente, los nodos 4, 8 y 3 lanzan sendas instancias del
algoritmo. Las tres instancias progresan en paralelo hasta que el nodo 4 abandona la
direccion de su instancia. En un principio, y dado que la cadena de esperas se activa
hasta el nodo 8, se procede a traspasar a este la informacion que el nodo 4 recabo en
su instancia. Sin embargo, este traspaso no llega a concluirse porque la instancia del
nodo 8 ha transcurrido de forma independiente a la del nodo 4. La activacion del nodo
8 y la incorporacion de su espera por el nodo 6 suponen un parentesis en la ejecucion
200
5.2. Escenarios dinamicos
de las acciones propias de la deteccion de interbloqueos. Cuando la evolucion dinami-
ca de las esperas naliza y vuelve a establecerse un escenario estatico, la instancia
del nodo 8 retoma su ejecucion normal. Esto se debe a que la identidad simulada del
nodo 8 no vara mientras el grafo de esperas se modica. El intercambio de mensajes
entre los nodos que dirigen las instancias activas del sistema propicia que la instancia
del nodo 3 termine. La informacion que cede la instancia del nodo 3 a la del nodo 8
permite, nalmente, la deteccion del ciclo existente en el sistema.
























Tabla 5.5: Secuencia de ejecucion para un escenario dinamico con deteccion de men-
saje AVS por un iniciador sin adquirir identidad simulada.
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Figura 5.28: Deteccion por un nodo iniciador que no adquiere identidad simulada
mediante un mensaje AVS. Retroceso de mensajes AVS y borrado de mensajes INF.
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Figura 5.29: Diagrama de instancias del ejemplo de deteccion, por un nodo iniciador
que no adquiere identidad simulada, con mensaje AVS (caso dinamico).
5.2.2.3. Deteccion por un nodo iniciador (candidate) que adquiere una
nueva identidad simulada
El siguiente ejemplo de deteccion sirve para explicar el mecanismo de recon-
version de mensajes AVSRSP . Se trata de un procedimiento que, de nuevo, va
a permitir que el sistema se adapte a los cambios que ha habido en la conguracion
de las esperas. Para ello se salvara la maxima informacion que un nodo ha recopilado
en una conguracion, antes de que deje de participar en ella. Con la informacion que
se recupere y sea valida, se podra continuar con la deteccion de interbloqueos sin
necesidad de volver a recopilarla. En la ejecucion que se muestra en este ejemplo, se
rescata el contenido de la variable set st avsi antes de que el nodo i lo elimine porque
adquiere una nueva identidad simulada. Al adquirir una nueva identidad, el nodo i
pasa a comportarse como otro nodo y, por tanto, la informacion que maneja debe
ser coherente con esa nueva identidad. Solo si la nueva identidad del nodo i es supe-
rior a la identidad del candidato predecesor que conoce, se transformara el mensaje
almacenado en set st avsi en un mensaje AVSRSP cuyo destino es precisamente ese
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Figura 5.30: Deteccion por un nodo iniciador que adquiere identidad simulada me-
diante un mensaje AVS : fase de iniciacion y busqueda de otros candidatos (escenario
dinamico).
candidato predecesor. Cuando se procesa este mensaje AVSRSP, cualquier mensaje
que pudiera haber sido almacenado previamente se perdera. Esto no supone ningun
problema porque la nueva informacion esta actualizada. Ademas, esta informacion es
la que se habra almacenado si el lugar del nodo i en la conguracion inicial lo hu-
biera ocupado el nodo del que procede la nueva identidad simulada. A continuacion
se describe paso a paso la ejecucion de un ejemplo donde se emplea el mecanismo
citado.
La fase de iniciacion de la deteccion tiene lugar cuando los nodos 1, 2, 3 y 4 inician
una instancia del algoritmo cada uno. La identidad del nodo 2 se transmite hasta el
nodo 6 (ultimo nodo bloqueado de la cadena de esperas inicial) mediante mensajes
ALG. De igual modo, la identidad del nodo 4 llega hasta el nodo 3. Como el nodo
3 es un candidato de identidad inferior al candidato 4, en st avsrsp3 se almacena:
(ta3, 4ta4", <3ta3,4ta4>). Al nodo 1 le ocurre algo similar y guarda en st avsrsp1
el mensaje ALG que recibio de 3, esto es, (ta1, 3ta3", <1ta1,3ta3>). Sin embargo,
el nodo 2 recibe el mensaje ALG del nodo 1 y se habilita el envo de un mensaje















Figura 5.31: Deteccion por un nodo iniciador que adquiere identidad simulada me-
diante un mensaje AVS : comparacion directa de dos candidatos (escenario dinamico).
ALG de los iniciadores del algoritmo y los mensajes ALG que redirigen los nodos
bloqueados se pueden observar en la gura 5.30.a.
El mensaje (AVS, 2ta2", ta1, <2ta2,5ta5,8ta8,1ta1>, F) que manda el nodo 2 es
el efecto de la ejecucion de la accion rstAVS2 y se representa en la gura 5.31.b.
Tras la recepcion de ese mensaje, el nodo 1 conoce a su candidato sucesor (nodo
3) y a su candidato predecesor (nodo 2). Comparando ambos candidatos, 3ta3" >
2ta2", el nodo 1 debe transmitir un mensaje AVSRSP al nodo 2, comunicandole la
superioridad del nodo 3 (ver la gura 5.32.c). La ruta del mensaje AVSRSP es el
resultado de concatenar la ruta que parte del candidato predecesor hasta el nodo l
y la que comienza en el nodo 1 y llega hasta el candidato sucesor. La estructura del
mensaje (AVSRSP, ta2, 3ta3", <2ta2,5ta5,8ta8,1ta1,3ta3>) reune toda la informacion
que posee. Al enviarlo al nodo 2, la instancia del algoritmo que inicio el nodo 1 deja
de participar en la deteccion, o lo que es lo mismo, concluye.
Suponiendo que al mismo tiempo que el mensaje AVSRSP alcanza el nodo 2, se
modica el grafo de esperas del ejemplo. Si el nodo 4 se desbloquea, todo el recono-
cimiento de esperas y nodos del grafo, realizado por ese candidato, se podra llegar a
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(ALG,ta1',2ta2ε,

























Figura 5.32: Deteccion por un nodo iniciador que adquiere identidad simulada me-
diante un mensaje AVS : borrado de un mensaje INF.
perder si no se ponen en marcha mecanismos para salvaguardar la informacion vali-
da. Igual que en los ejemplos de las secciones 5.2.1 a 5.2.2.2, con la ejecucion de la
accion StartDelArc4(3,ta3) se procede, mediante un mensaje INF, a dar aviso de que
el nodo 4 interrumpe su control de la instancia del algoritmo. Se puede observar este
mensaje INF en el grafo de la gura 5.32.c. Este mensaje INF nunca llegara a ser
procesado porque no puede cumplir, a la vez, los requisitos temporales y de estado que
precisa la accion rcvINF3(4,m). Por eso queda habilitada automaticamente la accion
dltINF3(4,m) que, al igual que el ejemplo de la seccion 5.2.2.2, puede ejecutarse en
cualquier instante de la ejecucion y encargase del borrado de mensajes INF no utiles.
El proceso de borrado de esperas sigue su curso tal y como se pone de maniesto
en la gura 5.32.d. Cuando se ejecuta la accion StartDelArc3(1,ta1) se forma un nuevo
mensaje INF. Esta vez el mensaje es de interes para el nodo 1 y para el candidato al
que mando informacion referente al nodo 3. La activacion total del nodo 1 mediante
la accion EndDelArc1(3) deja patente la necesidad de adquirir la identidad simulada
(3ta31). Para ello, uno de los efectos de esta accion asigna el valor unknown a la va-
riable status.id1. Aunque la accion rcvINF1(3,m) puede retrasarse y, en consecuencia,
demorar el mecanismo de adquisicion de la identidad simulada, el grafo de esperas
206
5.2. Escenarios dinamicos
puede seguir evolucionando. A pesar de que status.id1 = unknown, el nodo 1 puede
establecer una nueva relacion de espera y bloquearse por el nodo 6. Al terminar de
formarse esta espera (accion EndAddArc6(1,ta10)), el nodo 6 enva un mensaje ALG
al nodo 1 con el contenido de st alg6. Mientras el nodo 1 no adquiera la identidad
simulada, este mensaje ALG no podra ser procesado en el nodo destino (vease esta
situacion representada en la gura 5.32.d). Esto implica que el proceso de deteccion
queda paralizado hasta que los mecanismos dinamicos concluyan.
La adquisicion de la identidad simulada es un efecto de la accion rcvINF1(3,m).
Antes de asumir la identidad simulada, el nodo 1 comprueba que su identidad es
inferior a la que recibe. Hay que recordar que el nodo 1 antes de activarse era un
nodo candidato que, ademas, envio un mensaje AVSRSP al nodo 2. Para formar la
ruta de este mensaje AVSRSP, el nodo 1 unio las rutas que guardaba en su st avsrsp1
y en su set st avs1. A diferencia de la generacion de un mensaje AVS, en la creacion de
un mensaje AVSRSP no se elimina el mensaje almacenado en set st avsi. Por eso, tras
la activacion, el nodo 1 mantiene el mensaje (2ta2", ta1, <2ta2,5ta5,8ta8,1ta1>, T) en
set st avs1. El ultimo campo de este mensaje incluye una marca, T, que lo distingue
de mensajes almacenados en set st avs1 que no han sido usados para formar nuevos
mensajes AVSRSP. Tras adquirir la identidad simulada, el nodo 1 transforma en
mensaje AVSRSP a todos aquellos mensajes almacenados en set st avs1 cuyo campo
m.sid sea inferior a la nueva identidad del nodo 1. En este caso, como m.sid = 2ta2" es
inferior a sim id1 = 3ta31, se enva un mensaje AVSRSP al nodo 2 con los siguientes
datos: (AVSRSP, ta2, 3ta31, <2ta2,5ta5,8ta8,1ta1>).
Esta transformacion del mensaje almacenado en set st avs1 en un mensaje AVSRSP
es una muestra del uso del mecanismo de reconversion de mensajes AVSRSP, imple-
mentado en el algoritmo y presentado en este ejemplo (gura 5.33.e). El objetivo
fundamental de este mecanismo es reutilizar informacion almacenada por un nodo
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Figura 5.33: Deteccion por un nodo iniciador que adquiere identidad simulada me-
diante un mensaje AVS : reconversion de mensajes AVSRSP.
antes de que sea eliminada porque va a empezar a comportarse como un nodo dis-
tinto. Si el nodo 1 hubiera presentado la nueva identidad en la conguracion inicial,
al contactar con el nodo 2, se habra almacenado en st avsrsp2 un mensaje ALG con
todos los nodos ubicados entre ellos. Por lo tanto, para simular este funcionamiento,
el nodo 1 debe mandar un mensaje AVSRSP y no un mensaje AVS, como podra
pensarse en un principio, por tratarse del reciclaje de un mensaje almacenado en
set st avs1. Corregir informacion almacenada en nodos relativa a otros que ya no for-
man parte de la ordenacion actual y evitar que, ante una conguracion en la que han
cambiado algunas esperas, tenga que ejecutarse una nueva instancia del algoritmo
para recoger esos cambios, son otros objetivos del mecanismo descrito.
Finalmente, la recepcion de este mensaje AVSRSP permite seguir el proceso de
deteccion como si de un escenario estatico se tratase. La adquision de la identidad
simulada convierte al nodo 1 automaticamente en un nodo candidato. Este efecto
facilita que, al recibir el mensaje ALG del nodo 6 que quedo pendiente, se habilite la
accion rstAVS1. Otra condicion para que el nodo 1 pueda mandar el mensaje AVS
de dos nodos, que se comunican por primera vez, es que la identidad simulada del
nodo 1 sea superior a la identidad del candidato que genero el mensaje ALG. Como
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3ta31 > 2ta2", el nodo 1 dirige el mensaje (AVS, 3ta31, ta2, <1ta10,6ta6,7ta7,2ta2>,
F) al nodo 2. En cuanto se recibe y almacena este mensaje en set st avs2, el nodo 2
dispone de suciente informacion para comparar a su candidato sucesor y al que le
precede. La comparacion de las identidades simuladas de ambos candidatos establece
que se trata de un mismo nodo. Por consiguiente, el nodo 2 enva el mensaje (AVS,
3ta31, ta1, <1ta10,6ta6,7ta7,2ta2,5ta5,8ta8,1ta1>, F) al nodo 1. Posteriormente y sin
necesidad de almacenar el mensaje AVS, el nodo 1 detecta la existencia de un ciclo
porque su identicador aparece en el primer elemento de la ruta y en el ultimo. La fase
de deteccion tal y como se muestra en la gura 5.33.f da paso a la fase de resolucion
del interbloqueo, en la que el nodo 1 tiene que abortar, esto es, romper las esperas
del grafo que lo vinculan al nodo 8 y al nodo 6.
Los efectos de las acciones incluidas en la tabla 5.6 quedan representados graca-
mente en la gura 5.34. Sera posible ordenar de otra forma algunas de las acciones
englobadas en el epgrafe Dinamismo pero los mensajes necesarios para la detec-
cion del interbloqueo en ese caso no cambiaran. Por ejemplo, despues de la accion
EndDelArc3(4) podran sucederse las acciones StartDelArc3(1,ta1), EndDelArc1(3),
StartAddArc1(6) y EndAddArc6(1,ta10). Este orden de ejecucion permitira que el gra-
fo de esperas se modicara totalmente hasta formar un ciclo y despues se produjeran
las acciones necesarias para acomodar la informacion a la nueva conguracion de
nodo, esto es, rcvINF1(3,m) y dltINF3(4,m).
El esquema de instancias de la gura 5.35 correspondiente a este ejemplo de eje-
cucion consiste en la evolucion de las instancias lanzadas por el nodo 1, 2, 3 y 4. La
instancia del nodo 1 es la primera que abandona el proceso de deteccion. La activa-
cion del nodo 4 precipita el cese de su instancia. Su informacion se pierde porque no
es relevante para el curso de las instancias activas. Cuando desaparece la espera que
parte del nodo 3 y se activa el nodo 1, la instancia del nodo 3 deja de estar controlada
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Instancia 1-nodo 4 Dinamismo Instancia 2-nodo 3 Instancia 3-nodo 1 Instancia 4-nodo 2
initiate4 initiate3 initiate1 initiate2























Tabla 5.6: Secuencia de ejecucion para un escenario dinamico con deteccion de men-
saje AVS con nueva identidad simulada
por el y pasa a ser regida por el nodo 1. Este cambio de direccion se realiza mediante
la adquisicion de una identidad simulada relacionada con el nodo 3. El nodo 1 que dio
por terminada la instancia que lanzo se involucra de nuevo en el proceso de deteccion
y toma el control de la instancia del nodo 3. Finalmente, el nodo 1 da por concluida




























































































Figura 5.34: Deteccion por un nodo iniciador que adquiere identidad simulada median-
te un mensaje AVS. Borrado de mensaje INF. Reconversion de mensajes AVSRSP.
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Figura 5.35: Diagrama de instancias del ejemplo de deteccion con AVS (caso dinami-
co).
5.2.2.4. Deteccion por un nodo no iniciador que adquiere una identidad
simulada propagada por diversos caminos
El algoritmo que se ha dise~nado es valido para el modelo de peticion de unico
recurso. As que, asumiendo que un nodo solo puede bloquearse por otro nodo, se
pueden plantear conguraciones en las que, cumpliendose esta condicion, haya varios
nodos bloqueados por un mismo nodo. Este tipo de conguraciones tiene aspecto
de arbol en el que los nodos descendientes \esperan"por un unico nodo antecesor.
Las ordenaciones de nodos analizadas hasta el momento son cadenas en las que, por
supuesto, cada nodo tiene un sucesor y este, a su vez, solo cuenta con un predecesor.
La ejecucion del algoritmo en una conguracion de nodos en arbol, que evoluciona
mediante el borrado y la formacion de esperas hasta formar un ciclo, va a permitir
estudiar como se propagan y adquieren las identidades simuladas en este tipo de
conguracion. Este ejemplo, por tanto, resulta de interes no tanto porque utilice el
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mecanismo de propagacion y adquisicion de identidades simuladas, sino porque este
mecanismo permite generar identidades simuladas referidas a un mismo nodo para
todos sus predecesores. Asimismo, cuando se comparan cualquiera dos identidades
simuladas, el mecanismo debe aplicar un criterio para discernir cual de ellas es mayor.
Este criterio debe ser igualmente consistente si se comparan identidades simuladas
procedentes de un mismo nodo o no, y en caso de que las identidades simuladas que se
comparen correspondan a distintos instantes de propagacion de una misma identidad.
Resumiendo, en este ejemplo de ejecucion se va a describir el mecanismo general
de generacion y comparacion de identidades simuladas que tiene que estar
perfectamente integrado en el mecanismo de propagacion y adquisicion de identidades
simuladas explicado en la seccion 5.1.1.
La conguracion de nodos que se propone en esta ejecucion se caracteriza por-
que el nodo 1 tiene mas de un predecesor, el nodo 3 y el nodo 4 (vease la gura
5.36.a). El nodo 5, el nodo 7 y el nodo 8 de esta conguracion inician el algoritmo.
Mediante un mensaje ALG la identidad del nodo 8 llega al nodo 1, pero a partir
del nodo 1 la propagacion de la identidad del nodo 8 sigue dos caminos distintos.
Como el nodo 1 tiene dos predecesores, nodo 3 y nodo 4, la identidad del nodo 8 se
difundira de manera separada por los caminos que jan las esperas entre el nodo 1
y sus predecesores. El mensaje ALG que se transmite hacia el nodo 3 permite que
la identidad del nodo 8 llegue, en primer lugar, hasta el nodo 3 y, posteriormente, a
traves del otro mensaje ALG, hasta el nodo 7. Por su parte, el mensaje ALG que se
dirige hasta el nodo 4 contiene la identidad del nodo 8 y, seguidamente, con un nuevo
mensaje ALG, la identidad del nodo 8 alcanza el nodo 5. Los nodos 5 y 7 respon-
den de igual forma a la recepcion de sus respectivos mensajes porque sus identidades
son inferiores a la identidad del nodo 8. Ambos nodos almacenan en sus respectivos
st avsrspi las rutas que comunican a los iniciadores involucrados: st avsrsp5 = (ta5,
8ta8", <5ta5,4ta4,1ta1,8ta8>) y st avsrsp7 = (ta7, 8ta8", <7ta7,3ta3,1ta1,8ta8>).
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Figura 5.36: Deteccion por un nodo no iniciador que adquiere una identidad simulada
propagada por varios caminos: (a) fase de iniciacion y busqueda de otros candidatos,
(b) propagacion de identidad simulada.
Antes de describir como vara la conguracion de nodos del ejemplo, hay que
mencionar tambien lo que sucede con las otras instancias del algoritmo. La iniciacion
del algoritmo por parte del nodo 5 y del nodo 7 hace posible la propagacion de sus
identidades. Tanto la propagacion de la identidad del nodo 5 hasta el nodo 2, como
la del nodo 7 hasta el nodo 6, se realiza a traves de mensajes ALG. Estos mensajes
ALG, tras su recepcion, quedan almacenados en st alg2 y en st alg6, respectivamente.
La propagacion de todos los mensajes ALG siguiendo la conguracion de esperas
inicial se puede observar en la gura 5.36.a.
En este punto de la ejecucion, el nodo 8 y el nodo 1 se activan. Para conseguir
la activacion de estos dos nodos tienen lugar las transiciones StartDelArc9(8,ta8),
EndDelArc8(9), StartDelArc8(1,ta1) y EndDelArc1(8). Uno de los efectos de la accion
StartDelArc8(1,ta1) consiste en el envo de un mensaje INF al nodo 1 con la identidad
simulada del nodo 8, 8ta81, tal y como muestra la gura 5.36.b.
Una nueva evolucion del sistema supone que tanto el nodo 4 como el nodo 3 se
desbloquean. Estas activaciones implican a su vez que el nodo 1 ejecuta la accion
StartDelArc1(j,t) por cada uno de sus predecesores, esto es, una vez por el nodo 4 y




















(ALG,ta3',5ta5ε,<2ta2,5ta5>) a 3 
(d)
Figura 5.37: Deteccion por un nodo no iniciador que adquiere una identidad simula-
da propagada por varios caminos: (c) propagacion de identidad simulada por varios
caminos, (d) formacion del ciclo.
INF. Sin embargo, a la hora de formar la identidad simulada que se transmite en
cada uno de ellos, surge un inconveniente. En todos los ejemplos descritos hasta el
momento, la identidad simulada se transmite al unico predecesor que posee el emisor
del mensaje INF, pero en este ejemplo el va a transmitir dos mensajes INF, uno por
cada uno de sus predecesores. En ambos mensajes la identidad simulada tiene que
hacer referencia al mismo nodo (nodo 8) porque el mensaje ALG que recibieron era
consecuencia de la instancia que puso en marcha ese nodo. Se sabe que la identidad
simulada permitira, al nodo que la adopte, desempe~nar el papel del nodo iniciador
8, aunque ya no este participando en la conguracion actual. Puesto que el nodo
8 difundio sus mensajes por dos caminos diferentes, hay dos nodos que tienen que
asumir la identidad del mismo nodo. Como los nodos del sistema tienen que presentar
una identidad unica, la identidad simulada que se transmita por distintos caminos
tendra que hacer referencia al mismo nodo, pero a la vez debera ser posible identicar
la rama o el predecesor que la propago. De acuerdo con la gura 5.37.c, la identidad
simulada que viaja hasta el nodo 4 es 8ta81-1 y la que se va por la rama del nodo 3
es 8ta81-2. De esta forma, se logra mantener la unicidad de la identidad y compartir
la identidad del nodo de la instancia que los alcanzo.
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Atendiendo estos requisitos, se dise~na el mecanismo de generacion de la identidad
simulada. Este mecanismo debe estar integrado en el de propagacion de identidades
simuladas. Por tanto, el proceso de generacion de identidades simuladas se incluye
en todas aquellas acciones del algoritmo donde se forman mensajes INF, esto es,
StartDelArci(j,t), rcvINFi(j,m) y Aborti. La identidad simulada se compone de tres
campos diferentes. En los dos primeros aparece el identicador y el tiempo de acti-
vacion del nodo que se desea propagar. En este ejemplo todos los predecesores del
nodo 8, ya sea directo como el nodo 1 o indirectos como el nodo 4 y el nodo 3,
cuentan con sim id8.id = 8 y sim id8.ta = ta8. El tercer campo de la identidad si-
mulada,sim idi.nu, es una cadena numerica que crece conforme se va propagando la
identidad simulada por las esperas eliminadas del grafo. Inicialmente, el valor de esta
componente es la cadena vaca ("). En los escenarios estaticos las identidades simula-
das de los nodos se pueden asimilar al par (identicador, tiempo de activacion) porque
la tercera componente de la identidad simulada siempre vale ". En la ejecucion que
se esta analizando, inicialmente sim id8 = 8ta8". Tras activarse y comenzar a romper
la espera del bloqueo de su predecesor, el nodo 8 forma la identidad simulada 8ta81.
Sustituyendo " por el valor 1, se representa que la identidad se ha propagado a un
predecesor del que se ha desligado. Esta identidad es la que se manda al nodo 1 para
que siga participando en la conguracion sin presencia del nodo 8. El nodo 1, despues
de admitir la identidad simulada, sim id1 = 8ta81, se ve inmerso en una situacion
parecida a la del nodo 8, cuando se activa y rompe parcialmente el bloqueo del nodo
4 por el. La identidad que manda el nodo 1 ve incrementada la longitud de su ultimo
campo en 8ta81-1. Ademas antes de proceder al envo comprueba si todava tiene
algun predecesor. Como el nodo 1 todava esta unido al nodo 3, incrementa en 1 la
variable numerica cont1, pasando a valer 2 (el valor inicial de cont1 es 1). Este es el
primer ejemplo de ejecucion que hace uso de esta informacion.
Cuando el nodo 4 adquiere la identidad, sim id4 = 8ta81-1, sabe que se han roto
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dos esperas entre el nodo 8 porque la longitud de sim id4.nu es 2. En consecuencia,
el nodo 4 era, en la conguracion de esperas de partida, un predecesor del nodo 8
no directo, concretamente de segundo nivel. Si se inicia el borrado de la espera del
grafo que bloquea al nodo 3 por el nodo 1, la identidad simulada que genera el nodo
1 para su otro predecesor es 8ta81-2. Esto implica que a la ultima parte de sim id1
se le a~nade el valor de cont1. Si no quedan mas predecesores que puedan necesitar
heredar la identidad del nodo 8, la variable cont1 se inicializa. En caso contrario, se
incrementa en una unidad, cont1 = 3. Al adquirir el nodo 3 la identidad citada, el
nodo 3 asume que entre el y el nodo 8 se han roto dos esperas (longitud de la cadena
sim idi.nu es 2) y ademas que, antes de activarse, era un predecesor de segundo nivel
del nodo 8.
Siguiendo con la evolucion del sistema, se forma un ciclo al aparecer dos nuevas
esperas en la conguracion (gura 5.37.d). Por un lado, el nodo 4 se bloquea por el
nodo 6 (StartAddArc4(6) y EndAddArc6(4,ta40)) y, por otro lado, el nodo 3 completa
una espera por el nodo 2 (StartAddArc3(2) y EndAddArc2(3,ta30). En ese instante hay
cuatro instancias activas para la deteccion del ciclo, las que iniciaron los nodos 5 y 7
y las que han adoptado los nodos 4 y 3, en representacion del nodo 8 para sus dos vas
de comunicacion. La instancia del nodo 5 y la instancia del nodo 7 prosiguen buscando
a otro candidato. Para llevar a cabo esta busqueda los nodos 2 y 6 respectivamente
difunden la identidad de estos iniciadores mediante mensajes ALG. La comparacion
de la identidad del nodo 7 (7ta7") con la identidad simulada del nodo 4 (8ta81-1), hace
que el nodo 4 considere al nodo 7 un candidato menor. Al igual que en los escenarios
estaticos, el nodo 4 lanza un mensaje AVS al nodo 7 para indicarle que su identidad
simulada es superior. Del mismo modo, el nodo 3 enva un mensaje AVS al nodo 5
ya que sim id3 = 8ta81-2 > 5ta5". Los mensajes AVS que quedan representados en la
gura 5.38.e son los efectos comentados de las acciones rstAVS4 y rstAVS3.
Cuando esos mensajes AVS llegan a su destino, se almacena (8ta81-2, ta5, <3ta30,
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Figura 5.38: Deteccion por un nodo no iniciador que adquiere una identidad simula-
da propagada por varios caminos: (e) comparaciones directas de dos candidatos, (f)
comparaciones de varios candidatos
2ta2,5ta5>, F) en set st avs5 y (8ta81-1, ta7,<4ta40,6ta6,7ta7>, F) en set st avs7. Tanto
el nodo 5 como el nodo 7 estan en disposicion de formar un nuevo mensaje porque
cada uno cuenta con informacion de un candidato sucesor en sus respectivos st avsrspi.
Ambos nodos mandan un mensaje AVS al nodo 8 porque ambos lo tienen registrado
como su candidato sucesor. Es obvio que, al comparar 8ta8" con 8ta81-1 y con 8ta81-
2, se considere que estas ultimas identidades son mayores y, por tanto, se decida
mandar, en ambos casos, un mensaje AVS al candidato sucesor. En la comparacion,
a igual identicador y tiempo de activacion asociado, la longitud de la cadena de
propagacion de la identidad es determinante para decidir que identidad es superior.
Ya que la longitud del tercer campo de la identidad del candidato sucesor es nula
y la cadena nal de las otras dos identidades tiene 2 elementos, se establece que las
identidades con cadena de longitud 2 son superiores.
Al enviar el nodo 5 el mensaje (AVS, 8ta81-2, ta8, <3ta30,2ta2,5ta5,4ta4,1ta1,8ta8>,
F) y el nodo 7 el mensaje (AVS, 8ta81-1, ta8, <4ta40,6ta6,7ta7,3ta3,1ta1,8ta8>, F), tal
y como aparece en la gura 5.38.f, los nodos 5 y 7 dan por nalizado el avance de
las instancias del algoritmo que lanzaron. Una vez que los mensajes AVS dirigidos




































Figura 5.39: Deteccion por un nodo no iniciador que adquiere una identidad simulada
propagada por varios caminos: (g) retroceso de mensajes AVS, (h) reconversion de
mensaje AVSRSP y deteccion nal
mensajes AVS. En una primera fase se forman nuevos mensajes AVS al nodo 1. La
ruta de estos mensajes AVS se corrige para que no incluya la espera entre el nodos
8 y 1 que no es real, es decir, se elimina en ambos mensajes el par 8ta8. Recuerdese
que los mensajes producidos en este mecanismo van marcados en su ultimo campo
con el valor T, indicando que son mensajes en retroceso. Posteriormente, la recepcion
de los mensajes AVS por parte del nodo 1 conlleva el mismo efecto. En esta ocasion,
los mensajes AVS que se generan tienen destinos diferenciados, nodo 4 y nodo 3
respectivamente (ver gura 5.39.g).
El mensaje AVS que llega al nodo 4 es convenientemente almacenado en set st avs4,
mientras que el mensaje AVS que llega al nodo 3 se transforma en un mensaje
AVSRSP al nodo 4. Esta transformacion de un mensaje AVS en un mensaje AVSRSP
es otro ejemplo del mecanismo de reconversion de mensajes AVSRSP. En la seccion
5.2.2.2 se estudio este mismo mecanismo, pero incluido en la accion rcvINFi(j,m).
Aunque en este ejemplo el mecanismo se invoca desde la accion rcvAVSi(j,m), la ma-
nera de convertir el mensaje AVS en un mensaje AVSRSP es identica a la empleada
en la otra accion. El mecanismo se pone en marcha porque la identidad simulada del
nodo 3 (8ta81-2) es superior a la identidad que contiene el mensaje AVS, mAV S.sid =
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8ta81-1. Como el candidato predecesor es menor que el nodo debe almacenar el men-
saje AVS, le corresponde al candidato predecesor tener almacenada esta informacion
en su st avsrspi. Por eso, la informacion del mensaje AVS recibido en 3 se convier-
te en un mensaje AVSRP para el nodo 4 (gura 5.39.h). La necesidad de cambiar
la ubicacion de los mensajes emitidos se debe principalmente al dinamismo y a la
formacion y propagacion de identidades simuladas.
El mensaje (AVSRSP, ta40, 8ta81-2, <4ta40,6ta6,7ta7,3ta3>), que contiene infor-
macion actualizada del candidato sucesor del nodo 4, queda escrito en st avsrsp4.
Combinando adecuadamente la informacion de que dispone el nodo 4 en set st avs4
y en st avsrsp4, se forma un mensaje AVS al nodo 3 con el que se da por extingui-
da la instancia que asumio el nodo 4. La ruta (<3ta30,2ta2,5ta5,4ta40,6ta6,7ta7,3ta3>)
del mensaje AVS generado por 4, representado en la gura 5.39.h, contiene un ciclo.
Cuando el nodo 3 recibe el mensaje en cuestion se produce la deteccion y sera el mismo
nodo 3 el que resuelva el interbloqueo abortando su participacion en el sistema.
Todas las acciones que se ejecutan en este ejemplo aparecen en la tabla 5.7 orga-
nizadas segun la instancia en la que se desarrollan. Junto con esta tabla se muestra
la gura 5.40 con la representacion completa de todos los mensajes que surgen en la
ejecucion de esas acciones. En la misma gura se puede observar la evolucion de las
esperas del grafo que acaba, nalmente, en la formacion del ciclo a detectar.
En el esquema de la gura 5.41, se muestran las instancias que intervienen en
la deteccion de este ejemplo. Inicialmente, los nodos 5, 7 y 8 lanzan instancias del
algoritmo. Mientras las dos primeras siguen su curso con normalidad, la instancia del
nodo 8 se ve afectada por los cambios que experimenta el grafo de esperas. Como
el nodo 8, precisamente, se desvincula de la conguracion de nodos, se ponen en
marcha los mecanismos para que traspase su informacion a otros nodos que sigan
perteneciendo a la conguracion. En este caso la instancia del nodo 8 debe ceder el
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Tabla 5.7: Secuencia de ejecucion para un escenario dinamico con deteccion de men-
saje AVS con identidad simulada propagada por varios caminos.
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Figura 5.40: Deteccion por un nodo no iniciador que adquiere una identidad simulada
propagada por varios caminos.
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control a dos nodos diferentes, nodo 3 y nodo 4. En ejemplos anteriores el nodo que
deja de participar en la conguracion transere el control de la instancia a un solo
nodo, simulando que la instancia sigue desarrollandose sin interrupcion. En cambio,
en este ejemplo, la instancia del nodo 8 debe desdoblarse para representar las dos
lneas de propagacion que siguieron sus mensajes. En consecuencia, cuando el nodo
8 deja de dirigir la instancia que inicio, esta se divide en dos subinstancias. Cada
subinstancia simula, de manera independiente, que la instancia del nodo 8 continua
ejecutandose. La evolucion del grafo de esperas llega a su n cuando se forma un
ciclo. Entonces la instancia del nodo 7 da por nalizada su ejecucion y traspasa la
informacion que acumulo hasta ese momento al nodo 3.
Similarmente, el nodo 5 entrega su informacion al nodo 4 cuando detiene la ejecu-
cion de su instancia. A partir de ese instante solo quedan activas las dos subinstancias
derivadas de la instancia del nodo 8. Aunque podra pensarse que, de las dos subins-
tancias, la que tiene mas posibilidades de llevar a cabo la deteccion del interbloqueo
es la que desarrolla el nodo 4, hay que descartarla porque el nodo 3 cuenta con la
identidad simulada mayor. Por lo tanto, cuando las dos subinstancias comparan sus
identidades simuladas, la que corresponde al nodo 4 debe parar su ejecucion en bene-
cio de la del nodo 3. Finalmente, la instancia que simula a la del nodo 8 y es ejecutada
por el nodo, concluye el proceso de deteccion. El hecho de que la identidad simulada
del nodo 3 sea superior a la del nodo 4 tiene que ver con la cadena de propagacion
de la identidad del nodo 8. En ambos casos la identidad simulada ha superado dos
esperas rotas en su propagacion respectiva hasta el nodo 3 y el nodo 4, pero el nodo 3
dejo de bloquear a su predecesor en un instante posterior al que lo hizo el nodo 4. En
resumen, la relacion de orden establecida para identidades simuladas con cadena de
propagacion de igual longitud viene determinada por el orden en el que se comienza
a romper la espera que los une con cada uno de sus predecesores.
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Figura 5.41: Diagrama de instancias del ejemplo de deteccion con AVS (caso dinami-
co).
5.2.2.5. Deteccion de un ciclo tras la ruptura de un ciclo previo
Como ultimo ejemplo de ejecucion en un escenario dinamico, se muestra la de-
teccion y resolucion de un ciclo que se ha generado en el sistema despues de haberse
detectado y resuelto un interbloqueo previo. Este caso se plantea para que pueda
apreciarse debidamente otra de las ventajas del caracter dinamico del algoritmo que
aqu se presenta. Dado que el sistema evoluciona, una cadena de nodos resultante
de la ruptura de un ciclo puede reorganizarse de nuevo y conformar otro ciclo. Ob-
viamente, en el nuevo ciclo hay cabida para la incorporacion de cualquier nodo del
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sistema, a excepcion del nodo abortado, y tambien es posible que se desligue algun
nodo de los que quedaron de la resolucion del primer ciclo.
Para conseguir que el algoritmo resuelva correctamente un nuevo interbloqueo que
incorpora parte del camino de un interbloqueo anterior y que lo haga de una manera
eciente, es necesario que los mecanismos dinamicos, ya explicados en los ejemplos
anteriores, entren en funcionamiento. Ademas, considerando que la conguracion de
partida es un ciclo roto, el exito y la rapidez en la deteccion del nuevo ciclo recaera en
gran medida en los efectos de la accion Aborti. Tanto elmecanismo de propagacion
de identidades simuladas como el de retroceso de mensajes AVS que incluye
la accion Aborti permiten reutilizar la informacion recopilada por el nodo abortado
antes de que este quede aislado del sistema. El tratamiento de esa informacion es
vital para que el algoritmo se adapte a la nueva conguracion. Con el n de que una
instancia del algoritmo continue su ejecucion y llegue a detectar el nuevo interbloqueo,
se aprovechan los mensajes que uyeron por el sistema. En este punto es donde se
deja entrever una de las ventajas de este algoritmo frente a otras soluciones [112].
La conguracion inicial de este ejemplo es la que se aprecia en la gura 5.42.a.
En ella se pueden observar gracamente los efectos del proceso de resolucion del
interbloqueo mostrado en el la gura 5.40. Recuerdese que el caso anterior conclua
con la deteccion por parte del nodo 3 del ciclo formado por los nodos 3, 2, 5, 4, 6 y
7. En ese interbloqueo el nodo 3 detectaba la situacion y se proclamaba vctima. La
accion Abort3 es la que hace posible que el ciclo se rompa y el nodo 3 pase nalmente
a estado aborted. La ruptura del ciclo tiene lugar gracias a que la espera que une al
nodo 3 con su nodo predecesor, esto es, el nodo 7 desaparece parcialmente. Al mismo
tiempo, la espera con el nodo sucesor (nodo 2) queda eliminada en su tramo inicial.
De todos los efectos que se incluyen en la resolucion del interbloqueo hay que destacar
los que consisten en salvaguardar la informacion que se posee en ese instante. Esta
tarea se lleva a cabo poniendo en marcha los mecanismos dinamicos de retroceso de
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Figura 5.42: Deteccion de un nuevo ciclo tras la ruptura de un ciclo previo: (a) reso-
lucion del interbloqueo previo, (b) formacion del nuevo ciclo.
mensajes AVS que el nodo 3 tenga almacenados en set st avs3 y la propagacion de
la identidad simulada del nodo 3, mediante mensajes INF a todos aquellos nodos
contenidos en setPredToInf3. Como en set st avs3 no hay almacenado ningun mensaje
de tipoAVS, solo se representa en la gura 5.42.a el mensaje INF dirigido al nodo 7. La
identidad simulada que se transmite es exactamente 8ta81-2-1. Parte de esa identidad
(8ta81-2) fue adquirida por el nodo 3 como resultado de la evolucion dinamica que
nalizo al formarse el ciclo detectado. La cadena de propagacion de la identidad tiene
un elemento mas que representa la espera rota entre el nodo 7 y el nodo 3.
El resto de efectos de la accion Abort3 estan relacionados con la inicializacion de
las variables asociadas al nodo 3: setPred3 = ;, setPredToInf3 = ;, sim id3 = 3ta300",
cont3 = 1, st avsrsp3 = NULL y norstAVS3 = true.
La espera que parta del nodo 3 y la espera que nalizaba en el nodo 3 desaparecen
totalmente tras la ejecucion de las acciones StartDelArc2(3,ta30) y EndDelArc7(3) res-
pectivamente. La primera accion hace que el nodo 3 desaparezca tanto del conjunto de
predecesores del nodo 2, setPred2, como del conjunto de predecesores con los que este
contacto, setPredToInf2. En cambio, los efectos de la accion EndDelArc7(3) cambian
el tiempo de activacion del nodo 7 y modican su estado a active-unknown. Con este
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nuevo estado, el nodo 7 queda pendiente de recibir una nueva identidad simulada para
seguir participando en la conguracion de nodos. La identidad simulada que espera
es la que el nodo 3, antes de abandonar el sistema, le enva mediante un mensaje INF
ya que el nodo 3 le haba pasado informacion con anterioridad. La ejecucion de estas
dos acciones completa los efectos la accion Abort3.
La evolucion dinamica que se propone despues del aborto del nodo 3 queda re-
presentada en la gura 5.42.b. Esta representacion evidencia que el nodo 9 establece
una relacion de espera con el nodo 2. Por otra parte, el nodo 6 se activa, desligandose
adecuadamente del nodo 7 y seguidamente se bloquea tambien por el nodo 9. Todas
las modicaciones del grafo de esperas que provocan esta serie de bloqueos y activa-
ciones conducen a la formacion de un nuevo ciclo en el sistema, que el algoritmo tiene
que ser capaz de detectar y resolver. El bloqueo del nodo 9 por el nodo 2 tiene lu-
gar tras la ejecucion secuencial de las acciones StartAddArc9(2) y EndAddArc2(9,ta9).
Como efecto directo de la creacion de esta nueva espera, el nodo 2 genera un mensaje
ALG con destino el nodo 9 para traspasarle la informacion sobre el candidato 5 que
guardo en st alg2. El contenido de ese mensaje ALG, tal y como se observa en la gura
5.42.b, incluye la ruta <2ta2,5ta5> y la identidad simulada del nodo candidato que
inicio el algoritmo, esto es, 5ta5".
Por otra parte, la desactivacion del nodo 6 se logra por medio de los efectos
de las transiciones StartDelArc7(6,ta6) y EndDelArc6(7) en ese orden. La accion
StartDelArc7(6,ta6) provoca la desaparicion del nodo 6 de setPred7 pero no de set-
PredToInf7 porque esta aun pendiente de recibir el mensaje INF del nodo 3. La
accion EndDelArc6(7), que se ejecuta seguidamente, cambia el tiempo de activacion
del nodo 6 a ta60 y modica su estado a active-unknown. En ese estado el nodo 6
puede bloquearse de nuevo, es decir, la conguracion de nodos en la que esta incluido
puede seguir modicandose. A pesar de ello, el intercambio de informacion con otros
nodos queda suspendido hasta que el valor unknown de su variable status.id cambie
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a known. Solo tras la recepcion de un mensaje INF, status.id6 pasa a ser known. La
identidad simulada que debe asumir el nodo 6, despues del aborto del nodo 3, es
transportada en ese mensaje INF. Tal y como se ha mencionado anteriormente, la
formacion del nuevo ciclo tiene lugar cuando el nodo 6 se bloquea por el nodo 9. La
ejecucion consecutiva de las acciones StartAddArc6(9) y EndAddArc9(6,ta60) crea el
nuevo interbloqueo. Los efectos conjuntos de estas acciones hacen que status.alg6 =
blocked manteniendo status.id6 a unknown y que el par (6,ta60) se a~nada al conjunto
de predecesores del nodo 9.
Es precisamente en ese punto de ejecucion cuando se fuerza al nodo 9 a lanzar
una nueva instancia del algoritmo. La accion initiate9 convierte al nodo 9 en un
candidato a detector del nuevo interbloqueo. Para ello manda al nodo 6 un mensaje
ALG con el que pretende difundir su identidad y averiguar si existe otro candidato en
el ciclo con mas posibilidades de detectar y resolver el interbloqueo. El tratamiento
del mensaje ALG, que se genero al formar la espera del nodo 9 al nodo 2, se retarda a
proposito hasta que se hayan completado los efectos de la accion initiate9. El objetivo
de retrasar la accion rcvALG9(2,m) es permitir que un nodo que no participo en el
primer interbloqueo resuelto se incorpore como candidato a detector en el ciclo recien
formado.
En la gura 5.43.c, se representa el instante en el que el mensaje INF que viaja
al nodo 7 todava no ha sido retirado del canal y el mensaje ALG al nodo 6 tampoco
ha sido procesado. Ademas, en esta misma gura el nodo 9 manda un mensaje con
el siguiente contenido (AVS, 9ta9", ta5, <9ta9,2ta2,5ta5>, F). Este mensaje AVS que
va del nodo 9 al 5 es el resultado de ejecutar la accion rstAVS9 y en sus extremos se
localizan los dos nodos candidatos que se han puesto en contacto. Esta accion queda
habilitada tras el procesado del mensaje ALG mediante la accion rcvALG9(2,m).
Como status.alg9 = candidate en el momento de recibir el mensaje ALG, este ya no
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Figura 5.43: Deteccion de un nuevo ciclo tras la ruptura de un ciclo previo: (c) com-
paracion directa de dos candidatos, (d) retroceso de mensaje AVS.
que han entrado en contacto a traves de este mensaje. Por un lado, el candidato
emisor del mensaje ALG, el nodo 5, se anotara como candidato sucesor del nodo 9,
cand succ9 = 5ta5". Al comprobar que la identidad del candidato sucesor es inferior a
su propia identidad simulada (9ta9"), el mensaje ALG se almacena en st alg9 tal cual
ha sido recibido, st alg9 = (5ta5", <2ta2,5ta5>). Vericada la superioridad del nodo
candidato 9 frente al nodo 5, el nodo 9 enviara noticacion al nodo 5 para que este
ultimo deje de considerarse candidato a detector. Esta noticacion se produce en la
transicion rstAVS9 y queda marcada en la variable booleana norstAVS9 = false.
La recepcion por parte del nodo 5 del aviso del nodo 9 desencadena la transmision
de una serie de mensajes de tipo AVS, tal y como se observa en la gura 5.43.d.
En primer lugar, el mensaje AVS se almacena en set st avs5 y automaticamente se
ejecuta la accion sndAVS5 porque el nodo 5 guardaba informacion en su st avsrsp5 de
un candidato mayor con el que contacto. Dado que el nodo 5 posee informacion de dos
candidatos a detector a parte de el, el nodo 5 puede establecer cual de los otros dos
candidatos es el de mayor identidad simulada. Si, como en este caso, la informacion de
st avsrsp5 hace referencia al candidato sucesor del nodo 5, cand succ5 = 8ta8", que es
claramente inferior al nodo candidato 9, 9ta9", que aparece en el mensaje almacenado
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en set st avs5, los almacenes se combinan para formar un mensaje de tipo AVS que va
del nodo 5 al nodo 8. Este mensaje (AVS, 9ta9", ta8, <9ta9,2ta2,5ta5,4ta4,1ta1,8ta8>,
F) pone de maniesto que el nodo 9 es el unico nodo de los tres implicados con
posibilidades de llegar a ser el detector del interbloqueo. Obviamente, si la relacion
de los candidatos conocidos por el nodo 5 fuera al reves, el mensaje enviado sera de
tipo AVSRSP e ira dirigido al nodo candidato que indica el mensaje de set st avs5.
Cuando el nodo 8 recibe el mensaje AVS del nodo 5, no lo almacena en set st avs8
porque se percata de que la informacion que recoge en su ruta no se corresponde con
su identidad actual. Por tanto, queda comprobado que el nodo 1, con el tiempo de
activacion que aparece en la ruta del mensaje AVS, 1ta1, no pertenece al conjunto
de predecesores del nodo 8. En consecuencia, se pone en marcha el mecanismo para
hacer retroceder a un mensaje AVS siguiendo su ruta en sentido inverso. Por ello, el
mensaje AVS que representa este retroceso en la gura 5.43.d tiene como destino el
penultimo nodo de la ruta, el nodo 1. El campo fwd del mensaje va marcado con T
(true) y la ruta del mensaje excluye al nodo 8. En esta misma gura se muestra como
tanto el mensaje INF que va del nodo 3 al nodo 7 como el mensaje AlG dirigido al
nodo 6 procedente del nodo 9, no han llegado todava a sus destinos.
En la gura 5.44.e se plasman los efectos de la recepcion por el nodo 1 del mensaje
AVS en retroceso. De la misma forma que suceda con el mensaje AVS que llego al
nodo 8, el mensaje AVS que alcanza el nodo 1 no se puede almacenar en set st avs1
porque la informacion de su ruta indica que el nodo 4, junto con su tiempo de activa-
cion, ta4, forman parte del conjunto de predecesores del nodo 1 y, en el instante que
se analiza, eso ha dejado de ser cierto. De nuevo, el mecanismo de retroceso de un
mensaje AVS se pone en funcionamiento y el nodo 1 manda un mensaje AVS preci-
samente al nodo 4, con la se~nal de AVS en retroceso, fwd = T, y sin el par (nodo,
tiempo) relativo al nodo 1 en la ruta del mensaje. Una vez que este mensaje AVS
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Figura 5.44: Deteccion de un nuevo ciclo tras la ruptura de un ciclo previo: (e) y (f)
Retroceso de mensajes AVS.
corresponde con esperas reales del grafo. Tras la ejecucion de rcvAVS4(1,m), el nodo
4 esta en condiciones de comparar los candidatos a detector de los que tiene conoci-
miento. En set st avs4 hay informacion del nodo candidato 9, (9ta9"), y, por otro lado,
la identidad del candidato sucesor del nodo 4 es (8ta81-2). Segun estos datos, el nodo
4 combina la ruta del mensaje almacenado en set st avs4 con la ruta de st avsrsp4
para formar el mensaje (AVS, 9ta9", ta3, <9ta9,2ta2,5ta5,4ta40,6ta6,7ta7,3ta3>, F) que
lanza hasta el nodo 3. Como es bien sabido, el nodo 3 es el nodo cuyo aborto resol-
vio el interbloqueo mostrado en la seccion 5.2.2.4 y que se retomo como caso inicial
para este ejemplo. Los otros dos mensajes que se observan en la 5.44.e son el mensaje
INF al nodo 7 y el mensaje ALG al nodo 6, que todava no han sido retirados de los
canales correspondientes.
A continuacion se puede ver en la gura 5.44.f como el nodo 3 no admite el mensaje
AVS procedente del nodo 3 y lo hace retroceder hasta el nodo 7. Aunque el nodo 3
dejo de participar activamente en el sistema cuando aborto, el nodo 3 puede hacer que
ese mensaje sea traspasado al penultimo nodo de la ruta e intentar salvar la mayor
parte de la informacion que contiene. Este proceso es una muestra mas del retroceso
de mensajes AVS, ya explicado, pero el nodo que lo desencadena, a diferencia de casos
anteriores, es un nodo abortado. Tanto el mensaje INF que se dirige al nodo 7 como
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Figura 5.45: Deteccion de un nuevo ciclo tras la ruptura de un ciclo previo: (g) ad-
quisicion de identidad simulada, (h) deteccion nal.
el mensaje ALG que va al nodo 6, que se observan tambien en la gura 5.44.f, son
mensajes que aun no han alcanzando su destino.
En cuanto el mensaje INF del nodo 3 alcanza el nodo 7, los efectos de la accion
rcvINF7(3,m) modican inicialmente la identidad simulada del nodo 7, 8ta81-2-1,
cambian la caracterstica de estado status.id7 a known y originan un mensaje INF
al nodo 6, representado en la gura 5.45.g, con una identidad simulada creada a
partir de la adquirida por el nodo 7. En la anterior conguracion el nodo 7 era un
nodo candidato que haba emitido un mensaje AVS al comparar dos candidatos a
detector de los que tena conocimiento. La se~nal de ello es que la variable inf need7
mantiene su valor a true. Antes de asumir la identidad que viaja en el mensaje INF,
se comprueba que esta es superior a la identidad simulada del nodo 7 anterior a la
recepcion del mensaje INF. Concretamente, se compara mINF .sid de valor 8ta81-2-1
con sim id7 = 7ta7". A la vista de las identidades comparadas, la identidad simulada
que transporta el mensaje INF sera la nueva identidad simulada del nodo 7. En cuanto
al envo de nuevos mensajes INF a nodos que solo esten contenidos en el conjunto de
predecesores a los que informar, el nodo 7 esta obligado a mandar un mensaje INF al
nodo 6 que es el unico nodo que ya no pertenece a setPred7 pero s a setPredToInf7.
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La identidad simulada que se transmite al nodo 6 es 8ta81-2-1-1. Se puede apreciar
que esta identidad simulada coincide con la que le llega al nodo 7, salvo el ultimo
campo que ve incrementada su longitud. La cadena de numeros del campo nal de
la identidad simulada tiene que ver con el numero de nodos (longitud de la cadena)
que reconocieron como mayor candidato al nodo 8, mientras su tiempo de activacion
era ta8, un total de cuatro nodos en este caso.
En la misma gura se puede observar la existencia de un mensaje AVS en retroce-
so, que va desde el nodo 7 al nodo 6. Este mensaje surge en el momento de la recepcion
del mensaje AVS que mando el nodo 3 al nodo 7, rcvAVS7(3,m). En la ruta de este
mensaje, <9ta9,2ta2,5ta5,4ta40,6ta6,7ta7>, esta incluida una espera entre el nodo 6 y
el nodo 7, que ya no esta en vigor, por lo que el mensaje recoge informacion falsa.
La presencia de informacion incorrecta en la ruta del mensaje impide que el nodo
7 lo almacene en set st avs7 y, en lugar de este efecto, se lanza un nuevo mensaje
AVS en retroceso con destino el nodo 6 eliminando de la ruta la espera no valida,
<9ta9,2ta2,5ta5,4ta40,6ta6>. Finalmente, hay que recordar que ni el mensaje ALG ni
el mensaje AVS seran tratados por el nodo 6 hasta que la accion rcvINF6(7,m) sea
ejecutada. Como el nodo 6 quedo pendiente de recoger una nueva identidad simu-
lada, su estado status.id6 sera unknown hasta recibir el mensaje INF del nodo 7.
En ese estado, la recepcion de mensajes tipo ALG, AVS y AVSRSP, que sirven pa-
ra intercambiar informacion de los candidatos a detector, queda suspendida porque
las comparaciones entre candidatos se hacen a partir de sus identidades simuladas
actualizadas convenientemente.
Una vez que el nodo 6 retira del canal el mensaje INF, este adquiere la identidad
simulada 8ta81-2-1-1. Con esta nueva identidad el nodo 6 seguira participando en el
proceso de deteccion del ciclo del sistema, ya que su estado status.id6 pasa a ser known.
La variable status.alg6 tambien se modica como efecto de rcvINF6(7,m), pasando a
ser status.alg6 = candidate. Este cambio de estado del nodo 6 permite incluirlo en el
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grupo de candidatos de entre los que saldra elegido el detector del ciclo. El paso a
candidato del nodo 6 es automatico porque la formacion de la espera que representa
el bloqueo del nodo 6 por el nodo 9 se ha completado antes de que todos los nodos
del ciclo conozcan sus identidades simuladas, es decir, antes de que status.id sea
known para todos los nodos del ciclo. Este hecho posibilita que la evolucion dinamica
del sistema que tiene que ver con la aparicion y la desaparicion de esperas no se
frene. Sin embargo, el intercambio de informacion para el proceso de deteccion no se
simultanea con la construccion del grafo de esperas y requiere de ciertas condiciones
para producirse.
Siendo status.id6 = known, el mensaje AVS originado por el nodo 7 se almacena en
set st avs6 como efecto de la accion rcvAVS6(7,m). Por otra parte, tambien se ejecutan
los efectos de la accion rcvALG6(9,m) ya que status.alg6 = candidate. En primer lugar,
se extrae informacion del mensaje ALG y se anota como candidato sucesor del nodo 6
al nodo 9, mas concretamente, cand succ6 = 9ta9". Posteriormente, se comprueba si la
identidad simulada del nodo 6 (8ta81-2-1-1) es superior a la del candidato sucesor que
acaba de conocerse gracias al mensaje ALG. En este caso, como el candidato sucesor
es obviamente mayor que la identidad simulada del nodo 6, se guarda en st avsrsp6
el mensaje ALG modicando su ruta para que aparezca en ella el nodo 6, st avsrsp6
= (ta60, 9ta9", <6ta60,9ta9>).
Considerando la informacion que posee el nodo 6 tanto en set st avs6 como en
st avsrsp6, despues del intercambio de mensajes realizado, es evidente que este esta en
condiciones de enviar un mensaje al nodo 9. El mensaje que se mandara al nodo 9
es de tipo AVS porque la identidad simulada del mayor candidato del mensaje de
set st avs6, m.sid, coincide con la identidad de cand succ6. La ruta de este mensaje
se forma concatenando la ruta de set st avs6 con la de st avsrsp6 . Como el ultimo
par de la ruta de set st avs6 y el primer par de la ruta de st avsrsp6 tienen el mismo
identicador pero tiempos distintos, se suprime el ultimo par de set st avs6 porque no
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se puede garantizar que su tiempo este actualizado. La ruta resultante esta formada
por los siguientes pares (nodo, tiempo): < 9ta9,2ta2,5ta5,4ta40,6ta60,9ta9>. Al enviar el
nodo 6 este mensaje, elimina, a su vez, el mensaje que ha empleado de set st avs6 para
formarlo y deja marcado inf need6 a true. La gura 5.45.h muestra la fase nal de la
deteccion del interbloqueo formado por los nodos 9, 2, 5, 4 y 6 . De todos los nodos que
componen el ciclo, el nodo 9 es el unico candidato que reune la informacion necesaria
para proclamarse detector y, en denitiva, vctima para resolver el interbloqueo. La
informacion mencionada llega al nodo 9 a traves del mensaje AVS procedente del
nodo 6, que se ha descrito previamente. Dado que el identicador del primer y el
ultimo elemento de la ruta coinciden con el nodo receptor del mensaje (nodo 9), se
tiene constancia de la existencia de un ciclo.
El orden establecido en la ejecucion de las acciones que conducen a la deteccion
se puede consultar en la tabla 5.8. El mecanismo de adquision de identidades simu-
ladas se ha demorado todo lo posible para que se aprecie como el algoritmo hace
frente a esa situacion. La deteccion del ciclo se ve ralentizada mientras la accion
rcvINF7(3,m) no sea ejecutada. Por ejemplo, el mensaje ALG no es retirado por la
accion rcvALG6(9,m) hasta que el nodo 6 asume una nueva identidad. Para ello, de-
be ejecutarse la accion rcvINF6(5,m) y, a su vez, previamente tiene que ejecutarse
rcvINF7(3,m). Se puede observar gracamente la presencia del mensaje INF dirigido
al nodo 7 desde la gura 5.46.a hasta la 5.46.f. En lo que se reere al mensaje ALG,
este aparece por primera vez en la gura 5.46.b y se mantiene hasta la gura 5.46.g.
El esquema de instancias de este ejemplo tiene la particularidad de que algunas
de ellas fueron ya iniciadas en instantes anteriores para la deteccion del interbloqueo
ya resuelto. En concreto, las instancias que lanzaron el nodo 7 y el nodo 5 retoman su
actividad, manteniendo incluso la identidad (simulada) que presentaban en el ejemplo
de la seccion 5.2.2.4. Tambien sigue su curso la instancia que controlaba el nodo 4 en
representacion del nodo 8. Con la identidad que adopta el nodo 4, 8ta81-1, la instancia
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Figura 5.46: Deteccion de un nuevo ciclo tras la ruptura de un ciclo previo.
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Tabla 5.8: Secuencia de ejecucion para un escenario dinamico con deteccion de men-
saje AVS despues de detectar y resolver un interbloqueo previo.
interactua con el resto de instancias que progresan en el sistema.
Antes de que la resolucion del interbloqueo anterior se hiciera efectiva, el nodo
3 transere su identidad para que sea el nodo 7 el que se haga cargo de dirigir su
instancia. Como la evolucion impuesta en el grafo de esperas lleva a que el nodo 7
deje de formar parte de la conguracion considerada, este tendra que transferir el
control de la instancia del nodo 3 al nodo 6 sin ni siquiera hacerlo suyo. La identidad
simulada que le llega al nodo 7 tras el aborto del nodo 3 es 8ta81-2 y la que nalmente
adopta el nodo 6 para dirigir la instancia es 8ta81-2-1.
Por otra parte, poco despues de que el nodo 7 se desligue del grafo de esperas, un
nuevo nodo, el nodo 9, pone en marcha la ejecucion de una nueva instancia. Tras el
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Figura 5.47: Diagrama de instancias del ejemplo de deteccion con AVS (caso dinami-
co).
intercambio de informacion entre el nodo 9 y el nodo 5, la instancia del nodo 5 deja
de estar activa en el proceso de deteccion. Ademas, la instancia del nodo 4 que opera
con la identidad 8ta81-1 se da por terminada cuando en los mecanismos dinamicos
del algoritmo la fuerzan a compararse con informacion residual del nodo 3 (8ta81-2).
As que, una vez nalizada la evolucion del grafo y constituido el ciclo de esperas,
hay dos instancias ejecutandose: la que simula el nodo 6 y la iniciada por el nodo 9.
Sabiendo que la deteccion del interbloqueo la realiza el nodo con la identidad simulada




En este captulo se va a demostrar de una manera formal que el algoritmo pro-
puesto cumple con el cometido para el que ha sido dise~nado, o sea, se comprueba que
funciona correctamente y cumple tanto el criterio de seguridad como de viveza que
se denieron en el captulo 3. Para ello, se muestra que el automata S, que modela la
solucion propuesta, satisface la especicacion del problema, E0.
Para llevar a cabo las pruebas de correccion son necesarias una gran cantidad de
propiedades. Incorporar las demostraciones de todas ellas diculta sobremanera el
seguimiento de las ideas fundamentales sobre las que se basan tanto la prueba del
criterio de seguridad como la del criterio de viveza. Para facilitar la comprension de
la demostracion del algoritmo, se ha decidido ubicar todas las propiedades que se
necesitan en el apendice B organizadas segun sean propiedades relacionadas con el
modelo del sistema, propias del criterio de seguridad y/o de viveza y, nalmente,
las equivalencias entre las variables del medio y del algoritmo. En consecuencia, en
las siguientes secciones solamente se presentan los enunciados de las propiedades mas
relevantes y se intercalan en las explicaciones de como se construyen, a partir de ellas,
cada una de las pruebas de correccion.
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6.1. Prueba de correccion del criterio de seguridad
En este apartado se comprueba que el algoritmo propuesto verica el criterio de
seguridad que se enuncio en el captulo 3. La demostracion consiste basicamente en
conrmar que, si existe un interbloqueo, el algoritmo fuerza el aborto de uno de los
nodos del mismo.
Formalmente, el algoritmo, modelado mediante el automata S, verica el criterio
de seguridad si cumple la precondicion que incluye la accion Aborti del automata S0.
De acuerdo con la teora de Automatas de Entrada/Salida, la existencia de un mapa
de posibilidades de S en S0 facilita la demostracion porque dicho mapa garantiza que
los comportamientos de S son un subconjunto de los comportamientos de S0. Dado
que la demostracion no es inmediata es preciso formular una serie de propiedades que
ayuden a probar que existe el mapa de posibilidades del automata S en S0.
La deteccion de un interbloqueo requiere la recepcion de un mensaje ALG o un
mensaje AVS en el que la ruta contenga una sucesion de nodos que describa un ciclo.
En el caso de un mensaje AVS, el receptor del mensaje debe coincidir tanto con el
primer nodo como con el ultimo de la ruta que incluye. Ademas de asegurar que el
nodo candidato recibe un mensaje con la ruta cumpliendo ese requisito, se tiene que
asegurar que su identidad simulada es la mayor de entre todos los candidatos que haya
en el ciclo. Por otra parte, la deteccion de un interbloqueo mediante un mensaje ALG
implica que en su ruta ya esta incluido el nodo receptor del mensaje. Los ciclos que
se detectan de esta forma solo tienen un nodo candidato y, obviamente, su identidad
simulada es la mayor del ciclo. En consecuencia, se~nalar la vctima precisa analizar
unicamente los nodos de la ruta del mensaje ALG.
Teniendo claras las condiciones en las que se puede producir la deteccion de un
interbloqueo, a continuacion se destacan las propiedades que permiten garantizar la
correcta composicion de las rutas necesarias en la deteccion y la eleccion del candidato
240
6.1. Prueba de correccion del criterio de seguridad
de mayor identidad simulada.
La propiedad B.2.55 se~nala que la ruta contenida en cualquier mensaje ALG o que
este almacenada en la variable st alg de cualquier nodo cumple, en cualquier instante
de ejecucion del sistema, una serie de caractersticas. Considerando la existencia de
un nodo i que tiene una relacion de espera real con el nodo que le precede en la ruta
analizada, se garantiza que todos los nodos anteriores al nodo i en la ruta son dummy
y sus relaciones de espera estan registradas correctamente en la ruta.
Aunque el estado del nodo destino del mensaje ALG puede ser cualquiera de los
que se corresponden con el valor blocked en el medio, el emisor del mensaje tiene
que ser el primer nodo de la ruta y el nodo destino debe pertenecer al conjunto
de predecesores de este nodo. Respecto al primer nodo que aparece en una ruta
almacenada en la variable st alg, este podra coincidir o no con el nodo que almacena
la ruta. En la primera situacion, se sabe que el estado del nodo es dummy y, por tanto,
la ruta ha sido transmitida mediante un mensaje ALG al nodo que le precede si es
que lo hubiere. Si, por el contrario, no hay coincidencia entre el nodo que almacena
la informacion y el primer nodo de la ruta almacenada, se conrma que el estado del
nodo que tiene almacenada la ruta es candidate y que es un predecesor del nodo que
aparece en primera posicion en la ruta. En este caso se asume que el nodo candidato
deja de propagar la ruta a traves de un mensaje ALG y pone en funcionamiento otros
procedimientos para intercambiar informacion con otro candidato. El enunciado de
la propiedad comentada es el siguiente:
Sea fj, kg  N , sea sid 2 T, sea p 2 P tal que p = (n1, t1)(n2, t2) : : :
(nm, tm). Si 9 i con 1 < i  m tal que (ni 1, ti 1) 2 s.setPredni entonces
((ALG, s.taj, sid, p) 2 s.channel(k, j ) ) 8 l < i : (nl,s.tanl) 2
s.setPrednl+1 ^ s.status.algnl = dummy ^ (j, s.taj) 2 s.setPredn1 ^
s.statej = blocked ^ n1 = k) ^
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(s.st algj = (sid, p))8 l < i : (nl,s.tanl) 2 s.setPrednl+1 ^ s.status.algnl
= dummy ^ ((s.status.algj = dummy ^ n1 = j ) _ ((j, s.taj) 2
s.setPredn1 ^ s.status.algj = candidate))).
La ruta contenida en un mensaje ALG o almacenada en st alg contiene una serie
de pares (nodo, tiempo) que puede coincidir total o parcialmente con las relaciones de
espera existentes en el sistema en un instante de tiempo. El nodo de la ruta a partir
del cual ya no hay correspondencia entre lo registrado en la ruta y las esperas reales
del sistema es el que permite asegurar, segun su estado y su identidad simulada, la
evolucion correcta del sistema.
En este punto de la demostracion es necesario denir el concepto de camino o ruta
borrada para simplicar la notacion de las propiedades.
Denicion 6.1.1. Camino borrado entre dos nodos del grafo, ewait(i, j, p, s). Se dice
que, segun la informacion recopilada por el algoritmo en un estado s 2 states(S0),
hay una espera indirecta borrada entre un nodo i 2 N y un nodo j 2 N a traves de
una ruta p = (n1, t1)(n2, t2) : : : (nm, tm), almacenada en st alg, st avsrsp o incluida
en mensajes ALG y AVSRSP, denotado como ewait(i, j, p, s), si y solo si:
n1 = i ^ nm = j
8 k < m: (nk, tk) 2 s.setPredToInfnk+1 ^ (nk, tk) =2 s.setPrednk+1
8 k < m: s.status.idnk+1 = unknown ^ s.t unknk = tk
Si el nodo a partir del cual las esperas del sistema han sido eliminadas conoce su
identidad simulada y su estado es candidate, victim o active, su identidad simulada
es mayor o igual que la del campo sid del mensaje ALG o del mensaje almacenado
en st alg. En caso de que el nodo desconozca su identidad simulada, status.id es
unknown, y si antes de activarse hubiera sido candidate con la variable inf need a
true, la identidad simulada es mayor o igual a la del mensaje correspondiente mensaje
ALG. En esta siuacion, el nodo esta a la espera de un mensaje INF que le permita
pasar a known. Ese mensaje INF procedera del nodo posterior a el en la ruta o
242
6.1. Prueba de correccion del criterio de seguridad
se ira propagando a traves de los nodos que forman parte de la ruta pero ya no
representan esperas reales.
Cuando el nodo es dummy o no conoce su identidad simulada (unknown) y antes
de activarse era dummy (inf need vale false), sucede algo similar al caso anterior.
El nodo tambien espera recibir un mensaje INF con la identidad simulada que debe
adquirir. Ese mensaje puede ser directo o llegar mediante sucesivas propagaciones de
mensajes INF pasando por los nodos que conforman la parte ewait de la ruta del
mensaje contenida en el ALG o en el almacen de este tipo de mensajes, st alg. En
estos casos, se cumple que el campo sid del mensaje INF es mayor que el campo
del mensaje sid del mensaje ALG o de st alg. En la propiedad B.2.56 del apendice
B se comprueban las caractersticas que cumple la ruta asociada a un mensaje ALG
y se se~nala cual es la identidad simulada mayor de los nodos que la componen. A
continuacion, se muestra el enunciado de dicha propiedad.
Sea fj, k, xg  N , sea fsid, sid0g 2 T y sea fp, p0g 2 P tal que p =
(n1, t1)(n2, t2) : : : (nm, tm). Si (ALG, s.taj, sid, p) 2 s.channel(nk, nj) _
s.st algnj = (sid, p) ^ 9 i con 1 < i  m tal que (ni 1, ti 1) 2 s.setPredni
^ (ni, ti) =2 s.setPredni+1 )
((s.status.algni 2 fcandidate, victim, activeg ^ s.status.idni = known
^ s.sim idni  sid) _
(s.status.idni = unknown ^ s.inf needni = true ^ s.sim idni  sid ^
 ((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) _
 (ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel(x,
last(p0).id))))
_
((s.status.algni = dummy _ (s.status.idni = unknown ^ s.inf needni
= false)) ^
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 (((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) ^ sid0 > sid) _
 (ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel(x,
last(p0).id)) ^
 ((last(p).id 2 nodes(p0) ^ s.sim idlast(p):id  sid ^ 8 (x, tx) 2
(visited nodes(p)  last(p)): s.inf needx = false ^ s.inf needlast(p):id
= true) _
 (last(p).id =2 nodes(p0) ^ sid0 > sid ^ 8 (x, tx) 2 visi-
ted nodes(p0): s.inf needx = false))))))
A partir de estas dos propiedades, se asume que existe un ciclo si en un mensaje
ALG aparece el nodo ni en su ruta y este nodo es el receptor del mensaje (nj = ni).
Al recibir el mensaje, basta con que el nodo ni sea candidate para que se produzca la
deteccion del interbloqueo. En esta situacion, el resto de nodos del ciclo son dummy
y han retransmitido el mensaje ALG, llegando a conformar la ruta del mensaje ALG
que llega al nodo ni. Como las esperas registradas en la ruta son reales hasta el nodo
ni (condicion impuesta en ambas propiedades), el tratamiento del mensaje esta ga-
rantizado (m.ta = tani). En el caso de que el nodo no fuera candidate, la ultima
propiedad comentada pone de maniesto que los mecanismos que lo convertiran en
candidato y le haran adquirir una identidad simulada se estan ejecutando.
A la hora de comparar las identidades simuladas de los nodos candidatos es im-
portante tener en cuenta lo que dice la siguiente propiedad (ver demostracion en el
apendice B, propiedad B.2.57). En ella se asegura que las identidades simuladas son
unicas. En consecuencia, no se pueden encontrar dos nodos con la misma identidad
simulada y, ademas, ningun mensaje INF puede contener en su campo sid la identi-
dad simulada de un nodo en el mismo estado porque antes de propagar una identidad
simulada se a~nade al ultimo campo de dicha identidad el elemento cont, que lo hace
diferente a todos los valores que ya existen y a los que un mismo nodo va a propagar
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entre sus predecesores.
Sea (id, t, ) 2 T, se verican simultaneamente las aserciones A1 y A2.
A1 : 9 i 2 N tal que s.sim idi = (id, t, ) )
C1-1 : 8 j 2 N tal que j 6= i se verica que s.sim idj 6= (id, t, ) ^
C1-2 : 8 fj, kg  N , 8 m 2 MINF , si m 2 s.channel(j, k) entonces
m.sid 6= (id, t, ) ^
C1-3 : Si  =  tal que  2 N* y  2 N + ^ 9 j 2 N que verica
s.sim idj = (id, t, ) entonces s.contj > rst().
A2 : 9 fi, jg  N ^ 9 m 2 MINF tal que m 2 s.channel(i, j ) vericando
m.sid = (id, t, ) ) 8  2 N*:
C2-1 : 8 k 2 N se verica que s.sim idk 6= (id, t, ) ^
C2-2 : 8 fk, lg  N : k 6= i _ l 6= j, 8 m 2 MINF , si m 2 s.channel(k,
l) entonces m.sid 6= (id, t, ) ^
C2-3 : Si  =  tal que  2 N* y  2 N + ^ 9 k 2 N que verica
s.sim idk = (id, t, ) entonces s.contk > rst().
Seguidamente, se analiza la deteccion de un interbloqueo cuando en el ciclo hay
mas de un candidato y es necesario que el candidato de mayor identidad simulada
reciba un mensaje AVS, en el que la ruta describa una relacion de esperas cclica entre
sus nodos. La formacion de este mensaje AVS requiere la recepcion de una serie de
mensajes AVS y AVSRSP y la combinacion de sus rutas que se almacenan en las
variables set st avs y st avsrsp, respectivamente. Por ello, es imprescindible enunciar
una gran propiedad en la que esten perfectamente caracterizados y se controlen las
rutas involucradas y la seleccion de la mayor identidad simulada de los candidatos
que van intercambiando este tipo de mensajes.
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Las rutas que aparecen en los mensajes AVS y AVSRSP y que estan almacenadas
en set st avs y st avsrsp pueden haber perdido validez despues posibles evoluciones
dinamicas del sistema. En esta situacion hay que asegurar que el algoritmo aporta
mecanismos, bien para que esa informacion se adapte a las nuevas relaciones de espera
entre nodos y se siga utilizando o bien, para que se pueda suprimir y deje de usarse.
La siguiente propiedad permite controlar las caractersticas de las rutas consideradas
suponiendo que existe un nodo ni, a partir del cual los pares que le suceden en la ruta
ya no describen una conguracion de esperas reales. Debido a su extension y para
facilitar su comprension, se va tratar de explicar por partes. El enunciado completo
de la propiedad y su demostracion se encuentran en el apendice B, propiedad B.2.58.
El antecedente de esta propiedad, comun para las siguientes partes, es:
Sea fn, n0g  N , sea ft, t0g 2 N, sea fb, b0g 2 ftrue, falseg, sea fsid, sid0g
 T y sea fp, p0g  P tal que p = (n1, t1)(n2, t2) : : : (nj, tj). Si ((sid, t,
p, b) 2 s.set st avsnj _ (AVS, sid, t, p, b) 2 s.channel(n, nj) _ (t, sid, p)
= s.st avsrspn1 _ (AVSRSP, t, sid, p) 2 s.channel(n, n1)) ^ 9 i con 1 <
i  j tal que (ni 1, ti 1) 2 s.setPredni ^ (ni, ti) =2 s.setPredni+1 entonces:
Inicialmente, se especican una serie de caractersticas que presentan las rutas
analizadas y que se cumplen en todas ellas hasta el nodo ni que separa la parte de
ruta que es real de la obsoleta. La parte de la ruta que es valida verica que su
primer nodo es candidato y que el resto de nodos, sin incluir el nodo ni, mantiene su
tiempo de activacion desde que se incorporo a la ruta, conoce su identidad simulada
(status.idnl = known) y su estado es dummy o candidate. Ademas, de ser alguno de
ellos candidato, habra intercambiado informacion con otros candidatos de la ruta y su
identidad simulada sera inferior al campo sid tanto de los mensajes AVS y AVSRSP
como de las variables donde se almacenan estos mismos mensajes.
1: s.status.algn1 = candidate ^
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2: p = 1  2 con last(1) = (ni, ti) ^ wait(n1, ni, 1, s) ^
3: 8 l < i : s.status.idnl = known ^
4: 8 l tal que 1 < l < i : (s.status.algnl = dummy _ (s.status.algnl =
candidate ^ sid > s.sim idnl ^ s.inf neednl = true)) ^
5: 8 l < i : s.t unknl = s.tanl ^
Otra particularidad que cumplen los mensajes almacenados en set st avsnj es que
todos los nodos que aparecen en su ruta se corresponden con esperas reales, esto es,
ni = nj. El estado del nodo nal de la ruta puede ser: candidate, active, victim o
estar a la espera de conocer su identidad simulada, s.status.idni = unknown. Por otra
parte, el campo sid del mensaje almacenado coincidira con la identidad simulada del
primer nodo de la ruta y sera mayor que la del ultimo nodo de la ruta.
6: (sid, t, p, b) 2 s.set st avsnj )
(ni = nj ^
(s.status.algni 2 fcandidate, active, victimg _ s.status.idni = unk-
nown) ^
(((sid0, t0, p0, b0) 2 s.set st avsn0 _ (AVS, sid0, t0, p0, b0) 2 s.channel(n,
n0)) ) rst(p0) 6= (n1, t1)) ^
(sid = s.sim idn1 ^ s.sim idn1 > s.sim idnj) ^
s.norstAVSn1 = false ^ s.st avsrspn1 = NULL) ^
Los mensajes AVS dirigidos al ultimo nodo de su ruta cumplen que su campo sid
coincide con la identidad simulada del primer nodo de su ruta. Ademas, se cumple
que el primer nodo de la ruta ha enviado un mensaje AVS al recibir el mensaje
ALG del candidato mas proximo a el y, por tanto, su correspondiente st avsrspn1
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esta vaco. La propiedad tambien niega la posibilidad de que, en el mismo instante de
ejecucion, exista un mensaje AVS propagandose o ya almacenado, cuyo primer nodo
de la ruta sea exactamente el primer nodo de la ruta del mensaje AVS que se estudia.
El nodo ni puede que no conozca su identidad simulada, s.status.idni = unknown,
o hallarse en alguno de los siguientes estados: candidate, active, victim, aborted y
dummy. Siendo dummy, el nodo ni cumplira que no se ha activado todava si la ruta
registra esperas no existentes o es un mensaje AVS que viaja en retroceso si la ruta
completa representa esperas reales. En cualquiera de los dos casos el tiempo del nodo
ni que aparece en la ruta es su tiempo actualizado.
7: (AVS, sid, t, p, b) 2 s.channel(n, nj) )
((s.status.idni = unknown _ s.status.algni 2 fcandidate, active, vic-
tim, abortedg _ (s.status.algni = dummy ^ s.tani = ti ^ ((b = true
^ ni = nj) _ (s.blockerni = ni+1 ^ ni 6= nj)))) ^
(((sid0, t0, p0, b0) 2 s.set st avsn0 _ (AVS, sid0, t0, p0, b0) 2 s.channel(n,
n0)) ) rst(p0) 6= (n1, t1)) ^
sid = s.sim idn1 ^
s.norstAVSn1 = false ^ s.st avsrspn1 = NULL) ^
Los mensajes AVSRSP almacenados en st avsrspn1 o que se dirigen a este nodo se
caracterizan por contar con un campo sid mayor que la identidad simulada del primer
nodo de la ruta. Si la ruta se corresponde totalmente con las esperas existentes en
el sistema (ni = nj), el estado del ultimo nodo de esa ruta unicamente puede ser:
candidate, active, victim o puede estar a la espera de conocer una nueva identidad
simulada de otro nodo candidato al que ya no le unen esperas reales. En cualquier
caso, la identidad simulada del ultimo nodo sera mayor o igual que la que procede
del mensaje AVSRSP.
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Cuando en la ruta hay registrados pares en su parte nal, que no guardan relacion
con las esperas actuales del sistema (ni 6= nj), el nodo ni puede encontrase en diferentes
situaciones.
Si ni conoce su identidad simulada (status idni = known) siendo candidate con
inf needni a false, active o victim, el valor de su identidad simulada es superior o igual
al campo sid de la rutas referidas a un mensaje AVSRSP.
Por el contrario, si el nodo ni no conoce su identidad simulada (status idni =
unknown) o aunque la conozca, esta a punto de activarse y su status idni pasara a ser
unknown, la propiedad garantiza que habra un mensaje INF proximo a alcanzar el
nodo ni o que debera propagarse a traves de los elementos de una ruta que incluye, al
menos, a los pares que no se asocian a esperas actuales (camino denido como ewait).
La identidad simulada que viaja en ese mensaje INF es mayor que la que aparece en
los mensajes AVSRSP o en su respectivo almacenamiento.
8: ((t, sid, p) = s.st avsrspn1 _ (AVSRSP, t, sid, p) 2 s.channel(n, n1)) )
(sid > s.sim idn1 ^
((ni = nj ^ (s.status.algni 2 fcandidate, active, victimg _ s.status idni = unk-
nown) ^ s.sim idni  sid) _
((ni 6= nj ^ ni = n1) ^
 (((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) ^ sid0 > sid) _
 ((ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel(n,
last(p0).id) ^ sid0 > sid)))) _
((ni 6= nj ^ ni 6= n1) ^
 ((s.status.algni 2 fcandidate, active, victimg ^ s.status idni = known ^
s.inf needni = false ^ s.sim idni  sid) _
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 ((s.status idni = unknown ^ s.inf needni = true) _ (s.status.algni = can-
didate ^ s.inf needni = true ^ s.blockerni = ni+1) ^
1. ((sid, t, p   rst(p)) = s.st algn1 ^
 ((((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) ^ sid  s.sim idni)
_
 (ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel(n,
last(p0).id) ^ sid  s.sim idni))) _
2. ((sid, t, p   rst(p)) 6= s.st algn1 ^
 (((INF, sid0, s.t unkni) 2 s.channel(ni, ni+1) ^ sid0> sid > s.sim idni)
_
 (ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel(n,
last(p0).id) ^ sid0 > sid > s.sim idni))))) _
 ((s.status.algni = dummy ^ s.blockerni = ni+1) _ (s.status.idni = unknown
^ s.inf needni = false) ^
1. (((sid, t, p   rst(p)) = s.st algn1 ^
 (((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) ^ sid0 > sid) _
 (ewait(ni, last(p0).id, p0, s) ^ (INF,sid0, s.t unklast(p0):id) 2 s.channel(n,
last(p0).id) ^
 ((last(p).id 2 nodes(p0) ^ s.sim idlast(p):id  sid ^ 8 (x, tx) 2 (vi-
sited nodes(p0)  last(p)) ^ s.inf needx = false ^ s.inf needlast(p):id
= true) _
 (last(p).id =2 nodes(p0) ^ sid0> sid ^ 8 (x, tx) 2 visited nodes(p0)
^ s.inf needx = false)))) _
2. ((sid, t, p   rst(p)) 6= s.st algn1 ^
 (((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) ^ sid0 > sid) _
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 ((ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel
(n, last(p0).id) ^ sid0 > sid)))))))))))
Aplicando esta propiedad a la ruta que hace que un mensaje AVS sirva para
detectar un interbloqueo, se conrma que el candidato receptor se transforma en
victim. La ruta que representa un ciclo de esperas reales cumple que el destino de este
mensaje AVS, nj, coincide con ni y, ademas, en la primera posicion de la ruta tambien
aparece el identicador de este mismo nodo. Por otra parte, esta misma propiedad
permite asegurar que la identidad simulada del nodo que recibe el mensaje AVS de
deteccion es la mayor de los candidatos del ciclo y es igual a la que se incluye en el
mensaje AVS. De esta forma, no hay duda de que el resto de candidatos han quedado
descartados de la eleccion de vctima porque han participado en la combinacion de la
ruta admitiendo que su identidad simulada es inferior. Si en el proceso de formacion
del ciclo las rutas que se van combinando recogen esperas que ya no existen en el
sistema, la propiedad tambien indica la manera en la que la ruta se va corrigiendo y
la forma en que se pueden propagar las identidades simuladas de candidatos obsoletos.
Por ultimo, la existencia de un nodo vctima implica que existe un ciclo en el que
todos los nodos conocen su identidad simulada, status.id contiene el valor known, y
el resto de nodos del ciclo son dummy o candidate. El enunciado de esta propiedad
aparece seguidamente y la demostracion de la misma se puede revisar en el apendice
B, propiedad B.2.59.
9 i 2 N tal que s.status.algi = victim ) 9 p 2 P tal que wait(n, n, p, s)
^ 8 l 2 nodes(p) se verica que s.status.idl = known ^ 8 l 2 nodes(p) n
fig: s.status.algl = dummy _ s.status.algl = candidate.
Con estas propiedades ya se puede comprobar que el conjunto de comportamien-
tos de S es un subconjunto de los comportamientos de S0. Para ello, basta con en
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demostrar la existencia de un mapa de posibilidades de S en S0. As que, en primer
lugar, debe denirse una funcion que permita establecer ese mapa de posibilidades.
Denicion 6.1.2. Funcion h: states(S ) ! 2states(S0). Se dene la funcion h como la
funcion que asocia a cada estado s del automata S el subconjunto de estados h(s) de
S0 que verican:
t 2 h(s) ,
8 i 2 N : t.set waitersi = s.set waitersi
8 i 2 N : t.bockeri = s.blockeri
8 i 2 N : t.t activi = s.t activi
8 i 2 N : t.statei = s.statei
Tras denir la funcion h, se comprueba que h representa un mapa de posibilidades
de S en S0.
Propiedad 6.1.1. La funcion h es un mapa de posibilidades de S en S0.
Demostracion: Considerando la teora de Automatas de Entrada/Salida, para de-
mostrar que h es un mapa de posibilidades de S en S0 es necesario vericar:
Input(S ) = Input(S0) y Output(S ) = Output(S0). Obvio a partir de las deni-
ciones establecidas en las guras 3.22 y 4.16.
t0 2 h(s0). La denicion de los estados iniciales de ambos automatas permite
comprobar la condicion:
 8 i 2 N : t0.set waitersi = s0.set waitersi = ;
 8 i 2 N : t0.bockeri = s0.blockeri = NULL
 8 i 2 N : t0.t activi = s0.t activi = 1
 8 i 2 N : t0.statei = s0.statei = active
Si s es un estado alcanzable de S, t 2 h(s) un estado alcanzable de S0 y (s, ,
s0) un paso de S, entonces se cumple:
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 Si  2 acts(S0) entonces (t, , t0) 2 steps(S0) con t0 2 h(s0). Las acciones
de S0 modican de igual modo las variables ya que las acciones de salida
de ambos automatas tienen en comun todos los efectos que afectan a las
variables que denen el mapa. Ademas, las acciones f 8 fi, jg 2 N , 8 t 2
N StartAddArci(j ), EndAddArci(j, t), StartDelArci(j, t), EndDelArci(j )g
presentan las mismas precondiciones tanto en S como en S0. En el caso de
la accion Aborti 8 i 2 N , basta aplicar la propiedad B.2.59 para concluir
que su precondicion en S implica la correspondiente precondicion en S0.
Por consiguiente, (t, , t0) 2 steps(S0) con t0 2 h(s0).
 Si  =2 acts(S0) entonces t 2 h(s0). En este caso la accion  se corres-
ponde con una de las acciones internas de S y se comprueba facilmente
que ninguna de esas acciones modica las variables set waitersi, blockeri y
t activi. Sin embargo, la variable status.algi, que tiene a la variable statei
como su equivalente en S0, puede cambiar de valor al ejecutarse la accion
. Si s.status.algi 2 fblocked, candidateg y se ejecuta alguna de las accio-
nes internas de S, se pueden alcanzar los siguientes estados s0.status.algi 2
fcandidate, dummy, victimg. Todos los valores de status.algi mencionados
se corresponden con el valor statei = blocked (propiedad B.3.4). Esto im-
plica que s.statei = s0.statei = blocked y, por tanto, la accion  tampoco
modica esta variable. En conclusion, t 2 h(s0).

Una vez establecido el mapa de posibilidades, se debe comprobar que los compor-
tamiento de S son un subconjunto de los de S0.
Teorema 6.1.1. Seguridad. Los comportamientos del automata S son un subconjunto
de los comportamientos del automata S0, es decir, behs(S)  behs(S0).
Demostracion: Para demostrarlo es suciente con asegurar que existe un mapa de
posibilidades de S en S0. As que, teniendo en cuenta la propiedad 6.1.1, se conrma
que la funcion h denida en 6.1.2 es un mapa de posibilidades de S en S0 y, por tanto,
el teorema es cierto. 
En conclusion, dado que S verica las mismas propiedades de seguridad que S0
y se sabe que en S0 solamente un proceso que forme parte de un interbloqueo puede
abortar, en S tambien se cumple eso mismo. De esta forma, el algoritmo descrito por
el automata S cumple el criterio de seguridad.
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6.2. Prueba de correccion del criterio de viveza
En esta seccion se demuestra que el algoritmo verica el criterio de viveza expuesto
en el captulo 3. El cumplimiento de este criterio permite asegurar que cualquier
interbloqueo que aparezca en el sistema se resolvera en un tiempo nito. Para proceder
a esta demostracion se asume que el sistema denido por el automata S cumple una
propiedad de equidad debil sobre la particion del mismo. Esta propiedad garantiza
que si hay una clase de la particion de S, Part(S ), que esta habilitada continuamente,
nalmente se ejecuta alguna de las acciones de esa clase.
Cuando un nodo candidato recibe un mensaje que permite garantizar que el es
el nodo de mayor identidad simulada de entre todos los candidatos que conforman
un interbloqueo, se asume que el interbloqueo ha sido detectado y el valor asociado
a su variable status.alg pasa a ser victim. Dado que el interbloqueo es una situacion
estable durante el tiempo que se resuelve, el nodo que detecta el interbloqueo sigue
formando parte de este hasta que aborta. Esta idea queda enunciada en la siguiente
propiedad (su demostracion se puede localizar en la propiedad B.2.60 del apendice
B):
Sea  = s0 1 s1 : : : z sz : : : una ejecucion de S,  2 execs(S ). 8 i 2
N se verica que sz 1.status.algi = victim ) sz.status.algi = victim _
sz.status.algi = aborted.
Considerando este resultado y dado que las ejecuciones del sistema son equitativas,
se puede armar que si el nodo i es el candidato que detecta el interbloqueo, entonces
ese nodo sera el que nalmente aborte. La demostracion de esta armacion aparece
como propiedad B.2.61 del apedice B. A continuacion se formula la propiedad.
Sea  = s0 1 s1 : : : z sz : : : una ejecucion de S,  2 execs(S ). 8 i 2 N
se verica que 9 z0 tal que sz0.status.algi = victim ) 9 zn > z0 tal que
szn.status.algi = aborted.
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As que, si se detecta un interbloqueo, este siempre se resuelve. Para continuar la
demostracion del criterio de viveza, sera suciente con asegurar que todo interbloqueo
que aparece en el sistema nalmente es detectado. Como la deteccion de un interblo-
queo implica que el candidato de mayor identidad simulada reciba un mensaje en el
que quede constancia de esa superioridad, habra que comprobar que se genera y se
enva ese mensaje.
Es importante recordar que cuando termina de formarse un ciclo en el sistema, los
nodos pueden presentar diferentes estados, pero todos ellos son asimilables al estado
blocked de la variable state del automata S. Otra caracterstica obligada de los nodos
para que la deteccion del interbloqueo sea factible es que tengan conocimiento de su
identidad simulada, o sea, que la variable status.id asociada a cada uno de los nodos
del ciclo sea known. Como pone de maniesto esta propiedad, ambos requisitos llegan
a cumplirse (ver demostracion de la propiedad B.2.66 del apendice B):
Sea p 2 P+ un ciclo en el estado sz, C(p, sz), 8 n 2 nodes(p) ^ 8 z0 >
z se verica que sz0.staten = blocked ) 9 z00: z00 > z ^ 8 n 2 nodes(p),
sz00.status.idn = known.
La siguiente propiedad indica que, de todos los nodos candidatos existentes en
un ciclo, solo uno de ellos llegara a convertirse en vctima y, por tanto, detectar el
interbloqueo y resolverlo. El enunciado de la propiedad se muestra seguidamente y su
demostracion se puede observar en la propiedad B.2.68 del apendice B.
Sea p 2 P+ un ciclo en el estado sz, C(p, sz). 8 z0 > z : 9 i 2 nodes(p)
tal que 8 n 2 nodes(p) n fig: sz0.status.algn 6= candidate ) 9 z00 > z :
sz00.status.algi = victim.
Asumiendo que solo los nodos candidatos de un ciclo pueden ser los que detecten
un interbloqueo y que unicamente uno se puede encargar de resolverlo, se pasa a
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analizar como se identica unvocamente al candidato detector de entre los posibles
candidatos que haya. Si en el ciclo solamente hay un nodo candidato, la deteccion
se realiza a traves de un mensaje ALG. El candidato recibira este mensaje y descu-
brira que es el mensaje que el envio inicialmente (casos estaticos) porque en la ruta
del mismo aparece su identidad y tiempo de activacion, o bien que es un mensaje que
retransmitio sin ser candidate y, tras una evolucion dinamica del sistema, le vuelve a
llegar siendo en ese instante un nodo candidato. La propiedad esta demostrada en el
apendice B, propiedad B.2.67.
Sea p 2 P+ un ciclo en el estado sz, C(p, sz). 8 n 2 nodes(p) se tiene que:
sz.status.algn 6= victim ^ 8 z0 > z, C(p, sz0)) 9 z00  z ^ 9 i 2 nodes(p):
sz00.status.algi = candidate ^ 9 fx, ng  nodes(p): 9 m 2 MALG tal que
m 2 sz00.channel(n, x ) ^ m.ta = sz00.tax ^ (x, t) 2 sz00.setPredn ^ m.path
= 1(i, t)2, siendo 1, 2 2 P.
Sin embargo, si en el ciclo hay al menos dos candidatos, la deteccion tendra lugar
despues de que ellos hayan intercambiado informacion sobre las identidades simuladas
de los candidatos que han conocido. Como se expone en la proxima propiedad, en
cualquier ruta en la que haya varios candidatos, uno de ellos sera el de mayor identidad
simulada y se podra establecer una ordenacion de los candidatos que haya porque las
identidades simuladas del sistema cumplen una relacion de orden y no hay dos iguales.
Sea  = s0 1 s1 : : : z sz : : : una ejecucion de S. Sea p 2 P+ tal que p =
(n1, t1).(n2, t2) : : : (nj, tj). Se verica que 9 z0: 8 z  z0 tal que wait(n1,
nj, p, sz) ^ sz.status.algn1 = sz.status.algnj = candidate ^ 8 n 2 nodes(p),
sz.status.algn 6= victim:
sz.sim idnj > sz.sim idn1 > max (fsz.sim idnl : 1 < l < j nl 2 nodes(p)
^ sz.status.algnl = candidateg) ) 9 zm  z0 tal que 8 zn  zm se
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verica que szn.cand succn1 = (szn.sim idnj .id, szn.sim idnj .ta, nu),
siendo nu  szn.sim idnj .nu ^
sz.sim idn1 > sz.sim idnj > max (fsz.sim idnl : 1 < l < j nl 2 nodes(p)
^ sz.status.algnl = candidateg) ) 9 zm  z0 tal que 8 zn  zm se
verica que (szn.sim idn1 , t, p, false) 2 szn.set st avsnj tal que t1 =
szn.tan1 ^ t 2 N.
Ese candidato es visto por el segundo candidato mayor como un nodo que, o bien
le sucede, o bien le precede en las relaciones de espera registradas en la ruta consi-
derada. Segun como sea la relacion de espera que hay entre ellos, el candidato con
la segunda mayor identidad simulada de la ruta conocera al mayor de los candida-
tos gracias al intercambio de mensajes. Si el candidato mayor es su sucesor, en su
correspondiente variable cand succ llegara a estar almacenada la identidad simulada
del candidato mayor. Por el contrario, si el candidato de mayor identidad simulada
de la ruta considerada precede o esta esperando por el segundo candidato mayor,
surgira un mensaje AVS procedente del candidato mayor y dirigido al segundo ma-
yor. Ese mensaje se procesara adecuadamente quedando almacenado en la variable
set st avs. De entre toda la informacion que contiene el mensaje, la identidad simu-
lada del candidato mayor es la mas relevante para la continuidad de la busqueda del
candidato mayor en la ampliacion de esa ruta. La comprobacion de esta propiedad se
puede encontrar como en el apendice B, propiedad B.2.75.
Por tanto, teniendo en cuenta esta ultima propiedad, se va ampliando la ruta con-
siderada hasta que coincida exactamente con la del ciclo que se tiene que detectar.
Sabiendo que los candidatos llegan a contar con informacion de la identidad del can-
didato mayor que les precede o les sucede, segun la conguracion de esperas del ciclo,
se alcanzara una situacion en la que todo candidato dispondra de informacion de un
candidato que le sucede y de un candidato que le precede, siendo ambos mayores
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que el. Dado que conoce la identidad simulada de esos dos candidatos, mediante un
mensaje puede traspasar al menor de los dos la identidad del mayor. Esta manera de
comparar las identidades simuladas involucra siempre a tres nodos candidatos. Cada
vez que un nodo procede a se~nalarle a otro cual de ellos es el de mayor identidad
simulada, este se autodescarta de la seleccion de vctima. Como el numero de candi-
datos del ciclo es nito y en este proceso se va reduciendo el numero de nodos que
pueden seguir comparando sus identidades simuladas, llegara un momento en el que la
comparacion de identidades simuladas sea entre dos candidatos. De esos dos ultimos
candidatos, sera el de menor identidad simulada el que tenga informacion, tanto en su
variable cand succ como en su set st avs, referida a la identidad simulada del mismo
candidato (el mayor de todos). En esta ultima fase, el nodo con la segunda menor
identidad simulada del ciclo enviara nalmente un mensaje AVS que transformara en
vctima al receptor.
Sea cual sea el numero de candidatos presentes en el ciclo, se puede asegurar
que, de todos ellos, el que posea la mayor identidad simulada sera el que llegue a
convertirse en vctima, es decir, el que detectara el interbloqueo. Esta propiedad (ver
demostracion en apendice B, propiedad B.2.76) se expresa formalmente como:
Sea  = s0 1 s1 : : : z sz : : : una ejecucion de S. 8 ni 2 N , se verica que 9
p 2 P+, 9 z0: 8 z  z0 se cumple C (p, sz) ^ sz.sim idni = max (fsz.sim idn:
n 2 nodes(p) ^ sz.status.algn = candidateg) ) 9 zm  z0: 8 zn  zm,
szn.status.algni = victim.
En este punto de la demostracion, en el que ya se ha comprobado que todos los
ciclos se detectan y, ademas, que el nodo que detecta el interbloqueo aborta para
resolverlo, se puede conrmar que cualquier interbloqueo que surja en el sistema
modelado por S se resuelve en un tiempo nito. La propiedad que permite analizar
este hecho se enuncia tal y como sigue. Su demostracion se encuentra en el apendice
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B, B.2.77.
Sea  = s0 1 s1 : : : z sz : : : una ejecucion de S. 8 ni 2 N , se verica
que: 9 p 2 P+ tal que C (p, sz) ) 9 zn > z0: zn 2 fAbortnig tal que ni
2 nodes(p).
Teorema 6.2.1. Viveza. El automata S satisface la especicacion E0.
Demostracion: Como las ejecuciones equitativas del automata S son las mismas
que las de su modulo trivial de ejecuciones Fair(S ) y las del modulo de ejecuciones
E00 son tambien las mismas que las de su modulo trivial de planes E0, por denicion
bastara con demostrar que Fair(S ) satisface E00. Esto se consigue aplicando el teorema
A.3.2, pero para ello primero es necesario comprobar que se cumplen las condiciones
que hacen posible su aplicacion.
Por un lado, el modulo de ejecuciones E00 se denio en el captulo 3 asegurando
que sus ejecuciones vericasen el siguiente predicado:
8 C 2 cycles(N ) se verica Deadlock(C) ,! Resolution(C) donde,
Deadlock(C) = fstates(S ) tal que C 2 cycles(s)g y Resolution(C) = fAborti tal
que i 2 nodes(C)g.
Por otra parte, como fairexecs(Fair(S )) = fairexecs(S ), la propiedad B.2.77 per-
mite asegurar que las ejecuciones del modulo trivial de ejecuciones Fair(S ) verican
un predicado analogo al anterior:
8 C 2 cycles(N ) se verica Deadlock0(C) ,! Resolution0(C) donde,
Deadlock0(C) = fstates(S ) tal que C 2 cycles(s)g y Resolution0(C) = fAborti tal
que i 2 nodes(C)g.
Ademas, como Fair(S ) es un modulo de ejecuciones del automata S y E00 es un
modulo de ejecuciones del automata S0, por denicion se cumple que states(Fair(S ))
= states(S ) y states(E00) = states(S0). De este modo, por la propiedad 6.1.1, el mapa
de posibilidades h denido en 6.1.2 relaciona los estados de Fair(S ) y E00, permitiendo
asegurar que h 1(Deadlock(C)) = Deadlock0(C).
Finalmente, resulta obvio que Resolution0(C) = Resolution(C). Por lo tanto, tenien-
do en cuenta estos resultados, el teorema del apendice asegura que Fair(S ) satisface
E00. 
Este resultado, segun la teora de Automatas de Entrada/Salida, asegura que S
verica las mismas propiedades de viveza que E0. De este modo, dado que en E0 se
resuelven en un tiempo nito todos los interbloqueos que aparecen, en S tambien se
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cumple esa misma propiedad. Por lo tanto, queda probado que el algoritmo descrito




En los trabajos de algunos investigadores, como Singhal [55], se sugiere que el
estudio formal de un algoritmo no debe limitarse solo a demostrar su ecacia, sino
que tambien debe considerar aspectos como su eciencia y la existencia de limitaciones
funcionales a la hora de implantarlo en un entorno real.
El analisis de la complejidad de los algoritmos permite la comparacion entre ellos
y, posiblemente lo que es mas importante, conocer la escalabilidad de los mismos. Es
muy frecuente plantearse la posibilidad de implementar un algoritmo para resolver
un problema de mayor envergadura que aquel para el que estaba previsto. Un primer
paso para determinar la viabilidad de este cambio consiste en estimar el incremento
del tiempo y del numero de recursos empleados por el algoritmo para completar su
funcion. Estas estimaciones del tiempo y de otros recursos del sistema se conocen por
el nombre de medidas de complejidad.
En este captulo se pretende proporcionar un analisis detallado de la complejidad
del algoritmo propuesto. Una vez que ha sido demostrado que el algoritmo cumple
los objetivos para los que ha sido dise~nado, esto es, resolver los interbloqueos que
aparezcan en un sistema en un tiempo nito mediante el aborto de uno de los procesos
interbloqueados, se va a analizar su rendimiento y se van a contabilizar los recursos que
emplea para tal n. Las medidas de complejidad que se consideran para este estudio
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son principalmente dos: la complejidad en numero de mensajes y la complejidad
temporal.
7.1. Medidas de complejidad
Medir el rendimiento de un algoritmo distribuido supone un serio problema no en
cuanto a calcular el espacio requerido por sus variables, sino por determinar el tiempo
de ejecucion del mismo [98]. En una estimacion de la complejidad temporal de un al-
goritmo se suele asumir que las operaciones locales de un proceso no consumen tiempo
[98]. Esto implica que la complejidad temporal de un algoritmo viene determinada por
el numero de mensajes que es necesario transmitir durante su ejecucion. Aunque esta
medida da una idea de lo que el algoritmo sobrecarga la red de comunicaciones, no
tiene en cuenta que un algoritmo distribuido se puede estar ejecutando simultanea-
mente en mucho lugares del sistema y, por lo tanto, es muy probable que muchos
de los mensajes necesarios en la ejecucion se esten transmitiendo al mismo tiempo.
En consecuencia, la complejidad temporal no dependera linealmente del numero de
mensajes. Para estas situaciones en las que se analiza un algoritmo distribuido es mas
que conveniente determinar la complejidad mediante cadenas de mensajes. As pues,
la complejidad temporal viene dada por la mayor cadena de mensajes que llega a
generar el algoritmo, en el que cada mensaje es consecuencia de uno anterior, y no
por el numero total de mensajes.
En resumen, en los sistemas en los que se supone un tiempo maximo para el retardo
de los mensajes se contabilizara el total de mensajes generados por el algoritmo. Sin
embargo, en sistemas en los que los mensajes podran demorarse tiempos superiores
a un retardo medio, se empleara como medida el tama~no de las cadenas causales de
mensajes [98].
Aparte de estos inconvenientes, en los algoritmos de resolucion de interbloqueos
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surgen nuevos problemas. Estos algoritmos forman parte de un grupo que se denomi-
na algoritmos de red dinamicos [50]. Este tipo de algoritmos se caracteriza porque su
ejecucion se realiza de acuerdo al estado del sistema y este se modica durante la eje-
cucion del algoritmo, e incluso, puede modicarse por la propia accion del algoritmo,
por ejemplo, tras la orden de aborto de un nodo. Segun esto, no todos los mensajes
que genera el algoritmo son utiles. Los mensajes que no inuyen en la operacion del
algoritmo han sido creados porque existan esperas en el sistema que no forman parte
de un ciclo. Contar el numero de estos mensajes es una tarea bastante difcil ya que no
se tiene control riguroso, ni de la aparicion de las esperas en el sistema global, ni de la
posibilidad de que algunas de esas esperas conformen una situacion de interbloqueo.
La opcion mas frecuente a la hora de medir el numero de mensajes en los al-
goritmos de resolucion de interbloqueos consiste en tener en cuenta solamente los
mensajes de deteccion y resolucion de un interbloqueo establecido. A pesar de esta
restriccion pueden surgir mensajes que no estan relacionados directamente con la de-
teccion/resolucion en cuestion. De acuerdo con [56] y [118], la manera de proceder
mas habitual, a la hora de contabilizar el numero de mensajes, es obviar aquellos que
no esten directamente relacionados con la deteccion del interbloqueo.
Teniendo en cuenta todo lo anteriormente explicado y, sabiendo que la estructura
del interbloqueo tiene inuencia en la complejidad resultante del proceso de resolu-
cion, se suele proporcionar la medida de complejidad correspondiente al caso mas
favorable (menor complejidad) y al menos favorable (maxima complejidad). Desde el
punto de vista del sistema de comunicaciones es fundamental conocer cuantos mensa-
jes genera el algoritmo de resolucion de interbloqueo, pero si se considera la evolucion
del sistema, es mas importante calcular el tiempo de latencia del interbloqueo. Si se
cuenta el numero de mensajes que son necesarios para eliminar el interbloqueo una
vez originado, se obtendra una medida de la latencia del algoritmo.
Debido a la falta de un criterio comun en la manera de medir la complejidad de los
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distintos trabajos resulta difcil comparar los algoritmos de deteccion y resolucion de
interbloqueos. Normalmente, para cada algoritmo se aporta la medida de complejidad
que mejor se ajusta a su modo de operacion. Para describir convenientemente la
complejidad del algoritmo que se propone en esta tesis se estudiaran diversos casos.
En lo que se denominaran casos estaticos, se va a suponer que el interbloqueo ya
esta formado y que no hay modicaciones en ninguna espera hasta que se resuelve
el interbloqueo. Sin embargo, en los casos dinamicos se tratara la formacion de un
interbloqueo considerando la aparicion y desaparicion de las esperas del sistema. El
estudio de los casos dinamicos, al recoger la dinamica del sistema, es mas complicado
que el de los casos estaticos, pero representa el caso mas general.
Tanto en el algoritmo que se propone en esta tesis como en otras propuestas
que tambien abordan la deteccion y resolucion del interbloqueo, el estudio de la
complejidad se centra en controlar el numero de mensajes generados en su ejecucion
y que recorren el ciclo que representa la situacion de interbloqueo a resolver. Este
analisis, por tanto, establece una relacion directa entre los mensajes enviados por el
algoritmo y el tiempo que se necesita para resolver el problema, as como la relacion
de esos mismos mensajes con los recursos que se precisan para ello. Por consiguiente,
las principales medidas de complejidad que se suelen presentar son:
Complejidad temporal. Esta medida permite conocer la latencia del al-
goritmo en el proceso de resolucion de un interbloqueo. Este valor temporal
vendra dado en funcion del numero de nodos que estan involucrados en el in-
terbloqueo. El calculo de la latencia se asimila al de la longitud de la secuencia
causal mas larga de mensajes enviados para resolver el interbloqueo [50]. Se
denomina secuencia causal de mensajes a la cadena de mensajes en la que cada
mensaje es consecuencia de la existencia del anterior.
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Complejidad en numero de bits. Este valor proporciona una medida de la
cantidad total de bits de informacion que se intercambian, mediante los mensajes
que genera el algoritmo para resolver un interbloqueo [50].
Muchos de los algoritmos distribuidos, entre los que se incluyen los algoritmos
de deteccion y resolucion de interbloqueos, se caracterizan por el hecho de que su
complejidad temporal depende del numero de mensajes enviados en orden causal. El
motivo de esta dependencia se debe a que el tiempo que transcurre desde que se enva
un mensaje hasta que se recibe en su destino generalmente es mucho mayor que el
tiempo que se emplea en el procesado de la informacion contenida en los mensajes.
A esto hay que a~nadir que el tiempo o retardo que supone la propagacion de la
informacion no es un factor facilmente reducible, porque depende de las propiedades
fsicas de los materiales o de los medios usados como sistema de transmision. Por otra
parte, el retardo de los mensajes experimenta un crecimiento exponencial cuando
se incrementa el volumen de traco de los canales de comunicacion, [119]-[120]. En
consecuencia, cuanto mayor sea la complejidad en numero de bits del algoritmo, mayor
retardo sufriran los mensajes creados por el algoritmo y mas tiempo costara resolver
un interbloqueo dado. Una gran cantidad de trabajos publicados usan un tama~no
jo para sus mensajes: [55], [56], [68], [74], [70], [71], [112], [121] y [122], lo que hace
posible en todos ellos asimilar la complejidad en numero de bits a la complejidad en
numero de mensajes.
En el algoritmo presentado los mensajes cuentan con tama~nos variables segun sea
su tipo y el numero de nodos que conformen el interbloqueo. Esto implica que la com-
plejidad en numero de bits no coincidira con la complejidad en numero de mensajes.
Dado que los mensajes generados por el algoritmo deben adaptarse ademas al proto-
colo de comunicaciones que se emplee en el sitema, se ha preferido proporcionar como
medida de complejidad el numero total de mensajes. Protocolos de comunicacion ha-
bituales, como UDP [123] y TCP [124], organizan la informacion de los mensajes en
265
Captulo 7: Estudio de complejidad
tramas con bits adicionales de se~nalizacion y de seguridad y para el cuerpo del men-
saje dejan un espacio reservado que puede ser de longitud variable o ja. Esto implica
que la transmision de los mensajes va a depender mas bien de la estructura de la
trama de comunicacion empleada y, por lo tanto, contabilizar el numero de mensajes
es una medida de complejidad que no supone ninguna limitacion a~nadida al sistema.
7.2. Complejidad en numero de mensajes
En esta seccion se va a contabilizar el numero de mensajes que se necesita para
resolver un interbloqueo en el que intervienen n nodos. Analizando los posibles es-
cenarios de ejecucion se llegara a la conclusion de que este algoritmo presenta una
complejidad lineal en numero de mensajes, es decir, es un algoritmo de complejidad
en numero de mensajes O(n).
7.2.1. Casos estaticos
Generalmente, para determinar el coste de un algoritmo se supone un escenario
estatico en el que existe un interbloqueo (ciclo) de n nodos. Ademas, ninguno de los
nodos que lo conforman ha iniciado la ejecucion del algoritmo por lo que no existiran
mensajes circulando en el sistema. Por otra parte, se asume que, desde el instante en
que se forma el ciclo de esperas hasta el momento en que se resuelve el interbloqueo
que representa ese ciclo, no tienen lugar modicaciones en el sistema.
El algoritmo proporciona un procedimiento distinto para la deteccion y resolucion
de interbloqueos, segun haya un unico nodo iniciador (candidato) del algoritmo en el
ciclo o haya varios iniciadores. Esta diferenciacion hace necesario realizar el computo
del numero de mensajes tambien en esos dos supuestos.
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1: Solo un iniciador en el ciclo, k = 1
Con un unico candidato en el ciclo, resulta obvio que la unica instancia activa del
algoritmo es la que ese nodo lanza. La ejecucion de esa instancia, por tanto, tiene
que conducir a la deteccion y resolucion del interbloqueo. El proceso comenzara en el
instante en el que el nodo iniciador genere un mensaje ALG, proclamandose candidato
a detector del interbloqueo. Como no hay ningun otro candidato en el ciclo, el mensaje
ALG se difundira por el ciclo y alcanzara de nuevo al nodo emisor de ese mensajeALG.
La propiedad B.2.68 del apendice B expresa de modo formal la situacion descrita en
este caso. El total de mensajes que se precisa en esta deteccion es exactamente n: el
mensaje ALG originado por el iniciador del algoritmo y n 1 mensajes ALG, derivados
del mensaje ALG del iniciador, que retransmiten el resto de nodos del ciclo. Cabe
mencionar en este punto que la fase de resolucion no incrementa el numero de mensajes
contabilizado en la deteccion. Ademas, la simplicidad de este caso esta motivada en




























Figura 7.1: Deteccion en un ciclo estatico con un iniciador (k = 1).
En el ejemplo de la gura 7.1, se muestra un ciclo formado por seis nodos. De
esos seis nodos, tan solo el nodo 8 inicia la ejecucion del algoritmo. El mensaje ALG
original (trazo continuo) es redirigido a traves del ciclo hasta n 1 veces (mensajes
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ALG de trazo discontinuo). En denitiva, en el ejemplo la deteccion del interbloqueo
se logra gracias al envo de seis mensajes. Ese numero de mensajes coincide con el
numero de nodos que forman el ciclo.
En los escenarios estaticos con un unico iniciador no existe ni mejor ni peor caso
de coste de mensajes. Por tanto, el algoritmo en esta situacion presenta una cota
inferior de coste O(n).
2: k iniciadores en el ciclo, 1 < k  n
Al haber mas de un iniciador en el ciclo, se debe considerar que se ejecutan si-
multaneamente k instancias del algoritmo. En esta situacion el interbloqueo se detec-
tara, como mucho, con n+2k 2 mensajes, siendo k  n. Este numero de mensajes
supone una cota superior y se corresponde con el caso estatico menos favorable para
el coste de comunicaciones del algoritmo. Esta complejidad se consigue gracias a la
colaboracion entre nodos para explorar el ciclo de esperas y al mecanismo empleado
para decidir que candidato entre dos posibles deja de participar en la deteccion. Dicho
de otra manera, el metodo para reducir el numero de instancias activas del algoritmo.
Al nal del proceso de deteccion solo habra una instancia activa del algoritmo. Esa
instancia que perdura en todo el proceso de deteccion del interbloqueo es justamente
la que inicio el candidato de mayor identidad simulada del ciclo.
En un escenario estatico como el que se esta describiendo, la eleccion del candidato
detector se reduce a comparar los identicadores de los nodos iniciadores y escoger
el mayor de ellos. Por consiguiente, en un escenario estatico donde se ha formado
un interbloqueo sin que hayan circulado mensajes previamente, se puede establecer
una correspondencia biunvoca entre los identicadores de los nodos y las identidades
simuladas que presentan.
El funcionamiento del algoritmo se rige por las propiedades que se obtienen de las
siguientes observaciones:
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Observacion 7.2.1. En un ciclo todos y cada uno de los nodos que lo componen
envan un mensaje ALG a su predecesor en el ciclo.
Una vez que se ha formado un ciclo y k iniciadores han puesto en marcha sendas
instancias del algoritmo, se puede armar que todos sus nodos han enviado solo un
mensaje ALG a su predecesor en el ciclo. De acuerdo con el codigo del algoritmo, solo
los nodos en estado blocked -known pueden enviar mensajes ALG en conguraciones
estaticas. Cuando un nodo bloqueado enva un mensaje ALG, ya sea de manera
espontanea o bien redirigiendo un mensaje ALG que previamente hubieran recibido,
cambia el estado del nodo convirtiendolo en un nodo dummy o candidate. Como no
existe ninguna accion en el algoritmo que permita que un nodo dummy o candidate
pase a ser de nuevo blocked sin una activacion previa, se concluye que el nodo no
podra volver a enviar un mensaje ALG en el ciclo. Si tuviera lugar una activacion
previa del nodo, el ciclo analizado no existira (caso estatico).
Observacion 7.2.2. Un mensaje almacenado en set st avsi verica que el candidato
con la mayor identidad simulada se corresponde con el primer nodo de su ruta, sim id1
> sim idi. Sin embargo, un mensaje que este almacenado en st avsrspi verica que
el candidato de mayor identidad simulada que aparece en la ruta del mensaje es el
candidato sucesor del nodo i. Este candidato sucesor coincide con el ultimo candidato
de la ruta que tenga el tiempo de activacion correcto.
Las caractersticas que se aluden en este lema se derivan directamente de la pro-
piedad B.2.58 del apendice B. Esta propiedad es uno de los pilares en los que se apoya
la prueba de seguridad del algoritmo.
Observacion 7.2.3. Todos los candidatos de un ciclo, excepto el candidato que posee
la mayor identidad simulada, envan solo un mensaje AVS o AVSRSP a otro candidato
del ciclo.
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El candidato de mayor identidad simulada de un ciclo, durante la deteccion del
interbloqueo, enva un mensaje ALG a su predecesor en el ciclo y recibe un mensaje
AVS, que da por terminado el proceso de deteccion. Este mensaje AVS se formara des-
pues de que su identidad simulada haya sido comparada con la del resto de candidatos
del ciclo. Como el candidato detector es el mayor candidato del ciclo (propiedad de
seguridad), tan solo podra recibir un mensaje ALG de su unico sucesor en el ciclo
(modelo unico recurso) y quedara habilitado el envo de un mensaje AVS. Por otra
parte, el candidato detector de un ciclo podra llegar a tener mensajes en su corres-
pondiente set st avs, pero se puede asegurar que ninguno de esos posibles mensajes
provienen de un nodo del ciclo porque todos ellos son inferiores (con identidad simula-
da inferior). Como consecuencia directa de ser el nodo con mayor identidad simulada
del ciclo, el nodo detector nunca podra tener almacenado un mensaje en su st avsrspi
(propiedad B.2.51 del apendice B).
El resto de candidatos del ciclo colaboran en la busqueda del detector envian-
do mensajes AVS o AVSRSP de acuerdo con las identidades simuladas que hayan
quedado registradas en sus almacenes. Para poder generar cualquiera de esos tipos
de mensajes, el nodo candidato tiene que tener informacion almacenada tanto en
su st avsrsp como en su set st avsi. Aplicando la observacion 7.2.1, la eleccion del
candidato con la mayor identidad simulada esta garantizada. Como el numero de
candidatos con identidad simulada menor es exactamente k 1, siendo k el numero
total de candidatos en el ciclo, se necesitan al menos k 1 mensajes (AVS/AVSRSP)
para eliminarlos a todos ellos del conjunto de posibles detectores. Un nodo puede
enviar ambos tipos de mensajes siempre y cuando tenga almacenado un mensaje en
su st avsrsp. El efecto de almacenar un mensaje en la variable st avsrsp de un nodo
puede producirse como consecuencia de la recepcion de un mensaje ALG, proceden-
te de un candidato superior, o de la recepcion de un mensaje AVSRSP, noticando
la existencia de un nodo mayor. Segun este razonamiento, es obvio que el coste de
270











































Figura 7.2: Deteccion en un ciclo estatico con varios iniciadores (k = 3). Peor coste
de comunicacion.
comunicacion depende directamente del numero de candidatos que tengan mensajes
almacenados en sus respectivos almacenes st avsrsp como respuesta a un mensaje
ALG. Por tanto, para determinar el numero de mensajes necesarios en la deteccion
de un interbloqueo en un ciclo de n nodos, de los cuales k son candidatos, se van
a estudiar distintas conguraciones en las que hay un numero diferente de variables
st avsrsp diferentes a NULL para los k 1 candidatos.
Peor caso de coste de comunicacion. Este supuesto se caracteriza por la
generacion de k 1 mensajes AVS como respuesta a los ALG entre candidatos y el
almacenamiento de solo un mensaje ALG en el st avsrsp del candidato que precede
al futuro detector. Para rechazar los k 1 candidatos que tienen identidades inferiores
a la del candidato detector se deben formar secuencialmente k 2 mensajes de tipo
AVSRSP. Por ultimo, el candidato con la segunda identidad simulada mayor del ciclo
enviara el mensaje AVS nal que se~nala al candidato detector. Sumando todos los
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mensajes mencionados y a~nadiendo los n mensajes ALG que se difundieron por el
ciclo, se obtienen n+(k 1)+(k 2)+1 mensajes, es decir, n+2k 2 mensajes para la
deteccion del interbloqueo.
En el ejemplo de la gura 7.2, se representa un ciclo formado por seis nodos. De
esos seis nodos, los nodos 8, 2 y 7 inician la ejecucion del algoritmo. El sistema, por
tanto, cuenta con tres instancias activas del algoritmo y el numero de iniciadores es
k = 3. Los mensaje ALG originales (trazo continuo) son redirigidos a traves del ciclo
hasta toparse con un nuevo candidato (mensajes ALG de trazo discontinuo). En la
fase de exploracion del ciclo se envan un total de seis mensajes de tipo ALG ya
que cada iniciador se encarga de rastrear sin solapamientos una parte del ciclo. Por
otra parte, dos de los tres candidatos del ciclo responderan a su candidato sucesor
mediante un mensaje AVS y el otro candidato almacenara un mensaje en st avsrsp
(k 1 mensajes AVS ). La unica forma de progresar en la deteccion es combinar ese
mensaje que esta guardado en st avsrsp con el mensaje AVS que reciba ese mismo
nodo. Dado el ordenamiento de las identidades simuladas en este caso, surgira de su
combinacion un mensaje AVSRSP (k 2 mensajes) para que, una vez almacenado en
st avsrsp, se combine con el AVS que quedaba sin utilizar y se forme el AVS nal (1
mensaje AVS de deteccion).
Mejor caso de coste de comunicacion. En esta conguracion solo surge
un mensaje AVS en el ciclo y k 1 mensajes almacenados en los st avsrsp de k 1
candidatos. El numero total de mensajes necesarios para detectar el interbloqueo
sera n+(k 1)+1, donde el primer sumando representa los mensajes ALG que envan
todos los nodos del ciclo, k 1 son los mensajes AVS que se requieren para combinarse
con los k 1 mensajes ubicados en st avsrsp y, nalmente, se formara un mensaje AVS
que permitira la deteccion.
El ciclo que se muestra en la gura 7.3 cuenta con seis nodos, de los cuales tres son
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iniciadores del algoritmo. Eso quiere decir que con 6 mensajes ALG se habra conse-
guido recorrer todo el ciclo. La conguracion de nodos de este caso solo hace posible
la formacion de un mensaje AVS por parte de uno de los candidatos. Los otros dos
candidatos a detector del ciclo almacenan mensajes en st avsrsp. As que uno de ellos
se combinara con el AVS ya comentado y generara un nuevo mensaje AVS para unirse
con el otro mensaje de st avsrsp, que quedaba sin ser utilizado (k 1 mensajes AVS ).










































Figura 7.3: Deteccion en un ciclo estatico con varios iniciadores (k = 3). Mejor coste
de comunicacion.
Cualquier otra combinacion de mensajes AVS y de mensajes almacenados en
st avsrsp que se plantee, supone una ordenacion diferente de los nodos candidatos en
el ciclo y, por consiguiente, un coste intermedio limitado por el numero de mensajes del
peor caso y el numero de mensajes del caso mas favorable. En la tabla 7.1 se muestra
un resumen del analisis realizado. Cabe destacar el dato asociado a k = 2 (iniciadores)
que, aunque no se ha explicado separadamente, es una situacion particular en la que
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la resolucion no depende de la localizacion de los iniciadores en el ciclo. Este es el
motivo por el que aparece como unico valor de coste el del mejor caso. Considerando
todos estos resultados, se llega a la conclusion de que la complejidad en numero de
mensajes para casos estaticos es O(n), ya que el numero de inciadores, k, esta acotado
superiormente por el numero de nodos, n, del que consta el interbloqueo.




Tabla 7.1: Coste en numero de mensajes para casos estaticos, segun n.o iniciadores
(k).
7.2.2. Casos dinamicos
En las situaciones comentadas anteriormente, los candidatos a detector del in-
terbloqueo en el ciclo coinciden con los nodos iniciadores del algoritmo. Se puede
comprobar facilmente que cuando el numero de candidatos es mucho menor que el
numero total de nodos que componen el ciclo, el numero de mensajes empleados para
la resolucion del interbloqueo se reduce de manera ostensible.
El algoritmo que se ha desarrollado esta dotado de mecanismos que permiten
lograr la deteccion de un interbloqueo, incluso cuando los iniciadores del algoritmo
no estan incluidos en el ciclo que aparece en el sistema. Estudiar la complejidad en
numero de mensajes del algoritmo teniendo en cuenta estos casos es una tarea difcil
por varios motivos. Uno de ellos es la falta de referencias en analisis de este tipo.
En la literatura revisada, las medidas de complejidad que se ofrecen para algoritmos
de deteccion y resolucion de interbloqueos tienen que ver con escenarios estaticos
en los que se considera ya formado el ciclo de nodos. En consecuencia, el computo
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de mensajes solo incluye los mensajes requeridos para la deteccion y resolucion del
interbloqueo establecida una relacion de esperas determinada entre nodos.
Por otra parte, al ampliar la funcionalidad del algoritmo de deteccion y resolucion
a escenarios cambiantes, es logico pensar que la contabilidad del numero de mensajes
se debe adaptar a esos nuevos escenarios. Esto implica que los mensajes que aparecen
en el proceso previo a la formacion del ciclo que se va a detectar son de gran interes
para la medida del coste de este algoritmo. La medida del numero de mensajes que
se va a obtener sera aparentemente peor que la que se ofrece en los casos estaticos,
pero al tener en cuenta el funcionamiento real e ntegro del algoritmo, sera una me-
dida de rendimiento del algoritmo mas dedigna. Los aspectos relacionados con la
complejidad seran precisamente un inconveniente a la hora de argumentar las bon-
dades del algoritmo de esta tesis, ya que las comparaciones con otros algoritmos de
deteccion y resolucion existentes no se podran efectuar en las mismas condiciones de
funcionamiento.
Ademas, establecer una metodologa para el estudio de la complejidad del algorit-
mo en casos dinamicos va a ser una tarea de gran complejidad, valga la redundancia.
A pesar de tener denidas las acciones de formacion y borrado de esperas entre nodos,
y de tener limitado a uno el numero de nodos por los que puede esperar cualquier no-
do del sistema (modelo de asignacion de unico recurso), las evoluciones que conducen
a la formacion de un ciclo son innumerables. Para reducir el numero de evolucio-
nes posibles del sistema, el algoritmo minimiza el numero de mensajes en los casos
dinamicos imponiendo ciertas limitaciones. Esas limitaciones son:
La cancelacion del retroceso de mensajes AVS cuya ruta esta formada por un
unico nodo. Ese mensaje no aporta informacion.
La ordenacion impuesta para el procesamiento de mensajes: un mensaje AVS
en retroceso no podra ser tratado por un nodo unknown hasta que se haya
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procesado el mensaje INF correspondiente que transforma el estado del nodo a
known. De esta forma, se evita la retransmision de mensajes cuya informacion
puede estar a punto de pasar a ser anticuada y debera ser revalidada.
La reutilizacion de mensajes AVS recibidos o almacenados por un nodo que ha
cambiado su identidad simulada. En vez de eliminar completamente esa infor-
macion del sistema, el nodo la transformara en un mensaje AVSRSP dirigido a
otro nodo que la encuentre todava coherente con su funcion en el sistema.
El borrado de mensajes INF que no tienen relevancia o no es posible procesarlos.
As se evita el envo de mensajes innecesarios.
El metodo empleado para calcular el coste de comunicacion del algoritmo en casos
dinamicos analizara, en primer lugar, las posibles formaciones de un ciclo a partir de
una cadena simple de nodos. Para estudiar los mecanismos dinamicos que aporta
el algoritmo, se propondran situaciones en las que el algoritmo sea iniciado por un
numero creciente de nodos. Ademas, se va a forzar que en el proceso de formacion
del ciclo se eliminen esperas y se cree una nueva espera que cierre el ciclo con nodos
que pertenecan a la cadena inicial.
Cadena de nodos con un iniciador que evoluciona a un ciclo con un
iniciador simulado (k = 1)
La informacion del iniciador se propaga hasta el ultimo elemento (predecesor). Si
las esperas que suceden al iniciador se eliminan no surge ningun mensaje. Si se cierra
el ciclo uniendo el ultimo elemento de la cadena con el iniciador, la deteccion del ciclo
conlleva el mismo numero de mensajes que el caso estatico de k = 1, esto es, n. Si
se borran esperas mas alla del iniciador y se cierra el ciclo con una espera, que une
el ultimo nodo de la cadena con un predecesor activado del iniciador, el calculo del
numero de mensajes requiere contabilizar una serie de mensajes que en el caso estatico
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no estaban presentes. Un ejemplo de esta evolucion dinamica se puede observar en la
gura 5.14 del captulo 6.
Para contar con exactitud los mensajes asociados a esta situacion, se debe conocer
el numero de esperas rotas entre el iniciador de la cadena y el nodo predecesor que
inicia la espera que nalmente forma el ciclo. En lo que sigue, se llamara m1 al numero
de las esperas rotas entre el iniciador y el nodo de la cadena que formara parte del
ciclo. De acuerdo con la evolucion dinamica que se ha indicado, se debera a~nadir
2m1 mensajes a los n mensajes necesarios para detectar el ciclo nal de n nodos (caso
estatico). De los 2m1 mensajes nuevos, m1 mensajes se corresponden con mensajes
ALG, que se propagaron por las esperas eliminadas, y los otros m1 mensajes son
mensajes INF, que propagan la identidad del iniciador de la cadena conforme se van
borrando las esperas de la cadena. El ultimo mensaje INF es el encargado de que
el nodo de la cadena, que aun sigue conectado al resto, adquiera la identidad del
iniciador. A pesar de que este nodo se comporta como un nodo dummy desde que
deja pasar la informacion del iniciador, cuando se activa y recibe el mensaje INF, se
convierte en un nodo candidate que hara las veces del iniciador. En el ciclo nal, el
nuevo estado del nodo de la cadena permite que el algoritmo prosiga su ejecucion y
no quede paralizado a expensas de tener que invocar otra instancia del algoritmo. El
coste en numero de mensajes de esta formacion basica de un ciclo es n+2m1. Por
tanto, el algoritmo en esta situacion dinamica presenta un coste O(n+m), donde m
hace referencia al numero no acotado de esperas rotas necesarias para que el ciclo se
forme.
Cadena de nodos con mas de un iniciador que evoluciona a un ciclo con
solo un iniciador simulado (k = 1)
Todos las conguraciones agrupadas en este caso se caracterizan por el hecho
de que los iniciadores iniciales de la cadena han intercambiado toda la informacion
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posible, antes del proceso dinamico que elimina las esperas que los unen a la cadena
de nodos de partida. Ninguno de esos iniciadores iniciales formara parte del ciclo
resultante.
1. Con 2 iniciadores iniciales. Cuando se borran esperas de la cadena de manera
que queda sin los nodos iniciadores, se identican dos grupos de esperas rotas,
las que se localizan entre el iniciador y el nodo dummy que pertenece a la cadena
inicial, m1, y las que hay entre los dos iniciadores, m2. Tanto el valor m1 como
el valor m2 deben ser conocidos si se desea acotar el numero de mensajes que
existen en esta evolucion dinamica.
Si el iniciador que primero se activa es el de mayor identidad (simulada), la
comunicacion entre iniciadores no habra generado ningun mensaje directo que,
al suprimirse las esperas entre ellos, precise ser rescatado. En esta situacion,
por tanto, hay que considerar en el primer tramo de esperas rotas m2 mensajes
ALG y m2 mensajes INF. En el segundo tramo de esperas rotas se tendran en
cuenta m1 mensajes ALG y m1 mensajes INF. En total, la deteccion del ciclo
requiere de n+2m1+2m2 mensajes.
En el caso de que el primer iniciador que se activa sea el menor de los iniciadores
presentes en la cadena, es necesario contabilizar, ademas de los mensajesm1+m2
ALG y los m1+m2 INF, el mensaje AVS que hayan intercambiado los iniciadores
y los m2 1 AVS en retroceso que se originan. El numero de mensajes AVS en
retroceso es una unidad menos que m2, porque el algoritmo tiene implementado
un mecanismo que evita enviar mensajes AVS en retroceso que contengan un
solo nodo en su ruta. Un mensaje de estas caractersticas no va a aportar nada de
informacion al nodo destino ya que el nodo de la ruta es el mismo. En resumen,
la cantidad total de mensajes que son necesarios para la deteccion de este ciclo
es n+2m1+3m2, donde n son los mensajes que coinciden con la deteccion del
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ciclo estaticamente.
2. Con 3 iniciadores iniciales. Las evoluciones dinamicas de una cadena de nodos,
que conducen a un ciclo con un unico iniciador simulado, comienzan a ser mas
numerosas. Dependiendo de la comparacion de las identidades (simuladas) de
los iniciadores y de los mensajes que surjan al establecer esas comparaciones, el
coste de comunicacion oscilara, para 3 iniciadores, entre n+2m1+3m2+3m3+1
(2 mensajes AVS directos) y n+2m1+2m2+2m3 (ningun mensaje AVS directo
entre iniciadores). En estas expresiones se supone que m3 son las esperas rotas
entre el primer y el segundo iniciador que se activan; m2 es el numero de esperas
que se elimina entre el segundo y el tercer iniciador de la cadena que se activan
y, por ultimo, m3 son las esperas que desaparecen desde el tercer iniciador
activado y el nodo de la cadena que permanece y formara parte del ciclo, siendo
su iniciador simulado.
A continuacion, la tabla 7.2 muestra un resumen del coste en mensajes de dis-
tintas evoluciones dinamicas, incluidas las explicadas hasta el momento. En todas
ellas el ciclo se detecta por un iniciador simulado (k = 1) y mediante un mensaje
ALG. Teniendo en cuenta todos los datos registrados en la tabla, se concluye que la
complejidad en numero de mensajes para este escenario dinamico basico es O(n+m),
donde n son los nodos interbloqueados y m se corresponde con las esperas eliminadas
entre nodos iniciadores en el proceso de formacion del interbloqueo.
Cadena de nodos que evoluciona a un ciclo con un iniciador simulado y
otro real (k = 2)
En la conguracion que seguidamente se analiza, la cadena de nodos incluye dos
iniciadores. Uno de ellos formara parte del ciclo nal a detectar y el otro quedara des-
vinculado de la cadena de nodos despues de haber comunicado su identidad a sus
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Tabla 7.2: Coste de comunicacion, segun numero de inicadores iniciales activados,
para ciclos con un iniciador simulado, k = 1.
predecesores. Pensando que el ciclo nal tendra dos iniciadores, uno real y otro simu-
lado, se asume que el numero de mensajes necesarios para detectarlo sera superior
a los se~nalados en el caso estatico equivalente, n+k. A la hora de contabilizar los
mensajes que conducen a la deteccion del interbloqueo, deben diferenciarse dos casos
segun el estado del iniciador simulado antes de formar parte del ciclo nal.
1: Estado previo del iniciador simulado: dummy.
Suponiendo que se rompen m1 esperas entre el iniciador de la cadena, que se ac-
tiva en primer lugar, y el nodo dummy de la cadena que pertenecera al ciclo nal, se
computan 2m1 mensajes (m1 mensajes ALG y m1 mensajes INF), que deben sumarse
a los n+k mensajes previstos para k = 2 en el caso estatico equivalente. Los mensa-
jes INF son los responsables de propagacion de la identidad simulada del iniciador,
que queda desvinculado de la cadena de nodos original y, por tanto, del ciclo nal.
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Al alcanzarse el ultimo nodo de la cadena que se activa, este adquiere la identidad
simulada y se convierte en un iniciador simulado. Un ejemplo concreto de la deteccion
que se plantea en este caso aparece representada gracamente en la gura 5.21 del
captulo 6.
Si el iniciador real del ciclo es mayor que el iniciador simulado, el iniciador real
enva un mensaje AVS directo al iniciador desaparecido que, a la vez que los mensajes
INF, debe llegar retrocediendo nodo a nodo hasta el iniciador simulado. El retroceso
del mensaje AVS supone tambien m1 mensajes. Como el mensaje AVS directo puede
asimilarse al AVS, que en el caso estatico con k = 2 servira para comparar los
dos candidatos a detector del ciclo, no se a~nadira a la cuenta de mensajes del caso
dinamico. En cuanto el iniciador simulado reciba el AVS en retroceso, se generara el
mensaje AVS detector que tambien esta incluido en el coste obtenido para el caso
estatico. La cantidad total de mensajes creados es (n+k)+3m1.
Aunque el numero de mensajes necesario para la deteccion es similar al caso
anteriormente descrito, cuando el iniciador real del ciclo es menor que el iniciador
simulado, surge otra ordenacion de mensajes. Un vez cerrado el ciclo, el iniciador
simulado respondera con un AVS directo al iniciador real y posteriormente, el iniciador
real formara un nuevo mensaje AVS directo con destino el iniciador activado. El
mecanismo dinamico que hace llegar a este AVS al iniciador simulado se pondra en
funcionamiento, siendo el ultimo retroceso equivalente al mensaje de deteccion del
caso estatico.
En la tabla 7.3 se proporcionan los valores de coste en numero de mensajes de
otras evoluciones que se agrupan en el caso que se acaba de explicar. Los registros de
la tabla que aparecen para 2 o mas nodos iniciadores activados se corresponden con
los valores maximo y mnimo de coste. Como la disposicion de esos iniciadores, que
no formaran parte del interbloqueo nal detectado, determina el numero de mensajes
generados en la deteccion, es obvio que pueden obtenerse costes intermedios a partir de
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3 iniciadores activados. Recuerdese que el numero de esperas rotas,mi, hace referencia
a las esperas eliminadas en el tramo i, siendo el primer tramo roto de la cadena (i
= 1), el que va desde el ultimo iniciador activado hasta el iniciador simulado, el
segundo tramo roto (i = 2), el que se localiza entre el penultimo y el ultimo iniciador
activado, el tercer tramo (i = 3) entre el antepenultimo y el penultimo iniciador activo
y as sucesivamente.
A la vista de los costes registrados en todas la situaciones planteadas, se deduce
que la complejidad en numero de mensajes de la formacion dinamica de un interblo-
queo como la descrita en este apartado es tambien O(n+m). El numero de mensajes
obtenido en cada caso es (n+k)+m, donde n es el numero de nodos del interbloqueo,
k el numero de iniciadores, reales y simulados, que aparecen en el ciclo nal y m
representa las esperas rotas entre nodos iniciadores que han desaparecido para poder
formarse el ciclo. A pesar de que m no se puede acotar superiormente, k lo esta por
el numero de nodos del ciclo detectado. Esto implica que la complejidad, se puede
expresar como O(n+m).
2: Estado previo del iniciador simulado: candidate con inf need = true.
En el caso que se describe a continuacion, el iniciador simulado del ciclo nal
debe haber enviado un mensaje, esto es, la variable inf need asociada a este nodo
tiene que tener el valor true. Esto implica que el mensaje enviado ha surgido tras
la comparacion de la identidad (simulada) de un iniciador que le sucede y otro que
le precede. Se asume entonces que la cadena de nodos, que permite explicar esta
situacion, debe contar al menos con tres nodos iniciadores. Dos de ellos perteneceran
al ciclo resultante, uno con una nueva identidad simulada (iniciador simulado) y otro
con su identidad real. El resto de iniciadores debera desligarse de la cadena para que
aparezca el interbloqueo deseado. Considerando la cadena de nodos mas simple (3
nodos iniciadores), se llega facilmente a establecer el coste de comunicacion de esta
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Tabla 7.3: Coste de comunicacion, segun el numero de iniciadores iniciales activados,
para ciclos en los que hay un iniciador simulado (dummy previamente) y un iniciador
real (k = 2).
evolucion dinamica. Al numero de mensajes de la misma conguracion estatica, n+k,
se deben agregar obligadamente m1 mensajes ALG y m1 mensajes INF.
Para comprender la evolucion dinamica que se explica en este apartado se pueden
consultar los ejemplos de ejecucion 5.28 y 5.34 del captulo 6. En estas dos situaciones
aparecen mecanismos como el borrado de mensajes INF y la reconversion de mensajes
AVSRSP que permiten reducir el computo global de mensajes INF y AVS en la
deteccion de este tipo de interbloqueo.
La tabla 7.4 proporciona los valores de coste en la cadena simple (un iniciador
activado) diferenciando los casos en los que el detector se corresponde con el iniciador
que adquiere una identidad simulada o con el iniciador de la cadena que no se ha
activado. Los siguientes valores hacen referencia a una cadena de nodos con cuatro
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iniciadores en el que dos de ellos se activan y no forman parte del ciclo nal. Como
puede observarse, hay una gran variedad de costes segun que nodo sea el detector y,
en caso de que el detector sea el iniciador simulado, se registran valores diferenciados
segun la ubicacion del iniciador del que se hereda la identidad simulada. Aunque se
podra ampliar esta tabla incrementando el numero de iniciadores activados, con los
datos registrados basta para deducir que la complejidad en numero de mensajes es
tambien O(n+m).
Numero de iniciadores Numero de mensajes Detector
iniciales activados
1 (n+k)+3m1+1 iniciador real
(n+k)+2m1+3 iniciador simulado
(n+k)+3m1+3m2+1 iniciador real (mejor caso)
(n+k)+3m1+3m2+2 iniciador real (peor caso)
2 (n+k)+2m1+2m2+3 iniciador simulado (mejor caso)
(n+k)+3m1+2m2+4 iniciador simulado
(del activado mas alejado)
(n+k)+2m1+3m2+3 iniciador simulado
(del activado mas proximo)
Tabla 7.4: Coste de comunicacion, segun el numero de iniciadores iniciales activados,
para ciclos en los que hay un iniciador simulado (candidate previamente) y un iniciador
real (k = 2).
Cadena de nodos con mas de un iniciador que evoluciona a un ciclo con
un iniciador simulado y dos reales (k = 3)
En este apartado se estudia la evolucion de una cadena de nodos con mas de tres
iniciadores, que resulta en un ciclo gracias a la activacion de varios iniciadores. Pen-
sando que el ciclo nal tendra tres iniciadores, dos reales y otro simulado, se asume
que el numero de mensajes necesarios para detectarlo sera superior a los se~nalados
284
7.2. Complejidad en numero de mensajes
en el caso estatico equivalente, n+k (mejor caso) o n+2k 2 (peor caso). Para conta-
bilizar los mensajes que conducen a la deteccion del interbloqueo se diferencian a su
vez dos casos que consideran el estado del iniciador simulado antes de formar parte
del ciclo nal.
1: Estado previo del iniciador simulado: dummy.
Dado que el nodo hasta el que se eliminan las esperas de la cadena inicial era
dummy, este hereda una identidad simulada de alguno de los iniciadores iniciales ac-
tivados y se convierte en un candidato que competira por ser el detector del ciclo nal.
El iniciador simulado junto con los otros dos candidatos, que no se han desligado de
la cadena inicial de nodos al formarse el ciclo, seran los 3 iniciadores que intervendran
en la deteccion del ciclo. Al igual que pasaba en el escenario estatico con 3 iniciadores,
en la conguracion resultante tambien afectara la ordenacion de los candidatos. Esto
implica que segun cuales sean las relaciones de espera entre ellos, se podra obtener
diferente numero de mensajes correspondientes al mejor y al peor caso de coste de
comunicacion.
En la tabla 7.5 aparecen registrados los valores de coste obtenidos para cadenas
de nodos en las que se incrementa el numero de iniciadores iniciales que se activan. A
patir de dos iniciadores activos, surgen mas de dos secuencias diferentes de mensajes
porque esos iniciadores antes de activarse intercambian nuevos mensajes que hay que
contabilizar. Ademas, en este caso se pondra en marcha el mecanismo de retroceso de
mensajes AVS y, segun el numero de esperas que separan al nodo dummy del iniciador
del que hereda su identidad simulada, la cantiad de mensajes AVS sera diferente.
Generalizando los datos recogidos en la tabla, se puede concluir que el numero de
mensajes que se precisa en la deteccion de un interbloqueo originado de la forma
descrita es (n+k)+m en el caso mas favorable y (n+2k 2)+m en el peor caso,
siendo k el numero de iniciadores del ciclo nal y m el numero de esperas rotas entre
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los iniciadores activados y el iniciador simulado. En resumen, la complejidad de la
evolucion dinamica analizada es O(n+m).
Numero de iniciadores Numero de mensajes
iniciales activados








Tabla 7.5: Coste de comunicacion, segun el numero de iniciadores iniciales activa-
dos, para ciclos en los que hay un iniciador simulado (dummy previamente) y dos
iniciadores reales (k = 3).
2: Estado previo del iniciador simulado: candidate con inf need = true.
En la evolucion que se describe seguidamente, el ciclo nal contara con tres inicia-
dores, uno simulado y otros dos presentes en la cadena original de nodos. A diferencia
del apartado anterior, el iniciador simulado ya era iniciador antes de formarse el ciclo.
Por tanto, este iniciador simulado ha intercambiado informacion con otros inicadores
que se han activado para la formacion del ciclo y/o iniciadores que no se han desvin-
culado de la cadena original de nodos. El hecho de que el iniciador simulado fuera
candidato antes de formarse el interbloqueo hace que el numero de mensajes necesario
para la deteccion sea diferente segun el valor de la identidad simulada con la que se
compara con el resto de iniciadores del ciclo.
La tabla 7.6 muestra los valores calculados para diversas conguraciones de inicia-
dores en la cadena original de nodos. Se puede observar que hay un numero diferente
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de mensajes segun cual sea la mayor identidad simulada de los iniciadores presentes
en el ciclo. El caso de un iniciador activado proporciona dos numeros de mensajes
distintos, el que se obtiene cuando el candidato de mayor identidad simulada es un
candidato presente en el ciclo y en la cadena de nodos inical y en el que el inicia-
dor simulado es el mayor porque la identidad simulada del iniciado activado que ha
adquierido es la mayor del ciclo. En estos calculos se ha tenido en cuenta tanto los
mensajes ALG e INF, que se propagaron por las esperas rotas entre los inicadores
activados y el iniciador simulado, como los mensajes AVS en retroceso, que se difun-
den tambien por esas esperas, y los posibles mensajes AVSRSP reconvertidos. Para
el caso de dos iniciadores activados es evidente que se incrementan las posibilidades
de ordenacion, tanto de los iniciadores reales como de los activados y, por lo tanto,
se puede hallar gran diversidad de valores. En cualquier caso, el numero de mensajes
se puede expresar como (n+k)+m y la complejidad en este tipo de evoluciones con k
= 3 es O(n+m).
Notese que el sumando 2k que aparece en las tablas 7.5 y 7.6 es el mismo que
el de los casos estaticos, siendo 2 un valor constante que no depende del numero de
iniciadores, k.
Se podra seguir con el analisis de complejidad en numero de mensajes para esce-
narios dinamicos incluyendo nuevas conguraciones. Por ejemplo, se podran estudiar
formaciones de ciclos en los que se combinan cadenas de nodos de los distintos tipos
descritos en esta seccion, ciclos formados por cadenas de nodos en forma de y (ejem-
plo de ejecucion 5.40 del captulo 6), tridente,... o ciclos reconstruidos a partir de
cadenas de nodos resultantes de una resolucion previa (ejemplo de ejecucion 5.46 del
captulo 6). Para todas esas formaciones sera valida la conclusion que se ha alcanzado
en todas las evoluciones planteadas, esto es, la complejidad en numero de mensajes
de los escenarios dinamicos que resuelve el algoritmo propuesto es O(n+m). Esto
implica que el numero de mensajes necesario para detectar un interbloqueo en una
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Numero de iniciadores Numero de mensajes Detector
iniciales activados
1 (n+k)+3m1+1 iniciador real (mejor caso)
(n+k)+3m1+3 iniciador simulado (mejor caso)
(n+2k 2)+3m1+1 iniciador real (peor caso)
(n+2k 2)+3m1+3 iniciador simulado (peor caso)
2 (n+k)+3m1+3m2+1 iniciador real (mejor caso)
(n+k)+3m1+2m2+4 iniciador simulado (mejor caso)
(n+2k 2)+3m1+3m2+2 iniciador real (peor caso)
(n+2k 2)+3m1+3m2+1 iniciador simulado (peor caso)
Tabla 7.6: Coste de comunicacion, segun el numero de iniciadores iniciales activa-
dos, para ciclos en los que hay un iniciador simulado (candidate previamente) y dos
iniciadores reales (k = 3).
evolucion dinamica es proporcional al numero de nodos del ciclo, n, y al numero de
esperas entre nodos que iniciaron una instancia del algoritmo y que se han eliminado
para la formacion del ciclo.
7.3. Complejidad temporal
En esta seccion se proporciona otra medidad de complejidad que tiene que ver
con el tiempo de propagacion de todos los mensajes involucrados en el proceso de
resolucion del interboqueo. La latencia del algoritmo para detectar un interbloqueo
tambien es lineal incluso si se consideran secuencias causales de mensajes. Sabiendo
que el cierre del interbloqueo no lleva a la creacion inmediata del mensaje que detec-
tara el interbloqueo, se van a estudiar los diferentes escenarios estaticos y dinamicos




Para los casos estaticos se supondra, como en la seccion anterior, que ninguno de
los nodos que forman el ciclo habra iniciado la ejecucion del algoritmo y, por tanto,
no existiran mensajes circulando en el sistema. Por otra parte, se asumira que, desde
el instante que se forma el ciclo de esperas hasta el momento en que se resuelva el
interbloqueo que representa ese ciclo, no tendran lugar modicaciones en el sistema.
Segun el numero de iniciadores del algoritmo y la distribucion de los nodos blo-
queados en el ciclo, se obtendran diferentes tiempos de latencia del interbloqueo. A
continuacion, se muestra el analisis realizado que incluye inicialmente el caso mas
sencillo en el que hay un unico iniciador (k = 1) para, nalmente, llegar a proponer
el caso generico de un ciclo de n nodos con k iniciadores, siendo 1<kn.
Caso k = 1
Cuando en el ciclo solo existe un candidato (iniciador), la latencia es nT , donde
T es el retardo de comunicacion y n el numero de nodos que conforman el ciclo.
El mensaje ALG inicial que genera el candidato debe retransmitirse por el resto de
nodos del ciclo. Hasta que el mensaje ALG no alcanza su nodo destino, este nodo
no puede dirigir el mensaje ALG a su predecesor. El ciclo que se representa en la
gura 7.1 muestra con claridad el numero de mensajes causales, o sea, la complejidad
temporal, que conlleva este caso. Por tanto, el tiempo de latencia obtenido es lineal
con el numero de nodos del ciclo, O(n).
Caso k > 1 ^ k = n
Las conguraciones que aqu se consideran son aquellas en las que el numero de
nodos del ciclo coincide con el de iniciadores del algoritmo de deteccion. Todas las
situaciones que se engloban en este caso presentan como latencia (n+1)T , siendo T el
retardo de comunicacion de los mensajes intercambiados en el proceso de deteccion y
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n el numero de nodos (iniciadores) que conforman el ciclo. Por consiguiente, el tiempo
de latencia obtenido es proporcional al numero de nodos del ciclo, O(n). Para k =
n = 2, la secuencia causal de mensajes esta formada por un unico mensaje ALG, un
mensaje AVS en el que quedan comparados los dos candidatos iniciadores y un nuevo
mensaje AVS que sirve como deteccion del ciclo. Al contabilizar solo un mensaje
ALG se presupone que los dos iniciadores estan lanzando sus mensajes de iniciacion
al mismo tiempo y, tanto su propagacion como su recepcion, estan solapadas en el
tiempo.
Conforme se incrementa el numero de nodos (iniciadores) del ciclo, n, se observa
que, a pesar de que deben intercambiarse mas mensajes para lograr la deteccion del
ciclo, la latencia del algoritmo viene determinada por la misma expresion, esto es,
(n+1)T . Esta conclusion se alcanza despues de haber analizado las conguraciones
que establecan el mejor y el peor caso del estudio de la complejidad en numero de
mensajes.
Si se considera el mejor caso, los mensajes ALG de los iniciadores se propagan y
reciben a la vez, seguidamente se suceden los mensajes AVS necesarios para reducir el
numero de instancias del algoritmo a solamente una y se concluye, nalmente, con un
mensaje AVS de deteccion. El computo de estos mensajes viene dado por la relacion
1+(k 1)+1 que, en su forma simplicada, es k+1 o n+1. En este punto cabe destacar
el comportamiento causal de los mensajes AVS. A diferencia de los mensajes ALG de
los iniciadores, las comparaciones entre los distintos candidatos no puede solaparse
en el tiempo.
En lo que respecta a las conguraciones del denominado peor caso, la secuencia
causal de mensajes incluye el envo de mensajes ALG, la comparacion de inciadores
mediante mensajes AVS, la sucesion de mensajes AVSRSP y la deteccion del inter-
bloqueo realizada por un mensaje AVS. Al contabilizar los mensajes que conforman
la cadena causal de ejecucion, se considera que los mensajes ALG, al igual que los
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mensajes AVS, se solapan en el tiempo. Sin embargo, los mensajes AVSRSP se for-
man secuencialmente, siendo la causa que los origina el efecto de la recepcion del
mensaje anterior. La expresion que permite contar todos los mensajes de esta cadena
de ejecucion viene dada por 1+1+(k 2)+1 o, lo que es lo mismo, k+1 o n+1.
Caso k > 1 ^ k < n
Para abordar este caso, se van a distinguir dos tipos de ciclos diferentes: aquellos en
los que el numero total de nodos, n, es divisible por el numero de nodos iniciadores k, y
los ciclos en los que n no es divisible por k. Cuando la relacion de n y k es un numero
entero, es posible encontrar conguraciones balanceadas (los nodos bloqueados se
distribuyen uniformemente entre los nodos iniciadores). En cambio, si n=k no es un
valor entero, la distribucion de los nodos bloqueados no puede ser uniforme. El motivo
principal de hacer este analisis segun la razon n=k consiste en que la disposicion de los
nodos bloqueados en el ciclo inuye directamente en el tama~no de la cadena causal
que se debe ejecutar para la deteccion del mismo. A continuacion, se presentan el
estudio de la latencia para k = 2 y para k > 2 en las dos situaciones mencionadas.
1: n=k 2 Z ^ k = 2
Al ser n=k un numero entero es posible una distribucion equilibrada de los no-
dos no iniciadores en el ciclo. Este reparto equitativo de los nodos bloqueados
entre los nodos candidatos implica que en la cadena causal de ejecucion van
a poder solaparse en el tiempo, tanto los mensajes ALG de los iniciadores co-
mo los mensajes ALG que redireccionan los nodos bloqueados hasta alcanzar
otro iniciador. Por otro lado, el mensaje AVS de comparacion de iniciadores
surgira como respuesta a uno de los mensajes ALG redireccionados que alcan-
za, nalmente, al otro iniciador del ciclo. Una vez recibido este mensaje AVS,
sera generado el mensaje AVS que se encargara de detectar el ciclo. El total
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de mensajes que componen esta cadena causal de ejecucion se corresponde con
n=k+(k 1)+1. Por lo tanto, la latencia obtenida es (n=k+k)T , donde T es
el retardo de comunicacion de los mensajes intercambiados en el proceso de
deteccion.
Otras conguraciones en las que vara la longitud de la cadena causal de mensa-
jes son las que tienen localizados en el ciclo a los nodos bloqueados, o bien todos
como predecesores del candidato (iniciador) mayor, o bien todos como prede-
cesores del candidato menor. Si todos los nodos bloqueados se situan entre los
candidatos, de manera que sean predecesores del iniciador con mayor identidad,
solo sera posible el solapamiento de los mensajes ALG de los iniciadores. El
resto de mensajes ALG que deben redireccionarse tendran que crearse secuen-
cialmente. Por otra parte, el mensaje AVS que aparece tras la comparacion de
los dos iniciadores puede adelantarse porque no precisa de la informacion que
redirigen los mensajes ALG. De acuerdo con este comportamiento, no habra que
contabilizar ningun mensaje AVS de los que reducen el numero de instancias
de ejecucion, pero seguira siendo necesario contar con el mensaje AVS nal que
detecta el ciclo. Los mensajes que forman parte de la cadena causal de ejecucion
son, por tanto, n (k 1)+1. Considerando esta expresion, la latencia resultante
es (n k+2)T .
Se obtiene una latencia distinta cuando todos los nodos bloqueados se dispo-
nen entre los nodos iniciadores, pero a diferencia del caso anterior, todos los
nodos bloqueados son predecesores del candidato menor. A la hora de contar
los mensajes que componen la cadena causal, solo se tiene que tener en cuenta
el solapamiento de los mensajes ALG de los iniciadores. En esta ordenacion
de nodos, el mensaje AVS resultado de la comparacion de candidatos no pue-
de adelantarse porque su generacion es el efecto provocado por la recepcion
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de todos los mensajes ALG retransmitidos hasta alcanzar al otro candidato
del ciclo. Esto implica que el numero de mensajes secuenciales viene dado por
n (k 1)+(k 1)+1 y la latencia conseguida es (n+1)T .
2: n=k =2 Z ^ k = 2
Como n, numero de nodos del ciclo, no es divisible por k, numero de iniciadores,
no se podra disponer de una distribucion uniforme de los nodos bloqueados entre
los iniciadores del ciclo. Las ordenaciones cuasi-balanceadas que se pueden establecer
requieren que los nodos bloqueados queden repartidos como predecesores de los ini-
ciadores de la forma mas equilibrada posible, a excepcion de k 1 nodos. Los valores
de la tabla 7.7 recogen los valores de latencia para ciclos con k = 2 iniciadores. A la
vista de estos resultados, se puede concluir que la distribucion de los nodos bloqueados
inuye, pero en cualquier caso la complejidad temporal es O(n).
Distribucion bloqueados n=k 2 Z n=k =2 Z
balanceada/cuasi-balanceada ((n=k)+k)T (n div k+k+1)T
predecesores del candidato mayor (n k+2)T (n k+2)T
predecesores del candidatos menor (n+1)T (n+1)T
Tabla 7.7: Latencia para ciclos en los que k = 2 ^ k < n.
3: n=k 2 Z ^ k > 2
Si el numero de nodos bloqueados del ciclo se puede repartir uniformemente entre
los nodos iniciadores, esto es, n=k es un numero entero, la longitud de la cadena causal
de mensajes es diferente segun la ordenacion de los nodos iniciadores en el ciclo. En
este apartado se va a suponer que el numero de iniciadores es mayor que dos. En
la seccion anterior se estudiaron las conguraciones con las se obtena el mejor y el
peor coste en numero de mensajes. Para analizar la latencia se va a emplear esta
diferenciacion.
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Mejor caso:
En el llamado mejor caso de la medida de complejidad expresada en numero de
mensajes, los candidatos se disponen en el ciclo de mayor a menor respecto al iniciador
mayor. Considerando este mejor caso, en el que no surgen mensajes AVSRSP, los
mensajes ALG de los iniciadores y los que reenvan los nodos bloqueados se pueden
ejecutar en paralelo. Por consiguiente, a la hora de contabilizar los mensajes ALG
habra que incluir el valor entero de n=k. A continuacion, apareceran tantos mensajes
AVS como instancias haya que eliminar para quedar activa solamente la del nodo
detector. Estos mensajes AVS resultan ser k 1 mensajes debido a que entre ellos no
puede existir solapamiento temporal ninguno. Por ultimo, debe a~nadirse a la cadena
causal de mensajes, el mensaje AVS que permite detectar el ciclo. Resumiendo, la
secuencia de mensajes consta de n=k+(k 1)+1 mensajes y, por tanto, la latencia
supone (n=k+k)T .
Otras posibles localizaciones de los nodos bloqueados en el ciclo ofrecen medi-
das de latencia diferentes. Seguidamente, se va proceder al calculo de tres de estas
conguraciones para el mejor caso ordenacion de los iniciadores.
Nodos bloqueados entre los dos candidatos mayores del ciclo: Se solapan en el
tiempo los mensajes ALG de los iniciadores, pero se ejecutan secuencialmente
los mensajes que reenvan los nodos bloqueados. Por otra parte, la generacion
de los mensajes AVS tiene lugar al mismo tiempo que la secuencia de mensajes
ALG que se origina entre los nodos bloqueados. Y para concluir la deteccion del
ciclo, surge un mensaje AVS como efecto del procesado de todos los mensajes
anteriores. El numero total de mensajes causales viene dado por la expresion
n (k 1)+1, que determina un valor de latencia de (n k+2)T .
Nodos bloqueados entre el candidato mayor y menor del ciclo: La disposicion
de los nodos de esta conguracion impide que, salvo los mensajes ALG de los
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iniciadores, se puedan ejecutar solapadamente los mensajes de la deteccion inter-
bloqueo. As pues, el numero de mensajes de la cadena causal de esta ordenacion
de nodos es n (k 1)+(k 1)+1 y la latencia correspondiente (n+1)T .
Nodos bloqueados entre los dos candidatos menores del ciclo: En esta disposicion
de nodos, se puede iniciar el proceso de deteccion con el envo en paralelo de
los mensajes ALG de los iniciadores. Despues de esta fase, solo sera posible la
comparacion de dos nodos candidatos mediante un mensaje AVS. El resto de
comparaciones entre candidatos debera quedar aplazada hasta que los nodos
bloqueados retransmitan los correspondiente mensajes ALG. A partir de que
se procese el ultimo de estos mensajes ALG redirigidos, se sucederan en el
tiempo los mensajes AVS necesarios para reducir el numero de instancias activas
y el mensaje AVS que naliza la deteccion. El valor de latencia obtenido es
nT y el numero de mensajes que conforman la cadena causal de ejecucion es
n (k 1)+((k 1) 1)+1.
Peor caso:
En una ordenacion en la que los candidatos se situan de menor a mayor respecto
al iniciador mayor, o lo que se ha denominado en el analisis de la complejidad en
numero de mensajes como peor caso, se generan, ademas de mensajes ALG y AVS,
mensajes de tipo AVSRSP. Al obtener la expresion que indica el numero de mensajes
que componen la secuencia causal de la deteccion de un ciclo, se debe incluir el
valor entero de n=k correspondiente a los mensajes ALG que no pueden solaparse
en el tiempo, un mensaje AVS en representacion de todos los mensajes AVS que se
procesan al mismo tiempo y k 2 mensajes AVSRSP que se suceden temporalmente
hasta que puede, nalmente, crearse el mensaje AVS de deteccion del interbloqueo.
Sumando todos estos mensajes, resulta que la cadena de ejecucion esta formada por
(n=k)+1+(k 2)+1 mensajes, o lo que es lo mismo, la medida de latencia en esta
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situacion es ((n=k)+k)T . Como puede apreciarse, la latencia de una distribucion
uniforme de los nodos bloqueados, tanto para el mejor caso como para el peor caso
de ordenacion de candidatos, es la misma.
Otras posibles localizaciones de los nodos bloqueados para el peor caso de orde-
nacion de iniciadores en el ciclo ofrecen medidas de latencia diferentes.
Nodos bloqueados entre los dos candidatos mayores del ciclo: La diferencia
fundamental de esta distribucion de nodos con respecto a la equivalente del
mejor caso es que todos los mensajes AVS, a excepcion de uno, y la totalidad
de los mensajes AVSRSP se ejecutan en paralelo con los mensajes ALG, que
son redirigidos por los nodos bloqueados del ciclo. Esto implica que el numero
de mensajes causales es n (k 1)+1+1, lo que proporciona un valor de latencia
ligeramente superior (n k+3)T .
Nodos bloqueados entre el candidato mayor y menor del ciclo: En esta orde-
nacion de nodos, los mensajes ALG de los iniciadores y los mensajes AVS de
compacion de candidatos pueden solaparse en el tiempo. Sin embargo, los men-
sajes ALG redirigidos por los nodos bloqueados, los mensajes AVSRSP y el
mensaje AVS nal de deteccion, se deben secuenciar en el tiempo porque for-
man una cadena causa-efecto. Por tanto, n (k 1)+(k 2)+1 es la longitud de
la secuencia de ejecucion expresada en numero de mensajes y el valor de la
latencia es nT .
Nodos bloqueados entre los dos candidatos menores del ciclo: La deteccion del
ciclo en este caso requiere la ejecucion secuencial de (n (k 1))+1+(k 2)+1
mensajes, proporcionando as una latencia de (n+1)T . La generacion de los
mensajes ALG de los iniciadores y todos los mensajes AVS, excepto uno, que
se forman para reducir el numero de instancias activas pueden adelantar su
ejecucion porque no requieren esperar a que se originen mas mensajes que los
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ya procesados para su creacion. En cambio, los mensajes AVSRSP que surgen
en la deteccion y el mensaje AVS responsable de la deteccion nal del ciclo
precisan de la generacion de mensajes previos para poder ser creados.
En la tabla 7.8 se resumen todos los valores de latencia encontrados en las con-
guraciones estudiadas. La complejidad temporal es O(n).
Distribucion bloqueados Mejor caso Peor Caso
balanceada (n=k+k)T (n=k)+k)T
entre candidatos mayores (n k+2)T (n k+3)T
entre candidatos mayor y menor (n+1)T nT
entre candidatos menores nT (n+1)T
Tabla 7.8: Latencia en numero de mensajes para ciclos en los que n=k 2 Z y k > 2.
4: (n=k) =2 Z ^ k > 2
En esta situacion, el numero de nodos bloqueados no puede distribuirse unifor-
memente entre los nodos iniciadores del ciclo. La latencia de la conguraciones cuasi-
balanceadas para el mejor caso y el peor caso de ordenacion de los candidatos dieren
en un unico mensaje. En el mejor caso hay que considerar la siguiente secuencia de
mensajes: (n div k)+1 mensajes ALG, (k 1) 1 mensajes AVS y el mensaje AVS
que provoca la deteccion. En lo que respecta al peor caso se tiene la siguiente cade-
na causal de mensajes: (n div k)+1 mensajes ALG, 1 mensaje AVS, k 2 mensajes
AVSRSP y el mensaje AVS nal que posibilita la deteccion. Segun estos calculos, la
latencia del mejor caso supone ((n div k)+k)T y la que le corresponde al peor caso,
((n div k)+k+1)T . La tabla 7.9 muestra todos los resultados de latencia analizados.
Comparando los resultados de latencia de los distintos escenarios propuestos, se
llega a la conclusion de que los valores de latencia estan comprendidos entre ((n div
k)+k)T (mnimo) y (n+1)T (maximo). El lmite inferior de la latencia estatica
corresponde a conguraciones, en las que los nodos no iniciadores se distribuyen de la
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Distribucion bloqueados Mejor caso Peor caso
cuasi-balanceada ((n div k)+k)T (n div k+k+1)T
entre candidatos mayores (n k+2)T (n k+3)T
entre candidatos mayor y menor (n+1)T nT
entre candidatos menores nT (n+1)T
Tabla 7.9: Latencia en numero de mensajes para ciclos en los que n=k =2 Z y k > 2.
forma mas uniforme posible. El lmite superior se registra cuando los nodos bloqueados
se disponen entre el candidato mayor y menor del ciclo (mejor caso) o cuando los
nodos bloqueados se situan entre los dos iniciadores menores del ciclo (peor caso).
Cualquier otra ordenacion, distinta a las recien se~naladas, proporcionara un valor de
latencia incluido en el intervalo indicado anteriormente. Se puede observar tambien
que en todos los casos estaticos estudiados la latencia del algoritmo de deteccion de
interbloqueos es lineal con respecto al numero de nodos que conforman el ciclo, O(n).
7.3.2. Casos dinamicos
El calculo de la complejidad temporal para evoluciones del sistema que concluyen
en la formacion de un ciclo entra~na una doble dicultad. Por un lado, debe tenerse en
cuenta que la dinamica del sistema puede ser muy variada. Las acciones de creacion y
borrado de esperas permiten alcanzar una conguracion de nodos interbloqueados de
muy diversas maneras. De ah que, para estimar la complejidad temporal sera necesa-
rio establecer unidades basicas de formacion de ciclos, al igual que se ha realizado al
medir el coste de comunicaciones en casos dinamicos. Por otro lado, hallar la longitud
de la cadena causal de mensajes menor supone controlar la secuenciacion de mensa-
jes que admite la dinamica implementada por el algoritmo de deteccion y resolucion
de interbloqueos. En consecuencia, considerando estos dos aspectos, la metodologa
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adoptada para obtener medidas de latencia en sistemas dinamicos repasara las for-
maciones basicas de ciclo de la seccion 7.2.2 para seguidamente proceder a ordenar
los mensajes segun su relacion de causalidad.
Cadena de nodos con un iniciador que evoluciona a un ciclo con un
iniciador simulado (k = 1)
Los mensajes que aparecen en esta conguracion son mensajes ALG redirigidos,
que pasan por todos los nodos de la cadena, ya que son predecesores del nodo iniciador.
La formacion del ciclo implica el borrado de una serie de esperas mas alla del nodo
iniciador y la creacion de una relacion de espera que da lugar al ciclo de nodos deseado.
En este proceso, se pondra en funcionamiento el mecanismo dinamico de transmision
de identidad simulada y un nodo predecesor del iniciador hara las veces de iniciador
simulado.
Si el ciclo se cerrara dejando en su interior al iniciador de la cadena, la latencia
resultante sera la del caso estatico equivalente, esto es, nT . Sin embargo, en el caso
dinamico analizado, la complejidad temporal alcanza el valor maximo (n+2m1)T que
es el tiempo de propagacion de todos los mensajes que aparecen en la formacion y
deteccion del ciclo. Se puede obtener una cadena causal de mensajes menor si justo
despues de que el iniciador lance su mensaje ALG se inicia el borrado de la espera
que lo une a su predecesor que es, a su vez, el destino de su mensaje ALG. Por tanto,
permitiendo el solapamiento de mensajes INF y mensajes ALG que se propagan por
esperas de la cadena inicial distintas a la que ha generado el mensaje INF, resulta
que la latencia obtenida es (n+m1)T , un valor ligeramente inferior al anterior.
Conviene recordar en este punto que los mensajes INF que surgen por el borrado
de esperas se procesan secuencialmente y no se pueden tratar en paralelo. Esto es es
debido fundamentalmente a que la accion del borrado de esperas esta dise~nada para
que se asimile a la redireccion de mensajes ALG que, como es sabido, es un proceso
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secuencial. Tras este analisis se puede establecer que a complejidad temporaral en
esta formacion es O(n+m).
Cadena de nodos con mas de un iniciador que evoluciona a un ciclo con
un iniciador simulado (k = 1)
A partir de los resultados obtenidos en la seccion anterior, se puede ofrecer una
cota maxima de latencia, para distintos numeros de iniciadores, que tendra en cuenta
el tiempo de propagacion del total de mensajes que aparece en la formacion y deteccion
del ciclo.
2 iniciadores:
(n+2m1+2m2)T sin intercambio de mensaje entre iniciadores
(n+2m1+3m2)T con intercambio de mensaje entre iniciadores
3 iniciadores:
(n+2m1+2m2+2m3)T sin intercambio de mensajes entre iniciadores
(n+2m1+3m2+3m3)T con intercambio de mensajes entre iniciadores
Los valores de latencia as estimados no consideran la posibilidad de que haya
mensajes que se procesen en paralelo. Del mismo modo que en el apartado anterior,
se pueden obtener latencias menores si se advierte que los mensajes INF propios
del borrado de esperas se pueden propagar al mismo tiempo que se retransmiten
los mensajes ALG de los nodos iniciadores. Ademas, cabe la posibilidad de que los
mensajes ALG de los distintos iniciadores de la cadena se enven solapadamente en
el tiempo. Los resultados que se muestran a continuacion van a evidenciar que las
evoluciones dinamicas que proporcionan una latencia menor son aquellas en las que
los iniciadores no han intercambiado mensajes directos de tipo AVS y/o AVSRSP
antes de borrar las esperas que los unen. Dependiendo del numero de iniciadores, se
obtienen las siguientes medidas de latencia:
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2 iniciadores sin intercambio de mensajes entre ellos. Se distinguen dos situa-
ciones diferentes segun sea el numero de nodos del ciclo nal mayor o menor
que la suma de todas las esperas rotas del proceso. Si nm1+m2, la latencia
viene determinada por el numero de nodos del ciclo resultante y el de las espe-
ras suprimidas entre el iniciador simulado y el iniciador real del que hereda la
identidad simulada. La expresion de la latencia en esta situacion es (n+m1)T .
Por otra parte, considerando que n<m1+m2, se obtiene un valor de latencia
distinto en el que los mensajes INF que surgen en la fase dinamica de formacion
son determinantes para el computo del tiempo total consumido en la deteccion
del interbloqueo. En este caso, la latencia se calcula como (m1+m2+2)T , donde
m1 son los mensajes INF que traspasan la identidad del iniciador real hasta el
nodo del ciclo que hara de inicador simulado, m2 los mensajes INF que trans-
miten la identidad del primer iniciador que se activa. La expresion contiene un
sumando constante que recoge el mensaje ALG que detecta el interbloqueo de
la conguracion analizada y los mensajes ALG que lanzan inicialmente los ini-
ciadores de la cadena de nodos. En el tiempo en que se propagan los mensajes
ALG de los iniciadores no se puede adelantar el borrado de la espera del prede-
cesor del iniciador, que se debe activar en primer lugar, porque se frustrara la
formacion dinamica que se trata de analizar.
2 iniciadores con intercambio de mensaje entre ellos. Para lograr que haya una
comunicacion previa entre los iniciadores reales de la cadena, es preciso que el
mensaje ALG del iniciador que primero se activa llegue hasta el segundo ini-
ciador y la identidad (simulada) de este segundo iniciador sea superior a la del
primero. Como ya se ha explicado con anterioridad, el resultado de esta compa-
racion de identidades entre dos candidatos provoca la generacion de un mensaje
directo AVS. Ademas, la dinamica de formacion del ciclo no comenzara hasta
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que este mensaje AVS sea procesado convenientemente en su destino. El motivo
por el que se impone retrasar el proceso de borrado de las esperas de los prede-
cesores del primer iniciador activado es poder poner en marcha posteriormente
el mecanismo dinamico de retroceso de mensajes AVS y comprobar si inuye o
no en la medida de la latencia.
El numero de mensajes causales que se van a contabilizar en esta situacion es
m1+2m2+2. Como puede observarse, que el numero de nodos del ciclo, n, sea
mayor o menor que el numero total de esperas rotas deja de inuir en el valor
de la latencia. Tambien se aprecia que la latencia obtenida en esta situacion es
ligeramente superior a la del caso de dos iniciadores sin intercambiar mensajes.
Esto es debido a haber obligado que el borrado de esperas se produzca tras el
intercambio de mensajes de iniciadores.
Del mismo modo, hay que explicar que en el borrado de la espera que une al
iniciador con su predecesor surge tanto el mensaje INF como el primer mensaje
AVS en retroceso, pero no se va considerar que se propagan solapadamente. El
procesado de un mensaje AVS se realiza si el mensaje INF, generado en la ejecu-
cion de la misma accion que el AVS en retroceso, ha sido recibido previamente.
Por esta razon, para el recuento de mensajes que compone la cadena causal de
ejecucion menor, se ha impuesto una relacion de causalidad entre ellos y, por
tanto, se retarda el envo del mensaje AVS en retroceso. Los mensajes AVS en
retroceso que aparecen en el tramo de esperas rotas entre iniciadores son m2 1
porque se evita enviar un mensaje AVS con un solo nodo en su ruta. Dado que
la generacion de estos mensajes se ha implementado en el algoritmo como un
mecanismo secuencial, su propagacion queda totalmente solapada con el envo
secuencial de los mensajes INF del mismo tramo de esperas rotas de la cadena
de nodos. En consecuencia, el valor de la latencia no se vera incrementado por
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la aparicion de mensajes AVS en retroceso.
A continuacion, la tabla 7.10 recoge todas las medidas realizadas para el caso en
el que el ciclo nal solo hay un iniciador simulado (k = 1). Si se considera que en
la conguracion inicial haba 2 iniciadores, i1 e i2, siendo i2 el iniciador mas alejado
del iniciador simulado, se obtienen diferentes valores de acuerdo a la relacion que
hay entre el numero de nodos del ciclo, n, y la suma de las esperas rotas (columna 2
de la tabla). Ademas de estudiar todas esos supuestos, se ha calculado la latencia de
acuerdo a la relacion de las identidades de los iniciadores y, por consiguiente, al posible
intercambio de informacion entre ellos antes del borrado de esperas de la cadena de
nodos inicial.















Tabla 7.10: Latencia de ciclos con un iniciador simulado (k = 1)
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Cadena de nodos que evoluciona a un ciclo con un iniciador simulado y
otro real (k = 2)
Las conguraciones que se van a analizar seguidamente evolucionan de tal forma
que el ciclo presenta dos iniciadores. Uno de ellos no ha modicado sus relaciones de
espera con los nodos que le preceden en la cadena inicial (iniciador real, i2) y el otro
se considera un iniciador simulado (i1), porque, ha experimentando ciertos cambios
con respecto a la conguracion inicial al activarse. La activacion de este nodo hace
que tenga que adquirir una identidad simulada que le haga comportarse como el
nodo iniciador que ya no tiene presencia nal en el ciclo. Si el estado del nodo antes
de convertirse en iniciador simulado era dummy, ademas de adquirir una identidad
simulada tambien tiene que cambiar a estado candidate. En el caso de ser candidate
con inf need a true, mantiene el estado pasando inf need a false y adquiere una
nueva identidad simulada. Es obvio que, al igual que en los casos estaticos, segun la
distribucion de los nodos bloqueados entre los iniciadores nales del ciclo, se obtengan
valores de latencia diferentes.
1: Estado previo del iniciador simulado: dummy.
La tabla 7.11 muestra un resumen del numero de mensajes causales necesario
para detectar un interbloqueo. Se ha elegido el mejor y el peor caso encontrado, al
variar la distribucion de los nodos bloqueados que hay entre los iniciadores. Asimismo,
se proporcionan los registros obtenidos cuando el detector del ciclo es el iniciador
simulado (i1 > i2) y cuando el detector es el iniciador real (i1 < i2). Se observa que
las detecciones del iniciador real precisan de mas mensajes porque se pone en marcha
el retroceso de mensajes AVS y no se puede solapar totalmente con los mensajes INF
que transmiten la identidad simulada que adopta el iniciador simulado.
La misma tabla recoge las medidas obtenidas cuando la conguracion inicial cuen-
ta con tres iniciadores, pero dos de ellos se activan. En esta situacion, el ciclo nal
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Numero de iniciadores Relacion/ Latencia
iniciales activados Detector
i1<i2 ((n+k)+m1+3)T















Tabla 7.11: Latencia, segun el numero de iniciadores iniciales activados, para ciclos
en los que hay un iniciador simulado (dummy previamente) y un iniciador real (k =
2).
tambien dispone de dos iniciadores (k = 2), uno real i3 y otro simulado que adop-
ta la identidad simulada de uno de los iniciadores activados, i1 o i2. Los valores de
latencia que se han anotado son muy variados porque hay una gran diversidad de
conguraciones. Dado que, antes de empezar a borrar las esperas que conducen a la
formacion del ciclo, se intercambian todos los mensajes posibles entre iniciadores, se
contabilizan cantidades de mensajes diferentes, dependiendo de si la identidad simu-
lada procede del iniciador activado mas alejado o del mas cercano. Tambien inuye
que mecanismos dinamicos se necesitan para lograr la deteccion del interbloqueo. Por
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2 iniciador simulado ((n+k)+2m1+m2 3)T
...
Tabla 7.12: Latencia, segun el numero de iniciadores iniciales activados, para ciclos
en los que hay un iniciador simulado (candidate previamente) y un iniciador real (k
= 2).
ejemplo, la conversion de mensajes almacenados en set st avs en mensajes AVSRSP
permite que la deteccion del interbloqueo requiera menos mensajes porque su infor-
macion esta actualizada. Sin embargo, la latencia se incrementa notablemente cuando
el iniciador simulado detecta el ciclo a traves de un mensaje AVS en retroceso y no
de forma directa porque las rutas contena informacion obsoleta.
Considerando todos las situaciones planteadas y a la vista de los datos anotados
en la tabla 7.11, se observa que la complejidad temporal es O(n + m), donde m
representa las esperas rotas entre iniciadores iniciales activados y el simulado.
2: Estado previo del iniciador simulado: candidate con inf need = true.
En el siguiente analisis, el numero de iniciadores del ciclo nal es (k = 2), pero el
iniciador simulado antes de activarse ya era candidate y haba intercambiado mensajes
con otros candidatos de la cadena inicial (inf need = true). Esta condicion impone
que las cadenas de nodos en el inicio tengan al menos tres nodos iniciadores. Al igual
que en el caso precedente, se han estudiado diferentes conguraciones. Dependiendo
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de la disposicion de los iniciadores en la cadena inicial, de la distribucion de los nodos
bloqueados en el ciclo nal y del numero de esparas que se rompen en la evolucion
considerada, se contabiliza un numero distinto de mensajes causales. Los mecanismos
dinamicos que afectan en cualquiera de los casos planteados son los que han sido
dise~nados para que se ejecuten secuencialmente: el retroceso de mensajes AVS cuando
naliza en una deteccion y la propagacion de los mesnajes INF.
Observando los valores de la tabla 7.12, vuelve a extraerse la misma conclusion
respecto a la latencia. La complejidad temporal medida en numero de mensajes cau-
sales para la evolucion dinamica considerada es O(n + m). Este resultado se puede
generalizar a conguraciones mas complejas porque estas se pueden obtener como
combinacion de las conguraciones basicas ya estudiadas.
7.4. Algunos aspectos sobre la implantacion real
del algoritmo
A la hora de dise~nar un algoritmo es muy habitual asumir un modelo idealizado
del sistema que facilite la descripcion y posterior demostracion formal del algoritmo.
Por esta razon, en la implantacion de un algoritmo en un sistema real pueden surgir
problemas en la ejecucion o comportamientos no deseados del algoritmo, que eran
imposible prever en un entorno ideal. Contrariamente, tambien es posible que la
implantacion de un algoritmo en un sistema concreto permita optimizar algunas de
sus prestaciones. La perdida de cierto grado de la generalidad impuesta en el dise~no de
un algoritmo puede mejorar el rendimiento del mismo porque su complejidad espacial
disminuya
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7.4.1. Abortos espontaneos
Un algoritmo que verique la condicion de seguridad supone la ausencia de abor-
tos espontaneos. Por eso, se suele suponer que el sistema estara libre de abortos
espontaneos. Sin embargo, en un sistema real no se puede garantizar que el algoritmo
no detecte y resuelva falsos interbloqueos causados por abortos espontaneos.
Con objeto de reducir el numero de esos falsos interbloqueos, los algoritmos con
memoria podra incorporar un esquema que lanzara, tras el proceso de deteccion, una
accion para que abortara el nodo detector y ademas se eliminaran mensajes irrele-
vantes para el devenir del sistema. En cierta medida, la accion Aborti del algoritmo
planteado en esta tesis, incluye mecanismos para recuperar la informacion relevante
y descartar la irrelevante. De esta forma, aunque no se asegura que no haya falsas
aborciones, se reduce su numero.
7.4.2. Condiciones de disparo
En este algoritmo no se establece el momento en que un cierto nodo inicia la ins-
tancia del algoritmo. En la iniciacion solo se exige que el nodo tenga predecesores y
este bloqueado con una identidad simulada conocida. Cumpliendose estas condicio-
nes el nodo tiene habilitada la accion initiatei, estando en disposicion de mandar un
mensaje ALG cuando se ejecute la accion. Como se ha comentado en los apartados
anteriores, el numero de mensajes que emplea el algoritmo puede llegar a ser muy
grande y esta directamente relacionado con el numero de instancias que se inicien en
el sistema. Con el n de reducir las iniciaciones del algoritmo en una implementacion
real del algoritmo, se deberan adoptar una serie de medidas que permitieran la opti-
mizacion del numero de iniciaciones del algoritmo. Es bien sabido que no siempre que
se inicia el algoritmo existe un interbloqueo en el sistema. Por eso, no es necesario
provocar de manera continuada la iniciacion de instancias del algoritmo, ya que puede
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que haya un bloqueo simple que se elimina tras un corto espacio de tiempo.
Se podra pensar en un mecanismo de time-out para que cada nodo iniciara sus
instancias transcurrido un tiempo desde que se recibio la noticacion de la existencia
de la espera. El periodo de time-out se podra decidir en funcion de diversos parame-
tros como la prioridad del nodo. Incorporando esta temporizacion de las instancias,
se consigue que todos los nodos creen sus instancias del algoritmo en un tiempo nito
y controlable. En algunos casos se podra ademas forzar a que se creen las instancias
de nodos de alta prioridad en primer lugar. En resumen, con el ajuste de las condi-
ciones de disparo cabe la posibilidad de reducir el numero de mensajes que emplea el
algoritmo en un sistema real.
7.4.3. Optimizacion del algoritmo
Los mecanismos de tratamiento de los mensajes con informacion que no es correc-
ta o es irrelevante es un aspecto de vital importancia para el correcto funcionamiento
del algoritmo. Por eso, tanto en los mensajes ALG como AVSRSP se valida la ca-
racterstica temporal. Tambien se impide que la deteccion se desarrolle a no ser que
todos los nodos implicados conozcan su identidad, status.id vale known. Mientras
status.id tenga el valor unknown, el procesado de los mensajes quedara suspendido
temporalmente. Ademas, la recepcion y tratamiento de mensajes esta restringida a
ciertos valores posibles de la variable status.alg. La variable t unk tambien sirve para
paralizar en cierta medida el proceso de deteccion hasta acomodar la informacion
existente a la activacion de nodos, que transmitieron informacion fundamental pa-
ra detectar un ciclo. Del mismo modo, la variable tipo conjunto set st avs tambien
guarda informacion usada en la deteccion, que puede ser reutilizada si desaparecen
esperas registradas en la ruta de sus mensajes almacenados. Incluir estas variables no
afecta a la demostracion de seguridad ni al analisis de complejidad estatica porque
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son mecanismos que se ponen en funcionamiento en evoluciones dinamicas del siste-
ma. La adaptacion y mejora del comportamiento en entornos cambiantes tiene como
contrapartida el aumento de la memoria necesaria para implantar el algoritmo.
Los nodos abortan en cuanto reciben informacion que evidencia la existencia de un
ciclo. Es posible que en el mensaje ALG haya informacion referente a una ruta cuya
parte nal no es correcta, pero se cuenta con unas reglas que lo validan igualmente.
Lo mismo sucede con los mensajes AVS : el nodo detector puede aparecer con un
tiempo obsoleto, pero los criterios de deteccion del ciclo permiten obviar esa situacion.
Mantener informaciones en las variables que permanecen en el sistema tras el aborto
de un nodo, aunque ya no sean ciertas en su totalidad, va a hacer posible que la
reinicializacion del algoritmo por parte de alguno de los nodos del ciclo extinguido
no requiera poner en funcionamiento el proceso de deteccion desde un principio. Por
otra parte, eso permite que el algoritmo tenga una complejidad menor en numero de
mensajes y menor en tiempo de latencia para evoluciones dinamicas del sistema. La
condicion de progreso en este tipo de reinicializaciones se verica porque el numero
de procesos del sistema es nito en cualquier instante y existe una relacion de orden
establecida que no se altera tras el aborto de un nodo. Siempre habra un candidato
con una identidad simulada unica mayor a la del resto de candidatos del sistema.
Seguidamente, se describen dos modalidades de gestor del sistema a los que puede
adaptarse el algoritmo para optimizar su rendimiento.
1. Gestor de sistema que implementa un esquema 2PL: El bloqueo en dos fases
es tpico en los gestores de sistemas de bases de datos. Los procesos solicitan
todos los recurso que necesitan al principio de su computacion. Despues de
liberar un recurso, el proceso no puede hacer nuevas peticiones. De acuerdo con
estas condiciones, las esperas no pueden aparecer en el sistema mas que una
vez. Este hecho se reejara en el algoritmo eliminado la variable del tiempo
de activacion que distingue las distintas versiones de una misma espera. Las
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comprobaciones temporales en la recepcion de mensajes se suprimiran. Como
consecuencia de estas simplicaciones, se reduce el espacio de memoria necesario
para el funcionamiento del algoritmo.
2. Uso de vectores de tiempo: Al dise~nar algoritmos distribuidos se hace patente la
imposibilidad de conocer el estado global del sistema en un momento concreto.
Para subsanar en cierta medida esa incapacidad, se recurre a descubrir cual
es el ordenamiento causal de los eventos que conoce un determinado proceso.
Para establecer este ordenamiento se hace uso de generalizaciones de los relojes
temporales de Lamport [50]. Una de las generalizaciones mas habitual en los
trabajos de interbloqueo distribuido es la de Fidge [125]. En ella, los procesos
del sistema tienen asociado un vector de tiempo y un reloj logico. Cada proceso
incrementa su entrada del vector de tiempo al ejecutar un evento y actualiza el
resto de entradas de su vector al recibir los vectores de otros procesos a traves de
mensajes. En el algoritmo de resolucion de interbloqueos que se ha presentado,
no se debera modicar el reloj logico de los procesos cuando estos estan blo-
queados y se realizan eventos relacionados con la resolucion. Esta informacion
temporal puede permitir al gestor del sistema avanzar actuaciones (envo de
mensajes o modicacion de esperas) propias de los escenarios dinamicos. Este
mecanismo reducira el numero de mensajes de informacion y, en consecuencia,
el numero de reinicializaciones en el algoritmo.
7.5. Analisis de los resultados
Si se comparan las medidas de complejidad obtenidas para el algoritmo con las
de algoritmos previos, se puede observar una notable reduccion del orden de de la
complejidad en numero de mensajes. Esta reduccion se consigue sin aumentar el
orden de la complejidad temporal. Como contrapartida, el tama~no de los mensajes
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escenarios estaticos n+2k 2(peor caso) (peor caso)
Tabla 7.13: Comparacion de complejidades de diversos algoritmos en esceanrios estati-
cos.
que emplea el algoritmo es variable, pudiendo alcanzar una longitud considerable en
interbloqueos formados por un gran numero de nodos. Sin embargo, este inconveniente
se transforma en una ventaja al comprobar que, gracias a la informacion que se recoge
de los nodos del ciclo, el algoritmo permite detectar y resolver interbloqueos con
coste lineal siguiendo la evolucion dinamica del sistema. En las propuestas anteriores
esta funcionalidad no era posible y ante cualquier cambio en el grafo de esperas del
sistema se deban ejecutar nuevas instancias del algoritmo.
En la tabla 7.13 se pueden observar las complejidades de diversos algoritmos. De
entre los algoritmos cuadraticos en numero de mensajes se puede destacar tanto el de
Kshemkalyani [56] como el de Glez. de Mendivil [73]. La diferencia fundamental de
ambos es que el primer algoritmo emplea memoria para la resolucion de interbloqueos
y el segundo no requiere de memoria para solucionar el problema del interbloqueo.
El numero de mensajes en ambos es proporcional a n2, pero cada modicacion en las
esperas del sistema hace que surjan n mensajes por espera en el primero y (n+1)2
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Algoritmo Numero de mensajes Latencia
Prieto O(k (n+m)) |
Castillo O(n+m) O(n+m)
escenarios dinamicos (n+2k 2)+m n+1+m
Tabla 7.14: Comparacion de complejidades de algoritmos lineales en escenarios
dinamicos.
mensajes en el segundo. Esto implica que la complejidad de los algoritmos se incre-
mentara ante cambios en las relaciones de espera alcanzando complejidades O(n2) y
O(n3) para el algoritmo con memoria y sin memoria, respectivamente.
Los dos ultimos registros de la tabla 7.13 corresponden a algoritmos que alcan-
zan complejidades lineales en numero de mensajes. El algoritmo de Prieto [112] (sin
memoria) resuelve interbloqueos con un numero de mensajes proporcional al nume-
ro de nodos que forman el interbloqueo. En su caso, la modicacion de las esperas
incrementara su coste notablemente, porque precisara de n+1 mensajes nuevos por
cada modicacion del interbloqueo considerado (ver tabla 7.14). A diferencia del al-
goritmo de Prieto, el que se propone en esta tesis cuenta con memoria. Sin alterar
la complejidad en numero de mensajes (sigue siendo lineal, n+2k 2 en el peor caso
estatico), el algoritmo esta dotado de mecanismos que le hacen adaptarse a evolucio-
nes dinamicas del sistema. Esto permite que la complejidad en numero de mensajes
sea (n+2k 2)+m en el peor caso, donde m es el numero de esperas rotas en la
formacion del ciclo y k el numero de iniciadores del ciclo nal.
Es obvio que la latencia del algoritmo propuesto se ve penalizada por la inclusion
de la memoria fundamental para abordar la caracterstica dinamica del mismo. En
los casos estaticos, cuando el numero de nodos del interbloqueo es equivalente al de
iniciadores, la latencia aun siendo lineal es superior a la que proporciona el algoritmo
de Prieto. Sin embargo, la latencia en casos dinamicos mantendra su linealidad y la
del algoritmo de Prieto la abandonara. En la tabla 7.14 no se proporciona ningun
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valor de latencia para el algoritmo de Prieto. Aunque se podra aventurar que, en
el mejor de los casos, la medida temporal alcanzara valores cuadraticos, no se puede
estimar porque en su trabajo no se describe ningun metodo para la elimnacion de
informacion residual. Los mensajes que deberan surgir para evitar inconsistencias
ante un cambio en las esperas del sistema no estan considerados y es evidente que
inuyen directamente en el orden causal de los mensajes necesarios para la resolucion
de un interbloqueo.
Como complemento a estos resultados, se podra a~nadir la medida de latencia
del mejor caso posible. Si la latencia del algoritmo se mide desde el momento que
se crea el ciclo hasta que se rompe, el algoritmo ha podido adelantar el envo de la
mayor parte de mensajes. Suponiendo que en un determinado instante existen todos
los arcos del ciclo excepto uno y que en un instante posterior tiene lugar el bloqueo
del nodo que cierra el ciclo, la tarea de contar el numero de mensajes necesarios para
detectar el interbloqueo se reduce notablemente. Por ejemplo, en un escenario estatico
con solo un iniciador, podra bastar con dos mensajes para que el algoritmo cumpla
con su cometido. Por lo tanto, se puede asegurar que el mejor caso del algoritmo en
tiempo de latencia es O(1). Ni siquiera en otros algoritmos sin memoria se consigue
este valor de complejidad temporal (en el algoritmo de Prieto la medida de latencia





En este trabajo se propone una solucion al problema del interbloqueo distribuido
para sistemas con modelo Single Request, SR, de peticion de recursos. El principal
objetivo que se planteo al inicio del trabajo fue desarrollar un algoritmo que cumplie-
ra, con el menor coste posible, los criterios clasicos de correccion. Los captulos 6 y
7 de esta memoria muestran que se ha logrado dicho objetivo. El algoritmo presen-
tado es ecaz desde dos puntos de vista: todos los interbloqueos que aparecen en el
sistema se resuelven en un tiempo nito y nunca se abortan procesos que no esten
interbloqueados realmente. Es importante volver a se~nalar que todo ello se consigue
minimizando la cantidad de mensajes necesarios.
A lo largo del trabajo se han tratado de justicar formalmente todos los resultados.
Por este motivo, tanto la descripcion del funcionamiento del medio y del algoritmo,
como la especicacion del problema y la demostracion de correccion se ha proporcio-
nado en terminos del modelo formal de Automatas de Entrada/Salida. Este modelo
facilita la comprension del algoritmo y la demostracion de su correccion.
De manera previa a la fase del dise~no del algoritmo, se ha establecido una analoga
entre los problemas de eleccion de lder y de deteccion de interbloqueos (captulo 2).
Las soluciones al problema de interbloqueo que se centran unicamente en su deteccion
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suelen ser muy similares a las soluciones la problema de eleccion de lder, dado que se
limitan a se~nalar a un candidato para resolver el interbloqueo. Dicho de otro modo,
al diferenciar un nodo entre los interbloqueados, se esta conjugando el mecanismo
de eleccion de lder con otro mecanismo que asegura la existencia de un ciclo. Esta
relacion resulta obvia si se observan las similitudes del algoritmo de eleccion de lder
de LeLann [97] y los algoritmos de interbloqueo de tipo edge-chasing. Tambien es
evidente que una de las similitudes es su caracter cuadratico en numero de mensajes.
Este hecho llevo a concluir que se podra extender esta similitud tal caso de un algo-
ritmo de eleccion de lder con coste lineal. El algoritmo de deteccion y resolucion de
interbloqueos que se ha construido imita, en su funcionamiento estatico, a la eleccion
de lder para redes completas de [113]. La eleccion de este algoritmo viene motivada
por dos razones: su linealidad y la topologa de red que asume, la cual evita muchos
de los mensajes que requieren los algoritmos edge-chasing habituales.
Con el n de adaptar del algoritmo se ha seguido un proceso que podra ser ge-
neralizable a otros problemas dinamicos que tengan relacion con problemas estaticos.
En primer lugar, se trato de diferenciar que partes de la solucion estatica que se ven
comprometidas por la introduccion del dinamismo. En segundo lugar, se analizaron
los motivos por los que el dinamismo haca fallar a la solucion estatica. Por ultimo, se
integraron en el algoritmo elementos que corrigieran los problemas. En el algoritmo
estudiado en esta tesis, los problemas que introduca el dinamismo eran fundamen-
talmente dos: la posibilidad de que el iniciador de una computacion la abandonase y
la modicacion de los datos del sistema que el algoritmo ya haba recogido. El primer
problema se ha solucionado introduciendo un mecanismo que convierta a uno de los
procesos que siguen en la computacion en representante del iniciador que la abando-
na. El segundo ha precisado forzar a que los cambios en un dato sean comunicados
a aquellos nodos que conococan el dato modicado. Cabe destacar que esta segunda
solucion obliga a incorporar mecanismos que ordenen la ejecucion de algunas acciones
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y a incluir mucha mas informacion en los mensajes.
Otra de las contribuciones mas destacadas del presente trabajo es la complejidad
lineal del algoritmo. La mayor parte de los algoritmos de resolucion de interbloqueos
para el modelo Single Request aseguran que cuentan con complejidades en numero de
mensajes de O(n2), donde n es el numero de nodos que conforman el interbloqueo.
El algoritmo de esta tesis solo requiere n+2k 2 mensajes, O(n), para resolver un
interbloqueo en el que intervienen n nodos de los que k son iniciadores del algoritmo.
Podra argumentarse que el algoritmo de Prieto publicado en [112] ya proporcionaba
un coste lineal (2n 1 mensajes). Sin embargo, hay que recordar que los estudios de
complejidad de los trabajos previos se centran en escenarios estaticos. Muchos autores
han indicado que la mayora de los algoritmos conocidos presentan una complejidad
O(n3) en escenarios dinamicos. Si se analiza el algoritmo de Prieto en escenarios
cambiantes, se aprecia este deja de ser lineal. Durante la formacion del interbloqueo
pueden haber existido n instancias que hayan transmitido O(n) mensajes cada una.
En el algoritmo de esta tesis la coordinacion entre diferente instancias del algoritmo,
as como la inclusion de elementos de memoria, permite valorar la informacion util y
desechar la informacion incorrecta, no solo en escenarios estaticos, sino tambien en
escenarios dinamicos. La exploracion eciente de las relaciones de espera que surgen
en el sistema hace que los nodos, al ejecutar la copia del algoritmo, utilicen informa-
cion ya recopilada por otros nodos. En consecuencia, la colaboracion estrecha entre
los nodos del sistema hace que no se repitan tareas que ya se haban realizado en
momentos anteriores a la formacion de un interbloqueo.
Para lograr el caracter dinamico del algoritmo sin afectar a la linealidad del coste
en numero de mensajes, se han incorporado novedosos mecanismos como, por ejem-
plo, el uso y propagacion de una identidad simulada validada durante todo el proceso
de creacion de un interbloqueo. Los mecanismos que requiere la adaptacion a esce-
narios dinamicos inuyen en la complejidad temporal, porque se necesita retardar
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la recepcion de algunos mensajes para controlar los cambios en el sistema. Debido
a esto, la ordenacion causal de los mensajes se convierte en un factor determinante
en el calculo de la medida de latencia. A pesar de ese inconveniente, la complejidad
temporal conseguida tambien es lineal.
Considerando todo lo expuesto, se puede concluir que el estudio de complejidad
del algoritmo es en s mismo una aportacion adicional. No se ha encontrado en la
literatura otras propuestas que analicen el coste de los algoritmos incluyendo no solo
los mensajes transmitidos durante la fase de deteccion/resolucion del interbloqueo,
sino tambien todos aquellos que pudieran haber sido enviados durante su fase de
formacion. Este hecho lleva a un problema que hay que mencionar. No es posible
realizar una comparacion objetiva de la complejidad dinamica del algoritmo con la
de otros algoritmos. En primer lugar por falta de soluciones al problema que sean
lineales a excepcion del algoritmo de Prieto ya citado anteriormente. Este algoritmo,
con el que sera factible la comparacion, solo ofrece calculos de complejidad en si-
tuaciones estaticas en las que no hay interrelacion entre una resolucion y posteriores,
y/o evoluciones diversas antes de una resolucion. Ademas, la ausencia de cualquier
tipo de tratamiento para las situaciones dinamicas y su modo de funcionamiento en
las estaticas indican que la ejecucion de instancias del algoritmo por nodo se dispara
alcanzando complejidades cuadraticas.
8.1. Lneas futuras de trabajo
El trabajo reejado en esta memoria comprende fundamentalmente el dise~no, la
prueba de correccion y el analisis de las prestaciones del algoritmo, pero al mismo
tiempo deja entrever nuevas ideas u horizontes de trabajo:
Completar el estudio de la complejidad mediante un analisis estadstico en el
que se simule el comportamiento del algoritmo en los mas diversos casos y
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considerando diferentes modelos de sistema. Solo elegir los parametros usados
para modelar los sistemas entra~nara una gran dicultad porque su inuencia
en el funcionamiento de los algoritmos no es evidente. Segun los valores de
los parametros podra haber grandes diferencias de funcionamiento, compor-
tamientos similares o incluso algun comportamiento de interes. Estos modelos
estadsticos, junto con un analisis de la carga del sistema y del tama~no medio
de los interbloqueos, ayudara a elegir que algoritmo de los existentes implantar
en un sistema real concreto. Otra posibilidad sera la creacion de un banco de
pruebas que permitiese la comparacion objetiva de diferentes propuestas.
Emplear en otros problemas de interes la idea de dise~no que ha servido para
reducir la complejidad (en numero de mensajes) en el problema de la detec-
cion y resolucion de interbloqueos. El algoritmo de eleccion de lder de [111] y
[113] ha inspirado el algoritmo de [112] y el presentado en esta tesis, respectiva-
mente. Este hecho avala la posibilidad de establecer analogas entre diferentes
problemas y aprovechar soluciones de problemas. Es probable que las tecnicas
que han permitido dinamizar el algoritmo de eleccion de lder puedan utilizarse
para obtener soluciones en sistemas dinamicos a algunos problemas ya resueltos
en sistemas estaticos.
Adaptar el algoritmo a otros entornos. Como se ha explicado, el interbloqueo
puede aparecer en muy diferentes ambitos de aplicacion. Cada uno de ellos pue-
de tener caractersticas que permitan simplicar algunas partes del algoritmo.
Esta lnea de trabajo ya se ha emprendido. Se ha hecho una primera adapta-
cion del algoritmo para resolver el problema de interbloqueo en aplicaciones de
procesado de la se~nal y multimedia (streaming de datos). Los ajustes realizados
para este tipo de aplicacion originan una nueva version del algoritmo que puede




Modelo de automatas de
Entrada/Salida
El modelo de automatas de Entrada/Salida fue desarrollado por Lynch y Tuttle
[114], [128]. En [54] se analizan los motivos para su introduccion como modelo formal
en el tratamiento de sistemas concurrentes y distribuidos. En ese mismo trabajo se
pueden encontrar tambien varios ejemplos de aplicacion del modelo.
Este modelo permite la realizacion de demostraciones jerarquicas de algoritmos,
empleando una serie de objetos (automatas, modulos de ejecucion, modulos de planes,
etc.) y de una serie de operadores que relacionan los diferentes objetos. El modelo ini-
cial de los trabajos [128] y [54] ha sido mejorado a lo largo del tiempo y en posteriores
versiones se incluyen caractersticas que posibilitan la representacion de propiedades
en tiempo real [129], calculos estadsticos [130], etc.
En este apendice se presenta un resumen del modelo de automatas de Entra-
da/Salida, basado en los trabajos de Tuttle [114] y Fekete [117] y de los resultados
necesarios para la realizacion del trabajo de esta tesis.
En primer lugar se van a describir los componentes de un automata y algunos de los
operadores que incluye el modelo de automatas de Entrada/Salida. A continuacion, se
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presentaran otros objetos del modelo como son los modulos de ejecucion, los modulos
de planes y las especicaciones. Finalmente, se enunciaran algunas propiedades y
teoremas que resultan de gran utilidad cuando se lleva a cabo una prueba de correccion
jerarquica.
A.1. Denicion de un automata de Entrada/Salida
El principal objeto del modelo de automatas de Entrada/Salida es una maquina
de estados denominada automata de Entrada/Salida o, simplemente, automata. Antes
de escribir una denicion completa de automata es necesario introducir el concepto
de signatura de acciones.
Mediante una signatura de acciones se pueden identicar las interacciones de un
algoritmo con el entorno donde se ejecuta y clasicar dichas interacciones segun sea
su origen y su medio de actuacion. En consecuencia, una signatura de acciones, S,
esta compuesta por tres conjuntos de acciones, esto es, S = fin(S ), out(S ), int(S )g,
donde in(S ) es el conjunto de acciones de entrada, out(S ) el conjunto de acciones
de salida e int(S ) el conjunto de acciones internas. Como no existen acciones que
pertenezcan a mas de uno de esos conjuntos, estos tres conjuntos de acciones son
disjuntos.
Un algoritmo, o los objetos que lo modelan, reciben acciones de entrada que pro-
ceden del entorno y que pueden desencadenar otras acciones internas y/o de salida.
A su vez, los objetos pueden ejecutar acciones de salida cuyo objetivo sera modicar
las caractersticas del entorno. Por ultimo, las acciones internas que generan los pro-
pios objetos del algoritmo permiten manipular los objetos del algoritmo sin cambiar
las propiedades del medio, es decir, sus efectos repercuten solo en el objeto que las
controla u otros objetos del algoritmo.
En algunas ocasiones resulta conveniente agrupar las acciones que componen la
signatura de una forma diferente. En esa clasicacion alternativa se cuenta con los
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siguientes conjuntos de acciones de S : el conjunto de acciones externas, el conjunto
de acciones localmente controlables y el conjunto (total) de acciones. El conjunto
de acciones externas de S, ext(S ), esta formado por las acciones de entrada y de
salida, ext(S ) = in(S ) [ out(S ). El conjunto de acciones localmente controlables de
S, local(S ), lo forman las acciones internas y de salida, local(S ) = int(S ) [ out(S ).
Por ultimo, el conjunto de acciones de S, acts(S ), se dene como la union de los tres
conjuntos de acciones, o sea, acts(S ) = in(S ) [ out(S ) [ int(S ).
Un automata A consta de los siguientes elementos:
un conjunto de estados de A, states(A),
un conjunto no vaco de estados iniciales, start(A), tal que start(A)  states(A),
una signatura de acciones de A, sig(A),
una relacion de transicion de A, steps(A), tal que steps(A)  states(A) 
acts(A)  states(A), con la propiedad de que para todo estado s 2 states(A) y
para toda accion de entrada  2 in(A) hay una transicion (s, , s0) en steps(A),
una relacion de equivalencia que hace corresponder a una particion, part(A),
del conjunto local(A) con un numero contable de clases (de equivalencia).
Para referirse a los conjuntos de acciones de un automata in(sig(A)), out(sig(A),: : :
se va a emplear la notacion simplicada in(A), out(A),: : :
Los pasos de un automata A se hacen corresponder con los elementos de steps(A).
As pues, cada elemento de steps(A) es un posible paso de la computacion del sistema
que representa el automata. Se dice que  esta habilitada en el estado s, si (s, , s0)
es un paso del automata.
Se llama fragmento de ejecucion de A a una secuencia nita s0 1 s1: : : sk 1 k sk
o innita s0 1 s1: : : sk 1 k sk: : : que alterna estados y acciones de A tal que para
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todo i, (si, i+1, si+1) es un paso de A. Todo fragmento de ejecucion que comienza en
un estado inicial se denomina ejecucion. Se dice que un estado s de A es alcanzable
si dicho estado aparece en alguna ejecucion de A. El conjunto de todas las posibles
ejecuciones de un automata se denota execs(A).
Una ejecucion equitativa de un automata A es una ejecucion  2 execs(A) tal
que, para toda clase C de part(A), se cumple que si  es nita, entonces no hay
ninguna accion de C habilitada en el ultimo estado de , mientras que si  es innita,
contiene innitamente a menudo acciones de C, o bien estados en los que ninguna
accion esta habilitada.1 El conjunto de las ejecuciones equitativas de A se denota
fairexecs(A).
La particion de un automata, part(A), se emplea para establecer las ejecuciones
equitativas, de manera que queden identicados los componentes del sistema que es
modelado por el automata. Cada clase de la particion representa un conjunto de
acciones de un componente determinado del sistema.
Otro concepto util es el operador proyeccion. Si  es cualquier secuencia de ele-
mentos de algun alfabeto y  es un conjunto de dichos elementos,  j  representa la
subsecuencia de  que contiene solo las ocurrencias de los elementos de . Al aplicar
este operador, se obtiene lo que se conoce como plan de una ejecucion , esto es,
sched() =  j acts(A) y, ademas, el comportamiento de una ejecucion , beh() =
 j ext(A). De manera analoga se dene scheds(A) como el conjunto de planes de
ejecuciones de A y behs(A), el conjunto de los comportamientos de las ejecuciones de
A. El conjunto de los comportamientos de las ejecuciones equitativas del automata
A, es decir, los comportamientos equitativos se denominan fairbehs(A).
1Cada clase de part(A) presenta equidad debil en el sistema.
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A.1.1. Composicion de automatas
En el modelo existe un operador que permite combinar automatas y se denomina
operador composicion. Haciendo uso de este operador se puede analizar la interaccion
de las diferentes partes de un sistema.
Un conjunto de automatas fAij i 2 Ig es compatible si, 8 (i, j )  I  I, i 6= j, se
cumple que:
out(Ai) \ out(Aj) = ;,
int(Ai) \ acts(Aj) = ;,
no hay ninguna accion compartida por un numero innito de automatas.
La composicion de una coleccion de automatas fuertemente compatibles fAij i 2




i2I out(Ai) in(A) =
S









steps(A) es el conjunto de ternas de la forma (sz 1, z, sz) tales que 8 i 2 I :
 si z 2 acts(Ai), entonces sz 1[Ai], z, sz[Ai] 2 steps(Ai)




Una transicion del automata compuesto a traves de una accion  consiste en todos
los automatas que incluyen a  en su signatura ejecutando concurrentemente dicha
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accion, mientras que los automatas componentes que no la tengan no hacen nada.
La particion del automata composicion se obtiene de la union de las particiones de
los componentes. De esta forma una ejecucion equitativa del automata compuesto es
equitativa con todas las clases de los automatas componentes.
Los resultados presentados en [114] exponen que la evolucion del automata com-
puesto no es mas que la evolucion sincronizada de todos sus componentes. Para enun-
ciar estos resultados se dene un nuevo tipo de operador que se denomina operador
restriccion. Sea  = s0 1 s1: : : sk 1 k sk: : : una ejecucion del automata composicion
A =
Q
i2I Ai. Se dene  y Ai como la secuencia que se obtiene eliminando j sj de
, si j no pertenece a acts(Ai), y sustituyendo en la secuencia resultante sj por sj[i ].
Lema A.1.1. Sea fAigi2I una coleccion de automatas (fuertemente) compatibles y
A =
Q
i2I Ai. Si  es una ejecucion de A, entonces  y Ai es una ejecucion de
Ai para todo i 2 I. Este mismo resultado se verica para ejecuciones equitativas,
comportamientos y comportamientos equitativos.
Lema A.1.2. Sea fAigi2I una coleccion de automatas compatibles y A =
Q
i2I Ai.
Sea  una secuencia de acciones de acts(A). Si  j acts(Ai) es un comportamiento
equitativo de Ai para todo i 2 I, entonces  es un comportamiento equitativo de A.
Si  j acts(Ai) es un comportamiento de Ai que deja Ai en el estado si para todo i 2
I, entonces  es un comportamiento de A que deja A en un estado s tal que s[i] = si
para todo i 2 I.
A.2. Otros objetos del modelos de automatas de
Entrada/Salida
Ademas de los automatas en el modelo de automatas de Entrada/Salida se denen
otro tipo de objetos. A continuacion se van a describir los modulos de ejecuciones y
los modulos de planes, que son otros objetos del modelo que se han empleado en el
dise~no del algoritmo de esta tesis.
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A.2.1. Modulos de ejecuciones
Un modulo de ejecuciones E esta formado por los siguientes elementos:
la signatura de acciones de E, sig(E ),
el conjunto de estados de E, states(E ),
el conjunto de ejecuciones de E, execs(E ).
Cada ejecucion de E consiste en una secuencia nita o innita que, comenzando
en un estado, va alternando acciones y estados de E hasta alcanzar, en caso de una
ejecucion nita, un estado nal. Se asume que todas las ejecuciones de E son equita-
tivas, es decir, fairexecs(E ) = execs(E ). Por otra parte, tanto los conceptos de plan y
comportamiento de una ejecucion perteneciente a un modulo de ejecuciones como los
conceptos de conjunto de planes, scheds(E ), y de comportamientos, fairbehs(E ) de un
modulo de ejecuciones son analogos a los correspondientes conceptos de automatas.
Se dice que un modulo de ejecuciones E es un modulo de ejecuciones del automata
A si sig(E ) = sig(A), states(E ) = states(A) y, ademas, execs(E )  execs(A). Al
modulo de ejecuciones de A que contiene las ejecuciones equitativas de A, fairexecs(A),
se le denomina modulo trivial de ejecuciones de A y se denota como Fair(A).
Los modulos de ejecuciones se emplean principalmente para restringir el conjunto
de ejecuciones de un automata concreto. A las ejecuciones de un modulo de ejecucio-
nes se les suele exigir que veriquen un conjunto de propiedades de progreso. Estas
propiedades se denotan con predicados de estado del tipo S ,! P, donde S es un
conjunto de estados y P un conjunto de acciones. Si las ejecuciones de un modulo de
ejecuciones cumplen S ,! P, entonces se verica que a todo estado de S resultante
de una ejecucion le llega a suceder siempre alguna accion de P.
El modulo trivial de ejecuciones de un automata A, Fair(A), se puede reescribir
usando este tipo de predicados. Para ello basta con denir para cada una de las clases
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de equivalencia, C, de part(A) el predicado SC ,! PC , donde SC es el conjunto que
contiene todos los estados en los que hay habilitada alguna accion de C y PC es la
union de C y el conjunto de todas las acciones que pueden deshabilitar alguna de las
acciones de C.
A.2.2. Modulos de planes
Los elementos que constituyen un modulo de planes P son:
la signatura de acciones de P, sig(P),
el conjunto de planes de P, scheds(P).
Un plan de P puede ser una secuencia de acciones de P nita o innita. Tanto el
comportamiento de un plan perteneciente a un modulo de planes como el conjunto
de comportamientos de un modulo de planes son conceptos analogos a los denidos
para automatas. Por denicion se establece que todos los planes de P son equitativos,
esto es, fairbehs(P) = behs(P).
Un modulo de planes, P, de un modulo de ejecuciones E, es aquel modulo de planes
que verica que sig(P) = sig(E ) y scheds(P) scheds(E ). Se denominamodulo trivial
de planes de E, denotado Scheds(E ), al modulo de planes de E que cumple la relacion
scheds(Scheds(E )) = scheds(E ).
A.2.3. Especicaciones
Un modulo de planes, P, cuya signatura es una signatura externa de acciones
se denomina especicacion. Si P es una especicacion, entonces int(P) = ;. Estos
modulos de planes especiales reciben el nombre de especicacion porque es el objeto
del modelo de automatas de Entrada/Salida que se usa habitualmente para describir
o especicar el algoritmo que se pretende desarrollar. Si el modulo de planes P es una
especicacion, el conjunto scheds(P) contiene las secuencias de acciones de entrada y
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salida que permiten denir la relacion entre el algoritmo y su entorno sin tener que
recurrir a nombrar variables concretas del algoritmo.
En resumen, una especicacion es un conjunto de comportamientos permitidos.
As que, un automata se dice que satisface una especicacion cuando cada uno de sus
comportamientos esta contenido en el conjunto de comportamientos de la especica-
cion.
A.3. Pruebas jerarquicas de correccion
Todos los objetos del modelo de automatas de Entrada/Salida que se han denido
en las secciones previas se caracterizan por tener una gran capacidad descriptiva.
En consecuencia, se podran utilizar objetos tanto para describir la solucion deseada
a un determinado problema como la solucion propuesta. Para la comprobacion del
objeto de la solucion propuesta sera preciso disponer de un mecanismo que evalue si
este verica las condiciones establecidas en el objeto de la solucion deseada. En el
modelo de automatas de Entrada/Salida esta evaluacion positiva recibe el nombre de
satisfaccion. As pues, un objeto A satisface a otro B cuando in(A) = in(B), out(A) =
out(B) y fairbehs(A)  fairbehs(B). En otras palabras, los dos objetos se comunican
con el entorno de la misma forma y el conjunto de comportamientos de A es un
subconjunto del conjunto de comportamientos de B, por tanto, los comportamientos
del objeto A cumplen las mismas propiedades que los comportamientos del objeto B.
Una forma de demostrar que un automata A verica las mismas propiedades de
seguridad que otro automata B, es establecer una correspondencia entre los estados
de ambos automatas. Esta correspondencia se denomina mapa de posibilidades.
Sean A y B dos automatas con las mismas acciones externas, ext(A) = ext(B), y
sea h una funcion inyectiva de los estados de A en las partes del conjunto de estados
de B (si s es un estado de A, h(s) es un conjunto de estados de B). La funcion h es
un mapa de posibilidades de A en B si cumple los siguientes requisitos:
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Para cada estado s0 de start(A) existe un estado inicial t0 de start(B) tal que
t0 2 h(s0).
Sea s un estado alcanzable de A, t un estado alcanzable de B con t 2 h(s) y (s,
, s0) un paso de A, entonces se cumple que:
 Si  2 acts(B), entonces (t, , t0) 2 steps(B) con t0 2 h(s0).
 Si  =2 acts(B), entonces t 2 h(s0).
La existencia de un mapa de posibilidades de A en B asegura que los comporta-
mientos de A son un subconjunto de los comportamientos de B, es decir, el objeto A
implementa al objeto B. Por lo tanto, se puede armar que el automata A verica las
mismas propiedades de seguridad que B. Aunque un comportamiento que no pueda
darse en B no puede tener lugar en A, no se garantiza que el automata A verique
las mismas propiedades de viveza que el automata B.
Una manera de demostrar que un objeto A verica las mismas propiedades de
viveza que otro objeto B es comprobar que el conjunto de comportamientos equitati-
vos de A es un subconjunto de los comportamientos equitativos de B. En el modelo
de automatas de Entrada/Salida esta situacion recibe el nombre de satisfaccion. Un
objeto A satisface a otro B si y solo si ext(A) = ext(B) y fairbehs(A)  fairbehs(B).
Esto implica que los dos objetos se comunican con el entorno de la misma manera y
el conjunto de comportamientos equitativos de A es un subconjunto del de B, con lo
que los comportamientos equitativos de A cumplen las mismas propiedades que los
comportamientos equitativos de B.
Para que un objeto A satisfaga a un objeto B es necesario que se cumpla la rela-
cion fairbehs(A)  fairbehs(B). En [114] se demuestran los teoremas que determinan
algunas condiciones en las que algunos objetos satisfacen a otros. El primer teorema
hace referencia a la satisfaccion de un automata por otro. Su ambito de aplicacion es
reducido ya que precisa que los automatas sean muy proximos.
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Teorema A.3.1. Sean A y B dos automatas. Si se cumplen las siguientes condicio-
nes:
part(B)  part(A).
Existe un mapa de posibilidades h de A en B.
Para todo estado alcanzable de A, s, y para cada clase C 2 part(A) y D 2
part(B) tal que D  C se cumple que si una accion de D esta habilitada en un
estado alcanzable de h(s), entonces una accion de D esta habilitada en el estado
s y ninguna accion de C-D esta habilitada en ese estado s.
entonces fairbehs(A)  fairbehs(B).
El segundo teorema dene algunas condiciones en las que un modulo de ejecuciones
satisface otro.
Teorema A.3.2. Sean A y B dos automatas y h un mapa de posibilidades de A en B.
Sea E un modulo de ejecuciones de A cuyas ejecuciones verican, 8 i 2 I, el conjunto
de predicados Si ,! Ti. Sea F un modulo de ejecuciones de B cuyas ejecuciones
verican, 8 i 2 I, el conjunto de predicados Ui ,! Vi. Si 8 i 2 I se verica que
h 1(Ui)  Ui, entonces E satisface F.
La utilidad del modelo deriva de las caractersticas de la denicion de satisfaccion.
Como consecuencia, los argumentos de las pruebas jerarquicas de correccion (rena-
miento por pasos sucesivos) son sustentados por el siguiente hecho: si A satisface B y
B satisface C, entonces A satisface C. De este modo, se puede denir una secuencia
de objetos O1,: : :On que dene la solucion en niveles de abstraccion decreciente. Uni-
camente debe demostrarse que cada modelo Oi satisface Oi 1. Este es el concepto de
prueba jerarquica de correccion. Obviamente el objeto O1 sera una especicacion y
el objeto On un automata. De no ser as, el objeto On no describira completamente




Para evitar al lector perdidas de tiempo, se ha tratado de mostrar tan solo aquellos
aspectos de las demostraciones que puedan ser conictivos. Es por ello que se han
suprimido algunas formalidades. A no ser que se diga lo contrario, las propiedades se
demuestran por induccion sobre una ejecucion  = s0 1 s1 : : : z sz : : : 2 execs(G).
En el paso de induccion se hara referencia solo a aquellas acciones que modiquen
algunas de las variables de estado a las que se reere el enunciado de la propiedad.
Obviamente, en el resto de casos la hipotesis inductiva concluye.
B.1. Propiedades del medio
En la primera parte de este Apendice B se presentan algunas propiedades que
cumple el automata del medio G y que son de utilidad para demostrar la correccion
del algoritmo.
Las primeras dos propiedades comprueban que la variable blocker esta acorde con
la variable state de un nodo. Parece logico pensar que un nodo esta bloqueado si y solo
si tiene blocker. Sin embargo, el modo en que se eliminan las esperas tras un aborto
no permite asegurar una condicion tan fuerte. Solo es posible asegurar la equivalencia
entre la no existencia de blocker y la imposibilidad de que un nodo este bloqueado.
Propiedad B.1.1. 8 i 2 N se verica que s.blockeri = NULL , s.statei 6= blocked.
Demostracion: El estado inicial, s0, verica que 8 i 2 N : s0.blockeri = NULL y
s0.statei = active, por lo que se cumple la propiedad. Las unicas acciones que modican
blockeri o statei son:
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z = Aborti. Tras su ejecucion, sz.blockeri pasa a NULL y sz.statei a aborted.
z 2 fStartAddArci(j ): j 2 Ng. Tras su ejecucion, sz.blockeri = j y sz.statei =
blocked.
z 2 fEndDelArci(j ): j 2 Ng. Tras esta accion, sz.blockeri = NULL y sz.statei
= active.

De igual modo, puede comprobarse que los nodos con blocker no pueden ser active,
aunque no tienen por que ser blocked, tambien pueden ser victim.
Propiedad B.1.2. 8 fi, jg  N se verica que s.blockeri = j ) s.statei 6= active.
Demostracion: El estado inicial, s0, verica trivialmente la propiedad pues 8 i 2
N : s0.blockeri = NULL. Las acciones que afectan a la propiedad son:
z = Aborti o z = EndDelArci(j ). Tras la ejecucion de cualquiera de ellas,
sz.blockeri = NULL.
z = StartAddArci(j ). Tras la ejecucion de la accion, sz.blockeri = j pero sz.statei
= blocked.

Las variables set waiters del medio se utilizan para modelar la existencia de men-
sajes entre los nodos del sistema. La siguiente propiedad indica que cuando un nodo
ha sido abortado su set waiters solo puede contener ternas sent en su tercer campo.
Es decir, la unica posibilidad de que haya algun mensaje dirigido hacia un nodo abor-
tado es que otro nodo pretenda comenzar a esperar por el. Esta situacion puede darse
si ese otro nodo no sabe aun que el nodo ha abortado.
Propiedad B.1.3. Si 9 fi, jg  N , 9 t 2 N y 9 b 2 fsent, received, releasedg: s.statei
= aborted ^ (j, t, b) 2 s.set waitersi ) b = sent.
Demostracion: Es obvio que el estado inicial, s0, verica la propiedad pues 8 i
2 N s0.set waitersi = ;. Se analizan las acciones que afectan a las variables de la
propiedad:
z = Aborti. Su ejecucion hace que sz.set waitersi = ;.
z 2 fStartAddArci(x ): x 2 Ng. Los efectos de la accion hacen que s.statei =
blocked.
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z = StartAddArcj(i). La accion solo incorpora en sz.set waitersi el elemento
(j, sz 1.t activj, sent).
z 2 fEndAddArci(x, t): x 2 N ^ t 2 Ng. Como la accion esta habilitada, se
verica que sz 1.statei 6= aborted y su ejecucion no modica statei.
z = StartDelArci(j, t). Esta accion solo a~nade elementos a sz 1.set waitersi
cuando sz 1.statei 6= aborted. Como su ejecucion no modica la variable statei,
la hipotesis inductiva concluye.
z 2 fEndDelArci(x ): x 2 Ng. La accion hace que sz.statei = active.
z = EndDelArcj(i). La accion nunca a~nade elementos a sz 1.set waitersi.

La siguiente propiedad asegura que cuando un nodo, j, tiene informacion que le
permite creer que otro nodo, i, esta esperando por el, es porque, bien i esta efectiva-
mente esperando por el en ese instante, o bien porque i ha abortado y la informacion
sobre dicho aborto no ha sido aun recibida por j.
Propiedad B.1.4. Si 9 fi, jg  N , 9 b 2 fsent, received, releasedg ^ 9 t 2 N tales
que (i, t, b) 2 s.set waitersj ) (s.statei = blocked ^ s.blockeri = j ^ s.t activi = t ^
8 b0 6= b: (i, t, b0) =2 s.set waitersj) _ (s.statei = aborted ^ s.t activi > t).
Demostracion: El estado inicial, s0 verica que 8 i 2 N : s0.set waitersi = ;, por
lo que la propiedad es cierta. Seguidamente se comprueban las acciones que afectan
a las variables de la propiedad.
z = Abortj. Hace falso el antecedente puesto que deja vaco sz.set waitersj.
z = Aborti. Su ejecucion no modica sz 1.set waitersj, por tanto (i, t, b) solo
puede estar en sz.set waitersj si lo estaba en el estado anterior. En ese caso,
la hipotesis inductiva permite asegurar que sz 1.t activi  t. Como la accion
aumenta el valor de t activi y sz.statusi pasa a aborted, se hace cierto el conse-
cuente.
z = StartAddArci(j ). Si la accion esta habilitada se cumple que sz 1.statei =
active =2 fblocked, abortedg, por lo que la hipotesis inductiva asegura que @ b, t :
(i, t, b) 2 sz 1.set waitersj. La accion inserta (i, t activi, sent) en set waitersj,
pero tambien hace que sz.statei = blocked y sz.blockeri = j. Como no incluye
nada mas en set waitersj, se concluye que la propiedad se cumple en sz.
334
Apendice B: Demostraciones de propiedades
z 2 fEndAddArcj(i, t), StartDelArcj(i, t): t 2 Ng. Si alguna de estas acciones
esta habilitada se cumple que sz 1.set waitersj contiene una terna (i, t, b). La
hipotesis inductiva asegura, por tanto, que el consecuente de la propiedad es
cierto (t = sz 1.t activi). Los efectos de ambas acciones se limitan, en todo
caso, a cambiar el elemento (i, t, b) de sz 1.set waitersj por (i, t, b0 6= b) por lo
que la propiedad se mantiene.
z = EndDelArci(j ). Si la accion esta habilitada se verica que bien la terna (i,
sz 1.t activi, released) 2 sz 1.set waitersj o bien que sz 1.statej = aborted. En
el primer caso, por la hipotesis inductiva, las ternas (i, sz 1.t activi, b) con b 2
fsent, receivedg no pueden estar en sz 1.set waitersj y los efectos de la accion
eliminan de dicho conjunto (i, sz 1.t activi, released). En el segundo caso, la
propiedad B.1.3 indica que solo la terna (i, sz 1.t activi, sent) puede pertenecer
a sz 1.set waitersj y la accion la elimina. Por tanto, en sz no quedan ternas de
la forma (i, t, b) en sz.set waitersj.

Esta propiedad recoge un detalle tecnico bastante obvio. Cada posible valor del
tercer campo de los elementos de set waiters representa una fase de la adicion/borrado
de una espera. No es posible que una espera se encuentre simultaneamente en mas de
una fase.
Propiedad B.1.5. Si 9 fi, jg  N vericando que (i, t, b) 2 s.set waitersj ) 8 b0
6= b: (i, t, b0) =2 s.set waitersj.
Demostracion: El estado inicial s0 verica que, 8 j 2 N , s0.set waitersj = ;, por
lo que la propiedad es cierta.
z = Abortj. Los efectos de la accion hacen el antecedente falso, sz.set waitersj
= ;.
z = StartAddArci(j ). Los efectos de la accion hacen el antecedente de la propie-
dad cierto porque (i, t activi, sent) 2 sz.set waitersj. Sabiendo que otros efectos
de la accion son: sz.statei = blocked y sz.blockeri = j, se aplica la propiedad
B.1.4 que conrma que, en la situacion analizada, ni (i, t activi, received) ni (i,
t activi, released) pertenecen a sz.set waitersj. Por consiguiente, la propiedad se
verica.
z 2 fEndAddArcj(i, t): t 2 Ng. La accion esta habilitada cuando (i, t, sent)
2 sz 1.set waitersj. La hipotesis inductiva establece que en sz 1 las tuplas (i,
t, received) y (i, t, released) no forman parte de set waitersj. Al ejecutarse la
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accion, se sustituye la tupla de valor sent por una nueva tupla con el valor
received. As que, tras producirse este efecto, la propiedad se cumple.
z 2 fStartDelArcj(i, t): t 2 Ng. Para que la accion este habilitada se requiere
que (i, t, received) 2 sz 1.set waitersj. Segun la hipotesis inductiva, esto im-
plica que ni (i, t, sent) ni (i, t, released) estan contenidos en sz 1.set waitersj.
En el caso de que sz 1.statej sea active, al ejecutarse la accion se sustituye la
tupla existente por (i, t, released). Este efecto hace que la propiedad se cumpla
con antecedente y consecuente ciertos. En en el otro caso posible de ejecucion,
sz 1.statei es aborted y los efectos de la accion tan solo eliminan la tupla (i, t,
received) del conjunto set waitersj. En esta situacion, la propiedad se cumple
en sz con antecedente falso.
z = EndDelArci(j ). Si la accion se ejecuta con (i, t, released) 2 sz 1.set waitersj,
la hipotesis inductiva establece que ni la tupla (i, t, sent) ni la tupla (i, t, re-
ceived) estan incluidas en sz 1.set waitersj. Los efectos de la accion eliminan
el elemento (i, t, released) de set waitersj, pero no incorporan ninguno en este
caso. Por tanto, la propiedad se cumple ya que el antecedente se convierte en
falso. Cuando la accion esta habilitada debido a que sz 1.statej = aborted, la
propiedad B.1.3 indica que (i, t, sent) 2 sz 1.set waitersj. De acuerdo con la
hipotesis inductiva, las tuplas (i, t, received) y (i, t, released) no estan incluidas
en sz 1.set waitersj. En este caso, al ejecutarse la accion se elimina (i, t, sent) del
conjunto set waitersj sin incorporar ningun nuevo elemento. En consecuencia,
la propiedad se sigue cumpliendo pero con antecedente falso. Por ultimo, cabe
mencionar la posibilidad de que el antecedente de la propiedad ya fuera falso
en sz 1. Como la accion no modica la variable set waitersj en esa situacion, se
llega a la conclusion de que la propiedad se cumple por hipotesis inductiva

La siguiente propiedad indica que el automata G verica una de las caractersticas
del modelo que se aborda en esta tesis. En esencia arma que un nodo que aborta no
puede volver a participar de las evoluciones del sistema.
Propiedad B.1.6. Sea  = s0.1.s1: : : z.sz: : : una ejecucion de G,  2 execs(G). 8
i 2 N se verica que sz.statei = aborted ) 8 k : k > z, sk.statei = aborted.
Demostracion: Por reduccion al absurdo. Las unicas acciones que pueden cambiar
la variable statei son StartAddArci(j ) y EndDelArci(j ). Para que StartAddArci(j )
este habilitada, statei debe ser active. En el caso de la accion EndDelArci(j ), su
precondicion obliga a que blockeri sea j, pero la propiedad B.1.1 indica que entonces
statei debe ser blocked. As que, si sz.statei = aborted, ninguna de las acciones citadas
podra estar habilitada. 
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Esta ultima propiedad del medio corrobora que el automata G representa correc-
tamente la caractersticas basica del modelo Single Request impuesto, esto es, un nodo
no puede esperar simultaneamente por mas de un nodo.
Propiedad B.1.7. Sea  = s0.1.s1: : : z.sz: : : una ejecucion de G,  2 execs(G).
Si 9 fi, jg  N , 9 b 2 fsent, received, releasedg y 9 t 2 N tales que (i, t, b) 2
sz.set waitersj entonces se verica que 8 z0 2 N (z0 6= z ) y 8 k 6= j : (i, t, b0) =2
sz0.set waitersk.
Demostracion: Por reduccion al absurdo. Supongase que (i, t, b) 2 sz.set waitersj
y que 9 z0 tal que (i, t, b) 2 sz0.set waitersk siendo k 6= j y z0 > z (el caso contrario,
z0 < z, se tratara de forma simetrica). La accion que hace aparecer inicialmente una
terna (i, t, b0) en set waitersk es StartAddArci(k) que tiene como precondicion statei
= active. Pero por la propiedad B.1.4, como (i, t, b) 2 sz.set waitersj entonces (t
= sz.t activi ^ sz.statei = blocked) _ sz.statei = aborted. En el primer caso, statei
debe pasar a ser active. La accion que hace posible este cambio es EndDelArci(j ). Los
efectos de esta accion incluyen un incremento del tiempo de activacion del nodo i. Esto
implica que, si el nodo i pasa a pertenecer a set waitersk, obligatoriamente lo hara con
un tiempo distinto al que tena cuando perteneca a set waitersj. En el segundo caso,
la propiedad B.1.6 asegura que jamas se podra ejecutar z0 = StartAddArci(k). 
B.2. Propiedades del sistema S
En esta segunda parte del apendice B se proporcionan las propiedades que veri-
ca el automata S, resultado de la composicion del automata del medio, G, con el
automata del algoritmo, A.
En el captulo 3 se denio el conjunto P como el conjunto que contiene todos
los pares (nodo, tiempo) que pueden aparecer durante la ejecucion del algoritmo. Los
elementos de P van a jugar un papel capital en la demostracion del algoritmo puesto
que son los elementos constitutivos de las rutas.
Los elementos de P se almacenan en diversas variables durante la ejecucion del
algoritmo. Cabe recordar que cada par (nodo, tiempo) tiene que ver con la creacion
de una nueva espera por parte del nodo. Teniendo en cuenta esto, parece obvio que,
en un determinado momento de la ejecucion, los elementos de P almacenados en
variables del algoritmo deben cumplir la condicion de que su componente temporal
sea menor o igual al tiempo local del nodo. Para poder expresar esta propiedad se
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van a denir previamente algunos conceptos que permitiran aligerar la notacion del
resto del trabajo.
En primer lugar se dene una asercion que va a indicar que una ruta esta recogida
en alguna de las variables del algoritmo.
Denicion B.2.1. Dada una ruta p 2 P+ se dice que esta almacenada en un estado
s 2 states(S ) y se denota recordedPath(p, s) si y solo si
9 i 2 N , sid 2 T : (sid, p) 2 s.st algi _
9 i 2 N , t 2 N, sid 2 T : (t, sid, p) 2 s.st avsrspi _
9 i 2 N , t 2 N, sid 2 T, b 2 ftrue, falseg: (sid, t, p, b) 2 s.set st avsi _
9 fi, jg  N , t 2 N, sid 2 T : (ALG, t, sid, p) 2 s.channel(i, j ) _
9 fi, jg  N , t 2 N, sid 2 T : (AVSRSP, t, sid, p) 2 s.channel(i, j ) _
9 fi, jg  N , t 2 N, sid 2 T, b 2 ftrue, falseg: (AVS, sid, t, p, b) 2 s.channel(i,
j )
A continuacion se dene el conjunto de elementos de P que esta almacenado en
alguna variable en un momento dado de la ejecucion del algoritmo. Cada uno de esos
pares representa una espera que el algoritmo considera que puede existir.
Denicion B.2.2. Se denota como recordedWaits(s), siendo s un estado alcanzable
del sistema, al subconjunto de elementos de P almacenados en alguna variable en el
estado s. Es decir, recordedWaits(s) = f(i, t) 2 P tales que:
9 j 2 N : (i, t) 2 s.setPredj
9 j 2 N : (i, t) 2 s.setPredToInfj
9 p 2 P+ tal que recordedPath(p, s) e (i, t) 2 visited nodes(p) g
Utilizando las deniciones anteriores, la formulacion de las siguientes propiedades
relacionadas con el tiempo queda simplicada. Toda espera de la que el algoritmo
ha tomado nota en alguna de sus variables comenzo en un momento anterior. Por
consiguiente, el temporizador local del nodo al que hace referencia puede haber au-
mentado.
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Propiedad B.2.1. Se verica que 8 (i, t) 2 P tal que (i, t) 2 recordedWaits(s) )
1  t  s.tai.
Demostracion: En el estado inicial, s0, se verica que 8 fi, jg  N : s0.setPredj
= s0.setPredToInfj = s0.set st avsj = ;. Ademas, s0.st algj = s0.st avsrspj = NULL,
s0.channel(i, j ) =  y s0.tai = 1. Los valores iniciales de todas estas variables hacen
que la implicacion sea cierta.
Para demostrar la propiedad, se va a analizar en primer lugar como inuyen los
cambios en el tiempo de activacion de los nodos y despues se vericara la condicion
temporal para todos los pares (nodo, tiempo) que estan presentes en cualquiera de las
variables que constituyen la denicion de recordedWaits(sz).
Los efectos de las acciones z 2 fEndDelArci(j ): j 2 Ng y z = Aborti modican
el tiempo de activacion del nodo i, de manera que sz 1.tai < sz.tai. As que, para
cualquier par (i,t) que pudiera estar registrado en recordedWaits(sz 1), la hipotesis
inductiva indica que 1  t  sz 1.tai. Tras ejecutarse cualquiera de estas dos acciones,
la propiedad se cumple porque 1  t < sz.tai.
Por otra parte, la ejecucion de la mayor parte de las acciones mantiene sin cambios
los pares (nodo, tiempo) contenidos en cualquiera de las variables que componen
recordedWaits, esto es, si (i, t) pertenece a recordedWaits(sz) es porque, en el estado
previo, (i, t) ya constaba en recordedWaits(sz 1). Por tanto, basta con comprobar
que las acciones que incluyen nuevos pares (i, t) en recordedWaits(sz), sin que (i, t)
estuviera registrado en recordedWaits(sz 1), lo hacen vericando que 1  t  sz.tai.
En lo que respecta a las rutas de nuevos mensajes almacenados o en el canal de
comunicaciones, las acciones z 2 fStartAddArci(j ): j 2 Ng, z 2 fEndAddArci(j,
t): j 2 N ^ t 2 Ng, z = initiatei, z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg, z 2
frcvALGi(j, m): j 2 N ^ m 2 MALGg y z = frstAVSig incorporan el par (i,sz.tai)
en la ruta de los mensajes que pueden formarse por sus efectos. Dado que los efectos de
estas acciones no modican la variable tai, se cumple, aplicando la hipotesis inductiva,
que sz 1.tai = sz.tai. Por tanto, la propiedad se hace evidente porque inicialmente el
tiempo de activacion de cualquier nodo del sistema vale la unidad, 1  sz.tai.
Considerando la variable setPred, tan solo la accion z 2 fEndAddArci(j, t): j
2 N ^ t 2 Ng a~nade elementos al conjunto setPredi. Al ejecutarse esta accion, (j,
t) 2 sz.setPredi. Aplicando la propiedad del B.3.2 se tiene que, equivalentemente,
(j, t, received) 2 sz.set waitersi. De acuerdo con la propiedad del medio B.1.4, se
sabe que sz.t activj  t. En ambos casos la propiedad B.3.1, establece la equivalencia
sz.t activj = sz.taj. Esto implica que el par que se incluye en el conjunto es (j,sz.taj).
Reescribiendo las relaciones, resulta t  sz.taj. Ademas, segun la denicion de la
accion t toma sus valores del conjunto N y el tiempo de activacion inicial del nodo j
es la unidad, lo que implica que 1  t. Por lo tanto, la propiedad es cierta, 1  t 
sz.taj.
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Finalmente, en el conjunto setPredToInfi puede incorporarse un nuevo par (no-
do,tiempo) por efecto de la accion z 2 fStartAddArci(j ): j 2Ng, z 2 fEndAddArci(j,
t): j 2 N ^ t 2 Ng o z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg. Como el elemento
se a~nade solo si perteneca a setPredi previamente y la variable setPredi no se ve mo-
dicada en esas acciones, la hipotesis inductiva conrma que la propiedad se cumple
en estas situaciones. 
El tiempo del mensaje o del nodo al que va destinado cualquiera de los mensajes
presentes en los canales de comunicacion esta acotado. En la siguiente propiedad se va
a demostrar que el tiempo del mensaje puede tomar valores naturales que van desde
la unidad hasta el tiempo de activacion vigente del nodo destino.
Propiedad B.2.2. 8 fi, jg  N se verica que 8 m 2 s.channel(j, i): m.type 2
fALG, AVS, AVSRSP, INFg ) 1  m.ta  s.tai.
Demostracion: En el estado inicial, s0, se verica que 8 fi, jg  N : s0.channel(j,
i) = . Por tanto, la implicacion se cumple. Seguidamente se analizan los efectos de
las acciones que afectan a la demostracion de la propiedad porque generan mensajes
y/o modican la variable ta.
En la generacion de cualquier tipo de mensaje se selecciona como tiempo asociado
al mensaje el correspondiente a un par (id, t) que forma parte de recordedWaits(sz 1).
Como los pares incluidos en cualquiera de las variables que constituyen recordedWaits
cumplen la propiedad B.2.1 y los efectos de las distintas acciones no modican esos
pares, la hipotesis inductiva permite demostrar que el par que se elige como destino
de un mensaje verica 1  t  sz.taid y, por tanto, 1  m.ta  sz.taid.
Los mensajes ALG que se crean por efecto de las acciones z 2 fStartAddArci(j ): j
2 Ng, z = initiatei, z 2 frcvALGi(j,m): j 2 N ^m 2MALGg y z 2 frcvINFi(j,m):
j 2 N ^ m 2 MINFg jan su destino a partir de un par almacenado en sz 1.setPredi.
La accion z 2 fEndAddArci(j, t): j 2 N ^ t 2 Ng que tambien puede formar
mensajes ALG se sirve del tiempo de un par que incorpora previamente la misma
accion en sz.setPredi. En lo que respecta a la formacion de mensajes AVS, el tiempo
asociado al mensaje se extrae del del penultimo elemento de una ruta almacenada en
sz 1.set st avsi o incluida en un mensaje AVS del canal en sz 1 (z 2 fStartDelArci(j,
t): j 2 N ^ t 2 Ng, z = Aborti y z 2 frcvAVSi(j, m): j 2 N ^ m 2 MAV Sg).
Otras acciones que en las que se crean mensajes AVS son: z = rstAVSi y z =
sndAVSi. El tiempo de los mensajes en estos casos queda determinado por el ultimo
elemento de la ruta almacenada en st algi (accion rstAVSi) y en st avsrspi (accion
sndAVSi). Del mismo modo, los mensajes AVSRSP originados tras la ejecucion de
las acciones: z 2 frcvAVSi(j, m): j 2 N ^ m 2 MAV Sg, z 2 frcvINFi(j, m): j 2 N
^ m 2 MINFg y z = sndAVSRSPi se construyen a partir de mensajes almacenados
en sz 1.set st avsi o procedentes del canal de comunicaciones. El tiempo del nodo
340
Apendice B: Demostraciones de propiedades
destino que se incluye como parte de estos mensajes AVSRSP proviene del primer
par registrado en las rutas correspondientes. Por ultimo, al ejecutarse las acciones z
2 fStartDelArci(j, t): j 2 N ^ t 2 Ng, z = Aborti y z 2 frcvINFi(j, m): j 2 N
^ m 2 MINFg, se pueden formar mensajes INF. Este tipo de mensajes se dirigiran a
nodos que ya esten incluidos en sz 1.setPredToInfi.
Si se consideran los cambios que experimenta la variable ta, las unicas acciones
que la modican son z 2 fEndDelArci(j ): j 2 Ng y z = Aborti. Los efectos de
ambas incrementan su valor en una unidad, de manera que sz 1.tai < sz.tai. En sz 1,
la hipotesis inductiva establece que, para cualquier tipo de mensaje dirigido al nodo
i, 1  m.ta  sz 1.tai. Al ejecutarse cualquiera de estas acciones, la propiedad sigue
cumpliendose ya que 1  m.ta <sz.tai. 
Tal y como indica el modelo de peticion de unico recurso, un nodo solo puede
estar bloqueado por otro nodo. Esto implica que un nodo solo puede estar contenido
en el conjunto de predecesores de un unico nodo. La propiedad ademas indica que,
a partir de un estado alacanzabe de S, un par concreto (nodo, tiempo) no puede ser
mas que elemento del conjunto setPred de un nodo.
Propiedad B.2.3. Sea fi, j, kg  N se verica que (i, t) 2 s.setPredj ) 8 z0 ^ 8 k
6= j : (i, t) =2 sz0.setPredk.
Demostracion: Por reduccion al absurdo. Supongase que el par (i, t) esta inclui-
do tanto en el conjunto sz.setPredj como en el conjunto sz.setPredk, siendo k 6= j.
Aplicando la propiedad B.3.2, se obtiene que la tupla (i, t, received) pertenece a
sz.set waitersj y a sz.set waitersk a la vez. Finalmente, considerando la propiedad
B.1.7 se llega a la conclusion de que si (i, t, received) 2 sz.set waitersj entonces, 8
b0 se cumple que (i, t, b0) ya no puede pertenecer al conjunto set waiters en ningun
estado, incluido sz, de otro nodo distinto al nodo j. Es evidente que esto contradice
al supuesto de partida por el que (i, t, received) pertenece a sz0.set waitersk. 
De acuerdo con la siguiente propiedad, cuando un nodo conoce su identidad si-
mulada, los elementos de su conjunto de predecesores tambien deben ser elementos
del conjunto de predecesores a los que informar en caso del borrado de la relacion de
espera.
Propiedad B.2.4. Sea fi, jg  N se verica que (i, t) =2 s.setPredj ^ s.status.idj =
known ) (i, t) =2 s.setPredToInfj.
Demostracion: En el estado inicial, s0, 8 i : s0.setPredToInfi = ;, por lo que la
propiedad es cierta.
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z 2 fStartAddArcj(x): x 2 Ng o z = initiatej. La ejecucion de cualquiera
de estas acciones no modica las variables setPredj y status.idj. Si (i, t) se
incorpora a sz.setPredToInfj es preciso que (i, t) 2 sz 1.setPredToInfj. Segun
esto la propiedad se cumple en sz.
z 2 fEndAddArcj(i, t): t 2 Ng. Uno de los posibles efectos de la accion consiste
en incluir (i, t) tanto en sz.setPredj como en sz.setPredToInfj. Es evidente que
en esta situacion la propiedad se cumple. Si la ejecucion de la accion solo provoca
que (i, t) 2 sz.setPredj, el antecedente se convierte en falso en sz.
z 2 fStartDelArcj(i, t): t 2 Ng. Segun las condiciones en las que se ejecute la
accion, los efectos pueden retirar el elemento (i, t) tanto de setPredj como de
setPredToInfj o unicamente de setPredj. En el primer caso es obvio la propiedad
se cumple en sz. Cuando se produce el efecto del segundo caso, sz 1.status.algj
= active y sz 1.status.idj = unknown, resulta que (y, t) 2 sz.setPredToInfj y
status.idj no cambia de valor. En esta situacion la propiedad tambien se verica
en sz.
z 2 fEndDelArcj(x ): x 2 Ng. Los efectos de la accion pueden convertir
sz.status.idj en unknown (antecedente falso).
z = Abortj. Tras la ejecucion de la accion, sz.setPredj = sz.setPredToInfj = ;
y sz.status.idj = known. Esto implica que la propiedad se cumple en sz.
z 2 frcvALGj(x, m): x 2 N ^ m 2 MALGg. Considerando el caso en el que
sz 1.status.algj = blocked, es posible a~nadir un elemento a setPredToInfj, ha-
ciendo el consecuente falso. Para que tenga lugar este efecto es preciso que el
elemento este incluido en sz 1.setPredj (antecedente falso en sz 1). Los efectos
no introducen cambios en las variables, por lo que la propiedad seguira veri-
candose en sz.
z 2 frcvINFj(x, m): x 2 N ^ m 2 MINFg. La condicion de habilitacion de
la accion indica que sz 1.status.idj = unknown. Como los efectos de la accion
no a~naden elementos a setPredj y por hipotesis inductiva se sabe que (i, t) =2
sz 1.setPredj, se concluye que la propiedad es cierta. Sin embargo, cuando (i, t)
=2 sz 1.setPredj, hay que analizar la variable setPredToInfj, ya que la ejecucion
de la accion hace que sz.status.idj = known. Si (i, t) 2 sz 1.setPredToInfj, el par
se elimina del conjunto y el consecuente se convierte en cierto. Por el contrario,
si (i, t) =2 sz 1.setPredToInfj, el consecuente sigue siendo cierto en sz. Aunque
existe un efecto que incorpora elementos a setPredToInfj, es necesario que estos
esten incluidos en sz 1.setPredj y este supuesto es imposible.

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En esta propiedad se arma que todo par almacenado en el conjunto setPredToInf
de un nodo esta tambien en el conjunto setPred de ese mismo nodo o lo ha estado
previamente.
Propiedad B.2.5. Sea fi, jg  N se verica que (i, t) 2 sz.setPredToInfj ) 9 z0 
z : (i, t) 2 sz0.setPredj.
Demostracion: Por reduccion al absurdo. Supongase que el par (i, t) no perte-
neca a setPredj antes de incorporarse a sz.setPredToInfj, es decir, 8 z0  z : (i,
t) =2 sz0.setPredj. Las acciones que a~naden elementos a setPredToInf son StartAdd
Arcj(x, t), EndAddArcj(x, t), initiatej, rcvALGj(x, m) y rcvINFj(x, m). En el caso de
StartAddArcj(x, t) y rcvINFj(x,m), la condicion para incluir a (i, t) en sz.setPredToInfj
es que (i, t) 2 sz 1.setPredj. Esto entra en contradiccion con el supuesto. Los efectos
de la accion EndAddArcj(x, t) a~naden al mismo tiempo el elemento (i, t) a los dos
conjuntos.Por ese motivo, la propiedad se verica. Sin embargo, las acciones initiatej
y rcvALGj(x, m) consiguen que los conjuntos se igualen. Es evidente que en esta
situacion todos los elementos existentes en sz 1.setPredj pasan a formar parte de
sz.setPredToInfj. As que, la suposicion de partida es falsa y la propiedad cierta. 
Cuando un nodo enva un mensaje INF a otro para transmitirle informacion de la
identidad simulada, el nodo destino debe estar incluido en el conjunto de setPredToInf
del nodo emisor y se elimina del conjunto al generarse el mensaje. La propiedad se~nala
que si setPredToInf contiene un par (nodo, tiempo) es imposible que haya un mensaje
INF dirigido a ese nodo.
Propiedad B.2.6. Sea fi, jg  N se verica que (i, t) 2 s.setPredToInfj ) @ m 2
MINF : m 2 s.channel(j, i) ^ m.ta = t.
Demostracion: En todos los casos en los que se genera un mensaje INF, m, se
cumple que (id, t) 2 sz 1.setPredToInfx. Una vez que se forma este mensaje, se cumple
que: m 2 sz.channel(x, id), m.ta = t y, ademas, (id, t) =2 sz.setPredToInfx.
Si se supone que (i, t) 2 sz.setPredToInfj y, a la vez, existe un mensaje INF
procedente del nodo j al nodo i en el que m.ta = t, resulta imposible que tanto el
mensaje INF como el nodo i incluido en setPredToInfj tengan asociado el mismo
tiempo. Cuando se forma el mensaje, se elimina el elemento (i, t) de setPredToInf. Si
el nodo i volviera a pertenecer a ese conjunto lo tendra que hacer con otro tiempo
tal que t0 6= t. 
Esta propiedad completa a la anterior porque asegura que si un par (nodo, tiempo)
pertenece al conjunto setPredToInf o pertenece al conjunto setPred de otro nodo o
ese nodo es el destino de un mensaje INF entonces ese mismo par no podra estar en
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setPredToInf o en setPred de otro nodo distinto o ser el destino de un mensaje INF
originado por un nodo diferente.
Propiedad B.2.7. Sea fi, jg  N se verica que (i,t) 2 s.setPredToInfj _ (i,t)
2 s.setPredj _ 9 m 2 MINF : m 2 s.channel(j, i) ^ m.ta = t ) 8 k 6= j, (i, t) =2
s.setPredk ^ (i, t) =2 s.setPredToInfk ^ @ m 2 MINF : m 2 s.channel(k, i) ^ m.ta = t.
Demostracion: En el estado inicial, s0, se verica que 8 fi, jg  N : s0.setPredi
= s0.setPredToInfi = ; y s0.channel(j, i) = . Por tanto, la propiedad es cierta. A
continuacion, se analizan los efectos de las acciones que generan mensajes INF y/o
modican las variables que aparecen en la propiedad.
z 2 fStartAddArcj(x ): x 2 Ng. Si id = i y el par (i, t) 2 sz 1.setPredj n
sz 1.setPredToInfj, la hipotesis inductiva conrma que tanto el antecedente co-
mo el consecuente son ciertos en sz 1. Tras la ejecucion de la accion en este
caso, (i, t) 2 sz.setPredToInfj, lo que hace que el antecedente siga siendo cierto
en sz. El consecuente tambien sera cierto en sz porque las variables asociadas
al nodo k no cambian y tampoco se forma ningun mensaje INF con origen el
nodo k.
z 2 fEndAddArcx(y, t): fx, yg  N ^ t 2 Ng. La precondicion de esta accion
indica que (y, t, sent) 2 sz 1.set waitersx. Si t = sz 1.t activy, la propiedad B.1.4
se~nala que sz 1.blockery = x. Eso signica que 8 k 6= x se tiene que sz 1.blockery
6= k y, por consiguiente, (y, t) =2 sz 1.setPredk.
Por otra parte, se debe demostrar que, si existe un mensaje INF en sz 1 proce-
dente del nodo k 6= x y dirigido al nodo y, su tiempo sera inferior al que posee
el nodo y en sz 1. En caso de que existiera un mensaje INF, m, tal que m 2
sz 1.channel(k, y) y m.ta = t = sz 1.t activy, se deduce que, cuando se formo el
mensaje, (y, t) 2 sz1.setPredToInfk, siendo z1 < z 1. Considerando la propiedad
B.2.5, entonces 9 z2  z1 tal que (y, t) 2 sz2.setPredk o, lo que es lo mismo, por
la propiedad B.3.2, (y, t, received) 2 sz2.setPredk. Segun la propiedad B.1.4 se
cumple que sz2.blockery = k y t = sz2.t activy.
Para tener habilitada la accion es necesario que se ejecute una serie de accio-
nes antes de sz 1. La accion StartAddArcx(y) en sz5 , siendo z5  z 1, permi-
te que el nodo y se bloquee por el nodo x. La condicion de habilitacion de
StartAddArcx(y) precisa que sz5 1.statey = active por eso es necesario que pre-
viamente se ejecuten las acciones z4 = StartDelArck(y, t) y z3 = EndDelArcy(k),
siendo z1  z4 > z2 y z 1 > z3 > z4. Los efectos de la accion EndDelArcy(k)
incrementan el tiempo de activacion del nodo y de manera que t0 = sz3.t activy
> sz2.t activy = t. Por tanto, cuando se ejecuta la accion StartAddArcx(y), el
elemento que se incorpora a set waitersx no es (y, t, sent) sino (y, t0, sent). En
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resumen, no es posible que exista un mensaje INF, siendo k 6= x, tal que m 2
sz 1.channel(k, y) y m.ta = t = sz 1.t activy.
As mismo, hay que comprobar que (y, t) =2 sz 1.setPredToInfk, siendo k 6= x. Si
se supone que (y, t) 2 sz 1.setPredToInfk, la propiedad B.2.5 establece que 9 z1
 z 1: (y, t) 2 sz1.setPredk. De acuerdo con la propiedad B.3.2, esto equivale a
decir que (y, t, received) 2 sz1.set waitersk. La condicion de habilitacion de la ac-
cion indica que (y, t, sent) 2 sz 1.set waitersx. As que, para poder ser ejecutada,
se han debido suceder las siguientes acciones: StartAddArck(y, t) en sz2 con z1
< z2, EndDelArcy(k) en sz3 , siendo z2 < z3 < z 1 y StartAddArcx(y) en sz4 con
z3 < z4 < z 1. Entre los efectos de la accion EndDelArcy(k) se incluye el incre-
mento del tiempo de activacion del nodo y tal que t0 = sz3.t activy > sz1.t activy
= t. En consecuencia, el elemento que puede incorporarse a set waitersx solo
puede ser (y, t0, sent) con lo que la accion no esta habilitada. Es evidente, por
tanto, que si se ejecuta la accion, (y, t) =2 sz 1.setPredToInfk. De todo ello, se
desprende que el consecuente de la propiedad es cierto en sz 1. Tras la ejecucion
de la accion, el consecuente sigue siendo cierto porque no se generan mensajes
INF y las variables relacionadas con el nodo k 6= x no sufren cambios.
Segun la propiedad B.1.4, tambien es posible que (y, t, sent) 2 sz 1.set waitersx
porque t < sz 1.t activy y sz 1.statey = aborted. Esta situacion es imposible
que se produzca ya que la unica accion que incluye (y, t, sent) en set waitersx
es StartAddArcy(x ) y para ello el nodo y debe ser activo. De acuerdo con la
propiedad B.1.6, un nodo en estado aborted no puede modicar su valor.
z 2 fStartDelArcx(y, t): fx, yg  N ^ t 2 Ng. La propiedad se cumple en sz 1
con antecedente y consecuente ciertos porque (y, t) 2 sz 1.setPredx y en algun
caso tambien (y, t) 2 sz 1.setPredToInfx. Al ejecutarse la accion el antecedente
podra llegar a ser falso, pero las variables que se incluyen en el consecuente no
cambian y no se crea ningun mensaje con origen el nodo k, siendo k 6= x.
Un posible efecto de esta accion es la formacion de un mensaje INF. Si x = j y y
= i, se tiene en ese caso que 9 m 2 MINF tal que m 2 sz.channel(x, y) y m.ta =
t. La condicion para que surja este mensaje es que (y, t) 2 sz 1.setPredToInfx
(antecedente y consecuente ciertos en sz 1). Al generarse el mensaje INF, el
antecedente y el consecuente siguen siendo ciertos.
z = Abortj. Al ejecutarse la accion, sz.setPredj = sz.PredToInfj = ;. Otro
efecto posible es la generacion de mensajes INF. Suponiendo que id = i, si (i, t)
2 sz 1.setPredToInfj se genera un mensaje INF, m, dirigido al nodo i con m.ta
= t. Como el antecedente es cierto en sz 1 porque (i, t) 2 sz 1.setPredToInfj,
la hipotesis inductiva permite armar que el consecuente tambien es cierto en
sz. Como k 6= x, los efectos de la accion no modican los conjuntos setPredk,
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PredToInfk y no generan ningun mensaje INF con origen el nodo k. Esto implica
que el consecuente sigue siendo cierto en sz.
z = initiatej o z 2 frcvALGj(y, m): y 2 N ^ m 2 MALGg. Uno de los
posibles efectos de estas acciones consiste en igualar el conjunto setPredToInfj
al conjunto setPredj. Si (id, t) 2 sz 1.setPredj (antecedente cierto), despues
de ejecutar la accion (id, t) pasa tambien a formar parte de sz.setPredtoInfj.
Esto implica que el antecedente de la propiedad en sz sigue siendo cierto. El
consecuente tambien es cierto ya que no se modican las variables asociadas al
nodo k y no se originan mensajes INF desde este mismo nodo, siendo k 6= j.
z 2 fdltINFx(y,m): fx, yg  N ^m 2MINFg. Esta accion consiste en eliminar
un mensaje INF del canal. Si x = j e y = i, el antecedente podra hacerse falso.
En cambio, cuando y = k, k 6= j y x = i, el consecuente podra llegar a ser
cierto.
z 2 frcvINFi(j, m): m 2 MINFg. Al retirar el mensaje INF del canal siendo,
el antecedente de la propiedad podra llegar a ser falso si, en sz 1, era cierto
unicamente por la existencia del mensaje INF.
z 2 frcvINFj(x,m): x 2 N ^m 2MINFg. Si id = i y (i, t) 2 sz 1.setPredToInfj
n sz 1.setPredj, la hipotesis inductiva asegura que el consecuente de la propiedad
es cierto en sz 1. Como (i, t) 2 sz 1.setPredToInfj, la propiedad B.2.6 asegura
que @ m 2 MINF : m 2 sz.channel(j, i) y m.ta = t. Tras la ejecucion de la accion
en este supuesto, se forma un mensaje INF, m0, tal que m0 2 sz.channel(j, i)
y m0.ta = t, que hace que el antecedente siga siendo cierto en sz. As mismo,
el consecuente es cierto en sz porque las variables asociadas al nodo k de la
propiedad no cambian y no se genera ningun mensaje INF desde ese nodo.

La siguiente propiedad indica que si un mensaje ALG va hacia un nodo aborted,
su tiempo a la fuerza es incorrecto.
Propiedad B.2.8. Se verica que 8 i 2 N s.status.algi = aborted ^ 9m: (m.type =
ALG ^ m 2 s.channel(j, i)) ) m.ta < s.tai.
Demostracion: En el estado inicial, s0, se verica que 8 i 2 N : s0.status.algi =
active. Para conrmar que la propiedad es cierta hay que analizar los efectos que
modican el estado de un nodo, los que cambian su tiempo de activacion y los que
crean/eliminan mensajes ALG.
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z = StartAddArci(j ). Los efectos de la accion hacen que sz.status.algi 2 fblocked,
candidateg. Por otro lado, puede crearse un mensaje ALG, m 2 sz.channel(i,
id), con m.ta = t. La propiedad B.2.2 establece que, para ese mensaje, m.ta
 sz.taid. Solo en el caso de que m.ta = sz.taid, la propiedad podra llegar a
ser falsa. Sin embargo, aplicando la propiedad del medio B.1.4 se llega a la
conclusion de que esto es posible si sz.statei = blocked o, segun la propiedad
B.3.4, sz.status.algi 2 fblocked, dummy, candidate, victimg. Por tanto, el nuevo
mensaje ALG cumple tambien la propiedad.
z = fEndAddArci(j, t): t 2 Ng. Para que la accion este habilitada sz 1.statei 6=
aborted, o lo que es lo mismo, por la propiedad B.3.5, sz 1.status.algi 6= aborted.
Los efectos de la accion no modican tai ni status.algi. Eso quiere decir que,
tras la ejecucion de la accion, la propiedad se cumple por hipotesis inductiva.
Ademas, es posible que se generen mensajes ALG tal que m 2 sz.channel(i,j)
y m.ta = t. La propiedad B.2.2 indica que 1  m.ta  sz.taj. En caso de que
m.ta = sz.taj, la propiedad podra ser falsa. Pero eso no es posible ya que los
efectos de la accion hacen que (j,t) 2 sz.setPredi. Segun la propiedad B.3.2,
(j,t,received) 2 sz.set waitersi. Aplicando la propiedad del medio B.1.4, se llega
a la conclusion de que o bien sz.statej = blocked y sz.t activj = t o bien sz.statej
= aborted y sz.t activj > t. Con la propiedad B.3.1 se tiene que t = sz.taj y
en consecuencia sz.statej = blocked. La propiedad B.3.4 indica que entonces
sz.status.algj 2 fblocked, dummy, candidate, victimg. As que, la propiedad se
verica.
z = EndDelArci(j ). Como los efectos de la accion hacen sz.status.algi = active,
el incremento del valor de tai no afecta en el cumplimiento de la propiedad.
z = Aborti. Tras la ejecucion de la accion, sz.status.algi = aborted. La propiedad
podra ser falsa si en sz existe un mensaje ALG que no cumple la condicion
temporal. Como la accion no genera ni elimina ningun mensaje de este tipo, ese
mensaje ya tendra que existir en sz 1 cumpliendo que m.ta  sz 1.tai segun
la propiedad B.2.2. Los efectos de la accion modican el tiempo de activacion,
de manera que sz 1.tai < sz.tai. As que, es imposible que m.ta permanezca
constante al ejecutarse la accion y m.ta < sz.tai. En consecuencia, si existe un
mensaje AlG en sz, este verica la propiedad.
z = initiatej. Al ejecutar esta accion, sz.status.algj = candidate. Por otro lado,
hay que comprobar que el mensaje ALG generado cumple tambien la propiedad.
El nuevo mensaje va dirigido al nodo i cumple la propiedad B.2.2 y m.ta 
sz.tai. Como (i,t) 2 sz 1.setPredecessorsj, sabe por la propiedad B.3.2 que (i,
t, received) 2 sz 1.set waitersj. Considerando la propiedad del medio B.1.4,
se plantean dos posibles situaciones: (sz 1.statej = blocked y sz 1.t activi = t
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o sz 1.statei = aborted y sz 1.t activi > t. La propiedad B.3.1 establece que
sz 1.t activi = sz 1.tai, m.ta = sz 1.tai = t. Los efectos de la accion no cambian
tai ni status.algi. Por tanto, como m.ta = sz.tai = t y t activi = t, se descarta
que sz.statei = aborted. Segun la propiedad del medio B.1.4, sz.statei = blocked.
Por todo ello, la propiedad se cumple.
z = frcvALGi(j, m): m 2 MALGg. Al ejecutar esta accion se puede producir un
cambio de estado, sz.status.algi 2 fdummy, victimg. La accion tambien puede
generar un mensaje ALG que debe cumplir la propiedad.
Si el consecuente es falso: 9 m: (m.type = ALG ^ m 2 sz.channel(i, y) ^ m.ta
= sz.tay), para que la propiedad sea cierta sz.status.algx 6= aborted. Como (y, ty)
2 sz 1.setPredx, aplicando la propiedad B.3.2 y la propiedad del medio B.1.4,
se llega a la conclusion de que (sz 1.statey = blocked ^sz 1.t activy = ty) _
(sz 1.statey = aborted ^ sz 1.t activy > ty). Considerando que m.ta = sz.tay
^ sz.tay = sz.t activy = ty, solo es posible que sz 1.statey = blocked. El envo
del mensaje ALG va acompa~nado de un cambio de estado, as que sz.statey =
blocked 6= aborted.
Teniendo en cuenta que los efectos no cambian tay, m.ta = sz 1.tay y segun
la propiedad B.3.1, sz 1.t activy = sz 1.tay = ty. Por lo tanto, la propiedad se
cumple con el antecedente y el consecuente falso, sz.statey = blocked 6= aborted
^ m.ta = sz.tay = ty.
z = frcvINFi(j, m): m 2 MINFg. Puede darse un cambio de estado que hace
cierta la propiedad, sz.status.algi = candidate. Segun los efectos, tambien se
puede crear un mensaje ALG. Si este mensaje verica que m.ta < sz.tan, enton-
ces sz.status.algn 2 fblocked, dummy, candidate, victimg 6= aborted (el mismo
razonamiento que en las acciones EndAddArc, Abort, initiate, rcvALG).
z = frcvAVSi(j, m): m 2 MAV Sg. En esta accion no se genera ni se elimina
ningun mensaje ALG y no se modica tai. En algun caso status.algi podra
cambiar su valor, pero sz.status.algi = victim. En el resto de las situaciones, la
propiedad se cumple por hipotesis inductiva.

Si un nodo i pasa a ser aborted, puede aparecer en los conjuntos setPred y setPred-
ToInf de cualquier otro nodo, pero su tiempo asociado sera inferior a su tiempo de
activacion actual, esto es, el tiempo registrado para el nodo i no estara actualizado.
Propiedad B.2.9. 8 fi, jg  N se verica que s.status.algi = aborted ^ ((i,t) 2
s.setPredj _ (i,t) 2 s.setPredToInfj) ) 1  t < s.tai.
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Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi =
active. Para comprobar que la propiedad se cumple en el estado sz se deben analizar
los efectos de las acciones que afectan a las variables involucradas.
z = StartAddArci(j ). Tras la ejecucion de la accion, sz.status.algi 2 fblocked,
candidateg.
z 2 fStartAddArcj(x ): x 2 Ng. Si la propiedad se cumple en sz 1 con (i,t)
2 sz 1.setPredj y sz 1.status.algi = aborted entonces, por hipotesis inductiva,
1  t < sz 1.tai. Al ejecutarse la accion, el conjunto setPredj, al igual que las
variables tai y status.algi, no se modican. Por consiguiente, la propiedad sigue
siendo cierta en sz.
z = fEndAddArci(j, t): t 2 Ng. La condicion de habilitacion de la accion
indica que sz 1.statei 6= aborted, o lo que es lo mismo segun la propiedad B.3.5,
sz 1.status.algi 6= aborted. Si la propiedad se cumple en sz 1 por induccion, al
ejecutarse la accion, la propiedad seguira cumpliendose en sz porque la variable
status.algi no cambia.
z = fEndAddArcj(i, t): t 2 Ng. Si sz 1.status.algi = aborted y se ejecu-
ta la accion, el par (i,t) pasa a ser un elemento de sz.setPredj y a veces de
sz.setPredToInfj (variables incluidas en la denicion de recordedWaits(sz)). Por
tanto, la propiedad B.2.1 establece que 1  t  sz.tai. Como (i,t) 2 sz.setPredj,
la propiedad B.3.2 indica que (i,t,received) 2 sz.set waitersj. Entonces aplican-
do la propiedad B.1.4, se llega a la conclusion de que sz.t activi > t porque
sz.status.algi = aborted. Por otra parte, la propiedad B.3.1 se~nala que sz.t activi
= sz.tai. Esto implica que sz.tai > t y, en consecuencia, 1  t < sz.tai.
z = fStartDelArci(j, t): t 2 Ng. Si sz 1.status.algi = active, el estado del nodo
i no cambia al ejecutarse la accion y la hipotesis inductiva concluye. Cuando
sz 1.status.algj = aborted, la hipotesis inductiva permite demostrar la propiedad
en sz. Los efectos de la accion no modican ni tai ni setPredj ni setPredtoInfj y,
ademas, el nodo i mantiene su estado.
z = fStartDelArcj(i, t): t 2 Ng. Cuando sz 1.status.algi = aborted, como (i; t)
2 sz 1.setPredj, la hipotesis inductiva asegura que 1  t < sz 1.tai. Aunque el
par (i; t) deja de ser un elemento de setPredj y de setPredToInfj, los efectos de
la accion no cambian ni tai ni status.algi. Por consiguiente, la propiedad sigue
cumpliendose en sz.
z = fEndDelArci(j )g. Aunque los efectos de la accion incrementan tai de modo
que sz 1.tai < sz.tai, tambien sz.status.algi = active. El nuevo valor que adquiere
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la variable status.algi es suciente para asegurar que la propiedad es cierta en
sz.
z = Aborti. Al ejecutarse la accion, sz.status.algi = aborted y tai se incremen-
ta en una unidad (sz 1.tai < sz.tai). Si (i, t) era un elemento de setPredj o
setPredToInfj en sz 1, la propiedad B.2.1 conrma que 1  t  sz 1.tai. La
unica posibilidad de que no se cumpla la condicion temporal consiste en que 1
 t = sz 1.tai, pero el cambio de tai hace evidente que la propiedad se cumple
en sz porque 1  t < sz.tai.
z = Abortj. Los efectos de la accion vacan tanto el conjunto sz.setPredj como
el conjunto sz.setPredToInfj.
z = initiatei. Al ejecutarse la accion, sz.status.algi = candidate.
z = initiatej. Si se cumple la propiedad en sz 1, sabiendo que (i, t) 2 sz 1.setPredj,
1  t < sz 1.tai. Al ejecutarse la accion en este supuesto, no se modican las va-
riables implicadas: status.algi, tai y setPredj. Por tanto, se verica la propiedad
por hipotesis inductiva.
z 2 frcvALGi(j, m): m 2 MALGg. Tras la ejecucion de la accion, sz.status.algi
2 fdummy, candidate, victimg.
z 2 frcvALGj(y, m): y 2 N ^ m 2 MALGg. Si sz 1.status.algi = aborted y (i,
t) 2 sz 1.setPredj, se asume por hipotesis inductiva que 1  t < sz 1.tai. Los
efectos de la accion en este supuesto mantienen todos los valores de las variables
involucradas en la propiedad. Por tanto, la propiedad se cumple. Para cualquier
otro caso, la hipotesis inductiva concluye.
z = frcvINFi(j, m): m 2 MINFg. Los efectos de la accion pueden modicar
status.algi de manera que sz.status.algi = candidate. Cuando status.algi mantie-
ne su valor al ejecutar la accion, la hipotesis inductiva concluye.
z = frcvAVSi(j, m): m 2 MAV Sg. Al ejecutarse esta accion, si sz 1.status.algi
= candidate, los efectos podran hacer que sz.status.algi = victim. En el resto
de casos, la propiedad se demuestra aplicando la hpotesis inductiva.

La siguiente propiedad conrma que, cuando un nodo pasa a ser aborted, se elimi-
nan todos los elementos que pudieran contener los conjuntos setPred y setPredToInf
asociados a el.
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Propiedad B.2.10. 8 i 2 N se verica que s.status.algi = aborted ) s.setPredi =
s.setPredToInfi = ;.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi = ac-
tive. Seguidamente se analizan los efectos de las acciones que inuyen en las variables
de la propiedad.
z 2 fStartAddArci(x ): x 2Ng o z 2 fEndDelArci(x ): x 2Ng o z = initiatei o
z 2 frcvALGi(x,m): x 2 N ^m 2MALGg o z 2 frcvINFi(x,m): x 2 N ^m 2
MINFg o z 2 frcvAVSi(x, m): x 2 Ng ^ m 2 MAV Sg. Al ejecutarse cualquiera
de estas acciones, status.algi puede cambiar de tal forma que sz.status.algi 2
factive, blocked, dummy, candidate, victimg. Si no se produce el cambio de
estado mencionado, la hipotesis inductiva concluye.
z 2 fEndAddArci(x, t): x 2 N ^ t 2 Ng. Para que la accion este habilitada es
preciso que sz 1.statei 6= aborted o, aplicando la propiedad B.3.5, sz 1.status.algi
6= aborted. Por otra parte, los efectos de la accion no modican la variable
status.alg. As que, se concluye que la propiedad se cumple en sz.
z 2 fStartDelArci(j, t): x 2 N ^ t 2 Ng. Si sz 1.status.algi = active, la hipote-
sis inductiva concluye. En el resto de estados posibles del nodo i, la propiedad
tambien se verica aplicando la hipotesis inductiva. Hay que recordar que la ac-
cion no esta habilitada si sz 1.status.algi = aborted. En ese estado, la propiedad
B.1.3 establece que (j, t, sent) 2 sz 1.set waitersi y la accion requiere que sea
la tupla (j, t, received) la que pertenezca a set waitersi en sz 1.
z = Aborti. Al ejecutarse la accion, es obvio que la propiedad se verica porque
sz.status.algi = aborted, sz.setPredi = ; y sz.setPredToInfi = ;.

Esta propiedad asegura que los conjuntos setPred y setPredToInf asociados al
nodo i contienen los mismos elementos si el estado del nodo i es dummy o candidate.
Propiedad B.2.11. 8 i 2 N se verica que s.status.algi 2 fdummy, candidateg )
s.setPredi = s.setPredToInfi.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi =
active. Para demostrar que la propiedad se cumple en sz hay que analizar los efectos
de las acciones que modican las variables status.algi, setPredi y setPredToInfi.
z 2 fStartAddArci(j ): j 2Ng. Si los efectos de la accion hacen que sz.status.algi
= blocked, es evidente que la propiedad es cierta. Otro efecto posible de la accion
351
Apendice B: Demostraciones de propiedades
modica el estado del nodo i de manera que sz.status.algi = candidate. En ese
caso, el cambio de estado viene acompa~nado por otro efecto que iguala los
conjuntos setPredi y setPredToInfi. En consecuencia, la propiedad se cumple.
z = fEndAddArci(j, t): t 2 Ng. Cuando sz 1.status.algi 2 fdummy, candidateg
se modica el conjunto setPredToInfi a~nadiendo el elemento (j; t). Considerando
la hipotesis inductiva y teniendo en cuenta que ese mismo elemento se incor-
pora previamente a setPredi por efecto de la misma accion, se concluye que la
propiedad se cumple porque los conjuntos quedan igualados.
z = fStartDelArci(j, t): t 2 Ng. Si sz 1.status.algi 2 fdummy, candidateg,
los efectos de la accion no modican el estado del nodo i, pero eliminan el
par (j, t) tanto de setPredi como de setPredToInfi. Como en sz 1 se cumpla la
propiedad por hipotesis inductiva, despues de retirarse (j; t) de ambos conjuntos
la propiedad sigue vericandose. Los efectos que se producen sobre setPredi y
setPredToInfi cuando sz 1.status.algi = active no afectan al cumplimiento de la
propiedad porque el estado del nodo i no cambia en ese caso.
z = fEndDelArci(j )g o z = Aborti. Tras la ejecucion de estas acciones,
sz.status.algi 2 factive, abortedg.
z = initiatei. La ejecucion de la accion trae consigo los siguientes efectos:
sz.status.algi = candidate y sz.setPredToInfi = sz.setPredi. Por tanto, la propie-
dad se verica.
z = frcvALGi(j, m): m 2 MALGg. Al ejecutarse la accion, status.algi puede
convertirse en victim, pasar a ser dummy o mantener su estado como candidate.
En la primera situacion es obvio que la propiedad se cumple. En el caso de
que sz.status.algi = dummy, seguidamente otro efecto hace que se igualen los
conjuntos, sz.setPredi = sz.setPredToInfi. Por ultimo, si sz.status.algi = candi-
date, la hipotesis inductiva conrma que sz.setPredi y sz.setPredToInfi tienen
los mismos elementos porque en el estado previo el nodo i era candidate y los
conjuntos mencionados no varan al ejecutarse este caso.
z = frcvINFi(j, m): m 2 MINFg. En caso de que los efectos de la accion no
modiquen status.algi, la propiedad se demuestra aplicando la hipotesis induc-
tiva (sz 1.status.algi 2 factive, blockedg). Si, al ejecutarse la accion, resulta que
sz.status.algi = candidate, el cambio de estado del nodo i viene acompa~nado de
la modicacion de setPredToInfi de tal forma que su contenido se iguala con el
de setPredi. As que, en este caso la propiedad tambien se verica .
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z = frcvAVSi(j, m): m 2 MAV Sg. Entre los posibles efectos de la accion se en-
cuentra el que hace que sz.status.algi = victim. En el resto de casos, la hipotesis
inductiva permite concluir.

De acuerdo con la siguiente propiedad, todo nodo que es seleccionado como vctima
o pasa a ser aborted deja de guardar informacion en la variable asociada st algi. Con
ello se consigue que los nodos en estos estados no difundan informacion que va a pasar
a ser falsa.
Propiedad B.2.12. 8 i 2 N se verica que s.status.algi 2 fvictim, abortedg )
s.st algi = NULL.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi = active
y s0.st algi = NULL por lo que la propiedad es cierta. A continuacion se repasan los
efectos de las acciones que inuyen en las variables aludidas por la propiedad.
Las unicas acciones que pueden convertir el estado del nodo i en victim son z
2 frcvALGi(j, m): j 2 N ^ m 2 MALGg o z 2 frcvAVSi(j, m): j 2 N ^ m 2
MAV Sg. En ambos casos se produce otro efecto que conlleva que sz.st algi = NULL.
La propiedad, por tanto, se verica. Por otro lado, la accion z = Aborti transforma
status.algi en aborted, pero tiene como precondicion que sz 1.status.algi = victim.
Aplicando la hipotesis inductiva, se deduce que sz 1.st algi = NULL. Como la accion
no modica la variable st algi, se concluye que en sz la propiedad se sigue cumpliendo.
En el resto de acciones no se puede hacer cierto el antecedente ni falso el con-
secuente por lo que la aplicacion de la hipotesis inductiva basta para demostrar la
propiedad.

Esta propiedad conrma que cualquier nodo en estado blocked o active, que ten-
ga conocimiento pleno de su identidad (status.id = known), no tiene informacion
almacenada en su correspondiente st alg.
Propiedad B.2.13. 8 i 2 N se verica que s.status.algi 2 fblocked, activeg ^
s.status.idi = known ) s.st algi = NULL.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.st algi = NULL
por lo que la propiedad es cierta.
Las acciones del conjunto z 2 fStartAddArci(j ): j 2 Ng tienen como condicion
de habilitacion que sz 1.statei = active o, por la propiedad B.3.3, sz 1.status.algi =
active. En el caso de que sz 1.status.idi = unknown, la propiedad se verica porque,
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tras la ejecucion de la accion, no se producen cambios en la variable status.idi. Sin
embargo, cuando sz 1.status.idi = known, la hipotesis inductiva establece que en
sz 1.st algi no se guarda ninguna informacion. Si sz.status.algi se convierte en blocked
o candidate, la propiedad se cumple porque al ejecutarse la accion no se producen
cambios ni en status.idi ni en st algi.
Por otro lado, la ejecucion de la accion z 2 fEndDelArci(j ): j 2 Ng hace que
sz.status.algi = active. Si este efecto conlleva otro que cancele el contenido de st algi,
es obvio que la propiedad se cumple. En el resto de casos, el cambio de estado va
acompa~nado del efecto que transforma sz.status.idi en unknown, haciendo falso el
antecedente en sz.
Los cambios de estado que resultan al ejecutar las acciones z =Aborti (sz.status.algi
= aborted), z = initiatei (sz.status.algi = candidate), z 2 frcvALGi(j, m): j 2 N
^ m 2 MALGg (sz.status.algi 2 fdummy, victimg), z 2 frcvAVSi(j, m): j 2 N ^
m 2 MAV Sg (sz.status.algi = victim) y z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg
(sz.status.algi = candidate) hacen el antecedente falso y, por tanto, la propiedad se
cumple en sz.
La accion z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg es la unica que cambia
el valor de status.idi a known. Como seguido de este efecto se vaca st algi, resulta
evidente que la propiedad tambien es cierta despues de su ejecucion.
Examinando los posibles cambios en st algi, solo queda comentar el efecto de la
accion z 2 fStartDelArci(j, t): j 2 N ^ t 2 Ng que consiste en sz.st algi = NULL.
Obviamente, la propiedad tambien se verica en este caso.

Esta propiedad asegura que solo los nodos en estado candidate o victim pueden
guardar informacion en la variable st avsrsp asociada.
Propiedad B.2.14. 8 i 2 N se verica que s.status.algi =2 fvictim, candidateg )
s.st avsrspi = NULL.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.st avsrspi =
NULL por lo que la propiedad es cierta.
Entre las acciones que pueden modicar status.algi a estados no admitidos en la
propiedad, se encuentran z = initiatei (sz.status.algi = candidate), z 2 frcvALGi(j,
m): j 2 N ^ m 2 MALGg (sz.status.algi = victim), z 2 frcvAVSi(j, m): j 2 N ^
m 2 MAV Sg (sz.status.algi = victim) y z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg
(sz.status.algi = candidate). En estos casos, la propiedad se cumple porque el antece-
dente de la implicacion es falso. Tambien hay que analizar las acciones cuyos efectos
cambian el valor de status.algi, pero se alcanza un estado permitido.
La accion z 2 fStartAddArci(j ): j 2 Ng esta habilitada cuando sz 1.status.algi
= active (equivalente a sz 1.statei = active por la propiedad B.3.3). La hipote-
sis inductiva establece que sz 1.st avsrspi = NULL. Tras la ejecucion de la accion,
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sz.status.algi puede ser blocked, pero st avsrspi sigue sin contener informacion porque
los efectos no lo modican. De igual forma, aplicando la hipotesis inductiva en la
accion z 2 fEndDelArci(j ): j 2 Ng cuando sz 1.status.algi = dummy o la accion
z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg si sz 1.status.algi = blocked, se asu-
me que sz 1.st avsrspi = NULL. Aunque al ejecutarse las acciones sz.status.algi 2
factive, dummyg, st avsrspi se mantiene sin informacion. Por consiguiente, la propie-
dad tambien se verica. Al ejecutarse la accion z 2 fEndDelArci(j ): j 2 Ng cuando
sz 1.status.algi = candidate o z = Aborti, se cancela el contenido de sz.st avsrspi.
Este efecto basta para comprobar que la propiedad es cierta en sz.
Por el contrario, las acciones z 2 frcvAVSRSPi(j, m): j 2 N ^ m 2 MAV SRSPg
y z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg solo si sz 1.status.algi = candidate,
almacenan el mensaje que retiran del canal en sz.st avsrspi. Como este cambio en la
variable st avsrspi no viene acompa~nado de un cambio de estado, se conrma que la
propiedad se cumple.

Segun la siguiente propiedad, los unicos estados en los que un nodo puede per-
manecer sin conocer su identidad (simulada), s.status.idi = unknown, son active y
blocked. Estos son los estados en los que el nodo bloquea las instancias del algoritmo.
Propiedad B.2.15. 8 i 2 N se verica que s.status.idi = unknown ) s.status.algi
2 factive, blockedg.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.idi = known
por lo que la propiedad es cierta. Para comprobar que tras la ejecucion de las acciones
la propiedad sigue cumpliendose, se van a analizar solo los efectos que modican las
variables status.id y status.alg.
Las acciones z = initiatei o z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg o z
2 frcvAVSi(j, m): j 2 N ^ m 2 MALGg modican la variable status.algi, pero para
que esten habilitadas, precisan que sz 1.status.idi sea known. Como los efectos de
estas acciones no alteran el valor status.idi, es evidente que la propiedad se cumple.
Del mismo modo, la accion z = Aborti tiene como precondicion sz 1.status.algi =
victim. Considerando la hipostesis inductiva se sabe que en ese estado sz 1.status.idi
= known. Puesto que el valor de esta variable no cambia al ejecutarse la accion, se
concluye. Por otra parte, la accion z 2 frcvINFi(j, m): j 2 N ^ m 2 MALGg tiene
como efecto sz.status.idi = known. Al adquirir la variable este valor, la propiedad
queda demostrada.
En lo que respecta a la variable status.alg, se puede apreciar que la ejecucion de la
accion z 2 fEndDelArci(j ): j 2 Ng hace que el estado del nodo i pase a ser active
y la propiedad se verique. Esta misma accion es la unica que cambia el valor de la
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variable sz.status.idi a unknown. Como en ese caso sz.status.algi es active, el efecto
no afecta al cumplimiento de la propiedad.
As mismo, la accion z 2 fStartAddArci(j ): j 2 Ng puede convertir el estado
del nodo i en blocked que es otro de los estados permitidos en el consecuente de la
propiedad. Otro efecto posible de la accion z 2 fStartAddArci(j ): j 2 Ng consiste
en que sz.status.algi = candidate. La propiedad tambien se verica porque ese cambio
solo se produce si sz 1.status.idi = known y ese valor se mantiene tras la ejecucion de
la accion.

La siguiente propiedad demuestra que las rutas, que almacena un nodo en set st avs
y que llegaron mediante mensajes AVS, han recogido informacion de esperas a ese
nodo, que no se han borrado aun.
Propiedad B.2.16. Si 9 i 2 N , t 2 N, sid 2 T, path 2 P+, b 2 ftrue, falseg
vericando que (sid, t, path, b) 2 s.set st avsi ) penult(path) 2 s.setPredi.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.set st avsi =
;, por lo que la propiedad se cumple. Seguidamente se van a analizar los efectos de
aquellas acciones que actuan sobre las variables aludidas en la propiedad.
En lo que respecta al conjunto setPredi, la accion z 2 fEndAddArci(j, t): j 2N ^ t
2 Ng se encarga de a~nadir nuevos elementos, pero sus efectos no cambian el contenido
de sz 1.set st avsi. Por tanto, la hipotesis inductiva permite vericar la propiedad. La
retirada de elementos de setPredi se produce al ejecutarse z 2 fStartDelArci(j, t):
j 2 N ^ t 2 Ng. Aunque el par (j, t) que se elimina fuera el penultimo elemento
de la ruta de algun mensaje almacenado en sz 1.set st avsi, dicho mensaje, tras la
ejecucion de la accion, desaparecera de set st avsi.
Al ejecutarse la accion z = Aborti se ven afectadas las dos variables de la propie-
dad. Los efectos de esta accion vacan tanto set st avsi como setPredi. Es obvio que
la propiedad se verica en sz.
Las acciones que modican la variable set st avsi son: z 2 frcvAVSi(j, m): j 2
N ^ m 2 MAV Sg, z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg, z = sndAVSi y z
= sndAVSRSPi. La ejecucion de la primera puede almacenar el mensaje AVS, m, en
sz.set st avsi solo si penult(m.path) 2 sz 1.setPredi. Al cumplirse esta condicion, se
conrma que se verica la propiedad en sz porque setPredi no vara.
Por otro lado, las acciones z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg y z =
sndAVSi eliminan uno de los mensajes almacenados en sz 1.set st avsi haciendo falso
el antecedente de la implicacion. Para el resto de mensajes de este almacen basta
con aplicar la hipotesis inductiva para armar que la propiedad se cumple. La ultima
accion modica el contenido de un mensaje de sz 1.set st avsi, pero el cambio no
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afecta a la ruta, path, del mismo. Por lo tanto, la propiedad queda demostrada en
este caso considerando la hipotesis inductiva. 
La variable cand succ recoge informacion sobre el candidato por el que espera
transitivamente un nodo. Esto permite que ambos candidatos colaboren en la fase de
eliminacion de candidatos. Obviamente, esto tiene sentido solo si el nodo que conoce
su candidato sucesor es tambien candidato.
Propiedad B.2.17. 8 i 2 N se verica que s.cand succi 6= NULL ) s.status.algi =
candidate.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.cand succi =
NULL por lo que la propiedad es cierta.
Considerando la variable cand succi, tanto la accion z 2 fEndDelArci(j ): j 2 Ng
como las acciones z 2 frcvALGi(j, m): j 2 N ^ m 2MALGg y z 2 frcvAVSi(j, m): j
2 N ^ m 2MAV Sg pueden anular su valor y, por tanto, hacer que el antecedente de la
propiedad sea falso en sz. Cuando en cand succi se introduce un nuevo valor por efecto
de las acciones z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg o z 2 frcvAVSRSPi(j,
m): j 2 N ^ m 2 MAV SRSPg, el estado del nodo i es candidate. As que, en esa
situacion la propiedad se verica.
Los cambios en la variable status.algi que hacen adopte el valor candidate se
producen al ejecutar: z 2 fStartAddArci(j ): j 2 Ng, z = initiatei o z 2 frcvINFi(j,
m): j 2 N ^ m 2 MINFg. La propiedad es este caso se cumple con el consecuente
cierto. A diferencia de estas acciones, los efectos de z = Aborti y z 2 frcvALGi(j,
m): j 2 N ^ m 2 MALGg pueden modicar status.algi a valores distintos a candidate,
esto es, sz.status.algi = aborted y sz.status.algi =dummy respectivamente. En ambos
casos, la propiedad se verica en sz 1 siendo sz 1.status.algi 6= candidate y la hipotesis
inductiva concluye porque el valor de cand succi no vara.

En esta propiedad se establece que el destino de un mensaje AVSRSP y el tiempo
que sirve para validarlo coincide con el par (identicador, tiempo) del primer elemento
de la ruta que contiene el mensaje.
Propiedad B.2.18. Si 9 fi, jg  N , tj 2 N, sid 2 T, path 2 P+ vericando
(AVSRSP, tj, sid, path) 2 s.channel(i, j ) ) rst(path) = (j, tj).
Demostracion: En el estado inicial, s0, 8 fi,jg  N se cumple que s0.channel(j, i)
=  por lo que la propiedad es cierta. Las acciones que generan mensajes AVSRSP
son: z 2 frcvAVSi(j, m0): j 2 N ^ m0 2 MAV Sg, z 2 frcvINFi(j, m0): j 2 N ^
m0 2 MINFg y z = sndAVSRSPi. Las dos primeras acciones transforman el mensaje
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AVS, m0, recibido o almacenado respectivamente, en un mensaje AVSRSP, m, tal
que rst(m.path) = rst(m0.path). Ademas, m.ta = rst(m0.path).ta y el destino del
mensaje es rst(m0.path).id. Por ultimo, la ejecucion de z = sndAVSRSPi forma un
mensaje m que tiene la siguiente forma: (AVSRSP, rst(path).ta, sz.st avsrspi.sid,
path   last(path).sz.st avsrspi.path). Como se puede observar rst(m.path) coincide
con rst(path). Esto hace evidente que m.ta = rst(path).ta y el mensaje va dirigido
al nodo rst(path).id.

De manera semejante a la propiedad anterior, se se~nala que el primer elemento
de una ruta almacenada en la variable st avsrsp de un nodo es precisamente el par
formado por el identicador de ese nodo y por su correspondiente tiempo de activacion
actualizado.
Propiedad B.2.19. Si 9 i 2 N , t 2 N, sid 2 T, path 2 P+ vericando (t, sid, path)
2 s.st avsrspi ) rst(path) = (i, s.tai).
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.st avsrspi =
NULL por lo que la propiedad es cierta.
Considerando los cambios de las variables incluidas en la propiedad al ejecutarse la
accion z 2 fEndDelArci(j ): j 2 Ng, resulta que el tiempo de activacion del nodo i se
incrementa de manera que sz 1.tai < sz.tai. Este efecto no inuye en el cumplimiento
de la propiedad porque el nodo i alcanza el estado active en sz. De acuerdo con
la propiedad B.2.14 en ese estado sz.st avsrspi no guarda ninguna informacion. Del
mismo modo, la ejecucion de la accion z = Aborti hace que sz.st avsrspi sea NULL
y, por tanto, la propiedad cierta.
Tanto la accion z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg como la accion z 2
frcvAVSRSPi(j, m): j 2 N ^ m 2 MALGg tienen como efecto incluir un mensaje en
st avsrspi. El mensaje almacenado se forma a partir del mensaje ALG o AVSRSP,
m, que se retira del canal asociado al nodo i. Segun los efectos de la primera accion
rst(sz.st avsrspi.path) = (i, sz.tai). Para la segunda accion, basta con aplicar la pro-
piedad B.2.18 para asegurar que el mensaje AVSRSP verica en sz 1 que rst(m.path)
= (i,ti) y m.ta = ti. Como el requisito para que el mensaje AVSRSP pase a almace-
narse en st avsrspi es que m.ta = sz.tai, la propiedad queda demostrada.

En esta propiedad se asegura que los nodos candidatos con informacion en su
correspondiente st avsrsp conocen la identidad de su candidato sucesor, ya sea porque
la han recibido de un mensaje ALG procedente de ese candidato, o porque la han
extrado del campo sid de un mensaje AVSRSP que se ha almacenado.
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Propiedad B.2.20. 8 i 2 N se verica que s.st avsrspi 6= NULL ^ s.status.algi =
candidate ) s.cand succi = s.st avsrspi.sid.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.st avsrspi =
NULL, lo que implica que la propiedad es cierta.
La variable cand succi puede verse modicada tras la ejecucion de las acciones:
z 2 frcvAVSi(j, m): j 2 N ^ m 2 MAV Sg y z 2 frcvALGi(j, m): j 2 N ^ m 2
MALGg. En ambos casos, cuando status.algi pasa a ser victim, cand succi se cancela.
La combinacion de estos efectos permite demostrar la propiedad.
Los efectos de la accion z 2 fEndDelArci(j ): j 2 Ng pueden provocar que tanto
sz.st avsrspi como sz.cand succi se anulen. Por tanto, en este caso, la propiedad tam-
bien se cumple. En cambio, si se ejecuta la accion z = Aborti, solo cambia la variable
sz.st avsrspi. El antecedente de la propiedad es falso ya que sz.st avsrspi = NULL.
En lo que respecta a la variable status.algi, esta puede adquirir el valor candidate
al ejecutarse las acciones z 2 fStartAddArci(j ): j 2 Ng, z = initiatei y z 2
frcvINFi(j, m): j 2 N ^ m 2 MINFg. Como este cambio de estado se produce siendo
sz 1.status.algi =2 fcandidate, victimg, la propiedad B.2.14 se~nala que sz 1.st avsrspi
= NULL. La propiedad queda probada debido a que la variable st avsrspi no vara
tras la ejecucion de las acciones.
Por otra parte, los efectos de las acciones z 2 frcvALGi(j, m): j 2 N ^ m 2
MALGg o z = frcvAVSRSPi(j, m): j 2 N ^ m 2 MAV SRSPg pueden almacenar
un mensaje en sz.st avsrspi, siendo sz.status.algi = candidate. Ademas, en esos casos
sz.cand succi pasa a contener m.sid. Como m.sid coincide con sz.st avsrspi.sid, la
propiedad se verica.

Esta propiedad indica que el ultimo par (nodo, tiempo) de la ruta contenida, tanto
en los mensajes AVS como en los mensajes almacenados en set st avs, coincide con
el identicador del destino y el tiempo de esos mensajes o coincide con el nodo al
esta asociada la variable set st avs junto con el tiempo almacenado en ella.
Propiedad B.2.21. Si 9 fi, jg  N , tj 2 N, sid 2 T, path 2 P+, b 2 ftrue, falseg
vericando que (AVS, ti, sid, path, b) 2 s.channel(j, i) _ (sid, ti, path, b) 2 s.set st avsi
) last(path) = (i, ti).
Demostracion: En el estado inicial, s0, 8 fi,jg 2 N se cumple que s0.channel(i, j )
=  y s0.set st avsi = ;. Por consiguiente, la propiedad es cierta.
En primer lugar, se van a considerar las acciones que pueden generar mensajes
AVS. Las acciones z 2 fStartDelArci(j, t): j 2 N ^ t 2 Ng, z = Aborti y z
2 frcvAVSi(j, m0): j 2 N ^ m0 2 MAV Sg construyen el mensaje AVS a partir de
mensajesm0 almacenados en sz 1.set st avsi o retirados del canal directamente (ultima
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accion). La ruta de los nuevos mensajes AVS consiste en m0.path   last(m0.path). Esto
implica que last(m.path) = penult(m0.path). Tal y como se~nala la propiedad, el destino
del mensaje es last(m.path).id y el tiempo asociado al mensaje es last(m.path).ta.
El mensaje AVS que se crea al ejecutar la accion z = frstAVSig va dirigido
al nodo last(st algi.path).id y el tiempo de ese nodo es last(st algi.path).ta. Como el
ultimo elemento de la ruta del nuevo mensaje es last(st algi.path), la propiedad se
verica. Finalmente, la accion z = sndAVSi forma un mensaje AVS en el que su
ultimo elemento coincide con last(st avsrspi.path). Dado que el destino del mensaje
AVS y su tiempo se extraen de last(st avsrspi.path), la propiedad queda probada.
En lo que respecta a la variable set st avsi, las acciones z 2 fStartDelArci(x, t): x
2 N ^ t 2 Ng, z = sndAVSi y z = Aborti tan solo la modican eliminando mensajes.
Este efecto hace el antecedente de la propiedad falso. As mismo, al ejecutarse la accion
z = Aborti, set st avsi se vaca y, por tanto, tambien se cumple la propiedad.
A diferencia de estas acciones, la accion z 2 frcvAVSi(x, m): x 2 N ^ m 2
MAV Sg incluye un mensaje en set st avsi. Hay que comprobar que ese nuevo mensaje
hace que la propiedad siga vericandose. El mensaje que se almacena procede de un
mensaje AVS que estaba en el canal en el estado previo. En este caso la hipotesis
inductiva concluye. 
En esta propiedad se asegura que el campo sid de un mensaje AVS o de un
mensaje almacenado en set st avs contiene la identidad simulada del primer nodo de
la ruta de esos mensajes. En otras palabras, el campo sid permite dar a conocer, al
ultimo nodo de la ruta de los mensajes, la identidad simulada del candidato mayor
que le precede en la ruta dada. .
Propiedad B.2.22. Si 9 fi, j, xg  N , t 2 N, sid 2 T, path 2 P+, b 2 ftrue,
falseg vericando que: (AVS, t, sid, (x, s.tax)path, b) 2 s.channel(j, i) _ (sid, t, (x,
s.tax)path, b) 2 s.set st avsi ) sid = s.sim idx.
Demostracion: En el estado inicial, s0, 8 fi,jg 2 N se cumple que s0.channel(j, i)
=  ^ s0.set st avsi = ; por lo que la propiedad es cierta.
El efecto de las acciones de retirar un mensaje AVS del canal o de eliminar un
mensaje almacenado de set st avs no es necesario analizarlo porque hace evidente el
cumplimiento de la propiedad al hacer falso el antecedente de la misma.
Las acciones z 2 fStartDelArci(j, t): j 2 N ^ t 2 Ng , z = Aborti y z 2
frcvAVSi(j, m0): j 2 N ^ m0 2 MAV Sg generan mensajes AVS, m, a partir de men-
sajes almacenados en sz 1.set st avsi (para las dos primeras acciones) o del mensaje
m0 que se retiran del canal de comunicaciones (ultima accion). En los nuevos men-
sajes se copia el campo sid y la ruta, a excepecion del ultimo par, esto es, m.sid
= m0.sid y m.path = m0.path   last(m0.path). Dado que los efectos de las acciones
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fStartDelArci(j, t)g y frcvAVSi(j,m)g no alteran las variables incluidas en la pro-
piedad y se preserva el primer elemento de la ruta existente en sz 1, rst(m.path)
= rst(m0.path), la hipotesis inductiva concluye. Los mensajes AVS que se crean al
ejecutar z = Aborti tambien verican la propiedad ya que otro efecto de la accion
consistente en aumentar el tiempo de activacion del nodo i hace que el antecedente
de la propiedad siempre sea falso.
Por lo contrario, los efectos de las acciones z = frstAVSig y z = sndAVSi
consisten en la formcion de un nuevo mensaje AVS, m. El mensaje resultante de
la ejecucion de la primera accion verica que el primer elemento de su ruta es (i,
sz.tai) y el campo sid del mismo es sz.sim idi. Es obvio entonces que la propiedad se
cumple con el antecedente y consecuente ciertos porque rst(m.path) = (i, sz.tai). La
segunda accion crea un mensaje cuya primera parte de la ruta se corresponde con un
mensaje almacenado en sz 1.set st avsi, m0. El nuevo mensaje cumple que m.sid =
m0.sid y rst(m.path) = rst(m0.path). Como los efectos de la accion no modican
las variables ta ni sim id de ningun nodo, y en particular del primer nodo de la ruta
de m0, la hipotesis inductiva basta para comprobar que el nuevo mensaje verica la
propiedad.
Del mismo modo, las acciones z 2 frcvAVSi(j, m): j 2 N ^ m 2 MAV Sg y z
= sndAVSRSPi pueden introducir nuevos mensajes en set st avsi. En el primer caso,
un mensaje AVS existente en sz 1 (cumple la propiedad por hipotesis inductiva) se
retira del canal y se almacena sin ninguna modicacion en el campo sid ni en los
elementos de la ruta. En el segundo caso, el mensaje que se incorpora en sz.set st avsi
es identico a uno que estaba almacenado ya en sz 1 salvo en su ultimo campo. Este
campo no inuye en la comprobacion de la propiedad porque no se hace referencia a
el. Por consiguiente, en ambos casos la propiedad se verica ya que no se producen
cambios en la variables ta y sim id de ningun nodo.
En relacion con la variable sim id, solo las acciones z 2 fStartDelArci(j, t): j
2 N ^ t 2 Ng, z = Aborti y z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg pueden
alterar su valor. Para que sim idi adopte un nuevo valor por efecto de la ejecucion de
z 2 fStartDelArci(j, t): j 2 N 2 t 2 Ng se requiere que sz 1.status.algi = active.
Ese estado se adquiere unicamente al ejecutarse cualquier accion EndDelArci(j ). Los
efectos de esta accion tambien incluyen un incremento en el tiempo de activacion del
nodo i. As que, la modicacion de sim idi en sz que puede hacer que el consecuente
de la propiedad sea falso lleva implcito un cambio en tai por el que el antecedente
tambien es falso. Basicamente por la misma razon, cualquiera de los cambios de la
variable sim idi que pueden tener lugar al ejecutarse la accion z 2 frcvINFi(j,m): j 2
N ^m 2MINFg precisan que sz 1.status.idi = unknown. Ese estado solo es alcanzable
tras la ejecucion previa de EndDelArci(j ). Al igual que en el caso anterior, el tiempo
de activacion del nodo i se habra visto incrementado haciendo que para cualquier
mensaje de los citados en la propiedad el antecedente de la misma sea falso antes
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de la ejecucion que la accion z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg. El cambio
de sim idi que se produce al ejecutar z = Aborti va precedido de un incremento del
valor de tai. Este efecto previo sobre el tiempo de activacion del nodo i implica que
el antecedente de la propiedad pasa a ser falso cuando en los mensajes considerados
en la misma rst(m.path).id es i.
Por otra parte, la variable ta queda modicada al ejecutar z 2 fEndDelArci(j ):
j 2 Ng o z = Aborti. En ambos casos, el tiempo de activacion asociado al nodo i
se incrementa de forma que sz 1.tai < sz.tai. Si el nodo correspondiente al primer
elemento de las rutas de los mensajes considerados en la propiedad coincide con el
nodo i, la propiedad se verica porque el antecedente se hace falso. Si el nodo i aparece
en cualquier otra posicion de la ruta o no esta incluido, el cambio de tai en sz no afecta
y la propiedad se cumple por induccion.

De forma parecida a la propiedad anterior, se garantiza que el campo sid de un
mensaje AVSRSP o de un mensaje almacenado en st avsrsp contiene la identidad
simulada del ultimo nodo de la ruta de esos mensajes. En este caso, el campo sid
proporciona informacion, al primer nodo de la ruta de los mensajes, sobre la identidad
simulada del candidato mayor que le sucede en la ruta considerada.
Propiedad B.2.23. Si 9 fi, j, xg 2 N , t 2 N, sid 2 T, path 2 P+ verican-
do (AVSRSP, t, sid, path(x, s.tax)) 2 s.channel(j, i) _ (t, sid, path(x, s.tax)) 2
s.st avsrspi ) sid = s.sim idx.
Demostracion: En el estado inicial, s0, 8 fi,jg 2 N se cumple que s0.channel(j, i)
=  y s0.st avsrspi = NULL por lo que la propiedad es cierta.
La creacion de un mensaje AVSRSP, m, es un posible efecto de las acciones: z 2
frcvINFi(j, m0): j 2 N ^ m0 2 MINFg, z 2 frcvAVSi(j, m0): j 2 N ^ m0 2 MAV Sg
y z = sndAVSRSPi. Las dos primeras acciones forman el nuevo mensaje a partir de
un mensaje almacenado en sz 1.set st avsi o un mensaje AVS, m0 que se retira del
canal de comunicaciones respectivamente. En cambio, la accion del tipo sndAVSRSPi
genera el mensaje combinando el contenido de sz 1.set st avsi y sz 1.st avsrspi.

Por ultimo, esta propiedad indica que el identicador y el tiempo del campo sid
de un mensaje ALG o un mensaje almacenado en st alg coincide con el ultimo para
de la ruta que contienen. Esto implica que, la identidad del candidato que genero un
mensaje ALG (ultimo nodo de la ruta), se va transmitiendo y registrando entre sus
predecesores directos e indirectos.
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Propiedad B.2.24. Si 9 fi, jg  N , t 2 N, sid 2 T, path 2 P+ vericando que
(ALG, t, sid, path) 2 s.channel(j, i) _ (sid, path) 2 s.st algi ) (sid.id, sid.t) =
last(path).
Demostracion: En el estado inicial, s0, 8 fi,jg 2 N se cumple que s0.st algi =
NULL y s0.channel(j, i) = ; por lo que la propiedad es cierta.
Al ejecutar cualquiera de las siguientes acciones: z 2 fStartAddArci(x ): x 2 Ng,
z = initiatei y z 2 frcvINFi(x, m0): x 2 N ^ m0 2 MINFg y generarse un mensaje
ALG, m, se puede asegurar que verica la propiedad. El campo m.sid es en todos los
casos sz.sim idi y el nodo i coincide con last(m.path).id porque la ruta de los mensajes
esta formada solo por el par (i, sz.tai). En el caso de la accion z 2 fEndAddArci(j, t):
t 2 Ng, si sz 1.status.algi = candidate, el mensaje ALG cumple la propiedad al igual
que en las acciones anteriores porque su ruta contiene unicamente el par (i, sz.tai).
Sin embargo, cuando sz 1.status.algi = dummy, el mensaje que se pone en el canal
se crea a partir del contenido de sz 1.st algi, de manera que m.sid = sz 1.st algi:sid
y last(m.path) = last(sz 1.st algi.path). As que, como la variable sim idi no se ve
modicada por los efectos de la accion, la hipotesis inductiva permite demostrar que
la propiedad se cumple en sz para ese nuevo mensaje ALG.
Asimismo, existe otra accion generadora de mensajes ALG y que permite alma-
cenar mensajes en st algi. La ejecucion de z 2 frcvALGi(x, m0): x 2 N ^ m0 2
MALGg comprende distintos efectos segun el estado del nodo i. Si sz 1.status.algi =
blocked, el mensaje ALG que se retira del canal se almacena en sz.st algi de mane-
ra que el campo sid toma el valor m.sid y el elemento (i, sz.tai) antecede a m.path
en la nueva ruta. Ademas, en el caso de que el nodo i cumpla la condicion para
enviar un nuevo mensaje ALG, su componente sid y su ruta seran identicas a las
almacenadas previamente en sz.st algi. En ambas situaciones, la hipotesis inductiva
permite concluir que la propiedad es cierta en sz porque el valor de la variable sim id
asociada al ultimo elemento de la ruta del mensaje ALG inicial se conserva en todas
las versiones de mensajes resultantes (m.sid = sz 1.sim idlast(m:path):id, last(m.path) =
last(sz.st algi.path) y m.sid = sz.st algi.sid). Suponiendo que sz 1.status.algi = candi-
date y se den las condiciones para que se almacene tal cual el mensaje ALG retirado
del canal en sz.st algi, la hipotesis inductiva vuelve a ser concluyente.
Considerando los efectos de las acciones que pueden cambiar la variable st algi,
se observa que, al ejecutar la accion z 2 fStartDelArci(x, t): x 2 N ^ t 2 Ng, se
procede a cancelar el contenido de st algi a la vez que sim id adopta un nuevo valor.
De igual manera, al ejecutarse z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg, se modica
sim idi y se anula sz.st algi. Estos efectos pueden hacer el antecedente de la propiedad
falso. Otras acciones que eliminan el contenido de la variable st algi, cuando el nodo i
pasa a ser victim, son z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg y z 2 frcvAVSi(j,
m): j 2 N ^ m 2 MALGg. El antecedente en estos casos tambien podra llegar a ser
falso.
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Entre los efectos de la accion z 2 fEndDelArci(j ): j 2 Ng esta el que hace
sz.st algi = NULL. Este valor, obviamente, podra hacer que el antecedente de la
propiedad fuera falso. Otras posibles ejecuciones de esta accion no afectaran al cum-
plimiento de la propiedad. Como la estructura de los mensajes considerados y la
variable sim id no se modica, la hipotesis inductiva es suciente para validar la
propiedad.
Por ultimo, hay que mencionar que la accion z = Aborti introduce un nuevo valor
en sim idi. La condicion de habilitacion permite descartar que haya algo almacenado
en sz 1.st algi (propiedad B.2.12) y si hubiere algun mensaje ALG en el canal cum-
pliendo la propiedad en sz 1, la hipotesis inductiva bastara para asegurar que ese
mensaje sigue vericando la propiedad.

En esta propiedad se conrma que el campo sid de un mensaje AVSRSP o un
mensaje almacenado en st avsrsp contiene una identidad simulada superior a la del
nodo destino del mensaje o al nodo al que se asocia el almacen. Esta misma propiedad
permite indicar que la identidad simulada registrada en el campo sid se corresponde
a un candidato sucesor que es mayor que la identidad simulada del primer nodo de
la ruta de los mensajes considerados.
Propiedad B.2.25. Si 9 fi, jg 2 N , t 2 N, sid 2 T, path 2 P+ vericando: (AVSRSP,
t, sid, (i, s.tai)path) 2 s.channel(j,i) _ (t, sid, (i, s.tai)path) 2 s.st avsrspi ) sid >
s.sim idi.
Demostracion: En el estado inicial, s0, 8 fi,jg 2 N se cumple que s0.st avsrspi =
NULL y s0.channel(j,i) = , por lo que la propiedad es cierta.
En primer lugar, se va a analizar como inuye en el cumplimiento de la propiedad
la creacion de mensajes AVSRSP. La accion z = fsndAVSRSPjg genera un men-
saje AVSRSP cuya ruta se forma combinando adecuadamente las rutas correspon-
diente a mensajes almacenados en sz 1.set st avsj y sz 1.st avsrspj. De la estructura
del nuevo mensaje se desprende que rst(m.path) coincide con el primer elemento
de la ruta, path, que aporta el mensaje de sz 1.set st avsi y que en m.sid se copia
sz 1.st avsrspi.sid. Aplicando la propiedad B.2.22 al primer elemento depath, se ob-
tiene que su campo sid es sz.sim idfirst(m:path):id, siempre y cuando sz.tafirst(path):id
= rst(path).ta. Por otro lado, segun la propiedad B.2.20, sz 1.cand succi equivale
a sz 1.st avsrspi.sid. Sustituyendo estas relaciones en la condicion de formacion del
mensaje AVSRSP, sz 1.cand succi > sid, resulta que m.sid > sz.sim idfirst(m:path):id o
m.sid > sz.sim idi.
Por otra parte, las acciones z 2 frcvINFj(x, m0): x 2 N ^ m0 2 MINFg y z
2 frcvAVSj(x, m0): j 2 N ^ m0 2 MAV Sg tienen un efecto similar consistente en
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la generacion de un mensaje AVSRSP, m. La ruta del mensaje en el primer tipo de
accion coincide con la ruta de un mensaje almacenado en sz 1.set st avsi, n, sien-
do rst(m.path) = rst(n.path) y m.sid = sz.sim idj. La condicion para crearse este
mensaje es que sz.sim idj > n.sid. Solo si sz.tafirst(n:path):id = rst(n.path).ta, la pro-
piedad B.2.22 puede asegurar que n.sid = sz 1.sim idfirst(n:path):id. Sustituyendo las
expresiones anteriores, se obtiene la siguiente relacion, m.sid > sz.sim idfirst(m:path):id.
Tal y como se quera demostrar. En cambio, la ruta del mensaje del segundo tipo de
accion coincide con la ruta del mensaje AVS recibido, m0, siendo rst(m.path).id =
rst(m0.path).id. Ademas, m.sid = sz 1.sim idj y la ejecucion de la accion no modica
sim idj. La condicion de formacion del mensaje AVSRSP consiste en que sz 1.sim idj
> m0.sid. Solo si sz.tafirst(m0:path):id = rst(m0.path).ta, la propiedad B.2.22 asegura
que m0.sid = sz 1.sim idfirst(m0:path):id. Sustituyendo adecuadamente las expresiones
anteriores, se obtiene la siguiente relacion, m.sid > sz.sim idfirst(m:path):id. De esta
forma, la propiedad queda demostrada.
Seguidamente, se va a comprobar que la propiedad se cumple cuando la va-
riable que se modica es st avsrspi. Un posible efecto del grupo de acciones z 2
frcvAVSRSPi(x, m): x 2 N ^ m 2 MAV SRSPg y z 2 frcvALGi(x, m): x 2 N ^ m 2
MALGg consiste en almacenar un mensaje en sz.st avsrspi. Si el mensaje que se incluye
procede de un mensaje AVSRSP (primera accion), los campos del mismo, incluida la
ruta, no se modican. Como el resto de variables de la propiedad conservan sus valo-
res, la hipotesis inductiva permite llegar a la conclusion de que la propiedad se sigue
cumpliendo. Cuando el mensaje que se guarda se crea a partir de un mensaje ALG (se-
gunda accion), se antepone el par (i,sz.tai) a la ruta del mensaje m.path. Aplicando la
propiedad B.2.24 que establece que m.sid = sz 1.sim idlast(m:path):id e incorporandola
a la condicion de almacenamiento del mensaje ALG, m.sid > sz 1.sim idi, se obtiene
que sz.sim idlast(m:path):id > sz.sim idi. De esta forma se demuestra que el consecuente
de la propiedad es cierto en sz.
Otra variable de la propiedad que puede cambiar su valor es tai. Cuando se eje-
cutan las acciones z 2 fEndDelArci(j ): j 2 Ng y z = Aborti, sz 1.tai< sz.tai. Esto
quiere decir que, siempre que se ejecute alguna de estas acciones y el nodo i sea el
identicador del primer elemento de la ruta de un mensaje AVSRSP presente en sz 1,
el antecedente de la propiedad se hara falso porque el tiempo del primer par de la
ruta no coincidira ya con sz.tai.
En lo que respecta a la variable sim idi, se van a estudiar los efectos de las acciones
z 2 fStartDelArci(j, t): j 2 N ^ t 2 Ng y z 2 frcvINFi(j, m): j 2 N ^ m 2MINFg.
En el primer caso, el cambio en sim idi se produce cuando sz 1.status.algi = active.
En la segunda accion, la condicion de habilitacion indica que sz 1.status.idi debe ser
unknown o, lo que es lo mismo, segun la propiedad B.2.15, sz 1.status.algi 2 factive,
blockedg. La propiedad B.2.14 asegura que, en cualquiera de los estados posibles para
el nodo i en sz 1, st avsrspi esta vaco.
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Suponiendo que exista un mensaje AVSRSP dirigiendose al nodo i en sz 1, se sabe
que el primer nodo de su ruta es precisamente el nodo i (propiedad B.2.18). Cuando el
nodo i se incorporo en la ruta, su estado paso a ser candidate o dummy. As que, antes
de ejecutarse la accion, el nodo i debe activarse mediante la accion EndDelArci(j ).
Al activarse, tai se incrementa, haciendo que el tiempo asociado al nodo i registrado
en la ruta del mensaje no coincida con su tiempo de activacion. Como los efectos de
las acciones no retiran el mensaje AVSRSP del canal, se concluye que, al producirse
un cambio en sim idi, la propiedad se cumple con antecedente y consecuente falsos.

La siguiente propiedad hace referencia a la variable temporal t unk. Un nodo
que se activa y no ha participado en la transmision de la identidad simulada de
otro candidato reinicializa su valor de t unk y de st alg. Por otro lado, si el nodo
adquiere una nueva identidad simulada tambien adquiere los valores iniciales de esas
dos variables.
Propiedad B.2.26. 8 i 2 N se verica que s.t unki =  1 , s.st algi = NULL
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.t unki =  1 y
s0.st algi = NULL por lo que la propiedad es cierta. Para demostrar la propiedad
se van a comprobar los efectos de las acciones que modican las variables t unki y
st algi.
Al ejecutarse en algunos casos las acciones z 2 fStartDelArci(j, t): j 2 N ^ t
2 Ng y z 2 fEndDelArci(j ): j 2 Ng y las acciones z 2 frcvALGi(j, m): j 2 N ^
m 2 MALGg, z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg y z 2 frcvAVSi(j, m): j
2 N ^ m 2 MAV Sg cuando sz.status.algi = victim, se producen al mismo tiempo los
siguientes efectos: sz.t unki =  1 y sz.st algi = NULL. Estos valores implican que la
propiedad es cierta.
El grupo de acciones z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg puede ejecutarse
en otras circunstancias que hacen que sz.t unki adquiera el valor sz.tai y se almacene
el mensaje m en sz.st algi. Obviamente en estas situaciones la propiedad tambien se
verica.

La variable temporal t unk de un nodo nunca puede contener un valor superior al
del tiempo de activacion del nodo, ta. Cada vez que un nodo se bloquea incrementa su
tiempo de activacion, pero en el proceso de activacion el valor de t unk se reinicializa
al valor  1 impidiendo que supere al correspondiente ta.
Propiedad B.2.27. 8 i 2 N se verica que s.t unki  s.tai.
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Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.t unki =  1 y
s0.tai = 1 por lo que la propiedad es cierta.
Considerando las acciones z 2 fStartDelArci(j, t): j 2 N ^ t 2 Ng, z 2
frcvALGi(j, m): j 2 N ^ m 2 MALGg, z 2 frcvAVSi(j, m): j 2 N ^ m 2 MAV Sg
y z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg que tienen como efecto que sz.t unki
pase a valer  1, se puede asegurar que la variable tai no cambia al ejecutar las ac-
ciones mencionadas. Ademas, el tiempo de activacion de todos los nodos del sistema
inicialmente es 1 y las acciones del algoritmo solo lo pueden incrementar.
Por otro lado, la variable tai ve incrementado su valor en una unidad cuando se
ejecutan las acciones z 2 fEndDelArci(j ): j 2 Ng o z = Aborti. En consecuencia,
sz 1.tai < sz.tai. Como los efectos de estas acciones no modican t unki, aplicando la
propiedad inductiva se concluye.
Finalmente, cabe mencionar un efecto de la accion z 2 frcvALGi(j, m): j 2 N ^
m 2 MALGg que iguala el valor de t unki con el de tai. En esta situacion es evidente
que la propiedad se cumple. 
En esta propiedad se establece que, para todos los nodos activos o que estan
bloqueados conociendo su identidad simulada, que el valor t unk no coincide con su
tiempo de activacion.
Propiedad B.2.28. 8 i 2 N se verica que s.status.algi = active _ (s.status.algi =
blocked ^ s.status.idi = known) ) s.t unki 6= s.tai.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi =
active, s0.t unki =  1 y s0.tai = 1, por lo que la propiedad es cierta.
Los efectos de las acciones: z = Aborti, z = initiatei, z 2 frcvALGi(j, m):
j 2 N ^ m 2 MALGg, z 2 frcvAVSi(j, m): j 2 N ^ m 2 MAV Sg modican la
variable status.algi de modo que sz.status.algi 6= factive, blockedg, haciendo falso el
antecedente.
La accion z 2 fStartAddArci(j ): j 2 Ng tambien cambia el estado del nodo i.
Cuando sz.status.algi se convierte en candidate o sz.status.algi = blocked siendo en
ambos casos sz 1.status.idi = unknown, se razona igual que en las acciones comen-
tadas anteriormente. En cambio, si al ejecutar la accion sz 1.status.idi = known y
sz.status.algi se transforma en blocked, el antecedente pasara a ser cierto. Como la
condicion de habilitacion de esta accion indica que sz 1.statei = active, o lo que es
lo mismo segun la propiedad B.3.3, sz 1.status.algi = active. En tal caso la hipotesis
inductiva indica que sz 1.t unki 6= sz 1.tai) y las variables t unki y tai no cambian tras
ejecutarse la accion. Por consiguiente, en la situacion que se analiza el consecuente
sigue siendo cierto.
Analogamente, los efectos de la accion z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg
pueden hacer que el nodo i alcance el siguiente estado: sz.status.algi = blocked y
367
Apendice B: Demostraciones de propiedades
sz.status.idi = known (antecedente cierto). En este caso, el consecuente tambien es
cierto porque sz.t unki =  1. Por otra parte, la accion z 2 fStartDelArci(j, t): j 2
N ^ t 2 Ng no modica la variable status.algi, pero un posible efecto conlleva que
sz.t unki pase a valer  1. Este cambio evidencia que el consecuente es cierto porque
tai es siempre mayor o igual que 1.
Si se analizan los efectos que modican la variable tai, hay que considerar las
acciones z 2 fEndDelArci(j ): j 2 N $ y z = Aborti. Al ejecutarse ambas acciones
sz 1.tai < sz.tai. La ejecucion de la primera accion conlleva siempre un cambio de
estado sz.status.algi = active (antecedente cierto). Al igual que antes, si sz.t unki
pasa a valer  1, el consecuente de la propiedad sera tambien cierto y la propiedad
se cumplira. Si, por el contrario, los efectos no modican t unki, la propiedad B.2.27
en sz 1, sz 1.tai  sz 1.t unki) asegura que al incrementar tai se verica que sz.tai >
sz.t unki.

Al contrario que en la anterior propiedad, en esta se asegura que la coincidencia de
t unk y el tiempo de activacion de un nodo se produce cuando los nodos han recibido
un mensaje ALG (nodos dummy o candidate con informacion en su correspondiente
st alg).
Propiedad B.2.29. 8 i 2 N se verica que s.status.algi = dummy _ (s.status.algi
= candidate ^ s.st algi 6= NULL) ) s.t unki = s.tai.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi =
active por lo que la propiedad se cumple.
Tras la ejecucion de las acciones: z 2 fStartAddArci(j ): j 2 Ng, z 2 fEndDelArci
(j ): j 2Ng, z = Aborti, z 2 frcvALGi(j,m): j 2N ^m 2MALGg y z 2 frcvAVSi(j,
m): j 2 N ^ m 2 MAV Sg, la variable status.algi se puede modicar de manera que
sz.status.algi 6= fdummy, candidateg. Por tanto, la propiedad se verica en estos casos
con el antecedente falso.
Por otra parte, al ejecutarse z 2 fStartAddArci(j ): j 2 Ng o z = initiatei,
sz.status.algi puede llegar a convertirse en candidate. Para que la primera accion
este habilitada y se alcance el estado candidate, el nodo i debe ser active y ademas
sz 1.status.idi = known. La habilitacion de la segunda accion precisa que sz 1.status.algi
= blocked y sz 1.status.idi = known. De acuerdo con estas condiciones, la propiedad
B.2.13 establece que, en ambos casos, sz 1.st algi = NULL. Como los efectos de las
acciones no modican esta variable, sz.st algi sigue estando vaco. En consecuencia,
se puede asegurar que la propiedad se verica con el antecedente falso. Del mismo
modo, un posible efecto de la accion z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg hace
que sz.status.algi = candidate. Como el cambio de estado del nodo i va acompa~nado
de otro efecto por el que sz.st algi = NULL, la propiedad tambien queda demostrada.
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Los efectos de la accion z = fStartDelArci(j, t): j 2 N ^ t 2 Ng no cambian el
estado del nodo i, pero pueden en algun caso hacer que sz.st algi = NULL y sz.t unki
=  1. Como estos cambios se producen cuando sz 1.status.algi = active y ya se ha
comentado que esta variable no se modica en la ejecucion de la accion, se concluye
que la propiedad es cierta porque en esta situacion el antecedente es falso en sz.
Cuando se ejecuta la accion z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg y los esta-
dos resultantes del nodo i son dummy o candidate, se observa que, al mismo tiempo,
st algi pasa a contener un mensaje y t unki adopta el valor de tai. Por consiguiente, en
estas circunstancias, el antecedente y el consecuente son ciertos, vericandose as la
propiedad.
En lo que respecta a los cambios en la variable tai que introducen las acciones z
2 fEndDelArci(j ): j 2 Ng o z = Aborti, solo cabe mencionar que el incremento del
tiempo de activacion del nodo i supone que el consecuente de la propiedad es falso
porque t unki no cambia o adopta el valor  1. En cualquiera de estos dos casos, la
propiedad se cumple en sz debido a que el antecedente se hace falso (el nodo i alcanza
el estado active y aborted respectivamente), tal y como se indico anteriormente. 
La siguiente propiedad garantiza que solo los nodos dummy tienen informacion
almacenada en su correspondiente st alg y, ademas, el primer elemento de la ruta que
almacenan coincide con su identicador y tiempo de activacion.
Propiedad B.2.30. 8 i 2 N se verica que s.status.algi = dummy , s.st algi 6=
NULL ^ rst(s.st algi.path) = (i, s.tai)
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi =
active y s0.st algi = NULL por lo que la propiedad es cierta.
Entre los efectos de las acciones z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg y z
2 frcvAVSi(j, m): j 2 N ^ m 2 MAV Sg cabe destacar el que hace que sz.status.algi
= victim. En esta situacion, ademas de cambiar el estado del nodo i, se vaca st algi.
As pues, ambos lados de la implicacion son falsos.
Tras la ejecucion de la accion z 2 frcvINFi(j, m): j 2 N ^ m 2MINFg se elimina
el contenido de st algi y sz.status.algi 2 factive, blocked, candidateg. Esto implica que
la propiedad se cumple.
La unica variable de la propiedad que modica la accion z 2 fStartAddArci(j ): j
2 Ng es status.algi. La condicion de habilitacion que marca el medio es sz 1.statei =
active o, usando la propiedad B.3.3, sz 1.status.algi = active. La hipotesis inductiva
indica ambos lados de la doble implicacion son falsos. Aunque por los efectos de la
accion resulta sz.status.algi 2 fblocked, candidateg, las variables st algi y tai no se ven
modicadas. De este modo, queda demostrada la propiedad.
Al ejecutar la accion z 2 fStartDelArci(j, t): j 2 N ^ t 2 Ng es posible que
sz.st algi = NULL. En ese caso, sz 1.status.algi = active. Dado que status.algi no
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vara tras la ejecucion de la accion, la propiedad se verica.
Al ejecutarse la accion z 2 fEndDelArci(j ): j 2 Ng, sz.status.algi = active. En
los casos en los que sz.st algi = NULL es evidente que la propiedad se verica porque
ambos lados de la doble implicacion son falsos. Sin embargo, en el resto de casos
sz.st algi = NULL, se usa el incremento del tiempo de activacion del nodo i para
conrmar que la propiedad se verica. El cambio de tai hace que rst(sz.st algi.path)
6= (i, sz.tai).
La accion z = Aborti cambia status.algi a aborted. De acuerdo con la propiedad
B.2.12, en ese estado sz.st algi = NULL.
La ejecucion de la accion z = initiatei tambien modica status.algi y lo convierte
en candidate. Para que la accion este habilitada es preciso que sz 1.status.algi =
blocked y sz 1.status.idi = known. Segun la propiedad B.2.13, sz 1.st algi = NULL.
Como los efectos de las acciones no cambian esta variable, se concluye que la propiedad
se cumple en sz.
Cuando se ejecuta la accion z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg es posible
que sz.status.algi pase a ser dummy. Los efectos que acompa~nan este cambio de estado
consisten en almacenar en sz.st algi una ruta que verica que rst(sz.st algi.path) =
(i, sz.tai). Por consiguiente, ambos lados de la doble implicacion son ciertos. En el
caso de que esta misma accion almacene informacion en st algi siendo sz.status.algi
= candidate, hay que comprobar la estructura de la ruta que se almacena. Dado que
la ruta almacenada es copia de la del mensaje ALG que se retira del canal y no se
incorpora el nodo i que es el receptor del mensaje, se deduce que rst(sz.st algi.path)
6= (i, sz.tai). En este supuesto la propiedad tambien se cumple ya que ambos lados
de la doble implicacion son falsos.

En esta propiedad se conrma que un nodo que desconoce su identidad simulada
en un proceso de borrado de esperas (unknown), mantiene el contenido de su almacen
st alg aunque su tiempo de activacion deja de coincidir con el valor de la variable t unk
asociada a el porque se ha desbloqueado.
Propiedad B.2.31. 8 i 2 N se verica que s.st algi 6= NULL ^ s.t unki 6= s.tai ,
s.status.idi = unknown.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.st algi = NULL
y s0.status.idi = known, por lo que la propiedad es cierta.
Si se ejecuta z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg resulta que sz.st algi =
NULL y sz.status.idi = known con lo que ambos lados de la implicacion son falsos.
Por otra parte, el efecto de las acciones z 2 frcvALGi(j, m): j 2 N ^ m 2MALGg
y z 2 frcvAVSi(j, m): j 2 N ^ m 2 MAV Sg hacen que sz.status.algi = victim y que,
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por la propiedad B.2.15, va seguido de otros efectos que modican las variables del
antecedente de la propiedad, esto es, sz.st algi = NULL y sz.t unki =  1.
De manera similar, al ejecutarse la accion z 2 fStartDelArci(j, t): j 2 N ^ t
2 Ng o z 2 fEndDelArci(j ): j 2 Ng se puede llegar a cancelar el contenido de
st algi. Para la primera accion este efecto tiene lugar siendo sz 1.status.idi = known.
En las ejecuciones de la segunda accion, ese efecto se obtiene cuando sz 1.status.algi 2
fdummy,candidateg. La propiedad B.2.15 establece que en esos dos posibles estados
tambien sz 1.status.idi = known. Como la variable status.idi no cambia en la ejecucion
de las acciones citadas, queda demostrada la propiedad.
El unico efecto de la accion z = Aborti que modica las variables que intervienen
en la propiedad es el incremento de tai. Aunque el cambio en el tiempo de activacion
del nodo i hace que sz.t unki 6= sz.tai, al ejecutarse esta accion tambien cambia
status.algi pasando a ser aborted. Segun la propiedad B.2.12 y la propiedad B.2.15, en
ese estado se concluye que sz.st algi = NULL y sz.status.idi = known. En consecuencia,
la propiedad se verica.
Aparte de la ejecucion mencionada de la accion z 2 frcvALGi(j, m): j 2 N ^ m
2MALGg, existen otras posibilidades que provocan que la variable t unki tome el valor
actual del tiempo de activacion del nodo i y simultaneamente se incluya informacion
en st algi. Como estos efectos tienen lugar en caso de que sz 1.status.idi = known y
esta variable no vara en la ejecucion, se concluye que la propiedad se cumple en sz.
Hay casos en los que la ejecucion de la accion z 2 fEndDelArci(j ): j 2 Ng
hace que sz.status.idi = unknown. Si el efecto se produce siendo sz 1.status.algi =
dummy, se sabe por la propiedad B.2.30 que sz 1.st algi 6= NULL. Por otra parte, la
propiedad B.2.29 se~nala que sz 1.t unki = sz 1.tai. Como el tiempo de activacion del
nodo i se incrementa resultando sz.t unki 6= sz.tai y tanto st algi como t unki no varan
en este supuesto, se concluye que la propiedad se cumple. Cuando sz 1.status.algi
= candidate y sz 1.inf needi = true tambien se realiza el cambio de status.idi a
unknown. La propiedad B.2.35 asegura que sz 1.st algi 6= NULL. De nuevo, segun la
propiedad B.2.29, se establece que sz 1.t unki = sz 1.tai. Igual que en el caso anterior,
el incremento de tai y la conservacion de los valores de st algi y t unki, permiten
concluir.

Con esta propiedad se aclara como se va formando de la ruta de un mensaje ALG
conforme este se va propagando entre los predecesores del nodo que lo genero inicial-
mente. El identicador del nodo que enva un mensaje ALG siempre aparece en el
primer par de la ruta.
Propiedad B.2.32. 8 fi, jg  N se verica que 9 m 2 MALG: m 2 s.channel(i, j )
) rst(m.path).id = i
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Demostracion: En el estado inicial, s0, 8 fi,jg 2 N se cumple que s0.channel(i, j )
=  por lo que la propiedad es cierta. A continuacion se analizan los efectos de las
acciones que pueden generar un mensaje ALG.
La ejecucion de las acciones: z 2 fStartAddArci(x ): x 2 Ng, z 2 fEndAddArci(j,
t): t 2 Ng cuando sz 1.status.algi = candidate, z = initiatei, z 2 frcvALGi(j, m):
j 2 N ^ m 2 MALGg o z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg, lleva consigo la
formacion de un mensaje ALG, m0, que cumple que rst(m0.path).id = i tal y como
se se~nala en la propiedad. Para comprobar la propiedad cuando se ejecuta la accion
z 2 fEndAddArci(j, t): j 2 N ^ t 2 Ng siendo sz 1.status.algi = dummy es necesario
conrmar que rst(sz 1.st algi.path).id = i. Como la ruta del nuevo mensaje ALG se
construye a partir de la ruta contenida en sz 1.st algi, la propiedad B.2.30 asegura que
si sz 1.status.algi = dummy entonces sz 1.st algi 6= NULL y rst(sz 1.st algi.path) =
(i, sz 1.tai). Por consiguiente, resulta evidente que rst(m0.path).id = i y la propiedad
tambien se verica.
Por otra parte, la sola retirada del canal de un mensaje ALG por efecto de la accion
z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg podra llegar a hacer el antecedente de
la propiedad falso.

Esta propiedad permite armar que los nodos que tienen almacenada informacion
en su st avsrsp, o su estado es victim, o conocen a un candidato sucesor y tienen
tambien informacion almacenada en su correspondiente st alg.
Propiedad B.2.33. 8 i 2 N se verica que s.st avsrspi 6= NULL ) (s.st algi 6=
NULL ^ s.cand succi 6= NULL) _ s.status.algi = victim.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.st avsrspi =
NULL por lo que la propiedad es cierta. Para demostrar que la propiedad se cumple
en sz se va a proceder a estudiar los efectos que modican cualquiera de las variables
que esta incluye.
Tanto el grupo de acciones z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg como z
2 frcvAVSi(j, m): j 2 N ^ m 2 MAV Sg permite que el estado del nodo i pase a ser
victim. Al alcanzar este estado es obvio que la propiedad se cumple con el consecuente
cierto.
La precondicion de la accion z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg in-
dica que sz 1.status.idi = unknown. Esto conlleva, segun la propiedad B.2.15, que
sz 1.status.algi 2 factive, blockedg. En cualquiera de esos estados, la propiedad B.2.14
se~nala que sz 1.st avsrspi = ;. Tras la ejecucion de la accion, sz.st avsrspi no se mo-
dica. En consecuencia, el antecedente es falso y la propiedad se cumple.
La accion z 2 fStartAddArci(j ): j 2 Ng esta habilitada si sz 1.statei = active,
esto es, sz 1.status.algi = active (propiedad B.3.3).
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Del mismo modo, la condicion de habilitacion de la accion z = initiatei requiere
que sz 1.status.algi = blocked. Considerando la propiedad B.2.14 en ese estado, se
sabe que sz 1.st avsrspi = ;. Al ejecutarse la accion no se modica esta variable y,
por tanto, la propiedad se verica con el antecedente falso. En el caso de que se ejecute
la accion z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg siendo sz 1.status.algi = blocked
o la accion z 2 fEndDelArci(j ): j 2 Ng siendo sz 1.status.algi = dummy, se razona
de igual manera.
La accion z 2 fStartDelArci(j, t): j 2 N ^ t 2 Ng no modica ninguna de las
variables de la propiedad a excepcion de st algi que puede vaciarse. En esta situa-
cion, sz 1.status.algi = active y, de acuerdo con la propiedad B.2.14, se asegura que
sz 1.st avsrspi = NULL. Por consiguiente, el antecedente es falso en sz.
Por otra parte, tanto la accion z = Aborti como la accion z 2 fEndDelArci(j ):
j 2 Ng cuando sz 1.status.algi = candidate, tienen como efecto la eliminacion del
contenido de st avsrspi. Esto implica que ambas cumplen la propiedad en sz siendo
el antecedente falso.
Las unicas acciones que a~naden informacion a st avsrspi son: z 2 frcvALGi(j, m):
j 2 N ^m 2MALGg y z = frcvAVSRSPi(j,m): j 2N ^m 2MAV SRSPg. En la ejecu-
cion de la primera accion, ademas de resultar que sz.st avsrspi 6= NULL, las variables
del consecuente adquieren valores de forma que, sz.st algi 6= NULL y sz.cand succi 6=
NULL. En consecuencia, antecedente y consecuente pasan a ser ciertos. Cabe men-
cionar que estos ultimos efectos se pueden producir sin incluir ningun contenido en
st avsrspi. En ese caso la propiedad tambien se cumple porque el consecuente se hace
cierto en sz.
Respecto a la segunda accion, al ejecutarse se incorpora informacion tanto en
sz.cand succi como st avsrspi. Para demostrar la propiedad es necesario conrmar que
sz.st algi 6= NULL. Dado que los efectos citados se producen cuando sz 1.status.algi =
candidate y le llega un mensaje AVSRSP, se asume que la existencia de ese mensaje es
debida a que intercambio informacion con el candidato sucesor que lo enva. Por tanto,
conocio a su candidato sucesor a traves de un mensaje ALG, que quedo almacenado
en sz 1.st algi.

Los nodos en estado dummy, blocked, active, victim que conocen su identidad
simulada, no necesitan informacion de nodos candidate que le suceden cuando se ha
producido un borrado de esperas que los desvinculan de esos candidate.
Propiedad B.2.34. 8 i 2 N se verica que s.status.algi 2 fdummy, blocked, active,
victimg ^ s.status.idi = known ) s.inf needi = false.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi =
active, s0.status.idi = known y s0.inf needi = false por lo que la propiedad es cierta.
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De todas las acciones del algoritmo, las unicas que al ejecutarse pueden modicar
la variable inf needi son: z 2 fStartDelArci(j, t): j 2 N ^ t 2 Ng, z 2 frcvALGi(j,
m): j 2 N ^ m 2MALGg, z 2 frcvAVSi(j, m): j 2 N ^ m 2MAV Sg, z 2 frcvINFi(j,
m): j 2 N ^ m 2 MINFg, z = sndAVSi y z = sndAVSRSPi. En las cuatro primeras
acciones sz.inf needi pasa a ser false, lo que implica que la propiedad se cumple con
el consecuente cierto. Por el contrario, los efectos de las dos ultimas acciones hacen
que sz.inf needi sea true. En estas circunstancias es preciso que el antecedente de la
propiedad en sz tambien sea falso para que la propiedad quede demostrada. La ha-
bilitacion de estos dos tipos de acciones requiere que sz 1.cand succi 6= NULL. De
acuerdo con la propiedad B.2.17, esa condicion conlleva que sz 1.status.algi sea can-
didate. Como la variable statu.algi no es modicada por los efectos de estas acciones,
sz.status.algi = candidate conrmando que el antecedente es falso.
En lo que concierne a la variable status.id, las acciones z 2 fEndDelArci(j ): j 2
Ng y z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg pueden cambiar su valor. Tras la
ejecucion de la primera accion puede resultar que sz.status.idi sea unknown (antece-
dente falso). En cambio, cualquier posible ejecucion de la segunda accion hace que
sz.status.idi sea known. La condicion de habilitacion supone que sz 1.status.idi = unk-
nown y, segun la propiedad B.2.15, eso se corresponde con sz 1.status.algi 2 fblocked,
activeg. En los casos que esos estados se mantienen tras la ejecucion, el antecedente
de la propiedad pase a ser cierto al ejecutar la accion. El valor de sz 1.inf needi puede
ser true o false, pero por efecto de la accion el valor true siempre se convierte en
false. En cualquier caso, el consecuente de la propiedad en sz es cierto, por lo que la
propiedad se verica.
Al ejecutarse otro grupo de acciones se producen cambios en status.algi. Los efectos
de la accion z 2 fStartAddArci(j ): j 2 Ng pueden transformar el estado del nodo i
en blocked. Solo si sz.status.idi es known es necesario comprobar el consecuente. Para
que se de el efecto indicado sz 1.status.algi = active y sz 1.status.idi = known. Esto
implica, aplicando la hipotesis inductiva, que sz 1.inf needi = false. Como la variable
inf needi no se modica al producirse el efecto indicado, el consecuente sigue siendo
cierto y la propiedad se cumple.
Respecto a la accion z 2 fEndDelArci(j ): j 2 Ng, en su ejecucion se convierte
sz.status.algi a active. Si en el estado previo sz 1.status.algi = dummy, la propiedad
B.2.15 establece que sz 1.status.idi = known. Aplicando la propiedad inductiva, se sa-
be que sz 1.inf needi entonces vale false. En caso de que, tras la ejecucion de la accion,
se conserve el valor de status.idi, resulta que la propiedad es cierta porque inf needi
tampoco se altera. Cuando esta misma accion se ejecuta siendo sz 1.status.algi = can-
didate y sz 1.inf needi = false, sz.status.algi pasa a active pero inf needi no cambia
de valor, quedando demostrada la propiedad.
Por ultimo, cuando se ejecuta la accion z 2 frcvALGi(j, m): j 2 N ^ m 2
MALGg siendo sz 1.status.algi = blocked y resulta que sz.status.algi pasa a ser dummy,
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la hipotesis inductiva concluye porque el resto de variables de la propiedad no varan.
Si se analizan otros cambios posibles en status.algi, se observa que tanto la accion
z = Aborti como la accion z = initiatei permiten alcanzar los estados aborted y can-
didate respectivamente. Estos valores evidencian que el antecedente de la propiedad
en sz es falso. Del mismo modo, los efectos de las acciones z 2 fStartAddArci(j ): j 2
Ng y z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg pueden provocar que sz.status.algi
pase a candidate. La propiedad en estos casos tambien se cumple.

Todo nodo candidato que ha enviado mensajes AVS o AVSRSP, combinando la
informacion de sus almacenes, conserva el contenido de st alg ya que en el que han
quedado registrados los pares de la ruta por los que se difundio un mensaje ALG.
Propiedad B.2.35. 8 i 2 N se verica que s.inf needi = true ) s.st algi 6= NULL.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.inf needi = false
por lo que la propiedad es cierta.
Las acciones z 2 fStartDelArci(j, t): j 2 N ^ t 2 Ng, z 2 frcvALGi(j, m): j 2
N ^ m 2 MALGg, z 2 frcvAVSi(j, m): j 2 N ^ m 2 MAV Sg y z 2 frcvINFi(j, m): j
2 N ^ m 2 MINFg cuentan entre sus efectos uno que modica el valor de la variable
inf needi. Cuando se ejecutan todas estas acciones sz.inf needi adquiere el valor false.
Como al mismo tiempo se produce otro efecto que cancela el contenido de st algi en
sz, la propiedad se cumple con el antecedente y el consecuente falsos.
Por otro lado, tras la ejecucion de las acciones z = sndAVSi o z = sndAVSRSPi,
sz.inf needi pasa a ser true. La precondicion de ambas acciones indica que sz 1.st avsrspi
6= NULL. De acuerdo con la propiedad B.2.33, si sz 1.st avsrspi 6= NULL entonces
tambien sz 1.st algi 6= NULL. Como ninguna de las acciones modica la variable
st algi, el consecuente es cierto y, por tanto, la propiedad se cumple.
En lo que respecta a efectos que introducen informacion en st algi, solo la accion
z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg lo permite. Obviamente cuando se ejecuta
esta accion en estos supuestos, la propiedad se verica con el consecuente cierto.
Finalmente, la accion z 2 fEndDelArci(j ): j 2 Ng puede vaciar el contenido de
st algi sin que la variable inf needi vare. Esta situacion puede darse o bien cuando
sz 1.status.algi sea candidate y sz 1.inf needi false o bien cuando sz 1.status.algi sea
dummy y sz 1.setPredToInfi 6= ;. En el primer caso es obvio que la propiedad se
cumple en sz porque el antecedente es falso. Considerando el otro caso posible, basta
con asegurar que si el nodo i en el estado previo es dummy, entonces sz 1.inf needi =
false. La propiedad B.2.34 conrma este valor de la variable.

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La siguiente propiedad indica que los nodos candidatos que han enviado mensajes
AVS o AVSRSP, combinando la informacion de sus almacenes, mantienen el contenido
correspondiente a su st avsrsp.
Propiedad B.2.36. 8 i 2 N se verica que s.inf needi = true ^ s.status.idi = known
) s.st avsrspi 6= NULL.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.inf needi = false
por lo que la propiedad es cierta.
Entre los posibles efectos de las acciones z 2 fStartDelArci(j, t): j 2 N ^ t 2
Ng, z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg, z 2 frcvAVSi(j, m): j 2 N ^ m 2
MAV Sg y z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg existe uno por el que la variable
sz.inf needi adquiere el valor false. En consecuencia, la propiedad en sz se verica con
el antecedente falso.
Por el contrario, las acciones z = sndAVSi y z = sndAVSRSPi cambian el
valor de inf needi a true. Para que estas acciones esten habilitadas es preciso que
sz 1.st avsrspi 6= NULL. Como el resto de efectos de la accion no cambia el contenido
de st avsrspi, se conrma que la propiedad se cumple en sz porque el consecuente es
cierto.
Considerando la variable st avsrsp, los efectos de las acciones z 2 frcvALGi(j,
m): j 2 N ^ m 2 MALGg y z 2 frcvAVSRSPi(j, m): j 2 N ^ m 2 MAV SRSPg son
los unicos que pueden incluir informacion en ella, sz.st avsrspi 6= NULL. As que, al
ser el consecuente cierto en estos casos, la propiedad se verica en sz.
Contrariamente, tras la ejecucion de la accion z = Aborti resulta que sz.st avsrspi
= NULL (consecuente falso). La precondicion de la accion se~nala que sz 1.status.algi
debe ser victim. Segun la propiedad B.2.34, en ese estado sz 1.inf needi tiene que valer
false. Dado que los efectos de la accion no modican la variable inf needi, se concluye
que la propiedad se cumple en sz con el antecedente falso.
Para nalizar se va a estudiar la accion z 2 fEndDelArci(j ): j 2 Ng que jun-
to con la accion z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg son las que pueden
cambiar la variable status.idi. Al ejecutarse la primera accion se puede conseguir que
sz.status.idi pase a ser unknown (antecedente falso). Tambien es posible que, siendo
sz 1.status.algi = candidate, se vace el contenido de sz.st avsrspi. Si sz 1.inf needi
= true, el cumplimiento de la propiedad es obvio porque la ejecucion lleva consigo
otro efecto tal que sz.status.idi = unknown. En caso de que sz 1.inf needi sea false
el antecedente de la propiedad sera falso debido a que la ejecucion de la accion no
modica esta variable. En lo que se reere a la accion z 2 frcvINFi(j, m): j 2 N
^ m 2 MINFg, status.idi se convierte en known cuando se ejecuta. Como sz.inf needi
tambien pasa a valer false en cualquier situacion, queda probado que el antecedente
es falso. 
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Esta propiedad conrma que todo nodo cuyo t unk sea  1 y no tenga informa-
cion almacenada en su correspondiente st alg es un nodo que se ha activado. En esa
situacion tiene conocimiento pleno de su identidad simulada y esta en condiciones de
participar en una nueva deteccion si se vuelve a bloquear.
Propiedad B.2.37. 8 i 2 N se verica que s.t unki =  1 ^ s.st algi = NULL )
s.status.idi = known.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.t unki =  1,
s0.st algi = NULL y s0.status.idi = known.
La unica accion que puede cambiar a unknown el valor de la variable status.idi es
z 2 fEndDelArci(j ): j 2 Ng. Este efecto se consigue en dos supuestos distintos, esto
es, si sz 1.status.algi = dummy o cuando sz 1.status.algi = candidate y sz 1.inf needi
= true. En la primera situacion la propiedad B.2.30 y en la segunda la propiedad
B.2.35 establecen que sz 1.st algi 6= NULL. Al producirse el efecto comentado sobre
status.idi, la variable st algi no cambia. En consecuencia, tanto el antecedente como
el consecuente son falsos y la propiedad queda probada.
Cuando sz.status.algi se convierte en victim al ejecutar las acciones z 2 frcvALGi
(j, m): j 2 N ^ m 2 MALGg o z 2 frcvAVSi(j, m): j 2 N ^ m 2 MAV Sg, sz.t unki =
 1 y sz.st algi = NULL. Ambas acciones precisan que sz 1.status.idi sea known para
estar habilitadas. Como la variable status.idi no se modica en la ejecucion de estas
acciones, se concluye que la propiedad se cumple en sz. Del mismo modo, al ejecutarse
la accion z 2 fEndDelArci(j ): j 2 Ng o z 2 fStartDelArci(j, t): j 2 N ^ t 2 Ng
el antecedente de la propiedad se hace cierto sin modicar el valor de status.idi que
en este caso tambien debe ser known en sz 1.
Por ultimo, cabe mencionar que al ejecutarse la accion z 2 frcvINFi(j, m): j 2
N ^ m 2 MINFg el antecedente y el consecuente pasan a ser ciertos en sz. 
En esta propiedad se relaciona el envo de un mensaje ALG con las variables que
describen la espera que une al nodo emisor y receptor del mismo. Se concluye que la
espera puede estar totalmente formada, parcialmente borrada o parcialmente borrada
debido al aborto del emisor del mensaje que detecto y resolvio un interbloqueo.
Propiedad B.2.38. Sea fi, jg  N , se verica que si 9 m 2 MALG: m 2 s.channel(j,
i) ^ m.ta = s.tai ) (i, s.tai, received) 2 s.set waitersj _ (i, s.tai, released) 2
s.set waitersj _ s.status.algj = aborted.
Demostracion: En el estado inicial, s0, 8 fi, jg  N se cumple que s0.channel(j,
i) = .
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z 2 fEndAddArcj(i, t): t 2 Ng. Observando los efectos que generan un mensaje
ALG, se puede asegurar que en esos casos (i, t) 2 sz.setPredj, o lo que es lo
mismo por la propiedad B.3.2, (i, t) 2 sz.setPredj. Si t = sz.tai la propiedad se
verica con el consecuente cierto. En cambio, cuando t 6= sz.tai, la propiedad se
cumple con el antecedente falso. En el caso de que los efectos de la accion solo
incorporen (i, t) 2 sz.setPredj, la propiedad es cierta por hipotesis inductiva.
z 2 fStartDelArcj(i, t): t 2 Ng. Para que la accion este habilitada (i, t, received)
2 sz 1.set waitersj. Si se ejecuta la accion siendo sz 1.statej = active, la tupla
de set waitersj se sustituye por (i, t, released). En caso de que t = sz 1.tai el
consecuente de la propiedad es cierto en sz. Si t 6= sz 1.tai, se concluye por
hipotesis inductiva.
Cuando sz 1.statei = aborted, la propiedad B.1.4 se~nala que sz 1.t activi > t o,
aplicando la propiedad B.3.1, t < sz 1.tai. Dado que los efectos de la accion no
cambian la variable tai, la hipotesis inductiva permite concluir en este supuesto.
z = EndDelArci(j ) o z = Aborti. Uno de los efectos de estas acciones consiste
en el incremento del tiempo de activacion del nodo i de manera que sz 1.tai <
sz.tai. Si en sz 1 existe un mensaje ALG que se dirige al nodo i se sabe por la
propiedad B.2.2 que m.ta  sz 1.tai. Cuando se produce el efecto mencionado,
el antecedente de la propiedad resulta ser falso en cualquier situacion porque
m.ta < sz.tai.
z = Abortj. Al ejecutarse la accion sz.status.algj = aborted. El resto de acciones
que modican status.algj no es necesario analizarlas porque ninguna permite
cambiar el estado del nodo j de aborted a otro estado distinto.
z 2 fStartAddArcj(x ): x 2 Ng o z = initiatej o z 2 frcvALGj(x,m0): x 2 N
^ m0 2 MALGg o z 2 frcvINFj(x,m0): x 2 N ^ m0 2 MINFg. Entre los posi-
bles efectos de estas acciones se encuentra la formacion del mensaje ALG, m, al
que hace referencia el enunciado de la propiedad. El mensaje creado tiene como
destino el nodo i y m.ta = t, siendo el par (i, t) un elemento de sz 1.setPredj.
Segun la propiedad B.3.2, esto equivale a que la tupla (i, t, received) pertenece a
sz 1.set waitersj. Como los efectos de todas estas acciones no afectan al conte-
nido del conjunto set waitersj ni a la variable tai, la propiedad se cumplira con
el consecuente cierto siempre que t coincida con sz 1.tai. En el caso de que t
sea distinto del valor sz 1.taid, el antecedente de la propiedad sera falso. Por
otra parte, hay que mencionar que la accion frcvALGj(x, m0): x 2 N ^ m0 2
MALGg se encarga de retirar del canal los mensajes de tipo ALG. Considerando
este efecto separadamente, resulta obvio que la propiedad se verica.

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De forma similar, se describe el estado de una relacion de espera entre dos nodos
cuando uno de ellos ha recibido un mensaje ALG y lo tiene almacenado. Ademas si
el nodo receptor de ese mensaje sigue bloqueado por el emisor del mismo, se sabe que
la espera esta completa, parcialmente borrada o el nodo emisor ha abortado porque
formaba parte de un ciclo de esperas en el que no esta el receptor.
Propiedad B.2.39. Sea fi, jg  N , se verica que si s.st algi 6= NULL ^ s.t unki
= s.tai ^ s.blockeri = j ) (i, s.tai, received) 2 s.set waitersj _ (i, s.tai, released) 2
s.set waitersj _ s.status.algj = aborted.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.st algi = NULL
lo que implica que la propiedad es cierta.
z 2 fStartAddArci(x ): x 2 Ng. La condicion de habilitacion de la accion
indica que sz 1.statei = active o, segun la propiedad B.3.3, sz 1.status.algi =
active. En el caso de que sz 1.status.idi = known, la propiedad B.2.13 se~nala que
sz 1.st algi = NULL. Si, por el contrario, sz 1.status.idi = unknown, al aplicar
la propiedad B.2.28, se sabe que sz 1.t unki 6= sz 1.tai. Como los efectos de la
accion mantienen el valor de todas esas variables, el antecedente de la propiedad
es falso en sz.
z 2 fEndAddArcj(i,t): t 2 Ng. Cuando se ejecuta esta accion, (i, t, received) 2
sz.set waitersj. Si t vale sz.tai, el consecuente es cierto. En cualquier otro caso
la hipotesis inductiva permite armar que la propiedad se cumple.
z 2 fStartDelArcj(i,t): t 2 Ng. Si la accion esta habilitada porque sz 1.statej
= active y (i, t, received) 2 sz 1.set waitersj, el consecuente de la propiedad
es cierto en sz 1 cuando t = sz 1.tai. Al ejecutarse la accion se sustituye la
terna (i, t, received) por (i, t, released). En consecuencia, el consecuente sigue
siendo cierto porque la variable tai no vara. En cambio, si la accion se ejecuta
siendo sz 1.statei = aborted, la propiedad B.1.1 establece que sz 1.blockeri =
NULL. Al ejecutarse la accion, la variable blockeri sigue sin adquirir un valor.
Por consiguiente, la propiedad es cierta con el antecedente falso.
z 2 fEndDelArci(j )g. Los efectos de la accion hacen que blockeri = NULL.
z = Aborti. Para que esta accion se ejecute es necesario que sz 1.status.algi =
victim. De acuerdo con la propiedad B.2.12, en ese estado sz 1.st algi = NULL.
Como los efectos de la accion no modican st algi, la propiedad se verica.
z = Abortj. Al ejecutarse la accion sz.status.algj = aborted.
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z = initiatei. La condicion de habilitacion de la accion se~nala que sz 1.status.algi
= blocked y sz 1.status.idi = known. Aplicando la propiedad B.2.13, resulta que,
en estas condiciones, sz 1.st algi = NULL. Al ejecutar la accion la variable st algi
no vara. Por tanto, sea, la propiedad se cumple en sz.
z 2 frcvALGi(j,m): m 2 MALGg. Algunos efectos de esta accion introducen
informacion en st algi y sz.t unki adopta el valor sz.tai. El contenido de sz.st algi
procede del mensaje ALG, m, que se retira del canal al ejecutar la accion. Dado
que m.ta coincide con sz 1.tai, la propiedad B.2.38 establece que o bien la tupla
(i, sz 1.tai, received) o (i, sz 1.tai, released) pertenecen a sz 1.set waitersj o
bien sz 1.status.algj = aborted. Como la ejecucion de la accion no cambia ni
set waitersj, ni status.algj, ni tai, se puede armar que el consecuente de la
propiedad es cierto en sz. Considerando otro posible efecto de esta accion que
consiste en vaciar el contenido de sz.st algi, se concluye que la propiedad tambien
se cumple.
z 2 frcvINFi(x,m): x 2 N ^ m 2 MINFg. Tras la ejecucion de la accion
sz.st algi = NULL.
z 2 frcvAVSi(x,m): x 2 N ^ m 2 MAV Sg. Un posible efecto de esta accion
consiste en que sz.st algi = NULL, lo que implica que la propiedad se verica.
Entre los efectos de las acciones: z 2 fStartAddArcj(x ): x 2 Ng, z 2 fEndDel
Arcj(x ): x 2 Ng, z = initiatej, z 2 frcvALGj(x,m): x 2 N ^ m 2 MALGg,
z 2 frcvINFj(x,m): x 2 N ^ m 2 MINFg y z 2 frcvAVSj(x,m): x 2 N
^ m 2 MAV Sg, es posible el cambio de status.algj. Sin embargo, la hipotesis
inductiva concluye porque sz 1.status.algj 6= aborted y los efectos no modican
esa situacion.

La siguiente propiedad asegura que, cuando un mensaje ALG se dirige a un nodo
con el tiempo correcto, ese nodo no puede formar parte del conjunto de predecesores
de ningun otro nodo que no sea el emisor del mensaje.
Propiedad B.2.40. Sea fi, jg  N , se verica que si 9 m 2 MALG tal que m 2
s.channel(j, i) ^ m.ta = s.tai ) 8 k 6= j : (i, s.tai) =2 s.setPredk.
Demostracion: En el estado inicial, s0, 8 fi,jg  N se cumple que s0.channel(j, i)
= , por lo que la propiedad es cierta.
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z 2 fStartAddArcj(x ): x 2 Ng o z = initiatej o z 2 frcvALGj(x, m0): x 2
N ^ m0 2 MALGg o z 2 frcvINFj(x, m0): x 2 N ^ m0 2 MINFg. Los efectos
de estas acciones pueden generar un mensaje ALG, m, dirigido al nodo i con
m.ta = t. Si el par (i, t) 2 sz 1.setPredi y t = sz 1.tai, como no se modica
ta de nigun nodo al ejecutar la accion, se tiene que m.ta = sz.tai (antecedente
cierto). Ademas, considerando la propiedad B.2.3, se cumple que 8 k 6= x (i, t)
=2 sz.setPredk. Por tanto, es obvio que cualquiera de los nuevos mensajes ALG
verican la propiedad. En el caso de que t 6= sz 1.tai, m.ta 6= sz.tai, con lo que
el antecedente de la propiedad en sz no pasa a ser cierto. Para el resto de efectos
de estas acciones, la hipotesis inductiva concluye.
z 2 fEndAddArcj(i, t): t 2 Ng. Los mensajes ALG que pueden originarse
cumplen que m.ta = t e (i, t) 2 sz.setPredj. La propiedad B.2.1 establece que
t  sz.tai. Si t = sz.tai, basta aplicar la propiedad B.2.3 para concluir que el
consecuente es cierto. Por otra parte, considerando que t < sz.taj, la propiedad
se cumple con el antecedente falso porque m.ta < sz.tai.
z 2 fEndAddArcx(i, t): x 2 N ^ t 2 Ng. Si la accion esta habilitada, entonces
(i, t, sent) 2 sz 1.set waitersx. Suponiendo que el antecedente es cierto, cuando
el mensaje ALG se envio, el par (i, sz 1.tai) 2 sz 1.setPredx o, equivalentemente
por la propiedad B.3.2, (i, sz 1.tai, received) 2 sz 1.set waitersx. La presencia
de esa tupla en sz 1.set waitersx impide que cualquier otra tupla este contenida
en ese conjunto (propiedad B.1.5), se llega a una contradiccion con la existencia
de un mensaje ALG en sz 1.
z 2 fStartDelArcx(i, t): x 2 N ^ t 2 Ng. La accion no a~nade elementos al con-
junto setPred de ningun nodo, solo los elimina. En consecuencia, el consecuente
nunca podra llegar a ser falso en sz, si en sz 1 fuera cierto.
z 2 fEndDelArci(x ): x 2 Ng o z = Aborti. Aunque no crean ni eliminan
mensajes de tipo ALG, los efectos de estas acciones modican tai. De acuerdo
con la propiedad B.2.2, un mensaje ALG que este en el canal en sz 1 verica
que m.ta  sz 1.tai. Tanto si el antecedente de la propiedad es falso como si
es cierto en sz 1 por su caracterstica temporal, el incremento del tiempo de
activacion del nodo i conlleva que m.ta < sz.tai.

La existencia de un mensaje ALG en el canal con el tiempo correcto y que el
nodo destino sea un predecesor directo del emisor del mensaje permite concluir, tal y
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como se~nala la siguiente propiedad, que el nodo destino junto con su tiempo de acti-
vacion tambien forman parte del conjunto de predecesores a los que se debe informar
setPredToInf en el caso de que el nodo emisor rompa esa espera.
Propiedad B.2.41. Seafi, jg  N , se verica que si 9 m 2 MALG tal que m 2
s.channel(j, i) ^ m.ta = s.tai ^ (i,s.tai) 2 s.setPredj ) (i,s.tai) 2 s.setPredToInfj.
Demostracion: En el estado inicial, s0, 8 fi,jg  N se cumple que s0.channel(j, i)
=  por lo que la propiedad es cierta.
z 2 fEndAddArcj(i, t): t 2 Ng. Algunos efectos de la accion generan un mensaje
ALG, m, con destino el nodo i y m.ta = t tal que (i, t) 2 sz.setPredj y ademas
(i, t) 2 sz.setPredToInfj. Es obvio que la propiedad se verica si t coincide con
sz.tai. Si t 6= sz.tai, entonces la propiedad se cumple porque el antecedente es
falso.
Cuando se incorpora el par (i, t) en sz.setPredj, pero no se forma un mensaje
ALG, hay que tener en cuenta la posibilidad de que en sz 1 pudiera existir un
mensaje ALG que hiciera cierto el antecedente en sz. Sabiendo que la accion
queda habilitada si (i, t, sent) 2 sz 1.set waitersj y sz 1.status.algj 6= aborted, se
puede aplicar la propiedad B.1.5 para determinar que ni la tupla (i, t, received) ni
la tupla (i, t, released) estan incluidas en sz 1.set waitersj. En estas condiciones
la propiedad B.2.38 asegura que no existe ningun mensaje ALG dirigido al nodo
i con m.ta = sz 1.tai. Dado que en el efecto analizado no se genera un mensaje
ALG y la variable tai no cambia, se concluye que el antecedente de la propiedad
es falso en esta situacion.
z 2 fStartDelArcj(i, t): t 2 Ng. Al ejecutarse la accion se elimina un elemento
de setPredj, pero nunca se a~nade al conjunto un nuevo par que pudiera hacer
el antecedente cierto en sz siendo falso en el estado previo.
z 2 fEndDelArci(x ): x 2 Ng o z = Aborti. En la ejecucion de ambas acciones
se produce un incremento del tiempo de activacion del nodo i, resultando sz 1.tai
< sz.tai, pero no se generan ni eliminan mensajes ALG. Esto implica que, si
existe un mensaje ALG hacia el nodo i vericando la propiedad en sz 1, tras la
ejecucion de la accion resulta que m.ta < sz.tai haciendo falso el antecedente.
z = Abortj. Al ejecutarse esta accion se vaca tanto el conjunto setPredj como
setPredToInfj.
z 2 fStartAddArcj(x ): x 2 Ng o z = initiatej o z 2 frcvALGj(x,m0): x 2
N ^ m0 2 MALGg o z 2 frcvINFj(x,m0): x 2 N ^ m0 2 MINFg. Los efectos de
estas acciones pueden llevar consigo la formacion de un mensaje ALG dirigido
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al nodo i tal que m.ta = t y el par (i,t) 2 sz 1.setPredj. De acuerdo con la
propiedad B.2.1 t  sz 1.tai y sabiendo que los efectos de estas acciones no
modican ni tai ni setPredj, se concluye que la propiedad es cierta. En el caso
de que t < sz 1.tai, con antecedente falso y si t = sz 1.tai, con consecuente
cierto porque el par (i, t) tambien se a~nade a sz.setPredToInfj al generarse el
mensaje ALG.

Un nodo, que ha almacenado un mensaje ALG en su correspondiente st alg y sigue
manteniendo el bloqueo por su nodo sucesor, recibira inforamacion de este sucesor si
se rompe la espera que los une. Para ello, la propiedad se~nala que el sucesor cuenta
con su identidad y tiempo de activacion en el conjunto setPredToInf.
Propiedad B.2.42. Si 9 fi, jg  N que verican que s.st algi 6= NULL ^ s.t unki
= s.tai ^ s.blockeri = j ^ (i, s.tai) 2 s.setPredj ) (i, s.tai) 2 s.setPredToInfj.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.st algi = NULL
por lo que la propiedad es cierta. A continuacion, se analizan los cambios de las
variables de la propiedad por por efecto de las acciones.
z 2 fStartAddArci(x ): x 2 Ng. Considerando que la accion este habilitada,
sz 1.statei = active (segun la propiedad B.3.3, sz 1.status.algi = active). Si
sz 1.status.idi = known, la propiedad B.2.13 se~nala que sz 1.st algi = NULL.
Si, por el contrario, sz 1.status.idi = unknown, la propiedad B.2.28 indica que
sz 1.t unki 6= sz 1.tai. Dado que los efectos de la accion no alteran ni la variable
st algi ni las variables t unki y tai, se concluye que, en ambas situaciones, la
propiedad se cumple con el antecedente falso.
z 2 fStartAddArcj(x ): x 2 Ng. En el supuesto de que al ejecutar la accion
sz.status.algj se convierta en candidate y haya elementos que pertenecen al con-
junto sz 1.setPredj pero no a sz 1.setPredToInfj, se produce un efecto por el se
incorporan a este ultimo. Asumiendo que el tiempo de los pares que se incluyen
son actuales, el consecuente de la propiedad pasa a ser cierto. Si los tiempos
no se corresponde con los que los nodos presentan en ese instante, la propiedad
tambien es cierta porque el antecedente es falso.
z 2 fEndAddArcj(i,t): t 2 Ng. Si sz 1.status.algj 2 fdummy, candidateg,(i,t) 2
sz.setPredToInfj. Es obvio que cuando t = sz.tai el consecuente de la propiedad
es cierto en sz. En el caso en el que el efecto de la accion consista solo en
a~nadir (i, sz.tai) a sz.setPredj hay que comprobar que el antecedente de la
propiedad en sz no se convierta en cierto debido a ese efecto. La propiedad
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B.2.39 establece que, si se verica la primera parte del antecedente en sz 1,
se cumple que (i,sz 1.tai,received) 2 sz 1.set waitersj o (i,sz 1.tai,released) 2
sz 1.set waitersj o sz 1.status.algj = aborted. Pero la condicion de habilitacion
de la accion requiere que (i,sz 1.tai,sent) 2 sz 1.set waitersj y sz 1.statej 6=
aborted. Esto quiere decir que la accion no esta habilitada.
z 2 fStartDelArci(x, t): x 2 N ^ t 2 Ng. Entre los posibles efectos de la accion
se encuentra uno en el que resulta sz.st algi = NULL y sz.t unki =  1. En estas
condiciones, el antecedente de la propiedad en sz es falso.
z 2 fStartDelArcj(i, t): t 2 Ng. Cuando se ejecuta esta accion, se elimina el
par (i,t) de sz 1.setPredj. Si t = sz.tai, el antecedente de la propiedad pasa a
ser falso.
z 2 fEndDelArci(x ): x 2 Ng. En caso de que la accion este habilitada, sus
efectos hacen que el antecedente pase a ser falso porque sz.blockeri = NULL.
z = Aborti. Al ejecutarse la accion sz.status.algi = aborted. La propiedad B.2.12
asegura que en ese estado sz.st algi = NULL. Por consiguiente, la propiedad es
cierta con el antecedente falso.
z = Abortj. Los efectos de la accion vacan tanto el conjunto setPredj como el
conjunto setPredToInfj.
z = initiatei. Si la accion esta habilitada, sz 1.status.algi = blocked y ademas
sz 1.status.idi = known. Segun la propiedad B.2.13, sz 1.st algi = NULL en esas
condiciones. Dado que los efectos de la accion no modican st algi, la propiedad
se cumple con el antecedente falso.
z = initiatej. Cuando se ejecuta la accion, el contenido de de los conjuntos
setPredToInfj y setPredj se iguala y el consecuente puede llegar a ser cierto si
el tiempo de los elementos de los conjunto esta actualizado.
z 2 frcvALGi(x, m): x 2 N ^ m 2 MALGg. Si los efectos de la accion provocan
que sz.status.algi sea victim, la variable st algi = NULL. En esta situacion, el
antecedente de la propiedad sera falso. Sin embargo, cuando los efectos de la
accion conllevan que sz.st algi 6= NULL y sz.t unki = sz.tai, se debe comprobar
que la propiedad se verica. Para ello, se analiza el mensaje ALG que se retira
del canal por efecto de la accion. Si (i,sz 1.tai) 2 sz 1.setPredx, la propiedad
B.2.41 indica que (i, sz 1.tai) 2 sz 1.setPredToInfx. Por lo tanto, resulta evidente
que el consecuente es cierto en sz porque la accion no modica setPredToInfx.
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z 2 frcvALGj(x, m): x 2 N ^ m 2 MALGg. Si sz.status.algj = dummy tras
ejecutar la accion, el contenido de setPredtoInfj puede cambiar. Todos los ele-
mentos del conjunto setPredj pasan a formar parte del conjunto setPredToInfj.
Siempre que los tiempos asociados a los nodos que incorporan esten actualiza-
dos, el consecuente de la propiedad sera cierto.
z 2 frcvINFi(x,m): x 2 N ^m 2MINFg. Una vez ejecutada la accion sz.st algi
= NULL. Por tanto, la propiedad es cierta en sz con el antecedente falso.
z 2 frcvINFj(x, m): x 2 N ^ m 2 MINFg. En el caso de que, por efecto de
la accion, sz.status.algj pase a ser candidate, los elementos de sz 1.setPredj que
no esten incluidos en sz 1.setPredToInfj se a~nadiran a este ultimo conjunto. De
este modo, el consecuente de la propiedad podra ser cierto si el tiempo asociado
a los nodos que se incorporan es el actual. La ejecucion de la accion tambien
puede eliminar pares de sz 1.setPredToInfj. Como los elementos que se retiran
no estan incluidos en sz 1.setPredj y esta variable no cambia, el antecedente de
la propiedad es falso tanto en sz 1 como en sz.
z 2 frcvAVSi(x, m): x 2 N ^ m 2 MAV Sg. El efecto de la accion por el
que status algi pasa a ser victim va acompa~nado por otro efecto que hace que
sz.st algi = NULL.

Esta propiedad indica que los nodos bloqueados que conocen su identidad simula-
da, como no han participado de ningun proceso de deteccion, mantienen su conjunto
setPredToInf vaco.
Propiedad B.2.43. 8 i 2 N se verica que s.status.algi = blocked ^ s.status.idi =
known ) s.setPredToInfi = ;.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi =
active por lo que la propiedad es cierta.
Considerando los efectos de las acciones que modican la variable status.algi, solo
la accion z 2 fStartAddArci(j ): j 2 Ng cambia a blocked esta variable. En caso
de que sz 1.status.idi sea known el antecedente podra llegar a ser cierto porque la
accion no cambia el valor de status.idi. Para comprobar que la propiedad es cierta en
sz, basta con observar que esta situacion se produce cuando sz 1.setPredToInfi = ; y
que este conjunto en sz permanece vaco.
Respecto a la variable setPredToInfi, hay que mencionar por un lado las accio-
nes que a~naden un elemento a ese conjunto, las que lo eliminan y las que lo vacan.
Entre las acciones que incorporan un elemento a setPredToInfi se encuentran: z 2
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fStartAddArci(j ): j 2 Ng, z 2 fEndAddArci(j, t): j 2 N ^ t 2 Ng, z = initiatei
(que puede a~nadir mas de un elemento) y z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg.
En todos estos casos es evidente que el efecto comentado hace falso el consecuente,
pero sz.status.algi 6= blocked lo que permite conrmar que la propiedad se cumple.
Por otra parte, la ejecucion de las acciones z 2 fStartDelArci(j, t): j 2 N ^ t
2 Ng y z 2 frcvINFi(j, m): j 2 N ^ m 2 MINFg puede llevar consigo la elimi-
nacion de un elemento de setPredToInfi. Es posible que, al retirar el elemento del
conjunto, sz.setPredToInfi quede vaco, vericando as la propiedad. En cambio, si
sz.setPredToInfi 6= ;, la propiedad se verica debido a que sz.status.algi 6= blocked y
aunque sz.status.idi = known. Por ultimo, hay que se~nalar que, al ejecutar la accion
z = Aborti, resulta que sz.setPredToInfi = ; y el consecuente de la propiedad pasa
a ser cierto. 
Basicamente esta propiedad indica que si dos mensajes ALG se dirigen a un mismo
nodo, uno de ellos sera obsoleto y correspondera a una relacion de espera que ya se
ha roto y, por tanto, el tiempo de activacion del nodo destino sera inferior al que
esta vigente.
Propiedad B.2.44. Si 9 fi, j, kg  N y 9 fm, m0g  MALG que verican que m 2
s.channel(j, i) ^ m0 2 s.channel(k, i) ^ m.ta = s.tai ) m0.ta < s.tai.
Demostracion: En el estado inicial, s0, 8 fi, jg  2 N se cumple que s0.channel(i,
j ) =  por lo que la propiedad es cierta.
Suponiendo que existiera un mensaje ALG en sz 1, m0, dirigido al nodo i pro-
cedente del nodo k, la propiedad B.2.40 establece que el par (i, sz 1.tai) no puede
pertenecer al conjunto setPred de ningun otro nodo que no sea el nodo k. Si se eje-
cutan las acciones que generan un nuevo mensaje ALG, m, que pudieran hacer el
antecedente cierto en sz, esto es, z 2 fStartAddArcj(x ): x 2 Ng, z = initiatej, z
2 frcvALGj(x, m0): x 2 N ^ m0 2 MALGg y z 2 frcvINFj(x, m0): x 2 N ^ m0 2
MINFg, se debe cumplir para todas ellas que (i, sz 1.tai) 2 sz 1.setPredj y m.ta =
sz 1.tai. Dado que la ejecucion de las acciones consideradas no modica el conjunto
setPred de ningun nodo ni el tiempo de activacion del nodo i, surge una contradiccion
porque el par (i, sz.tai) no puede estar incluido en el conjunto setPred de dos nodos
distintos (propiedad B.2.3). Tampoco puede suceder que el nodo k sea precisamente
el nodo j que genera el nuevo mensaje ALG porque los mensajes no podran tener el
mismo tiempo asociado. As que, la contradiccion se deriva de la idea de partida de
que los dos mensajes ALG puedan tener el mismo tiempo. De acuerdo a la propie-
dad B.2.2, m0.ta  sz:tai y en la situacion descrita solo es posible que m0.ta < sz.tai
(consecuente cierto).
Cuando se ejecuta la accion z 2 fEndAddArcj(i, t): t 2 Ng, tambien se forman
un mensaje ALG siendo sz 1.status.algj 2 fblocked, candidateg. Para que la accion
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se habilite, (i, t, sent) 2 sz 1.set waitersj. Por otra parte, la propiedad B.1.5 indica
que entonces, ni (i, t, released) ni (i, t, received) pertenecen a sz 1.set waitersj. Con-
siderando que t = sz 1.tai y aplicando la propiedad B.2.38, se llega a la conclusion de
que no existe ningun mensaje en el canal hacia el nodo i en sz 1. Por consiguiente, el
mensaje ALG generado por los efectos de la accion es el unico que esta en el canal y,
por lo tanto, la propiedad se cumple con el antecedente falso.
En el caso de las acciones z 2 fEndDelArci(x ): x 2 Ng y z = Aborti, se sabe
que sus efectos no crean ni eliminan mensajes de tipo ALG. As que, para demostrar
la propiedad se supondra que en sz 1 existen los dos mensajes ALG dirigidos al nodo
i. Dado que al ejecutarse la accion, el tiempo de activacion del nodo i se incremen-
ta, la propiedad se vericara con el antecedente falso porque sz 1.tai < sz.tai y, en
consecuencia, m.ta < sz.tai.

En la siguiente propiedad se establece que un nodo que ya ha recibido un mensaje
ALG, o que esta a la espera de recibirlo, puede haber dejado de formar parte del
conjunto de predecesores del nodo emisor o seguir en el.
Propiedad B.2.45. Sea fi, jg  N , se verica que si s.t unki = s.tai _ (9 m 2
MALG: m 2 s.channel(j, i) ^ m.ta = s.tai) ) (i, s.tai) =2 s.setPredj _ (i, s.tai) 2
s.setPredToInfj.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.t unki =  1,
s0.tai = 1 y 8 fi, jg  N , s0.channel(j, i) = , por lo que la propiedad es cierta.
A continuacion se van a analizar los efectos que podran hacer que la propiedad
pasase a ser falsa.
Considerando en primer lugar las acciones que generan mensajes de tipo ALG, se
analiza que la propiedad se cumpla en sz 1, o bien con el antecedente falso, o bien
con el consecuente cierto.
Si la propiedad se cumple en sz 1 con el antecedente falso y se ejecuta cualquiera
de las acciones siguientes: z 2 fStartAddArcj(x ): x 2 Ng, z 2 fEndAddArcj(i,
t): t 2 Ng, z = initiatej, z 2 frcvALGj(x, m0): x 2 N ^ m0 2 MALGg y z
2 frcvINFj(x, m0): x 2 N ^ m0 2 MINFg, se puede formar un mensaje ALG,
m, que haga el antecedente cierto. El nuevo mensaje ALG verica que m 2
sz.channel(j, i) y m.ta = sz.tai. Ademas, al formarse el mensaje m, (i, sz.tai)
2 sz.setPredToInfj. Considerando todo ello, se conrma que la propiedad se
cumple con el consecuente cierto en sz.
Si la propiedad se cumple en sz 1 con el consecuente cierto y se ejecutan las ac-
ciones anteriormente citadas surgen distintas posibilidades segun que condicion
hace cierto el antecedente:
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1. sz 1.t unki 6= sz 1.tai y existe un mensaje ALG hacia el nodo i con m.ta
= sz 1.tai. El efecto de creacion de un mensaje ALG dirigido al nodo i
no puede producirse en ningun caso porque es necesario que (i, sz 1.tai) 2
sz 1.setPredj n sz 1.setPredToInfj. En esas condiciones el consecuente sera
falso y se supona que era cierto en este analisis. Por tanto, el consecuente
de la propiedad seguira siendo cierto en sz porque no se puede originar
ningun nuevo mensaje ALG, setPredj no cambia y no se a~naden nuevo
elementos a setPredToInfj.
2. sz 1.t unki = sz 1.tai y no existe en el canal ningun mensaje ALG dirigido
al nodo i con m.ta = sz 1.tai. Los efectos de las acciones no modican
ni t unki ni tai. Por tanto, el antecedente de la propiedad sigue siendo
cierto. Sin embargo, como es posible que se forme un mensaje ALG al
ejecutarse cualquiera de estas acciones, hay que comprobar que el conse-
cuente no pasa a ser falso. Si el mensaje ALG se crea cuando (i, sz 1.tai)
2 sz 1.setPredj n sz 1.setPredToInfj (acciones z 2 fStartAddArcj(x ): x 2
Ng, z 2 fEndAddArcj(i, t): t 2 Ng o z 2 frcvINFj(x, m0): x 2 N ^ m0
2 MINFg), estas condiciones nunca podran cumplirse porque se supona
que el consecuente era cierto en sz 1. En conclusion, en este supuesto, el
antecedente y el consecuente seran ciertos en sz porque no es posible la
formacion de un mensaje ALG. En el caso de que el mensaje ALG se cree
siendo sz 1.status.algj = blocked y sz 1.status.idj = known (acciones z =
initiatej o z 2 frcvALGj(x, m0): x 2 N ^ m0 2 MALGg), la propiedad
B.2.43 establece que entonces sz 1.setPredToInfj = ;. Para que el conse-
cuente de la propiedad sea cierto en sz 1, (i, sz 1.tai) =2 sz 1.setPredj. Esto
entra en contradiccion con la condicon de generacion del mensaje ALG.
De nuevo, se concluye que la propiedad es cierta en sz porque no pueden
aparecer nuevos mensajes ALG y no cambia setPredj.
3. sz 1.t unki = sz 1.tai y existe en el canal ningun mensaje ALG dirigido
al nodo i con m.ta = sz 1.tai. Para que sz 1.t unki = sz 1.tai, se tuvo
que ejecutar la accion z 2 frcvALGi(x, m00): x 2 N ^ m00 2 MALG en
sz1 , siendo z1 < z-1. Este mensaje ALG, m00, se origino en sz2 porque
en ese instante (i, t) 2 sz2.setPredx. La recepcion del mensaje m00 en las
condiciones del analisis implica que t = sz2.tai = sz1.tai. Cualquiera de
las acciones que generan un mensaje ALG tienen como precocondicion
del envo que (i, t) 2 sz2.setPredx y como efecto ligado al envo resulta
que (i, t) 2 sz2.setPredToInfx. Si x 6= j es necesario que se ejecuten las
acciones StartDelArcx(i, t), EndDelArci(x ), StartAddArci(j ) y por ultimo
EndAddArcj(i, t0) para que (i, t) pertenezca a setPredj. Aunque de esta for-
ma el nodo i logra estar en setPredj, el tiempo asociado al nodo i en sz 1 ya
no puede ser el mismo que apareca en sz2 porque la accion EndDelArci(x )
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lo incrementa, t < t0. Si x = j, se tiene que (i, t) 2 sz2.setPredj y (i, t)
2 sz2.setPredToInfx pero, a cambio, se tiene que cumplir en sz 1 que (i,
t) =2 sz 1.setPredToInfj y (i, t) 2 sz 1.setPredx. Como no se puede elimi-
nar un elemento de setPredToInfj sin haberlo eliminado previamente de
setPredj, es necesario que se ejecute StartDelArcj(i, t), consiguiendo que
(i, t, released) 2 sz3.set waitersj. Despues se ejecutara EndDelArci(j ) en
sz4 y sus efectos hacen que el tiempo de activacion del nodo i se incre-
mente,t < t0, y la variable status.algi pase a ser active. En este estado la
accion StartAddArci(j ) estara habilitada y, nalmente, tras la ejecucion de
EndAddArcj(i, t0), el nodo i pasara a ser un elemento de sz 1.setPredj.
Sin embargo, el tiempo de activacion con el que se incorpora a setPredj es
mayor que el que se ha supuesto al considerar cierto el antecedente de la
propiedad en sz 1. Queda, por tanto, demostrado que el tiempo del mensa-
je ALG existente en sz 1 no puede coincidir con el tiempo t unki del nodo
al que va dirigido.
Por otra parte, las acciones que modican la variable tai son: z 2 fEndDelArci(x ):
x 2 Ng y z = Aborti. Al ejecutar cualquiera de estas acciones resulta que sz 1.tai <
sz.tai. Por consiguiente, al ejecutarse la accion se obtiene que sz.t unki < sz.tai. Si el
antecedente de la propiedad en sz 1 es cierto porque se verica que m.ta = sz 1.tai,
al ejecutarse la accion, el antecedente pasara a ser falso. Cuando el antecedente de la
propiedad es falso sz 1 porque m.ta 6= sz 1.tai, concretamente m.ta < sz 1.tai segun
la propiedad B.2.2, el antecedente seguira siendo falso en sz ya que el incremento de
tai hace que m.ta < sz.tai.
Los efectos de las acciones z 2 StartDelArci(x, t): x 2 N ^ t 2 Ng, z 2
frcvALGi(x, m): x 2 N ^ m 2 MALGg, z 2 frcvAVSi(x, m): x 2 N ^ m 2 MAV Sg
y z 2 frcvINFi(x, m): x 2 N ^ m 2 MINFg pueden hacer que sz.t unki adquiera el
valor  1. Es evidente que entonces sz.t unki 6= sz.tai ya que sz.tai  1 y el antecedente
podra llegar a ser falso sz.
Respecto a la variable setPredToInfj, se puede observar que los efectos de las
acciones: z = fStartAddArcj(x ): x 2 Ng, z = fEndAddArcj(i, t): t 2 Ng, z =
initiatej, z = frcvALGj(x,m): x 2 N ^ m 2 MALGg y z = frcvINFj(x,m): x 2
N ^ m 2 MALGg pueden llegar a incluir el par (i, sz.tai) y, por tanto, hacer que el
consecuente sea cierto. Por otro lado, el consecuente tambien puede convertirse en
cierto cuando, al ejecutar las acciones z = fStartDelArcj(i, t): t 2 Ng y z = Abortj,
se elimina el par (i, sz.tai) de setPredj. En el caso de la accion z = Abortj, el conjunto
setPredj se vaca completamente.
Hay que comprobar separadamente el efecto de la accion z = fEndAddArcj(i,
t): t 2 Ng que puede a~nadir el elemento (i, sz.tai) en setPredj sin incorporarlo a
setPredToInfj. Si, en esta situacion, la propiedad se cumpla con el antecedente falso
en sz 1, el antecedente sigue siendo falso porque no se modican las variables t unki
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y tai y no se genera un mensaje ALG. Ademas, el antecedente de la propiedad no
podra ser cierto porque si se incorpora (i, sz.tai) en sz.setPredj, no es posible que el
nodo i haya recibido o vaya a recibir un mensaje ALG con ese mismo tiempo.
De forma parecida, la accion z = frcvINFj(x,m): x 2 N ^ m 2 MALGg puede
eliminar el par (i, sz.tai) de setPredToInfj. Para que tenga lugar este efecto es necesario
que el par eliminado no pertenezca a sz 1.setPredj. Como la ejecucion de la accion no
modica el conjunto setPredj ni tai, el consecuente de la propiedad es cierto en sz.
Finalmente, cuando se ejecuta la accion z = frcvALGi(j,m): x 2 N ^ m 2
MALGg, se retira el mensaje ALG dirigido al nodo i que procede del nodo j. As que,
el antecedente podra ser falso y vericarse la propiedad.

En la siguiente propiedad se advierte que no puede haber un mensaje ALG en el
canal dirigido a un nodo con tiempo correcto y que la variable t unk del nodo destino
tenga ya almacenado su tiempo de activacion. Este hecho es imposible porque la
variable t unk asociada a un nodo almacena su valor tras la recepcion del mensaje
ALG y no antes.
Propiedad B.2.46. Si 9 fi, jg  N que verican que s.t unki = s.tai ) (@ m 2
mALG tal que m 2 s.channel(j, i) ^ m.ta = s.tai).
Demostracion: En el estado inicial, s0, se cumple que 8 fi, jg  N : s0.channel(j,
i) =  por lo que la propiedad es cierta.
Al ejecutarse las acciones: z 2 fStartDelArci(x, t): x 2 N ^ t 2 Ng, z 2
fEndDelArci(x ): x 2 Ng, z 2 frcvALGi(x, m): x 2 N ^ m 2 MALGg, z 2
frcvAVSi(x, m): x 2 N ^ m 2 MAV Sg y z 2 frcvINFi(x, m0): x 2 N ^ m 2
MINFg, es posible que sz.t unki =  1. Como sz.t ai > 0, se deduce que sz.t unki 6=
sz.t ai. Por consiguiente, la propiedad se verica con el antecedente falso.
Entre los efectos de las acciones z 2 fStartAddArcj(x ): x 2 Ng y z 2 frcvINFj(x,
m0): x 2 N ^ m0 2 MINFg se encuentra la formacion de mensajes ALG. Los mensajes
generados, m, con destino el nodo i verican que m.ta = t y el par (i, t) pertene-
ce a sz 1.setPredj. La propiedad B.2.45, siendo sz 1.t unki = sz 1.tai, establece que
(i, sz 1.tai) =2 sz 1.setPredj o (i, sz 1.tai) 2 sz 1.setPredToInfj. Esto implica que la
condicion de formacion del mensaje ALG analizado, (i, sz 1.tai) 2 sz 1.setPredj n
sz 1.setPredToInfj es incompatible con suponer que el antecedente de la propiedad
es falso en sz 1. Del mismo modo, se puede comprobar que si el mensaje ALG es
generado por efecto de la accion z = finitiatejg o z 2 frcvALGj(x, m0): x 2 N
^ m0 2 MALGg, se requiere que (i, t) pertenece a sz 1.setPredj. Aplicando la pro-
piedad B.2.45, en los casos en que sz 1.t unki = sz 1.tai, se asegura que o bien el
par (i, sz 1.tai) es un elemento del conjunto sz 1.setPredj o bien el par pertenece
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a sz 1.setPredToInfj. La condicion de habilitacion de ambas acciones establece que
sz 1.setPredToInfj = ; porque sz 1.status.algj = blocked y sz 1.status.idj = known
(propiedad B.2.43). As que, no es posible que se cree el mensaje ALG si se considera
que el antecedente es cierto en sz 1.
Si el mensaje ALG se forma como efecto de la accion z 2 fEndAddArcj(i, t): t 2
Ng, sz 1.status.algj 2 fdummy, candidateg. Ademas la accon esta habilitada cuando
(i, t, sent) 2 sz 1.set waitersj. Como la caracterstica temporal del mensaje, m.ta,
coincide con t, se hace evidente que en el caso de que t sea distinto a sz 1.tai la
propiedad se vericara con el consecuente cierto. En cambio, considerando que t =
sz 1.tai hay que conrmar que el antecedente de la propiedad es falso en sz 1 y que
esa situacion no cambia en sz. La unica accion que permite alcanzar la condicion de
habilitacion es StartAddArci(j ). Los efectos de esta accion provocan que la variable
status.algi tome como valores blocked o candidate. En el primer estado, las propiedades
B.2.28 y B.2.31, dependiendo del valor de status.idi, se~nalan que sz 1.t unki 6= sz 1.tai.
Para el otro estado posible, candidate, la propiedad B.2.13 determina que st algi =
NULL y por la propiedad B.2.26, sz 1.t unki =  1. Como la accion que se analiza
no cambia las variables sz 1.t unki y sz 1.tai, se puede concluir que la propiedad se
verica en cualquier circunstancia.
Por otra parte, resulta obvio que al retirarse el mensaje ALG por efecto de la
accion z 2 frcvALGj(x, m): x 2 N ^ m 2 MALGg se podra cumplir la propiedad
con el consecuente cierto.
En lo que respecta a la variable tai, tanto la accion z 2 fEndDelArci(x ): x 2
Ng como la accion z = Aborti incrementan el tiempo de activacion del nodo i de
manera que sz 1.tai < sz.tai. Como no se generan ni eliminan mensajes ALG al
ejecutarse estas acciones, m.ta < sz.tai (propiedad B.2.2). Por tanto, el consecuente
de la propiedad sera cierto en sz.

Segun esta propiedad, toda ruta de mas de un elemento que aparece durante la
ejecucion y cuyo ultimo elemento representa una espera real en el sistema, tambien
cuentan con informacion de esa espera en setPredToInf para poder corregir la infor-
macion recogida si se suprimiera esa espera.
Propiedad B.2.47. Sea p 2 P+. Se verica que recordedPath(p, s) ^ last(p) = (i,
ti) ^ penult(p) = (j, tj) ^ (i, ti) 2 s.setPredj ) (i, ti) 2 s.setPredToInfj.
Demostracion: En el estado inicial, s0, se cumple que 8 j 2 N : s0.setPredj = ;,
por lo que la propiedad es cierta.
Las acciones que tienen como efecto a~nadir un elemento al conjunto setPredToInfj
son: z 2 fEndAddArcj(x, t): x 2 N ^ t 2 Ng, z 2 fStartAddArcj(x ): x 2 Ng, z
= initiatej, z 2 frcvALGj(x, m): x 2 N ^ m 2 MALGg y z 2 frcvINFj(x, m): x
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2 N ^ m 2 MINFg. En todas ellas, el par que se incorpora esta previamente en el
conjunto setPredj. As que, en caso de que el par este incluido en una de las rutas que
se consideran, la propiedad se vericara con el antecedente y el consecuente ciertos.
De forma separada hay que estudiar un caso de ejecucion de la accion z 2
fEndAddArcj(x, t): x 2 N ^ t 2 Ng en el que se a~nade un par en setPredj pero no
en setPredToInfj. Segun la condicion de habilitacion (x, t, sent) 2 sz 1.set waitersj.
Aplicando la propiedad B.1.5, se obtiene que (x, t, received) =2 sz 1.set waitersj. En
esa situacion, la propiedad B.3.2 establece que (x, t) =2 sz 1.setPredj. Como la propie-
dad se cumple en sz 1 por hipotesis inductiva, es obvio que lo hace con el antecedente
falso. Si se produce el efecto indicado, el antecedente puede llegar a ser cierto siempre
que en una ruta aparezcan el par (x, t) seguido del par (j, tj). Dado que esta accion,
en el caso mencionado, no incorpora elementos en ningun tipo de ruta, se concluye
que la ruta se formo en un estado previo a su ejecucion. Por consiguiente, el nodo j
envio un mensaje ALG siendo (x, t) un par de setPredj. Para alcanzar la condicion
de habilitacion es necesario que el nodo x se active y vuelva a esperar de nuevo por el
nodo j. En el proceso de activacion, el tiempo asociado al nodo x se incrementa y, por
tanto, el tiempo registrado en una ruta no coincidira con el tiempo que se incorpora
el nodo x en setPredj. Segun este razonamiento, si el antecedente de la propiedad es
falso en sz 1, tambien lo sera en sz.
Por el contrario, las acciones z 2 fStartDelArcj(x, t): x 2 N ^ t 2 Ng, z 2
frcvINFj(x, m): x 2 N ^ m 2 MINFg y z = Abortj eliminan elementos del conjunto
setPredToInfj. En las dos primeras acciones, cuando se retira un par de setPredToInfj,
ese par ya no pertenece al conjunto setPredi. En consecuencia, la accion se cumple con
el antecedente y el consecuente falso. Ademas es posible que al ejecutarse la accion
z 2 fStartDelArcj(x, t): x 2 N ^ t 2 Ng solo se elimine el par de setPredj. En
este caso, el antecedente de la propiedad podra convertirse en falso. Considerando
la ejecucion de la accion z =Abortj, se observa que tambien se verica la propiedad
porque se vacan los conjuntos setPredj y setPredToInfj.

Esta propiedad describe una caracterstica importante de los mensajes AVS en
retroceso. Un mensaje con el campo fwd a true ha dejado de incluir una ruta correcta
porque se han borrado esperas del grafo. Se sabe con certeza que, al menos, el ultimo
nodo de la ruta se ha activado.
Propiedad B.2.48. Si 9 fi, jg  N que verican que 9 m 2 MAV S tal que m 2
s.channel(j, i) ^ m.fwd = true ) last(m.path) =2 s.setPredj.
Demostracion: En el estado inicial, s0, se cumple que 8 fi, jg  N : s0.channel(j,
i) =  por lo que la propiedad es cierta.
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Las acciones z 2 fStartDelArcj(x, t): x 2 N ^ t 2 Ng, z = Abortj y z 2
frcvAVSj(x, m0): x 2 N ^ m0 2 MAV Sg permiten la generacion de mensajes AVS,
m, en los que m.fwd vale true. El destino de los mensaje viene dado en las dos
primeras acciones por el identicador del penultimo par de una ruta almacenada en
sz 1.set st avsj y en la ultima accion, por el identicador del penultimo par de la ruta
de m0. Como la ruta de los nuevos mensajes AVS verica que last(m.path) coincide
con el penultimo elemento de la ruta que sirve para su formacion y es condicion
necesaria, en los tres casos, que el par last(m.path) no este contenido en el conjunto
setPredj, la propiedad queda demostrada.
Las acciones z = rstAVSj y z = sndAVSj tambien genera un mensaje AVS
pero con el campo fwd a false. As que, no afectan al cumplimiento de la propiedad.
Por otro lado, el antecedente de la propiedad puede llegar a ser falso si se considera
el efecto de la accion z 2 frcvAVSi(x, m0): x 2 N ^ m0 2 MAV Sg por el que se retira
del canal un mensaje AVS.
Considerando la variable setPredj, se puede observar que al ejecutar las acciones
z = Abortj, z 2 fStartDelArcj(x, t): x 2 N ^ t 2 Ng solo eliminan elementos de
setPred, por lo que pueden hacer cierto el consecuente. Como los efectos de esta accion
no generan ni eliminan mensajes AVS del canal y tampoco se a~naden elementos a
setPredj que pudieran hacer el consecuente falso, se concluye que la propiedad es
cierta.
Por el contrario, la accion z 2 fEndAddArcj(x, t): x 2 N ^ t 2 Ng incorpora el
par (x, t) a sz.setPredj. Como los efectos de la accion no generan ni retiran del canal
ningun mensaje AVS, el consecuente de la propiedad podra llegar a ser falso si (x,
t) = last(m.path), donde m es un mensaje AVS que cumple la propiedad en sz 1.
Para que esta accion este habilitada es preciso que (x, t, sent) 2 sz 1.set waitersj. Por
la propiedad B.1.5, esa condicion equivale a que (x, t, received) =2 sz 1.set waitersj o
(x, t) =2 sz 1.setPredj segun la propiedad B.3.2. Dado que (x, t) debe aparecer como
ultimo elemento de la ruta del mensaje AVS en un estado sz1 previo a sz 1 y que
(x, t) =2 sz 1.setPredj, es necesario ejecutar la secuencia de acciones correspondiente
para que el nodo x se active e inicie una espera por el nodo j. Al activarse el nodo j,
su tiempo de activacion se incrementa. Esto impide que el tiempo asociado al nodo j
en la ruta del mensaje AVS coincida con el tiempo que quedara registrado cuando se
complete la espera por el nodo j. Por consiguiente, la propiedad tambien se cumple
al ejecutar esta accion.

Esta propiedad conrma que mientras en un canal haya un mensaje ALG con
tiempo correcto dirigido a un nodo o un nodo tenga almacenada una ruta en su corres-
pondiente st alg, siendo dummy o candidate, el nodo estara bloqueado (existira una
espera parcial o total en el grafo del sistema). En el caso del mensaje, esta bloqueado
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por el emisor del mismo y si se trata del mensaje almacenado, el bloqueo es por el
nodo que ocupa la primera posicion de la ruta (candidate) o por el que ocupa la
segunda posicion (dummy).
Propiedad B.2.49. Sea fi, jg  N . Si 9 sid 2 T, 9 p 2 P+: (ALG, s.tai, sid, p) 2
s.channel(j, i) _ (s.st algi = (sid, p) ^ ((s.status.algi = dummy ^ rst(p   rst(p)).id
= j ) _ (s.status.algi = candidate ^ rst(p).id = j ))) ) s.blockeri = j.
Demostracion: En el estado inicial, s0, se cumple que 8 fi, jg  N : s0.channel(j, i)
=  y s0.st algi = NULL, por lo que la propiedad es cierta. A continuacion se analizan
los efectos de las acciones que afectan a las variables de la propiedad.
Al ejecutarse las acciones z 2 fStartAddArcj(x ): x 2 Ng, z 2 fEndAddArcj(i,
t): t 2 Ng, z = initiatej, z 2 frcvALGj(x, m): x 2 N ^ m 2 MALGg y z 2
frcvINFj(x, m): x 2 N ^ m 2 MINFg puede generarse un mensaje de tipo ALG,
m, que vaya dirigido al nodo i y cuyo m.ta coincida con sz.tai o, segun la propiedad
B.3.1, sz.t activi. Este efecto tiene lugar siempre que el par (i, sz.tai) este contenido
en sz 1.setPredj o, lo que es lo mismo segun la propiedad B.3.2, (i, sz.t activi, recei-
ved) 2 sz 1.set waitersj. Por otra parte, la propiedad B.1.4 establece que, entonces,
sz 1.blockeri = j. Como ninguna de las acciones modica la variable tai ni la variable
blockeri, se concluye que la propiedad es cierta.
Obviamente, cuando se retira un mensaje ALG del canal, por efecto de la accion
z 2 frcvALGi(x, m): x 2 N ^ m 2 MALGg, el antecedente de la propiedad podra
llegar a ser falso.
Las unica accion que introduce la informacion requerida por el antecedente en
st algi es z 2 frcvALGi(j,m):m 2MALGg. Cuando se almacena el mensaje ALG sien-
do sz 1.status.algi = blocked, resulta que sz.status.algi = dummy y sz.st algi.path = (i,
sz.tai).m.path. Facilmente se puede comprobar que rst(sz.st algi.path   rst(sz.st algi.
path)) = rst(m.path). En el caso de que sz 1.status.algi = candidate, los efectos de
la accion mantienen el estado del nodo i y la ruta del mensaje ALG, m.path, se al-
macena tal cual en sz.st algi.path. Es evidente que entonces, rst(sz.st algi.path) =
rst(m.path). Tan solo resta indicar que rst(m.path).id es justamente el nodo j (pro-
piedad B.2.32). En ambos casos, por tanto, la existencia del mensaje ALG en sz 1 y
la hipotesis inductiva, concluye.
Por otra parte, si se considera el efecto por el cual sz.st algi = NULL, se deben
analizar las acciones z 2 fStartDelArci(x, t): x 2 N ^ t 2 Ng, z 2 frcvALGi(x,
m): x 2 N ^ m 2 MALGg cuando sz.status.algi = victim, z 2 frcvINFi(x, m): x 2
N ^ m 2 MINFg y z 2 frcvAVSi(x, m): x 2 N ^ m 2 MAV Sg cuando sz.status.algi
pasa a ser victim. En todos estas situaciones, el antecedente podra llegar a ser falso.
Otra variable a estudiar es status.algi. La unica accion que permite alcanzar el
estado dummy es z 2 frcvALGi(x, m): x 2 N ^ m 2 MALGg. Este cambio de estado
hace que el antecedente sea cierto como se acaba mencionar. Del mismo modo las
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acciones z 2 fStartAddArci(x ): x 2 Ng, z = initiatei, z 2 frcvALGi(x, m): x 2
N ^ m 2 MALGg y z 2 frcvINFi(x, m): x 2 N ^ m 2 MINFg pueden convertir
status.algi en candidate. Salvo la accion z 2 frcvALGi(x, m): x 2 N ^ m 2 MALGg
que viene acompa~nada de otro efecto que introduce informacion en sz.st algi y ya se
ha comprobado que verica la propiedad, el resto de acciones hacen que sz.st algi
= NULL. La condicion de habilitacion de las dos primeras acciones requiere que:
sz 1.status.algi = blocked y sz 1.status.idi = known. La propiedad B.2.13 que en esa
situacion, sz 1.st algi = NULL y los efectos no modican esta variable. Para la accion
z 2 frcvINFi(x, m): x 2 N ^ m 2 MINFg es evidente que sz.st algi = NULL porque
es uno de los efectos de la propia accion.
Respecto a la variable blockeri, la ejecucion de la accion z = StartAddArci(j )
provoca que sz.blockeri = j (consecuente cierto). En cambio, las acciones z = Aborti
y z 2 fEndDelArci(x ): x 2 Ng tienen como efecto sz.blockeri = NULL. Esto implica
que para probar que la propiedad es cierta en sz hay que demostrar que el antecedente
es falso. Si se considera la variable st algi, la condicion de habilitacion de la accion
z = Aborti indica que sz 1.status.algi = victim. En ese estado, de acuerdo con la
propiedad B.2.12, sz 1.st algi = NULL. Como esta variable no cambia su valor al
ejecutar la accion, el antecedente solo podra ser cierto si en sz existe un mensaje
ALG con destino el nodo i. En el caso de la accion z 2 fEndDelArci(x ): x 2 Ng
puede suceder que sz.st algi = NULL o mantenga el contenido que tena en sz 1. Si
sz.st algi 6= NULL, dado que sz.status.algi = active, la segunda parte del antecedente
sera denitivamente falsa. Por consiguiente, con esta accion solo es posible que el
antecedente sea cierto si en sz existe un mensaje ALG dirigido al nodo i. Se sabe que
los efectos de ambas acciones ni generan ni eliminan mensajes ALG, pero incrementan
el tiempo de activacion del nodo i de forma que sz 1.tai < sz.tai. As que, si existe un
mensaje ALG en sz 1, tras la ejecucion de cualquiera de las acciones, m.ta < sz.tai
(propiedad B.2.2) y la propiedad se vericara con el antecedente falso.

En esta propiedad se establecen los posibles estados a los que puede evolucionar un
nodo candidato que mantiene sus predecesores. Observando las transiciones de estado
permitidas, se puede deducir que, en las condiciones indicadas, nunca podra conver-
tirse en dummy.
Propiedad B.2.50. Sea  = s0 1 s1: : : z sz: : : 2 execs(S ), una ejecucion de S. Sea
fi, jg  N . Sea t 2 N. Se verica que 9 z tal que sz.status.algi = candidate ^ (j, t) 2
sz.setPredi entonces 8 z0: z0 > z si (j, t) 2 sz0.setPredi ) sz0.status.algi 2 fcandidate,
active, victimg _ (sz0.status.algi = blocked ^ sz0.status.idi = unknown).
Demostracion: Se asume que en el estado sz sz.status.algi = candidate y (j, t) 2
sz.setPredi. Esta situacion se ha podido alcanzar tras la ejecucion de z 2 fEndAddArci
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(j, t): t 2 Ng al incorporar (j, t) en el conjunto sz.setPredi, siendo sz 1.status.algi =
candidate. Otras posibilidades son las acciones: z 2 fStartAddArci(x ): x 2 Ng, z
= initiatei o z 2 frcvINFi(x, m): x 2 N ^ m 2 MINFg. Estas acciones convierten
status.algi en candidate siendo el par (j, t) de sz 1.setPredi. Para la demostracion de la
propiedad se van a estudiar las posibles evoluciones a partir de este estado avanzando
por una accion que modica bien setPredi bien status.algi.
Las acciones que pueden estar habilitadas en sz son:
z0 2 fEndAddArci(x, t): x 2 N ^ t 2 Ng. Los efectos de esta acion provocan
que un par (x, t) se incorpore al conjunto sz0.setPredi. Como en ningun caso se
elimina el par (j, t) del conjunto y el estado del nodo i no vara (sz0.status.algi
= candidate), la propiedad se cumple.
z0 2 fStartDelArci(j, t): t 2 Ng. Al ejecutarse esta accion se mantiene status.algi,
pero se retira el par (j, t) de setPredi. En estas circunstancias no se puede es-
tudiar la propiedad.
z0 2 fEndDelArci(x ): x 2 Ng. Con respecto a la ejecucion de esta accion
cuando sz.status.algi = candidate, la propiedad B.2.11 permite conrmar que el
par (j, t) forma parte tanto de sz.setPredi como de sz.setPredToInfi. Los efectos
de la accion no modican ninguno de estos conjuntos. Si, tras la ejecucion de
la accion, sz0.status.algi = active y sz0.status.idi = known, queda habilitada la
accion fStartAddArci(x, t): x 2 N ^ t 2 Ng. Como sz0.setPredToInfi 6= ;, si se
ejecutara la accion, status.algi volvera a ser candidate.
En el caso de que sz0.status.algi = active y sz0.status.idi = unknown es posible la
habilitacion de las acciones fStartAddArci(x, t): x 2 N ^ t 2 Ng o frcvINFi(x,
m): x 2 N ^m 2MINFg. En la primera posibilidad, el nodo i cambia status.algi
a blocked, manteniendo el contenido de setPredi y status.idi como unknown. En
esta nueva situacion la propiedad se verica o se permite la ejecucion posterior
de frcvINFi(x, m): x 2 N ^ m 2 MINFg. Los efectos de esta ultima provocan
que status.algi sea candidate de nuevo porque setPredToInfi 6= ;. Dado que no
se modica setPredi, es evidente que la propiedad se cumple. Si se ejecutara
directamente la accion frcvINFi(x, m): x 2 N ^ m 2 MINFg, el estado del
nodo i sera active-known y setPredi permanecera sin cambios, cumpliendose
la propiedad.
Cuando se ejecutan las acciones z0 2 frcvALGi(x, m): x 2 N ^ m 2 MALGg y
z0 2 frcvAVSi(x, m): x 2 N ^ m 2 MAV Sg siendo sz.status.algi = candidate, la
propiedad se verica ya que sz0.status.algi 2 fcandidate, victimg. Si sz0.status.algi
= victim, solo queda habilitada la accion Aborti. Entre los posibles efectos de
esta nueva accion destaca el que convierte status.algi en aborted y el que vaca
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el conjunto setPredi. Alcanzado el estado aborted, la propiedad B.1.6 asegura
que status.algi ya no variara. Como en setPredi no habra ningun elemento, se
dejan de cumplir las condiciones que marca la propiedad.
Aunque las acciones z0 = rstAVSi, z0 2 fdltINFi(x, m): x 2 N ^ m 2MINFg,
z0 2 frcvAVSRSPi(x, m): x 2 N ^ m 2 MAV SRSPg, z0 = sndAVSi y z0 =
sndAVSRSPi estan habilitadas, sus efectos no modican ni la variable setPredi
ni status.algi. La propiedad queda demostrada.

La siguiente propiedad sirve para caracterizar a los nodos candidatos que, al recibir
el mensaje ALG de su candidato sucesor mas proximo, respondieron con un mensaje
AVS porque su identidad simulada era superior. Los candidatos que estan en esta
situacion no tienen informcion almacenada en su correspondiente st avsrsp. Mientras
el proceso de deteccion no avance y se localice a un candidato sucesor de mayor
identidad simulada que el, este almacen permanecera vaco.
Propiedad B.2.51. 8 i 2 N se verica que s.status.algi = candidate ^ s.norstAVSi
= false ^ s.cand succi < s.sim idi ) s.st avsrspi = NULL.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi =
active, por lo que la propiedad es cierta. A continuacion, se analizan los cambios que
se producen en las variables de la propiedad al ejecutar las diferentes acciones.
Las acciones z 2 fStartAddArci(x ): x 2 Ng, z 2 fEndDelArci(x ): x 2 Ng, z
= Aborti, z 2 frcvALGi(x, m): x 2 N ^ m 2 MALGg y z 2 frcvAVSi(x, m): x 2
N ^ m 2 MAV Sg pueden modicar el estado del nodo i de modo que sz.status.algi 6=
candidate. Este efecto convierte en falso el antecedente de la propiedad. En cambio,
al ejecutarse las acciones z 2 fStartAddArci(x ): x 2 Ng, z = initiatei y z 2
frcvINFi(x,m): x 2N ^m 2MINFg, es posible que sz.status.algi pase a ser candidate.
Para que esten habilitadas estas acciones, sz 1.status.algi 2 fblocked, activeg. La
propiedad B.2.14 establece que en cualquiera de esos estados sz 1.st avsrspi = NULL.
Como los efectos de la accion no cambian la variable st avsrspi, se puede armar que
la propiedad es cierta en sz.
Considerando la variable norstAVSi, es obvio que la propiedad se verica cuando
se ejecuta la accion z = rstAVSi porque esta adquiere el valor false. Las acciones
en las que norstAVSi toma el valor true no se mencionan porque tambien modican
status.alg y ya han sido analizadas. Los efectos que modican sim idi se localizan en
las acciones z 2 fStartDelArci(x, t): x 2 N ^ t 2 Ng, z = Aborti y z 2 frcvINFi(x,
m): x 2 N ^ m 2MINFg. Tras ejecutar la primera, sz.norstAVSi = true y sz.sim idi
se reinicializa mientras status.algi permanece siendo active. Segun la propiedad B.2.14
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a ese estado le corresponde que sz.st avsrspi = NULL. Por otro lado, las dos ultimas
acciones ya han sido comprobadas al estudiar otras variables que intervienen en la
propiedad.
Por otra parte, las unicas acciones que incluyen informacion en sz.st avsrspi son
z 2 frcvALGi(x, m): x 2 N ^ m 2 MALGg y z 2 frcvAVSRSPi(x, m): x 2 N
^ m 2 MAV SRSPg. En el caso de la primera accion, el efecto se produce siendo
sz.cand succi > sz.sim idi. Esto implica que el antecedente de la propiedad es falso
en sz. Para comprobar que la propiedad se cumple al ejecutar la segunda accion
hay que analizar el mensaje AVSRSP, m, que se retira del canal y se almacena en
sz.st avsrspi. De acuerdo con la propiedad B.2.18, el primer elemento de la ruta de ese
mensaje es (i, t) y ademas m.ta coincide con t. Como el almacenamiento del mensaje
tiene lugar cuando m.ta = sz 1.tai, se puede aplicar la propiedad B.2.25 obteniendose
la siguiente relacion, m.sid > sz 1.sim idi. Otro efecto que se produce en este caso
consiste en que sz.cand succi adquiera el valor de m.sid. Sustituyendo estas variables
en la desigualdad anterior resulta que sz.cand succi > sz.sim idi y el antecedente de
la propiedad es falso.
La variable cand succ puede adoptar el valorNULL tras la ejecucion de las acciones
z 2 fEndDelArci(x ): x 2 Ng, z 2 frcvALGi(x, m): x 2 N ^ m 2 MALGg y z
2 frcvAVSi(x, m): x 2 N ^ m 2 MAV Sg. Este cambio en cand succ no afecta al
cumplimiento de la propiedad porque va acompa~nado de un cambio en status.alg
ya mencionado. Sin embargo, conviene comentar que cualquier otro valor posible de
cand succ es superior a NULL, 8 i 2 N , 8 t 2 N y 8  2 N se considera que (i, t,
) > NULL. 
Gracias a la siguiente propiedad se puede asegurar que la tercera componente del
campo sid, que se transmite en un mensaje INF, es siempre distinta de la cadena
vaca. De esta manera, se marca que el mensaje INF supera en su trayecto la primera
o sucesivas esperas rotas del sistema.
Propiedad B.2.52. Sea fi, jg  N . Si 9 id 2 N , 9 fta, tg  N, 9 nu 2 N: (INF,
(id, ta, nu), t) 2 s.channel(i, j ) ) nu 6= .
Demostracion: En el estado inicial, s0, 8 fi, jg  N se cumple que s0.channel(i,
j ) = , por lo que la propiedad es cierta.
Las acciones z 2 fStartDelArci(j, t): t 2 Ng y z = Aborti generan un mensaje de
tipo INF. El campo sid de este mensaje es construido a partir del valor de sz 1.sim idi,
esto es, (sz 1.sim idi.id, sz 1.sim idi.ta, sz 1.sim idi.nu : sz 1.conti). Como la variable
conti inicialmente tiene el valor 1 y se incrementa en una unidad para cada mensaje
INF que el nodo i enva, resulta evidente que el valor correspondiente a nu es distinto
a  y la variable conti siempre cuenta con un valor. Del mismo modo, si se forman
nuevos mensajes INF por efecto de la accion z 2 frcvINFi(x, m0): x 2 N ^ m0
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2 MINFg, el campo nu de la variable sid que incluyen los mensajes consiste en la
concatenacion de sz.sim idi.nu y sz.conti. Como la variable conti siempre dispone de
valor nu 6= .
Por otra parte, al ejecutarse las acciones z 2 fdltINFj(i, m): m 2 MINFg y z 2
frcvINFj(i, m): m 2 MINFg se produce como efecto la retirada del mensaje INF que
ocupaba el canal en sz 1. Es evidente que este efecto puede hacer falso el antecedente
de la propiedad.

De acuerdo a esta propiedad, se puede armar que los nodos que tienen informa-
cion en su setPredToInf y su identidad simulada coincide con un valor inicializado
son nodos bloqueados en el medio.
Propiedad B.2.53. Sea i 2 N . Si s.setPredToInfi 6= ; ^ s.sim idi = (i, s.tai, ) )
s.statei = blocked.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.setPredToInfi =
; por lo que la propiedad es cierta.
Al ejecutarse las siguientes acciones z 2 fStartAddArci(x ): x 2 Ng, z = initiatei,
z 2 frcvALGi(x, m): x 2 N ^ m 2 MALGg, z 2 frcvAVSi(x, m): x 2 N ^ m
2 MAV Sg y z 2 frcvINFi(x, m): x 2 N ^ m 2 MINFg, se puede modicar la
variable statusi de manera que sz.status.algi 2 fblocked, dummy, candidate, victimg.
Dados cualquiera de esos estados, la propiedad B.3.4 establece que sz.statei = blocked.
As que, la propiedad se verica con el consecuente cierto.
En lo que respecta al conjunto setPredToInfi, la accion z = Aborti elimina todos
sus elementos. Por tanto, los efectos de esta accion convierten en falso el antecedente
de la propiedad.
Si se ejecuta la accion z 2 fEndAddArci(x, t): x 2 N ^ t 2 Ng es posible
que se incorpore el par (x, t) al conjunto sz.setPredToInfi. Este efecto se produce solo
cuando sz 1.status.algi 2 fdummy, candidateg. Como la variable status.algi no vara y
la propiedad B.3.4 indica que esos estados equivalen a sz.statei = blocked, se concluye
que, en este supuesto, la propiedad se verica con el consecuente cierto.
Las acciones que pueden eliminar elementos del conjunto setPredToInfi son z 2
fStartDelArci(x, t): x 2 N ^ t 2 Ng y z 2 frcvINFi(x, m): x 2 N ^ m 2 MINFg.
Si, tras ejecutarse estas acciones, sz.setPredToInfi = ;, es obvio que la propiedad se
cumple con el antecedente falso. En cambio, en el caso de que al eliminar un par
de setPredToInfi resulte sz.setPredToInfi 6= ;, se podra aplicar la hipotesis inductiva
para demostrar la propiedad siempre que el resto de variables no cambien su valor.
Los efectos que modican la variable sim idi se producen al ejecutar las acciones
z 2 fStartDelArci(x, t): x 2 N ^ t 2 Ng, z = Aborti y z 2 frcvINFi(x, m): x 2
N ^ m 2 MINFg. En los tres casos, sz.sim idi adquiere el valor (i, sz.tai, ) siendo
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sz.setPredToInfi = ; (antecedente falso). Para conrmar que sz.setPredToInfi = ; en
el efecto comentado de z 2 fStartDelArci(x, t): x 2 N ^ t 2 Ng es preciso considerar
la propiedad B.2.4 que asegura que sz.setPredToInfi esta vaco, si sz.setPredi = ; y
sz.status.idi = known. Por otra parte, es posible que sz.sim idi adopte otro valor,
diferente a sz 1.sim idi, por efecto de la accion z 2 frcvINFi(x, m): x 2 N ^ m 2
MINFg. Si sz.sim idi = m.sid siendo m el mensaje INF que estaba en el canal en sz 1,
la propiedad queda demostrada porque la propiedad B.2.52 asegura que m.sid.nu 6=
.
Por ultimo, si se analiza el cambio en la variable tai cuando se ejecuta la accion
z 2 fEndDelArci(x ): x 2 Ng, resulta evidente que el antecedente de la propiedad
pasa a ser falso porque el tiempo de activacion del nodo i se incrementa (sz 1.tai <
sz.tai), pero sim idi no se actualiza y sz.sim idi 6= (i, sz.tai, ).

Esta propiedad recoge todos las posibilidades de evolucion en el sistema y como
afecta a la recepcion y al almacenamiento de los mensajes ALG. Ademas, se asegura
que la identidad simulada del nodo candidato mayor conocido mediante este tipo
de mensajes se preserva. Si ese nodo candidato se activa, el resto de nodos que le
preceden podran enterarse de la situacion y adaptarse a los cambios necesarios para
que el proceso de deteccion pueda continuar. Para ello, es necesario disponer de un
camino de esperas borradas, ewait (denicion 6.1.1 del captulo 6).
Propiedad B.2.54. Sea fi, j, k, ng  N , sea fsid, sid0g 2 T y sea fp, p0g 2 P. Se
verican simultaneamente las aserciones A1, A2 y A3.
A1 : (ALG, s.tai, sid, p) 2 s.channel(j, i) )
(s.status.idj = known ^
 C1-1 : ((sid  s.sim idj ^ (i, s.tai) 2 s.setPredToInfj) _
 C1-2 : (s.status.algj = dummy ^ (i, s.tai) 2 s.setPredToInfj) _
 C1-3 : ((INF, sid0, s.tai) 2 s.channel(j, i) ^ sid0 > sid)))
_
(s.status.idj = unknown ^ ((i, s.tai, received) 2 s.set waitersj _ (i, s.tai, relea-
sed) 2 s.set waitersj) ^
 C1-4 : (((i, s.tai) 2 s.setPredToInfj ^ (INF, sid0, s.t unkj) 2 s.channel(k,
j ) ^ ((s.inf needj = true ^ s.sim idj  sid) _ (s.inf needj = false ^ sid0
> sid))) _
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 C1-5 : ((i, s.tai) 2 s.setPredToInfj ^ ewait(j, last(p0).id, p0, s) ^ (INF, sid0,
s.t unklast(p0):id) 2 s.channel(n, last(p0).id) ^
 ((last(p).id 2 nodes(p0) ^ sz.sim idlast(p):id  sid ^ 8 (x, tx) 2 (visi-
ted nodes(p)-last(p)): s.inf needx = false ^ s.inf needlast(p):id = true)
_
 (last(p).id =2 nodes(p0) ^ sid0 > sid ^ 8 (x, tx) 2 visited nodes(p0):
s.inf needx = false))))
A2 : s.st algi = (sid, p) ^ s.t unki = s.tai ^ s.blockeri = j )
(s.status.idj = known ^
 C2-1 : (((sid  s.sim idj ^ (i, s.tai) 2 s.setPredToInfj) _
 C2-2 : (s.status.algj = dummy ^ (i, s.tai) 2 s.setPredToInfj) _
 C2-3 : ((INF, sid0, s.t unki) 2 s.channel(j, i) ^ sid0 > sid)))
_
(s.status.idj = unknown ^
 C2-4 : ((i, s.tai, received) 2 s.set waitersj ^
 C2-4a: ((ewait(j, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2
s.channel(n, last(p0).id) ^
 ((last(p).id 2 nodes(p0) ^ s.sim idlast(p):id  sid ^ 8 (x, tx) 2 (vi-
sited nodes(p)   last(p)): s.inf needx = false ^ s.inf needlast(p):id
= true) _
 (last(p).id =2 nodes(p0) ^ sid0 > sid ^ 8 (x, tx) 2 visited nodes(p0):
s.inf needx = false))
_
 C2-4b: ((INF, sid0, s.t unkj) 2 s.channel(k, j ) ^ ((s.inf needj = true
^ s.sim idj  sid) _ (s.inf needj = false ^ sid0 > sid))))))
_
 C2-5 : ((i, s.tai, released) 2 s.set waitersj ^ ewait(i, last(p0).id, p0, s) ^
(INF, sid0, s.t unklast(p0):id) 2 s.channel(n, last(p0).id) ^
 ((last(p).id 2 nodes(p0) ^ s.sim idlast(p):id  sid ^ 8 (x, tx) 2 (visi-
ted nodes(p)  last(p)  rst(p0)): s.inf needx = false ^ s.inf needlast(p):id
= true) _
 (last(p).id =2 nodes(p0) ^ sid0 > sid ^ 8 (x, tx) 2 (visited nodes(p0) 
rst(p0)): s.inf needx = false))))
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A3 : s.st algi = (sid, p) ^ s.t unki 6= s.tai )
C3-1 : (ewait(i, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel(n,
last(p0).id) ^
 ((last(p).id 2 nodes(p0) ^ s.sim idlast(p):id  sid ^ 8 (x, tx) 2 (visited nodes(p)
  last(p)   rst(p0)): s.inf needx = false ^ s.inf needlast(p):id = true) _
 (last(p).id =2 nodes(p0) ^ sid0 > sid ^ 8 (x, tx) 2 (visited nodes(p0)  
rst(p0)): s.inf needx = false)))
_
C3-2 : ((INF, sid0, s.t unki) 2 s.channel(j, i) ^ sid0 > sid)
Demostracion: En el estado inicial, s0, 8 fi, jg  N se cumple que s0.st algi =
NULL y s0.channel(i, j ) =  por lo que viola el antecedente de las tres aserciones.
z 2 fStartAddArcj(x ): x 2 Ng. Cuando sz 1.status.idj = known es posible
que se genere de un mensaje ALG con destino al nodo i, m, que haga cierto el
antecedente (A1 ). Como al mismo tiempo se incorpora el par (i, sz.tai) en el
conjunto sz.setPredToInfj y el campo sid del mensaje coincide con sz.sim idj, el
consecuente de la propiedad (C1-1 ) tambien es cierto al considerar este efecto.
z = StartAddArci(j ). Esta accion no puede hacer cierto ni el antecedente de
A1 ni el de A3 ni tampoco modica ninguna de las variables asociadas al nodo
i, que aparecen en sus distintos consecuentes. Al ejecutarse esta accion, la tupla
(i, sz.tai, sent) se incorpora a sz.set waitersj.
Por otra parte, el antecedente A2 de la propiedad podra convertirse en cierto
siendo falso en sz 1 ya que sz.blockeri = j. Para que esto sea posible es preciso
que sz 1.st algi 6= NULL y sz 1.t unki = sz 1.tai. Cuando la accion esta habi-
litada sz 1.status.algi = active. Si sz 1.status.idi = known, la propiedad B.2.13
establece que sz 1.st algi = NULL. Dado que los efectos de la accion en este ca-
so no modican esta variable, el antecedente de la propiedad sera falso en sz 1
aunque se a~nada el nodo j como blockeri. Del mismo modo, si sz 1.status.idi
= unknown el antecedente de la propiedad es falso en sz 1 segun la propiedad
B.2.31 porque sz 1.t unki 6= sz 1.tai. Esta variables no cambian al ejecutar la
accion y el antecedente de la propiedad sera falso en sz aunque blockeri pase a
ser el nodo j.
z 2 fEndAddArcj(i, t): t 2 Ng. Uno de los posibles efectos de esta accion con-
siste en la formacion de un mensaje ALG, m, que cumple que m 2 sz.channel(j,
i) y m.ta = sz.tai. Si sz 1.status.algj = dummy, la ejecucion de la accion no
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modica la variable status.algj y el consecuente C1-2 se hace cierto porque
(i, sz.tai) 2 sz.setPredToInfj. Cuando sz 1.status.algj = candidate se verica
que m.sid = sz 1.sim idj y (i, sz.tai) 2 sz.setPredToInfj. Como sz 1.sim idj =
sz.sim idj es obvio que la propiedad se cumple con el consecuente C1-1 cierto. Si
en sz 1 el antecedente A2 era verdadero, por hipotesis inductiva el consecuente
C2-5 tena que ser verdadero y (i, sz 1.tai, released). Esto impide que la accion
este habilitada.
z 2 fEndAddArci(j, t): t 2 Ng. Aunque las variables relacionadas con el nodo
i que aparecen en el antecedente de la propiedad no se ven modicadas, se debe
comprobar que la estructura tanto de ewait(i, last(p0), p0, sz) como de ewait(j,
last(p0), p0, sz) sigue cumpliendo la denicion tras la ejecucion de la accion.
Considerando ewait(j, last(p0), p0, sz 1), si (i, sz.tai) se incluye en sz.setPredj
z 2 fStartDelArci(j, t): t 2 Ng. Suponiendo que sz 1.status.algj = aborted,
los efectos de la accion no modican el valor de ninguna de las variables que
participan en la propiedad. Aplicando la hipotesis inductiva, se concluye. Por
otro lado, en el supuesto de que sz 1.status.algi = active, como los efectos de la
accion no introducen cambios en ninguna variable asociada al nodo j y no se
retiran los mensajes ALG o INF que pudieran tener como destino el nodo i, la
hipotesis inductiva concluye. Entre los posibles efectos de la accion esta el que
hace que sz.t unki pase a valer  1 a la vez que se vaca sz.st algi. Obviamente
estos cambios pueden convertir en falsos los antecedentes de la propiedad.
z 2 fStartDelArcj(i, t): t 2 Ng. Cuando la accion queda habilitada siendo
sz 1.status.algi = aborted, la propiedad en sz 1 se verica con el antecedente
falso. Segun la propiedad B.2.12, sz 1.st algi = NULL y, la propiedad B.2.8
conrma que el tiempo asociado a un mensaje ALG dirigido al nodo i es inferior
a sz 1.tai. Despues de ejecutarse la accion, la propiedad sigue vericandose con
el antecedente falso porque no hay cambios en las variables y mensajes citados.
Si sz 1.status.algj = active y los antecedentes de la propiedad son falsos en sz 1,
la propiedad sigue siendo cierta porque las variables del antecedente no varan a
excepcion de set waitersj que elimina la tupla (i, sz 1.tai, received). Este cambio
no inuye porque en lugar de esta tupla se incorpora la tupla (i, sz.tai, released)
que puede aparecer igualmente en el antecedente en sz 1. Ademas, los efectos
de la accion no generan ni retiran mensajes de tipo ALG dirigidos al nodo i.
Por las mismas razones, la ejecucion de la accion mantiene como ciertos los
antecedentes de la propiedad si lo eran en sz 1. Sin embargo, en esta situacion
deben analizarse las variables de los posibles consecuentes para comprobar que
alguno de ellos sigue siendo cierto tras ejecutarse la accion.
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Cuando sz 1.status.idj = known se pueden vericar tanto los consecuentes C1-1
y C1-3 asociados al antecedente A1 como C2-1 y C2-3 asociados al antecedente
A2. Los efectos de la accion hacen que C1-1 o C3-1 pasen a ser falsos debido
a que el par (i, sz 1.tai) se suprime del conjunto setPredToInfj, pero al mismo
tiempo se forma un mensaje INF del nodo j al nodo i que verica C1-3 o
C2-3 respectivamente. En ambos casos la caracterstica temporal del mensaje
INF es correcta porque las variables tai y t unki no cambian. Por otra parte,
el campo sid0 es mayor que el correspondiente campo sid del mensaje ALG del
antecedente A1 o del mensaje almacenado en st algi (antecedente A2 ). Para
vericarlo basta con recordar que ss 1.sim idj era superior a ellos y nalmente,
sid0 se construye a partir de ss 1.sim idj cumpliendo la relacion de orden. Es facil
comprobar que C1-3 y C2-3 seguiran siendo ciertos en sz porque el mensaje
INF existente en el canal y el resto de variables incluidas en ellos no sufren
variaciones.
En el caso que sz 1.status.idj = unknown, se observa que los consecuentes posi-
bles para los antecedentes A1 (C1-4 y C1-5 ) y A3 (C3-1 y C3-2 ), al ejecutarse
la accion, siguen vericandose. En este supuesto de ejecucion, las variables que
conforman estos consecuentes no cambian, los mensajes INF no se retiran del
canal y mantienen sus caractersticas y las rutas tipo ewait cumplen la de-
nicion. Aunque la habilitacion de la accion requiere que el par (i, sz 1.tai)
este contenido en sz 1.setPredj, la existencia de ewait(i, last(p0), p0, sz 1), como
indica C3-1, supone que el nodo i se desactivo y volvio a bloquearse con un
tiempo de activacion distinto al registrado en dicho ewait antes de que la accion
pueda ejecutarse. Esto implica que la denicion de este ewait se verica tras
ejecutar la accion.
Considerando cierto el antecedente A2 en sz 1 y aplicando la hipotesis inducti-
va, se deduce que en sz 1 se cumple el consecuente C2-4a o C2-4b porque son
los unicos que satisfacen la condicion de habilitacion, (i, sz 1.tai, received) 2
sz 1.set waitersj. Para que la propiedad se cumpla es preciso, en ambos casos,
que se cumpla el consecuente C2-5 ya que los efectos de la accion hacen que (i,
sz.tai, released) pase a formar parte de sz.set waitersj y conserva los valores de
tai y status.idj. El mensaje INF del consecuente C2-5 es exactamente el que
incluye el consecuente C2-4a, pero el camino ewait se ampla y pasa a tener
como primer elemento el nodo i por efectos de la accion. Aunque el par (i,
sz.tai) deja de pertenecer al conjunto setPredj sigue perteneciendo al conjunto
setPredToInfj. La propiedad B.2.42 asegura que, en las condiciones del antece-
dente A2, (i, sz 1.tai) 2 sz 1.setPredToInfj. Dado que los efectos de la accion
no modican la variable t unki, el campo sid almacenado en st algi y tanto las
variables inf need como sim id de los nodos que forman parte de las rutas p y
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p0 en sz 1. Por todo ello, se cumple la denicion ewait(i, last(p0), p0, sz) y el
consecuente C2-5 en sz.
Observando el consecuente C2-4b se aprecia que el mensaje INF existente en
sz 1 viaja del nodo k al nodo j. Cuando se ejecuta la accion, se forma un camino
ewait (i, last(p0), p0, sz) similar al descrito para el consecuente C2-4a. La ruta
p0 solo contiene al nodo i y al nodo j. Por otra parte, el mensaje INF sigue en
el canal en sz, pero empleando las referencias de ruta p0, su origen es el nodo n
(antes nodo k) y su destino es last(p0), o sea, el nodo j. De acuerdo con el valor
de sz 1.inf needj se cumple caractersticas diferentes que recoge el consecuente
C2-5.
Si sz 1.inf needj = true, el nodo j, antes de que sz 1.status.idj = unknown,
era candidate. En consecuencia, la ruta p almacenada en sz 1.st algi se corres-
ponde practicamente con el mensaje ALG que envio el nodo j y last(p).id =
j. Esto conrma que last(p).id 2 nodes(p0) manteniendose, al ejecutar la ac-
cion,sz.sim idj  sid. Tambien se cumple que todos los nodos de p excepto el
ultimo nodo de p (nodo j ) y el primero de p0 (nodo i) Como p0 tiene precisa-
mente solo esos dos nodos, no se puede conocer el valor de inf need para ningun
otro nodo. Como inf needj no vara, sz.inf needj = true, conrmando que el
consecuente C2-5 en sz es cierto en este caso.
Cuando sz 1.inf needj = false, se sabe que el nodo j era dummy antes de que
sz 1.status.idj = unknown. En esa situacion se deduce que las rutas almace-
nadas en sz 1.st algi y en sz 1.st algj coinciden practicamente en su totali-
dad y obligatoriamente en su ultimo par. Si last(p).id =2 nodes(p0) entonces
last(sz 1.st algj.path).id =2 nodes(p0) y, por tanto, el nodo que mando el men-
saje ALG almacenado no esta contenido en p0. Esto implica que sid0 > sid en
sz porque sz 1.st algi = sz 1.st algi. Ademas, de los nodos que forman parte
de p0 a excepcion del primero, se conoce el valor de su inf need. En este caso
solo del nodo j que es last(p0.id) y que no ha variado al ejecutar la accion,
siendo sz.inf needj = false. De esta forma, se concluye que el consecuente C2-5
se verica en sz.
z 2 fEndDelArci(x ): x 2 Ng. Si el antecedente A1 era cierto en sz 1, al ejecu-
tarse esta accion se incrementa el tiempo de activacion del nodo i, la condicion
temporal del mensaje ALG deja de cumplirse porque m.ta < sz.tai y el antece-
dente pasa a ser falso. Por otra parte, cuando el antecedente A2 de la propiedad
se vericaba en sz 1, el efecto de la accion que hace que sz.blockeri = NULL
convierte en falso el antecedente. El antecedente A2 tambien podra llegar a ser
falso al eliminarse el elemento (i, sz 1.tai, released) del conjunto set waitersj. En
el caso de que la propiedad fuera cierta en sz 1 vericandose el antecedente A3,
sz 1.status.idi = unknown de acuerdo a la propiedad B.2.31. Los efectos de la
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accion en este estado no modican ni st algi ni t unki. Ademas, no se retiran ni
generan mensajes INF y en la ruta ewait(i, last(p0).id, p0, sz 1) no se producen
cambios. Esto permite concluir que la propiedad sigue cumpliendose en sz ya
que el consecuente C3-1 o C3-2 sera cierto por hipotesis inductiva.
z 2 fEndDelArcj(x ): x 2 Ng. La propiedad sigue vericandose en sz si el an-
tecedente era falso en sz 1 porque no se generan mensajes ALG hacia el nodo
i, no se modican las variables asociadas al nodo i ni tampoco el contenido de
set waitersj. Considerando que en sz 1 antecedente y consecuente de la propie-
dad son ciertos, la ejecucion de la accion podra hacer el consecuente falso. Si el
antecedente A1 o A2 se verican siendo sz 1.status.idj = known, las variables
involucradas tanto en los consecuentes C1-1 y C1-3 como en C2-1 y en C2-3
no se ven modicadas y los consecuentes siguen siendo ciertos en sz. En cambio,
si se verican en sz 1 el consecuente C1-2 y su correspondiente antecedente o
C2-2 y el antecedente A2, esto es, sz 1.status.algj = dummy y (i, sz 1.tai) 2
sz 1.setPredToInfj, debe comprobarse que, tras la ejecucion de la accion, alguno
de los consecuentes en los que sz.status.idj = unknown se cumple.
Para el antecedente A1 podra ser cierto C1-4 o C1-5 y para el antecedente
A2, podra cumplirse en sz el consecuente C2-4a o C2-4b. Del nodo j se sa-
be que: (i, sz 1.tai) 2 sz 1.setPredj (propiedad B.2.11), sz 1.st algj 6= NULL
(propiedad B.2.30), sz 1.t unkj = sz 1.taj (propiedad B.2.29), sz 1.status.idj =
known (propiedad B.2.15) y por la condicion de habilitacion sz 1.blockerj = x.
Teniendo en cuenta toda esta informacion, se deduce que el nodo x verica esta
misma propiedad en sz 1 con el antecedente A2 cierto y, por hipotesis inductiva,
se debe cumplir el consecuente C2-3 (sz 1.status.idx = known) o el consecuente
C2-5 (sz 1.status.idx = unknown). El resto de consecuentes se descartan debido
a la condicion de habilitacion de la accion que exige que (j, sz 1.taj, released)
2 sz 1.set waitersx o bien sz 1.status.algx = aborted. Combinando la propiedad
B.1.5 y la propiedad B.3.2 para la primera opcion se conrma que (j, sz 1.taj)
=2 sz 1.setPredx y se obtiene la misma conclusion aplicando la propiedad B.2.10
en la segunda opcion de habilitacion (imposibles consecuentes C2-4a y C2-4b).
Ademas, usando este resultado y la propiedad B.2.4, se establece que (j, sz 1.taj)
=2 sz 1.setPredToInfx siempre que sz 1.status.idx sea known (incompatible con
C2-1 y C2-2 ).
Cuando se ejecuta la accion y en sz 1 exista un mensaje INF del nodo x al nodo
j (consecuente C2-3 y sz 1.status.idx = known), este mensaje se mantiene en
el canal quedando descrito en los consecuentes C1-4 o C2-4b correspondientes
al antecedente A1 y A2 respectivamente. Como sz 1.status.algj = dummy, la
propiedad B.2.34 indica que sz 1.inf needj es false. Este valor no cambia tras la
ejecucion de la accion y determina la relacion que guarda sid0 con el campo sid
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tanto del antecedente A1 como del antecedente A2. En ambos casos el campo
sid coincide con el que contiene sz 1.st algj ya que es el que el nodo j, al pasar a
dummy, transmitio en el mensaje ALG (A1 ) o quedo almacenado en sz 1.st algi
a la recepcion de ese mensaje ALG (A2 ). Siendo as, resulta obvio que sid0 >
sz 1.st algj.sid (C2-3 ) y se cumpla que sid0 > sid tras ejecutarse la accion tal
y como se~nalan los consecuentes C1-4 o C2-4b segun el antecedente que se
considere.
Si sz 1.status.idx = unknown, el consecuente C2-5 describe la existencia de un
mensaje INF con destino el nodo last(p0).id siendo p0 la ruta a partir del cual se
dene el camino ewait(j, last(p0).id, p0, sz 1). Al ejecutarse la accion, el mensaje
INF y el camino ewait mencionado conservan todas sus caractersticas. Por
tanto, se conrma que, en sz, el consecuente C1-5 asociado al antecedente A1 es
cierto y, del mismo modo, el consecuente C2-4a correspondiente al antecedente
A2.
En caso de que el antecedente A1, A2 o A3 sea cierto en sz 1 y sz 1.status.idj
= unknown, la hipotesis inductiva establece que los consecuentes asociados al
primer antecedente de la propiedad C1-4 o C1-5 son ciertos y, para el segundo
antecedente C2-4a, C2-4b o C2-5 y para ultimo antecedente C3-1 o C3-2. Como
las variables que conforman todos esos consecuentes no se modican, los men-
sajes INF existentes en el canal no se retiran y no hay cambios en los caminos
ewait, la propiedad sigue vericandose en sz.
z = Aborti. Los efectos de la accion no retiran del canal el mensaje, pero
incrementan el tiempo de activacion del nodo i de manera que m.ta < sz.tai.
Esto implica que la propiedad se verica con el antecedente falso.
z = Abortj. Entre los posibles efectos de esta accion se encuentra la formacion
de un mensaje INF,m0, dirigido al nodo i ym0.ta = t, siempre y cuando el par (i,
t) pertenezca a sz 1.setPredToInfj. Para que se ejecute la accion es necesario que
sz 1.status.algj sea victim y, segun la propiedad B.2.15, entonces sz 1.status.idj
debe ser known. Como m.sid coincide con los campos de sz 1.sim idj salvo la
ultima componente que es sz 1.sim idj.nu:contj, se conrma que este mensaje
INF cumple que sz 1.sim idj < m0.sid. Para demostrar que el mensaje INF
hace cierto alguno de los consecuentes de la propiedad hay que comprobar que
el valor de m0.ta y de m0.sid son adecuados. Si el antecedente A1 era cierto en
sz 1 tambien lo era el consecuente C1-1 porque la propiedad B.2.6 descarta la
existencia de un mensaje INF y, por tanto, que el consecuente C1-3 sea posible.
Asumiendo que t = sz 1.tai y m.sid  sz 1.sim idj, se concluye que m.sid <
m0.sid y m0.ta = sz.tai. De forma similar se procede si el antecedente cierto en
sz 1 era A2. Considerando el unico consecuente posible, C2-1, resulta que t =
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sz 1.tai = sz 1.t unki y sz 1.st algi.sid  sz 1.sim idj. Por todo ello, el mensaje
INF creado cumple que sz.st algi.sid < m0.sid y m0.ta = sz.t unki. Por ultimo,
si el antecedente A3 se cumple en sz 1 se verica el consecuente C3-1 y se
excluye el C3-2 por la propiedad B.2.6. Tal y como indica el consecuente C3-
1 debe existir un camino ewait(i, last(p0), p0, sz 1). Suponiendo que el nodo j
formara parte de la ruta p0, sz 1.status.idj debera ser unknown y esto impedira
la ejecucion de esta accion.
z 2 fAbortx: x 2 N n fi, jgg. Tambien es preciso analizar como afecta el
cambio en la variable setPredToInfj en los caminos de tipo ewait que pudieran
existir en sz 1. En el caso de que el nodo j este contenido en ewait(i, last(p0),
p0, sz 1) la denicion de ewait no es compatible con la condicion de habilitacion
de la accion ya que sz 1.status.idj debe ser known y al formar parte de ese ewait
debera ser unknown. Si se considera el camino ewait(j, last(p0), p0, sz 1) por
denicion sz 1.t unkj = t. Por otra parte, al ejecutarse la accion, sz 1.status.algj
es victim y las propiedades B.2.12 y B.2.26 establecen que sz 1.st algj = NULL
y sz 1.t unkj =  1 respectivamente. Como el par (j, t) tiene que estar en el
conjunto setPredToInf de otro nodo y la propiedad B.2.1 asegura que t  1, se
deduce que sz 1.t unkj 6= t, en contradiccion con que el nodo j peteneca a ese
ewait.
z = initiatei. La precondicion de la accion se~nala que sz 1.status.algi es blocked
y sz 1.status.idi = known. La propiedad B.2.13 asegura que no hay ningun
elemento en st algi antes de ejecutarse la accion. Ademas, como los efectos de
la accion no cambian esta variable, se puede considerar que tan solo es posible
que el antecedente A1 sea cierto en sz 1. La hipotesis inductiva concluye en
este caso porque las caractersticas del antecedente A1 y de cualquiera de los
consecuentes que lleve asociado se conservan intactas.
z = initiatej. Al ejecutarse esta accion se puede generar un mensaje ALG, m,
con destino el nodo i y m.ta = sz 1.tai. Este mensaje hace cierto el antecedente
A1 de la propiedad y el consecuente C1-1 ya que, por efectos de la accion, m.sid
= sz.sim idj y el par (i, sz.tai) se incorpora en sz.setPredToInfj.
Dado que la accion modica la variable setPredToInf, se va a comprobar como
afecta ese efecto en los caminos ewait existentes en sz 1. Si es el primer nodo de
la ruta se incumple la denicion de ewait porque el valor de t unk asociado a ese
nodo es  1. En caso de que el nodo se situe en una posicion interior de la ruta, la
denicion de ewait exige que el status.id asociado sea unknown y la habilitacion
requiere que sea known. En resumen, cuando esta accion esta habilitada para
un nodo, no existe ningun camino ewait que lo contenga.
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z = rcvALGi(j, m). Tanto al retirar el mensaje ALG presente en el canal en
sz 1, m, como al producirse el efecto que convierte sz.status.algi en victim y
vaca sz.st algi, el antecedente de la propiedad podra llegar a ser falso.
Por otra parte, despues de ejecutar la accion puede que sz.st algi 6= ; ^ sz.t unki
= sz.tax. El antecedente A2 de la propiedad podra ser cierto si sz.blockeri =
j. El mensaje que se almacena procede del mensaje ALG que ocupaba el canal
en sz 1. Este mensaje cumpla la propiedad en sz 1 por hipotesis inductiva con
el antecedente y el consecuente ciertos, porque en el efecto analizado m.ta =
sz 1.tai. Tras la ejecucion de la accion, el consecuente de la propiedad sigue
siendo cierto ya que sz.st algi.sid = m.sid. As mismo, no cambian las varia-
bles asociadas al nodo j ni se eliminan mensajes de tipo INF. Si existe un
camino que cumple ewait(j, last(p0), p0, sz 1), cuando (i, sz 1.tai, released) 2
sz 1.set waitersj ^ sz 1.status.idj = unknown, al almacenarse el mensaje ALG
habra un camino que verica ewait(i, last(p0), p0, sz), haciendo cierto el conse-
cuente C2-4 o C2-5.
z 2 frcvALGj(x, m): x 2 N ^ m 2 MALGg. Un posible efecto de esta ac-
cion, cuando (i, sz 1.tai) 2 sz 1.setPredj y sz 1.status.algj = blocked, genera
un nuevo mensaje ALG, m0, dirigido al nodo i tal que m0.ta = sz 1.tai. Este
mensaje hace cierto el antecedente A1 de la propiedad. La creacion del mensaje
ALG va acompa~nada de los efectos: sz 1.status.algj = dummy y (i, sz.tai) 2
sz.setPredToInfj. Por tanto, el consecuente C1-2 tambien pasa a ser cierto.
z 2 frcvAVSi(x, m): x 2 N ^ m 2 MAV Sg. El antecedente A2 y A3 podran
llegar a ser falsos cuando los efectos de la accion consisten en el vaciado de
sz.st algi al pasar sz.status.algi a victim.
z 2 fdltINFi(j, m): m 2MINFg. La condicion de habilitacion exige la presencia
de un mensaje INF en el canal. Por eso, se van a analizar los casos en los que
los consecuentes son ciertos en sz 1. El mensaje INF que va del nodo j al nodo i
del consecuente C1-3 verica mINF .ta = sz 1.tai. Para que se retire el mensaje
por efecto de la accion, mINF .ta debera ser distinto de sz 1.tai. As que, la
accion no esta habilitada. Similarmente, el mensaje INF que se describe en el
consecuente C2-3 y en el consecuente C3-2 cumple que mINF .ta = sz 1.tunki.
En el primer caso, sz 1.tunki = sz 1.tai y la accion no se puede ejecutar. Aunque
en el consecuente C2-3 mINF .ta 6= sz 1.tai, la propiedad B.2.2 asegura que
sz 1.t unki  1, inhabilitando la accion.
z 2 fdltINFj(x, m): x 2 N ^ m 2 MINFg. Del mismo modo, los mensajes INF
dirigidos al nodo j correspondientes a los consecuentes C1-4 y C2-4b cumplen
que mINF .ta = sz 1.t unki. En estos casos la accion pdra estar habilitada si
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sz 1.t unki =  1, pero aplicando la propiedad B.2.2, resulta que 1  sz 1.t unki
se comprueba que nalmente la accion no esta habilitada.
z 2 fdltINFx(y, m): fx, yg  N ^ m 2 MINFg. Cuando los mensajes INF
se dirigen al ultimo elemento de un camino que verica la denicion de ewait,
esto es, x = last(p0), se requiere que mINF .ta = sz 1.t unklast(p0):id (consecuentes
C1-5, C2-4a, C2-5 y C3-1 ciertos en sz 1). Como la propiedad B.2.2 establece
que 1  mINF .ta, se tiene que 1  sz 1.t unklast(p0):id. Todo ello implica que
la accion no se podra ejecutar en tanto que sz 1.t unklast(p0):id toma un valor
distinto a  1.
z 2 frcvINFi(j, m): m 2 MINFg. Aunque el efecto inicial de esta accion con-
siste en retirar el mensaje INF existente en el canal en sz 1 y esto podra hacer
falso algun consecuente de la propiedad, otro efecto de la accion vaca st algi.
Si sz.st algi = NULL, los antecedentes A2 y A3 son falsos vericandose la pro-
piedad. Sin embargo, es posible que en sz 1 haya un mensaje ALG con destino
el nodo i y el tiempo correcto como indica el antecedente A1. La hipotesis
inductiva establece que en sz 1 se verica el consecuente C1-3 debido a la exis-
tencia del mensaje INF, m, en el canal, siendo m.ta = sz 1.tai. Por otra parte,
la condicion de habilitacion se~nala que m.ta = sz 1.t unki. Considerando estos
dos requisitos resulta que sz 1.tai = sz 1.t unki. La propiedad B.2.31 conrma
que es imposible que coincidan esos tiempos cuando sz 1.status.idi = unknown
(habilitacion) y por tanto, existe una contradiccion al suponer que existe un
mensaje AlG que hace el antecedente A1 cierto en sz 1.
Si en sz 1 el consecuente C2-3 o C3-2 fueran ciertos cumpliendose, por tanto,
la propiedad y se ejecutara la accion, el mensaje INF se retirara del canal, pero
tanto el antecedente A2 y A3 seran falsos y la propiedad seguira cumpliendose
en sz.
z 2 frcvINFj(x, m): x 2 N ^ m 2 MINFg. Al ejecutarse esta accion, se puede
formar un mensaje ALG, m0, dirigido al nodo i y con m0.ta = sz.tai. Como
la creacion del mensaje conlleva que (i, sz.tai) 2 sz.setPredToInfj y m0.sid =
sz.sim idj, la propiedad se verica siendo cierto el antecedente A1 y el conse-
cuente C1-1.
Tambien es posible que al ejecutar esta accion, se genere un mensaje INF, m0,
con destino el nodo i y m0.ta = sz 1.tai. Para ello es necesario que (i, sz 1.tai)
2 sz 1.setPredToInfj n sz 1.setPredj. Ademas, este nuevo mensaje INF cumple
que m0.sid > sz.sim idj segun la relacion de orden establecida. Dado que tras
la ejecucion de la accion sz.status.idj se convierte en known, se debera analizar
si este mensaje hace que el consecuente C1-3 o el C2-3 sea cierto.
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En el primer caso, se asume la existencia de un mensaje ALG del nodo j ha-
cia el nodo i que verica el antecedente A1. Dicho mensaje estaba ya pre-
sente en el canal en sz 1 porque la accion no lo genera. Como (i, sz 1.tai) =2
sz 1.setPredj, aplicando la propiedad B.2.38, se tiene que (i, sz 1.tai, released)
2 sz 1.set waitersj. Esta propiedad tambien considera la posibilidad de que
sz 1.statusi 6= aborted, pero en las condiciones establecidas en el antecedente,
m.ta = sz 1.tai, la propiedad B.2.8 niega la existencia de un mensaje ALG en el
canal dirigido al nodo i. Dado que el tiempo de activacion del nodo i no cambia
al ejecutar la accion y el mensaje INF del canal en sz 1 verica el consecuente
C1-4, la propiedad queda demostrada al cumplirse en sz el consecuente C1-3.
Si el valor de sz 1.inf needj es false entonces m.sid > sid. Ejecutando la accion,
sz.sim idj toma el valor de m.sid y m0.sid > sz.sim idj, resultando m0.sid >
sid. Cuando sz 1.inf needj tiene el valor true, sz 1.sim idj  sid. La variable
sz.inf needj puede adoptar el valor de m.sid o conservar su valor previo. En
cualquiera de estas dos situaciones se obtiene que m0.sid > sid ya que m0.sid >
sz.sim idj.
Si se analiza el segundo caso, se supone que el antecedente A2 es cierto. La
propiedad B.2.39 asegura que, en esas condiciones, (i, sz 1.tai, released) 2
sz 1.set waitersj. Esto implica que sz 1.tai equivale a sz.t unki. Por otra par-
te, el mensaje INF del canal, m, se corresponde en sz 1 con el descrito en
el consecuente C2-4b. Dependiendo del valor de sz 1.inf needj o bien m.sid >
sid (sz 1.inf needj = false) o bien sz 1.sim idj  sid (sz 1.inf needj = true).
Considerando que el efecto de la accion en el caso de false hace que sz.sim idj
adopte el valor m.sid y que m0.sid > sz.sim idj, resulta m0.sid > sid. Cuando
sz 1.inf needj = true, sz.sim idj puede pasar a valer m.sid o mantener el valor
de sz 1.sim idj. En ambas posibilidades, tambien m0.sid > sid ya que resulta
m0.sid > sz.sim idj. Todo esto conrma que el antecedente A2 y el consecuente
C2-3 son ciertos en sz.
En otra posible ejecucion de la accion la formacion de un nuevo mensaje INF
no esta incluida. Suponiendo que en sz 1 la propiedad se verica con el ante-
cedente A1 y el consecuente C1-4, los efectos de la accion, siendo (i, sz 1.tai,
received) 2 sz 1.set waitersj, permiten que sim idx tome un nuevo valor en sz. Si
sz 1.inf needj vale true,sz.sim idx puede conservarse o adquirir el valor de m.sid.
Dado que en sz 1 se cumple el consecuente C1-4, se sabe que sz 1.sim idj 
sid. En la primera opcion es obvio que sz.sim idj  sid y en la segunda, se
comprueba facilmente que m.sid > sz 1.sim idj. Por consiguiente, sz.sim idj >
sz 1.sim idj y sz.sim idj > sid, tal y como requiere la propiedad en el conse-
cuente C1-1. En el caso de que sz 1.inf needj sea false, sz.sim idj = m.sid. En
sz 1, el consecuente C1-4 establece que m.sid > sid. Sustituyendo directamente
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en la expresion anterior, resulta que sz.sim idj > sid. Considerando todo ello y
observando que (i, sz.tai) 2 sz.setPredToInfj y sz.status.idj es known, se conr-
ma que, tras la ejecucion, la propiedad tambien se cumple con el antecedente
A1 y el consecuente C1-1 ciertos.
z 2 frcvINFx(y, m): fx, yg  N ^ m 2 MINFg. Los efectos de esta accion
deben ser analizados para todos los casos en los que los consecuentes en sz 1
sean ciertos e incluyan mensajes INF dirigidos al nodo nal de una ruta p0 (x
= last(p0).id). Esta ruta conforma un camino denido como ewait(j, last(p0).id,
p0, sz 1) en los consecuentes C1-5 y C2-4a o ewait(i, last(p0).id, p0, sz 1) en
los consecuentes C2-5 y C3-1. A continuacion, se comprueba si la propiedad
sigue vericandose en sz cuando los consecuentes: C1-5, C2-4a, C2-5 o C3-1 se
cumplen, por hipotesis inductiva, en sz 1.
En todos estos casos, al ejecutarse la accion, se retira el mensaje INF que alcanza
el nodo nal de la ruta p0. Entre los efectos de la accion destaca la generacion
de un mensaje INF porque la denicion del camino ewait existente en sz 1
que todos los nodos de la ruta p0 tienen un par que pertenece a su conjunto
setPredToInf, pero no a su conjunto setPred y esa es precisamente la condicion
para la formacion del mensaje INF. Una vez que se ha creado este mensaje
dirigido al nodo de ese par, este se elimina de setPredToInf consiguiendo la
reduccion de la ruta p0. Esto implica que el destino del nuevo mensaje INF
realmente es el nodo que ocupaba la penultima posicion de la ruta p0 en sz 1
y que, al reducirse la ruta, pasa a ser el ultimo nodo de la misma. El resto
de variables y requisitos del consecuente en cuestion no se modican. Por esta
razon, el mismo consecuente sigue cumpliendose en sz habiendose reducido la
ruta p0.
Tras ejecuciones sucesivas de esta accion, en las que el consecuente y el antece-
dente asociado son ciertos, el mensaje INF podra ir dirigido dirigido al primer
nodo de la ruta p0, signicando esto que el camino ewait se ha eliminado. Las
distintas situaciones que se engloban en la ejecucion de esta accion tienen en
comun que el nuevo mensaje INF pasa a vericar otro consecuente diferente.
Si se parte del consecuente C1-5, cuando se extingue el camino ewait, se veri-
cara el consecuente C1-4. En el caso del consecuente C2-4a, se alcanzara el
consecuente C2-4b y para el consecuente C2-5, nalmente se cumplira el conse-
cuente C2-3. En lo que respecta al consecuente C3-1, las sucesivas ejecuciones
de la accion hacen que el ultimo mensaje INF creado, siguiendo los nodos de la
ruta p0, cumpla el consecuente C3-2.
Para demostrar que es correcto el paso del consecuente C1-5, C2-4a, C2-5 y C3-
1 al consecuente nal C1-4, C2-4b, C2-3 y C3-2 respectivamente, se analizan
los cambios que se producen en las variables que intervienen.
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A la recepcion del mensaje INF por el nodo x = last(p0).id con la ruta p0
reducida a dos elementos, se forma un nuevo mensaje INF dirigido al nodo j.
Ademas se sabe que, por efectos de la accion, sid0 > sz.sim idlast(p0):id.
En primer lugar se suponer que last(p).id =2 nodes(p0), esto es, el nodo candi-
dato que origino el mensaje ALG que viaja hacia el nodo i no se corresponde
ni con el nodo j ni con el nodo last(p0).id. La hipotesis inductiva permite ase-
gurar que, antes de ejecutarse la accion, mINF .sid > sid y la variable inf need
asociada a los dos unicos nodos de p0 tiene como valor false. En esta situacion,
un efecto de la accion consiste en adoptar como valor de sz.sim idlast(p0):id el
valor mINF .sid. Combinando adecuadamente esta informacion, resulta que sid0
> sid. Para concluir que el consecuente C1-4 se cumple en sz hay que a~nadir a
lo mencionado que inf needj se mantiene como false tras ejecutar la accion.
Supongase ahora que last(p).id 2 nodes(p0), es decir, el candidato que en-
vio el mensaje ALG que va al nodo i esta contenido en p0. Asumiendo que
last(p).id = last(p0).id, se cumple que sz 1.sim idj  sid y que a todos los
nodos de p les corresponde el valor false en la variable inf need, excepto al
ultimo, sz 1.inf needlast(p0):id = true. Los efectos de la accion en estas circuns-
tancias hacen que o bien sz.sim idlast(p0):id conserve el valor que tena en sz 1
o bien adopta el valor de mINF .sid porque mINF .sid > sz 1.sim idlast(p0):id. En
cualquiera de estas posibilidades, se llega a la conclusion que sid0 > sid. El otro
requisito que se tiene que comprobar para conrmar que el consecuente C1-4
se verica esta relacionada con el valor de sz.inf needj. Como esta variable no
se modica en la ejecucion de la accion y sz 1.inf needj = false porque el nodo
j tambien esta contenido en la ruta p, el consecuente C1-4 es cierto en sz. En
el caso de que last(p).id = j, el consecuente C1-5 asegura que sz 1.inf needj =
true y sz 1.sim idj  sid. Los efectos de la accion no cambian ninguna de estas
variables asociadas al nodo j lo que hace que el consecuente C1-4 tambien se
cumpla tras la ejecucion de la accion.
Esta explicacion es valida si se considera que en sz 1 es cierto el consecuente
C2-4a y el campo sid que aparece corresponde al mensaje ALG almacenado
en st algi. La ejecucion de la accion, cuando se ha reducido la ruta p0 a dos
elementos, lleva consigo que la propiedad se cumpla en sz con el consecuente
C2-4b. El analisis para los consecuentes C2-5 y C3-1 es similar salvo por el
hecho de que el camino ewait comienza en el nodo i y, por tanto, cuando la
ruta p0 contiene solo dos elementos, el mensaje INF es recibido por el nodo x =
j y el mensaje INF que se forma va dirigido al nodo i. La ejecucion de la accion
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Esta propiedad permite validar la parte de las rutas de mensajes ALG y de men-
sajes almacenados en st alg que son correctas tras un cambio en el grafo de esperas
del sistema. En la propiedad queda constancia de que los mecanismos dinamicos di-
se~nados, para corregir las posibles incongruencias en la informacion recogida, se ponen
en funcionamiento.
Propiedad B.2.55. Sea fj, kg  N , sea sid 2 T, sea p 2 P tal que p = (n1, t1)(n2,
t2) : : : (nm, tm). Si 9 i con 1 < i  m tal que (ni 1, ti 1) 2 s.setPredni entonces
((ALG, s.taj, sid, p) 2 s.channel(k, j ) ) 8 l < i : (nl,s.tanl) 2 s.setPrednl+1 ^
s.status.algnl = dummy ^ (j, s.taj) 2 s.setPredn1 ^ s.statej = blocked ^ n1 =
k) ^
(s.st algj = (sid, p) ) 8 l < i : (nl,s.tanl) 2 s.setPrednl+1 ^ s.status.algnl =
dummy ^ ((s.status.algj = dummy ^ n1 = j ) _ ((j, s.taj) 2 s.setPredn1 ^
s.status.algj = candidate))).
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.setPredi = ; por
lo que la propiedad es cierta.
z 2 fStartAddArcx(y): fx, yg  Ng. Al ejecutarse la accion sz.status.algx
2 fcandidate, blockedg. Este cambio de estado del nodo x podra hacer falso
el consecuente de la propiedad. Sin embargo, como la accion se habilita sien-
do sz 1.statex = active o, por la propiedad B.3.3, sz 1.status.algx = active, la
hipotesis inductiva establece que la accion solo esta habilitada para el nodo ni
o para nodos localizados posteriormente a este en las rutas consideradas en la
propiedad. Esto es as porque se sabe que el estado de los nodos que aparecen en
posiciones previas a ni es dummy en sz 1. En consecuencia, tras la ejecucion de
la accion y, a pesar del cambio de status.algx, el consecuente sigue siendo cierto
en sz porque no se modican las variables citadas en la propiedad: setPredx,
st algx y tax y, tampoco se retiran mensajes de tipo ALG.
Si el nodo x coincide con el nodo j que incluye la propiedad y, ademas el
consecuente de la propiedad es cierto en sz 1, es posible que, en sz 1, exista
un mensaje ALG dirigido al nodo j o haya almacenada una ruta valida en
sz 1.st algj. En cualquiera de los dos casos, la accion no estara habilitada porque
es necesario que sz 1.statej = active (por la propiedad B.3.3, sz 1.status.algj =
active). En el primer caso, la propiedad se~nala que sz 1.statej debe ser blocked
y en el segundo, que sz 1.status.algj debera ser dummy o candidate.
Tambien es posible que, por efecto de la accion, se genere un mensaje ALG. La
ruta de dicho mensaje cuenta con un unico elemento y, por tanto, no cumple los
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requisitos establecidos en el antecedente de la propiedad. El resto de variables
no se modican, as que la propiedad se cumple por hipotesis inductiva en esta
situacion.
z 2 fEndAddArcx(y, t): fx, yg  N ^ t 2 Ng. El efecto fundamental de esta
accion consiste en a~nadir un nuevo elemento, (y, t) al conjunto setPredx, pero
tambien es posible que se genere un mensaje ALG. As que, es necesario com-
probar que ninguno de estos efectos afectan al cumplimiento de la propiedad. El
resto de las variables que aparecen en la propiedad no se modican al ejecutar
la accion.
El mensaje que puede crearse cuando sz 1.status.algx = dummy adopta como
ruta la del mensaje almacenado en sz 1.st algx. Como la propiedad se cumpla
en sz 1 por hipotesis inductiva y la propiedad B.2.30 establece que el primer
nodo de la ruta almacenada en sz 1.st algx es precisamente el nodo x, para
asegurar que el mensaje ALG creado cumple la propiedad, basta con observar
que (y, t) 2 sz.setPredx. Considerando la propiedad B.3.2, que indica que en esas
circunstancias (y, t, received) 2 sz.set waitersx, y la propiedad B.1.4, se llega a
la conclusion de que t = sz.tay y sz.statey = blocked. Por tanto, la propiedad es
cierta en sz. Si se genera un mensaje ALG siendo sz 1.status.algx = candidate, su
ruta cuenta con un unico elemento, (x, sz.tax). Como no existe ningun elemento
anterior a ese, es evidente que el antecedente de la propiedad es falso.
Cuando el nodo x se corresponde con el nodo j y existe en sz 1 un mensaje
ALG dirigido a este, el mensaje se conserva en sz con las mismas caractersticas
vericando tambien la propiedad. Por otro lado, si st algj en sz 1 contiene una
ruta que hace que el consecuente sea cierto, al ejecutar la accion, no se producen
cambios en las variables que intervienen en el consecuente y la propiedad se
verica.
La ejecucion de la accion tambien podra hacer cierto el antecedente de la pro-
piedad para cualquier ruta que ya incluyera el par (y, t), dado que este se
incorpora a sz.setPredx. Las unicas acciones que, en un estado anterior, pudie-
ron a~nadir este elemento a cualquiera de las rutas de interes son las acciones:
StartAddArcy(n) o EndAddArcy(n, tn), initiatey, rcvALGy(n, m0) o rcvINFy(n,
m0).
El mensaje ALG generado en estas acciones, a excepcion de la accion rcvALGy(n,
m), se enva a un nodo que en ese momento pertenece al conjunto setPredy. La
ruta de ese mensaje ALG cumple la propiedad con el antecedente falso porque
solo consta de un elemento. Por otra parte, como ninguna de las acciones con-
sideradas modican el tiempo de activacion del nodo y, se asume que el tiempo
asociado al nodo y en la ruta es el actual. Cuando el mensaje ALG llega a su
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destino, de acuerdo con su estado, puede ser almacenado en el correspondiente
st alg y enviado un nuevo mensaje ALG. Para que se pudiera ejecutar la accion
EndAddArcx(y, t) en sz, (y, t, sent) 2 sz 1.set waitersx. Esto implica que se ha
tenido que ejecutars la accion StartAddArcy(x ) y, a su vez, el requisito de esta
accion obliga a que el estado del nodo y sea active. En consecuencia, el nodo
y debera desbloquearse cambiando su tiempo de activacion. En resumen, la
accion EndAddArcx(y, t) no se puede ejecutar siendo t el mismo tiempo con el
que aparece en una ruta existente.
Podra suceder que antes de que el mensaje ALG llagara a su destino, se hubiera
eliminado la espera de este nodo por el nodo y. En esta situacion concreta el
consecuente y el antecedente de la propiedad seran falsos ya que el mensaje al
retirarse del canal no puede formar ninguna nueva ruta.
En lo que respecta a la ejecucion de la accion rcvALGy(n,m) siendo el estado del
nodo y blocked se asume que anteriormente ese mensaje ALG fue generado por
cualquiera de las acciones ya mencionadas. Estas acciones solo envan mensajes
ALG a nodos que pertenecen al conjunto de predecesores de nodo n. Por lo
tanto, (y, t) tena que pertenecer en ese instante a setPredn. De acuerdo con la
propiedad B.3.2, (y, t, received) pertecera a set waitersn. La propiedad B.1.4
establece que entonces blockery = n y t activy = t) o, por el contrario, statey =
aborted.
z 2 fStartDelArcx(y, t): fx, yg  N ^ t 2 Ng. Los efectos de esta accion
eliminan el par (y, t) del conjunto setPredx, pero no cambian el valor de tax,
status.algx ni de st algx y no crean ni eliminan mensajes ALG. Por consiguiente,
si la propiedad se supone cierta en sz 1 con el antecedente falso, la ejecucion
de la accion mantiene a falso el antecedente en sz. Suponiendo que es el conse-
cuente cierto en sz 1, se sabe que en ningun nodo de las rutas que se indican
previo a ni la accion puede estar habilitada porque su estado es dummy. Segun
el medio, la accion se ejecuta siempre que (y, t, received) 2 sz 1.set waitersx y
bien sz 1.statex sea active o bien sz 1.statey sea aborted. Para otros nodos de la
ruta, la accion se podra ejecutar, pero los efectos no afectaran a las variables
asociadas a los nodos que aparecen en el consecuente de la propiedad. De igual
modo, considerando la otra posibilidad de habilitacion, tambien se puede dedu-
cir que la accion solo podra estar habilitada cuando el nodo y se corresponda
con el nodo ni de las rutas de la propiedad o ocupe en ellas posiciones superiores
a ni. Incluso en estos casos de habilitacion, los efectos de la accion no modican
las caractersticas de los nodos que hacen el consecuente cierto en sz 1 y se con-
cluye que la propiedad se verica en sz. Tambien es posible que, al ejecutarse la
accion, sz.st algx = NULL. Este efecto podra convertir el antecedente en falso
cumpliendose as la propiedad.
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z 2 fEndDelArcx(y): fx, yg  Ng. Si la propiedad se cumpla en sz 1 con el
antecedente falso, como los efectos de la accion no introducen ningun cambio
que lo pueda hacer cierto: no se generan nuevos mensajes ALG, no se almace-
na una nueva ruta en st algx, setPredx no vara y el tiempo de activacion del
nodo x se incrementa impidiendo conservar su valor en sz 1, la hipotesis induc-
tiva concluye. Ademas, al ejecutarse la accion sz.st algx podra ser vaciado, el
antecedente de la propiedad tambien podra llegar a ser falso.
Por otro parte, la condicion de habilitacion de esta accion indica que (x, t,
released) 2 sz 1.set waitersy. Aplicando la propiedad B.1.5 se puede asegurar
que entonces, (x, t, received) =2 sz 1.set waitersy o, segun la propiedad B.3.2,
(x, t) =2 sz 1.setPredy. En caso de que la propiedad se cumpliera en sz 1 con el
consecuente cierto, la accion estara habilitada unicamente para aquellos nodos
que estuvieran situados en la rutas consideradas en la propiedad en la posicion
del nodo ni o posteriormente. Al ejecutarse la accion en esos casos, se incrementa
el tiempo de activacion del nodo x y el estado del nodo x pasa a ser active,
pero esto no inuye en las caractersticas exigidas a los nodos que aparecen en
el consecuente de la propiedad. As que, el consecuente de la propiedad sigue
siendo cierto en sz.
Finalmente, cuando el nodo x coincide con el nodo j siendo el antecedente y el
consecuente ciertos en sz 1 se plantean varias situaciones que hay que analizar.
Suponiendo que existiera en sz 1 un mensaje AlG que hubiera partido del nodo
y y fuese dirigido al nodo j y a su vez el nodo j perteneciera a sz 1.setPredy,
la habilitacion de la accion sera imposible. En caso de que el mensaje tuviera
como origen un nodo distinto al nodo y, la ejecucion de la accion incrementara
el tiempo de activacion del nodo j haciendo el antecedente de la propiedad falso
ya que el tiempo incluido en el mensaje ALG dejara de ser correcto. En lo que
respecta a una ruta almacenada en sz 1.st algj, se tendra que vericar que en
sz 1 el par (j, sz 1.taj) estuviera incluido en el conjunto setPred del siguiente
nodo en la ruta si el ocupa la primera posicion o del primer nodo de la ruta si
no esta incluido. En ambas situaciones, la habilitacion de la accion es imposible
porque el nodo j no puede pertenecer al conjunto de predecesores del nodo y ni
de ningun otro nodo hasta que se active y eso modica su tiempo de activacion.
z 2 fAbortx : x 2 Ng. Los efectos de esta accion consisten basicamente en el
vaciado del conjunto setPredx, el incremento del tiempo de activacion del nodo
x y el cambio de estado del nodo x a aborted. A continuacion se estudia la
inuencia de estos efectos en el cumplimiento de la propiedad. La precondicion
de la accion indica que sz 1.status.algx = victim. Esto conlleva que la accion
solo puede estar habilitada para nodos que ocupen en las rutas consideradas la
posicion del nodo ni y posteriores.
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En el caso de que la propiedad se verique en sz 1 con el antecedente falso,
la propiedad seguira cumpliendose en sz con el antecedente falso. Esto se debe
a que la ejecucion de la accion no incluye ningun par en el conjunto setPredx
que hiciera cierto el antecedente siendo falso. Notese que si x = ni es obvio
que el antecedente de la propiedad es falso porque sz.setPredni = ;. Por otra
parte, si la propiedad se cumple en sz 1 siendo cierto el consecuente, se concluye
aplicando la hipotesis inductiva. Como los efectos de la accion para los nodos
en los que esta habilitada no afectan a las variables asociadas a los nodos que
se citan en el consecuente de la propiedad, el consecuente sigue siendo cierto.
Dado que la accion esta habilitada cuando sz 1.status.algx = victim y la propie-
dad B.2.12 establece que sz 1.st algx = NULL, solo hay que tener en cuenta la
posibilidad de que en sz 1 exista un mensaje ALG dirigido al nodo x y que cum-
pla la propiedad. Analizando los efectos de la accion cuando el nodo x coincide
con el nodo j y existe un mensaje ALG dirigido al nodo j cumpliendo, se llega a
la conclusion de que el consecuente pasa a ser falso porque sz.status.algj = abor-
ted y la propiedad B.3.5 indica que entonces sz.statej = aborted. Sin embargo,
el antecedente tambien se convierte en falso debido a que, tras la ejecucion de la
accion, el tiempo de activacion del nodo j se incrementa dejandose de cumplir
la condicion temporal del mensaje ALG. De acuerdo con esta explicacion, la
propiedad se verica en sz.
z 2 finitiatex: x 2 Ng. Al ejecutarse la accion solo se modica status.algx que
pasa a ser candidate siendo sz 1.status.algx = blocked, pero en ese estado es
imposible que la accion estuviera habilitada para alguno de los nodos de interes
de la propiedad. Por todo ello, la propiedad es cierta en sz.
Un posible efecto de esta accion consiste en la generacion de mensajes ALG.
Como la ruta de dichos mensajes cuenta con un unico elemento, el antecedente
de la propiedad es falso para este caso.
Si el nodo x se corresponde con el nodo j que aparece en la propiedad y la
accion esta habilitada, se debe estudiar la posibilidad de que existiera en sz 1 un
mensaje ALG dirigido al nodo j o hubiera una ruta almacenada en sz 1.st algj
que vericaran la propiedad. La ejecucion de la accion no afecta al mensaje y el
cambio de estado del nodo j no inuye porque la propiedad B.3.4 asegura que,
cuando sz.status.algj = candidate, sz.statej = blocked. Segun esto, la propiedad
se cumple en sz. El otro supuesto resulta ser imposible porque la habilitacion
de la accion requiere que sz 1.status.algj = blocked y sz 1.status.idj = known.
De acuerdo con esas condiciones, la propiedad B.2.13 asegura que sz 1.st algj
= NULL y, por tanto, no existe ninguna ruta almacenada en sz 1.st algj que
pueda analizarse.
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z 2 frcvALGx(y, m): fx, yg  N ^ m 2 MALGg. El primer efecto de esta
accion consiste en retirar del canal el mensaje m, que tena por destino el nodo
x en sz 1. Al eliminarse el mensaje del canal, la propiedad sigue cumpliendose,
pero con el antecedente falso.
El efecto de la accion que consiste en almacenar en sz.st algx la ruta ntegra del
mensaje ALG recibido tiene lugar cuando sz 1.statusx = candidate. Aplicando
la hipotesis inductiva, se concluye que la propiedad se verica en sz porque no
se modican ninguna de las variables asociadas al nodo x que se incluyen en la
propiedad. Si el nodo x se corresponde con el nodo j, se observa que el primer
nodo de la ruta tiene que coincidir con el origen del mensaje ALG, esto es, n1
= y. Dado que la variable setPredn1 no se modica por efectos de esta accion,
sz 1.taj = sz.taj y sz.status.algj = candidate, la propiedad se cumple en esta
situacion.
Otro efecto similar al anterior se produce cuando sz 1.status.algx = blocked.
En este caso la ruta que se almacena en sz.st algx es la del mensaje ALG,
cumple la propiedad en sz 1, antecedida por el par (x, sz.tax). Como resulta que
sz.status.algx pasa a ser dummy, el consecuente de la propiedad se hace cierto en
sz. Cuando el nodo x coincide con el nodo j, al ejecutarse la accion, la propiedad
se verica de igual modo porque sz.status.algj = dummy.
Si la ruta del mensaje ALG cumple la propiedad en sz 1 debido a que hace
falso el antecedente porque toda la ruta apuntada es falsa y los nodos que
aparecen en ella se han activado y cambiado su tiempo de activacion, al a~nadir
un elemento en la primera posicion de esa ruta puede ocurrir que: el antecedente
y el consecuente se veriquen para el primer elemento de la ruta ((x, sz.tax) 2
sz 1.setPredy y sz.statusx = dummy) o el antecedente siga siendo falso porque
(x, sz.tax) =2 sz 1.setPredy.
Otro de los posibles efectos de la accion es la generacion de un mensaje ALG,m0.
La ruta de este nuevo mensaje coincide con la ruta que se guarda en sz.st algx.
Como ya se ha comprobado que sz.st algx cumple la propiedad, se concluye que
este nuevo mensaje ALG tambien. Si el nodo x coincide con el nodo j citado en
la propiedad, se observa que el primer nodo de la ruta de m0 es precisamente el
nodo j. Por otra parte, se cumple que el estado del nodo j pasa a ser dummy,
el par (j, sz.taj) sigue perteneciendo al conjunto setPred del nodo que apareca
en la primera posicion de la ruta del mensaje ALG retirado del canal (nodo
y). Ademas el destino de este nuevo mensaje es un nodo id que pertenece
a sz.setPredj y para conrmar que la variable sz.stateid = blocked se recurre
a propiedades del medio. Considerando la propiedad B.3.2, se puede armar
que (id, t, received) 2 sz.set waitersj. La propiedad del medio B.1.4 establece
entonces que sz.stateid 2 fblocked, abortedg. Si se cumple que sz.t activid = t o,
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por la propiedad B.3.1, sz.taid = t, sz.stateid = blocked y m0.ta = sz.taid. Por
tanto, la propiedad se cumple en sz con el antecedente y consecuente ciertos. En
caso de que sz.stateid = aborted el consecuente de la propiedad sera falso, pero
a su vez, B.1.4 se~nala que sz.t activid > t. En consecuencia, m0.ta 6= sz.taid y el
antecedente de la propiedad tambien sera falso. Esto implica que la propiedad
se verica en cualquier caso para el nuevo mensaje ALG.
Por ultimo, al ejecutarse la accion, puede producirse un cambio de estado que
haga que sz.status.algx = victim. Dado que este estado solo se puede alcanzar
si sz 1.status.algx = candidate, la accion estara habilitada cuando el nodo x se
corresponda con el nodo ni o con nodos que aparecen en posiciones posteriores
a este para las rutas validas segun la propiedad. En estas circunstancias, los
efectos no modican las variables involucradas en la propiedad y, por tanto, la
propiedad seguira siendo cierto en sz ya que, por la hipotesis inductiva, se asume
que la propiedad es cierta en sz 1. Analizando este mismo efecto, cuando el nodo
x se corresponde con el nodo j, se evidencia que el antecedente de la propiedad
podra llegar a ser falso porque el cambio de estado a victim va acompa~nado
por otro efecto tal que sz.st algj = NULL.
z 2 frcvINFx(y, m): fx, yg  N ^ m 2 MINFg. Uno de los posibles efectos de
la accion es la generacion de un mensaje ALG. Como la ruta de este mensaje
esta formada por un unico elemento, este mensaje verica la propiedad con el
antecedente falso. Otro de los efectos de la accion que debe ser analizado es el
cambio de estado por el que sz.status.algx = candidate. Sabiendo que ese cambio
se produce cuando sz 1.status.algx = blocked y sz 1.setPredToInf 6= ;, se deduce
que solo si el nodo x ocupa posiciones posteriores al nodo ni mencionado en la
propiedad sera posible el efecto. Esto conlleva que el cambio de estado no afecta
a ninguno de los nodos anteriores a ni y, por hiptesis inductiva, la propiedad se
cumple para ellos.
Analizando los efectos de la accion cuando el nodo x se corresponde con el
nodo j, resulta obvio que el antecedente de la propiedad podra llegar a ser falso
porque hace que sz.st algj = NULL. En el caso de que existiese un mensaje
ALG que vericase la propiedad en sz 1 la accion no afecta al cumplimiento de
la propiedad, ya que al ejecutarse no lo retira del canal ni modica la ruta. En
cuanto al estado del nodo j, la condicion de habilitacion de la accion indica que
sz 1.status.idj = unknown. La propiedad B.2.15 establece que sz 1.status.algj 2
factive, blockedg. La hipotesis inductiva obliga a que sz 1.statej = blocked. Dado
que las propiedades B.3.3 y B.3.4 se~nalan que solo es posible que sz 1.status.algj
= blocked y los efectos de la accion pueden hacer que sz.status.algj 2 fblocked,
candidateg, es evidente que sz.statej = blocked (propiedad B.3.4). Por tanto, la
propiedad se cumple en sz en este supuesto.
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z 2 frcvAVSx (y, m): fx, yg  N ^ m 2 MAV Sg. Aunque al ejecutarse esta
accion puede cambiar el estado del nodo x, considerando los nodos que aparecen
en la ruta en posiciones previas al nodo ni, se concluye que es imposible que
este efecto se produzca porque la hipotesis inductiva indica que sz 1.status.algx
= dummy y el efecto requiere que sz 1.status.algx = candidate.
Si el nodo x coincide con el nodo j de la propiedad y sz 1.status.algj = candidate
y la propiedad se cumpla en sz 1, se observa que tras la ejecucion de la accion
la propiedad sigue vericandose en sz. Como la accion no genera ni retira del
canal mensajes ALG, la estructura de cualquier mensaje ALG que se dirigiera al
nodo j no se modica y tampoco cambia el conjunto setPredj ni taj, tan solo es
necesario estudiar el efecto que hace que sz.status.algj = victim. Este cambio de
estado no inuye en el cumplimiento de la propiedad porque la propiedad B.3.4
asegura que entonces sz.statej = blocked. Ademas, este efecto va acompa~nado
de otro que vaca st algj y que no afecta porque eso podra hacer el antecedente
la propiedad falso.

Si el borrado de esperas provoca que la ruta de un mensaje ALG o de un mensaje
almacenado en st alg pase a ser parcialmente valida, habra un nodo a partir del cual
toda la inforamcion sea incorrecta. Esta propiedad resume todos los estados posibles
en los que este nodo puede hallarse y describe la relacion que guarda su identidad
simulada con la de otros nodos registrados en las rutas consideradas.
Propiedad B.2.56. Sea fj, k, xg  N , sea fsid, sid0 2 T y sea fp, p0g 2 P tal que
p = (n1, t1)(n2, t2) : : : (nm, tm).
Si (ALG, s.taj, sid, p) 2 s.channel(k, j ) _ s.st algj = (sid, p) ^ 9 i con 1 < i 
m tal que (ni 1, ti 1) 2 s.setPredni ^ (ni, ti) =2 s.setPredni+1 )
((s.status.algni 2 fcandidate, victim, activeg ^ s.status.idni = known ^ s.sim idni
 sid) _
(s.status idni = unknown ^ s.inf needni = true ^ s.sim idni  sid ^
 ((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) _
 (ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel(x,
last(p0).id))))
_
((s.status.algni = dummy _ (s.status.idni = unknown ^ s.inf needni = false)) ^
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 (((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) ^ sid0 > sid) _
 (ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel(x,
last(p0).id)) ^
 ((last(p).id 2 nodes(p0) ^ s.sim idlast(p):id  sid ^ 8 (x, tx) 2 (visi-
ted nodes(p)   last(p)): s.inf needx = false ^ s.inf needlast(p):id = true)
_
 (last(p).id =2 nodes(p0) ^ sid0 > sid ^ 8 (x, tx) 2 visited nodes(p0):
s.inf needx = false))))))
Demostracion: En el estado inicial, s0, 8 fi, jg  N se cumple que s0.st algj =
NULL y s0.channel(i, j ) =  por lo que la propiedad es cierta.
z 2 fStartAddArcx(y): fx, yg  Ng. Entre los efectos de la accion esta la crea-
cion de un mensaje ALG. Como su ruta contiene solo un elemento, la propiedad
se verica con el antecedente falso.
Si la accion esta habilitada en sz 1 siendo sz 1.status.idni = known, la pro-
piedad B.2.47 establece que, cuando (ni 1, ti 1) 2 sz 1.setPredni , (ni 1, ti 1)
2 sz 1.setPredToInfni . Esto implica que sz 1.setPredToInfni 6= ; y, por tanto,
solo se puede producir el efecto que se deriva de esta situacion. La condicion
de habilitacion de la accion supone que sz 1.stateni = active o, segun la pro-
piedad B.3.3, sz 1.status.algni = active. Si sz 1.status.idni = known, los efectos
de la accion cambian a candidate la variable status.algni , pero no modican el
valor de sz 1.sim idni . En consecuencia, el consecuente de la propiedad sigue
siendo cierto aplicando la hipotesis inductiva. En el caso de que sz 1.status.idni
sea unknown, la hipotesis inductiva asegura que en el canal hay un mensaje
INF dirigido al nodo ni o al ultimo nodo de un camino ewait, last(p0).id. Las
demas caractersticas que se cumplen en sz 1 dependen del valor sz 1.inf needni
y la ejecucion de la accion no vara ninguna de ellas, quedando demostrada la
propiedad en sz.
Para nodos que aparezcan en una ruta en posiciones anteriores al nodo ni la
accion no se puede ejecutar porque su estado es dummy de acuerdo con la
propiedad B.2.55. Por otra parte, en los nodos que se corresponden a un camino
ewait(ni, last(p0).id, p0, sz 1) se puede ejecutar la accion, pero los efectos de la
misma no afectan al cumplimiento de la propiedad en los nodos que esta hace
referencia.
z 2 fEndAddArcx(y, t): fx, yg  N ^ t 2 Ng. Esta accion esta habilitada
segun el medio cuando (y, t, sent) 2 sz 1.set waitersx o, por la propiedad B.1.5,
(y, t, received) =2 sz 1.set waitersx.
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De los efectos de la accion que afectan a las variables de la propiedad, destaca
la incoproracion del par (y, t) en sz.setPredx ya que podra hacer que alguna
ruta existente en sz 1 llegara a cumplir el antecedente de la propiedad. Para
que esto fuera posible el nodo ni de la propiedad en sz 1 debera ser el nodo y
y as, tras la ejecucion de la accion, el nodo ni se correspondera, con el nodo x.
Para que el par (y, t) aparezca en un ruta de las indicadas en la propiedad
junto con al menos otro elemento es necesario que, en un estado previo al de la
habilitacon de la accion, el nodo y haya recibido un mensaje ALG. A su vez para
que se produzca este hecho es imprescindible que el elemento (y, t) estuviera
en setPredx o lo que es lo mismo, por la propiedad B.3.2, (y, t, received) fuera
un elemento de set waitersx. Aplicando la propiedad B.2.1 y la propiedad B.3.1,
se tiene que t puede ser menor o igual que tay o t activy, respectivamente.
As que, si la accion debe estar habilitada posteriormente, es preciso que se
suceda la ejecucion de las siguientes acciones: StartDelArcx(y, t), EndDelArcy(x )
y nalmente StartAddArcy(x ). Uno de los efectos de la accion EndDelArcy(x )
incrementa el tiempo de activacion del nodo y, lo que hace imposible que, en
el momento de ejecutarse la accion que se analiza, el nodo y tenga asociado el
mismo tiempo que el registrado supuestamente en la ruta. De este modo queda
demostrado que esta situacion no se puede producir.
La accion ademas puede generar mensajes ALG siempre que sz 1.status.algx
2 fdummy, candidateg. En el primer estado posible la ruta del nuevo mensaje
ALG es una copia de la ruta contenida en sz 1.st algx. La hipotesis inductiva
permite concluir que la propiedad tambien se cumple en sz para la ruta del ALG.
Por otro lado, siendo candidate el nodo x, la ruta del mensaje ALG que se forma
contiene un unico elemento. Es obvio que entonces se cumple la propiedad con
el antecedente falso.
El analisis de la accion se completa, suponiendo que el nodo x pertenece a una
ruta de las que indica la propiedad y aparece en posiciones previas al nodo ni.
Como el conjunto sz.setPredx se ve aumentado, pero no se elimina el par que
haca cierta la propiedad en sz 1 ni modica las variables correspondiente al
nodo ni, la propiedad sigue vericandose. Del mismo modo, considerando que
el nodo x estuviera localizado en la ruta de un camino ewait en el que el nodo
ni ocupa la primera posicion, la accion podra ejecutarse. El unico efecto de
la accion que se produce en este supuesto tambien consiste en a~nadir (y, t) a
sz.setPredx porque los nodos de esta ruta, segun la denicion de ewait, cumplen
que sz 1.status.idx = unknown. A pesar de esto, los nodos implicados en la
propiedad siguen vericando los requisitos exigidos en sz 1.
z 2 fStartDelArcx(y, t): fx, yg  N ^ t 2 Ng. Una de las posibles habilitaciones
de la la accion consiste, segun el medio, en que (y, t, received) 2 sz 1.set waitersx
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y sz 1.statey = aborted. Aplicando las propiedades B.3.2 y B.3.5 respectivamen-
te se obtiene la condicion equivalente: (y, t) 2 sz 1.setPredx y sz 1.status.algy =
aborted. De acuerdo a esta condicion de habilitacion, la accion no se podra eje-
cutar si el nodo x coincide con el nodo ni o se posiciona antes que el en las
rutas porque la propiedad B.2.55 establece que en esos casos el estado del nodo
y, que precede en las rutas al nodo x, es dummy. As mismo, si el nodo x ocupa
posiciones mas alla del nodo ni en la ruta p0 de un camino ewait, no sera posible
ejecutar la accion porque, (y, t) =2 sz 1.setPredx por denicion de camino ewait
y la habilitacion de la accon requiere lo contrario.
Analizando la otra condicion de habilitacion, (y, t) 2 sz 1.setPredx y sz 1.status.
algx = active, se estudian por separado los efectos de la accion segun el valor
de sz 1.status.idx.
Cuando sz 1.status.idx = known, es obvio que solo interesa comprobar el cum-
plimiento de la propiedad para el caso de que el nodo x sea precisamente ni.
Para posiciones del nodo x en la ruta anteriores al nodo ni, la accion no esta ha-
bilitada porque el estado del nodo x sera dummy (propiedad B.2.55). De igual
manera, si se supone que el nodo x forma parte del camino ewait(ni, last(p0).id,
p0, sz 1), no se cumple la condicion porque los nodos de la ruta p0, segun de-
nicion deben ser unknown.
Si x = ni, el par (y, t) deja de pertenecer al conjunto setPredni al ejecutarse la
accion. En consecuencia, el nodo ni al que hace referencia la propiedad pasa a
ser el nodo y. Como el estado del nodo y no cambia por los efectos de la accion,
mantiene el que le corresponda en sz 1, esto es, de acuerdo con la propiedad
B.2.55 sz.status.algy = dummy. As mismo, la propiedad B.2.47 establece que el
par (y, t) estaba tambien incluido en sz 1.setPredToInfni . Por este motivo, se
genera un mensaje INF como efecto de la accion que va del nodo ni hacia el
nodo y. Para vericar la propiedad el nodo y debe cumplir que el valor de sid0 del
nuevo mensaje INF sea superior al del campo sid de las rutas p consideradas.
Como sid0 se construye a partir de sz 1.sim idx, se sabe que sid0 > sz 1.sim idx.
Considerando la hipotesis inductiva, se asume ademas que sz 1.sim idx > sid.
Por consiguiente, resulta que sid0 > sid y la propiedad queda demostrada.
En el caso de que sz 1.status.idx = unknown, la accion solo puede estar habili-
tada si el nodo x se corresponde con ni. Los efectos de la accion en ese estado no
generan ni eliminan mensajes de tipo ALG o INF y tampoco almacenan o elimi-
nan mensajes de ningun st alg. Tan solo cabe mencionar que si en sz 1 existiera
un mensaje INF asociado a la existencia de un camino ewait(ni, last(p0).id, p0,
sz 1), tras la ejecucion de la accion, el mensaje INF permanecera en el canal,
pero el camino ewait se ampliara. El nuevo camino ewait se iniciara en el no-
do y debido al unico efecto que se produce al ejecutar la accion consistente en
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retirar el par (y , t) de setPredni . Para comprobar que la propiedad se verica
en sz basta con analizar que se cumplen las caractersticas de un camino ewait
encabezado por el nodo y : (y , t) =2 setPredni , dado que (y, t) 2 sz 1.setPredni ,
la propiedad B.2.47 conrma que (y, t) 2 sz 1.setPredToInfni , sz.status.idni =
unknown y sz 1.t unky = t ya que el nodo y es dummy en sz 1 (propiedad
B.2.55), de acuerdo con la propiedad B.2.29 sz 1.t unky = sz 1.tay y de nuevo
por la propiedad B.2.55 sz 1.tay = t. Como resulta que la ejecucion de la accion
que se analiza no cambia los valores de setPredToInfni , status.idni , t unky, el
camino ewait(y, last(p0).id, p0, sz) cumple la denicion.
Hay un efecto que cambia el valor de sim idni a (ni, sz.tani , ). Se puede apreciar
que esto sucede cuando sz.setPredni = ; y, por tanto, el nodo ni no puede
aparecer en ninguna ruta existente en sz (antecedente falso). La modicacion
de esta variable no se puede producir para ningun otro nodo x que ocupe una
posicion distinta a la del nodo ni porque no cumple las condiciones que lo hacen
posible.
z 2 fEndDelArcx(y): fx, yg  Ng. Una de las precondiciones del medio indica
que (x, t, conrmed) 2 sz 1.set waitersy o, por la propiedad B.1.5, (x, t, received)
=2 sz 1.set waitersy. Aplicando la propiedad B.3.2 resulta entonces que (x, t) =2
sz 1.setPredy.
Suponiendo que el nodo x coincide con el nodo ni, se analizan diversos casos
dependiendo del valor de sz 1.status.algni . Si sz 1.status.algni = dummy, el ante-
cedente de la propiedad establece que (ni 1, ti 1) 2 sz 1.setPredni y, por la pro-
piedad B.2.47, (ni 1, ti 1) 2 sz 1.setPredToInfni , es decir, sz 1.setPredToInfni 6=
;. De acuerdo con esto, el efecto de la accion convierte sz.status.idni = unknown.
Al ser el nodo ni dummy en sz 1 la propiedad B.2.34 establece que sz 1.inf needni
= false. Dado que, despues de ejecutarse la accion, el valor de esta variable no
vara, la propiedad sigue vericando cualquiera de los dos posibles consecuentes
que se cumplan en sz 1 para el estado dummy.
Suponiendo que sz 1.status.algni = candidate y sz 1.inf needni = false, los efec-
tos de la accion hacen que sz.status.algni pase a ser active, pero no modican la
variable sim idni ni otras incluidas en el mismo consecuente que debe vericarse
para ambos estados del nodo ni. Por otro lado, si sz 1.status.algni = candida-
te y sz 1.inf needni = true, tras la ejecucion de la accion, se alcanza el estado
sz.status.idni = unknown y se mantiene el valor de inf needni a true. En esta si-
tuacion debera cumplirse cualquiera de las opciones que establece la propiedad
para ese estado concreto.
Como en los dos consecuentes posibles existe un mensaje INF en un canal y
la accion no los genera, los mensajes INF ya estaban presente en ese canal en
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sz 1. La existencia de esos mensajes queda conrmada aplicando la propiedad
B.2.54 con el antecedente A2 cierto. Se deduce que el antecedente A2 se cumple
en sz 1 porque: a partir de la condicion de habilitacion de la accion se sabe
que sz 1.blockerni = y, la propiedad B.2.35 se~nala que sz 1.st algni 6= ; siendo
sz 1.inf needni = true y, nalmente, la propiedad B.2.29 indica que sz 1.t unkni
= sz 1.tani . El consecuente asociado al antecedente A2 de la propiedad B.2.54
depende del valor de sz 1.status.idy. Si sz 1.status.idy = known en sz 1 se verica
el consecuente C2-3 porque, asumiendo que (ni, ti) =2 sz 1.setPredy, la propiedad
B.2.4 se~nala que (ni, ti) =2 sz 1.setPredToInfy. El mensaje INF que se describe
en el consecuente C2-3 de la propiedad B.2.54 procede del nodo y y se dirige
al nodo ni, con caracterstica temporal sz 1.t unkx y sid0 > sz 1.st algni .sid. En
el caso de que sz 1.status.idy = unknown, el consecuente C2-5 de la propiedad
B.2.54 considera la existencia de un camino ewait y de un mensaje INF con
destino last(p0).id que se ajusta a los requisitos que exige la propiedad que se
analiza.
Si se comprueba la propiedad cuando sz 1.status.algni = blocked y sz 1.status.idni
= unknown, es obvio que, la propiedad sigue cumpliendose para cualquier valor
de sz 1.inf needni . Los efectos de la accion no retiran ni modican los mensajes
INF y no producen cambios en ninguna ruta de las que considera la propiedad.
Ademas, los cambios en variables asociadas al nodo ni no afectan al cumpli-
miento de la propiedad, incluido el cambio de estado del nodo ni a active.
A continuacion, se analiza la posibilidad de que la accion este habilitada para
un nodo x que este localizado en una ruta p0 de un camino ewait y no sea
el nodo ni de la propiedad. En este supuesto, segun la denicion de ewait,
sz 1.status.idx = unknown y sz 1.t unkx = t. Por otro lado, la propiedad B.2.15
establece en estas condiciones que sz 1.status.algx 2 factive, blockedg. Cuando
sz 1.status.algx = active la accion no tiene efectos, pero cuando sz 1.status.algx
= blocked, la propiedad se cumple en sz 1 de maneras distintas dependiendo
del valor de sz 1.inf needx. A pesar de vericarse distintos consecuentes en sz 1,
se concluye que cada uno se sigue cumpliendo en sz dado que los efectos de la
accion mantienen los mensajes INF existentes y las caractersticas de cualquier
ruta de las consideradas en esta propiedad.
Tambien se puede suponer que la accion esta habilitada, segun el medio, cuando
sz 1.statey = aborted. En este caso es evidente que sz 1.setPredy = ; y, en
consecuencia, (x, t) =2 sz 1.setPredy. La propiedad B.2.10 establece que, si el
estado del nodo y es aborted entonces, sz 1.setPredToInfy = ;. Esto implica que
ni el nodo x ni el nodo y pueden formar parte de la ruta p0 a partir de la cual
se denen los caminos ewait mencionados en la propiedad. As mismo, se omite
el estudio del caso x = ni porque sz 1.setPredToInfy = ;. Al ejecutar la accion,
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esta variable no cambia y se mantiene como falso el antecedente de la propiedad
en sz.
Por ultimo, se debe mencionar que la accion no esta habilitada siempre que
el nodo x aparezca en la ruta p en posiciones previas al nodo ni. De acuerdo
con la propiedad B.2.55, el nodo x debera pertenecer al conjunto setPredy y la
habilitacion de la accion impone lo opuesto.
z 2 fAbortx: x 2 Ng. La accion no esta habilitada para ningun nodo x que
aparezca en la ruta p en posiciones anteriores al nodo ni. Como la propiedad
B.2.55 asegura que 8 l < i, sz 1.status.algnl = dummy, la accion no puede
ejecutarse porque es necesario que sea victim.
En el caso de que el nodo x se localice en la ruta p en posiciones superiores al
nodo ni, el nodo x podra formar parte del camino ewait(ni, last(p0), p0, sz 1). De
acuerdo con la denicion de este tipo de camino, sz 1.status.idx = unknown. Sin
embargo, la precondicion de la accion obliga a que sz 1.status.algx = victim y
la propiedad B.2.15 establece que sz 1.status.idx = known. Por tanto, tampoco
la accion esta habilitada en este caso.
Si el nodo x coincide con el nodo ni y la accion se ejecuta , se sabe que
sz 1.status.algni = victim, sz 1.status.idni = known y sz 1.inf needni = false.
La hipotesis inductiva asegura que sz 1.sim idx  sid.
z 2 finitiatex: x 2 Ng. La condicion de habilitacion de esta accion consiste
en que sz 1.status.algx = blocked y sz 1.status.idx = known. Por tanto, el nodo
ni no puede ejecutar la accion si ya aparece en una ruta de las indicadas en
la propiedad. Si el nodo x no pertenece a ninguna ruta, se puede formar un
mensaje ALG. Como la ruta de este nuevo mensaje esta constituida por un
unico elemento, el antecedente de la propiedad es falso. Por otra parte, la accion
no esta habilitada si el nodo x aparece en en posiciones anteriores al nodo ni o en
posteriores en la ruta de un camino ewait. En el primer caso, la propiedad B.2.55
establece que 8 l < i, sz 1.status.algnl = dummy y en la segunda situacion, se
sabe, por la denicion de un camino ewait que sz 1.status.idx = unknown. Estos
valores hacen imposible la ejecucion de la accion.
z 2 frcvINFx(y, m): fx, yg  N ^ m 2 MINFg. Para que quede habilitada
esta accion es necesario que sz 1.status.idx = unknown. Teniendo en cuenta la
propiedad B.2.55, se deduce que el nodo x puede coincidir con el nodo ni que
se menciona en la propiedad o con cualquier nodo que forme parte de la ruta p0
y que constituye un camino ewait.
Entre los posibles efectos de la accion se encuentra la creacion de un mensaje
ALG. Como la ruta de ese mensaje solo cuenta con un elemento la propiedad se
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verica en este caso con el antecedente falso. Al ejecutarse la accion el mensaje
INF existente en el canal en sz 1 se elimina, pero pueden generarse nuevos
mensajes INF. Como ademas se producen cambios en la identidad simulada del
nodo x, seguidamente se analizan estos efectos considerando que x = ni y segun
el valor de la variable sz 1.inf needni .
Si sz 1.inf needni = true, tras la ejecucion de la accion, la identidad simula-
da del nodo ni puede cambiar, sz.sim idni = mINF .sid o conservar su valor,
sz.sim idni = sz 1.sim idni . Dado que en sz 1 se cumpla la propiedad y, por
tanto, sz 1.sim idni  sid, se llega a la conclusion de que en ambas situaciones
sz.sim idni > sid. Para comprobarlo en el primer caso, basta con darse cuenta
de que sz.sim idni > sz 1.sim idni y en el segundo caso es obvio. As mismo,
hay que analizar el estado que alcanza el nodo ni al ejecutar la accion. Sabiendo
que los efectos de la accion hacen que sz.status.algni = known y que, por ser el
antecedente cierto en sz 1, sz 1.setPredni 6= ;, se deduce que sz 1.setPredToInfni
6= ; aplicando la propiedad B.2.47. A pesar de que no se den las condiciones
para formar un nuevo mensaje INF, sz.setPredToInfni 6= ; y la propiedad B.2.43
asegura que sz.status.algni no puede ser blocked. Por tanto, los posibles estados
nales del nodo ni son active o candidate. Como ya ha quedado comproba-
do que sz.sim idni > sid, la propiedad se verica en cualquiera de los estados
mencionados.
Cuando sz 1.inf needni = false y existe un mensaje INF en sz 1 cumpliendo
la propiedad, los efectos de la accion hacen que sz.sim idni adopte el valor del
campo sid que contiene el mensaje INF que se recibe. Al igual que en el caso
anterior, mINF .sid > sid. As que, tras la ejecucion de la accion se evidencia
que sz.sim idni > sid. Por otro lado, los efectos de la accion modican tanto
la variable status.algni como la variable status.idx. Los estados alcanzables son:
sz.status.algni 2 factive, blocked, candidateg siendo sz.status.idni = known. De
acuerdo con la propiedad B.2.43, si sz.status.algni = blocked y sz.status.idni =
known obliga a que sz.setPredToInfni = ;. Si el antecedente de la propiedad era
cierto en sz 1, el par (ni 1, ti 1) perteneca a sz 1.setPredni y, por la propiedad
B.2.47, ese par tambien tena que estar incluido en sz 1.setPredToInfni . De todo
ello se deriva que es imposible que el nodo ni alcance el estado blocked. En los
otros estados, sz.status.algni 2 factive, candidateg, la propiedad se verica en
sz para el nodo ni porque sz.sim idni > sid tal y como ya se haba comprobado.
Para que se forme un nuevo mensaje INF en cualquiera de las dos situacio-
nes descritas es imprescindible que exista un par (id, t) que este contenido en
sz 1.setPredToInfni pero no en sz 1.setPredni . Dado que el antecedente de la
propiedad establece que el nodo ni 1 pertenece al conjunto sz 1.setPredni , la
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generacion de un nuevo mensaje INF solo tendra lugar si el par (id, t) no coin-
cide con el nodo correspondiente ni 1 de la ruta p que se cita en la propiedad.
Por consiguiente, el mensaje INF que se pudiera crear ejecutando la accion no
afecta a los nodos involucrados en la propiedad.
Teniendo en cuenta que los mensajes INF que van dirigidos al ultimo elemento
de la ruta p0, a partir de la cual se dene el camino ewait mencionado en la
propiedad, resulta obvio que solo tiene interes estudiar los efectos de la accion
cuando el nodo x se corresponde con last(p0).id. Nuevamente, el analisis va a
depender del valor de la variable inf need para el nodo last(p0).id en sz 1. Si
sz 1.inf needlast(p0):id es true, la hipotesis inductiva establece que sz 1.sim idni 
sid. Cuando se ejecute la accion, se enviara un nuevo mensaje INF a un nodo id
tal que (id, t) 2 sz 1.setPredToInflast(p0):id n sz 1.setPredlast(p0):id. Al enviar este
mensaje, el par last(p0) se elimina del camino ewait y pasando a ser el nuevo
last(p0).id el destino del mensaje INF generado. A pesar de ello, el consecuente
de la propiedad seguira siendo cierto en sz porque la identidad simulada del
nodo ni no vara al ejecutarse la accion y, en consecuencia, sz.sim idni  sid.
Tras sucesivas ejecuciones de la accion a cargo de un nodo x que forme parte
del camino ewait, este camino llegara a desaparecer y el ultimo mensaje INF
emitido se asimilara al analizado anteriormente cuando x = ni y que cumpla
la propiedad.
En el caso en que sz 1.inf needlast(p0):id es false hay que estudiar dos situacio-
nes diferentes: last(p).id 2 nodes(p0) o last(p).id =2 nodes(p0). Si last(p).id 2
nodes(p0), la propiedad establece que sz 1.sim idlast(p):id  sid y para todos los
nodos de la ruta p, a excepecion de su ultimo nodo, su inf need es false siendo
sz 1.inf needlast(p):id = true. Al recibirse el mensaje INF, se reducira la ruta p0
del camino ewait y se formara un nuevo mensaje INF que verique lo mismo
que el retirado del canal. Esto sucedera de igual forma hasta que last(p0).id =
last(p).id y la ruta p0 este totalmente contenido en la ruta p. Cuando el par
last(p) queda eliminado del camino ewait debido a la formacion del correspon-
diente mensaje INF, last(p).id =2 nodes(p0) y last(p0).id sera un nodo distinto
a last(p).id que pertenece a ewait y esta contenido en la ruta p.
A partir de ese momento, como sz 1.inf needni = false y sz 1.inf needlast(p):id =
true, se tiene que vericar que sid0 > sid. Por la relacion de orden, se sabe que
sid0 > sz.sim idlast(p0):id. As que, existiran distintas situaciones segun sea el valor
de la identidad simulada de last(p0).id : sz.sim idlast(p0):id = sz 1.sim idlast(p0):id o
sz.sim idlast(p0):id = mINF .sid. Sustituyendo en sid0 > sz.sim idlast(p0):id y en la
relacion de identidades simuladas del estado previo, sz 1.sim idlast(p):id  sid,
se obtiene que sid0 > sid, como se quera demostrar. Por otra parte, la varia-
ble inf need de cualquier nodo que aparece entre los pares de visited nodes(p0)
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tiene el valor false. En el estado anterior el unico nodo con inf need a true era
precisamente last(p).id. Despues de retirar este nodo del camino ewait, el valor
de inf need del resto de nodos que componen p0 en sz es false como indica la
propiedad.
Mientras existan elementos en el camino ewait, se generara un nuevo mensaje
INF como el que se acaba de analizar. Sin embargo, cuando el mensaje INF
creado se dirija al nodo ni, la estructura del mensaje INF vericara el conse-
cuente de la propiedad en el que sz.status.idni = unknown, sz.inf needni = false
y ya no existe una ruta p0 sobre la que este construido un camino ewait. Para
conrmar el cumplimiento de la propiedad solo es necesario comprobar que sid0
> sid y ya quedo demostrado.
Por ultimo, cuando last(p).id =2 nodes(p0), el consecuente de la propiedad ve-
rica en sz 1 que mINF .sid > sid y la variable inf need de todos los nodos
que constituyen la ruta p0 es false. En esta situacion la ruta p0 esta conteni-
da totalmente en la ruta p y, de acuerdo a los efectos de la accion, se genera
un nuevo mensaje INF al nodo correspondiente en el orden establecido en el
camino ewait. La identidad simulada del mensaje, sid0, verica la condicion es-
tablecida en la propiedad, sid0 > sid. Para comprobar esto, solo es necesario
observar que sid0 > sz.sim idlast(p0):id (relacion de orden). Si sz 1.inf needlast(p0):id
= false, entonces sz.sim idlast(p0):id = sid. Sustituyendo convenientemente en las
expresiones resulta que el mensaje INF, cumple la condicion asociada al campo
sid. Cuando ya no existan elementos en el camino ewait, se generara un mensaje
INF hacia el nodo ni. Su estructura respondera al consecuente de la propiedad
que fue analizado anteriormente.
z 2 fdltINFx(y, m): fx, yg  N ^ m 2 MINFg. Dado que la precondicion de
esta accion exige que m 2 sz 1.channel(y, x ), se analizan los casos en los que
el consecuente es cierto debido a la existencia de un mensaje INF en el canal.
Si x = ni y m.ta = sz 1.t unkx, la accion estara habilitada cuando sz 1.t unkx
=  1. Aplicando la propiedad B.2.2, se obtiene que 1  m.ta  sz 1.tax. Al
sustituir m.ta por sz 1.t unkx, resulta evidente que sz 1.t unkx no puede valer
 1. En consecuencia, la accion que se analiza no esta habilitada. En el caso de
que el mensaje INF vaya dirigido al ultimo elemento de un camino ewait, o sea,
x = last(p0).id, se concluye del mismo modo.
z 2 frcvAVSx(y, m): fx, yg  N ^ m 2 MAV Sg. Al ejecutarse esta accion se
puede producir un cambio de estado para el nodo x. Cuando el nodo x aparece
en una ruta p en posiciones previas al nodo ni o en una ruta p0 en posiciones
posteriores al nodo ni, la accion no esta habilitada. En el primer caso, la propie-
dad B.2.55 indica que 8 l < i sz 1.status.algnl = dummy y en el segundo caso, la
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denicion del camino ewait(ni, last(p0).id, p0, sz 1) establece que sz 1.status.idx
= unknown. Como la precondicion de la accion consiste en que sz 1.st avsrpsx 6=
NULL y, segun las propiedades B.2.20 y B.2.17,esto implica que sz 1.status.algx
= candidate y sz 1.status.idx = known, la accion no se puede ejecutar. Si el nodo
x coincide con el nodo ni y sz 1.status.algx = candidate, tras la ejecucion de la
accion, podra alcanzarse un nuevo estado, sz.status.algx = victim. La propie-
dad sigue vericandose porque las variables del consecuente mantienen su valor
y, tanto para el estado previo como para el nuevo estado se exigen los mismos
requisitos.
z = sndAVSni o z = sndAVSRSPni . A pesar de que los efectos de estas acciones
modican la variable inf needni y pasa a valer true, la hipotesis inductiva permite
armar que la propiedad se cumple porque ambas acciones estan habilitadas
cuando sz 1.st avsrpsni 6= NULL. Aplicando las propiedades B.2.20 y B.2.17,
se concluye que entonces sz 1.status.algni = candidate y la variable inf needni
no inuye en este caso. As mismo, como las variables involucradas no se ven
afectadas, la propiedad se cumple.
z 2 fsndAVSx: x 2 Ng o z 2 fsndAVSRSPx: x 2 Ng. Cuando el nodo x
aparece en una ruta p en posiciones previas al nodo ni o en una ruta p0 en
posiciones posteriores al nodo ni, la accion no esta habilitada. En el primer
caso, la propiedad B.2.55 indica que 8 l < i sz 1.status.algnl = dummy y en el
segundo caso, la denicion del camino ewait(ni, last(p0).id, p0, sz 1) establece
que sz 1.status.idx = unknown. La precondicion de la accion consiste en que
sz 1.st avsrpsx 6= NULL y esto implica que, segun las propiedades B.2.20 y
B.2.17,sz 1.status.algx = candidate y sz 1.status.idx = known.

De acuerdo con esta propiedad, en el sistema no puede haber dos nodos con
identidades simuladas iguales. Ademas, las identidades simuladas cuando se propagan
gracias a los mensajes INF (campo sid), tampoco pueden coincidir con la identidad
simulada de ningun nodo, ni con el campo sid de otros mensajes INF del sistema.
Propiedad B.2.57. Sea (id, t, ) 2 T, se verican simultaneamente las aserciones
A1 y A2.
A1 : 9 i 2 N tal que s.sim idi = (id, t, ) )
C1-1 : 8 j 2 N tal que j 6= i se verica que s.sim idj 6= (id, t, ) ^
C1-2 : 8 fj, kg  N , 8 m 2 MINF , si m 2 s.channel(j, k) entonces m.sid 6= (id,
t, ) ^
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C1-3 : Si  =  tal que  2 N* y  2 N + ^ 9 j 2 N que verica s.sim idj
= (id, t, ) entonces s.contj > rst()
A2 : 9 fi, jg  N ^ 9 m 2 MINF tal que m 2 s.channel(i, j ) vericando m.sid =
(id, t, ) ) 8  2 N*:
C2-1 : 8 k 2 N se verica que s.sim idk 6= (id, t, ) ^
C2-2 : 8 fk, lg  N : k 6= i _ l 6= j, 8 m 2 MINF , si m 2 s.channel(k, l) entonces
m.sid 6= (id, t, ) ^
C2-3 : Si  =  tal que  2 N* y  2 N + ^ 9 k 2 N que verica s.sim idk =
(id, t, ) entonces s.contk > rst()
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.sim idi = (i, t,
) y 8 fj, kg  N , s0.channel(j, k) = . Como todos los nodos tienen identicadores
distintos, el consecuente C1-1 es cierto. Por otro lado, como no hay ningun mensaje
en los canales de comunicacion, el antecedente A2 es falso y el consecuente C1-2 es
cierto. Tambien se puede comprobar que el consecuente C1-3 es cierto porque  no
puede expresarse como  siendo  6= . A continuacion, se analizan los efectos de
las acciones que modican en sz la variable sim id y generan mensajes INF.
z 2 fStartDelArcx(y, t): fx, yg  N ^ t 2 Ng. En el caso de que el conjunto
setPredx quede vaco tras la ejecucion de la accion, sz.status.algx = active y
sz.status.idx = known, la variable sz.sim idx adopta el valor (x, sz.tax, ). Este
valor no puede aparecer en sz en el campo sid de ningun mensaje INF ni en
la variable sim id de ningun otro nodo porque, al estar en una ruta el nodo
tuvo que estar bloqueado para enviar o recibir mensajes ALG y desde que el
nodo x paso a active y cambio su tiempo de activacion (efectos de la accion
EndDelArcx(n)), el nodo i no ha podido difundir su identidad con su tiempo
de activacion actual.
Esta accion tambien genera mensajes INF. El campo sid se construye en ellos a
partir de sz 1.sim idx. Aunque las dos primeras componente de ese campo son
similares en todos los mensajes que se envan, la ultima componente es diferente
en todos ellos porque se a~nade un numero distinto como sujo a sz 1.sim idx.nu.
Si sz 1.sim idx = (id, t, ) y sz 1.contx = c, el campo sid de los mensajes
generados sera (id, t, c) para el primer mensaje INF incrementandose en una
unidad hasta alcanzar (id, t, (c+n 1)) para el enesimo mensaje INF.
Suponiendo que este mensaje INF viola el consecuente C1-2, es decir, en sz exis-
te un nodo cuyo identidad simulada en su ultima componente contiene (c+b),
como la accion no modica ese valor se deduce que ese nodo ya exista en sz 1.
La hipotesis inductiva asegura que el consecuente C1-3 tambien se cumpla en
432
Apendice B: Demostraciones de propiedades
sz 1 para ese nodo. As que sz 1.sim idx = (id, t, ) y, en ese mismo estado, hay
otro nodo con identidad simulada (id, t, (c+b)). Considerando que ese nodo
es precisamente el nodo i y verica el consecuente C1-3, esto es,  =  y  =
(c+b) y ademas existe un nodo j que coincide con el nodo x cumpliendo que
sz 1.sim idx = (id, t, ), se obtiene que sz 1.contx > (c+b). Esto contradice el
hecho de que sz 1.contx = c.
Igualmente considerese que no se cumple en sz el consecuente C2-1, es decir, 9
k 2 N tal que sz.sim idk = (id, t, ). Como la accion no modica el valor de
sim idk, se mantiene el valor que ya tena en sz 1. Para la creacion del mensaje
INF se emplean las variables sz 1.sim idx = (id, t, ) y sz 1.contx = c. Por
tanto, el campo sid del primer mensaje INF generado por la accion resulta ser
(id, t, c). La condicion se violara si  = c. Aplicando el consecuente C1-3 en
sz 1 y habiendo asumido la existencia de un nodo, k, cuya identidad simulada
en sz 1 es (id, t, c), siendo  = c, se concluye que sz 1.contx > c lo que
resulta ser imposible.
En el caso de que el consecuente C2-2 no sea cierto en sz 1, el campo sid
del primer mensaje INF generado por la accion resulta ser (id, t, c), siendo
sz 1.sim idx = (id, t, ) y  = c. Al mismo tiempo, hay otro mensaje cuyo
campo sid es (id, t, ). Esto contradice el cumplimiento del consecuente C1-3
ya que se~nala que en sz 1 un mensaje INF dispone del campo (id, t, c) por
lo que si sz 1.contx = c no puede ser superior a rst(c).
Finalmente, supongase que el consecuente C2-3 no se cumple en sz, esto es, el
campo sid del mensaje INF es (id, t, ), pero existe un nodo k cuya identidad
simulada es (id, t, ) con sz.contk  rst(), siendo  =    tal que  2 N* y 
2 N +. Para la formacion del mensaje INF las variables presentan los siguientes
valores: sz 1.sim idx = (id, t, ) y sz 1.contx = c. Esto implica que la ultima
componente del campo sid del mensaje INF es  = c. Por consiguiente, c
coincide con , siendo  6= . Aplicando la hipotesis inductiva, el consecuente
C1-3 asegura que sz 1.sim idx = (id, t, ) y c > rst(). Por tanto, como 
= c con  2 N*, c > rst() y resulta imposible que sz.contk  rst().
z = Abortx. Al igual que en la accion precedente, los mensajes INF que pueden
mandarse al ejecutarse esta accion poseen un campo sid distinto porque su
ultima parte es siempre diferente. A sz 1.sim idx.nu se le a~nade el contenido
de la variable contx y este contador se va incrementando en una unidad cada
vez que se hace un envo, mandando as m.sid diferentes. Los consecuentes C1-
2, C1-3 y los asociados al antecedente A2 se verican del mismo modo que
en la accion StartDelArcx(y, t) cuando se analizo la creacion de mensajes INF.
Ademas, tras la ejecucion de la accion, el tiempo de activacion del nodo x vara y
este tiempo es el que se incluye en la nueva identidad simulada, (x, sz.tax, ), que
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adquiere el nodo x una vez abortado. Estos efectos no afectan al cumplimiento
de la propiedad.
z 2 frcvINFx(y, m): x 2 N ^ m 2 MINFg. Esta accion permite, en algunos
casos, cambiar de identidad simulada al nodo x. En esas situaciones, el nodo
x adquiere su nuevo valor del campo sid que contiene el mensaje INF que se
retira del canal. Hay que comprobar que este valor de sz.sim idx cumple los
consecuentes de la propiedad. La hipotesis inductiva establece que el mensaje
INF cumple la propiedad en sz 1 y el consecuente C2-1 indica que la identidad
simulada de ningun nodo puede coincidir conm.sid (donde  = ). Al retirarse el
mensaje INF del canal, sz.sim idx pasa a valer precisamentem.sid, vericandose
el consecuente C1-1.
El consecuente C1-2 tambien se cumple en sz. Si no fuera as en sz 1 existiran
dos mensajes INF con m.sid = (id, t, ) y el consecuente C2-2 establece que
no puede haber otro mensaje con el mismo campo sid siendo  = .
Para probar que el efecto estudiado verica el consecuente C1-3, se va a suponer
que no se cumple en sz tras la ejecucion de la accion. Segun esto, siendo  =
, existe un nodo cuya identidad simulada es (id, t, ) que cumple que la
variable cont asociada es inferior o igual a rst(). Por otro lado, la hipotesis
inductiva indica que el mensaje INF que se retira del canal cumple la propiedad
en sz 1. Si m.sid = (id, t, ), de acuerdo al consecuente C2-3, existe un nodo k
cuya identidad simulada es (id, t, ), siendo  = , que cumple que sz 1.contk
> rst(). Como sz.sim idx = m.sid y  = , se asume que sz.contx > rst()
y, por tanto el consecuente C1-3 no es falso en sz.
A continuacion, se supone que el valor adquirido de sz.sim idx no verica el
consecuente C2-1, es decir, sz.sim idx = (id, t, ). En el efecto analizado
el valor de la identidad simulada del nodo x se adquiere del campo sid del
mensaje INF que se retira del canal, es decir, m.sid = (id, t, ). Este mensaje
INF dirigido al nodo x debe cumplir en sz 1 el consecuente C2-2 y eso resulta
imposible de acuerdo al supuesto inicial. As que, el consecuente C2-1 tambien
se cumple.
Considerando que el consecuente C2-3 no se cumple en sz, se analiza el efecto
de la accion por el que sz.sim idx adopta el valor del campo sid del mensaje
INF que se retira del canal. Si no se cumple el consecuente C2-3 se asume
que hay un nodo k en sz cuya identidad simulada es (id, t, ), siendo  = 
y, ademas, sz.contk  rst(). Ese nodo vericaba tambien esas condiciones
en sz 1. La existencia de un mensaje INF con m.sid = (id, t, ) en sz 1 y
la hipotesis inductiva aseguran el cumplimiento del consecuente C2-1. Segun
este consecuente, en sz 1 no hay nigun nodo cuya identidad simulada sea (id, t,
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). Sin embargo, el nodo k cumplira entonces que sz 1.contk > rst() y,
al contrario del supuesto de partida, C2-3 se vericara en sz.
Al ejecutarse esta accion, pueden generarse mensajes INF cuyo campo sid se
construye a partir del del valor que contena sz 1.sim idx o del campo sid del
mensaje INF que se retira del canal. Si el campo sid de los de mensajes INF
proviene de la identidad simulada de un nodo, la propiedad se verica del mismo
modo que en las acciones StarDelArcx(y, t) y Abortx. En el caso de que el campo
sid de un mensaje INF proceda del campo sid de otro INF hay que comprobar
que se cumplen el consecuente C1-2 y los asociados al antecedente A2 de la
propiedad.
Si no se cumpliera C1-2 en sz, el campo sid del nuevo mensaje sera igual a (id,
t, ). Sabiendo que en sz 1, m.sid = (id, t, ), el campo sid del mensaje INF
que se crea sera (id, t, c). Esto implica que sz.sim idx contiene la terna (id, t,
) que no es posible por el cumplimiento de C2-1.
Para probar que se cumple los consecuentes asociado al antecedente A2, se
asumira que en sz no se verican y, considerando el efecto de la accion, se
alcanzara una contradiccion. Si no se cumple C2-1 en sz, esto es, existe un
nodo cuya identidad simulada sea (id, t, ) y el campo sid del mensaje INF
enviado es (id, t, ) resulta imposible porque hacia el nodo x se dirigira un
mensaje con (id, t, ), siendo  = c. Por tanto, en sz 1 existe un nodo cuya
identidad simulada tiene como tercer campo una cadena cuyo prejo esta en un
mensaje violando el consecuente C2-1.
Suponiendo que C2-2 es falso en sz, se asume que el campo sid del nuevo
mensaje INF tiene la forma (id, t, ). El campo sid de este mensaje se ha
obtenido a~nadiendo el contenido de contx al campo sid del mensaje INF que se
retira del canal, esto es, (id, t, c). As que, c = rst() y no se cumpla C1-3
para el nodo x. Si existiese un mensaje con (id, t, ) en sz 1 y se generase
un mensaje con (id, t, ) por efectos de z, el mensaje que recibira el nodo x
volvera a incluir (id, t, ) con  = c. Esta situacion violara el consecuente
C2-2
Finalmente, considerando que el consecuente C2-3 no se verica en sz se sabe
que la identidad simulada de un nodo k es (id, t, ) y sz.contk  rst(), siendo
 = . Dado que el nodo x adquiere como identidad simulada el campo sid
de mensaje INF que se retira, es decir, sz.sim idx = (id, t, ), se observa que
el campo sid del nuevo mensaje es (id, t, c). Siendo c =   , se llega a la
contradiccion de que la variable cont del nodo x coincide con rst() y eso no
es posible por el consecuente C1-3.
Por ultimo, otro efecto posible de la accion es la inicializacion de sz.sim idi. Esta
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variable cambia su valor a (i, sz.tai, ) solo cuando en sz.setPredToInfi ya no le
quedan elementos. Como sz 1.satus.idi = unknown (condicion de habilitacion
de la accion), se sabe que el nodo i cambio su tiempo de activacion al mismo
tiempo que pasaba a ser unknown. En ese estado no es posible propagar ni su
identidad ni su identidad simulada. As que, cuando sz.sim idi = (i, sz.tai, ),
esta identidad es totalmente nueva en el sistema.

La siguiente propiedad ayuda a concretar las caracersticas que tienen que cumplir
las rutas tanto de los mensajes AVS y AVSRSP como sus versiones almacenadas
en set st avs y en st avsrsp, respectivamente. Como estas rutas podran contar con
informacion incorrecta, la propiedad tambien considera que valores de otras variables
aseguran que la informacion no valida se elimina o se recompone para continuar con
deteccion iniciada.
Propiedad B.2.58. Sea fn, n0g  N , sea ft, t0g 2 N, sea fb, b0g 2 ftrue, falseg, sea
fsid, sid0g  T y sea fp, p0g  P tal que p = (n1, t1)(n2, t2) : : : (nj, tj). Si ((sid, t, p,
b) 2 s.set st avsnj _ (AVS, sid, t, p, b) 2 s.channel(n, nj) _ (t, sid, p) = s.st avsrspn1
_ (AVSRSP, t, sid, p) 2 s.channel(n, n1)) ^ 9 i con 1 < i  j tal que (ni 1, ti 1) 2
s.setPredni ^ (ni, ti) =2 s.setPredni+1 entonces:
1: s.status.algn1 = candidate ^
2: p = 1  2 con last(1) = (ni, ti) ^ wait(n1, ni, 1, s) ^
3: 8 l < i : s.status.idnl = known ^
4: 8 l tal que 1 < l < i : (s.status.algnl = dummy _ (s.status.algnl = candidate ^ sid
> s.sim idnl ^ s.inf neednl = true)) ^
5: 8 l < i : s.t unknl = s.tanl ^
6: (sid, t, p, b) 2 s.set st avsnj )
(ni = nj ^
(s.status.algni 2 fcandidate, active, victimg _ s.status.idni = unknown) ^
(((sid0, t0, p0, b0) 2 s.set st avsn0 _ (AVS, sid0, t0, p0, b0) 2 s.channel(n, n0)) )
rst(p0) 6= (n1, t1)) ^
(sid = s.sim idn1 ^ s.sim idn1 > s.sim idnj) ^
s.norstAVSn1 = false ^
s.st avsrspn1 = NULL) ^
7: (AVS, sid, t, p, b) 2 s.channel(n, nj) )
436
Apendice B: Demostraciones de propiedades
((s.status.idni = unknown _ s.status.algni 2 fcandidate, active, victim, abortedg
_ (s.status.algni = dummy ^ s.tani = ti ^ ((b = true ^ ni = nj) _ (s.blockerni
= ni+1 ^ ni 6= nj)))) ^
(((sid0, t0, p0, b0) 2 s.set st avsn0 _ (AVS, sid0, t0, p0, b0) 2 s.channel(n, n0)) )
rst(p0) 6= (n1, t1)) ^
sid = s.sim idn1 ^
s.norstAVSn1 = false ^
s.st avsrspn1 = NULL) ^
8: ((t, sid, p) = s.st avsrspn1 _ (AVSRSP, t, sid, p) 2 s.channel(n, n1)) )
(sid > s.sim idn1 ^
((ni = nj ^ (s.status.algni 2 fcandidate, active, victimg _ s.status idni = unk-
nown) ^ s.sim idni  sid) _
((ni 6= nj ^ ni = n1) ^
 (((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) ^ sid0 > sid) _
 ((ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel (n,
last(p0).id) ^ sid0 > sid)))) _
((ni 6= nj ^ ni 6= n1) ^
 ((s.status.algni 2 fcandidate, active, victimg ^ s.status idni = known ^
s.inf needni = false ^ s.sim idni  sid) _
 ((s.status idni = unknown ^ s.inf needni = true) _ (s.status.algni = can-
didate ^ s.inf needni = true ^ s.blockerni = ni+1) ^
1. ((sid, t, p   rst(p)) = s.st algn1 ^
 ((((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) ^ sid  s.sim idni)
_
 (ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel
(n, last(p0).id) ^ sid  s.sim idni))) _
2. ((sid, t, p   rst(p)) 6= s.st algn1 ^
 (((INF, sid0, s.t unkni) 2 s.channel(ni, ni+1) ^ sid0> sid > s.sim idni)
_
 (ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel
(n, last(p0).id) ^ sid0 > sid > s.sim idni))))) _
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 ((s.status.algni = dummy ^ s.blockerni = ni+1) _ (s.status.idni = unknown
^ s.inf needni = false) ^
1. (((sid, t, p   rst(p)) = s.st algn1 ^
 (((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) ^ sid0 > sid) _
 (ewait(ni, last(p0).id, p0, s) ^ (INF,sid0, s.t unklast(p0):id) 2 s.channel
(n, last(p0).id) ^
 ((last(p).id 2 nodes(p0) ^ s.sim idlast(p):id  sid ^ 8 (x, tx) 2 (vi-
sited nodes(p0)  last(p)) ^ s.inf needx = false ^ s.inf needlast(p):id
= true) _
 (last(p).id =2 nodes(p0) ^ sid0> sid ^ 8 (x, tx) 2 visited nodes(p0)
^ s.inf needx = false)))) _
2. ((sid, t, p   rst(p)) 6= s.st algn1 ^
 (((INF, sid0, s.t unkni) 2 s.channel(ni+1, ni) ^ sid0 > sid) _
 ((ewait(ni, last(p0).id, p0, s) ^ (INF, sid0, s.t unklast(p0):id) 2 s.channel
(n, last(p0).id) ^ sid0 > sid)))))))))))
Demostracion: En el estado inicial, s0, 8 fi, j, kg  N se cumple que s0.setPredi
= ; por lo que la propiedad es cierta.
z 2 fStartAddArcx(y): fx, yg  Ng. Para que la accion este habilitada es
necesario que sz 1.statex = active, o por la propiedad B.3.3, que sz 1.status.algx
= active. Este estado impide que el nodo x aparezca en la ruta p en posiciones
anteriores al nodo ni porque debera ser candidate o dummy. As que hay que
estudiar los casos en los que el nodo x es precisamente el nodo ni o el nodo x
aparece en la ruta a partir del nodo ni.
Cuando el nodo x ocupa posiciones posteriores al nodo ni, se debe analizar la
posibilidad de que el nodo x este incluido en el camino ewait(ni, last(p0).id, p0,
sz 1). Si el nodo pertenece a ese camino, sz 1.status.idx = unknown. Al ejecu-
tarse la accion sz.status.algx pasa a ser blocked, pero sz.status.idx sigue siendo
unknown. Como las caractersticas de las rutas consideradas en la propiedad no
se modican, la propiedad se verica en sz. A continuacion, se analizan cada
una de las ubicaciones de la ruta p que se citan en la propiedad cuando x = ni.
 Si la ruta p esta almacenada en sz 1.set st avsni , se sabe que last(p).id
coincide con el nodo ni por la propiedad B.2.21. Ademas, aplicando la pro-
piedad B.2.16, se tiene que penult(p) 2 sz.setPredni . Dado que los efectos
de la accion modican la variable status.algni , el nodo ni puede alcanzar
los estados blocked y candidate. Si sz.status.algni = candidate, la propiedad
sigue vericandose para el nodo ni. En el caso de que sz 1.status.idni =
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unknown, los efectos de la accion no modicaran esta variable. Aunque
sz.status.algni = blocked, como sz.status.idni = unknown la propiedad se
cumple igualmente. Sin embargo, cuando sz 1.setPredToInfni = ;, resulta
que sz.status.algni = blocked y sz.status.idni = known. Considerando la pro-
piedad B.2.47 se obtiene que (ni 1, ti 1) 2 sz 1.setPredni entonces (ni 1,
ti 1) 2 sz 1.setPredToInfni . Como x = ni, se llega a la conclusion de que
sz 1.setPredToInfni 6= ; y, por tanto, el efecto que transforma status.algni
en blocked no se puede producir. El cambio de la variable norstAVSni no
afecta porque no es posible que el primer nodo de la ruta sea el nodo ni
por la condicion de habilitacion.
 Si la ruta p esta contenida en un mensaje AVS dirigido al nodo nj, es
posible que ni 6= nj o ni = nj, pero solo tiene sentido analizar el caso
en que x = ni. Aplicando la propiedad B.2.47 al nodo ni, se obtiene que
sz 1.setPredToInfni 6= ; y, por tanto, no es posible el efecto que convierte
sz.status.algni en blocked siendo sz.status.idni = known. Los cambios a can-
didate o a blocked con sz.status.idni = unknown no afectan y la propiedad
sigue vericandose para el nodo ni en sz.
Al ejecutarse la accion, sz.blockerni = y, pero la condicion sobre la variable
blockerni solo se impone cuando ni 6= nj y sz.status.algni = dummy. Dado
que los efectos de la accion no permiten alcanzar el estado dummy, el blo-
queo del nodo ni no inuye en el cumplimiento de la propiedad. El cambio
de la variable norstAVSni no afecta al cumplimiento de la propiedad por-
que el nodo ni no puede ser el nodo n1 de acuerdo con la precondicion de
la accion.
 Si la ruta p esta almacenada en sz 1st avsrspn1 o aparece en un mensaje
AVSRSP que va hacia el nodo n1, se estudia el unico caso de interes para la
propiedad que tiene lugar cuando ni 6= nj y ni 6= n1. Los efectos de la accion
que cambian el estado del nodo ni a candidate o blocked con sz.status.idni
= unknown no afectan al cumplimiento de la propiedad porque son modi-
caciones admitidas cuando ni = nj. La ejecucion de la accion que hace
que sz.status.algni = blocked y sz.status.idni = known no es posible porque
requiere que sz 1.setPredToInfni = ; y el antecedente asegura lo contrario.
En el caso en que ni 6= nj y la accion este habilitada, se concluye que la
propiedad tambien se cumple por hipotesis inductiva y porque los estados
alcanzados, tras la ejecucion de la accion, estan permitidos. Por otro lado,
para que el efecto de la accion consistente en que sz.blockerni = y pudiera
afectar al cumplimiento de la propiedad, sz.status.algni debera ser dummy
o candidate. Como ese estado no es alcanzable en el supuesto que se estudia
(sz 1.status.idni = unknown), se asegura que la propiedad es cierta en sz.
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z 2 fEndAddArcx(y, t): fx, yg  N ^ t 2 Ng. El unico efecto de la accion que
afecta a las variables de la propiedad es el que modica la variable setPredx. Al
ejecutarse la accion, el par (y, t) se incorpora a setPredx. Este hecho podra hacer
que alguna ruta existente en sz 1 cumpliera la propiedad en sz. Esto implicara
que en sz 1 el nodo ni fuera el nodo y y, tras la ejecucion de la accion, el nodo
ni que marca la propiedad fuera el nodo x.
Para que el par (y, t) aparezca en un ruta de las indicadas en la propiedad junto
con, al menos, otro elemento es necesario que se haya ejecutado previamente las
accion rcvALGy(x, m) o rstAVSy. En ambos casos, se debe vericar que (y, t)
ya perteneciera a setPredx o, por la propiedad B.3.2, (y, t, received) estuviera
incluido en set waitersx. Por la propiedad B.2.1, se deduce que t  tay en ese
instante. Aplicando la propiedad B.3.1, se tiene que t  t activy en ese mismo
instante. Por otra parte, la accion esta habilitada segun el medio cuando la
tupla (y, t, sent) pertenece a set waitersx, pero la propiedad B.1.5 asegura que
entonces (y, t, received) no esta incluido en set waitersx. As que, si la accion
debe estar habilitada sera preciso que anteriormente se hayan ejecutado las
acciones StartDelArcx(y, t), EndDelArcy(x ) y StartAddArcy(x ). Como la accion
EndDelArcy(x ) incrementa el tiempo de activacion del nodo y, se concluye que
es imposible que (y, t) estuviera ya en una ruta en la posicion i que indica
la propiedad y, posteriormente se incorpore a setPredx con el mismo tiempo.
En consecuencia, la ejecucion de esta accion no afecta al cumplimiento de la
propiedad.
z 2 fStartDelArcx(y, t): fx, yg  N ^ t 2 Ng. Una de las posibles condiciones
de habilitacion de esta accion consiste en que (y, t, received) 2 sz 1.set waitersx
y sz 1.statey = aborted o lo que es lo mismo, aplicando las propiedades B.3.2 y
B.3.5 respectivamente, (y, t) 2 sz 1.setPredx y sz 1.status.algy = aborted.
Considerando el antecedente de la propiedad, se llega a la conclusion de que,
si el nodo y pertenece a una de las rutas analizadas entonces x = ni y ni 6=
n1 y esta situacion es imposible para todo nodo anterior a ni porque su estado
debera ser dummy o candidate. Por otro lado, el nodo x tampoco puede ocupar
en las rutas posiciones posteriores al nodo ni porque entonces el nodo y tambien
formara parte del camino ewait. Dado que la propiedad B.2.15 asegura que un
nodo en estado aborted nunca puede ser unknown, resulta evidente que este
supuesto no es posible.
Al analizar la otra condicion de habilitacion de la accion, (y, t) 2 sz 1.setPredx
y sz 1.status.algx = active, debe comprobarse que el efecto de formacion de
mensajes AVS no afecta al cumplimiento de la propiedad. Estos mensajes se
generan a partir de los almacenados en sz 1.set st avsx que cumplan que el
penultimo elemento de su ruta coincide con el par (y, t). As mismo, estas rutas
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cumplen la propiedad en sz 1 por hipotesis inductiva. Los nuevos mensajes AVS
adoptan como ruta las rutas almacenadas en sz 1.set st avsx excepto su ultimo
par y se elige como destino de los mismos el nodo que aparece en ultima posicion
de su ruta, esto es, el penultimo nodo de la ruta usada de sz 1.set st avsx. La
estructura de la ruta del mensaje AVS permite conrmar que se cumplen todas
las caractersticas exigidas en la propiedad para los nodos anteriores a ni. Esto
es as porque la ejecucion de la accion tiene como efecto indirecto que el nodo y
pasa a ser el nodo ni en sz para el mensaje AVS y no se modican las variables
status.alg, status.id y ta de ningun nodo.
El resto de requisitos que indica la propiedad hacen referencia al nodo ni. Como
el nodo al que va dirigido el mensaje AVS es precisamente el nodo y, que coincide
con ni y con nj, se sabe que sz.status.algy 2 fdummy, candidateg (en sz 1 el
nodo y se corresponda con un nodo nl de los de la propiedad). Si sz.status.algy
= dummy ademas se debe vericar que sz.tay = ty ya que el ultimo campo del
mensaje AVS contiene el valor true. Dado que el nodo y no cambia su tiempo de
activacion y estaba incluido en una ruta valida en sz 1, este requisito se cumple.
Por otro lado, se comprueba facilmente que el campo sid del mensaje AVS es
el mismo que el que acompa~naba a la ruta almacenada en sz 1.set st avsx y
este cumpla en sz 1 que era equivalente a sz 1.sim idn1 . As que, es obvio que
sid = sz.sim idn1 porque no se producen cambios. El resto de caractersticas
que tienen que ver con el primer nodo de la ruta del mensaje se demuestran
aplicando la hipotesis inductiva.
En lo que resta se va a estudiar como afecta, en las rutas de interes y que existen
en sz 1, el efecto de la accion por el que se retira el par (y, t) del conjunto
setPredx. Solo si sz 1.status.idx = known, hay que analizar las consecuencias del
efecto considerado porque siendo unknown no se modica ninguna variable de
las que aparecen en la propiedad.
 En una ruta almacenada en sz 1.set st avsx. Al ejecutarse la accion (y, t)
=2 sz.setPredx y, al mismo tiempo, se elimina la ruta de sz 1.set st avsx. En
consecuencia, la propiedad pasara a vericarse con el antecedente falso.
La posible transformacion del mensaje almacenado en un mensaje AVS ya
ha sido demostrada y tambien cumple la propiedad. Por otra parte, las
rutas que siguen almacenadas tras la ejecucion de la accion verican la
propiedad por hipotesis inductiva.
 En una ruta incluida en un mensaje AVS con destino nj. Los efectos de
la accion no retiran el mensaje del canal y se mantiene el valor del campo
sid. Si ni = x, al ejecutarse la accion, resulta que (y, t) =2 sz.setPredni y
el nodo ni que indica la propiedad pasa a ser el nodo y. Como en sz 1 el
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mensaje AVS cumpla la propiedad, por hipotesis inductiva, se sabe que
el estado del nodo y era dummy o candidate. De acuerdo a lo comentado,
en caso de que ni = nj en sz 1, tras la ejecucion de la accion, el nodo ni
dejara de coincidir con nj. Es obvio que la propiedad se cumple en esa
situacion cuando status.algy es candidate, incluso si el nodo y ocupaba la
primera posicion de la ruta. Para el caso en el que status.algy era dummy
es preciso asegurar que, como ese estado se mantiene tras la ejecucin de
la accion, sz.tay = t y sz.blockery = x. Para comprobar esto hay que recu-
rrir a la condicion de habilitacion que exiga que (y, t) 2 sz 1.setPredx y
sz 1.status.algx = active. A partir de esa condicion se deduce que sz 1.tay
= t y sz 1.blockery = x. Como los efectos de la accion en este supuesto
conservan los valores de estas variables, se concluye que la propiedad tam-
bien se cumple cuando sz.status.algy = dummy. Por ultimo, considerando
que los nodos ni y nj no coinciden en el mensaje AVS existente en sz 1 y
aplicando los argumentos anteriores, se llega a las mismas conclusiones. La
propiedad se verica igualmente cuando el nodo y no se corresponde con
el nodo ni 1 de la ruta del mensaje AVS. En esa situacion los efectos de la
accion no afectan al cumplimiento de la propiedad y la hipotesis inductiva
concluye.
 En una ruta almacenada en sz 1.st avsrspn1 o contenida en un mensaje
AVSRSP que viaja hacia el nodo n1. En las condiciones en las que se da
el efecto analizado, sz 1.status.algx = active y sz 1.status.idx = known, la
propiedad B.2.34 asegura que sz 1.inf needx = false. La hipotesis inductiva
permite demostrar facilmente que sid > sz.sim idn1 . Si x = ni y la accion
se ejecuta, en la nueva ruta ni 6= nj. Como el nodo y ocupaba una posicion
anterior al nodo ni en sz 1, resulta que sz 1.status.algy 2 fdummy, can-
didateg segun la propiedad. En ambos casos, (y, t) 2 sz 1.setPredToInfx
(propiedad B.2.47) y el efecto de la accion en el que (y, t) =2 sz.setPredx va
acompa~nado por la generacion de un mensaje INF dirigido al nodo y con
mINF .sid > sz 1.sim idx. A continuacion, se estudian los dos posibles es-
tados del nodo y y se comprueban las caractersticas que deben vericarse
en cada uno de ellos:
 Si sz.status.algy = dummy y sz.blockery = x,mINF .sid  sid tanto para
el caso en el que (sid, p   rst(p)) sea equivalente o no a sz.st algn1 .
Dado que en sz 1 se sabe que sz 1.sim idx  sid y el campo sid del
mensaje INF directo que se enva al nodo y es mayor que sz 1.sim idx,
resulta evidente que mINF .sid > sid combinando ambas relaciones.
 Si sz.status.algy = candidate, sz.inf needy = true y sz.blockery = x, solo
es posible que (sid, p   rst(p)) 6= sz.st algn1 . Esto es debido a que,
sisid, p   rst(p)) = sz.st algn1 , las rutas son practicamente iguales y
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se puede armar que en sz 1 el nodo ni era el mismo en ambas. La pro-
piedad B.2.55 indica que los nodos nl que ocupan posiciones anteriores
al nodo ni solo pueden ser dummy. En consecuencia, sz 1.status.algy
= dummy y los efectos de la accion no cambian el estado del nodo y.
El supuesto de partida se contradice y se concluye que este caso no
es posible. Para el caso en que (sid, p   rst(p)) 6= sz.st algn1 hay
que comprobar que la siguiente relacion: mINF .sid > sid > sz.sim idy.
Como en sz 1 se cumple que sz 1.sim idx  sid y al formarse el men-
saje INF directo del nodo x al nodo y mINF .sid > sz 1.sim idx, se
obtiene que mINF .sid > sid. Por otro lado, el nodo y vericaba que,
por ser un nodo que apareca en la ruta antes que el nodo ni en sz 1,
sid > sz 1.sim idy. Al ejecutarse la accion sim idy mantiene su valor y
el nodo y pasa a ser el nuevo nodo ni. As que, sid > sz.sim idy como
se quera demostrar.
Cuando el nodo x ocupa posiciones posteriores al nodo ni, el nodo x esta inclui-
do en un camino ewait(ni, last(p0).id, p0, sz 1). La denicion de camino ewait
establece que sz 1.status.idx = unknown. Al ejecutarse la accion, el camino ewait
no se ve modicado y el resto de las variables que intervienen en la propiedad
tampoco.
Finalmente, hay que comentar un efecto de la accion por el que sz.sim idx pasa
a valer (x, sz.tax, ). Ademas, cuando se produce este efecto sz.setPredx = ;.
Esto implica que el nodo x no puede formar parte, en ninguna posicion, de las
rutas consideradas en la propiedad existente.
z 2 fEndDelArcx(y): fx, yg  Ng. Al ejecutarse esta accion cambia tanto el
tiempo de activacion del nodo x como status.algx que pasa a active. Tambien
otro de los efectos de la accion hace que sz.st avsrspx = NULL. En esa situacion
el antecedente podra llegar a ser falso.
La condicion de habilitacion de la accion segun el medio establece que (x, t,
released) 2 sz 1.set waitersy o sz 1.status.algy = aborted, siendo en ambos ca-
sos sz 1.blockerx = y. En el primer caso, aplicando la propiedad B.1.5 resulta
evidente que (x, t, received) =2 sz 1.set waitersy. De acuerdo con la propiedad
B.3.2, eso equivale a que el par (x, t) no esta incluido en sz 1.setPredy.
Considerando la otra posibilidad de habilitacion, se sabe que sz 1.setPredy = ; y,
en consecuencia, (x, t) =2 sz 1.setPredy. Como los pares dispuestos en posiciones
previas al nodo ni para las rutas citadas en la propiedad no pueden cumplir el
requisito de habilitacion, el nodo x solo puede ocupar la posicion del nodo ni o
la de nodos a partir de ni.
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Suponiendo que el nodo x coincide ni se van a analizar los efectos de la accion
dependiendo de los valores de sz 1.status.algni que afectan a la propiedad.
 sz 1.status.algni = dummy : la hipotesis inductiva permite descartar la po-
sibilidad de que el nodo ni este contenido en una ruta de sz 1.set st avsni
siendo dummy su status.algni . En caso de que el nodo ni sea un nodo
de la ruta de un mensaje AVS dirigido al nodo nj en sz 1 se sabe que
la ejecucion de la accion modica el estado del nodo ni de manera que
sz.status.algni = active y sz.blockerni pase a ser NULL. Dado que este nue-
vo estado esta entre los permitidos en la propiedad, la ruta del mensaje
AVS la sigue haciendo cierta en sz. Del mismo modo, es posible que el nodo
ni aparezca en la ruta de un mensaje AVSRSP con destino el nodo n1 o
almacenado en sz 1.st avsrspn1 , donde ni 6= n1. Si las rutas mencionadas
cumplen la propiedad en sz 1 y sz 1.status.algni = dummy, la propiedad
B.2.34 se~nala que sz 1.inf needni = false. Dado que el nodo x se correspon-
de con el nodo ni, la propiedad B.2.47 conrma que sz 1.setPredToInfni 6=
;. En esta situacion resulta que sz.status.idni = unknown y sz.inf needni
= false. De acuerdo con los valores de esas variables, cuando el nodo ni
alcanza el estado active tras la ejecucion de la accion, la propiedad sigue
cumpliendose.
 sz 1.status.algni = candidate: cuando la ruta que contiene al nodo ni esta al-
macenada en sz 1.set st avsni , los efectos de la accion no afectan al cumpli-
miento de la propiedad a pesar de que sz.status.algni = active y sz.status.idni
sea known o unknown. As mismo, la ejecucion de la accion no afecta, en
ningun caso, a la ruta de un mensaje AVS que se dirija al nodo nj y que
incluya al nodo ni en sz 1. Si el nodo ni se localiza en una ruta almacenada
en sz 1.st avsrspn1 o incluida en un mensaje AVSRSP que va hacia el nodo
n1, se pueden distinguir distintas situaciones segun coincida el nodo ni con
el nodo nj o no. Suponiendo que ni = nj, la hipotesis inductiva asegura
que sz 1.sim idni  sid. Al ejecutarse la accion, se sigue cumpliendo esa
condicion y sz.status.algni = active. Por consiguiente, la propiedad se veri-
ca. En el caso de que ni 6= nj y sz 1.inf needni = false, la ejecucion de la
accion mantiene el valor de las variables inf needni , status.idni y sim idni .
Por todo ello, la propiedad se cumple en sz. Para sz 1.inf needni = true,
los efectos de la accion convierten status.idni en unknown sin modicar el
valor de inf needni . El requisito exigido en sz 1 sobre la variable blockerni
deja de ser preciso en sz y, por tanto, la propiedad se verica de igual
manera que en sz 1.
 sz 1.status.algni = blocked : aplicando la hipotesis inductiva, se deduce que
solo es posible que sz 1.status.idni = unknown. Como esta variable no
444
Apendice B: Demostraciones de propiedades
cambia su valor tras la ejecucion de la accion, una ruta almacenada en
sz 1.set st avsni o incluida en un mensaje AVS dirigido al nodo nj y que
contenga al nodo ni sigue cumpliendo la propiedad en sz. De forma similar,
para una ruta almacenada en sz 1.st avsrspn1 o la de un mensaje AVSRSP
con destino el nodo n1 en la que aparece el nodo ni, la propiedad es cierta
ya sea ni = nj o ni 6= nj. Al ejecutarse la accion, sz.status.algni = active,
pero se mantiene el valor correspondiente de inf needni y sz.status.idni =
unknown. Esto implica que la propiedad se vericara en sz cumpliendo las
mismas condiciones que en sz 1.
En el caso de que el nodo x forme parte de un camino ewait(ni, last(p0).id,
p0, sz 1), siendo x 6= ni, la denicion de ewait asegura que sz 1.status.idx =
unknown. Al ejecutarse la accion, el camino ewait no se modica y el resto de
las variables que intervienen en la propiedad tampoco.
z 2 fAbortx: x 2 Ng. Para que la accion este habilitada es necesario que
sz 1.status.algx = victim. Esta condicion reduce los casos de estudio y hace
que sea solo sea posible que el nodo x coincida con el nodo ni. En posiciones
anteriores al nodo ni los nodos deben ser dummy o candidate y a partir del nodo
ni, el nodo x formara parte de un camino ewait y entonces sz 1.status.idx =
unknown. La propiedad B.2.15 asegura que al estado victim le correspondera
sz 1.status.idx = known. A continuacion se repasan las posibilidades de que la
accion se ejecute y existan rutas de interes que ya existieran en sz 1.
En el supuesto de que haya almacenada una ruta en sz 1.set st avsx, la ejecucion
de la accion puede hacer falso el antecedente de la propiedad porque se eliminan
todos los elementos de ese conjunto.
Un efecto de esta accion consiste en la formacion de mensajes AVS a partir
de los almacenados en sz 1.set st avsx cuando estos existen. Estos nuevos men-
sajes tambien cumplen la propiedad. Dado que los mensajes almacenados en
sz 1.set st avsx verican la propiedad por hipotesis inductiva, es facil mostrar
que los mensajes AVS generados cumplen que:
1. sz.status.algn1 = candidate. La ruta del mensaje AVS coincide totalmente
con la correspondiente al mensaje almacenado en sz 1.set st avsx salvo el
ultimo elemento de esta ultima que se elimina. Por tanto, como el primer
elemento es el mismo y no se modica el estado de ese nodo resulta que es
candidate.
2. 9 ni = y : p = 1  2 con last(1) = ni tal que wait(n1, ni, 1, sz). Como
la ruta del mensaje AVS se obtiene eliminando el ultimo elemento de la
ruta del mensaje almacenado en sz 1.set st avsx, el nodo ni que indica la
445
Apendice B: Demostraciones de propiedades
propiedad cambia al ejecutarse la accion porque el par (y, t) =2 sz.setPredx.
En resumen, tras los efectos de la accion el nodo ni deja de ser el nodo x
y pasa a ser el nodo y. Como las caractersticas de la ruta hasta el nodo y
no se modican este requisito queda demostrado por hipotesis inductiva.
3. 8 l < i, sz.status.idnl = known. Dado que la ruta del mensaje AVS se
construye a partir de la ruta almacenada sz 1.set st avsx y el estado de
los nodos de esta ultima previos al nodo ni eran known, se deduce que el
estado de todos ellos se conserva incluso siendo ni = y.
4. 8 l tal que 1 < l < i : sz.status.algnl = dummy _ (sz.status.algnl = candidate
^ sid > sz.sim idnl ^ sz.inf neednl = true).
5. 8 l < i : sz.t unknl = sz.tanl .
6. Esta accion no modica ni status.alg ni status.id del nuevo nodo ni. Como
en sz 1 el nuevo nodo i vericaba la propiedad siendo un nodo nl de los
de la propiedad, se tiene que sz.status.algy 2 fdummy, candidateg lo cual
verica los requisitos de la propiedad porque m.fwd = true ^ ni = nj. Si
el nodo ni es dummy, resulta obvio que cumple que sz.tani = ti porque
este nodo en sz 1 perteneca a un camino wait los efectos no modican su
tiempo de activacion.
7. Dado que n.sid = m.sid, sz.sim idfirst(m:path):id = sz 1.sim idfirst(n:path):id y
sz 1.sim idfirst(n:path):id = n.sid, es obvio que m.sid = sz.sim idfirst(m:path):id
= sz.sim idn1 .
8. 8 m0 2 sz.set st avsnk _ m0 2 sz.channel(n, nk) ^ m0.tipo = AVS )
rst(m0.path) 6= (n1, t1). Aplicando la hipotesis inductiva tambien se de-
muestra que sid = sz.sim idn1 , sz.norstAVSn1 = false y sz.st avsrspn1 =
NULL. Basta con tener en cuenta que rst(m.path).id = rst(n.path).id =
n1 y que los efectos de la accion no afectan a ese nodo.
Analizando otros efectos que tienen que ver con la existencia de las rutas
indicadas en la propiedad, se aprecia que la accion esta habilitada cuando
sz 1.status.algx = victim. Esta condicion obliga a que sean motivo de estudio
los casos en que x = ni o en los que el nodo x ocupe posiciones posteriores a
la del nodo ni en la ruta. En el resto de posiciones, el estado de los nodos debe
ser dummy o candidate.
1. ruta almacenada en sz 1.set st avsx. Si i = 1, como ni = nj = x, se tiene
un mensaje almacenado con un unico elemento. La propiedad indica que
sz 1.status.algx = candidate, pero se requiere que sz 1.status.algx = victim
para que la accion este habilitada. Si i 6= 1 y n2 6= x, al ejecutar la ac-
cion Abortx, el mensaje de sz 1.set st avsx se elimina y se transforma en
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un mensaje AVS. Ya se ha analizado que este nuevo mensaje cumple la
propiedad en sz. Sin embargo, cuando n2 = x, el mensaje AVS no se llega
a enviar e igualmente se elimina la ruta almacenada en sz 1.set st avsx.
2. ruta contenida en un mensaje AVS con destino nj.
 Si i 6= 1 y ni = nj = x, los efectos de la accion no retiran ningun mensaje
de este tipo y tampoco modican su estructura. La precondicion de
la accion establece que sz 1.status.algx = victim y, al ejecutarse la
misma, resulta que sz.setPredx = ; ^ sz.status.algx = aborted. Aunque
el estado alcanzado es uno de los permitidos en la propiedad, el nodo x
ya no es ni en sz. El nuevo ni coincide con el elemento anterior a x en la
ruta, es decir, uno de los nodos que en sz 1 cumpla los requisitos de los
nodos nl. Como sz 1.status.algnl 2 fdummy, candidateg es obvio que
el nuevo nodo ni verica la propiedad porque ni 6= nj. Si sz.status.algni
= dummy es evidente que sz.tani = ti ^ sz.blockerni = ni+1 porque en
el estado previo este nodo perteneca a un camino wait y sz 1.tani 1
= sz.tani ^ sz 1.blockerni 1 = sz.blockerni , siendo ni+1 = x.
En el caso en que, ademas, n2 = x, al ejecutar la accion Abortx, el
mensaje AVS sigue vericando la propiedad porque ni 6= nj, n1 =
ni y sz.status.algn1 = sz 1.status.algn1 = candidate que es un estado
permitido por al propiedad.
 Si i = 1, como ni = nj = x, se tiene un mensaje almacenado con un
unico elemento. La propiedad indica que sz 1.status.algx = candida-
te, pero se requiere que sz 1.status.algx = victim para que la accion
este habilitada.
 Considerando que ni 6= nj e i = 1, se llega a la conclusion de que
la accion no podra estar habilitada, si en la ruta se cumpla que
sz 1.status.algx = candidate. La accion Abortx requiere que sz 1.status.
algx = victim.
 Cuando i 6= 1, ni 6= nj, la ejecucion de la accion cambia el nodo
ni, pero como ya se ha explicado, el mensaje AVS sigue cumpliendo
la propiedad. Para n2 = x, resulta que n1 pasa a ser el nodo ni de la
propiedad y se mantiene que ni 6= nj. Como sz.status.algn1 = candidate,
queda demostrado que el mensaje AVS verica la propiedad.
3. ruta almacenada en sz 1.st avsrspn1 o enviada en un mensaje AVSRSP al
nodo n1. En el analisis de este caso se considera que x = ni y se comprueba
facilmente que:
a) sid > sz.sim idn1 porque la ruta no se modica y sz 1.sim idn1 =
sz.sim idn1 .
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b) Si ni = nj y i = 1, se sabe que sz 1.status.algn1 = candidate (consecuen-
te cierto) y la accion queda habilitada solo cuando sz 1.status.algn1 =
victim.
c) Para ni = nj, i 6= 1 y n2 6= x, se tiene que la ejecucion de la accion
hace que sz.status.algx = aborted pero ni 6= x porque, al mismo tiempo,
sz.setPredx = ;. En consecuencia, la ruta que se analiza en sz cumple
que ni 6= nj. Ademas, eso conlleva que en sz hay un nuevo nodo ni que
cumple la propiedad y que en el estado anterior formaba parte de uno
de los nodos referenciados como nl. Como sz 1.status.algnl 2 fdummy,
candidateg y status.alg del nuevo ni no cambia, se tiene que:
 sz.status.algni = dummy ^ sz.blockerni = x. En estas circunstan-
cias es preciso que un mensaje de tipo INF viaje desde el no-
do x hasta el nodo ni en sz. Conrmando que mINF .sid > sid
se podra concluir que la propiedad es cierta tanto en este caso.
El mensaje INF que se pone en el canal por los efectos de la
accion cumple que mINF .sid = (sz 1.sim idx.id, sz 1.sim idx.ta,
sz 1.sim idx.nu.cont).
Considerando la relacion de orden sz 1.sim idx < mINF .sid ^
sz 1.sim idx  sid, se llega a la conclusion de que sid < mINF .sid,
tal y como se quera demostrar. Esto es valido tanto para (sid, p  
rst(p)) = sz.st algn1 como para (sid, p   rst(p)) 6= sz.st algn1 .
 sz.status.algni = candidate ^ sz.blockerni = x. El nuevo nodo ni
vericaba en sz 1 que sid > sz 1.sim idnl ^ sz 1.inf neednl = true.
Se pueden plantear las siguientes situaciones:
 (sid, p   rst(p)) = sz.st algn1 . La propiedad B.2.55 establece
que el nuevo nodo ni solo puede ser dummy. As que este caso
es imposible.
 (sid, p   rst(p)) 6= sz.st algn1 . En el canal debe haber un men-
saje de tipo INF con destino ni y origen x tal que: mINF .sid >
sid ^ sid > sz.sim idni . La primera condicion, queda conrmada
al comprobar que mINF .sid = (sz 1.sim idx.id, sz 1.sim idx.ta,
sz 1.sim idx.nu.cont) ^ sz 1.sim idx < mINF .sid (relacion de
orden) ^ sz 1.sim idx  sid (hipotesis inductiva). Por todo ello,
mINF .sid > sid. Este mensaje INF que se menciona aparece
por los efectos de la accion. Por otra parte, el ultimo requisito
se cumple porque la accion no modica estas variables para un
nodo nl de la ruta y sid > sz.sim idni .
d) Si ni = nj, i 6= 1 y n2 = x, la ruta sigue cumpliendo la propiedad
porque ni = nj e i = 1. Los efectos de la accion Abortx ponen de
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maniesto la existencia de un mensaje INF en el que mINF .sid > sid.
Basta con recordar que mINF .sid > sz 1.sim idx y que en sz 1, con ni
= nj = x, se cumpla que sz 1.sim idx  sid.
e) ni 6= nj e i = 1. Si la ruta verica la propiedad en sz 1 con el conse-
cuente cierto, la accion no estara habilitada porque es necesario que
sz 1.status.algx = victim.
f ) Con ni 6= nj, i 6= 1 y n2 6= x, se deben estudiar dos posibilidades.
Tras la ejecucion de la accion, en sz hay un nuevo nodo ni que cumple
la propiedad y que en el estado anterior formaba parte de uno de
los nodos referenciados como nl. Como sz 1.status.algnl 2 fdummy,
candidateg y status.alg del nuevo ni no cambia, se tiene que:
 sz.status.algni = dummy ^ sz.blockerni = x. Tanto para (sid, p  
rst(p)) = sz.st algn1 como para (sid, p   rst(p)) 6= sz.st algn1 ,
el mensaje INF que se pone en el canal por los efectos de la
accion cumple que mINF .sid = (sz 1.sim idx.id, sz 1.sim idx.ta,
sz 1.sim idx.nu.cont).
Considerando la relacion de orden, sz 1.sim idx < mINF .sid, y
sz 1.sim idx  sid, se llega a la conclusion de que sid < mINF .sid,
tal y como se impone en las dos situaciones que indica la propie-
dad.
 sz.status.algni = candidate ^ sz.inf needni = true ^ sz.blockerni =
x. Teniendo en cuenta las caractersticas de nuevo nodo ni resulta
evidente que no es posible que (sid, p   rst(p)) = sz.st algn1 . La
propiedad B.2.55 conrma que el estado del nuevo nodo ni solo
puede ser dummy. En sz 1 es evidente que tanto la ruta p que se
analiza como sz 1.st algn1.path poseen el mismo nodo ni. Esto re-
duce el analisis al caso (sid, p   rst(p)) 6= sz.st algn1 . Por tanto,
en el canal debe haber un mensaje de tipo INF con destino ni y
origen x tal que: mINF .sid  sid ^ sid > sz.sim idni . Este men-
saje INF es un efecto de la accion Abortx. La primera condicion,
queda conrmada al comprobar que mINF .sid = (sz 1.sim idx.id,
sz 1.sim idx.ta, sz 1.sim idx.nu.cont) ^ sz 1.sim idx < mINF .sid
(relacion de orden) ^ sz 1.sim idx  sid (hipotesis inductiva). Por
todo ello, mINF .sid > sid. Por otra parte, el ultimo requisito se
cumple porque la accion no modica estas variables para un nodo
nl de la ruta y sid > sz.sim idni .
g) Cuando ni 6= nj, i 6= 1 y n2 = x, la ejecucion de la accion conlleva la
creacion de un mensaje INF y ni pasa a ser el nodo n1. Ese mensaje
INF cumple que mINF .sid > sid porque mINF .sid > sz 1.sim idx y
sz 1.sim idx  sid.
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Para que se generen mensajes INF es necesario que sz 1.setPredToInfx 6=
;. Los mensajes tienen como origen el nodo x y como destino el nodo id
ya que (id, t) 2 sz 1.setPredToInfx.
En sz 1 se cumple que existe wait(n1, ni, 1, sz 1), siendo ni = x lo que
implica que (ni 1, ti 1) 2 sz 1.setPredx. Aplicando la propiedad B.2.47, se
obtiene que (ni 1, ti 1) 2 sz 1.setPredToInfx. As que, este sera el nodo al
que se enve el mensaje INF.
Caso x 2 p0 tal que ewait(ni, last(p0).id, p0, sz 1):
La denicion de ewait obliga a que sz 1.status.idx = unknown, pero la condicion
de habilitacion exige que sz 1.status.algx = victim o, segun la propiedad B.2.15,
sz 1.status.idx = known.
Otro efecto de la accion modica sim idx de manera que sz.sim idx = (x, sz.tax,
). Se puede apreciar que esto sucede cuando sz.setPredx = ;. En esta situacion,
por tanto, el nodo x no puede ser ya el ni de ninguna ruta existente (antecedente
falso).
z 2 finitiatex: x 2 Ng. Los efectos de la accion no introducen cambios en
el antecedente de la propiedad. Ademas, la accion esta deshabilitada para los
nodos que ocupan posiciones anteriores al nodo ni en las posibles rutas. La
precondicion de la accion indica que sz 1.statusx = blocked y esos nodos o bien
son dummy o bien son candidate. Del mismo modo, si el nodo x ocupa posiciones
posteriores al nodo ni y forma parte de un camino ewait(ni, last(p0).id, p0, sz 1),
segun la denicion de ewait, sz 1.status.idx debera ser unknown y la condicion
de habilitacion de la accion exige que sea known.
Considerando que el nodo x coincide con el nodo ni y que la ruta p esta contenida
en sz 1.set st avsnj , en un mensaje AVS dirigido al nodo nj, en sz 1.st avsrspn1 o
en un mensaje AVSRSP con destino el nodo n1, se observa que, entre los estados
permitidos en la propiedad para el nodo ni, no se admite que sz 1.status.algni
sea blocked ni sz 1.status.idni sea known.
z 2 frcvALGx(y,m): fx, yg  N ^ ^ m 2 MALGg. Al ejecutar esta accion,
puede llegar a almacenarse un mensaje en sz.st avsrspx. Hay que comprobar,
por tanto, que ese mensaje cumple todas las condiciones de la propiedad:
1. sz.status.algn1 = candidate. Este efecto requiere que sz 1.status.algx = can-
didate y esta variable no cambia al ejecutarse la accion. Ademas, el primer
nodo de la ruta almacenada en sz.st avsrspx coincide con el nodo x. As que,
es obvio que se cumple este requisito.
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2. p = 1  2 con last(1) = (ni, ti). La ruta que se almacena en sz.st avsrspx
esta formada por el par (x, sz.tax) y la ruta del mensaje ALG que se retira
del canal como efecto de la accion. Este mensaje ALG cumple la propiedad
B.2.55 en sz 1. Por lo tanto, 9 una posicion i en su ruta tal que 8 l < i
se verica que tl = sz.tanl y (nl, tl) 2 sz.setPrednl+1 . La propiedad B.2.55
tambien asegura que (x, sz.tax) 2 sz.setPredn1 , siendo n1 el primer nodo de
la ruta del mensaje ALG. Por todo ello, se cumple la condicion impuesta.
3. 8 l < i, sz.status.idnl = known. Como sz.status.algx = candidate y el nodo
x es el primer nodo de la ruta almacenada, la propiedad B.2.15 permite
armar que sz.status.idn1 = known. Para el resto de nodos de la ruta, hay
que tener en cuenta que, segun la propiedad B.2.55, 8 l < i se cumple
que sz.status.algnl = dummy. La propiedad B.2.15 asegura entonces que
status.idnl para todos ellos es dummy, vericando as el requisito.
4. 8 l tal que 1 < l < i : sz.status.algnl = dummy _ (sz.status.algnl = candidate
^ sid > sz.sim idnl ^ sz.inf neednl = true). Para todos esos nodos se puede
armar, gracias a la propiedad B.2.55, que sz.status.algnl = dummy.
5. 8 l < i : sz.t unknl = sz.tanl . Dado que 8 l tal que 1 < l < i se sabe que
sz.status.algnl = dummy y la propiedad B.2.29 se~nala que en ese estado se
verica que sz.t unknl = sz.tanl , la condicion se cumple para esos nodos.
Sin embargo, para el primer nodo de la ruta almacenada hay que tener
en cuenta que sz.status.algx = candidate y que sz.st algx 6= NULL por los
efectos de esta misma accion. Asumiendo esa situacion, se aplica de nuevo
la propiedad B.2.29 y se concluye que tambien sz.t unkx = sz.tax.
A continuacion se comprueban otros requisitos que debe cumplir el mensaje
almacenado en sz.st avsrspx.
 sid > sz.sim idn1 . El almacenamiento del mensaje ALG en sz.st avsrspx se
produce cuando el valor del campo sid del mensaje ALG es superior al de
sz 1.sim idx. Dado que el primer nodo de la ruta almacenada coincide con
el nodo x y se adopta como campo sid precisamente el del mensaje ALG,
se cumple la caracterstica porque sim idx no vara.
 Si el nodo ni coincide con el nodo nj en la ruta del mensaje ALG, se
tienen que estudiar los estados posibles del nodo ni. Cuando se produce
el efecto que se analiza siendo sz 1.status.algni 2 fcandidate, active, vic-
timg, no cambia el estado del nodo ni, pero hay que comprobar que sid 
sz.sim idni . Como el valor de sim idni tampoco se modica tras la ejecucion
de la accion y la propiedad B.2.56 indica que, en cualquiera de los estados
del supuesto, sz 1.sim idni  mALG.sid, se concluye que sz.sim idni sid.
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Esto resulta evidente porque, en el almacenamiento del mensaje ALG en
sz.st avsrspx, se adopta como campo sid el del mensaje ALG.
Otra posibilidad que hay que tener en cuenta es que sz 1.status.idni = unk-
nown y sz 1.inf needni = true. La propiedad B.2.56 establece que sz 1.sim idni
 mALG.sid. Dado que la variable sim idni no cambia al ejecutarse la ac-
cion en el efecto analizado, se obtiene que sz.sim idni  sid porque sid
coincide con mALG.sid. En consecuencia, la propiedad se cumple.
Si sz 1.status.idni = unknown pero sz 1.inf needni = false, hay que dedu-
cir el estado del nodo ni en el que se incorporo a la ruta y conocer las
acciones que permiten que ocupe la ultima posicion de la ruta que pasa
a almacenarse en sz.st avsrspx. Para ello, el estado del nodo ni debio ser
inicialmente candidate. La unica accion que permitira que sz 1.status.idni
llegara a ser posteriormente unknown es la accion EndDelArcni(n). La pro-
piedad B.2.50 asegura que el nodo ni, que era candidate cuando empezo a
formarse la ruta p, no puede convertirse en dummy si se mantiene inalte-
rado su correspondiente setPredni . Esto implica que el nodo ni antes de ser
ejecutada la accion EndDelArcni(n) segua siendo candidate aunque el valor
de inf needni pudiera tomar tanto el valor true como false. Realmente, que
inf needni sea false impide que se alcance el estado sz 1.status.idni = unk-
nown porque los efectos de la accion EndDelArcni(n) hacen que status.idni
permanezca como known. Aunque el nodo ni volviera a bloquearse, el es-
tado seguira siendo known porque setPredToInfni 6= ;.
En cambio, cuando inf needni = true y se ejecuta EndDelArcni(n), los efec-
tos de esta accion provocan que status.idni = unknown. Como el caso que
se estudia precisa que sz 1.inf needni = false, es obvio que se debe recibir
un mensaje INF para conseguir ese valor. Las acciones que convierten el
estado del nodo ni en victim tambien pueden transformar inf needni en fal-
se. Sin embargo, en ese estado el nodo ni solamente tendra habilitada la
accion Abortni y, en consecuencia, el nodo pasara a ser aborted. Alcanzado
ese estado, el nodo ni ya no puede cambiar de estado de nuevo. As que,
la recepcion de un mensaje INF permitira que inf needni fuera false, pero
el estado del nodo ni tambien se vera modicado y pasara a ser candi-
date o active con status.idni = known porque setPredToInfni 6= ; segun
el antecedente de la propiedad. En consecuencia, siendo en cualquiera de
esos estados imposible alcanzar que sz 1.status.idni = unknown y, a la vez,
sz 1.inf needni = false.
Suponiendo que en la ruta del mensaje ALG ni 6= nj se pueden considerar los
siguientes casos segun el estado del nodo ni:
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 Si sz 1.status.algni 2 fcandidate, active, victimg, sz 1.status idni = known
y sz 1.inf needni = false, la propiedad B.2.56 indica que en los estados
citados sz 1.sim idni  mALG.sid. Como los efectos de la accion no mo-
dican la variable sim idni y al componer el mensaje que se almacena en
sz.st avsrspx se incluye tal cual el campo sid del mensaje ALG, se concluye
que sz.sim idni  sid como exige la propiedad.
 Si sz 1.status idni = unknown y sz 1.inf needni = true, la propiedad B.2.56
se~nala que sz 1.sim idni  mALG.sid, cumpliendose ademas que existe un
mensaje INF directo al nodo ni o indirecto a traves de un camino ewait
que empieza en ni. Al ejecutarse la accion, dado que el efecto analizado
provoca que (sid, p   rst(p)) = sz.st algx, el mensaje INF existente se
mantendra en el canal y sz.sim idni  sid ya que el campo sid almacenado
coincide con mALG.sid.
 Si sz 1.status.algni =candidate, sz 1.inf needni = true y sz 1.blockerni =
ni+1 se recurre a la propiedad B.2.54 para demostrar la existencia en el
canal de un mensaje INF dirigido al nodo ni de forma directa o indirecta.
Para ello, se observa que se cumplen las condiciones del antecedente A2
para ni:
 sz 1.st algni 6= NULL. Si sz 1.inf needni = true, la propiedad B.2.35 lo
asegura.
 sz 1.t unkni = sz 1.tani . La propiedad B.2.29 conrma que la condicion
se cumple porque sz 1.status.algni = candidate y sz 1.st algni 6= NULL.
 sz 1.blockerni = nj. Si sz 1.status.algni = candidate, la propiedad B.3.4
establece que sz 1.stateni = blocked y, de acuerdo con la propiedad del
medio B.1.1, sz 1.blockerni 6= NULL. Como la accion analizada no
modica la variable blockerni es evidente que nj = ni+1.
Segun sea el valor de sz 1.status.idni+1 se cuenta con dos posibilidades. Si es
known, la propiedad B.2.4 arma que (ni, ti) =2 sz 1.setPredToInfni+1 . Esto
implica que se verica el consecuente C2-3 de la propiedad B.2.54 y, por
tanto, existe un mensaje INF hacia el nodo ni cuyo campo sid es superior
al que esta almacenado en sz 1.st algni . En caso de que sz 1.status.idni+1
= unknown, como (ni, ti) =2 sz 1.setPredni+1 , se tiene que solo es posible
que (ni, sz 1.tani , released) 2 sz 1.set waitersni+1 por la propiedad B.3.2.
De acuerdo con la propiedad B.2.39 podra pensarse que sz 1.status.algni+1
= aborted, pero al pertenecer el nodo ni+1 a un camino ewait, se sabe
que sz 1.status.idni+1 = unknown y la propiedad B.2.15 asegura que el
valor de la variable status.id es known siendo aborted. En consecuencia, el
consecuente C2-5 de la propiedad B.2.54 se cumple en sz 1, esto es, existe
un mensaje INF que alcanzara el ultimo nodo de un camino ewait que
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comienza precisamente en el nodo ni.
Una vez vericada la existencia de un mensaje INF en sz 1, solo queda de-
mostrar que sid  sz.sim idni . La propiedad B.2.56 cuando sz 1.status.algni
= candidate indica que sz.sim idni = mALG.sid. Como se adopta el mis-
mo campo sid del mensaje ALG para el mensaje que se almacena en
sz.st avsrspx y status.algni no vara, se llega a la conclusion de que sz.sim idni
 sid.
 Si (sz 1.status.algni = dummy y sz 1.blockerni = ni+1) o (sz 1.status.idni
= unknown y sz 1.inf needni = true). El mensaje ALG que existe en el
canal en sz 1 vericando los estados indicados para el nodo ni cumple la
propiedad B.2.56 por hipotesis inductiva. De acuerdo a esta propiedad,
en sz 1 existe en el canal un mensaje INF dirigido al nodo ni directa o
indirectamente a traves de un camino ewait encabezado por ni. El valor del
campo sid de ese mensaje INF es superior al del mensaje ALG en sz 1 y, al
ejecutarse la accion, esa caracterstica se mantiene. Como el campo sid del
mensaje ALG es el que se adopta para almacenarse en sz.st avsrspx y solo
se tiene en cuenta la posibilidad de que la ruta almacenada en sz.st avsrspx
coincida, salvo el primer elemento, con la almacenada en sz.st algn1 , la
propiedad se verica. Si el mensaje INF es indirecto, la propiedad queda
demostrada teniendo en cuenta que sz 1.sim idlast(p):id  mALG.sid y el
campo sid almacenado en sz.st avsrspx es precisamente mALG.sid. En esta
situacion solo tiene sentido considerar que last(p).id 2 p0.
Otro de los posibles efectos de la accion puede hacer que sz.status.algx = victim.
Seguidamente se analiza si este cambio de estado del nodo x afecta al cumpli-
miento de la propiedad de cualquier mensaje de los indicados en la propiedad
en los que estuviera presente en sz 1.
En primer lugar, se van a considerar las rutas en las que el nodo x apare-
ce en ellas en posiciones anteriores al nodo ni. Si la ruta esta contenida en
sz 1.set st avsni , todos los nodos desde x hasta el nodo ni estan incluidos en
los que forman parte del ciclo recogido en la ruta del mensaje ALG. Como la
propiedad B.2.55 establece que el nodo ni es un nodo cuyo estado es dummy,
la hipotesis inductiva indica que el nodo ni no puede ser dummy. Por tanto, se
concluye que no es posible que haya almacenado un mensaje en sz.set st avsni
y sea precisamente el nodo x el que pasa a victim debido a la recepcion de un
mensaje ALG.
Para la ruta contenida en un mensaje AVS hacia el nodo nj, la hipotesis induc-
tiva indica que, para todo nodo nl anterior al nodo ni,sz 1.t unkx = sz 1.tax. A
partir de esta igualdad y aplicando la propiedad B.2.46, se llega a la conclusion
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de que, en las condiciones indicadas, no puede existir un mensaje ALG que
se~nale al nodo x como victim y, a la vez, exista otro mensaje AVS en el que el
nodo x sea un nodo anterior al nodo ni.
Si la ruta esta almacenada en sz 1.st avsrspn1 o esta incluida en un mensaje
AVSRSP con destino el nodo n1, la propiedad B.2.55, junto con las caractersti-
cas del modelo SR, indican que el nodo ni forma parte de la ruta que contiene
el mensaje ALG. Por tanto, la propiedad B.2.55 se~nala que sz 1.status.algni
= dummy. El unico caso de la propiedad en el que este estado es posible es
cuando ni 6= nj y ni 6= n1. En ese estado, es necesario que se cumpla que
sz 1.blockerni = ni+1. Ademas, el nodo ni cumple que sz 1.blockerni = nk y (ni,
ti) 2 sz 1.setPrednk . De todo esto, se deduce que ni = nk, pero el antecedente
de la propiedad requiere que (ni, ti) =2 sz 1.setPredni+1 . En conclusion, resulta
imposible que haya un mensaje de tipo ALG que se~nale como vctima al nodo x
y, al mismo tiempo, este nodo este contenido en la ruta de un mensaje AVSRSP
o almacenado en st avsrsp siendo el nodo x un nodo anterior al nodo ni.
Cuando el nodo x coincide con el nodo ni identicado en la propiedad y este
esta contenido en una ruta almacenada en sz 1.set st avsni o en una ruta incluida
en cualquier mensaje AVS dirigido al nodo nj, el cambio de estado no inuye en
el cumplimiento de la propiedad para esas rutas ya que el estado victim es un
estado posible. Si se considera una ruta almacenada en sz 1.st avsrspn1 o de un
mensaje AVSRSP con destino el nodo n1, el efecto que hace que sz.status.algni
= victim no afecta en los casos en que el nodo ni se corresponda con el nodo
nj o en el que siendo nodos diferentes y sz 1.inf needni = false. El supuesto
en el que ni 6= nj, sz 1.inf needni = true y sz 1.blockerni = ni+1 no es posible
porque el nodo que recibe el mensaje ALG, segun la propiedad B.2.55, debe
pertenecer a sz 1.setPredy y ademas sz 1.blockerni = y. Como el antecedente de
la propiedad requiere que (ni, ti) =2 sz 1.setPredni+1 . Del mismo modo, tampoco
es posible que siendo ni 6= nj, el nodo ni sea precisamente el nodo n1. Como el
nodo ni forma parte del ciclo existente en la ruta del mensaje ALG, el nodo ni
debera pertenecer al conjunto setPredn2 y eso contradice el antecedente de la
propiedad.
En el caso en que el nodo x forme parte de la ruta en posiciones posteriores al
nodo ni de la propiedad, se sabe que la accion no estara habilitada porque en
esa ubicacion el nodo x pertenece a un camino ewait. En ese tipo de camino
la variable sz 1.status.idx = unknown y la habilitacion de la accion precisa que
sz 1.status.idx = known.
z 2 frstAVSx: x 2 Ng. Al ejecutarse esta accion se genera un mensaje AVS
que debe cumplir la propiedad. Una de las precondiciones de la accion indica
que sz 1.cand succx 6= NULL. La propiedad B.2.17 asegura que en esta situacion
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sz 1.status.algx = candidate. Como los efectos de esta accion no cambian esta
variable, se tiene que sz.status.algx = candidate. Observando la estructura del
nuevo mensaje, se sabe que el primer elemento de su ruta es (x, sz.tax) y este
par va seguido sz.st algx.path. Ademas, el valor del campo sid del mensaje AVS
es tomado de sz.sim idx. A continuacion se muestran otras caractersticas que
el mensaje AVS tiene que vericar:
1. sz.status.algn1 = candidate. Como rst(p).id = x, resulta obvio dado que
sz.status.algx = candidate.
2. p = 1  2 con last(1) = (ni, ti). La propiedad B.2.55 asegura que, en
la ruta almacenada en sz.st algx, si 9 i con 1 < i < j tal que (ni 1, ti 1)
2 sz.setPredni entonces 8 l < i : tl = sz.tanl y (nl, tl) 2 sz.setPrednl+1 . La
misma propiedad B.2.55 tambien conrma que (x, sz.tax) 2 sz.setPredn1 .
3. 8 l < i, sz.status.idnl = known. De nuevo, la propiedad B.2.55 conrma
que, en sz.st algx.path, 8 l < i sz.status.algnl = dummy y sz.status.algx
= candidate. Aplicando la propiedad B.2.15 a la ruta del mensaje AVS,
resulta que 8 l < i, sz.status.idnl = known.
4. 8 l tal que 1 < l < i : sz.status.algnl = dummy _ (sz.status.algnl = can-
didate ^ sid > sz.sim idnl ^ sz.inf neednl = true). Considerando la pro-
piedad B.2.55, se concluye que todos los nodos de la ruta almacenada en
sz.st algx.path son dummy.
5. 8 l < i : sz.t unknl = sz.tanl . Sabiendo que los nodos de sz.st algx.path
cumplen que 8 l < i sz.status.algnl = dummy, la propiedad B.2.29 establece
que sz.t unknl = sz.tanl . Para el primer nodo de la ruta del mensaje AVS
tambien se cumple esta condicion, sz.t unkx = sz.tax, porque sz.status.algx
= candidate y sz.st algx 6= NULL (propiedad B.2.29).
Otros requisitos que debe cumplir el mensaje AVS se comentan a continuacion:
 Caso ni = nj: La propiedad B.2.56 determina que, si existe un mensaje
almacenado en sz 1.st algx, los posibles estados de ni son sz 1.status.algni
2 fcandidate, active, dummy, victimg o sz 1.status.idni = unknown. Los
efectos de la accion no modican ni status.alg ni status.id. La propiedad
analizada permite en sz todos esos estados a excepcion del estado dummy
cuando el campo b del mensaje AVS vale false. Como el campo b del
mensaje AVS creado por esta accion tiene precisamente ese valor hay que
demostrar que no es posible que sz 1.status.algni = dummy. Dado que
last(sz 1.st algx.path).id = ni y observando las acciones que incorporan
pares a una ruta, se sabe que el nodo ni era candidate cuando se incorporo y
el par (ni 1, ti 1) perteneca al conjunto setPredni . En estas circunstancias,
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la propiedad B.2.50 asegura que el nodo ni nunca puede llegar a ser dummy
porque que (ni 1, ti 1) 2 sz 1.setPredni tal y como exige el antecedente de
la propiedad.
 Caso ni 6= nj: Al igual que en el caso anterior, la propiedad B.2.56 admite
como posibles estados del nodo ni: sz 1.status.algni 2 fcandidate, active,
dummy, victimg o sz 1.status.idni = unknown.
En el supuesto de que sz 1.status.algni fuera dummy, se debe compro-
bar que, ademas, sz 1.tani = ti y sz 1.blockerni = ni+1 porque los efec-
tos de la accion no cambian ninguna de esas variables. Suponiendo que
sz 1.tani 6= ti, la propiedad B.2.1 se~nala que sz 1.tani < ti. Esto impli-
ca que el nodo ni despues de incorporarse a la ruta ejecuto la accion
EndDelArcni(ni+1) o Abortni porque son las unicas acciones que incremen-
tan el tiempo de activacion del nodo ni. De acuerdo con la propiedad
B.1.6, se sabe que el nodo ni que pasa a ser aborted tras la ejecucion de
la accion Abortni no puede llegar a ser dummy en estados posteriores. Por
otra parte, si se ejecuta EndDelArcni(ni+1) siendo status.algni = dummy,
la propiedad B.2.11 se~nala que sz 1.setPredni = sz 1.setPredToInfni . Co-
mo (ni 1, ti 1) 2 sz 1.setPredni , entonces ese par tambien pertenece a
sz 1.setPredToInfni . Los efectos de EndDelArcni(ni+1) en estas condiciones
hacen que status.algni = active y status.idni = unknown. En consecuencia,
el nodo ni precisa de un mensaje INF para volver a ser known. Sin em-
bargo, despues de recibirlo, el estado alcanzado sera candidate. Cuando se
ejecuta EndDelArcni(ni+1) siendo candidate el nodo ni, la propiedad B.2.50
asegura que, mientras (ni 1, ti 1) 2 sz 1.setPredni , el estado nal del nodo
ni nunca podra ser dummy. De todo lo expuesto, se concluye que solo es
posible que sz 1.tani = ti siendo sz 1.status.algni = dummy y al ejecutarse
la accion se mantendra esa igualdad y el estado del nodo ni.
En lo que respecta a la variable blockerni , se puede armar que sz 1.blockerni
= ni+1 porque, tal y como se ha analizado previamente, sz.tani = ti y eso
signica que el nodo ni no se activa y mantiene el valor de la variable
blockerni . La propiedad B.1.1 indica que sz 1.blockerni 6= NULL cuando
sz 1.status.algni = dummy. Para comprobar que sz 1.blockerni es precisa-
mente el nodo ni+1 basta con recordar que cuando un nodo se incorpora
a la ruta, (ni, ti) 2 sz 1.setPredni+1 y segun la propiedad B.3.2, (ni, ti,
received) 2 sz 1.set waitersni+1 . Finalmente, mediante la propiedad B.1.4,
se conrma que sz 1.blockerni = ni+1.
 (sid0, t0, p0, b0) 2 sz.set st avsn0 _ (AVS, sid0, t0, p0, b0) 2 sz.channel(n, n0)
) rst(p0) 6= (n1, t1). Al ejecutarse la accion solo se genera el mensaje
analizado. Si existieran en sz otros mensajes de interes, estos deberan
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existir en sz 1. De acuerdo con la hipotesis inductiva sz 1.norstAVSx =
false y esta condicion impide que la accion este habilitada.
 sid = sz.sim idn1 . Es obvio ya que el nodo x coincide con el primer elemento
de la ruta del mensaje AVS.
 sz.norstAVSn1 = false. Los efectos de la accion hacen que se verique este
requisito.
 sz.st avsrspn1 = NULL. Las condiciones de habilitacion de la accion ase-
guran que sz 1.st avsrspx = NULL (propiedad B.2.51). Tras la ejecucion
de la accion, sz 1.st avsrspx = sz.st avsrspx.
z 2 frcvAVSx(y, m): fx, yg  N ^ m 2MAV Sg. Al retirar del canal el mensaje
AVS se pueden producir las siguientes situaciones:
 El mensaje AVS se transforma en un mensaje tipo AVSRSP, m0, que debe
cumplir la propiedad.
 El mensaje AVS se retira del canal, siendo m.fwd = true y sz 1.sim idx 
m.sid. En caso de que el mensaje no se almacene porque ya esta contenido
en sz 1.set st avsx, la propiedad se cumple por hipotesis inductiva
 Se elimina un mensaje de sz 1.set st avsx porque el mensaje m recibido
contiene su ruta. Posteriormente, se incorpora el mensaje AVS recibido en
sz.set st avsx.
 El mensaje AVS pasa a formar parte de sz.set st avsx. La ruta almacenada
no se modica y, por tanto, todos los requisitos que son comunes a los de
un mensaje AVS se verican igualmente.
 Se genera un nuevo mensaje AVS construido a partir del recibido de mane-
ra que su ruta m0.path = m.path   last(m.path), siendo last(m.path) = x
por la propiedad B.2.21. Segun las condiciones de la accion, penult(m.path)
=2 sz 1.setPredx y en consecuencia x 6= ni. Al generar el nuevo mensaje AVS,
last(m0:path) = penult(m.path), podra darse que last(m0.path).id = ni _
last(m0.path).id 6= ni (ocupando una posicion superior a la que marca i).
En este caso, no se produce ningun cambio de estado los nodos de la ruta
y ya se ha visto que el antecedente sigue siendo cierto. Los requisitos que
verica el mensaje AVS siguen cumpliendose en el nuevo mensaje porque
ata~nen a los nodos localizados en posiciones inferiores a la del nodo ni.
 Otro de los posibles efectos de la accion hace que sz.statusx = victim. En
esa situacion el mensaje AVS es retirado del canal pero no se almacena en
sz.set st avsx.
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Observando las precondiciones de la accion se puede llegar a la conclusion de
que la propiedad se cumpla en sz 1 con el consecuente cierto.
 el mensaje AVS se transforma en un mensaje tipo AVSRSP, m0, que debe
cumplir la propiedad. Se puede comprobar facilmente que:
1. sz.status.algn1 = candidate. Solo hay que tener en cuenta que n1 =
rst(m.path) = rst(m0.path). Por tanto, sz 1.status.algfirst(m0:path) =
candidate.
2. 9 ni: p = 12 con last(1).id = ni tal que wait(n1, ni, 1, sz). Consi-
derando que la propiedad B.2.21, establece que last(m.path) = x y que
una de las condiciones del efecto que se analiza es que penult(m.path)
2 sz 1.setPredx, se tiene que el nodo x coincide con el nodo ni al que
hace referencia la propiedad. Es por tanto evidente que el nodo ni de
la propiedad para el mensaje AVS recibido se mantiene en el mensaje
AVSRSP que se genera. Como sus rutas son exactamente iguales, no
se modica ta ni setPred de ningun nodo, wait(n1, ni, 1, sz 1) pasa
a ser wait(n1, ni, 1, sz).
3. 8 l < i sz.status.idnl = known. La hipotesis inductiva asegura que esto
se cumple en sz 1 para los nodos correspondientes de m.path. Como
m0.path = m.path y no se modica status.id de ningun nodo, 8 l < i
sz.status.idnl = known.
4. 8 l, 1 < l < i : sz.status.algnl = dummy _ (sz.status.algnl = candidate
^ sid > sz.sim idnl ^ sz.inf neednl = true). Este punto tambien se
verica porque la ruta de los dos mensajes son iguales. Los efectos
de la accion en este caso en particular no provocan ningun cambio de
estado.
5. 8 l, l < i : sz.t unknl = sz.tanl . Aplicando la hipotesis inductiva, se llega
a la conclusion de que los nodos de la ruta de m0.path verican que 8
l l < i : sz.t unknl = sz.tanl .
6. Al ejecutarse la accion y producirse el efecto analizado se tiene que el
mensaje AVSRSP, m0, verica:
 m0.sid > sz.sim idn1 . La estructura del nuevo mensaje indica que
m0.sid = sz.sim idx y la condicion de este efecto de la accion obli-
ga a que sz 1.sim idx > m.sid. Sustituyendo en esta expresion
las caracterticas relacionadas con el campo sid del mensaje AVS,
m.sid = sz 1.sim idn1 , y de formacion del mensaje AVSRSP, resul-
ta que m0.sid > sz 1.sim idn1 . Como sz 1.sim idn1 = sz.sim idn1 y
sz 1.sim idx = sz.sim idx, se obtiene m0.sid > sz.sim idn1 .
 En sz 1 el mensaje AVS verica que ni = nj = x. Al formarse
el mensaje AVSRSP se sigue cumpliendo que ni = nj = x. Este
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mensaje, segun la propiedad, debe cumplir que (sz.status.algni 2
fcandidate, active, victimg _ sz.status idni = unknown) y sz.sim idni
 sid. Las variables status.algx, status.idx en este efecto no se
ven modicadas. Por eso, si sz 1.status.algx 2 fcandidate, acti-
ve, victimg ^ sz 1.status idx = known (precondicion de la accion)
^ sz 1.inf needx = false, para que el consecuente sea cierto bas-
tara con demostrar que sz.sim idx  m0.sid. Es obvio que esta
expresion se cumple porque al formarse el mensaje AVSRSP se
impone que m0.sid = sz.sim idx.
 Se elimina un mensaje de sz 1.set st avsx porque el mensaje recibido con-
tiene su ruta. Al mismo tiempo, hay un efecto que incorpora la ruta del
mensaje AVS recibido, m.path, en sz.set st avsx como m0.path. As que,
con m.fwd = true se cumple lo siguiente:
1. sz.status.algn1 =candidate. Solo hay que tener en cuenta que n1 =
rst(m.path) = rst(m0.path) y que sz 1.status.algfirst(m:path) = candi-
date. De ah se desprende que sz 1.status.algfirst(m0:path) = candidate,
siendo m0 2 sz.set st avsx.
2. 9 ni: p =12 con last(1).id = ni tal que wait(n1, ni, 1, sz). Conside-
rando que la propiedad B.2.21, establece que last(m.path).id = x y que
una de las condiciones del efecto que se analiza es que penult(m.path)
2 sz 1.setPredx, se tiene que el nodo x coincide con el nodo ni al que
hace referencia la propiedad. Es por tanto evidente que el nodo ni de
la propiedad para el mensaje AVS recibido se mantiene en el mensaje
m0 que se almacena en sz.set st avsx. Como sus rutas son exactamente
iguales, no se modica ta ni setPred de ningun nodo, wait(n1, ni, 1,
sz 1) pasa a ser wait(n1, ni, 1, sz).
3. 8 l < i sz.status.idnl = known. La hipotesis inductiva asegura que la
condicion sobre la variable status.id se cumple en sz 1 para los nodos
correspondientes de m.path. Como m0.path = m.path y no se modica
status.id de ningun nodo, 8 l < i sz.status.idnl = known.
4. 8 l, 1 < l < i : sz.status.algnl = dummy _ (sz.status.algnl = candidate
^ sid > sz.sim idnl ^ sz.inf neednl = true). Este punto tambien se
verica porque la ruta de los dos mensajes son iguales. Los efectos de
la accion, en este caso en particular, no provocan ningun cambio de
estado.
5. 8 l, l < i : sz.t unknl = sz.tanl . Aplicando la hipotesis inductiva, se llega
a la conclusion de que los nodos de la ruta de m0.path verican que 8
l l < i : sz.t unknl = sz.tanl .
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6. Al almacenarse un mensaje m0 en sz.set st avsx tambien se debe veri-
car que :
 ni = nj. Dado que m0.path = m.path, last(m0.path).id = nj =
x (propiedad B.2.21) y como penult(m.path) 2 sz 1.setPredx, la
propiedad B.2.16 dice que ni = x.
 sz.status.algx 2 fcandidate, active, victimg _ sz.status.idx = unk-
nown. Los posibles estados del nodo x en sz 1 para b = true,
segun la hipotesis inductiva, son sz 1.status.algx 2 fcandidate, ac-
tive, victim, dummy, abortedg _ sz 1.status.idx = unknown. Si
sz 1.status.algx = dummy ) sz 1.tax = tx.
La condicion de habilitacion de la accion descarta la posibilidad
de que sz 1.status.idx = unknown. Ademas, el efecto estudiado
tampoco se podra producir si sz 1.status.algx = aborted porque
sz 1.setPredx = ;. La hipotesis inductiva conrma que (ni 1, ti 1)
2 sz 1.setPredx y esto se mantiene en sz. Para sz 1.status.algx
= dummy, como ni = nj, solo es posible que el mensaje AVS
del canal en sz 1 tenga m.fwd = true. Ademas, con este estado,
sz 1.tax = tx, pero la precondicion de la accion exige que sz 1.tax
> last(m.path).ta = tx. Por todo ello, la accion no esta habilitada
en este caso.
En el resto de situaciones, el estado del nodo x del mensaje almace-
nado sera uno de los indicados en la propiedad porque se mantiene
el valor de sz 1.status.algx.
 m0.sid = sz.sim idn1 ^ sz.sim idn1 > sz.sim idx. En primer lugar, al
almacenarse el mensaje se tiene que m0.sid = m.sid. Como en sz 1
se cumpla quem.sid = sz 1.sim idn1 y sz 1.sim idn1 = sz.sim idn1 ,
queda demostrado que m0.sid = sz.sim idn1 .
Por otra parte, este efecto se produce cuando sz 1.sim idx  m.sid.
La ejecucion de la accion no modica las variables de esta desigual-
dad, sz.sim idx  m0.sid. Como m0.sid = sz.sim idn1 , resulta que
sz.sim idx  sz.sim idn1 . La igualdad de esta expresion no es po-
sible porque la propiedad B.2.57 dice que no existen dos identida-
des simuladas iguales. Segun eso, si las identidades simuladas son
iguales entonces, los nodos deben ser iguales x = n1. Considerando
que x = n1 se llega a la conclusion de que el efecto de la accion
que se consigue es el que convierte en victim al nodo x porque
last(m0.path) = last(m.path).
 sz.norstAVSn1 = false. La hipotesis inductiva permite armar
que sz 1.norstAVSn1 = false. Como los efectos no modican esta
variable, queda comprobada esta caracterstica.
461
Apendice B: Demostraciones de propiedades
 sz.st avsrspn1 = ;. La hipotesis inductiva permite armar que
sz 1.st avsrspn1 = NULL. Como los efectos no modican esta va-
riable, queda comprobada este requisito.
 8 m0 2 sz.set st avsnk _ m0 2 sz.channel(n, nk) ^ m.type = AVS
) rst(m0.path) 6= (n1, t1). Si existe un mensaje como el descrito,
distinto al que se retira del canal, es obvio que m0 2 sz.set st avsnk
_ m0 2 sz 1.channel(n, nk). De acuerdo con la hipotesis inductiva,
este mensaje cumpla la propiedad en sz 1. Al ejecutar la accion
se mantiene rst(m.path) 6= (n1, t1), como se quera demostrar.
 El mensaje AVS recibido, m, pasa a ser un elemento, m0, de sz.set st avsx.
La ruta no sufre ninguna modicacion ya seam.fwd = true om.fwd = false.
Es obvio que cumple todos los requisitos que son comunes a un mensaje
AVS porque se comparten todos los elementos de la ruta. A pesar de ello,
es necesario comprobar que:
 ni = nj. Dado que m0.path = m.path, last(m0.path).id = nj = x (pro-
piedad B.2.21) y como penult(m.path) 2 sz 1.setPredx, la propiedad
B.2.16 dice que ni = x.
 sz.status.algx 2 fcandidate, active, victimg _ sz.status.idx = unknown.
1. m.fwd = true
Los posibles estados del nodo x en sz 1, segun la hipotesis in-
ductiva son sz 1.status.algx 2 fcandidate, active, dummy, victim,
abortedg _ sz 1.status.idx = unknown. La condicion de habilita-
cion de la accion descarta la posibilidad de que sz 1.status.idx =
unknown porque sz 1.status.idx = known. Ademas, el efecto es-
tudiado tampoco se podra producir si sz 1.status.algx = aborted
porque sz.setPredx = ;.
Para sz 1.status.algx = dummy, como ni = nj, solo es posible que el
mensaje AVS del canal en sz 1 tenga m.fwd = true. Ademas, con
este estado, sz 1.tax = tx, pero la precondicion de la accion exige
que sz 1.tax > last(m.path).ta = tx. Por todo ello, la accion no
esta habilitada en este caso. Esto implica que el estado del nodo x
del mensaje almacenado sera uno de los indicados en la propiedad.
2. m.fwd = false
Los posibles estados del nodo x en sz 1, segun la hipotesis in-
ductiva son sz 1.status.algx 2 fcandidate, active, victim, abortedg
_ sz 1.status.idx = unknown. Sin embargo, la condicion de ha-
bilitacion de la accion descarta alguna de esas opciones porque
sz 1.status.idx = known. Ademas, el efecto estudiado tampoco se
podra producir si sz 1.status.algx = aborted porque sz.setPredx =
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;. Por tanto, el estado del nodo x del mensaje almacenado sera uno
de los indicados en la propiedad.
 8 m0 2 sz.set st avsnk _ m0 2 sz.channel(n, nk) ^ m.type = AVS )
rst(m.path) 6= (n1, t1). Si existe un mensaje como el descrito, distinto
al que se retira del canal, es obvio que m 2 sz 1.channel(n, x ). De
acuerdo con la hipotesis inductiva, este mensaje cumpla la propiedad
en sz 1. Al ejecutar la accion se mantiene rst(m.path) 6= (n1, t1),
como se quera demostrar.
 m0.sid = sz.sim idn1 ^ sz.sim idn1 > sz.sim idx. En primer lugar, al
almacenarse el mensaje se tiene que m0.sid = m.sid. Como en sz 1
se cumpla que m.sid = sz 1.sim idn1 y sz 1.sim idn1 = sz.sim idn1 ,
queda demostrado que m0.sid = sz.sim idn1 .
Por otra parte, este efecto se produce cuando sz 1.sim idx  m.sid. La
ejecucion de la accion no modica las variables de esta desigualdad,
sz.sim idx  m0.sid. Como m0.sid = sz.sim idn1 , resulta que sz.sim idx
 sz.sim idn1 . La igualdad de esta expresion no es posible porque
la propiedad B.2.57 dice que no existen dos identidades simuladas
iguales. Segun eso, si las identidades simuladas son iguales entonces,
los nodos deben ser iguales x = n1. Considerando que x = n1 se llega
a la conclusion de que el efecto de la accion que se consigue es el que
convierte en victim al nodo x.
 sz.norstAVSn1 = false y sz.st avsrspn1 = NULL. Como los efectos no
modican estas variables, la hipotesis inductiva concluye.
 Se pone en el canal un nuevo mensaje AVS, m0, construido a partir del reci-
bido de manera que m0.path = m.path   last(m.path), siendo last(m.path)
= x por la propiedad B.2.21. Segun las condiciones de la accion, pe-
nult(m.path) =2 sz 1.setPredx y en consecuencia x 6= ni. Al generar el
nuevo mensaje AVS, last(m0.path) = penult(m.path), podra darse que
last(m0.path).id = ni _ last(m0.path).id 6= ni (ocupando una posicion su-
perior a la que marca i).
En este caso, no se produce ningun cambio de estado los nodos de la ruta
y ya se ha visto que el antecedente sigue siendo cierto. Los requisitos que
verica el mensaje AVS siguen cumpliendose en el nuevo mensaje porque
ata~nen a los nodos localizados en posiciones inferiores a la del nodo ni.
 Otro de los posibles efectos de la accion puede hacer que sz.statusx =
victim, pero en esa situacion el mensaje AVS que ha sido retirado del
canal no se almacena en sz.set st avsx (antecedente falso).
El mensaje AVS que permite se~nalar al nodo x como victim verica que
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rst(m.path).id = last(m.path).id = x, es decir, n1 = x ^ ni = x por-
que penult(m.path) 2 sz 1.setPredx. Por lo tanto, la ruta que contiene el
mensaje representa un ciclo real.
Para otras rutas en las que este presente el nodo x :
 x = n10:
1. ruta contenida en sz 1.set st avsni0. Todos los nodos hasta ni0 coin-
ciden con los del ciclo.
Cuando ni0 6= x, la propiedad que se esta demostrando establece
que la existencia del mensaje AVS que se~nala vctima implica que
no existe ningun otro mensaje almacenado o dirigido a cualquier
otro nodo, en cuya ruta el primer nodo es precisamente (x, tx).
2. ruta contenida en un mensaje AVS hacia nj0. Ya sea con ni0 =
nj0 o ni0 6= nj0, la hipotesis inductiva indica que no puede haber
ningun mensaje, a excepcion del que se~nala vctima, que tenga
como primer elemento de su ruta el par (x, tx).
3. ruta contenida en sz 1.st avsrspx o en un mensaje AVSRSP con
destino el nodo x.
a) Caso ni0 = nj0: Aplicando la propiedad B.2.3 es facilmente com-
probable que la ruta de sz 1.st avsrspx esta contenida en el
mensaje AVS hasta ni0. Como el mensaje que se~nala vctima
al nodo x cumple la propiedad, la hipotesis inductiva indica que
sz 1.status.algni0 2 fdummy, candidateg porque ni0 = nl. En ca-
so de ser candidate, ademas se cumple sz 1.inf needni0 = true ^
sidAV S = sz 1.sim idx > sz 1.sim idnl .
La propiedad considera que, cuando sz 1.status.algni0 = candida-
te, sz 1.sim idni0  sidAV SRSP . Como sidAV SRSP > sz 1.sim idx,
nalmente se obtiene que sz 1.sim idni0 > sz 1.sim idx. Por otra
parte, el mensaje AVS verica que sz 1.sim idni0 < sz 1.sim idx.
Como las relaciones son opuestas, se concluye que es imposible
que haya un mensaje almacenado en sz 1.st avsrspx o un men-
saje AVSRSP hacia el nodo x con x = n10 si ni0 = nj0.
b) Caso ni0 6= nj0 ^ ni0 = n10: El antecedente de la propiedad es-
tablece que (n10, t10) =2 sz 1.setPredn20 ^ sz 1.blockern10 = n20.
Como x = n1 en la ruta del mensaje AVS, este nodo forma
parte del camino wait y, por tanto, (n1, t1) 2 sz 1.setPredn2 ^
sz 1.blockern1 = n2). Resulta evidente que n2 = n20, mostrando
as la imposibilidad de esta situacion.
c) Caso ni0 6= nj0 ^ ni0 6= n10: En esta situacion, la propiedad esta-
blece que, o bien sz 1.status.algni0 = candidate ^ sz 1.inf needni0
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= true, o sz 1.status.algni0 = dummy, siendo sz 1.blockerni0 =
ni0+1 en ambos casos. En el mensaje AVS ni0 forma parte de un
camino wait porque nl = ni0+1. Esto implica que sz 1.blockerni0 =
k ^ k = ni0. Como el nodo k tambien pertenece al camino wait,
(ni0, ti0) 2 sz 1.setPredk, pero el antecedente de la propiedad exi-
ge que (ni0, ti0) =2 sz 1.setPredni0+1 . As que, se llega a la conclu-
sion de que no existe un mensaje almacenado en sz 1.st avsrspx
o un mensaje AVSRSP hacia el nodo x con x = n10 si ni0 6= nj0.
 x = nl0: En este supuesto es evidente que la ruta del mensaje AVS
coincide con las otras rutas que se estudian desde el nodo x hasta el
nodo ni0.
1. la ruta esta contenida en sz 1.set st avsni0 . Aplicando la propiedad
B.2.36 al nodo x de la ruta almacenada en sz 1.set st avsni0 , se
determina que sz 1.st avsrspx 6= NULL ya que el nodo es candidate,
sz 1.inf needx = true y, por supuesto, sz 1.status.idx = known. Sin
embargo, el nodo x, que pasara a ser vctima, ocupa la primera
posicion de la ruta del mensaje AVS y la propiedad indica que
sz 1.st avsrspx = NULL. Esto quiere decir que no es posible que a
la vez que un mensaje AVS contiene un ciclo, exista almacenado
un mensaje en el que x = nl0.
2. la ruta esta contenida en un mensaje AVS que se dirige a nj0, ya
sea ni0 = nj0 _ ni0 6= nj0.
La propiedad B.2.36 establece que el nodo x de la ruta del mensaje
AVS con destino nj0 posee una ruta almacenada en sz 1.st avsrspx.
Por el contrario, el nodo x que pasara a ser vctima ocupa la pri-
mera posicion de la ruta del mensaje AVS y la propiedad asegura
que sz 1.st avsrspx = NULL. Esto quiere decir que no es posible
que a la vez que un mensaje AVS que contiene un ciclo, exista otro
mensaje AVS en el que x = nl0.
3. la ruta aparece contenida en sz 1.st avsrspn10 o en un mensaje
AVSRSP con destino n10.
Caso ni0= nj0: La propiedad asegura que sidAV SRSP > sz 1.sim idn10
y sz 1.sim idni0  sidAV SRSP . Ademas, por ser x = nl0, se sabe que
sidAV SRSP > sz 1.sim idx. Considerando estas expresiones, se pue-
de armar que sz 1.sim idni0 > sz 1.sim idx.
Sin embargo, por el hecho de que el nodo x tambien forme par-
te de la ruta del mensaje AVS que contiene un ciclo, se cum-
ple que: sidAV S = sz 1.sim idx ^ sidAV S > sz 1.sim idni0 porque
ni0 = nl en el mensaje AVS que contiene el ciclo. Sustituyendo
adecuadamente estas expresiones se llega a la conclusion de que
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sz 1.sim idx > sz 1.sim idni0. La comparacion de los requisitos que
verica sz 1.sim idx pone de maniesto que la situacion que se
analiza es imposible.
El caso ni0 6= nj0 ^ ni0 = n10 no se tiene en cuenta porque el nodo
x no puede ocupar la posicion nl0 cuando ni0 = n10.
Caso ni0 6= nj0 ^ ni0 6= n10:
De acuerdo con la posicion que ocupa ni0 en el mensaje AVS es evi-
dente que sz 1.status.algni0 = dummy _ (sz 1.status.algni0 = can-
didate ^ sz 1.inf needni0 = true). En cualquiera de esos estados,
es necesario que se cumpla que sz 1.blockerni0 = ni0+1.
Como el nodo ni0 esta incluido en la ruta del mensaje AVS, se sa-
be que forma parte un camino wait y, por tanto, sz 1.blockerni0 =
k ^ (ni0, ti0) 2 sz 1.setPredk. De todo esto, se deduce que ni0+1
= k pero el antecedente de la propiedad requiere que (ni0, ti0)
=2 sz 1.setPredni0+1 . En conclusion, resulta imposible que haya un
mensaje de tipo AVS que se~nale vctima al nodo x y al mismo
tiempo este nodo este contenido en un mensaje AVSRSP o alma-
cenado en st avsrsp, siendo x = nl0.
 x = ni0
1. la ruta esta contenida en sz 1.set st avsx. Al ejecutarse la accion
sz.status.algni0 = victim y la propiedad sigue cumpliendose para
esta ruta.
2. la ruta esta contenida en un mensaje AVS que se dirige a nj0,
ya sea ni0 = nj0 _ ni0 6= nj0. Los efectos de la accion modican
sz.status.algni0. Este cambio no afecta a la propiedad porque el
nuevo estado esta tambien incluido en la misma.
3. la ruta aparece contenida en sz 1.st avsrspn10 o en un mensaje
AVSRSP con destino n10.
El cambio de estado del nodo ni0 es posible cuando ni0 = nj0 ya
que si sz.status.algni0 = victim la propiedad se sigue cumpliendo.
Cuando ni0 6= nj0 ^ ni0 = n10, se observa que la ruta analizada
no puede existir. El antecedente de la propiedad establece que
(n10, t10) =2 sz 1.setPredn20 ^ sz 1.blockern10 = n20. Como x = n1
en la ruta del mensaje AVS, este nodo forma parte del camino
wait y, por tanto, (n1, t1) 2 sz 1.setPredn2 ^ sz 1.blockern1 = n2.
Es evidente que n2 = n20, conrmando as que esta situacion es
imposible.
Para ni0 6= nj0 ^ ni0 6= n10 ^ sz 1.inf needni0 = false y sz 1.status.
algni0 = candidate, la propiedad se sigue vericando. Si sz 1.inf needni0
= true ^ sz 1.blockerni0 = ni0+1, al ejecutar la accion sz.status.algni0
466
Apendice B: Demostraciones de propiedades
= victim ^ sz.inf needni0 = false. Sin embargo, como el nodo x
esta incluido en la ruta del mensaje AVS, se sabe que forma par-
te un camino wait y, por tanto, sz 1.blockerx = k ^ (x, tx) 2
sz 1.setPredk. De todo esto, se deduce que ni0+1 = k, pero el ante-
cedente de la propiedad requiere que (ni0, ti0) =2 sz 1.setPredni0+1 .
En conclusion, resulta imposible que haya un mensaje de tipo AVS
que se~nale vctima al nodo x y al mismo tiempo este nodo este con-
tenido en un mensaje AVSRSP o almacenado en st avsrsp, siendo
x = ni0.
Segun este analisis, queda comprobado que la propiedad en sz es
cierta en esta situacion.
 x > ni0: La propiedad recoge esta posibilidad cuando x 2 ewait. Para
que la accion este habilitada es preciso que sz 1.status.idx = known,
pero los nodos que forman parte de un camino ewait son unknown.
Caso x 2 p0 tal que ewait(ni, last(p0).id, p0, sz 1):
La denicion de ewait obliga a que sz 1.status.idx = unknown, pero la condicion
de habilitacion exige que sz 1.status.idx = known.
z 2 frcvAVSRSPx(y, m): fx, yg  N ^ m 2 MAV SRSPg. El unico efecto de la
accion que puede afectar al cumplimiento de la propiedad es el que consiste en
almacenar ntegramente en sz.st avsrspx el mensaje AVSRSP que se retira del
canal. Como el mensaje AVSRSP cumpla la propiedad en sz 1 y las variables
implicadas no se modican, la hipotesis inductiva concluye.
z 2 fdltINFx(y, m): fx, yg  N ^ m 2 MINFg. La precondicion de esta
accion exige la presencia de un mensaje INF en el canal para ejecutarse. A
continuacion, se van a analizar los casos en los que el consecuente es cierto en
sz 1 debido a la existencia de un mensaje INF en el canal.
Cuando el nodo x se corresponde con el nodo ni y el nodo y es cualquiera, se
cumple que el tiempo asociado al mensaje INF es sz 1.t unkni . La accion solo
podra estar habilitada si sz 1.t unkni vale  1. Aplicando la propiedad B.2.2, se
obtiene que 1  sz 1.t unkni  sz 1.tani . As que la accion no esta habilitada.
En el caso de que el mensaje INF vaya dirigido al ultimo elemento de un camino
ewait tal que x = last(p0).id, se requiere el tiempo incluido en el mensaje INF
sea precisamente sz 1.t unklast(p0):id. Como la propiedad B.2.2 establece que 1 
sz1.t unklast(p0):id, la accion no se podra ejecutar.
z 2 frcvINFx(y, m): fx, yg  N ^ m 2 MINFg. Esta accion puede llegar a
cambiar las variables sim idx y status.algx. Una de las condiciones para que la
accion este habilitada es que sz 1.status.idx = unknown, pero los efectos de la
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accion hacen que sz.status.idx se convierta en known. Por la propiedad B.2.15,
se deduce que entonces sz 1.status.algx 2 factive, blockedg. Suponiendo que la
propiedad se cumple en sz 1 con antecedente y consecuente ciertos, el nodo x
solo puede hacer las veces del nodo ni que se~nala la propiedad o de un nodo que
ocupe posiciones posteriores al nodo ni en una posible ruta.
A continuacion, se analiza que ocurre cuando se ejecuta la accion y en sz 1
existe una ruta p de las permitidas por la propiedad.
Caso x = ni:
Ruta almacenada sz 1.set st avsni . Al recibirse el mensaje INF, se seguira cum-
pliendo la propiedad porque sz.status.algni 2 factive, candidateg y son estados
permitido para el nodo ni en sz. El resto de caractersticas de la ruta no vara.
Los mensajes almacenados en sz 1.set st avsni se eliminan y reconvierten en
mensajes AVSRSP siempre y cuando sz.sim idni sea superior a su campo sid,
sz 1.inf needni = true y m.sid > sz 1.sim idni . La hipotesis inductiva permite
suponer que el mensaje almacenado en sz 1.set st avsni cumple la propiedad.
En consecuencia, hay que comprobar que el nuevo mensaje AVSRSP tambien
lo hace:
1. sz.status.algn1 = candidate. Solo hay que tener en cuenta que el primer
nodo de la ruta almacenada sz 1.set st avsni coincide con el primer nodo
de la ruta del mensaje AVSRSP formado y el estado de ese nodo no cambia
en el efectos analizado.
2. p = 12 con last(1) = (ni, ti). Considerando la propiedad B.2.21 y
la hipotesis inductiva se establece que el ultimo elemento de la ruta al-
macenada en sz 1.set st avsni es precisamente el nodo ni. Por tanto, es
evidente que el nodo ni de la propiedad para el mensaje almacenado en
sz 1.set st avsni se mantiene en el mensaje AVSRSP generado. Como las
rutas son exactamente iguales y no se modican las variables ta y setPred
de ningun nodo, esta caracterstica se verica.
3. 8 l < i, sz.status.idnl = known. La hipotesis inductiva asegura que este
requisito se cumple en sz 1 para todos los nodos de la ruta almacenada en
sz 1.set st avsni . Como la ruta del mensaje AVSRSP es la misma y no se
modica la variable status.id de ningun nodo, la condicion se cumple.
4. 8 l tal que 1 < l < i : sz.status.algnl = dummy _ (sz.status.algnl = candidate
^ sid > sz.sim idnl ^ sz.inf neednl = true). Este punto tambien se verica
porque las rutas consideradas son iguales. Ademas, los efectos de la accion
no provocan ningun cambio de estado.
5. 8 l < i : sz.t unknl = sz.tanl . Aplicando la hipotesis inductiva, se llega a la
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conclusion de que los nodos de la ruta del mensaje AVSRSP verican el
requisito.
Al ejecutarse la accion y generarse el mensaje AVSRSP tambien se verica que:
 El campo sid del mensaje AVSRSP contiene un valor superior a sz.sim idn1 .
Se llega a esa conclusion porque el campo sid del mensaje AVSRSP adop-
ta como valor sz.sim idni y para que se produzca este efecto se tiene que
cumplir que sz 1.sim idni sea mayor que el campo sid del mensaje alma-
cenado en sz 1.set st avsni . Ademas, la creacion del mensaje AVSRSP va
acompa~nado de otro efecto por el que el nodo ni incluye el valor de m.sid
como su identidad simulada. De esta forma, sz.sim idni > sz 1.sim idni
y el campo sid del mensaje AVSRSP es superior tanto al campo sid del
mensaje almacenado sz 1.set st avsni como a sz.sim idn1 porque coincide
con sz 1.sim idn1 y la identidad simulada del nodo n1 no cambia.
 Tras la ejecucion de la accion y formarse el mensaje AVSRSP se sabe que:
sz.status.algni 2 factive, candidateg, sz.status.idni = known y sz.inf needni
= false. Dado que el nodo ni coincide con el nodo nj (propiedades B.2.16
y B.2.21) basta con comprobar que en esta situacion que sz.sim idni 
sid. Es obvio que esta condicion se cumple porque al formarse el mensaje
AVSRSP se impone que sz.sim idni = sid.
Si el mensaje almacenado en sz 1.set st avsni se mantiene al ejecutar la accion,
basta con asegurar que sz.sim idn1 > sz.sim idni para armar que la propiedad
se cumple. La hipotesis inductiva establece que sz 1.sim idn1 > sz 1.sim idni y
sid = sz 1.sim idn1 . Al ejecutarse la accion en este supuesto, tanto el campo
sid del mensaje almacenado en sz 1.set st avsni como la variable sim id del
nodo n1 no cambian de valor. Sin embargo, el valor de sz.sim idni puede varar
dependiendo del valor de sz 1.inf needni .
 Si sz 1.inf needni = false, se debe estudiar si es posible alcanzar esta si-
tuacion. Como ni = nj, es evidente que el ultimo nodo de la ruta es ni.
Esto implica que el nodo ni se incorporo a la ruta ejecutando las acciones
que permiten que ocupe la ultima posicion de la ruta. El estado del nodo
ni en esos casos es candidate. Por otra parte, la precondicion de la accion
indica que sz 1.status.idni = unknown. La unica accion que permite alcan-
zar este estado es la accion EndDelArcni(n). Ademas, la propiedad B.2.50
asegura que el nodo ni, que era candidate al iniciarse la formacion de la
ruta, nunca llega a alcanzar el estado dummy si mantiene inalterado su
correspondiente conjunto setPred. En consecuencia, antes de la ejecucion
de la accion EndDelArcni(n), el estado del nodo ni solo puede ser candi-
date. Segun la propiedad B.2.50, podra pensarse que el estado del nodo
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ni antes de ejecutar EndDelArcni(n) pudiera ser blocked y unknown. Dado
que este estado precisa a su vez la ejecucion de la misma accion para que
status.idni se convierta en unknown, la situacion previa coincide con la que
se pretende estudiar en este punto. Por todo ello, las dos posibilidades que
hay que analizar son:
1. status.algni = candidate e inf needni = false. Si el nodo ni tiene que
recibir el mensaje INF es necesario que, previamente, se haya recibido
un mensaje ALG que haga que sz 1.t unkni sea distinto de  1. Para
que este mensaje exista, el nodo ni ha tenido que bloquearse de nuevo
porque los efectos de la accion hicieron que status.algni = active. Se
sabe que la accion StartAddArcni(n0) modica el estado del nodo ni
y pasa a ser candidate porque setPredToInfni 6= ;. Se comprueba que
setPredToInfni 6= ;, al observar que (ni 1, ti 1) 2 setPredni . De acuerdo
a la propiedad B.2.47, se deduce que (ni 1, ti 1) 2 setPredToInfni .
Como se vuelve al estado inicial del nodo ni para este supuesto, queda
demostrado que no se dan las condiciones para la recepcion del mensaje
INF analizado.
2. status.algni = candidate e inf needni = true. Al ejecutarse EndDelArcni
(n), status.algni = active y status.idni = known. Como el caso que se
estudia precisa que sz 1.inf needni = false, es obvio que se debe recibir
un mensaje INF para que cambie su valor. Las acciones que convierten
el estado del nodo ni en victim tambien transforman inf needni en false.
Sin embargo, en ese estado el nodo x podra llegar a tener habilitada
solamente la accion Abortni y, en consecuencia, el estado del nodo
pasara a ser aborted. Alcanzado ese estado, el nodo no puede cambiar
de estado de nuevo. La unica accion que permite recibir un mensaje
INF hace que el estado del nodo ni tambien se vea modicado y vuelva
a ser candidate o pasar a ser active y known ya que setPredToInfni 6=
;. Siendo candidate el nodo ni, resulta evidente que no se consigue
de ninguna manera cumplir la precondicion de la accion en la que
sz 1.status.idni = unknown. Si status.algni = active y status.idni =
known, el nodo ni tendra que bloquearse de nuevo y recibir un mensaje
ALG para que sz 1.t unkni 6=  1 y la propiedad B.2.2 se~nala que 1
 m.ta  sz 1.tani . No hay que olvidar que la recepcion del mensaje
INF, ademas de convertir inf need a false, hace que t unkni =  1. Al
bloquearse el nodo ni, status.algni = candidate. En consecuencia, se
impide que el nodo alcance las precondiciones de la accion rcvINFni(y,
m), siendo sz 1.inf needni = false.
 Si sz 1.inf needni = true, sz.sim idni puede conservar el valor que tena
sz 1.sim idni o tomar el valor de mINF .sid cuando m.sid > sz 1.sim idni .
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En el primer caso, la hipotesis inductiva concluye. En el segundo caso
hay que tener en cuenta que el campo sid del mensaje almacenado en
sz 1.set st avsni y sz 1.sim idn1 no se modican. Tras la ejecucion de la
accion resulta que sz.sim idn1 > sz.sim idni . La condicion que impide que
se forme un mensaje AVSRSP y, por tanto, el mensaje de sz 1.set st avsni
siga almacenado en sz es sz.sim idni  sid. La propiedad B.2.57 descarta
la igualdad en esta condicion. As que, sz.sim idni < sid como se~nala la
propiedad.
Ruta de un mensaje AVS dirigido al nodo nj. Este mensaje se mantiene en el
canal en sz cumpliendo todos los requisitos impuestos por la propiedad. Como
sz.status.algni 2 factive, candidateg, se observa que, tanto si ni = nj como si ni
6= nj, el estado del nodo ni verica la propiedad.
Ruta almacenada en sz 1.st avsrspn1 o incluida en un mensaje AVSRSP que va
hacia el nodo n1. Para conrmar que este tipo de rutas verican la propiedad
se analizan todas las posibles situaciones en las que la accion esta habilitada:
 Suponiendo que ni = nj y sz 1.inf needni = false, se sabe que el estado nal
del nodo ni es uno de los permitidos por la propiedad ya que sz.status.algni
2 factive, candidateg. Como ni = nj es evidente que last(p).id = ni. Este
nodo se incorporo a la ruta ejecutando las acciones que permiten que el
nodo ni ocupe la ultima posicion de la ruta p, es decir, que aparezca como
unico elemento de la ruta. El estado del nodo ni en todo esos casos pasa a
ser candidate y known.
La precondicion de la accion establece que sz 1.status.idni = unknown. La
unica accion que permite alcanzar este estado es la accion EndDelArcni(n).
Por otro lado, la propiedad B.2.50 asegura que el nodo ni, que era candida-
te cuando empezo a formarse la ruta p, no llega a ser dummy si mantiene
inalterado su correspondiente setPredni . El unico estado posible que el no-
do ni puede presentar antes de la ejecucion de la accion EndDelArcni(n)
es, segun la propiedad B.2.50, candidate. Podra pensarse que el estado
del nodo ni antes de ejecutar EndDelArcni(n) sea blocked y unknown. Es-
te estado precisa de la ejecucion de la accion EndDelArcni(n) para que
status.idni = unknown. As que, la situacion previa coincide con la que se
pretende estudiar en este apartado y, antes de ejecutar EndDelArcni(n), el
estudio se reduce a los siguientes casos:
1. status.algni = candidate e inf needni = false. La variable t unkni pasa
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a valer  1. Si el nodo ni tiene que recibir el mensaje INF conside-
rado m.ta = sz 1.t unkni , es necesario que previamente haya recibi-
do un mensaje ALG que haga que sz 1.t unkni 6=  1. Para que es-
te mensaje exista, el nodo ni tuvo que bloquearse de nuevo porque
los efectos de la accion hicieron que status.algni = active. La accion
StartAddArcni(n0) modica el estado del nodo ni pasando a ser candi-
date porque setPredToInfni 6= ;. Se comprueba que setPredToInfni 6=
;, al observar que (ni 1, ti 1) 2 setPredni . De acuerdo a la propiedad
B.2.47, se deduce entonces que (ni 1, ti 1) 2 setPredToInfni . Como se
vuelve al estado inicial del nodo ni para este supuesto, queda demos-
trado que no se dan las condiciones para la recepcion del mensaje INF
en las condiciones consideradas.
2. status.algni = candidate e inf needni = true. Al ejecutar EndDelArcni
(n), status.algni = active y status.idni = known. Como el caso que se
estudia precisa que sz 1.inf needni = false, es obvio que se debe recibir
un mensaje INF de tal forma que inf needni cambie su valor. Notese
que las acciones que convierten el estado del nodo ni en victim trans-
forman inf needni = false. Sin embargo, en ese estado el nodo ni solo
podra tener habilitada la accion Abortni y, en consecuencia, el nodo
pasara a ser aborted. Alcanzado ese estado, el nodo ni no podra cam-
biar de estado de nuevo. La accion que permite recibir un mensaje
INF cambia tambien el estado del nodo ni y vuelve a ser candidate o
pasa a ser active y known ya que setPredToInfni 6= ;. Siendo candidate
el estado del nodo ni, resulta evidente que no se consigue de ninguna
manera cumplir la precondicion de la accion, sz 1.status.idni = unk-
nown. Por otra parte, si status.algni = active y status.idni = known,
el nodo ni tendra que bloquearse de nuevo y recibir un mensaje ALG
para que sz 1.t unkni 6=  1 porque m.ta = sz 1.t unkni y la propie-
dad B.2.2 se~nala que 1  m.ta  sz 1.tani . No hay que olvidar que
la recepcion del mensaje INF, ademas de convertir inf needni = false,
tiene como efecto que t unkni pase a valer  1. Al bloquearse el nodo
ni, status.algni = candidate. En consecuencia, se impide que el nodo
alcance las precondiciones de la accion rcvINFni(y, m).
 Supongase ahora que ni = nj y sz 1.inf needni = true. Es obvio que entonces
la propiedad se cumple cuando sz.sim idni toma el valor de sz 1.sim idni .
En el caso de que sz.sim idni adopte el valor del campo sid del mensaje
INF recibido, se sabe que entonces se cumpla que m.sid > sz 1.sim idni .
Sustituyendo esta condicion, se obtiene que sz.sim idni > sid y se verica
la propiedad.
472
Apendice B: Demostraciones de propiedades
 Si ni 6= nj, ni 6= n1 y sz 1.inf needni = true, al ejecutarse la accion, los efec-
tos modican las siguientes variables asociadas al nodo ni: sz.status.algni
2 factive, candidateg, sz.status.idni = known y sz.inf needni = false. En
esta situacion, la propiedad indica que sid  sz.sim idni y es necesario
comprobar que esta condicion se cumple tras retirar el mensaje INF del
canal. La ejecucion de la accion puede conservar el valor de sim idni o
adoptar el campo sid del mensaje INF siempre que sz 1.sim idni < m.sid.
La hipotesis inductiva establece dos posibilidades distintas:
1. (sid, p   rst(p)) = sz.st algn1 . El mensaje INF directo que se retira
del canal como efecto de la accion cumple que sid  sz 1.sim idni . Sea
cual sea el valor que adopta sz.sim idni al ejecutarse la accion, si se
sustituye en la expresion anterior, resulta que sid < sz.sim idni tal y
como se~nala la propiedad en las circunstancias resultantes en sz.
2. (sid, p   rst(p)) 6= sz.st algn1 . En estas condiciones, el mensaje
INF directo que llega al nodo ni cumple que m.sid > sid y sid >
sz 1.sim idni . Estas dos relaciones equivalen a m.sid > sz 1.sim idni .
Considerando la situacion resultante en sz, la propiedad exige que sid
 sz.sim idni . Para comprobar esto, basta con incluir la relacion exis-
tente entre sz.sim idni y m.sid. Siendo m.sid > sz 1.sim idni , se asume
que sz.sim idni = m.sid. De este modo, se llega a la conclusion de que
sid  sz.sim idni .
 Si ni 6= nj, ni 6= n1 y sz 1.inf needni = false, la accion tiene como efecto que
sz.sim idni = m.sid. Ademas, la hipotesis inductiva asegura que en sz 1,
m.sid > sid ya sea cuando sz 1.st algn1 coincida o no con (sid, p   rst(p)).
Esto implica que, tras la ejecucion de la accion, se cumple que ni 6= nj y
sz.sim idni > sid tal y como indica la propiedad cuando sz.status.algni 2
factive, candidateg, sz.status.idni = known y sz.inf needni = false.
Caso x 2 p0 tal que ewait(ni, last(p0).id, p0, sz 1):
De todas las rutas mencionadas en la propiedad, se deduce que no es posible
disponer de una ruta almacenada en sz 1.set st avsx en la que el ultimo nodo es
ni y que, al mismo tiempo, el nodo x ocupa posiciones posteriores al nodo ni.
Si se considera la ruta de un mensaje AVS hacia el nodo nj, solo si ni 6= nj se
podra estar en el caso analizado. En esa situacion, los efectos de la accion no
modican ni las variables de la propiedad asociadas al nodo ni ni las del nodo
n1 y, por tanto, la propiedad es cierta en sz. El estudio de los efectos de la accion
que afectan a una ruta almacenada en sz 1.st avsrspn1 o de un mensaje AVSRSP
hacia el nodo n1, solo es posible cuando ni 6= nj y el nodo x esta presente en el
camino ewait. La existencia de un mensaje INF que es recibido por el nodo x
permite asumir que que x = last(p0).id. As que los efectos de la accion hacen
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que se genere un nuevo mensaje INF directo o a traves de un camino ewait.
Segun los diferentes valores que pueden adoptar las variables correspondientes
a ni en sz 1 se tienen diversos casos:
 sz 1.inf needni = true y (sid, p   rst(p)) = sz 1.st algn1 . Mientras existan
nodos en el camino ewait, se generara un mensaje INF dirigido al ultimo
nodo de p0. De acuerdo con la relacion de orden, el campo sid de este
nuevo mensaje sera mayor que sz.sim idx. Se comprueba facilmente que
los efectos de esta accion no modican ni sim idni ni el correspondiente sid
de los mensajes analizados. Eso quiere decir que, tras la ejecucion de la
accion, la relacion sid  sz.sim idni se sigue vericando, cualquiera que sea
el valor de sz 1.sim idx. Cuando el destino del mensaje INF coincide con
el nodo ni, el camino ewait se ha extinguido y el mensaje INF se considera
ya directo.
 sz 1.inf needni = true y (sid, p   rst(p)) 6= sz 1.st algn1 . En esta situa-
cion, sz.sim idx puede tomar dos valores distintos:
1. sz.sim idx = sz 1.sim idx. En sz 1 se cumple, por hipotesis inductiva,
que m.sid > sid. El campo sid del nuevo mensaje INF verica que
es superior a sz.sim idx y, por lo tanto, mayor que sid. Esta relacion
es valida para todo mensaje INF que surge mientras exista el camino
ewait. Del mismo modo, la hipotesis inductiva permite demostrar que
sid > sz.sim idni . Siendo sid > sz 1.sim idni , tras la ejecucion de la
accion se verica que sz 1.sim idni = sz.sim idni . Al eliminarse el ca-
mino ewait, el mensaje INF que va dirigido al nodo ni tambien cumple
las condiciones indicadas.
2. sz.sim idx = m.sid. En el nuevo mensaje INF, el campo sid es superior
a sz.sim idx. Como en sz 1 se vericaba la propiedad, m.sid > sid,
se obtiene que el campo sid del nuevo mensaje INF es superior a
sid. Cuando el mensaje INF generado tiene como destino el nodo ni,
la propiedad tambien se cumple. Ademas, mientras el mensaje INF
recorre nodo a nodo el camino ewait hasta alcanzar el nodo ni, la
condicion sid > sz 1.sim idni se mantiene inalterada porque y sim idni
no vara.
 sz 1.inf needni = false y (sid, p   rst(p)) = sz 1.st algn1 . En la ejecucion
de la accion el nodo ni y sus variables se mantienen sin cambios. El mensaje
INF que se genera como efecto de la misma cumple la propiedad. Cuando
se forma el mensaje INF, el camino ewait(ni, last(p0).id = x, p0, sz 1) se
reduce hasta alcanzar el nodo ni. En esa situacion, el mensaje INF pasa
a ser un mensaje directo con destino el nodo ni en el que su campo sid es
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mayor que el campo sid de los mensajes estudiados (ya comprobado en el
caso x = ni). Ademas, se deben considerar supuestos diferentes:
1. Si last(p).id 2 p0, el mensaje INF se genera manteniendo los requisitos
se~nalados en la propiedad hasta que el nodo nj coincide con el ultimo
nodo de la ruta p0. Cuando x = nj, el mensaje INF formado cumple
que sz 1.sim idnj  sid y sz 1.inf neednj = true. Al formarse un nuevo
mensaje INF, siendo sz 1.inf neednj = true, sz.sim idnj puede o bien
mantener el valor de sz 1.sim idnj o bien adquirir el valor de m.sid
del mensaje INF retirado del canal. Las condiciones que cumple el
mensaje INF que se enva al nodo nj se corresponden con las que
indica la propiedad para este caso que sigue (last(p).id =2 p0).
2. Si last(p).id =2 p0, como el nodo x debe pertenecer a la ruta p0 en sz 1, es
evidente que sz 1.inf needx = false (hipotesis inductiva). Los efectos de
la accion en estas condiciones consisten en que sz.sim idx = m.sid. Por
otro lado, aplicando la relacion de orden se obtiene que el campo sid
del nuevo mensaje INF es mayor que sz.sim idx. Finalmente, todo ello,
permite llegar a la conclusion de que el campo sid del nuevo mensaje
INF tambies es mayor que el campo sid de los mensajes analizados.
Ademas, todos los nodos de la ruta p0, salvo el nodo x, en sz, tienen a
false la variable inf need. Cuando el mensaje INF se enva al nodo ni,
se sigue cumpliendo que su campo sid es superior al campo sid de los
mensajes estudiados, aunque el camino ewait se haya consumido.
 sz 1.inf needni = false y (sid, p   rst(p)) 6= sz 1.st algn1 . La hipotesis
inductiva indica que m.sid > sid y el campo sid del nuevo mensaje INF
que se forma como efecto de la accion se caracteriza porque es mayor que
sz.sim idx (relacion de orden). En el caso de que sz.sim idx adopte como
valor m.sid, el campo sid del mensaje INF que surge a la vez que se reduce
el camino ewait cumple que es superior a sid. Cuando sz 1.inf needx = true
ym.sid  sz 1.sim idni , sim idx conserva su valor en sz. Dado que el campo
sid del nuevo mensaje INF es superior a sz.sim idx, se deduce que tambien
es mayor que el campo sid de los mensajes analizados. As que, la ejecucion
repetida de la accion por parte de cada uno de los nodos del camino ewait
considerado, mantiene la condicion. Finalmente, cuando el mensaje INF
se dirige al nodo ni el requisito sigue cumpliendose.
Un efecto de la accion puede modicar sim idx de manera que adopte el valor (x,
sz.tax, ). Se puede observar que este efecto sucede cuando sz.setPredToInfx =
;. En sz 1 el antecedente de la propiedad se~nala que (ni 1, ti 1) 2 sz 1.setPredx.
Por tanto, de acuerdo con la propiedad B.2.47, sz 1.setPredToInfx 6= ;. Como el
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conjunto setPredx no cambia al ejecutar la accion, resulta que sz.setPredToInfx
6= ; y, en consecuencia, el efecto considerado no se produce.
z 2 fsndAVSx: x 2 Ng. Al ejecutarse la accion, se elimina un mensaje de
sz 1.set st avsx que podra llegar a hacer falso el antecedente de la propiedad.
Pero, al mismo tiempo, se genera un mensaje de tipo AVS que debe vericar la
propiedad. A continuacion, se comprueban todas los requisitos que debe cumplir.
1. sz.status.algn1 = candidate. El mensaje almacenado en sz 1.set st avsx que
se utiliza para formar la ruta del nuevo mensaje AVS, por hipotesis induc-
tiva, cumple la propiedad y, por tanto, el estado del nodo que aparece en
la primera posicion de su ruta es candidate. Como el primer elemento de
la ruta del mensaje AVS coincide con el de la ruta del mensaje almace-
nado en sz 1.set st avsx y los efectos de la accion no modican la variable
status.alg, queda demostrado que sz.status.algfirst(p):id = candidate.
2. p = 12 con last(1) = (ni, ti). La ruta del nuevo mensaje AVS se forma
superponiendo la ruta de un mensaje almacenado en sz 1.set st avsx con
sz 1.st avsrspx.path a traves del nodo x que tienen en comun. Esto se
deduce a partir de la propiedad B.2.21 que se~nala que el ultimo elemento
de un mensaje almacenado en sz 1.set st avsx coincide con el par (x, tx)
y de la propiedad B.2.19 que arma que rst(sz 1.st avsrpsx.path) = (x,
sz 1.tax). Por otra parte, la propiedad B.2.16 asegura que el penultimo
elemento de un mensaje almacenado en sz 1.set st avsx esta contenido en
sz 1.setPredx. Como esta es la condicion que marca el antecedente de la
propiedad para el nodo ni, se concluye que el nodo x es precisamente el
nodo ni. La hipotesis inductiva tambien permite asegurar que los nodos de
sz 1.st avsrpsx.path y del mensaje almacenado en sz 1.set st avsx cumplen
la condicion analizada. Por todo ello, se concluye que la ruta del nuevo
mensaje AVS verica esta caracterstica.
3. 8 l < i, sz.status.idnl = known. Aplicando por separado la hipotesis in-
ductiva a las rutas que componen el mensaje AVS y considerando que la
ruta de este nuevo mensaje se construye a partir de ellos, se demuestra el
cumplimiento de este requisito.
4. 8 l tal que 1 < l < i : sz.status.algnl = dummy _ (sz.status.algnl = candida-
te ^ sid > sz.sim idnl ^ sz.inf neednl = true). A pesar de que la hipotesis
inductiva establece que las rutas de sz 1.set st avsx y sz 1.st avsrpsx.path
cumplen este requisito, debe comprobarse que la union de ambas rutas por
medio del nodo x cumple la condicion exigida a un nodo que es candida-
te. Como el campo sid del mensaje AVS es el que aparece en el mensaje
almacenado en sz 1.set st avsx, es evidente que los nodos candidate que
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pertenecen a esa ruta siguen cumpliendo la condicion impuesta, o sea, sid
> sz.sim idnl . Por otra parte, al estar habilitada la accion, el valor de
sz 1.cand succx es inferior o igual al campo sid de sz 1.set st avsx. Esta
condicion, segun la propiedad B.2.20, se convierte en sz 1.st avsrpsx.sid
es inferior o igual al campo sid de sz 1.set st avsx. De acuerdo con es-
tas relaciones, el campo sid que adopta el mensaje AVS es superior a
sz.sim idnl , siendo nl cualquiera de los nodos candidate que estan presentes
en sz 1.st avsrpsx.path. Para el nodo x, comun a las dos rutas involucradas,
la hipotesis inductiva asegura que el campo sid del mensaje almacenado en
sz 1.set st avsx es sz 1.sim idn1 y sz 1.sim idn1 > sz 1.sim idx. Al ejecu-
tarse la accion no cambia sim idx y, por tanto, resulta que sid > sz.sim idx,
tal y como se quera demostrar. Los efectos de la accion garantizan que
sz.inf needx = true y sz.status.algx = candidate.
5. 8 l < i : sz.t unknl = sz.tanl . Tal y como se indica en el requisito anterior,
los nodos a excepecion del que ocupa la primera posicion de las rutas son
dummy o candidate. Considerando la propiedad B.2.29 se conrma que en
esos estados la condicion temporal se cumple. En el caso de los nodos de
estado candidate ademas se tiene que aplicar la propiedad B.2.35 porque es
necesario asegurar que cuando sz.inf neednl = true resulta que sz.st algnl
6= NULL. La hipotesis inductiva permite determinar que esta condicion
temporal tambien se cumple para el primer nodo de la ruta del mensaje
AVS ya que este coincide con el primer nodo de la ruta de sz 1.set st avsx.
Ademas de los requisitos anteriores, el nuevo mensaje AVS debe cumplir otras
caractersticas:
 Si el nodo ni coincide con nj, nodo destino del mensaje AVS, la propiedad
indica que solo son posibles ciertos estados para el nodo ni. Considerando
la construccion de la ruta del mensaje AVS se sabe que el nodo ni del men-
saje AVS que se~nala la propiedad se corresponde con el nodo que verica
la propiedad para sz 1.st avsrpsx.path. Como la propiedad se cumple en
sz 1 para la ruta almacenada en sz 1.st avsrpsx y los efectos de la accion
no cambian el valor las variables status.alg y status.id de ningun nodo, el
estado del nodo ni verica que, segun la hipotesis inductiva, cuando ni = nj
para sz 1.st avsrpsx, se tienen los siguientes posibles estados: sz.status.idni
= unknown o sz.status.algni 2 fcandidate, active, victimg. Todos esos esta-
dos son exigidos para el nodo ni del nuevo mensaje AVS y en consecuencia
se verica la propiedad.
 Si el nodo ni no coincide con el nodo destino del mensaje AVS, nj, debe
comprobarse que el nodo ni presenta uno de los posibles estados que se dice
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en la propiedad para este caso. Al formarse la ruta del mensaje AVS, se
sabe que el nodo ni que verica la propiedad en ese mensaje resulta ser el
que la cumple para sz 1.st avsrpsx.path. Aplicando la hipotesis inductiva,
se tiene que sz 1.status.idni = unknown o sz 1.status.algni 2 fcandidate,
active, victim, dummyg. Dado que los efectos de la accion no cambian
el valor de status.alg y status.id de ningun nodo, el nuevo mensaje AVS
cumplira este requisito de la propiedad salvo si sz 1.status.algni = dummy.
En este caso, tras la ejecucion de la accion, debe vericarse que sz.status.algni
= dummy y ademas sz.tani = ti y sz.blockerni = ni+1. La condicion que
se impone al nodo ni de la ruta almacenada en sz 1.st avsrpsx cuando su
estado es dummy es precisamente sz 1.blockerni = ni+1. Como la variable
blocker no se ve modicada por los efectos de la accion, solo sera necesario
demostrar que en esa situacion sz 1.tani = ti porque la variable ta tampoco
cambia al ejecutar la accion. Suponiendo que sz 1.tani 6= ti, la propiedad
B.2.1 se~nala que sz 1.tani < ti. Esto implicara que el nodo ni, despues
de incorporarse a la ruta, ejecuto la accion EndDelArcni(ni+1) o Abortni
porque son las unicas acciones que incrementan el tiempo de activacion
del nodo ni. De acuerdo con la propiedad B.1.6, se descarta que la accion
ejecutada sea Abortni ya que el nodo ni, una vez que pasa a estado aborted,
no puede alcanzar el estado dummy en el estado sz 1.
Si se ejecuta EndDelArcni(ni+1) siendo dummy el estado del nodo ni, el
nodo ni alcanzara el estado active con el valor unknown en la variable
status.idni (la propiedad B.2.11 establece que setPredToInfni 6= ; porque el
antecedente de la propiedad indica que (ni 1, ti 1) 2 sz 1.setPredni). Para
que el nodo ni vuelva a ser known precisa la recepcion de un mensaje INF.
Sin embargo, el nodo ni pasara a ser candidate y no dummy como exige el
supuesto. Por otra parte, si se ejecuta EndDelArcni(ni+1) siendo el estado
del nodo ni candidate, la propiedad B.2.50 conrma que, mientras (ni 1,
ti 1) 2 sz 1.setPredni , el estado nal del nodo ni nunca podra ser dummy.
Por consiguiente, se llega a la conclusion de que sz 1.tani = ti y despues
de ejecutar la accion analizada la condicion temporal sigue cumpliendose.
Si x = ni y la propiedad se cumple para el mensaje de sz 1.st avsrspx,
siendo ni0 6= nj0 y ni0 = n10, se tiene que sz 1.blockerni0 = n20 = ni0+1 ^
(ni0, ti0) =2 sz 1.setPredni0+1 . En esta situacion el nodo x, primero de este
mensaje, es el unico que pasara a formar parte de la ruta del mensaje AVS
que verica la propiedad. Por eso, el mensaje AVS que se crea cumple los
requisitos que se incluyen para el caso en que ni 6= nj. Es evidente que el
nodo ni verica que sz.status.algni = candidate y este es un estado de los
que indica la propiedad.
 (sid0, t0, p0, b0) 2 s.set st avsn0 _ (AVS, sid0, t0, p0, b0) 2 s.channel(n, n0)
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) rst(p0) 6= (n1, t1). En caso de que estos mensajes existieran en sz, se
deduce que deberan existir en sz 1 porque los efectos de la accion no los
generan. Como la estructura de las rutas de esos mensajes no se modica,
de acuerdo con la hipotesis inductiva, se cumple esta condicion.
 sid = sz.sim idn1 , sz.norstAVSn1 = false y sz.st avsrspn1 = NULL. Al for-
marse el mensaje AVS se elige como campo sid el valor que le corresponde
a la ruta almacenada en sz 1.set st avsx que, por la hipotesis inductiva,
se sabe que coincida con sz 1.sim idn1 . Dado que ademas el primer nodo
de la ruta del mensaje AVS es el primer nodo de la ruta almacenada en
sz 1.set st avsx es obvio que se verican todos estos requisitos aplicando la
hipotesis inductiva.
Si el nodo x ocupa posiciones posteriores al nodo ni, la accion no esta habilitada
porque entonces el nodo x debera pertenecer al camino ewait(ni, last(p0).id, p0,
sz 1) que marca la propiedad. La denicion de camino ewait indica que los
nodos que lo constituyen debe ser unknown y la condicion de habilitacion exige
que sz 1.status.idx = known.
z 2 fsndAVSRSPx: x 2 Ng. El efecto principal de esta accion consiste en la
generacion de un mensaje AVSRSP, a partir del contenido de sz 1.st avsrpsx y
sz 1.set st avsx. La hipotesis inductiva permite demostrar que:
1. sz.status.algn1 = candidate ya que el primer elemento de la ruta del nuevo
mensaje AVSRSP coincide con el primer elemento de la ruta del mensaje
contenido en sz 1.set st avsx.
2. p = 1  2 con last(1) = (ni, ti). La ruta del nuevo mensaje AVSRSP se
forma concatenando la ruta del mensaje almacenado en sz 1.set st avsx con
la de sz 1.st avsrspx a traves del nodo x que tienen en comun. La propiedad
B.2.21 se~nala que el par (x, tx) es el ultimo elemento de la ruta del mensaje
contenido en sz 1.set st avsx y, a su vez, la propiedad B.2.19 indica que el
primer elemento de la ruta de sz 1.st avsrpsx es (x, sz 1.tax). Por otra
parte, segun la propiedad B.2.16, asegura que el penultimo elemento de
la ruta correspondiente a sz 1.set st avsx esta contenido en sz 1.setPredx.
Dado que esta es la condicion del antecedente de la propiedad para el nodo
ni, se concluye que el nodo x coincide con ni. La hipotesis inductiva permite
asegurar que la ruta de sz 1.st avsrpsx cuenta tambien con un nodo que
verica la propiedad y su primer nodo se corresponde con el nodo x. As que
se puede concluir que, para la ruta del mensaje AVSRSP, se cumplira este
requisito.
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3. Los nodos de la ruta del mensajeAVSRSP verican que, 8 l < i, sz.status.idnl
= known. La variable status.id de los nodos de la ruta de sz 1.set st avsx,
a excepcion del nodo x, y los de la ruta de sz 1.st avsrpsx es known. Co-
mo el nodo x aparece en la primera posicion de la ruta de sz 1.st avsrpsx
tambien se considera known aunque esta excluido en la propiedad para
sz 1.set st avsx.
4. 8 l tal que 1 < l < i : sz.status.algnl = dummy _ (sz.status.algnl = candidate
^ sid > sz.sim idnl ^ sz.inf neednl = true). Asumiendo que estas carac-
tersticas se cumplen en sz 1 para las rutas involucradas por la hipotesis
inductiva, solo hay que comprobar que el nodo x que sirve de nexo en la
union de las rutas y los que componen la ruta usada de sz 1.set st avsx
cumplen todas las condiciones. El mensaje AVSRSP creado adopta co-
mo campo sid el que contiene el mensaje almacenado en sz 1.st avsrspx.
Esto implica que todos los nodos candidate que aparecen en la ruta de
sz 1.st avsrspx seguiran cumpliendo la condicion impuesta al campo sid
en el nuevo mensaje AVSRSP. La hipotesis inductiva asegura que el cam-
po sid del mensaje de sz 1.set st avsx es mayor que el valor de sim id
de todos los nodos candidate que se indican. Por otra parte, la accion
esta habilitada cuando sz 1.cand succx es superior al campo sid del men-
saje de sz 1.set st avsx. Considerando la propiedad B.2.20, esta relacion se
transforma en que sz 1.st avsrpsx.sid es superior al campo sid del mensaje
de sz 1.set st avsx. En consecuencia, el campo sid del mensaje AVSRSP
es mayor que el valor de sim id de todos los nodos candidate que apa-
recen en la parte de su ruta que procede del mensaje almacenado en
sz 1.set st avsx. Ademas, el primer elemento de la ruta de sz 1.st avsrspx
es (x, sz 1.tax) segun la propiedad B.2.19 y, de acuerdo con la hipotesis
inductiva, sz 1.st avsrspx.sid > sz 1.sim idx por ser el nodo x el primer
nodo de esa ruta. Al ejecutar la accion no se modica sim idx y el mensaje
AVSRSP adopta como campo sid precisamente sz 1.st avsrspx.sid. Esto
implica que se cumple que sid > sz.sim idx. Dado que sz.inf needx pasa a
ser true y sz.status.algx se mantiene como candidate, el nodo x cumple el
requisito analizado.
5. 8 l < i : sz.t unknl = sz.tanl . Como el estado de los nodos localizados en las
posiciones de las rutas tal que 1 < l < i es dummy o candidate, la propie-
dad B.2.29 asegura que todos ellos cumplen que sz.t unknl = sz.tanl . Para
aplicar esa propiedad en los nodos candidate es necesario que sz.st algl 6=
NULL. Dado que sz.inf neednl = true para los nodos candidate, la propie-
dad B.2.35 lo conrma. En el caso del nodo ubicado en la primera posicion
de la ruta del mensaje AVSRSP, se recurre a la hipotesis inductiva para
concluir que tambien verica el requisito temporal. Si el primer nodo de
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la ruta almacenada en sz 1.set st avsx cumple la condicion y los efectos de
la accion no introducen cambios ni en la variable t unk ni en ta de ningun
nodo, el primer nodo de la ruta del mensaje AVSRSP tambien la cumple
porque coincide con el de la ruta de sz 1.set st avsx considerada.
Al mismo tiempo, el mensaje AVSRSP debe cumplir otras caractersticas:
 sid > sz.sim idn1 . La propiedad B.2.20 establece que, en las condiciones
de la accion, sz 1.st avsrspx.sid = sz 1.cand succx. El campo sid del men-
saje AVSRSP coincide con sz 1.st avsrpsx.sid. Como la precondicion de la
accion asegura que sz 1.cand succx es mayor que el campo sid del men-
saje de sz 1.set st avsx y la hipotesis inductiva conrma que ese valor de
sid coincide con la identidad simulada del nodo que ocupa la primera po-
sicion de su ruta, se tiene que sz 1.st avsrpsx.sid es tambien mayor que
la la identidad simulada del primer nodo de esa ruta porque rst(p).id
es precisamente el primer nodo de la ruta almacenada en sz 1.set st avsx.
Finalmente, resulta que sid > sz.sim idn1 porque sim idn1 no cambia de
valor al ejecutar la accion.
 Considerando que ni = nj, se cumple que sz.sim idni  sid y sz.status.algni
2 fcandidate, active,victimg o sz.status.idni = unknown. El nodo ni del
mensaje AVSRSP es el mismo nodo que el que cumple la propiedad pa-
ra sz 1.st avsrpsx.path. Ademas el campo sid del mensaje AVSRSP es
sz 1.st avsrspx.sid. Como la propiedad se cumple en sz 1 para la ruta alma-
cenada en sz 1.st avsrpsx y los efectos de la accion no cambian el valor de
status.alg, de status.id y de sim id para ese nodo, la propiedad se verica
en sz.
 Cuando ni 6= nj y a la vez ni 6= n1, el estado del nodo ni del mensa-
je AVSRSP puede adoptar diferentes valores y se tiene que cumplir en
sz variadas condiciones dependiendo de su estado. En todas las situacio-
nes se concluye aplicando la hipotesis inductiva. Los efectos de la accion
no generan ni eliminan mensajes INF y tampoco se modican las carac-
tersticas de los mensajes INF que podran existir en sz 1. Ademas, los
requisitos que se cumplan en sz 1 para el nodo ni de la ruta almacenada
en sz 1.st avsrspx se siguen cumpliendo en sz para el mensaje AVSRSP
ya que, por la formacion de su ruta, ese sera el nodo ni del mensaje. Las
condiciones relacionadas con el campo sid tambien se siguen cumpliendo
porque el mensaje AVSRSP adopta como valor de este campo precisamente
sz 1.st avsrspx.sid.
 Si ni 6= nj y ni coincide con el nodo x, siendo este ademas el primer no-
do de la ruta del mensaje AVSRSP, la formacion del mensaje AVSRSP
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no es posible. La razon de ello es que para poder formarse el mensaje, la
primera parte de la ruta que procede de la ruta del mensaje almacenado
en sz 1.set st avsni tendra que constar de un unico elemento y el trata-
miento de los mensajes AVS impide almacenar mensajes con solamente un
elemento.
En el caso en que ni 6= nj y el nodo x coincida con el nodo ni que ja la pro-
piedad para el mensaje almacenado en sz 1.st avsrspni , se deben analizar
los efectos de la accion ya que sz.status.algni = candidate y sz.inf needni =
true. Asumiendo que el mensaje almacenado en sz 1.st avsrspni cumple la
propiedad por hipotesis inductiva, se sabe que en sz 1 exista un mensa-
je INF directo o indirecto vericando mINF .sid > sz 1.st avsrspni.sid. Se
puede deducir facilmente que solo es posible que p   rst(p) 6= sz.st algn1
porque la otra opcion requiere que el nodo ni aparezca en el interior de
la ruta de sz 1.st algn1 y su estado sera dummy (propiedad B.2.55). Pa-
ra que la accion este habilitada sz 1.status.algni = candidate y eso su-
pone que el nodo ni debera ejecutar una serie de acciones, entre ellas,
EndDelArcni(ni+1). Como esta accion modica el tiempo de activacion del
nodo ni, es evidente que en la rutas en las que apareciera este nodo pos-
teriormente y, antes de ejecutar la accion analizada, tendra un tiempo
diferente al que estaba registrado en sz 1.st algn1 .
Cuando p   rst(p) 6= sz 1.st algn1 y existe un mensaje INF en sz 1 veri-
cando la propiedad, mINF .sid > sz 1.st avsrspni.sid. Dado que el nuevo
mensaje AVSRSP adopta como campo sid el valor sz 1.st avsrspni.sid y
el mensaje INF no se modica, la propiedad se sigue vericando. Por otra
parte, se conrma que sid > sz.sim idni porque sid = sz 1.st avsrspni.sid.
La propiedad B.2.25 establece que, si tni = sz 1.tani , sz 1.st avsrspni.sid
> sz 1.sim idfirst(sz 1:st avsrspni :path):id. Esto signica que sz 1.st avsrspni.sid
> sz 1.sim idni . Como los efectos de la accion no modican estas variables,
nalmente, se tiene que, sid > sz.sim idni .
Cuando el nodo x ocupa posiciones posteriores al nodo ni, la accion no esta ha-
bilitada porque entonces el nodo x debera pertenecer al camino ewait(ni,
last(p0).id, p0, sz 1) que marca la propiedad. La denicion de camino ewait
indica que los nodos que lo constituyen deben ser unknown y la condicion de
habilitacion exige que sz 1.status.idx = known.
Finalmente, notese que, tras la ejecucion de la accion, el cambio a true del ultimo
campo del mensaje que permanece almacenado en sz.set st avsx no afecta al
cumplimiento de la propiedad.

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Esta propiedad garantiza que, cuando un nodo se convierte en victim, existe un
ciclo en el sistema. El estado del resto de nodos del ciclo sera dummy o candidate y,
obviamente, conocen su identidad simulada en el momento de la deteccion.
Propiedad B.2.59. 9 i 2 N tal que s.status.algi = victim ) 9 p 2 P tal que wait(n,
n, p, s) ^ 8 l 2 nodes(p) se verica que s.status.idl = known ^ 8 l 2 nodes(p) n fig:
s.status.algl = dummy _ s.status.algl = candidate.
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algni =
active por lo que la propiedad es cierta. Las acciones que afectan a las variables de
la propiedad son:
z 2 fStartAddArcx(y): fx, yg  Ng. La condicion de habilitacion de la accion
indica que sz 1.statex = active o, por la propiedad B.3.3, sz 1.status.algx =
active. As que, ninguno de los nodos se~nalados por la propiedad puede ejecutar
la accion.
z 2 fEndAddArcx(y, t): fx, yg  N ^ t 2 Ng. Para que pueda ejecutarse
la accion es necesario que (y, t, sent) 2 sz 1.set waitersx. La propiedad B.1.5
permite armar que entonces (y, t, received) =2 sz 1.set waitersx o, lo que es lo
mismo, (y, t) =2 sz 1.setPredx. Eso implica que el nodo y no esta contenido en el
ciclo que describe el camino wait de la propiedad en sz 1. Si un nodo cualquiera
de los que pertenece al ciclo que se~nala el camino wait, ejecuta esta accion, no se
modican ni su correspondiente status.alg ni status.id. La ejecucion de la accion
no elimina esperas ni cambia los valores de las variables que tienen que ver con
el estado. En consecuencia, la hipotesis inductiva concluye.
z 2 fStartDelArcx(y, t): fx, yg  N ^ t 2 Ng. Suponiendo que sz 1.status.algi
= victim, la accion esta habilitada cuando sz 1.status.algy = aborted e (y, t) 2
sz 1.setPredx. En esa situacion, se deduce que el nodo y no puede formar parte
del ciclo que indica la propiedad. La hipotesis inductiva establece que el estado
del resto de los nodos del ciclo solo puede ser dummy o candidate. Eso implica
que, al ejecutarse la accion, el ciclo no vara y la propiedad se cumple por la
hipotesis inductiva.
z = fEndDelArcx(y): fx, yg  Ng. Si se supone que sz 1.status.algi = victim
y el nodo x forma parte del camino p que indica la propiedad entonces, (x, t) 2
sz 1.setPredn. De acuerdo con la propiedad B.3.2, eso equivale a que (x, t, recei-
ved) 2 sz 1.set waitersn y, por la propiedad B.1.5, sz 1.blockerx = n. Por otra
parte, la condicion de habiltacion exige que (x, t, released) 2 sz 1.set waitersy
y, aplicando la propiedad B.1.5, resulta que sz 1.blockerx = y. Como el nodo x
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solo puede esperar por un unico nodo (modelo unico recurso) n = y. Sin em-
bargo, esto es imposible porque la propiedad B.1.5 indica que si (x, t, released)
2 sz 1.set waitersy entonces (x, t, received) 2 sz 1.set waitersy.
Suponiendo que la accion queda habilitada porque sz 1.status.algy = aborted,
se hace evidente que en ese caso no existe el camino p que se~nala la propiedad.
De acuerdo con la propiedad B.2.10, para ese estado del nodo y se tiene que
sz 1.setPredy = ;. Dado que sz 1.blockerx = y, se concluye que (x, t, received) =2
sz 1.setPredy y, por tanto, los nodos implicados no forman parte de un camino
que verique wait.
z 2 fAbortx: x 2 Ng. La accion esta habilitada cuando el nodo x coincide con el
nodo ni porque sz 1.status.algni = victim. Al ejecutarse la accion, sz.status.algni
= aborted y la propiedad pasa a ser cierta con el antecedente falso. Por otra
parte, la accion no puede estar habilitada para ninguno de los otros nodos que
conforman el ciclo ya que su estado es dummy o candidate.
z 2 finitiatex: x 2 Ng. La condicion de habilitacion exige que sz 1.status.algx
= blocked. Esto implica que la accion no puede estar habilitada para ninguno
de los nodos del ciclo.
z 2 frcvALGx(y, m): fx, yg  N ^ m 2 MALGg. Entre los posibles efectos de
esta accion se encuentra el que hace que sz.status.algx = victim. En la ruta del
mensaje ALG recibido en esta situacion existe un camino, m.path, que verica
wait(x, x, m.path, sz). La propiedad B.2.55 asegura que todos los nodos ese
camino, a excepcion del nodo x, son dummy. Por tanto, la propiedad es cierta
en sz.
Considerando el caso en el que la accion es ejecutada por un nodo del camino
wait distinto a i, la propiedad B.2.55 asegura la existencia en sz 1 de un nuevo
ciclo que empieza y acaba en el nodo x que pasa a victim. Por otro lado, la
propiedad B.2.3 permite conrmar que el nodo i tambien esta incluido en ese
nuevo ciclo y, en consecuencia, los ciclos son coincidentes. Aplicando otra vez la
propiedad B.2.55, se llega a una contrradiccion. El estado de los nodos conteni-
dos en un ciclo que empieza y acaba en el nodo x debe ser dummy y el estado
del nodo i, segun la propiedad era victim en sz 1. Por tanto, queda demostrado
que la accion solo se ejecuta cuando x = i.
z 2 frcvINFx(y, m): fx, yg  N ^ m 2 MINFg. Para que la accion este habi-
litada es necesario que sz 1.status.idx = unknown. En consecuencia, ninguno de
los nodos contenidos en el camino wait se~nalado en la propiedad puede ejecutar
la accion porque son known, incluido el nodo i que, siendo victim, la propiedad
B.2.15 indica que es tambien known.
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z 2 frcvAVSx(y, m): fx, yg  N ^ m 2 MAV Sg. Al ejecutarse la accion podra
suceder que sz.status.algx = victim. En esa situacion, se cumple que el primer
nodo de la ruta del mensaje AVS y el ultimo coinciden con el nodo x. Segun
la propiedad B.2.58, la ruta del mensaje AVS, m.path, verica que wait(x, x,
m.path, sz).
Si el nodo x es cualquiera de los otros nodos del camino wait, el estado de este
nodo tambien podra convertirse en victim. Sin embargo, para ello sera preciso
que existiera un nuevo ciclo. La propiedad B.2.3 permite conrmar que el nodo
ni estara incluido en ese nuevo ciclo y, en consecuencia, los ciclos seran coinci-
dentes. De acuerdo con la propiedad B.2.58, el estado de los nodos contenidos
en la ruta del mensaje AVS puede ser dummy o candidate. Eso contradice, el
supuesto de partida que establece que sz 1.status.algni = victim. As que, la
propiedad queda demostrada.

Un interbloqueo es una situacion estable hasta que es resuelto con el aborto de
un nodo que pertenece a dicho interbloqueo.
Propiedad B.2.60. Sea  = s0 1 s1 : : : z sz : : : una ejecucion de S,  2 execs(S ). 8
i 2 N se verica que sz 1.status.algi = victim ) sz.status.algi = victim _ sz.status.algi
= aborted.
Demostracion: Las unicas acciones del algoritmo que podran estar habilitadas y
modican la variable status.alg son:
z 2 fEndDelArci(j ): jg  Ng. Si sz 1.status.algi = victim, la propiedad B.2.59
asegura que existe un ciclo denido como wait(i, i, p, sz 1). La accion esta habi-
litada cuando sz 1.blockeri = j y, por tanto, el nodo j tambien debe pertenecer
al ciclo. Ademas, por formar parte del ciclo ambos nodos se tiene que cumplir
que (i, t) 2 sz 1.setPredj o (i, t, received) 2 sz 1.set waitersj (propiedad B.3.2).
Sin embargo, esto impide que la accion este habilitada porque la propiedad
B.1.5 indica que entonces (i, t, released) =2 sz 1.set waitersj. Por otra parte, la
accion tambien puede quedar habilitada si sz 1.statej = aborted. En este caso,
la denicion de ciclo supone que todos los nodos que lo constituyen son blocked,
haciendo as imposible la ejecucion de la accion.
z = Aborti. Al ejecutar la accion, sz.status.algi = aborted.
z 2 frcvALGi(j, m): j 2 N ^ m 2 MALGg y z 2 frcvAVSi(j, m): jg 2 N ^
m 2 MAV Sg. Los efectos de la accion pueden hacer que sz.status.algi = victim
(consecuente cierto). En otros casos, la hipotesis inductiva concluye.
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
Considerando la ejecuciones equitativas del sistema, se puede demostrar que si un
nodo i detecta un interbloqueo, sz.status.algi = victim, entonces ese nodo nalmente
aborta. Esta propiedad asegura que, una vez que se detecta un interbloqueo, este
acabara resolviendose.
Propiedad B.2.61. Sea  = s0 1 s1 : : : z sz : : : una ejecucion de S,  2 execs(S ).
8 i 2 N se verica que 9 z0 tal que sz0.status.algi = victim ) 9 zn > z0 tal que
szn.status.algi = aborted.
Demostracion: Teniendo en cuenta la propiedad B.2.60 que indica que, una vez
alcanzado el estado victim, la accion Aborti permanece habilitada hasta que sea eje-
cutada. La propiedad de equidad debil sobre la particion de S concluye que, nalmente
szn.status.algi = aborted. 
Tal y como indica la siguiente propiedad, la accion que permite que una ruta se
transforme en un ciclo es la accion EndAddArcx((y, t). Los efectos de esta accion
completan la espera que hace que se forme una cadena de esperas cclicas.
Propiedad B.2.62. Sea p 2 P+ que verica C(p, sz) ^ p =2 cycles(sz 1) ) 9 x, y 2
nodes(p) tal que z = fEndAddArcx(y, t): t 2 Ng
Demostracion: Las variables que caracterizan a un ciclo segun las deniciones del
captulo 3 3.2.1, 3.2.4 y 3.2.6 son: state, blocker y set waiters. De todas las acciones
del algoritmo, solo es necesario analizar los efectos de las que modican alguna de
esas variables. Las acciones initiatex, rcvALGx(y, m), rcvAVSx(y, m) y rcvINFx(y, m)
cambian el valor de la variable status.alg, pero en todo esos casos el estado resultante
cumple que sz.statex = blocked tal y como exige la denicion de ciclo. Por otra parte,
los efectos de las acciones rstAVSx, rcvAVSRSPx(y, m), dltINFx(y, m), sndAVSx
y sndAVSRSPx no inuyen en las variables que denen un ciclo. En resumen, la
ejecucion de las acciones mencionadas no permitiran completar un ciclo, a no ser que
el ciclo ya estuviera formado antes de su ejecucion.
Considerando las acciones que tienen que ver con la creacion y borrado de esperas,
se observa que ninguna de ellas, a excepcion de EndAddArcx(y, t), permite cerrar un
ciclo de esperas. A continuacion, se describen los efectos de cada una de estas acciones.
z 2 Abortx. Al ejecutar esta accion sz.status.algx = aborted o, por la propiedad
B.3.5, sz.statex = aborted. En sz, por denicion, la variable state de todos los
nodos que componen el ciclo debe ser blocked. Esto implica que que el nodo x
no podra formar parte del ciclo y la ejecucion de la accion no afectara al ciclo.
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z 2 StartAddArcx(y). En este caso, los efectos provocan que sz.blockerx = y
y (x, t, sent) 2 sz.set waitersy. De acuerdo con la propiedad B.1.5, eso supone
que (x, t, received) =2 sz.set waitersy. Por consiguiente, aunque el nodo x pase a
estar bloqueado por el nodo y y tenga el estado adecuado, el nodo x no puede
formar parte del ciclo porque es necesario que cumpla que (x, t, received) 2
sz.set waitersy.
z 2 StartDelArcx(y, t). Esta accion elimina el par (y, t) de setPredx, es decir,
(y, t, received) =2 sz.setPredx. Es evidente, por tanto, que el nodo y no puede
pertenecer al ciclo.
z 2 EndDelArcx(y). La ejecucion de la accion conlleva que que sz.blockerx =
NULL. Este efecto impide que el nodo x este incluido en el ciclo considerado.
z 2 EndAddArcx(y, t). Esta accion es la unica que puede completar un ciclo tras
su ejecucion. Sus efectos hacen que la espera ya iniciada entre el nodo x y el nodo
y termine de formarse, esto es, (y, t, received) 2 sz.set waitersx, sz 1.blockery =
sz.blockery = x y sz.statey = blocked. Ademas, las variables asociadas al nodo
x no se ven modicadas y se supone que en sz 1 cumplan las condiciones para
formar parte del ciclo.

En la propiedad que sigue, se asegura que de todos los nodos que pertenecen a un
camino ewait solo el ultimo tiene habilitada la rececion de un mensaje INF, que le
permita reconstituir su identidad simulada o propagarla.
Propiedad B.2.63. Sea fi, jg  N , sea p 2 P+ tal que ewait(i, j, p, s). 8 k 2 N n
fjg: (j, s.t unkj) =2 s.setPredToInfk ) 9 k0 2 N : (INF, sid, s.t unkj)2 s.channel(k0,
j )
Demostracion: El camino p puede estar contenido en cualquier ruta almacenada en
st alg o en st avsrsp ademas de en la ruta que viaja en un mensaje ALG o AVSRSP.
Tanto para la ruta almacenada en st alg como para la ruta incluida en un mensaje
ALG, la propiedad B.2.54 asegura la existencia de un mensaje INF siempre que haya
un camino que verica ewait. Dicho mensaje INF estara dirigido precisamente al
ultimo nodo registrado en el camino p. A continuacion, se citan los consecuentes de la
propiedad B.2.54 que hay que considerar: consecuente C1-5 asociado al antecedente
A1, consecuente C2-4a asociado al antecedente A2, consecuente C2-5 asociado al
antecedente A2 y consecuente C3-1 asociado al antecedente A3.
En los consecuentes C1-5, C2-5 y C3-1, se asume que existe una ruta p0 que
cumple ewait(i0, last(p0).id, p0, sz) y tambien un mensaje (INF, sid0, sz.t unklast(p0):id)
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2 sz.channel(n, last(p0).id). Dado que 8 k, (j, sz.t unkj) =2 sz.setPredToInfk, el nodo
j sera el extremo nal del camino del ewait, o sea, last(p0.id) = j. Por otra parte, i0
= i, n = k0 y sz.status.idi0 = unknown. En el caso del consecuente C2-4a, la ruta p0
cumple la denicion de ewait(j0, last(p0).id, p0, sz). As que, todo se verica de igual
manera siendo last(p0.id) = j y j0 = i.
De acuerdo con la denicion de ewait, solo falta estudiar la existencia de un men-
saje INF viajando hacia el nodo j cuando la ruta p esta contenida en sz.st avsrspn1
o en un mensaje AVSRSP que procede del nodo nk y se dirige al nodo n1. Las situa-
ciones que se deben analizar, segun la propiedad B.2.58, son aquellas en las que los
nodos de la ruta p cumplen que:
ni 6= nj y ni = n1
ni 6= nj y ni 6= n1, siendo sz.status idni = unknown y sz.inf needni = true o
sz.status.algni = candidate, sz.inf needni = true y sz.blockerni = ni+1. Cum-
pliendo en ambos casos que (sid, p   rst(p)) = sz.st algn1 .
ni 6= nj y ni 6= n1, siendo sz.status idni = unknown y sz.inf needni = true o
sz.status.algni = candidate, sz.inf needni = true y sz.blockerni = ni+1. Siempre
que en ambos casos se cumpla que (sid, p   rst(p)) 6= sz.st algn1 .
ni 6= nj y ni 6= n1, siendo sz.status.algni = dummy y sz.blockerni = ni+1 o
sz.status.idni = unknown y sz.inf needni = false). En ambos casos se debe cum-
plir que(sid, p   rst(p)) = sz.st algn1 .
ni 6= nj y ni 6= n1, siendo sz.status.algni = dummy y sz.blockerni = ni+1 o
sz.status.idni = unknown y sz.inf needni = false). Cumpliendose en ambos casos
que (sid, p   rst(p)) 6= sz.st algn1 .
En todos esos casos, ni = i, last(p0) = j y n = k0. Como el antecedente de la
propiedad establece que 8 k, (j, sz.t unknownj) =2 sz.setPredToInfk es evidente que
el nodo j ocupa la ultima posicion en el camino del ewait y la indicada es la unica
relacion entre los nodos mencionados. 
La siguiente propiedad permite armar que los nodos de un camino ewait, a ex-
cepcion del ultimo, no pueden recibir mensajes INF. Si existe un mensaje INF hacia
ellos, la accion dltINFx(y, m) estara habilitada y llegara a ejecutarse.
Propiedad B.2.64. Sea fni, njg  N ^ p 2 P+ tales que ewait(n1, nl, p, s) ^ p =
(n1, t1)(n2, t2) : : : (nl, tl). 9 k 2 N , 9 m 2 MINF tal que 9 i < l : m 2 s.channel(k,
ni) ) m.ta 6= s.t unkni
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Demostracion: La propiedad B.2.7 establece que si (i, t) 2 sz.setPredToInfj enton-
ces 8 k 6= j @ m 2 MINF : m 2 s.channel(k, i) y m.ta = t. En este punto, solo queda
demostrar que tampoco existe un mensaje INF tal que m 2 sz.channel(j, i) y m.ta
= t. Aplicando la propiedad B.2.6, esto resulta evidente. 
Con esta propiedad se asegura que, dado un camino de esperas rotas en una ruta
ewait, se pondran en marcha los mecanismos adecuados para que el primer nodo de
ese camino ewait, si vuelve a bloquearse, conozca su nueva identidad simulada y pueda
participar en la deteccion de un posible interbloqueo.
Propiedad B.2.65. Sea fni, njg  N y p 2 P+ que verica ewait(ni, nj, p, sz). 8
z0: z0  z, sz0.stateni = blocked ) 9 z00: z00 > z ^ sz00.status.idni = known.
Demostracion: Si existe un camino ewait, 8 k : (nj, sz.t unknj) =2 sz.setPredToInfk,
la propiedad B.2.63 indica que hay un mensaje INF, m, dirigiendose al nodo nj con el
tiempo correcto. Las acciones del algoritmo para el nodo nal del camino ewait estan
deshabilitadas porque, o bien sz.status.idnj = unknown, o bien m.ta = sz.t unknj y
sz.t unknj 6=  1. Para comprobar que z 2 fdltINFnj(y, m): fnj, yg  Ng no se
puede ejecutar es necesario demostrar que sz.t unknj 6=  1. Esto resulta evidente
porque m.ta = sz.t unknj y la propiedad B.2.2 asegura que 1  m.ta  sz.tanj .
Por otro parte, z 2 fStartAddArcnj(y): fnj, yg  Ng, z 2 fEndAddArcnj(y, t):
fnj, yg  N ^ t 2 Ng, z 2 fStartDelArcnj(y, t): fnj, yg  N ^ t 2 Ng y z 2
fEndDelArcnj(y): fnj, yg  Ng no modican las caractersticas del camino ewait ni
la ejecucion de las acciones deshabilita la accion z 2 frcvINFnj(y, m): fnj, yg  N
^ m 2 MINFg.
La propiedad B.2.64 se~nala que el camino ewait no se puede reducir debido a que
sus nodos intermedios reciban un mensaje INF (todos a excepcion de nj).
Ademas, se debe analizar el comportamiento del nodo inicial del camino ewait ante
la ejecucion de cualquiera de las acciones del algoritmo. Solo la accion StartDelArcx(y,
t) podra aumentarlo haciendo que el nodo y fuera el nuevo extremo inicial del camino
ewait. Si sucediera esto, el numero de nodos de la ruta p que verica la asercion ewait
se incrementara en uno. Segun el antecedente de la propiedad sz.stateni = blocked
o, por la propiedad B.3.4, sz.status.algni = fblocked, dummy, candidate, victimg. Co-
mo sz.status.algni 6= active, no habra ninguna posibilidad de incrementar el camino
ewait por su inicio ya que sz.status.algni debe ser active para que StartDelArcx(y, t)
produzca ese efecto.
Por ultimo, el mensaje INF que va al ultimo nodo del camino ewait, nj, nalmente
llegara (equidad debil). Como ya se ha explicado, ninguna accion del algoritmo puede
deshabilitar esta accion porque el nodo nj verica su precondicion. Los efectos de
rcvINFnj(y, m) disminuiran en una unidad el valor del numero de nodos asociado al
camino ewait (inicialmente este valor era jjnodes(p)jj = j   1).
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En conclusion, el numero de nodos del camino p que cumple ewait llegara a tener
el valor uno cuando en el camino queden tan solo dos nodos. Esto supone que la
recepcion de los correspondientes mensajes INF habra ido reduciendo su valor. El
mensaje INF que llegue al ultimo nodo en esta situacion cambiara su estado a known
y desaparecera el camino ewait. En z00, el nodo ni o recibira un mensaje INF que lo
convierta en known o seguira siendo known si ya lo era cuando se origino el camino
ewait. 
Esta propiedad garantiza que todos los nodos de un ciclo, como estan bloqueados
entre s, nalmente conoceran su identidad simulada.
Propiedad B.2.66. Sea C un ciclo en el estado sz, C(p, sz), 8 n 2 nodes(p) ^ 8 z0 >
z se verica que sz0.staten = blocked ) 9 z00: z00 > z ^ 8 n 2 nodes(p), sz00.status.idn
= known.
Demostracion: Si el nodo x pertenece al ciclo C y sz.status.idx = unknown signica
que se ejecuto la accion EndDelArcx(y). Esa accion se pudo ejecutar antes o despues
de la formacion del ciclo.
Si se supone que la ejecucion de la accion es posterior a la creacion del ciclo,
entonces el nodo x tiene que cumplir la precondicion de la accion EndDelArcx(y).
Para que esta accion este habilitada es necesario que blockerx = y y bien, (x, t,
released) 2 sz.set waitersy o bien, sz.statey = aborted.
Se sabe que todos los nodos de un ciclo estan bloqueados y, ademas, un nodo solo
puede estar bloqueado por un unico nodo. As que, si sz.blockerx = y, y 2 nodes(p)
y sz.statey = blocked. Por tanto, es obvio que verica la condicion de habilitacion
que exige que sz.statey = aborted. La otra posibilidad de habilitacion requiere que
(x, t, released) 2 sz.set waitersy. La propiedad B.1.4 establece que, en esa situacion,
(x, t, received) =2 sz.set waitersy. Segun la propiedad B.3.2, eso equivale a (x, t) =2
sz.setPredy. Como el nodo x y el nodo y pertenecen ambos al ciclo C(p, sz), es evi-
dente que existe una espera dwait(x, y, sz) y, por lo tanto, (x, t) 2 sz.setPredy. Esto
contradice la precondicion de la accion analizada. De este razonamiento se deduce que
la accion EndDelArcx(y) solo puede ejecutarse antes de que tenga lugar la formacion
del ciclo o interbloqueo considerado.
Se podra pensar que el nodo que envio el mensaje ALG es precisamente sz.blockerx
en el ciclo. Dado que se ha demostrado que la accion EndDelArcx(y) se ejecuta antes
de que se forme el interbloqueo, el tiempo de activacion asociado al nodo x se in-
crementara como efecto de la accion EndDelArcx(y) antes de formar parte del ciclo.
Esto implica que el tiempo de activacion del nodo x en el ciclo no se corresponde con
el tiempo con el que esta registrado en el camino ewait. Por consiguiente, este caso
particular tambien queda demostrado con la misma argumentacion que para otros
nodos.
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Si en el ciclo existe un nodo unknown, la propiedad B.2.31 establece que ese
nodo tiene almacenada una ruta en st algx y t unknownx 6= tax. Obviamente, la ruta
almacenada se extrajo de un mensaje de tipo ALG que llego al nodo x. El nodo que
envio ese mensaje ALG a x incorporo a x en su correspondiente setPredToInf. Si en el
momento en el que el nodo x forma parte de un ciclo de nodos interbloqueados, statex
= blocked, el nodo x seguira perteneciendo a setPredToInf. La propiedad B.2.54 indica
para el caso del antecedente A-3 que existe un mensaje INF directo o indirecto. La
recepcion del mensaje INF directo convierte en known al nodo x. Para el mensaje INF
indirecto, la propiedad B.2.65 concluye que este nodo nalmente tambien llegara a ser
known. As que, nalmente, todos los nodos del ciclo pasan a ser known tal y como
indica la propiedad. 
En esta propiedad se describe la forma de deteccion de un ciclo mediante un
mensaje ALG. Si ningun nodo del ciclo es victim, habra uno que sea candidate y la
existencia de un mensaje ALG, en cuya ruta esta registrado el identicador del nodo
candidate, estara asegurada.
Propiedad B.2.67. Sea C un ciclo en el estado sz, C(p, sz), 8 n 2 nodes(p) se
tiene que: sz.status.algn 6= victim ^ 8 z0 > z, C(p, sz0) ) 9 z00  z ^ 9 i 2 no-
des(p): sz00.status.algi = candidate ^ 9 fx, ng  nodes(p): 9 m 2 MALG tal que m
2 sz00.channel(n, x ) ^ m.ta = sz00.tax ^ (x, t) 2 sz00.setPredn ^ m.path = 1(i, t)2,
siendo 1, 2 2 P
Demostracion: Si se supone que, de acuerdo la propiedad B.2.62, el ciclo se cierra
al ejecutar la accion EndAddArcx(y, t), siendo fx, yg  p, el estado del nodo x puede
ser:
sz 1.status.algx 2 fdummy, candidateg, los efectos de la accion provocan que se
enve un mensaje ALG al nodo y.
Caso dummy : El mensaje ALG que se enva al nodo y tiene como ruta el conte-
nido de sz 1.st algx. El mensaje ALG, a su vez verica que m 2 sz00.channel(x,
y), m.ta = sz00.tay = t y (y, t) 2 sz00.setPredx. Para armar que la propiedad se
cumple es necesario comprobar que un nodo de los del ciclo es candidate. Se sabe
que el nodo x no lo es, pero el mensaje ALG almacenado en sz 1.st algx surgio,
a su vez, de la recepcion de un mensaje ALG. Ese mensaje ALG lo mando un
nodo que paso a candidate al hacer el envo o lo reenvio un nodo blocked que se
convirtio en dummy. En este ultimo caso, el proceso de reenvo se ha repetido
tantas veces como nodos dummy se encuentren en el ciclo en sz. Sabiendo que
el ciclo es de tama~no nito, se alcanzara el nodo que ejecuto la accion initiate
y lo transformo en candidate.
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 Si, cuando el nodo n mando el mensaje ALG inicial en sz1 (z1 < z ), este ya
formaba parte de las esperas que constituyen el ciclo tal y como aparece en
sz, se sabe que last(sz.st algx.path).id = n. As que, siguiendo las esperas
del ciclo que estan recogidas en la ruta almacenada en st algx se encon-
trara al nodo n del ciclo que sera el nodo candidate que haga cumplirse
la propiedad. Desde que este nodo, n, candidate envio el mensaje no ha
cambiado su estado porque el ciclo de esperas no se ha visto modicado
o no ha tenido cambios que incluyan las esperas que parten del nodo x y
llegan hasta el nodo n. En otras palabras, el nodo n no ha ejecutado la ac-
cion EndDelArcn(n0) y, por lo tanto, sz.blockern = sz1.blockern. Como cada
nodo sigue bloqueado por el mismo nodo que esta registrado en el ciclo
en sz y su tiempo tampoco se ha modicado, el mensaje ALG que circule
entre dos nodos cualquiera del ciclo sera correcto y podra ser procesado.
Ademas, los distintos mensajes cumpliran que last(m.path).id = n porque
se construyen a partir del mensaje ALG recibido, m0, y last(m.path).id =
last(m0.path).id. De aqu se deduce que, que el mensaje ALG que se pro-
paga como efecto de la accion EndAddArcx(y,t) tiene la forma m.path =
1(n, t)2, siendo 2 = .
 Sin embargo, cuando el nodo n que envio el mensaje ALG inicial en sz1
no pertenece al ciclo formado en sz, siendo z1 < z, surge una situacion dis-
tinta a pesar de que last(sz.st algx.path).id = n. Las esperas que aparecen
reejadas en sz.st algx no se corresponden con las que contiene el ciclo en
sz y, por tanto, el nodo n ejecuto EndDelArcn(n0) en sz2 , donde z < z2 <
z1, para su activacion.
Si, en sz2 , el nodo n es active y known habra enviado un mensaje de tipo
INF al ejecutar StarDelArcn(n00, tn00) en sz3 (z < z3 < z2). Desde el nodo
del ciclo en el que las esperas ya no se corresponden con las que recorrio el
mensaje ALG enviado por el nodo n, esto es, ni hasta n00 se habra formado
un camino ewait(ni, n00, p, sz3). Este camino habra ido reduciendo conforme
se haya recibido el mensaje INF correspondiente. Durante el tiempo que
el camino ewait disminuye, el ciclo C se puede haber ido formando parcial
o totalmente.
En este punto cabe recordar que la propiedad B.2.66 asegura que en un
ciclo nalmente todos los nodos llegan a ser known. El estado del nodo
ni fue active y unknown, convirtiendose en blocked y unknown si inicia la
espera por el nodo que le bloquea en el ciclo. Al recibir el mensaje INF
que esperaba, el nodo ni habra pasado directamente a candidate.
En el caso de que el nodo ni recibiera en primer lugar el mensaje INF
(active y known) y luego se bloqueara por el nodo que le sigue en el ciclo
C, los efectos de StartAddArcni(ni+1) tranformaran tambien al nodo ni en
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candidate. Como se observa en ambas situaciones, se ha localizado un nodo
del ciclo que es candidate y se asegura la presencia de un mensaje ALG
que cumple los requisitos marcados en el consecuente. En consecuencia, la
propiedad quedara ya demostrada.
El mensaje ALG que aparecio como efecto de la accion rcvALGx(y, m) se
habra reenviado por los nodos que se fueron incorporando hasta formar
el ciclo en sz, incluido el nodo ni. Si el nodo ni no ha recibido aun el
mensaje INF que le pase a known, el mensaje ALG seguira a la espera de
ser recibido. Si, por el contrario, el nodo ni ya es candidate y known por la
recepcion del mensaje INF, la accion rcvALGn(y0, m) se habra ejecutado
y obviamente la ruta de ese mensaje ALG contiene al nodo ni, m.path =
1  (ni, s.tai)  2, donde 1 , 2 6= .
Teniendo en cuenta la posibilidad de que el nodo n en sz2 fuera active y
unknown tras ejecutar EndDelArcn(n0) en sz2 (z < z2 < z1), resulta evidente
que el camino ewait lo contendra. As pues, existira ewait(ni, nf , p, sz2),
donde ni 2 nodes(p) tal que C(p, sz). El nodo ni no puede coincidir con
el nodo x porque el nodo x debe mantener su estado a dummy desde el
momento que recibio el mensaje ALG que tiene almacenado en sz.st algx
hasta el mismo instante en que se cierra el ciclo C. El proceso en el que
desaparece el camino ewait y se forma el ciclo C es similar al descrito
anteriormente. Del mismo modo, surge la aparicion de un nodo candidate
que, mas concretamente, es el nodo ni. Al igual que en el caso previo, el
mensaje ALG verica la propiedad porque su ruta es de la forma m.path
= 1  (ni, s.tai)  2, donde 1, 2 6= .
Caso candidate: El nodo i de la propiedad coincide con x y el mensaje ALG
verica que m 2 sz00.channel(x, y), m.ta = sz00.tay = t, (y, t) 2 sz00.setPredx y
m.path = (x, sz00.tax). Por tanto, la propiedad, se cumple ya que 1 = 2 = .
sz 1.status.algx = victim. Segun el antecedente de la propiedad esta opcion
queda excluida.
sz 1.status.algx 2 factive, abortedg. Si se forma un ciclo, todos su nodos seran
blocked por denicion. El nodo x no puede ejecutar la accion EndAddArcx(y, t)
en este estado porque los efectos de la accion no cambian la variable status.algx.
sz 1.status.algx = blocked y sz 1.status.idx = known. La accion EndAddArcx(y,
t) cierra el ciclo. Como el estado se mantiene, el nodo x tiene habilitada, bien
la accion initiatex, o bien la accion rcvALGx(y, m). Estas acciones no pue-
den ser deshabilitadas por otras acciones del algoritmo distintas de ellas. Por
una parte, StartAddArcx(y) requiere que status.algx = active 6= blocked, Abortx
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solo se ejecuta si status.algx = victim 6= blocked y rcvINFx(y, m) se ejecu-
ta cuando status.idx = unknown 6= known. Las acciones rstAVSx, sndAVSx,
sndAVSRSPx estan habilitadas si status.algx = candidate 6= blocked. Si se ejecu-
ta EndDelArcx(y) signica que previamente se ha roto el ciclo de esperas, esto
es (y, t, received) =2 setPredx, violando el antecedente. Con la accion rcvAVSx(y,
m), el nodo x puede llegar a ser victim siendo inicialmente candidate 6= blocked
o por el contrario no cambia el estado del nodo x.
Para el resto de acciones, como no se modica la variable status.algx, se tiene
que es posible todava ejecutar initiatex o rcvALGx(y, m). La particion y la
equidad debil aseguran que cualquiera de las acciones llegara a ejecutarse. Al
ejecutarse nalmente las acciones que estan habilitadas sucede lo siguiente:
 Los efectos de la accion initiatex cambian el estado, status.algx = candidate,
y la generacion de un mensaje ALG tal que m 2 sz00.channel(x, y), m.ta
= sz00.tay = t, m.path = (x, sz00.tax) y (y, t) 2 sz00.setPredx. Se concluye,
por tanto, que la propiedad se cumple con 1 = 2 = .
 La accion rcvALGx(y, m) convierte el nodo x en dummy, almacena el men-
saje en sz00.st algx y reenva el mensaje ALG que recibio incorporando-
se convenientemente a su ruta: m0 2 sz00.channel(x, n), m0.path = (x,
sz00.tx).m.path, m0.ta = sz00.tan = t y (n, t) 2 sz00.setPredx. La busque-
da de un nodo del ciclo que sea candidate supone el mismo razonamiento
que ya se apunto para el caso sz.status.algx = dummy porque este contiene
una ruta en sz00.st algx.
sz 1.status.algx = blocked y sz 1.status.idx = unknown. La accion EndAddArcx(y,
t) cierra el ciclo y mantiene el estado del nodo x. La propiedad B.2.66 establece
que el nodo x llegara a ser known. Eso quiere decir que se puede aplicar lo
argumentado para el caso status.algx = blocked y status.idx = known.

Esta funcion permite calcular el numero de nodos que tova no se han reconocido
como integrantes del ciclo.
Denicion B.2.3. Sea C 2 cycles(s) y p 2 2 P+. Se dene la funcion visited cycle:
cycles(N )  P+  states(S ) ! N tal que visited cycle(C, p, s) = size cycle(C)   jj
visited nodes(p, s)jj
Esta propiedad demuestra que la existencia de un unico nodo candidato en el ciclo
determina que, tarde o temprano, sera elegido vctima.
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Propiedad B.2.68. Sea p 2 P+ un ciclo en el estado sz, C(p, sz). 8 z0 > z : 9 i
2 nodes(p) tal que 8 n 2 nodes(p) n fig, sz0.status.algn 6= candidate ) 9 z00 > z :
sz00.status.algi = victim.
Demostracion: Los nodos de un ciclo, por denicion, cumplen que su variable sta-
te es blocked. Si para algun nodo i sz0.status.algi = victim, la propiedad es cierta.
Sin embargo, si no existe ningun nodo del ciclo que sea victim, la propiedad B.2.67
establece que habra un nodo que llegue a ser candidate. Como el antecedente de la
propiedad impone que el estado de todos los nodos, excepto uno, debe ser distinto de
candidate, se hace evidente que ese nodo candidate es el que se~nala el antecedente de
la propiedad y tiene que ser el nodo i que, nalmente, se convertira en victim. Para
ello, el nodo candidate tiene que recibir un mensaje (ALG, sid, sz00.tai, 1(i, t)2) 2
sz00.channel(rst(1).id, i), cumpliendose que sz00.status.idi = known, sz00.status.algi =
candidate y last(1) 2 sz00.setPredi.
Si existe un ciclo la propiedad B.2.67 establece que habra un momento en el que
haya un mensaje ALG circulando entre cualquier par de nodos del mismo y un nodo
i en estado candidate. Comprobando que ese mensaje ALG es recibido por el unico
nodo candidate del ciclo y que satisface las caractersticas que permite que el nodo i
sea victim, la propiedad quedara demostrada.
El mensaje que circula por el ciclo, de acuerdo con la propiedad B.2.67, tiene la
siguiente estructura: (ALG, sid, sz00.tax, 1(i, t)2) 2 sz00.channel(n, x ) y ademas
(x, sz00.tax) 2 sz00.setPredn. Ninguna accion puede deshabilitar la accion rcvAlGx(n,
m). Todos los nodos del ciclo, a excepcion del nodo i, son blocked o dummy. Que un
nodo del ciclo sea dummy implica que ya ha recibido el mensaje ALG considerado.
De acuerdo con la propiedad B.2.29, la variable t unk de un nodo dummy coincide
con su tiempo de activacion. En esta situacion, la propiedad B.2.46 garantiza que no
existe ningun mensaje ALG con tiempo correcto dirigido al nodo i. As que los nodos
del ciclo que tienen habilitada la accion rcvALGx(n, m) son blocked o candidate y su
correspondiente st alg esta vaco. Esto implica que el mensaje nalmente sera retirado
por un nodo del ciclo que, o bien se convertira en dummy, o bien alcanzara el nodo
i que es candidate y que origino el mensaje ALG inicial. En el primer supuesto,
cuando el mensaje ALG llega a un nodo blocked y lo transforma en dummy, la funcion
que registra el numero de nodos del ciclo por los que ha pasado el mensaje ALG
disminuira en uno, visited cycle(C, p, s) = size cycle(C)   visited nodes(p). Antes de
completarse la formacion del ciclo, el mensaje ALG ya ha podido recorrer parte de
los nodos del mismo. El estado de esos nodos sera dummy y no cambiara mientras
persista el ciclo. As que, la funcion visited cycle(p) tendra un valor inferior al que
tiene la funcion en un estado inicial en el que el ciclo esta cerrado y todava no ha
llegado el primer mensaje ALG (valor maximo: visited cycle(p) = size cycle(C)).
Por otra parte, ese nodo dummy reenva el mensaje ALG al nodo predecesor,
que tambien forma parte del ciclo, con la ruta modicada, m0: (ALG, sid, sz00.tak, (x,
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sz00.tax)m.path) 2 sz00.channel(x, k), siendo (k, tk) 2 sz00.setPredx. Sabiendo que los
nodos x y k pertenecen al ciclo y que las esperas del mismo no han variado, resulta
obvio que (k, tk) 2 sz00.setPredx por la propia denicion de ciclo. Ademas, la nueva ruta
del mensaje ALG contiene el par (i, t) porque esta se construye a partir de m.path
que ya lo contena. En resumen, el mensaje ALG reenviado sigue cumpliendo las
caractersticas necesarias para su correcta propagacion. Este proceso se repite hasta
que el nodo predecesor del emisor del mensaje ALG sea precisamente el nodo i que
es candidate.
Como el tama~no del ciclo es nito, en un instante indeterminado la funcion visi-
ted cycle(p) tendra el valor 1 y estara habilitada la accion rcvALGi(n, m). El nodo
n sera el ulimo nodo del ciclo que haya pasado a dummy y el mensaje ALG que este
puso en el canal es exactamente (ALG, sid, sz00.tai, 1(i, t) 2) 2 sz00.channel(n, i),
siendo (i, ti) 2 sz00.setPredn. Comparando con los requisitos que se deben cumplir para
que el efecto de la accion rcvALGi(n, m) sea status.algi = victim, se concluye que la
propiedad es correcta porque:
sz00.status.algi = candidate y la propiedad B.2.15 indica que entonces sz00.status.idi
= known.
last(1) 2 sz00.setPredi. Como last(1).id es un nodo del ciclo y la espera en-
tre last(1).id y el nodo i no ha cambiado, la denicion de ciclo basta para
conrmarlo.
n = rst(1).id. La propiedad B.2.55 asegura que el origen del mensaje ALG que
llega al nodo candidate coincide con el primer elemento de la ruta del mensaje.

En la siguiente propiedad se garantiza que dos nodos candidatos que forman parte
de una ruta, que se corresponde con relaciones de espera reales, llegaran a intercambiar
informacion mediante un mensaje de tipo ALG. El mensaje recibido procedera del
candidato que ocupe una posicion mas alejada en la ruta e incluira la identidad
simulada que posea ese nodo candidato.
Propiedad B.2.69. Sea p 2 P+ tal que p = (n1, t1)(n2, t2): : : (nm, tm). Se verica
que 9 fi, jg  N con i < j ^ 9 z tal que 8 z0  z, wait(n1, nm, p, sz0) ^ sz0.status.algni
= sz0.status.algnj = candidate ^ sz0.st algni = NULL ^ 8 k : i < k < j sz0.status.algnk
6= fcandidate, victimg ) 9 z00  z : (ALG, sz00.tani , (sz00.sim idnj .id, sz00.sim idnj .ta,
nu), 1(nj, tj)2) 2 sz00.channel(ni+1, ni), siendo nu 2 N ^ f1, 2g  P.
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Demostracion: Como el nodo ni y el nodo nj son nodos candidate, se sabe que,
han enviado un mensaje ALG cuya ruta tena un unico elemento. Las acciones que
convierten un nodo en candidate son: StartAddArcx(y), initiatex y rcvINFx(y, m). Si
nj es candidate debido a la ejecucion de las acciones StartAddArcnj(y) o rcvINFnj(y,
m), el envo de un mensaje ALG esta condicionado a tener elementos en setPrednj
que no pertenezcan a setPredToInfnj . Segun la existencia del camino que verica wait
y del mensaje ALG que ha enviado nj, se plantean dos posibilidades:
El camino wait ya estaba formado cuando el nodo nj emitio el mensaje ALG.
Esta situacion implica que el nodo nj era dummy inicialmente. Para poder
despues se activo y, al ejecutar las acciones indicadas, paso a ser candidate sin
enviar ningun nuevo mensaje ALG al nodo predecesor que aparece en el camino
wait considerado. Si el nodo nj mandara un mensaje ALG sera a un nodo ajeno
al camino wait analizado. En el proceso de activacion del nodo nj, cambio su
tiempo de activacion y la ruta del mensaje ALG que se dirige al candidato ni
del camino p deja de vericar la asercion wait a partir precisamente de nj.
El camino wait no esta formado en el momento en el que el nodo nj reenva un
mensaje ALG. En este caso el nodo nj tambien era dummy, pero al activarse y
pasar a candidate, envio un nuevo mensaje ALG formado por un unico elemento,
su identidad y su tiempo de activacion correcto, a un nodo nj 1 que se ha
bloqueado por el.
En ambos casos, la activacion del nodo nj hizo que este pasara a ser unknown, que-
dando pendiente la recepcion de un mensaje INF para adoptar la identidad simulada
del nodo origen que envio el mensaje ALG y que retransmitio a sus predecesores,
incluido o no el que aparece en el camino wait. Ademas de modicar la identidad
simulada del nodo, la recepcion del mensaje INF tiene como efecto el cambio a can-
didate-known del nodo nj tal y como se requera por el enunciado de la propiedad.
Cuando se recibe el mensaje INF, sim idnj se carga con la identidad del nodo
candidate que origino el mensaje ALG y retransmitio siendo dummy.
La segunda opcion planteada es similar a la que se tiene si el camino wait ya
esta constituido y el nodo nj ejecuta la accion initiatenj . El nodo nj tambien es
el creador del mensaje ALG que circula por el camino wait. Del mismo modo que
en ese caso, la ruta del mensaje ALG inicialmente se corresponde con un par que
contiene la identidad y el tiempo de activacion del nodo nj. Debido a esta similitud,
se englobara el ultimo supuesto de las acciones StartAddArcnj(y) o rcvINFnj(y, m)
en el analisis de la accion initiatenj .
Considerando la ejecucion de la accion initiatenj , se sabe que el mensaje que
se genera por efecto de la misma contiene (nj, tj, ) como identidad simulada. El
mensaje ALG correspondiente al nodo nj tiene como destino, entre otros, el nodo
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que aparece inmediatamente antes en el camino p cumpliendo wait y que, por tanto,
pertenece a setPrednj . El mensaje ALG formado responde al siguiente formato: (ALG,
tk, sz0.sim idnj ,(nj, sz0.tanj)) 2 sz0.channel(nj, k), siendo (k, tk) 2 sz0.setPrednj . Como
el nodo nk forma parte tambien del camino p que cumple wait(n1, nm, p, sz0), se
asume que tk = sz0.t activnk = sz0.tank .
Como el nodo sz0.statenk = blocked, los posibles estados que puede presentar, te-
niendo en cuenta el antecedente de la propiedad, son blocked y dummy. Se puede
armar que todo nodo dummy del camino p que cumple la denicion wait ya ha re-
cibido un mensaje ALG. De acuerdo con la propiedad B.2.29, la variable t unk de un
nodo dummy coincide con su tiempo de activacion. En esta situacion, la propiedad
B.2.46 garantiza que no existe ningun mensaje ALG con tiempo correcto dirigido al
nodo nk. As que los nodos del camino wait que tienen habilitada la accion rcvALGx(n,
m) son blocked o candidate con su st alg vaco.
As que, todos los nodos existentes entre los nodos candidate, ni y nj, dejaran
pasar el mensaje ALG inicial convirtiendose en nodos dummy. Esto es consecuencia
de que todos los nodos nk, a los que hace referencia el antecedente de la propiedad son
blocked, tienen habilitada la accion rcvALGnk(nk0, m). Por la propiedad de equidad
debil sobre la particion, la accion nalmente sera ejecutada. Al mismo tiempo, ninguna
otra accion del algoritmo puede deshabilitar la accion rcvALGx(y, m) para los nodos
nk, mientras persista el camino wait :
Por una parte, StartAddArcx(y) requiere que status.algx = active 6= blocked,
Abortx solo se ejecuta si status.algx = victim 6= blocked y rcvINFx(y, m) se ejecu-
tara cuando status.idx = unknown 6= known. Las acciones rstAVSx, sndAVSx(y),
sndAVSRSPx(y) estan habilitadas si status.algx = candidate 6= blocked.
Si se ejecuta EndDelArcx(y) signica que previamente se ha roto el camino wait
de esperas, esto es (y, t, received) =2 set waitersx.
Con la accion rcvAVSx(y, m), el nodo x puede llegar a ser victim siendo ini-
cialmente candidate 6= blocked o por el contrario no cambia el estado del nodo
x.
Para el resto de acciones, como no se modica la variable status.algx, es posible
todava ejecutar rcvALGx(y, m).
Al ejecutar initiatex, el nodo x pasa a ser candidate y el requisito marcado para
los nodo nk deja de vericarse.
El efecto de esta accion para un nodo nk supone el reenvo de un mensaje ALG
en el que solo se modica la ruta y el tiempo del mensaje (tiempo del nodo destino
del mensaje). La ruta va creciendo porque los nodos blocked se anotan en la primera
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posicion de la misma, manteniendose como last(m.path) = (nj, tj). El campo m.sid se
copia del campo que lleva consigo el mensaje ALG recibido. Repitiendo sucesivamente
el reenvo de mensajes ALG entre los nodos blocked existentes, llega un momento en
el que el destino del mensaje es el nodo ni que es candidate y tiene su correspondiente
st algni = NULL. Este nodo tambien tiene habilitada la accion rcvALGni(nk, m) y
por la propiedad de equidad debil sobre la particion, nalmente se ejecutara.
Para un mensaje ALG generado por la accion initiatenj que discurre entre los
nodos candidate, ni y nj, la identidad simulada del nodo nj que aparece en el mensaje
ALG no se modica. Para que cambiara su valor, el nodo nj debera activarse. Como
se supone que el nodo nj pertenece al camino wait en sz00, el estado del mismo se
mantiene a candidate y no se activa.
Si el mensaje ALG se crea antes de que el nodo nj se convierta en candidate, las
identidades simuladas no se controlan tan facilmente y pueden variar de acuerdo a la
evolucion del estado del nodo nj. Las acciones que modican la identidad simulada
de un nodo son rcvINFx(y, m), StartDelArcx(y, t) y Abortx. Los efectos de las dos
ultimas acciones hacen que setPredx = ;. Esto implica que no es posible que el nodo
que adquiere una nueva identidad simulada pertenezca al mismo tiempo al camino
wait. Por otro lado, suponiendo que el nodo nj recibe un mensaje INF con una nueva
identidad simulada y pasa a pertenecer al camino wait como candidate-known, se
observa que la identidad simulada no puede volver a a cambiar por efecto de la accion
rcvINFnj(y, m) ya que precisa ser unknown y mientras se mantenga el camino wait
ese estado es imposible.
Cuando la accion que convierte al nodo nj en candidate es StartAddArcnj(y) o
rcvINFnj(y, m) y, ademas, tanto el camino p que verica wait como el mensaje ALG
que lo recorre se han formado antes de la ejecucion de estas acciones, se pueden aplicar
las mismas explicaciones que en el caso de la accion initiatenj para los procesos de
recepcion y retransmision del mensaje ALG entre los nodos blocked existentes en el
camino wait.

La siguiente propiedad se~nala que la presencia de un nodo con su tiempo actua-
lizado en la primera posicion de una ruta, almacenada en una variable set st avs o
incluida en algun mensaje AVS o AVSRSP, implica que ese nodo ya respondio al
mensaje ALG de su candidato sucesor avisandole de que su identidad era mayor.
Propiedad B.2.70. Sea p 2 P+ tal que rst(p) = (x, tx), sea fi, j, kg  N , sea t
2 N, sea sid 2 T y sean los booleanos fwd y bool. Se verica que (AVSRSP, t, sid,
p) 2 s.channel(j, i) _ (AVS, t, sid, p, fwd) 2 s.channel(j, k) _ (sid, t, p, bool) 2
s.set st avsk ^ tx = s.tax ) s.norstAVSx = false.
499
Apendice B: Demostraciones de propiedades
Demostracion: Se van a considerar las acciones cuyos efectos modican las varia-
bles que intervienen en la propiedad o las que generan y/o eliminan mensajes de los
tipos que en ella se citan.
z 2 fStartAddArcx(y): fx, yg  Ng o z 2 finitiatex: x 2 Ng o z 2
frcvINFx(y, m): fx, yg  N ^ m 2 MINFg. Al ejecutarse estas acciones y
cambiar el estado del nodo x a candidate, sz.norstAVSx = true. El valor de
esta variable hace que el consecuente de la propiedad sea falso en sz. Por tanto,
la propiedad sera cierta solo si el antecedente en las distintas situaciones que
llevan a este efecto es falso.
La aplicacion de la propiedad B.2.58 viene determinada por la existencia de
un nodo ni tal que, dada una ruta path = (n1, t1)(n2, t2) : : : (nj, tj), (ni, ti)
=2 sz 1.setPredni+1 y, o bien i = 1 y sz 1.blockern1 = n2, o bien (ni 1, ti 1) 2
sz 1.setPredni . Si no existe el nodo ni entonces sz 1.blockern1 6= n2, siendo n1
= x. Para conseguir que el nodo n1 deje de estar bloqueado por el nodo n2 es
necesario que se ejecute la accion EndDelArcn1(n2) en z1 < z-1. Otro de los
efectos de esta accion consiste en que sz1.tan1 < sz 1.tan1 . Como la propiedad
que se esta intentando demostrar exige que tx = sz 1.tax, si la ruta se mantiene
intacta, tx = sz1.tax, despues de ejecutar EndDelArcn1(n2), se obtiene que tx
< sz 1.tax. Por lo tanto, se ha comprobado que si no existe un nodo ni de la
ruta que cumpla las condiciones anteriores, el antecedente de la propiedad que
se analiza es falso y la propiedad se verica. Suponiendo que es aplicable la
propiedad B.2.58 y existe un nodo ni, como los efectos de estas acciones no
generan los mensajes de interes, se deduce que esos mensajes ya existan en
sz 1. Segun la propiedad B.2.58, sz 1.status.algx = candidate lo que impide que
las acciones analizadas se ejecuten. La precondicion para que este habilitada
la accion StartAddArcx(y) es sz 1.status.algx = active, para ejecutar la accion
initiatex es necesario que sz 1.status.algx = blocked y la ejecucion de rcvINFx(y,
m) sera posible si sz 1.status.algx 2 factive, blockedg porque sz 1.status.idx =
unknown (propiedad B.2.15).
Por otra parte, la accion rcvINFx(y, m) puede contar entre sus efectos con la
creacion de mensajes AVSRSP. La estructura de la ruta de estos mensajes se
basa en la que, a su vez, posean los mensajes almacenados en sz 1.set st avsx.
La hipotesis inductiva establece que estos mensajes cumplan la propiedad en
sz 1. En consecuencia, los mensajes que se construyen a partir de ellos tambien
verican la propiedad en sz ya que no se producen cambios que afecten a los
requerimientos de la propiedad.
z 2 fStartDelArcn(y, t): fn, yg  N ^ t 2 Ng. Uno de los posibles efectos de
la accion consiste en la formacion de mensajes AVS, m, a partir de mensajes,
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m0, almacenados en sz 1.set st avsx. Como rst(m.path) = rst(m0.path), la
propiedad se verica por hipotesis inductiva.
z 2 fEndDelArcx(y): fx, yg  Ng. Los efectos de esta accion modican el
tiempo de activacion del nodo x, de manera que sz.tax > sz 1.tax. Resulta
evidente que, al ejecutar la accion, el antecedente de la propiedad pasa a ser
falso porque tx < sz.tax. Suponiendo que el antecedente es falso en sz 1, se tiene
que tx < sz 1.tax segun la propiedad B.2.1. En consecuencia, el incremento del
tiempo de activacion mantiene el antecedente de la propiedad como falso y la
propiedad se cumple.
z 2 fAbortx: x 2 Ng. Entre los efectos de esta accion se encuentra el incremento
del tiempo de activacion del nodo x y el cambio a true de sz.norstAVSx. Para
cualquier mensaje de los que indica la propiedad, el consecuente de la propiedad
sera falso. En esos casos, resulta evidente que el antecedente tambien es falso
porque sz 1.tax < sz.tax. Aunque tx = sz 1.tax, el incremento del tiempo de
activacion hace que esa igualdad deje de cumplirse. Considerando que tx 6=
sz 1.tax (antecedente falso), la variacion del tiempo de activacion del nodo x
mantiene la desigualdad. La propiedad B.2.1 indica que, en ese supuesto, tx <
sz 1.tax. Luego, resulta evidente que tx < sz.tax y el antecedente es falso como
se quera demostrar.
Cuando se ejecuta esta accion tambien es posible que se generen mensajes
AVS, m. La ruta de estos nuevos mensajes diere de las rutas almacenadas en
sz 1.set st avsx tan solo en su ultimo elemento. Esto implica que rst(m.path)
de los mensajes AVS tiene las mismas caractersticas que el primer elemento
de las rutas almacenadas en sz 1.set st avsx que han sido utilizadas para su
formacion.
Hay que recordar que, tras la ejecucion de la accion, sz.set st avsx = ;. Por
tanto, ese efecto puede provocar que el antecedente de la propiedad sea falso en
sz.
z 2 frstAVSx: x 2 Ng. Al ejecutar esta accion, se genera un mensaje AVS
que verica que tx = sz.tax y sz.norstAVSx = false.
z 2 frcvAVSx(y, m): fx, yg  N ^ m 2 MAV Sg. El el antecedente de la
propiedad podra hacerse falso en sz porque se retira del canal el mensaje m.
Si este efecto de la accion viene acompa~nado de la formacion de un nuevo
mensaje AVS, m0, se vericara la propiedad porque se crea a partir del mensaje
AVS recibido. Como este mensaje cumpla la propiedad en sz 1 por la hipotesis
inductiva, solo es necesario comprobar que rst(m.path) = rst(m0.path).
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Otro posible efecto de la accion es el almacenamiento en sz.set st avsx del men-
saje m. Al igual que en el efecto anterior, la hipotesis inductiva garantiza que
el mensaje almacenado verica la propiedad porque en sz 1 el mensaje m la
cumpla y su ruta no ha cambiado al almacenarse.
Por ultimo, el mensaje AVS recibido se puede transformar en un mensaje
AVSRSP. En este caso, la propiedad tambien se cumple porque la ruta de m
pasa a ser la ruta del nuevo mensaje AVSRSP. Como la hipotesis inductiva es-
tablece que el mensaje AVS cumpla la propiedad en sz 1, el mensaje AVSRSP
tambien la verica en sz.
z 2 frcvAVSRSPx(y, m): fx, yg  N ^ m 2 MAV SRSPg. La retirada del canal
del mensaje AVSRSP podra hacer falso el antecedente de la propiedad. En
otros casos, la hipotesis inductiva asegura que la propiedad se cumple en sz.
z 2 fsndAVSn: x 2 Ng. Cuando se ejecuta esta accion se forma un mensaje
AVS, m. Observando su ruta, se deduce que rst(m.path) = rst(m0.path), don-
de m0 2 sz 1.set st avsn. Por la propiedad B.2.21, se sabe que n = last(m0.path).
As que, los cambios que pudieran afectar al nodo n no tienen ningun interes pa-
ra el nodo que se analiza en la propiedad. Tras la generacion del mensaje AVS, se
elimina el mensaje m0 almacenado en sz 1.set st avsn. Este efecto podra hacer
falso el antecedente de la propiedad en sz.
z 2 fsndAVSRSPn: n  Ng. Al ejecutar esta accion, se crea un nuevo mensaje
AVSRSP, m. Segun la estructura del mismo, rst(m.path) = rst(m0.path),
siendo m0 2 sz 1.set st avsn. La hipotesis inductiva garantiza que la propiedad
es cierta en sz ya que en sz 1 lo era para el mensaje m0 que se utiliza en la
construccion de m. A diferencia de la accion anterior, el mensaje m0 no se
elimina de sz 1.set st avsn y se procede a marcarlo como mensaje usado en su
correspondiente campo bool. El cambio a true de este campo no inuye en el
cumplimiento de la propiedad.

La siguiente propiedad indica que si a un nodo candidate va dirigido un mensaje
ALG con tiempo correcto, ese nodo no tiene informacion almacenada en su variable
st alg.
Propiedad B.2.71. Sea fi, jg  N , sea sid 2 T y p 2 P+. s.status.algi = candidate
^ (ALG, s.tai, sid, p) 2 s.channel(j, i) ) s.st algi =NULL.
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Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi =
active por lo que la propiedad es cierta.
Hay un efecto comun en las acciones z 2 fStartAddArcx(y): fx, yg  Ng, z 2
fEndAddArcx(y, t): fx, yg  N ^ t 2 Ng, z 2 finitiatex: x 2 Ng y z 2 frcvINFx(y,
m): fx, yg  N ^ m 2 MINFg que consiste en la formacion de un mensaje ALG con
destino el nodo id 6= x, siendo (id, t) 2 sz.setPredx. Suponiendo que sz 1.status.algid
= candidate y sz 1.st algid 6= NULL, la propiedad podra llegar a ser falsa porque,
al ejecutar cualquiera de esas acciones, esas variables no se modican. La propiedad
B.2.29 asegura que, en esas condiciones, sz.t unkid = sz.taid. Por otra lado, la propie-
dad B.2.46 establece que no es posible que exista un mensaje ALG hacia el nodo id
con tiempo correcto. Dado que se esta analizando el efecto que genera un mensaje
ALG correcto, se concluye que el supuesto de partida es falso. As que, sz 1.st algid
= NULL haciendo el consecuente cierto en sz 1 y, por tanto, en sz. De esta manera,
queda demostrado que la propiedad tambien se cumple para el mensaje ALG que se
pudiera formar en la ejecucion de estas acciones.
A continuacion se analizan la inuencia de otros efectos en el cumplimiento de la
propiedad:
z 2 fStartAddArcx(y): fx, yg  Ng. Los estados resultantes para el nodo
x al ejecutar la accion son sz.status.algx 2 fblocked, candidateg. Es evidente
que la propiedad se cumple cuando sz.status.algx = blocked. Por el contrario, si
sz.status.algx = candidate, el antecedente podra llegar a ser cierto. Este estado
se alcanza, siempre y cuando sz 1.status.algx = active y sz 1.status.idx = known.
La propiedad B.2.13 establece que, en esas condiciones, sz 1.st algx = NULL
(consecuente cierto). Los efectos que acompa~nan al cambio de status.algx no
modican la variable st algx. Se concluye, entonces, que la propiedad, cuando
sz.status.algx = candidate, tambien se verica.
z 2 fEndAddArcx(y, t): fx, yg  N ^ t 2 Ng. Los efectos de esta accion no
provocan cambios en las variables del nodo x ni en los mensajes dirigidos a el.
Aplicando la hipotesis inductiva, se concluye que la propiedad es cierta en sz
para el nodo x.
Por otra parte, los efectos de la accion pueden formar un mensaje ALG con
destino el nodo y 6= x, siendo (y, t) 2 sz.setPredx. Suponiendo que su estado es
candidate y sz 1.st algy 6= NULL, la propiedad podra llegar a ser falsa porque,
al ejecutar la accion no cambian esas variables. Sin embargo, la propiedad B.2.29
asegura que, en esas condiciones, sz.t unky = sz.tay. y la propiedad B.2.46 esta-
blece que entonces no puede existir un mensaje que vaya al nodo y con tiempo
correcto. De esta forma, se demuestra que la propiedad cumple para el mensaje
ALG que pudiera ser formado en la ejecucion de esta accion.
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z = fStartDelArcx(y, t): fx, yg  N ^ t 2 Ng. Si la accion esta habilitada
porque sz 1.status.algx = active 6= candidate, el antecedente de la propiedad
es falso en sz 1. Los efectos de la accion mantienen ese estado para el nodo
x y, por tanto, la propiedad sigue siendo cierta en sz. En el caso de que la
accion este habilitada cuando sz 1.status.algy = aborted, la hipotesis inductiva
concluye.
z 2 fEndDelArcx(y): fx, yg  Ng o z 2 fAbortx: x 2 Ng o z 2 frcvAVSx(y,
m): fx, yg  N ^ m 2MAV Sg. Tras la ejecucion de estas acciones, sz.status.algx
6= candidate. De acuerdo con el estado alcanzado, la propiedad se cumple en sz
con el antecedente falso.
z 2 finitiatex: x 2 Ng. La accion este habilitada si sz 1.status.algx = active y
sz 1.status.idx = known. La propiedad B.2.13 establece que, en esas condiciones,
sz 1.st algx = NULL. Como los efectos de la accion no modican la variable
st algx, se concluye que la propiedad se verica en sz cuando x = i.
z 2 frcvALGx(y, m): fx, yg  N ^ m 2 MALGg. Al retirar el mensaje ALG
del canal, el antecedente de la propiedad se convierte en falso. Si el estado nal
del nodo x tras la ejecucion de la accion es dummy o victim, la propiedad se
cumple con el antecedente falso. Sin embargo, si el estado del nodo x en sz
puede ser candidate, los efectos de esta accion hacen que sz.t unkx = sz.tax. La
propiedad B.2.46 establece que, entonces, no existe otro mensaje con tiempo
correcto dirigido al nodo x (antecedente falso).
z 2 frstAVSx: x 2 Ng. De acuerdo con la precondicion de esta accion
sz 1.st algx 6= NULL. Eso signica que la propiedad se verica en sz 1 con
el antecedente y el consecuente falsos. Cuando se ejecuta la accion, los efec-
tos de la accion no inuyen en las variables ni en el mensaje de la propiedad,
cumpliendose la propiedad en sz.
z 2 frcvINFx(y, m): fx, yg  N ^ m 2 MINFg. Al ejecutar esta accion,
sz.st algx = NULL. Esto hace que el consecuente de la propiedad sea cierto en
sz para x = i.
z 2 fsndAVSx: x 2 Ng o z 2 fsndAVSRSPx: x 2 Ng. Una de las precondi-
ciones de estas acciones es que sz 1.cand succx 6= . Segun la propiedad B.2.17,
el estado que le corresponde al nodo x en esa situacion es candidate. Como
sz 1.st avsrspx 6= NULL, se tiene que sz 1.st algx 6= NULL. Esto implica que la
propiedad en sz 1 se cumple con el antecedente falso. Los efectos de estas ac-
ciones no modican las variables del antecedente y tampoco generan y eliminan
mensajes ALG. Por todo ello, el antecedente de la propiedad sigue siendo falso
en sz.
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
La siguiente propiedad permite armar que, cuando un nodo candidato recibe un
mensaje ALG procedente de su candidato sucesor de identidad simulada superior a
la suya, guarda adecuadamente ese mensaje en su variable st avsrsp.
Propiedad B.2.72. Sea fn1, nng  N . Sea p = (n1, t1): : : (nn, tn) 2 P+. 9 z tal
que 8 z0 > z, wait(n1, nn, p, sz0) ^ 9 ni, nj 2 nodes(p) con i < j, sz0.status.algni
= sz0.status.algnj = candidate ^ (8 nk 2 nodes(p): i < k < j, sz0.status.algnk 6=
fcandidate, victimg) ^ sz0.sim idnj > sz0.sim idni ^ sz0.norstAVSni = true ) 9 z00
 z : sz00.st avsrspni = (sz00.tani , (x, t, nu), (ni, sz00.tani).sz00.st algni.path), siendo x =
sz00.sim idnj .id ^ t = sz00.sim idnj .ta ^ nu 2 N.
Demostracion: Para demostrar esta propiedad hay que estudiar dos supuestos
distintos:sz0.st algni = NULL y sz0.st algni 6= NULL.
Si sz0.st algni = NULL, la propiedad B.2.69 asegura que existe un mensaje ALG
dirigido al nodo ni y este tiene la accion rcvALGni(nk, m) habilitada. Es nece-
sario comprobar que ninguna accion del algoritmo puede deshabilitar la accion
rcvALGni(nk, m), siendo status.algni = candidate y st algni = NULL:
 Por una parte, para ejecutar las accionesStartAddArcni(y),Abortni , initiateni
y rcvINFni(y, m) es preciso que status.algni 6= candidate. Las acciones
rstAVSni , sndAVSni , sndAVSRSPni estan habilitadas al ser status.algni
= candidate, pero en todos esos casos es necesario st algni 6= NULL y se
esta estudiando el caso contrario.
 Si se ejecuta EndDelArcni(y) signica que previamente se ha roto el camino
de esperas, esto es no se cumple la condicion wait.
 Con la accion rcvAVSni(y, m), el nodo ni puede llegar a ser victim, pero
no esta permitido, o no cambia el estado del nodo.
 Para el resto de acciones, como no se modica la variable status.algni , se
tiene que es posible todava ejecutar rcvALGni(y, m).
Por lo tanto la condicion de equidad debil sobre la particion indica que la
accion se ejecuta.Uno de los efectos de esta accion, dado que sz0.sim idnj >
sz0.sim idni , consiste en guardar el mensaje ALG en sz00.st avsrspni . Al alma-
cenarse en sz00.st avsrspni se guardan estos campos como (sz00.tani , (x, t, nu),
(ni, sz00.tani).m.path), con x = sz00.sim idnj .id ^ t = sz00.sim idnj .ta. Cuando se
produce este efecto no ha variado la relacion entre las identidades simuladas de
los nodos candidate porque ninguna de las acciones que modican la identidad
simulada de los nodos podra estar habilitada para un nodo candidate de un
camino wait de los que se~nala la propiedad.
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En el otro supuesto en el que debe vericarse la propiedad, sz0.st algni 6= NULL,
se tiene que asegurar que el mensaje almacenado se corresponde con el mensaje
ALG que se diriga al nodo ni cuando su st algni estaba vaco (condiciones de la
propiedad B.2.69). Como los efectos de la recepcion de ese mensaje ALG fueron
los que tambien almacenaron el mensaje en sz00.st avsrspni , quedara comprobada
la propiedad.
Antes de avanzar en la demostracion, es necesario asegurar que todo nodo can-
didate que recibe un mensaje ALG con tiempo correcto lo hace siempre con su
st alg vaco. De esta forma, se cumpliran todos los requisitos de la propiedad
B.2.69 y se podra aplicar sin excepciones. La propiedad B.2.71 as lo conrma.
En resumen, sea cual sea la manera en la que el nodo ni alcanza el estado candidate, ya
sea formando parte del camino wait antes o despues de ello, el nodo ni mantendra vaco
su st alg hasta recibir un mensaje ALG. Dicho de otra forma, para que sz0.st algni
6= NULL tuvo que tener previamente habilitada la accion rcvALGni(y, m) siendo
candidate. Ese mensaje ALG, dada la relacion entre las identidades simuladas del nodo
ni y nj, se almacenara convenientemente tanto en sz0.st algni como en sz0.st avsrspni .
El contenido de ambos almacenes podra cambiar si llegara un nuevo mensaje ALG.
Por otra parte, si se recibiera un mensaje AVSRSP solo cambiara sz0.st avsrspni . A
continuacion, se comprobara que la recepcion de un nuevo mensaje ALG o de un
mensaje AVSRSP son imposibles.
En primer lugar, si el camino wait se mantiene despues de haber sido recorrido
por un mensaje ALG, los nodos que lo conforman no podran dejar pasar otro mensaje
ALG.
Para descartar la existencia de un mensaje AVSRSP dirigido al nodo ni hay que
recurrir a la propiedad B.2.70. Esta propiedad establece que, si el mensaje cuenta
con el tiempo correcto de activacion del nodo ni, para poder ser almacenado en
sz0.st avsrspni , entonces la variable sz0.norstAVSfirst(path):id = false. Considerando la
propiedad B.2.18, se deduce que rst(path).id = ni. El antecedente de la propiedad
que se esta demostrando exige que sz0.norstAVSni = true. En conclusion, el contenido
de sz00.st avsrspni hace referencia al mensaje ALG que quedo registrado en sz0.st algni
y no se puede modicar mientras el camino wait se mantenga. Sus campos son:
mALG.ta = sz00.tani = sz00.st avsrspni.ta Si el mensaje se almaceno en st algni
quiere decir que el tiempo del mensaje coincida con tiempo de activacion del
nodo ni. Como el nodo ni pertenece en todo momento a un camino wait, su
tiempo de activacion no ha podido variar y es igual al que tena antes de recibir
el mensaje ALG.
sz00.st algni.sid = sz00.st avsrspni.sid. Considerando la propiedad B.2.55, resulta
que nj es el primer nodo almacenado de la ruta que es distinto de dummy. Como
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la ruta de sz00.st algni.path = 1  (nj, tj)  2, se concluye que la ruta formada
por el nodo ni concatenado con 1  (nj, tj) coincide con los nodos que aparecen
en el camino wait de la propiedad (al tratarse de un sistema de unico recurso, se
cumple la propiedad B.2.3). Ademas, se puede armar, o bien 2 es una cadena
vaca, o son esperas que no existen y forman parte de un camino ewait porque
2 no se corresponde con los nodos del camino wait.
Por otro lado, la propiedad B.2.56 indica que sz00.sim idnj  sz00.st algni.sid
cuando (nj, tj) =2 sz00.setPredfirst(2):id, siendo sz00.st algni = 1  (nj, tj)  2. Para
validar el hecho de que (nj, tj) =2 sz00.setPredfirst(2):id, basta con suponer que
nj pertenece al conjunto de predecesores de rst(2).id y aplicar la propiedad
B.2.55 para llegar a una contradiccion. Segun esa propiedad, el nodo nj debera
ser dummy y no candidate, tal y como impone la propiedad que se trata de
demostrar.
En consecuencia, se conrma que sz00.sim idnj .nu  sz00.st avsrspni.sid.nu por-
que sz00.sim idnj .id = sz00.st algni .sid.id ^ sz00.sim idnj .ta = sz00.st algni .sid.ta.
(ni, sz00.tani).sz00.st algni.path = sz00.st avsrspni.path. Teniendo en cuenta la pro-
piedad B.2.70 y los efectos de la accion rcvALGni(n, m), es evidente que la
estructura de la ruta guardada en sz00.st avsrspni cumple el consecuente de la
propiedad.

En esta propiedad se garantiza la generacion de un mensaje AVS cuando un nodo
candidato recibe un mensaje ALG de un candidato sucesor de identidad simulada
inferior.
Propiedad B.2.73. Se verica que 9 z tal que 8 z0 > z wait(n1, nn, p, sz0) ^ 9 ni, nj 2
nodes(p) con i < j ^ sz0.status.algni = sz0.status.algnj = candidate ^ (8 nk 2 nodes(p):
i < k < j : sz0.status.algnk 6= fcandidate, victimg) ^ sz0.sim idnj < sz0.sim idni ) 9 z00
 z : 9 m: (AVS, sz00.sim idni , last(sz00.st algni.path).ta, (ni, sz00.tani)sz00.st algni.path,
false) 2 sz.channel(ni, last(sz00.st algni.path).id)).
Demostracion: Supongase, en primer lugar, que sz0.st algni = NULL. Al aplicar la
propiedad B.2.69, se asegura la existencia de un mensaje ALG con destino el nodo
ni que fue reenviado por el nodo nj y quedara habilitada la accion rstAVSni porque
sus precondiciones se cumplen:
sz0.status.idni = known obvio porque sz0.status.algni = candidate (propiedad
B.2.15)
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sz0.st algni 6= NULL, efecto de la accion rcvALGni(nk, m)
sz0.cand succni 6= NULL, efecto de la accion rcvALGni(nk, m)
norstAVSi = true, se exige en el antecedente de la propiedad. Tras la recepcion
del mensaje ALG, esta variable mantiene su valor.
sz0.cand succni < sz0.sim idni , sz0.cand succni = mALG.sid = sz0.st algni.sid. Te-
niendo en cuentas los posibles valores que puede contener sz0.cand succni se tiene
que:
 cand succni = sz0.sim idnj , el nodo nj ejecuta initiatenj y el mensaje ALG
llega hasta el nodo ni (sz0.sim idnj = (nj, sz0.tanj , )).
 el nodo nj siendo dummy reenva el mensaje ALG que llega hasta el no-
do ni y despues se convierte en candidate: sz0.cand succni < sz0.sim idnj
(sz0.cand succni.id = sz0.sim idnj .id, sz0.cand succni.ta = sz0.sim idnj .ta pe-
ro sz0.cand succni.nu < sz0.sim idnj .nu).
 el nodo nj adquiere una nueva identidad simulada, pasa a candidate y la
enva en el mensaje ALG que recibe ni: sz0.cand succni = sz0.sim idnj .
En el antecedente de la propiedad se impone que sz0.sim idnj < sz0.sim idni .
Segun las relaciones anteriores, cand succni  sim idnj . De esta manera queda
comprobado que cand succni < sim idni .
Finalmente, dado que como la accion rstAVSni se ejecutara por la propiedad
de equidad debil sobre la particion, se comprueba que ninguna de las acciones del
algoritmo puede deshabilitarla:
Para ejecutar las acciones StartAddArcni(y), Abortni , initiateni y rcvINFni(y,
m) es preciso que status.algni 6= candidate. Si se ejecuta StartDelArcni(y, t), o
bien status.algni 6= candidate, o bien status.algy = aborted e y =2 nodes(p). En
este ultimo caso, las variables que componen las precondiciones de rstAVSni
no cambian.
Si se ejecuta EndDelArcni(y) signica que previamente se ha roto el camino de
esperas y no se cumple la propiedad wait.
rcvALGni(y, m). El nodo ni no puede recibir otro mensaje ALG con tiempo
correcto a no ser que previamente su st algni = NULL (propiedad B.2.71).
La accion rcvAVSni(y, m) puede estar habilitada, pero no cambia las variables
de la precondicion. Como la propiedad wait se mantiene, el nodo ni permane-
cera siendo candidate. El antecedente de la propiedad no permite el efecto que
lo convierte en victim.
508
Apendice B: Demostraciones de propiedades
La accion rcvAVSRSPni(y, m) cambia el valor de cand succni si el mensaje es
admitido (recoge el tiempo actual del nodo x ). En ese caso, la propiedad B.2.70
se~nala que la accion sz0.norstAVSni = false y el antecedente de la propiedad
indica que sz0.norstAVSni = true en la recepcion del mensaje ALG.
Las acciones sndAVSni y sndAVSRSPni estan habilitadas si status.algni = can-
didate. Ademas, en todos esos casos, st avsrspni 6= NULL. Dadas las condicio-
nes de habilitacion de la accion rstAVSni , la propiedad B.2.51 establece que
st avsrspx = NULL. En consecuencia, las acciones sndAVSni y sndAVSRSPni
no pueden ser ejecutadas.
Para el resto de acciones, como no modican las variables que incluye la pre-
condicion de la accion rstAVSni , la accion esta todava habilitada.
Seguidamente, se va a considerar que sz0.st algni 6= NULL. De acuerdo con la
propiedad B.2.72 se concluye que el mensaje ALG que se diriga al nodo ni es preci-
samente el que se ha almacenado. Con la relacion impuesta a las identidades simuladas
del nodo ni y nj, tambien quedara habilitada la accion rstAVSni .
El contenido del almacen st algni podra cambiar si llegara un nuevo mensaje
ALG. Sin embargo, se comprobara que la recepcion de un nuevo mensaje ALG es
imposible. Si el camino wait se mantiene despues de haber sido recorrido por un
mensaje ALG, los nodos que lo conforman no podran dejar pasar un nuevo mensaje
ALG. Ya ha quedado demostrado que el nodo candidate que recibe un mensaje ALG
debe presentar su st algni = NULL (propiedad B.2.71). As que, en el supuesto del
analisis, sz0.st algni 6= NULL, el nodo ni no puede recibir un nuevo mensaje ALG. En
caso de hacerlo, sz0.st algni = NULL y se aplica directamente la propiedad B.2.69.
El efecto de la accion rstAVSni consiste en la creacion de un mensaje de tipo
AVS. Este mensaje se construye a partir de sz00.st algni y tiene la siguiente estructu-
ra: (AVS, sz00.sim idni , last(sz00.st algni.path).ta, (ni, sz00.tani).sz00.st algni.path, false) 2
sz.channel(ni, last(sz00.st algni.path).id).

Esta propiedad indica que todo nodo candidato que envio un mensaje AVS directo
a su candidato predecesor tiene almacenada la ruta que les separa en su correspon-
diente st alg.
Propiedad B.2.74. s.norstAVSi = false ^ s.status.algi = candidate ) s.st algi 6=
NULL
Demostracion: En el estado inicial, s0, 8 i 2 N se cumple que s0.status.algi =
active por lo que la propiedad es cierta. A continuacion, se analizan las acciones que
modican las variables de la propiedad.
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z 2 fStartAddArcx(y): fx, yg  Ng. Al ejecutarse la accion, sz.status.algx
= fblocked, candidateg. En el primer caso, es evidente que el antecedente de
la propiedad es falso. En el segundo caso, el cambio de estado conlleva que
sz.norstAVSx = true. Por lo tanto, en esta situacion, la propiedad tambien se
cumple con el antecedente falso.
z 2 fStartDelArcx(y, t): fx, yg  N ^ t 2 Ng. Si la accion se ejecuta siendo
sz 1.status.algx = active, esta variable conserva su valor y la propiedad queda
demostrada porque el antecedente es falso. Cuando sz 1.status.algy = aborted y
la accion se ejecuta, la hipotesis inductiva concluye porque los efectos, en este
supuesto, no cambian ninguna de la variables de la propiedad.
z 2 fEndDelArcx(y): fx, yg  Ng o z 2 fAbortx: x 2 Ng. Los efectos de estas
acciones hacen que sz.status.algx 6= candidate. Como el antecedente es falso en
sz, la propiedad se cumple.
z 2 finitiatex: x 2 Ng. Los efectos de la accion provocan que sz.status.algx =
candidate pero sz.norstAVSx = true. Esto implica que la propiedad se cumple
con el antecedente falso.
z 2 frcvALGx(y, m): fx, yg  N ^ m 2 MALGg. Cuando el mensaje ALG que
se retira del canal tiene el tiempo correcto, es obvio que sz.st algx 6= NULL. Sin
embargo, cuando el mensaje ALG tiene un tiempo incorrecto, es la hipotesis
inductiva la que concluye.
z 2 frstAVSx: x 2 Ng. Una de las condiciones de habilitacion de la accion
indica que sz 1.st algx 6= NULL. Como los efectos de la accion no cambian esta
variable, la propiedad se cumple con el consecuente cierto.
z 2 frcvINFx(y, m): fx, yg  N ^ m 2 MINFg. Tras ejecutarse esta accion,
sz.status.algx = fblocked, active, candidateg. En los dos primeros casos, la pro-
piedad se cumple con el antecedente falso. Si el nodo x se convierte en candidate,
al mismo tiempo, la variable sz.norstAVSx adquiere el valor true. Esto quiere
decir que el antecedente de la propiedad en sz es falso y, en consecuencia, la
propiedad se cumple.
z 2 frcvAVSx(y, m): fx, yg  N ^ m 2 MAV Sg. Si los efectos de la accion con-
vierten sz.status.algx en victim, es evidente que el antecedente de la propiedad
es falso. Considerando el resto de posibles efectos de la propiedad, la hipotesis
inductiva permite demostrar que la propiedad se verica.

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La siguiente propiedad permite asegurar que, en una ruta valida encabezada y ter-
minada por nodos candidatos, se dispone de informacion suciente del nodo de mayor
identidad simulada. Si el nodo nal de esa ruta es el de mayor identidad simulada,
el nodo inicial de la ruta, n1, conoce su identidad simulada y la tiene almacenada
en su correspondiente cand succ. Por el contrario, si el primer nodo de la ruta es el
de mayor identidad simulada, el nodo nal nj tiene registrada la identidad simulada
de su candidato predecesor no inmediato como parte de un mensaje almacenado en
set st avsnj .
Propiedad B.2.75. Sea  = s0 1 s1: : : z sz: : : una ejecucion de S. Sea p 2 P+ tal
que p = (n1, t1).(n2, t2): : : (nj, tj). Se verica que 9 z0: 8 z  z0 tal que wait(n1, nj,
p, sz) ^ sz.status.algn1 = sz.status.algnj = candidate ^ 8 n 2 nodes(p), sz.status.algn
6= victim:
sz.sim idnj > sz.sim idn1 > max (fsz.sim idnl : 1 < l < j, nl 2 nodes(p) ^
sz.status.algnl = candidateg) ) 9 zm  z0 tal que 8 zn  zm se verica que
szn.cand succn1 = (szn.sim idnj .id, szn.sim idnj .ta, nu),siendo nu  szn.sim idnj .
nu ^
sz.sim idn1 > sz.sim idnj > max (fsz.sim idnl : 1 < l < j, nl 2 nodes(p) ^
sz.status.algnl = candidateg) ) 9 zm  z0 tal que 8 zn  zm se verica que
(szn.sim idn1 , t, p, false) 2 szn.set st avsnj tal que t1 = szn.tan1 ^ t 2 N.
Demostracion: Esta propiedad se va a demostrar por induccion sobre el numero
de nodos en estado candidate de ruta p que cumple la denicon de wait. En lo que
sigue se llamara L a esta cantidad, esto es, L = jjfnl 2 nodes(p): sz.status algnl =
candidategjj, siendo 1  l  j.
Caso base de induccion L = 2:
En el caso inicial de la induccion se considerara que solo hay dos nodos candidatos
en la ruta p que coinciden con el primero y el ultimo de sus nodos, n1 y nj. Por tanto,
se asume que no hay ningun nodo intermedio en la ruta p que sea candidate o victim.
Ademas, la parte del antecedente de la propiedad que alude a las identidades simula-
das de los nodos candidatos queda reducida a: sz.sim idnj > sz.sim idn1 y sz.sim idnj
< sz.sim idn1 . A continuacion, se analizan estas dos posibilidades para el caso base
de la induccion.
sz.sim idnj > sz.sim idn1:
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Por efecto de la accion initiatenj , el nodo nj se convirtio en candidate y mando un
mensaje ALG a n1. En esta situacion, se asume que la ruta almacenada en sz.st algn1
se corresponde con los nodos de p. Esto implica que el mensaje ALG cumpla los
requisitos de la propiedad B.2.69. Por otra parte, la propiedad B.2.71 conrma que,
antes de la recepcion del mensaje ALG y de su correspondiente almacenamiento en
sz.st algn1 , st algn1 = NULL. Ademas, la propiedad B.2.74 asegura que norstAVSn1
= true ya que status.algn1 = candidate y st algn1 = NULL. Por todo ello, en esta
opcion no hay posibilidad de que el nodo n1 ejecute la accion rstAVSn1 dado que
en este supuesto sz.sim idnj > sz.sim idn1 , o lo que es lo mismo, sz.cand succn1 >
sz.sim idn1 . As que la propiedad B.2.72 es aplicable y se demuestra que la identidad
simulada del nodo sucesor se corresponde con la que indica la propiedad.
Opcion 2:
Un nodo candidate ajeno al camino p mando el mensaje ALG y la ruta almacenada
en sz.st algn1 se corresponde con los nodos de p seguidos de 2 6= . En esta situacion, el
nodo nj quedo en estado dummy al dejar pasar el mensaje ALG y para convertirse en
candidate tuvo que activarse. Que el nodo nj se activara, supone que las esperas que lo
unan con el nodo emisor del mensaje ALG tambien se eliminaron. Ademas de cambiar
su estado a candidate, el nodo nj tambien adopta una nueva identidad simulada que se
corresponde con la del nodo que envio el mensaje ALG o con la de otro nodo candidate
cuyo mensaje ALG llego hasta ese nodo emisor. Cuando el nodo n1 recibe el mensaje
ALG se verica tanto la propiedad B.2.71 como la propiedad B.2.69. En consecuencia,
si, antes de recibir el mensaje ALG st algn1 = NULL y status.algn1 = candidate, la
propiedad B.2.74 establece que norstAVSn1 = true. Al almacenarse el mensaje ALG
en sz.st avsrspn1 como indica la propiedad B.2.72, la variable norstAVSn1 mantiene
su valor. Segun esto, el nodo n1 no ha tenido la oportunidad de ejecutar la accion
rstAVSn1 . A partir del campo sid de sz.st avsrspn1 se comprueba que la identidad
del candidato sucesor del nodo n1 coincide con la adquirida por el nodo nj tal y como
se~nala la propiedad.
Opcion 3:
Si el nodo n1 no formaba parte inicialmente de la ruta p, en sz1 , siendo z1 < z, el
nodo n1 poda cumplir o no las condiciones de habilitacion de la accion rstAVSn1 .
As que, seguidamente se estudian las dos posibilidades.
1: sz1.norstAVSn1 = true (no se ejecuto la accion rstAVSn1):
En esta situacion, tanto sz1.st algn1 como sz1.st avsrspn1 , almacenaron una ruta
completamente distinta a p y todas las esperas de la ruta guardada en sz1.st algn1
deben desaparecer para que pueda surgir p en sz. Para ello, se ejecuto en sz2 , la
accion EndDelArcn1(n) (z > z2 > z1) que sea cual sea el valor de sz2 1.inf needn1
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tiene como efecto que sz2.st avsrspn1 = NULL. El resto del analisis se centra en el
valor que adquiere sz2.status.idn1 :
sz2.status.idn1 = known. Al ejecutar la accion StartAddArcn1(n2) que permite
construir la espera que marca el camino wait en sz, el nodo n1 puede conver-
tirse en candidate directamente como efecto de esta accion o tener que ejecutar
posteriormente la accion initiaten1 . En cualquiera de estas evoluciones se man-
tiene norstAVSn1 = true y se podra aplicar la propiedad B.2.72 igual que
suceda en la primera y en la segunda opcion.
sz2.status.idn1 = unknown. Con este estado, la accion StartAddArcn1(n2) puede
ejecutarse antes o despues de la accion rcvINFn1(n) que transforma status.idn1
= known. Al igual que en el apartado anterior, el nodo n1 se convertira de
forma directa en candidate o precisara posteriormente la ejecucion de la accion
initiaten1 .
2: sz1.norstAVSn1 = false (se ejecuto la accion rstAVSn1):
Como efecto de la accion, se genero un mensaje AVS que tena como destino
un nodo nl que tambien era candidate. La precondicion de esta accion indicaba que
sz1.sim idn1 > sz1.sim idnl . Sabiendo que sz1.st algn1 almacenaba una ruta comple-
tamente distinta a p, es necesario que todas las esperas registradas en la ruta de
sz1.st algn1 desaparecieran para que surgiera p en sz. Para ello, se ejecuto en sz2 , la
accion EndDelArcn1(n) (z > z2 > z1). Segun los efectos de esta accion para un nodo
candidate, pueden darse diferentes evoluciones.
sz2.status.algn1 = active ^ sz2.status.idn1 = known ^ sz2.st algn1 = NULL.
En este caso, el nodo n1 ejecutara StartAddArcn1(n2) en sz3 (z > z3 > z2)
con el objeto de formar la ruta p. Si sz3 1.setPredToInfn1 6= ;, resultara que
sz3.status.algn1 = candidate y sz3.norstAVSn1 = true. En estas condiciones,
el nodo n1 recibira un mensaje ALG del nodo nj que es candidate y cumple
la propiedad B.2.69. Por otra parte, la existencia de la ruta p cumpliendo la
denicion de wait(n1, nj, p, sz) junto con la relacion sz.sim idnj > sz.sim idn1
conrma que se puede utilizar la propiedad B.2.72 para demostrar que se obtiene
la informacion del candidato sucesor de n1.
Suponiendo que sz3 1.setPredToInfn1 = ;, los efectos de la StartAddArcn1(n2)
hacen que sz3.status.algn1 = blocked y el resto de variables mantienen su valor.
Como wait(n1, nj, p, sz) requiere que sz.status.algn1 = candidate, el nodo n1 solo
podra ejecutar la accion initiaten1 (setPredn1 6= ;) para conseguir ese cambio
de estado y alcanzar las condiciones marcadas en la propiedad que se analiza.
Al adquirir ese nuevo estado, sz.norstAVSn1 = true y se puede concluir que,
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nalmente, el nodo n1 guardara en sz.st avsrspn1 la informacion de interes tal y
como indica la propiedad B.2.72.
sz2.status.algn1 = active ^ sz2.status.idn1 = unknown ^ sz2.st algn1 6= NULL.
Considerando este caso, el nodo n1 podra ejecutar la accion rcvINFn1(n, m)
en sz3 (z > z3 > z2), antes o despues de bloquearse por el nodo n2 que le
sucedera en la ruta p. Si sz3.setPredToInfn1 6= ; y sz3.status.algn1 = blocked,
los efectos de esta accion permitiran alcanzar las condiciones que marcan las
propiedades B.2.69 y B.2.72, esto es, sz3.status.algn1 = candidate, sz3.st algn1
= NULL y sz3.norstAVSn1 = true. Sin embargo, cuando sz3.setPredToInfn1 6=
; y sz3.status.algn1 = active (el nodo n1 no se ha bloqueado aun por el nodo
que le sigue en p), se observaran las siguientes caractersticas: sz3.status.algn1
= active, sz3.status.idn1 = known, sz3.st algn1 = NULL pero sz3.norstAVSn1 =
false. Al bloquearse n1 por el nodo n2, se conseguira que sz.norstAVSn1 = true
tal y como se precisa para aplicar la propiedad B.2.72. El nodo n1 nalmente
recibira un mensaje ALG de nj, siendo candidate.
Por ultimo, hay que estudiar en este caso la evolucion del nodo n1 y las varia-
bles asociadas a el, cuando sz3.setPredToInfn1 = ;. La ejecucion de la accion
rcvINFn1(n) en sz3 (z > z3 > z2) trae consigo cambios en las variables del nodo
n1: sz3.status.idn1 = known y sz3.st algn1 =NULL. Como en sz3 persiste el valor
false de sz3.norstAVSn1 , habra que esperar a que el nodo n1 pase a ser candi-
date mediante la accion initiaten1 para que nalmente sz.norstAVSn1 = true
y sz.status.algn1 = candidate (condiciones indispensables para aplicar la propie-
dad B.2.72). Al alcanzar el nodo n1 el estado candidate, ya estara en disposicion
de recibir el mensaje ALG que debe enviar el nodo nj.
Opcion 4:
Inicialmente el nodo n1 formaba parte de un camino en el que esta incluida la ruta
p. En sz1 se ejecuto la accion rstAVSn1 , siendo z1 < z y sz1.sim idn1 > sz1.sim idnl .
Los efectos de esta accion consistieron en la creacion de un mensaje AVS dirigido
a un candidato nl y en la modicacion de la variable norstAVSn1 , de manera que
sz1.norstAVSn1 = false. Como la ruta almacenada en sz1.st algn1 coincide parcial-
mente con la ruta p de sz (p esta incluida en sz1.st algn1.path), se puede armar que
el nodo nj esta incluido en ambas. Eso signica que el nodo nj paso a ser dummy
cuando reenvio el mensaje ALG que dio lugar al mensaje AVS que mando el nodo
n1 en sz1 . Para conseguir que nj pase a ser candidate en el camino descrito por p es
imprescindible que el nodo nl ejecute la accion EndDelArcnl(n00). De esta forma, las
esperas entre nj y nl podran ser liberadas, consiguiendo que en la ruta p haya solo
dos candidatos (L = 2).
Se sabe que el mensaje AVS, por la propiedad de equidad, llega al nodo nl. En
este punto se analiza un abanico de posibles ejecuciones en funcion de las acciones
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necesarias para llegar a L = 2. Muchas acciones se ejecutan porque ninguna otra
puede deshabilitarla y la particion obliga a ello:
Caso 1: se ejecuta rcvAVSnl(n1, m) antes de activarse el nodo nl.
Secuencia de acciones 1: Tras ejecutar EndDelArcnl(n00), el nodo nl pasa a ser
known.
z2 = rcvAVSnl(n1,m), z1 < z2 < z. El mensaje AVS se almacena en sz2.set st avsnl ,
siendo m.sid = sz1.sim idn1 .
z3 = EndDelArcnl(n00), z2 < z3 < z. El nodo nl se activa y cambia su tiempo
de activacion. Esta ejecucion supone que sz3.status.idnl = known.
z4 = StartDelArcnl(n0, tn0), z3 < z4 < z. Si n0 es el unico predecesor de nl, los
efectos de la accion consisten en un mensaje INF con mINF .sid = sz3.sim idnl
y un mensaje AVS, n, tal que n.fwd = true, n.sid = sz1.sim idn1 (la ruta del
mensaje ya no contiene al nodo nl). Ademas, sz4.sim idnl = (nl, sz4.tanl , ),
siendo evidente que sz3.sim idnl < sz4.sim idnl porque el tiempo de activacion
del nodo nl ha aumentado.
Cuando nl tiene mas predecesores, se reenva el contenido de sz3.set st avsnl
en forma de mensaje AVS. El mensaje cumple que n.fwd = true, n.sid =
sz1.sim idn1 y la ruta del mensaje deja de contener al nodo nl. A su vez, el
nodo nl manda un mensaje INF a n0, siendo mINF .sid = sz3.sim idnl . Por otro
lado, sz4.sim idnl = sz3.sim idnl .
Los mensajes AVS que se retiran de sz3.set st avsnl deben cumplir siempre que
el penultimo elemento de la ruta sea precisamente el nodo n0.
En este punto de la ejecucion cabe destacar que el mensaje INF no podra ser
procesado hasta que se ejecute EndDelArcn0(nl) y que la recepcion del mensaje
AVS con destino n0 requiere que se haya ejecutado previamente EndDelArcn0(nl)
y rcvINFn0(nl, m). La accion StartDelArcn0(n, tn) tambien estara habilitada una
vez que se hayan producido los efectos de la accion EndDelArcn0(nl).
z5 =EndDelArcn0(nl), z4 < z5 < z. Los efectos de esta accion modican las
siguientes variables: sz5.status.algn0 = active y sz5.status.idn0 = unknown. El
tiempo de activacion del nodo n0 tambien cambia al aumentar en una unidad.
z6 = rcvINFn0(nl, m), z5 < z6 < z. Al ejecutarse esta accion: sz6.status.idn0 =
known y sz6.sim idn0 = mINF .sid = sz3.sim idnl . Si, tras la ejcucion de la accion
z5 = EndDelArcn0(nl), se hubiera ejecutado StartDelArcn0(n, tn), surgira un
nuevo mensaje INF con destino al nodo n con m0INF .sid = sz3.sim idnl .
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z7 = rcvAVSn0(nl, m), z6 < z7 < z. La accion esta habilitada debido a que
el nodo n0 se ha desbloqueado, adquiriendo un nuevo tiempo de activacion e
impidiendo as que el tiempo del nodo n0 coincida con el que tiene asociado en
la ruta del mensaje AVS. Al ejecutar esta accion, es posible que el mensaje AVS
se almacene en sz7.set st avsn0 (penult(m.path) 2 sz7 1.setPredn0) o se reenve
con n.fwd = true y n.sid = sz1.sim idn1 (si ya ha sido ejecutada la accion
StartDelArcn0(n, tn) y, por lo tanto, penult(m.path) =2 sz7 1.setPredn0).
La ejecucion de acciones EndDelArcx(y), rcvINFx(y, m) y rcvAVSx(y, m) se su-
cedera hasta alcanzar el nodo nj. Hay que se~nalar que la accion StartDelArcx(y,
ty) se podra ejecutar despues de cualquiera de ellas, dando lugar a distintas
formas de propagar el mensaje AVS.
z8 = EndDelArcnj(nk), z7 < z8 < z. Los efectos de esta accion consisten en:
sz8.status.idnj = unknown, sz8.tanj > sz7.tanj y sz8.status.algnj = active. El no-
do nj quedara a la espera de recibir un mensaje INF que contenga la nueva
identidad simulada que tendra que adoptar obligatoriamente por ser dummy
anteriormente.
z9 = StartAddArcnj(n), z8 < z9 < z. El nodo nj cambiara su estado sz9.status.algnj
= blocked, pero se mantendra como sz9.status.idnj = unknown. Para alcanzar
los requisitos del antecedente de la propiedad, sera necesario que nj se convierta
en candidate.
z10 = rcvINFnj(nk), z9 < z10 < z. Cuando el nodo nj recibe el mensaje INF, este
cambia siempre su identidad simulada porque antes de activarse se comportaba
como un nodo dummy. La nueva identidad simulada es, por tanto, sz10.sim idnj
= mINF .sid = sz3.sim idnl . Al mismo tiempo, se tiene que sz10.status.idnj =
known y sz10.status.algnj = candidate porque sz10.setPredToInfnj 6= ;.
z11 = rcvAVSnj(nk, m), z10 < z11 < z. El mensaje AVS, nalmente alcanza el
nodo nj. Hay que recordar que se esta considerando el caso en el que sz.sim idnj
> sz.sim idn1 . Esto implica que no se puede vericar sz11 1.sim idnj < mAV S.sid
porque mAV S.sid = sz1.sim idn1 y sz11 1.sim idnj = sz3.sim idnl . La condicion
que permitio la ejecucion de la accion rstAVSn1 consista en: sz.sim idn1 >
sz.sim idnl . As que, se llega a una contradiccion en la que se evidencia que es
imposible que en la conguracion de nodos impuesta se produzca el esquema de
ejecucion analizado.
Secuencia de acciones 2: Tras ejecutar EndDelArcnl(n00), el nodo nl pasa a ser
unknown recibiendo una identidad simulada que es mayor que la suya, pero mINF .sid
> n.sid = sz2.sim idn1 .
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z2 = rcvAVSnl(n1, m), z1 < z2 < z. El mensaje AVS pasa a almacenarse en
sz2.set st avsnl , siendo m.sid = sz1.sim idn1 .
z3 = EndDelArcnl(n00), z2 < z3 < z. El nodo nl se activa y cambia su tiempo
de activacion. Esta ejecucion supone que sz3.status.idnl = unknown y queda
pendiente de recibir un mensaje INF.
z4 = rcvINFnl(x, m), z3 < z4 < z. Si el nodo nl, anteriormente candidate, recibe
un mensaje INF, siendo mINF .sid > sz4 1.sim idnl , este cambia su identidad
simulada de manera que sz4.sim idnl = mINF .sid.
Considerando que se produce este cambio de identidad simulada y que en
sz4 1.set st avsnl hay un mensaje tal que mINF .sid > n.sid = sz2.sim idn1 , los
efectos de la accion eliminaran el mensaje de ese almacen y se formara un men-
saje AVSRSP a partir de el. El mensaje AVSRSP tiene la misma ruta que el
mensaje de sz4 1.set st avsnl y va dirigido al primer nodo de la ruta, n1, con tiem-
po correcto. La identidad simulada es sz4.sim idnl = mINF .sid y se corresponde
con la de un nodo ajeno a la ruta que estaba almacenada en sz1.st algn1.path.
La accion z5 = rcvAVSRSPn1(nl, m), z4 < z5 < z esta habilitada en cualquier
instante porque el nodo n1 no se desbloquea y mantiene constante su tiempo
de activacion. Los efectos de esta accion permitiran que se almacene una ruta
en sz5.st avsrspn1 que se caracteriza por los siguientes campos: m.ta = sz.tan1 ,
m.sid = (x, t, nu) y m.path = nAV S.path = (n1, sz.tan1) : : : (nj, tj) : : : (nl, tl),
donde x = sz4.sim idnl.id, t = sz4.sim idnl.ta y nu = sz4.sim idnl.nu. A partir de
este mensaje AVSRSP el nodo n1 llegara a conocer al mayor candidato sucesor,
nj.
El nodo nl tambien tendra oportunidad de enviar un mensaje INF al nodo n0
si ya hubiera ejecutado la accion StartDelArcnl(n0, t) pero este no es el caso.
Como el mensaje AVS almacenado en sz2.set st avsnl ha sido tratado y el no-
do n1 va a almacenarlo en sz5.st avsrspn1 , las identidades simuladas de los
nodos entre nj y nl van cambiando y adquiriendo la identidad simulada que
tomo el nodo nl. Este proceso se realizara mediante la ejecucion de las accio-
nes EndDelArcx(y), rcvINFx(y, m) y StartDelArcx(y, t), pudiendose esta ultima
adelantarse a la accion rcvINFx(y, m).
z6 = EndDelArcnj(nk), z5 < z6 < z. Los efectos de esta accion consisten en:
sz6.status.idnj = unknown, sz6.tanj > sz5.tanj y sz6.status.algnj = active. El no-
do nj quedara a la espera de recibir un mensaje INF que contenga la nueva
identidad simulada, que obligatoriamente tendra que adoptar por haber sido
anteriormente un nodo dummy.
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z7 = StartAddArcnj(n), z6 < z7 < z. El nodo nj cambiara su estado sz7.status.algnj
= blocked, pero se mantendra como sz7.status.idnj = unknown. Para alcanzar
los requisitos del antecedente de la propiedad, sera necesario que nj se convierta
en candidate.
z8 = rcvINFnj(nk), z7 < z8 < z. Cuando el nodo nj recibe el mensaje INF, este
cambia siempre su identidad simulada porque antes de activarse se comportaba
como un nodo dummy. La nueva identidad simulada es, por tanto, sz8.sim idnj =
mINF .sid = sz4.sim idnl . Al mismo tiempo, se tiene que sz8.status.idnj = known
y sz8.status.algnj = candidate porque sz8.setPredToInfnj 6= ;.
El orden de estas dos ultimas acciones se puede invertir: z7 = rcvINFnj(nk),
z6 < z7 < z y z8 = StartAddArcnj(n), z7 < z8 < z. En esta otra secuencia
de ejecucion, el nodo nj pasa a ser candidate por efecto de la accion z8 =
StartAddArcnj(n). En conclusion, la ejecucion planteada es posible.
Secuencia de acciones 3: Tras ejecutar EndDelArcnl(n00), el nl pasa a ser unknown
recibiendo una identidad simulada que es mayor que la suya, pero mINF .sid  n.sid
= sz2.sim idn1 .
Las acciones z2 = rcvAVSnl(n1, m), z1 < z2 < z, z3 = EndDelArcnl(n00), z2 <
z3 < z y z4 = rcvINFnl(x, m), z3 < z4 < z se ejecutan al igual que el apartado
anterior. Los efectos de la ultima accion cambian la identidad simulada del
nodo nl (sz4.sim idnl = mINF .sid), pero el mensaje almacenado se eliminara de
set st avsnl al ejecutar la accion StartDelArcnl(n0, t).
z5 = StartDelArcnl(n0, t), z4 < z5 < z. El efecto de interes de esta accion, posea
nl uno o mas predecesores, es reenviar el contenido de sz3.set st avsnl como un
mensaje AVS, n. El mensaje cumple que n.fwd = true, n.sid = sz1.sim idn1
y su ruta deja de contener al nodo nl. Los mensajes AVS que se retiran de
sz3.set st avsnl deben cumplir que el penultimo elemento de la ruta sea preci-
samente el nodo n0. Tambien surge un mensaje INF con identidad simulada
sz4.sim idnl y destino el nodo n0. Ese mensaje se recibira al activarse n0.
z6 = EndDelArcn0(nl), z5 < z6 < z. El nodo n0 se activa pero sz6.status.id =
unknown. Esto impedira que el nodo n0 procese los mensajes AVS que le van
dirigidos.
z7 = rcvINFn0(nl, m), z6 < z7 < z. El nodo n0 cambia su identidad simulada
y la difunde entre los nodos que pertenecen solo a su setPredToInf. Ademas,
sz7.status.idn0 = known.
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z8 = rcvAVSn0(nl, m), z7 < z8 < z. Una vez habilitada la recepcion del mensaje
AVS (sz7.status.idn0 = known), este podra ser reenviado si el nodo n0 ya se ha
activado y ha eliminado al siguiente predecesor de la ruta.
z9 = StartDelArcnk(nj, t), z8 < z9 < z. Al retirar el nodo nj de setPrednk ,
se eliminan los mensajes AVS que pueda contener sz9 1.set st avsnk , siempre y
cuando su penultimo elemento sea precisamente el nodo nj.
z10 = EndDelArcnj(nk), z9 < z10 < z. Al ejecutarse esta accion: sz11.status.algnj
= active y sz11.status.idnj = unknown. El tiempo de activacion tambien se in-
crementa.
z11 = StartAddArcnj(n), z10 < z11 < z. Aunque el nodo nj cambia de estado,
sz11.status.algnj = blocked, sz11.status.idnj sigue siendo unknown.
z12 = rcvINFnj(nk), z11 < z12 < z. Los efectos de esta accion consisten en un
cambio de identidad simulada, sz13.sim idnj = mINF .sid = sz4.sim idnl . Ademas,
sz13.status.idnj = known y sz13.status.algnj = candidate.
z13 = rcvAVSnj(nk, m), z12 < z13 < z. El mensaje AVS generado en z9 ya
podra ser tratado porque el nodo nj es known. Sabiendo que: sz.sim idn1 <
sz.sim idnj , m.sid = sz.sim idn1 y sz.sim idnj = sz4.sim idnl , se llega a la con-
clusion de que m.sid < sz4.sim idnl . Esta relacion evidencia que existe una con-
tradiccion de acuerdo con la restriccion impuesta en este apartado, mINF .sid =
sz4.sim idnl  m.sid = sz.sim idn1 . Esto implica que la ejecucion planteada es
imposible.
Secuencia de acciones 4: Tras ejecutar EndDelArcnl(n00), el nodo nl pasa a
ser unknown y la identidad simulada que recibe no es mayor que la suya, es decir,
mINF .sid  sz4 1.sim idnl :
Las acciones z2 = rcvAVSnl(n1, m), z1 < z2 < z, z3 = EndDelArcnl(n00), z2 <
z3 < z se ejecutan al igual que en el apartado anterior.
z4 = rcvINFnl(x, m), z3 < z4 < z. Si el nodo nl, anteriormente candidate, recibe
un mensaje INF, siendo mINF .sid  sz4 1.sim idnl , este mantiene su identidad
simulada de manera que sz4.sim idnl = sz4 1.sim idnl .
Al ejecutar esta accion, se producen otros efectos: sz4.status.idnl = known y
sz4.sim idnl = sz4 1.sim idnl (se ignora la identidad simulada que trae el men-
saje INF ). Si, tras la ejcucion de la accion z3 = EndDelArcnl(n00), se hubiera
ejecutado StartDelArcnl(n0, tn0), surgira un nuevo mensaje INF hacia el nodo
n0 con m0INF .sid = sz4.sim idnl .
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z5 = StartDelArcnl(n0, tn0), z4 < z5 < z. Si n0 es el unico predecesor de nl, los
efectos de esta accion generan un mensaje INF con mINF .sid = sz4.sim idnl
y un mensaje AVS, n, tal que n.fwd = true, n.sid = sz1.sim idn1 (la ruta del
mensaje ya no contiene al nodo nl). Ademas, sz5.sim idnl = (nl, sz5.tanl , )
porque sz3.sim idnl < sz4.sim idnl (el tiempo de activacion del nodo nl se ha
incrementado).
Cuando nl tiene mas predecesores, se reenva el contenido de sz3.set st avsnl
en forma de mensaje AVS. El mensaje cumple que n.fwd = true, n.sid =
sz1.sim idn1 y su ruta omite el nodo nl. Ademas, el nodo nl manda un men-
saje INF a n0, siendo mINF .sid = sz3.sim idnl . Por otro lado, sz4.sim idnl =
sz3.sim idnl .
Por otra parte, los mensajes AVS que se retiran de sz3.set st avsnl siempre deben
cumplir que el penultimo elemento de su ruta sea precisamente el nodo n0.
Una vez ejecutada la accion z5 = StartDelArcnl(n0, tn0), la secuencia posible de
acciones es similar a la descrita en la Secuencia de acciones 1 de este mismo
Caso 1. La conclusion que se obtiene en esa situacion es igualmente valida para
la conguracion que aqu se plantea.
Caso 2: se activa el nodo nl antes de ejecutarse la accion rcvAVSnl(n1, m).
Secuencia de acciones 1: Tras ejecutar EndDelArcnl(n00), el nodo nl pasa a ser
known.
z2 = EndDelArcnl(n00), z1 < z2 < z. El nodo nl se activa y cambia su tiempo
de activacion. Esta ejecucion supone que sz2.status.idnl = known.
z3 = rcvAVSnl(n1, m), z2 < z3 < z. Como sz3 1.status.idnl = known, m.fwd
= false, sz3 1.sim idnl < sz3 1.sim idn1 y penult(m.path) 2 sz3 1.setPrednl , el
mensaje AVS se almacena en sz3.set st avsnl , siendo m.sid = sz1.sim idn1 .
Despues de la ejecucion de la accion z3 = rcvAVSnl(n1, m), se reproduce la
Secuencia de acciones 1 correspondiente al Caso 1, concluyendo que la situacion
estudiada tambien es imposible.
Secuencia de acciones 2: Tras ejecutar EndDelArcnl(n00), el nodo nl pasa a ser
known. Ademas, antes de recibir el mensaje AVS, se ejecuta la accion StartDelArcnl(n0,
tn0).
z2 = EndDelArcnl(n00), z1 < z2 < z. El nodo nl se activa y cambia su tiempo
de activacion. En esta ejecucion, se va a suponer que sz2.status.idnl = known.
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z3 = StartDelArcnl(n0, tn0), z2 < z3 < z. Si n0 es el unico predecesor de nl, los
efectos de esta accion generan un mensaje INF con mINF .sid = sz3 1.sim idnl y
cambian la identidad simulada del nodo nl de forma que sz3.sim idnl = (nl,
sz3.tanl , ). Es evidente que sz2.sim idnl < sz3.sim idnl porque el tiempo de
activacion del nodo nl se incremento al activarse.
Cuando nl tiene mas predecesores, el nodo nl tambien manda un mensaje INF
a n0, siendo mINF .sid = sz3.sim idnl , pero sz2.sim idnl = sz3.sim idnl .
z4 = rcvAVSnl(n1, m), z3 < z4 < z. El mensaje AVS ya no se almacena en
sz2.set st avsnl porque, aunque m.fwd = false, resulta que penult(m.path) =2
sz4 1.setPrednl . En consecuencia, el efecto de esta accion solo consiste en reenviar
el mensaje AVS al nodo n0 con el campo fwd a true, en el campo sid el valor
sz1.sim idn1 y una ruta en la que ya no aparece el nodo nl.
En este punto de la ejecucion cabe destacar que el mensaje INF no podra ser
procesado hasta que se ejecute EndDelArcn0(nl) y que el mensaje AVS con des-
tino n0 requiere que se haya ejecutado previamente EndDelArcn0(nl) y rcvINFn0(nl,
m) para su recepcion. La accion StartDelArcn0(n, tn) tambien estara habilitada
una vez que se hayan producido los efectos de la accion EndDelArcn0(nl). A
partir de este momento de la ejecucion, se procede como en la Secuencia de
acciones 1 correspondiente al Caso 1 y se concluye del mismo modo.
Secuencia de acciones 3: Tras ejecutar EndDelArcnl(n00), el nodo nl pasa a ser
unknown y la identidad simulada que recibe el nodo nl es mayor que la suya mINF .sid
> sz1.sim idnl , pero mINF .sid > sz1.sim idn1 .
La accion z2 = EndDelArcnl(n00), z1 < z2 < z, se ejecuta al igual que en otros
apartados de este mismo caso.
z3 = rcvINFnl(n00, m), z2 < z3 < z. Si el nodo nl, anteriormente candidate,
recibe un mensaje INF, siendo mINF .sid > sz3 1.sim idnl , el nodo nl adopta esa
nueva identidad simulada.
Al ejecutar esta accion, se producen los siguientes efectos: sz3.status.idnl =
known y sz3.sim idnl = mINF .sid. Si, tras la ejcucion de la accion z2 , se hubiera
ejecutado StartDelArcnl(n0, tn0), surgira un nuevo mensaje INF con destino el
nodo n0 y m0INF .sid = sz3.sim idnl .
z4 = rcvAVSnl(n1, m), z3 < z4 < z. El mensaje AVS se transforma en un
mensaje de tipo AVSRSP porque sz4 1.sim idnl > sz4 1.sim idn1 . El mensaje
AVSRSP tiene la misma ruta que el mensaje AVS recibido, va dirigido al primer
nodo de la ruta, n1, y tiene tiempo correcto e identidad simulada sz3.sim idnl
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= mINF .sid. Esa identidad corresponde a un nodo ajeno a la ruta que estaba
almacenada en sz1.st algn1.path.
Si, tras la ejcucion de la accion z2 = EndDelArcnl(n00), se hubiera ejecutado
StartDelArcnl(n0, tn0), penult(m.path) =2 sz3 1.setPrednl , el efecto de la accion
rcvAVSnl(n1, m), habra consistido en reenviar el mensaje AVS al nodo n0 con
el campo fwd a true, el campo sid cargado con el valor sz1.sim idn1 y una ruta
modicada sin el nodo nl. Esto implica que la conversion del mensaje AVS
en AVSRSP se pospondra al momento en el que la accion rcvAVSx(y, m) se
adelantara a la accion StartDelArcx(y, t).
La accion z5 = rcvAVSRSPn1(nl, m), z4 < z5 < z esta habilitada en cualquier
instante porque el nodo n1 no se desbloquea y mantiene constante su tiempo
de activacion. Los efectos de esta accion permitiran que se almacene una ruta
en sz5.st avsrspn1 que se caracteriza por contener los siguientes campos: m.ta =
sz.tan1 , m.sid = (x, t, nu) y m.path = nAV S.path = (n1, sz.tan1): : : (nj, tj): : : (nl,
tl), siendo x = sz4.sim idnl.id, t = sz4.sim idnl.ta y nu = sz4.sim idnl.nu.
A partir de este mensaje AVSRSP el nodo n1 llegara a conocer al candidato
mayor que le sucede, nj. Como el nodo n1 va a almacenar el mensaje AVSRSP
en sz5.st avsrspn1 , solo resta que las identidades simuladas de los nodos entre nj
y nl vayan cambiando y adquiriendo la identidad simulada que tomo el nodo nl.
Este proceso se realizara mediante la ejecucion de las acciones EndDelArcx(y),
rcvINFx(y, m) y StartDelArcx(y, t), pudiendose esta ultima adelantarse a la
accion rcvINFx(y, m).
La ejecucion evoluciona, a partir de este punto, como en la Secuencia de acciones
2 del Caso 1: z6 = EndDelArcnj(nk) (z5 < z6 < z ), z7 = StartAddArcnj(n) (z6
< z7 < z ) y z8 = rcvINFnj(nk) (z7 < z8 < z ).
Secuencia de acciones 4: Tras ejecutar EndDelArcnl(n00), el nodo nl pasa a ser
unknown y la identidad simulada que recibe este nodo es mayor que la suya, es decir,
mINF .sid > sz3 1.sim idnl , pero mINF .sid < sz1.sim idn1 .
La accion z2 = EndDelArcnl(n00), z1 < z2 < z, se ejecuta al igual que en otros
apartados de este mismo caso.
z3 = rcvINFnl(n00, m), z2 < z3 < z. Si el nodo nl, anteriormente candidate,
recibe un mensaje INF, siendo mINF .sid > sz3 1.sim idnl , el nodo nl adopta esa
nueva identidad simulada.
Al ejecutar esta accion, se producen los siguientes efectos: sz3.status.idnl =
known y sz3.sim idnl = mINF .sid. Si, tras la ejcucion de la accion z2 , se hubie-
ra ejecutado StartDelArcnl(n0, tn0), habra surgido un nuevo mensaje INF con
destino al nodo n0 y m0INF .sid = sz3.sim idnl = mINF .sid.
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z4 = rcvAVSnl(n1, m), z3 < z4 < z. Dado que sz4 1.status.idnl = known, m.fwd
= false, sz4 1.sim idnl < sz1.sim idn1 y penult(m.path) 2 sz4 1.setPrednl , siendo
sz3 1.sim idnl < sz4 1.sim idnl , el mensaje AVS se almacena en sz4.set st avsnl ,
siendo m.sid = sz1.sim idn1
Si, tras la ejcucion de la accion z2 = EndDelArcnl(n00), se hubiera ejecutado
StartDelArcnl(n0, tn0), penult(m.path) =2 sz3 1.setPrednl y, por lo tanto, el men-
saje AVS ya no se almacenara en sz4.set st avsnl aunque fuera m.fwd = false.
En consecuencia, el efecto de la accion rcvAVSnl(n1, m), en esta situacion, solo
consistira en reenviar el mensaje AVS al nodo n0 con el campo fwd a true, el
campo sid cargado con el valor sz1.sim idn1 y con una ruta modicada en la que
ya no aparecera el nodo nl.
z5 = StartDelArcnl(n0, tn0), z4 < z5 < z. Si n0 es el unico predecesor de nl,
los efectos de esta accion crean en un mensaje INF al nodo n0 con mINF .sid =
sz5 1.sim idnl (sz5 1.sim idnl = sz4.sim idnl > sz3 1.sim idnl). Ademas, se genera
un mensaje AVS, n, tal que n.fwd = true, n.sid = sz1.sim idn1 (la ruta del
mensaje ya no contiene al nodo nl)y sz5.sim idnl = (nl, sz5.tanl , ). Es evidente
que sz4.sim idnl < sz5.sim idnl porque el tiempo de activacion del nodo nl ha
aumentado.
Cuando nl tiene mas predecesores, se reenva el contenido de sz4 1.set st avsnl
en forma de mensaje AVS. El mensaje cumple que n.fwd = true, n.sid =
sz1.sim idn1 y la ruta del mensaje deja de contener al nodo nl. Ademas, el nodo
nl manda un mensaje INF al nodo n0, siendo mINF .sid = sz3.sim idnl . Por otro
lado, sz5.sim idnl = sz4.sim idnl > sz3 1.sim idnl .
Los mensajes AVS que se retiran de sz5 1.set st avsnl deben cumplir siempre
que el penultimo elemento de la ruta sea precisamente el nodo n0.
Una vez ejecutada la accion z5 = StartDelArcnl(n0, tn0), la secuencia de acciones
es similar a la que se ha descrito para la Secuencia de acciones 1 del Caso 1.
Por consiguiente, la conclusion alcanzada en ese caso tambien es valida para la
ejecucion planteada en este apartado.
Secuencia de acciones 5: Tras ejecutar EndDelArcnl(n00), el nodo nl pasa a ser
unknown y la identidad simulada que recibe no es superior a la suya, es decir,mINF .sid
 sz4 1.sim idnl . Obviamente mINF .sid < sz1.sim idn1 :
La accion z2 = EndDelArcnl(n00), z1 < z2 < z, se ejecuta al igual que en otros
apartados de este mismo caso.
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z3 = rcvINFnl(n00,m), z2 < z3 < z. Si el nodo nl, anteriormente candidate, recibe
un mensaje INF, siendo mINF .sid  sz3 1.sim idnl , este mantiene su identidad
simulada de manera que sz3.sim idnl = sz3 1.sim idnl .
Al ejecutar esta accion, se producen los siguientes efectos: sz3.status.idnl =
known y sz3.sim idnl = sz3 1.sim idnl (se ignora la identidad simulada que trae
el mensaje INF ). Si, tras la ejcucion de la accion z2 = EndDelArcnl(n00), se
hubiera ejecutado StartDelArcnl(n0, tn0), se habr creado un nuevo mensaje INF
con destino el nodo n0 y con m0INF .sid = sz3 1.sim idnl .
z4 = rcvAVSnl(n1,m), z3 < z4 < z. El mensaje AVS se almacena en sz4.set st avsnl ,
siendo m.sid = sz1.sim idn1 , porque sz4 1.status.idnl = known. Ademas, m.fwd
= false, sz4 1.sim idnl < sz1.sim idn1 y penult(m.path) 2 sz4 1.setPrednl .
A partir de la ejecucion de z4 = rcvAVSnl(n1, m), la secuencia de acciones
posible coincide con la Secuencia de acciones 4 de este mismo Caso 2, siendo
valida la misma conclusion que se extrae en esa situacion.
En cualquiera de los esquemas de ejecucion posibles sz.status.algnj = candidate
y sz.norstAVSn1 = ftrue, falseg, existe la ruta p que cumple las condiciones de un
camino wait(n1, nj, p, sz) y sz.st algn1.path = 1(nj, tj)2 y p = (n1, t1)  1  (nj,
tj). Ademas, en sz.st avsrspn1 hay almacenado un mensaje con la siguiente estructura:
(sz.tan1 , (x, t, nu), (n1, sz.tan1): : : (nj, tj): : : (nl, tl)), siendo x = sz.sim idnj .id, t =
sz.sim idnj .ta y nu  sz.sim idnj .nu. A partir de este mensaje, el nodo n1 llegara a
conocer al candidato mayor que le sucede, nj.
Segun la propiedad B.2.20, szn.cand succn1 = szn.st avsrspn1.sid. Sustituyendo el
valor que contiene sz00.st avsrspn1.sid (propiedad B.2.72) o el que ha guardado de un
mensaje AVSRSP reconvertido de un mensaje AVS, se obtiene que sz00.cand succn1
= (sz00.sim idnj .id, sz00.sim idnj .ta, nu), siendo nu  sz00.sim idnj .nu. Esto implica el
nodo n1 conoce la identidad del candidato sucesor que aparece en el camino wait al
que pertenece. El nodo sucesor de n1 se comporta con la identidad simulada del nodo
nj o con parte de ella.
sz.sim idnj < sz.sim idn1:
De acuerdo con la propiedad B.2.73, habra un mensaje AVS en el canal dirigido
a x = last(szn.st algn1.path).id. Considerando la propiedad de equidad debil sobre
la particion y que ninguna de las acciones del algoritmo puede deshabilitar la ac-
cion rcvAVSx(n1, m), nalmente se ejecutara. El mensaje AVS que se almacenara en
szn.set st avsx contiene los siguientes campos: (szn.sim idn1 , last(szn.st algn1.path).ta,
path, false), donde path = (n1, szn.tan1)1(nj, tj)2. Hay que recordar que la ruta
que aparece en el antecedente de la propiedad, p = (n1, szn.tan1)1(nj, tj), puede
coincidir total o parcialmente con la ruta del mensaje AVS.
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A continuacion se comprueba que ninguna accion del algoritmo deshabilita a la
accion rcvAVSx(n1, m):
z 2 fStartAddArcx(y): y 2 Ng o z 2 fEndAddArcx(y, t): y 2 N ^ t 2
Ng o z 2 fStartDelArcx(y, t): y 2 N ^ t 2 Ng o z = initiatex o z 2
frcvALGx(y,m): y 2 N ^ m 2MALGg o z = rstAVSx o z 2 frcvAVSRSPx(y,
m): y 2 N ^ m 2 MAV SRSPg o z = sndAVSx o z = sndAVSRSPx o z 2
fdltINFx(y, m): y 2 N ^ m 2 MINFg. Todas estas acciones estan habilitadas
porquestatus.idx = known. Sin embargo, sus efectos no retiran mensajes AVS
del canal, no modican ninguno de los campos del mensaje AVS dirigido al
nodo x, ni cambian su tiempo de activacion. Alguna de estas acciones puede
generar mensajes AVS, pero su destino nunca puede ser el mismo nodo x. Todo
esto implica que tras la ejecucion de cualquiera de estas acciones, la accion
rcvAVSx(n1, m) seguira habilitada.
z 2 fEndDelArcx(y): y 2 Ng o z = Abortx. Estas acciones incrementan
el tiempo de activacion del nodo x. La propiedad B.2.1 indica que el tiempo
asociado al nodo x en la ruta del mensaje AVS cumple que tx  s.tax. Despues
de ejecutar cualquiera de estas acciones, es evidente que tx < s0.tax y se siguen
vericando las condiciones de habilitacion de rcvAVSx(n1, m). La accion Abortx
puede generar mensajes AVS, pero ninguno con destino el propio nodo x.
z 2 frcvINFx(y, m): y 2 N ^ m 2 MINFg. La accion esta habilitada cuando
status.idx = unknown y, por tanto, no se puede ejecutar.
Sabiendo que el mensaje AVS nalmente sera recibido, se van a analizar distintas
evoluciones del sistema segun que nodo sea su destino:
x = last(szn.st algn1.path).id = nj. En esta situacion path = p = (n1, szn.tan1)1
(nj, tj). Como mAV S.fwd = false, sz1.status.algnj = candidate (sz1.status.idnj =
known), la accion rcvAVSnj(n1, m) se ejecuta y el mensaje AVS se almacena en
sz1.set st avsnj . Este efecto se produce porque penult(m.path) 2 sz1.setPrednj
y sz1.sim idnj < mAV S.sid = sz1.sim idn1 . Como la ruta del mensaje verica
wait(n1, nj, p, sz1), se puede asegurar que el nodo penult(m.path).id esta con-
tenido en el conjunto de predecesores del nodo nj
x = last(szn.st algn1.path).id y x 6= nj:
1. status.idx = unknown: la accion rcvAVSx(n1, m) no esta habilitada y el
mensaje AVS permanece en el canal hasta que se veriquen las precondi-
ciones de la accion. Para que el nodo x proceda a la recepcion del mensaje
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AVS es necesario que este reciba un mensaje INF que convierta su estado
en known.
Dado que el mensaje AVS es el efecto de la accion rstAVSn1 , el primer
nodo de su ruta coincide con el nodo n1. Ademas, se sabe que tanto el nodo
x como el nodo n1 eran candidate y los nodos entre ellos, dummy. En el
caso base de la induccion L = 2, la ruta p cumple wait(n1, nj, p, sz), siendo
los nodos n1 y nj candidatos. Esto implica que los nodos existentes entre
el nodo x y el nodo nj se tienen que activar para alcanzar esos requisitos.
A traves de sendos mensajes INF, el nodo nj llegara a adquirir la identidad
simulada del nodo x. La formacion de un mensaje AVS precisa que sim idn1
> sim idx y, en el caso que se estudia, se debe vericar que sim idnj <
sim idn1 . Esto supone que, para que se cumplan todas las relaciones, el
nodo nj adquirira una identidad simulada superior a sim idx. A partir de
ese instante, status.idx = known y el mensaje AVS se podra almacenar en
set st avsx siempre que penult(m.path) 2 setPredx (opcion 2). Si se hubiera
ejecutado la accion StartDelArcx(n0, t0)), se planteara la situacion de la
opcion 3.
La identidad simulada que viaja entre estos nodos es sim idx o sim idx0,
siendo sim idx0 > sim idx. Como el origen del mensaje AVS se debe a la
relacion de las identidades simuladas de nodo n1 y del nodo x, se tiene
que sim idn1 > sim idx. Ademas, como se debe vericar que sim idnj <
sim idn1 y el nodo nj adquirira la identidad simulada que deje pasar el
nodo x, resulta imposible que el nodo x admita una nueva identidad tal
que sim idx0 > sim idn1 . En resumen, la identidad simulada que llega hasta
el nodo nj es o bien sim idx (sim idn1 > sim idx) o bien sim idx0, pero
sim idn1 > sim idx0 > sim idx. A partir del instante en que status.idx =
known, el mensaje AVS se puede almacenar en set st avsx si penult(m.path)
2 setPrednj .
2. status.idx = known ^ penult(m.path) 2 setPredx: la accion rcvAVSx(n1, m)
se ejecuta y el mensaje AVS se almacena en set st avsx.
3. status.idx = known ^ penult(m.path) =2 setPredx: el nodo x se ha acti-
vado antes de recibir el mensaje AVS, es decir, se han ejecutado las ac-
ciones EndDelArcx(n) y StartDelArcx(n0, t0). En esta situacion, la accion
rcvAVSx(n1, m) se ejecuta y se forma un nuevo mensaje AVS, m0, tal que
m0.fwd = true, m0.sid = sim idn1 y last(m0.path).id = penult(m.path).id.
El destino del nuevo mensaje AVS, m0, sera precisamente last(m0.path).id.
En caso de que el mensaje AVS vaya dirigido a nj, se considerara el apar-
tado anterior en el que x = nj. Si no coincide el destino con nj, cualquiera
de las opciones de este apartado seran posibles.
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Resumiendo, el mensaje AVS se almacenara en set st avs del nodo destino del
mensaje o se reenviara al nodo anterior en la ruta. Todo nodo de la ruta entre nj
y nx que inicialmente fue dummy, necesitara ejecutar las acciones EndDelArcn(n0)
y rcvINFn(n0, m) antes de poder almacenar el mensaje en set st avsn y sin haber
ejecutado StartDelArcn(n00, t00) o reenviarlo con fwd = true tras haber ejecutado
StartDelArcn(n00, t00).
Seguidamente se consideraran las acciones que podran eliminar el mensaje AVS
almacenado de set st avsx. Estas acciones son: StartDelArcx(nk, tk),Abortx y sndAVSx.
Aunque la accion sndAVSRSPx no retira el mensaje de set st avsx, modica el valor
del campo bool pasandolo a true. A pesar de ello, este cambio no inuye. Cuando
se ejecuta StartDelArcx(nk, tk), siendo status.algx = active o se ejecuta Abortx por-
que status.algx = victim, el mensaje de set st avsx se reconvierte en un mensaje AVS
que verica la propiedad. Por otra parte, la accion sndAVSx no estara habilitada si
status.algx = candidate y se ha ejecutado previamente EndDelArcx(n). En ese caso,
como st avsrspx = NULL, la accion no esta habilitada y, en consecuencia, set st avsx
mantiene almacenado el mensaje. Sin embargo, la accion podra ejecutarse si no tu-
vo lugar previamente la accion EndDelArcx(n). El efecto de esta accion eliminara el
mensaje de set st avsx, pero dirigira un nuevo mensaje AVS a un nodo que cumpla
las condiciones para que sea almacenado y forme parte de un camino que verique
wait.
Hay que recordar que las esperas que aparecen en la ruta del mensaje AVS en-
tre el nodo nj y el nodo x se iran eliminando mediante la accion combinada de
StartDelArcn(n00, t00) y EndDelArcn(n0). Esto se debe a que el nodo nj tiene que
llegar a ser candidate y esta incluido en la ruta del mensaje AVS habiendo sido ini-
cialmente dummy. Si el nodo que ejecuta la accion StartDelArc ya ha almacenado
el mensaje AVS en su set st avs, los efectos de esta accion pondran en marcha el
proceso para reenviar su contenido en forma de mensaje AVS al nodo que aparece
como penult de la ruta. Este procedimiento es equivalente al que tiene lugar en la
rececpcion de un mensaje AVS en el que la ruta no se corresponde con esperas reales.
En cualquier caso, el mensaje AVS alcanzara el nodo nj. Despues de recibir la corres-
pondiente identidad simulada (sim idx), se podra ejecutar la accion rcvAVSnj(y, m).
Los efectos de la misma permitiran que el mensaje AVS se almacene en set st avsnj
porque penult(m.path) 2 setPrednj .
Observando la ruta almacenada, m, en szn.set st avsnj se aprecia que rst(m.path)
= rst(p) = (n1, szn.tan1). As que, el nodo nj cuenta con informacion correcta sobre
el nodo candidate que le precede en la ruta. En la propiedad B.2.58 se establece que
m.sid = szn.sim idn1 , szn.sim idn1 > szn.sim idnj y para cualquier nodo intermedio,
nl que pudiera ser candidate, szn.sim idn1 > szn.sim idnl . Ademas, la existencia del
mensaje AVS en el canal en el que rst(m.path).ta = sz.tafirst(m:path):id asegura que
sz.norstAVSx = false siendo rst(m.path).id = x (propiedad B.2.70).
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En conclusion, la propiedad se verica en el caso inicial de L = 2 (hay dos nodos
candidatos en la ruta que cumple la denicion de wait). Si sz.sim idnj > sz.sim idn1 ,
el nodo n1 conoce a nj, el candidato que le sucede en la ruta considerada y cuya
identidad simulada es superior a la que el posee el. Sin embargo, cuando sz.sim idn1
> sz.sim idnj , el nodo nj conoce la identidad simulada del candidato que le precede
y es mayor que el, n1.
Caso inductivo L = N :
Asumiendo que la propiedad se cumple para L = N   1 (hipotesis inductiva),
se va a comprobar que la propiedad se verica igualmente cuando hay un numero
indeterminado de nodos en estado candidate en una ruta p que cumple wait(n1, nj,
p, sz).
Para empezar la demostracion, se asume que en la ruta p debe existir un nodo nk
que cuenta con la identidad simulada mayor sin considerar al nodo n1 y nj, esto es, si
L > 2 y 9 z0 tal que 8 z  z0 en el que se verica que min(sz.sim idn1 , sz.sim idnj) >
max (fsz.sim idnl : 1 < l < j, nl 2 nodes(p) ^ sz.status.algnl = candidateg) entonces
9 nk = max(fsz.sim idnl : 1 < l < j,nl 2 nodes(p) ^ sz.status.algnl = candidateg).
A continuacion, se procedera a dividir en dos partes la ruta p a traves de ese nodo
nk y se supondra que en cada una de esas partes se verica la propiedad, esto es, se
verica que 9 z0: 8 z  z0 tal que:
wait(nk, nj, p0, sz) ^ sz.status.algnk = sz.status.algnj = candidate ^ 8 n 2 no-
des(p0), sz.status.algn 6= victim ^ sz.sim idnj > sz.sim idnk > max (fsz.sim idnl :
k < l < j, nl 2 nodes(p) ^ sz.status.algnl = candidateg) ^ jj fnl 2 nodes(p0):
sz.status algnl = candidateg jj  N   1, siendo k  l  j
wait(n1, nk, p00, sz) ^ sz.status.algn1 = sz.status.algnk = candidate ^ 8 n 2 no-
des(p00), sz.status.algn 6= victim ^ sz.sim idn1 > sz.sim idnk > max (fsz.sim idnl :
1 < l < k, nl 2 nodes(p) ^ sz.status.algnl = candidateg ^ jj fnl 2 nodes(p00):
sz.status algnl = candidateg jj  N   1, siendo 1  l  k
Por lo tanto, para cada uno de los trozos de la ruta p, segun la hipotesis inductiva,
9 z1  z0 tal que 8 z2  z1 se verica que:
sz2.cand succnk = (sz2.sim idnj .id, sz2.sim idnj .ta, nu), siendo
nu  sz2.sim idnj .nu ^
(sz2.sim idn1 , t, p, false) 2 sz2.set st avsnk tal que t1 = sz2.tan1 ^ t 2 N.
As que, de acuerdo a la hipotesis inductiva, el nodo nk tiene almacenado un
mensaje, m, en sz2.set st avsnk tal que m.bool = false y, ademas,sz2.st avsrspnk 6=
NULL. Esto implica que el nodo nk cuenta con informacion correcta relacionada
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con la mayor identidad simulada del nodo candidate que le precede y que le sucede
respectivamente. Considerando que 8 z2  z1 la informacion correspondiente a n1 y
a nj no vara y la accion sndAVSnk o sndAVSRSPnk queda habilitada. Para evitar
el envo de mensajes redundantes y/o repetidos, una vez que se proceda a combinar
los almacenes mencionados, se eliminara m de set st avsnk (accion sndAVSnk) o se
cambiara m.bool a true (accion sndAVSRSPnk).
Por otra parte, como 8 z  z0 la ruta p cumple la denicion de camino wait(n1,
nj, p, sz), resulta que sz.blockern1 6= NULL y sz.blockernj 6= NULL. Dado que z0  z1
 z2, la informacion tanto del nodo n1 como del nodo nj se mantiene donde la ruta
p este almacenada en sz2 .
Seguidamente se va a comprobar que ninguna accion del algoritmo puede desha-
bilitar la accion sndAVSnk o sndAVSRSPnk :
z3 2 fStartAddArcnk(y): y 2 Ng o z3 = Abortnk o z3 = initiatenk o z3 2
frcvINFnk(y, m): y 2 N ^ m 2MINFg. Cualquiera de estas acciones no esta ha-
bilitada porque o bien sz3 1.status.algnk 6= candidate, o bien sz3 1.status.idnk 6=
known.
z3 2 fEndAddArcnk(y, t): y 2 N ^ t 2 Ng o z3 = fdltINFnk(y, m): y 2 N ^ m
2 MINFg. Los efectos de estas acciones no modican las variables que habilitan
la ejecucion de tanto sndAVSnk como sndAVSRSPnk ,
z3 2 fStartDelArcnk(y, t): fnk, yg  N ^ t 2 Ng. Esta accion no esta habilitada
porque o bien sz3 1.status.algnk 6= candidate, o bien si (y, t) =2 sz3 1.setPrednk
se incumple la denicion de camino wait para la ruta p considerada.
z3 2 fEndDelArcnk(y): fnk, yg  Ng. Si se ejecuta esta accion, (y, t) =2
sz3 1.setPrednk . Esto implica que la ruta p no podra cumplir la dencion de
camino wait porque hay una espera rota.
z3 2 frcvALGnk(y, m): y 2 N ^ m 2 MALGg. Si el efecto de la accion con-
siste solamente en retirar el mensaje ALG del canal, las acciones sndAVSnk y
sndAVSRSPnk siguen habilitadas. Sin embargo, los efectos de la accion que pre-
cisan que sz3 1.status.algnk 6= candidate no se pueden producir. Por ultimo, si
sz3 1.status.algnk = candidate, la propiedad B.2.71 establece que sz3 1.st algnk
= NULL. Como las acciones requieren que sz3 1.st avsrspnk 6= NULL, resulta
que sz3 1.st algnk 6= NULL ya que la aplicacion de la propiedad B.2.33 as lo
se~nala.
z3 = rstAVSnk . De acuerdo con la propiedad B.2.51, esta accion requiere
que sz3 1.st avsrspnk = NULL y en las acciones analizadas sz3 1.st avsrspnk 6=
NULL. Por tanto, la accion no esta habilitada.
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z3 2 frcvAVSnk(y, m): y 2 N ^ m 2 MAV Sg. De los posibles efectos de esta
accion, solo el que almacena una nueva ruta en sz3.set st avsnk y el que convier-
te sz3.status.algnk = victim pueden cambiar las precondiciones de las acciones
estudiadas. La propiedad B.2.58 asegura que el mensaje AVS del canal no pue-
de tener el primer nodo de la ruta en comun con ninguna ruta almacenada en
sz3 1.set st avsnk . Eso quiere decir que su almacenamiento no impide la ejecu-
cion de las acciones sndAVSnk y sndAVSRSPnk . Finalmente, se deduce que la
situacion en la que sz3.status.algnk pasa a ser victim es imposible porque z3 <
z y un nodo victim no puede convertirse de nuevo en candidate como exige el
antecedente de la propiedad (sz.status.algnk = candidate).
z3 2 frcvAVSRSPnk(y, m): y 2 N ^ m 2MAV SRSPg. Los efectos de esta accion
pueden almacenar una nueva ruta en sz3.st avsrspnk y adquirir un nuevo valor
en sz3.cand succnk . Considerando que dicha ruta cumple la propiedad B.2.58, se
asegura que en la variable cand succnk se almacena la identidad del mayor suce-
sor que sigue siendo el mismo nodo ni gporque m.ta = sz3 1.tank . En conclusion,
los efectos de esta accion no afectan a la ejecucion de las acciones consideradas.
Teniendo en cuenta la propiedad de equidad dedil para las clases de la particion,
se puede asegurar que en algun momento el nodo nk ejecutara la accion sndAVSnk o
sndAVSRSPnk :
Si, en el estado sz1 , se cumple que 9 m 2 sz1.set st avsnk tal que m.bool = false,
entonces la clase fsndAVSnk , sndAVSRSPnkg esta habilitada. De este modo,
dado que 8 z2  z1 se verica que 9 m 2 sz2.set st avsnk tal que m.bool = false,
las unicas acciones que deshabilitan dicha clase, manteniendo la informacion
relativa a los nodos n1 y nj, son esas mismas acciones. Por lo tanto, la asuncion
de equidad sobre la particion establece que una de las acciones nalmente se
ejecuta, es decir, 9 z3 > z1 tal que: z3 2 fsndAVSnk , sndAVSRSPnkg, 9 m 2
sz3 1.set st avsnk tal que m.bool = false y 9 m 2 sz4.set st avsnk tal que m.bool
= true o @ m 2 sz4.set st avsnk , 8 z4  z3.
Si, en el estado sz1 , se cumple que 9 m 2 sz1.set st avsnk tal que m.bool =
true _ @ m 2 sz1.set st avsnk , entonces la accion sndAVSnk o sndAVSRSPnk
se ha ejecutado previamente, o lo que es lo mismo, 9 z3  z1 tal que 9 m 2
sz3 1.set st avsnk tal que m.bool = false, z3 = fsndAVSnk , sndAVSRSPnkg y 9
m 2 sz4.set st avsnk tal que m.bool = true _ @ m 2 sz4.set st avsnk , 8 z4  z3.
En ambos casos, se cumplen ciertas propiedades 8 z4  z3:
Dado que 8 z4  z3 se verica que 9 m 2 sz4.set st avsnk tal que m.bool = true
_ @ m 2 sz4.set st avsnk , el nodo n1 sera predecesor del nodo nk en sz4 y el nodo
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nk sucesor de n1 en sz4 . Como los tiempos de activacion se pueden incrementar,
sz1.tan1  sz4.tan1 ^ sz1.tanj  sz4.tanj . Por otro lado, como z1  z0 y 8 z 
z0 se verica que sz.blockern1 6= NULL ^ sz.blockernj 6= NULL. Ademas, sz.tan1
= sz1.tan1 ^ sz.tanj = sz1.tanj . De la misma forma, como 8 z4  z3, se verica
que sz1.tan1  sz4.tan1 ^ sz1.tanj  sz4.tanj y 8 z  z0 se cumple que sz.tan1
= sz1.tan1 ^ sz.tanj = sz1.tanj , se vericara que sz4.tan1 = sz1.tan1 ^ sz4.tanj =
sz1.tanj
Como 8 z4  z3 se verica que n1 es el predecesor del nodo nk en sz4 y nj es el
sucesor del nodo nk en sz4 y sz4.tan1 = sz1.tan1 ^ sz4.tanj = sz1.tanj , la informa-
cion del nodo n1 y el nodo nj se mantiene constante en sz4 . Por la propiedad
B.1.1, sz4.staten1 6= aborted ^ sz4.statenj 6= aborted, ya que sz4.blockern1 6= NULL
^ sz4.blockernj 6= NULL.
Finalmente, comprobado que se ejecuta la accion z3 2 fsndAVSnk , sndAVSRSPnkg
y conrmado todo los anterior, se demuestra que el consecuente de la propiedad es
cierto para wait(n1, nj, p, sz).
Al ejecutarse z3 , como sz.sim idnj > sz.sim idn1 , el nodo nk enva un mensa-
je AVSRSP al nodo n1. En estados posteriores, como 8 z4  z3 se verica que
sz4.tan1 = sz1.tan1 el mensaje sigue conteniendo informacion relevante. Este men-
saje llega a ser el primero en el canal. La accion rcvAVSRSPn1(nk, m) se ejecuta
y el nodo nj pasa a ser cand succn1 , 9 zm > z3 tal que zm = rcvAVSRSPn1(nk,
m) ^ szm.cand succn1 = nj.
Por lo tanto,
 8 z4  z3 se verica que sz4.blockern1 6= NULL, szm.cand succn1 = nj y z3
< zm, 8 zn  zm se verica que szn.cand succn1 = nj.
 8 z4  z3 se verica que sz4.tanj = sz1.tanj y z3 < zm, 8 zn  zm se verica
que nj en szn presenta las mismas caractersticas que en sz1 .
Se concluye que 9 zm  z0 tal que 8 zn  zm se verica que szn.cand succn1 =
(szn.sim idnj .id, sz00.sim idnj .ta, nu), siendo nu  szn.sim idnj .nu (n1 conoce la
identidad simulada mayor del camino wait considerado que pertenece al sucesor
candidate nj).
Al ejecutarse z3 , como sz.sim idnj < sz.sim idn1 , el nodo nk enva un mensaje
AVS al nodo nj. En estados posteriores, como 8 z4  z3 se verica que sz4.tanj =
sz1.tanj el mensaje sigue conteniendo informacion relevante. Este mensaje llega
a ser el primero en el canal. La accion rcvAVSnj(nk, m) se ejecuta y el nodo n1
pasa a ser el predecesor de nj, 9 zm > z3 tal que zm = rcvAVSnj(nk, m) y el
nodo n1 pasa a ser el predecesor de nj.
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Por lo tanto,
 8 z4  z3 se verica que sz4.blockernj 6= NULL ^ sz4.staten1 6= aborted,
n1 es predecesor de nj en szm y z3 < zm, 8 zn  zm se verica que n1 es
predecesor de nj en szn .
 8 z4  z3 se verica que sz4.tan1 = sz1.tan1 y z3 < zm, 8 zn  zm se verica
que n1 en szn presenta las mismas caractersticas que en sz1 .
En conclusion, 9 zm  z0 tal que 8 zn  zm se verica que 9 m 2 szn.set st avsnj
tal que m.path = p ^ rst(m.path) = (n1, szn.tan1) ^ m.bool = false ^ m.sid
= szn.sim idn1 (nj conoce la identidad simulada mayor correspondiente a un
predecesor que es candidate y no es inmediato en el camino wait considerado,
n1). En la propiedad B.2.58 se establece que m.sid = szn.sim idn1 ^ szn.sim idn1
> szn.sim idnj ^ 8 l, 1 < l < i tal que szn.status.algnl = candidate se tiene que
szn.sim idn1 > szn.sim idnl .

En la siguiente propiedad se asegura que el nodo elegido para resolver la situacion
de interbloqueo es el de mayor identidad simulada del ciclo.
Propiedad B.2.76. Sea  = s0 1 s1: : : z sz: : : una ejecucion de S. 8 ni 2 N , se veri-
ca que 9 p 2 P+, 9 z0: 8 z  z0 se cumple C (p, sz) ^ sz.sim idni = max (fsz.sim idn:
n 2 nodes(p) ^ sz.status.algn = candidateg) ) 9 zm  z0: 8 zn  zm, szn.status.algni
= victim.
Demostracion: Se procede a demostrar esta propiedad segun el numero de nodos
candidate de la ruta que conforma el ciclo. Si jjfn 2 nodes(p): sz.status.algn = candi-
dategjj = 1, la propiedad B.2.68 concluye. En cambio, si jjfn 2 nodes(p): sz.status.algn
= candidategjj  2, se debe estudiar la evolucion del sistema para comprobar como
se va reduciendo el conjunto de candidatos del ciclo de entre los cuales se puede elegir
el que pasara a vctima.
Sabiendo que la ruta p constituye un ciclo, C (p, sz) y, por tanto, cumple wait(n1,
n1, p, sz), se puede armar que existe un nodo candidato con la mayor identidad
simulada. Suponiendo que ese nodo es n1, sz.sim idn1 = max (sz.sim idn: n 2 nodes(p)
^ sz.status.algn = candidateg). Es obvio que, sin considerar el nodo n1, existira otro
nodo candidato, nk, que tenga la mayor identidad simulada de los nodos restantes de
la ruta p, o sea, 9 nk tal que sz.sim idnk = max (sz.sim idn: n 2 nodes(p) n fn1g ^
sz.status.algn = candidateg). Esto signica que la ruta p del ciclo C se puede dividir
en dos partes o subrutas y, en cada una de ellas, es aplicable la propiedad B.2.75.
Como 8 z  z0 se verica que:
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wait(nk, n1, p0, sz) ^ sz.status.algnk = sz.status.algn1 = candidate ^ sz.sim idn1
> sz.sim idnk > max (fsz.sim idn: n 2 nodes(p0) n fnk, n1g ^ sz.status.algn =
candidateg) ^
wait(n1, nk, p00, sz) ^ sz.status.algn1 = sz.status.algnk = candidate ^ sz.sim idn1
> sz.sim idnk > max (fsz.sim idn: n 2 nodes(p00) n fn1, nkg ^ sz.status.algn =
candidateg)
La propiedad B.2.75 permite asegurar que 9 z1  z0 tal que 8 z2  z1 se verica
que:
sz2.cand succnk = (sz2.sim idn1.id, sz2.sim idn1.ta, nu), siendo
nu  sz2.sim idn1.nu ^
(sz2.sim idn1 , t, p00) 2 sz2.set st avsnk ^ rst(p00) = (n1, sz2.tan1)
En todo estado sz2 posterior a sz1 , el nodo nk conoce la identidad simulada del
nodo ni. Esta informacion no vara de z1 a z2 porque el ciclo se mantiene. En algun
momento el nodo nk procesara la informacion que posee. Como sz2.cand succnk  n.sid
= sz2.sim idn1 , siendo n un mensaje almacenado en sz2.set st avsnk con rst(n.path)
= (n1, sz2.tan1), la accion z3 = sndAVSnk estara habilitada. La ejecucion de esta
accion conlleva el envo de un mensaje AVS a un nodo x que puede coincidir o no
con el nodo n1.
Seguidamente, se comprueba que ninguna accion del algoritmo puede deshabilitar
la accion sndAVSnk a excepcion de ella misma:
z3 2 fStartAddArcnk(y): y 2 Ng o z3 = Abortnk o z3 = initiatenk o z3 2
frcvINFnk(y, m): y 2 N ^ m 2MINFg. Para que cualquiera de estas acciones se
ejecute es preciso que sz3 1.status.algnk 6= candidate. As que, ninguna de ellas
esta habilitada.
z3 2 fEndAddArcnk(y, t): y 2 N ^ t 2 Ng o z3 2 fdltINFnk(y, m): y 2 N
^ m 2 MINFg. Si se ejecuta cualquiera de estas acciones, la accion sndAVSnk
sigue estando habilitada.
z3 2 fStartDelArcnk(y, t): y 2 N ^ t 2 Ng. Si se ejecuta esta accion o bien
sz3 1.status.algnk 6= candidate, o bien sz3 1.status.algy = aborted. Es obvio que
con la primera condicion la accion no esta habilitada. En cambio, la segunda
condicion implica que el nodo y no forma parte de una ruta que pudiera cumplir
la asercion wait. As que, los efectos de la accion en este caso no afectan a la
accion sndAVSnk .
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z3 2 fEndDelArcnk(y): y 2 Ng. Cuando se ejecuta esta accion, el nodo y
no esta incluido en la ruta que cumple la asercion wait del enunciado de la
propiedad porque (y, t) =2 sz3 1.setPrednk . Esto signica que los efectos de esta
accion no afectan.
z3 2 frcvALGnk(y, m): y 2 N ^ m 2 MALGg. Si el efecto de la accion consiste
unicamente en retirar el mensaje ALG del canal, la accion sndAVSnk sigue habi-
litada. Para el resto de efectos la accion no esta habilitada. En unos casos porque
se requiere que sz3 1.status.algnk 6= candidate y en otros, siendo sz3 1.status.algnk
= candidate porque la propiedad B.2.71 establece que sz3 1.st algnk = NULL.
Como la precondicion de la accion sndAVSnk precisa sz3 1.st avsrspnk 6= NULL
y la propiedad B.2.33 asegura que entonces sz3 1.st algnk 6= NULL, se concluye
que tampoco puede estar habilitada.
z3 = rstAVSnk . De acuerdo con la propiedad B.2.51, las precondiciones de
esta accion implican que sz3 1.st avsrspnk = NULL. Como la accion sndAVSnk
exige que sz3 1.st avsrspnk 6= NULL, se concluye que la accion rstAVSnk no
puede ejecutarse.
z3 2 frcvAVSnk(y, m): y 2 N ^ m 2 MAV Sg. De los posibles efectos de esta
accion, solo el que almacena una nueva ruta en sz3.set st avsnk y el que con-
vierte sz3.status.algnk = victim pueden cambiar las precondiciones de la accion
estudiada. Por un lado, la propiedad B.2.58 asegura que el mensaje AVS del
canal no puede tener el primer nodo de la ruta en comun con ninguna ruta
almacenada en sz3 1.set st avsnk . Eso quiere decir que su almacenamiento no
impedira la ejecucion de la accion sndAVSnk . En el caso de que el efecto de
la accion sea que sz3.status.algnk = victim, se contradice el antecedente de la
propiedad que asume que sz.status.algnk = candidate. Como z3 < z y un nodo
victim no puede convertirse de nuevo en candidate, la situacion es imposible.
z3 2 frcvAVSRSPnk(y, m): y 2 N ^ m 2 MAV SRSPg. Los efectos de esta
accion pueden llevar a almacenar una nueva ruta en sz3.st avsrspnk y un nuevo
valor sz3.cand succnk . Considerando que dicha ruta cumple la propiedad B.2.58,
se asegura que en la variable cand succnk se almacena la identidad del mayor
sucesor que sigue siendo el mismo nodo porquem.ta = sz3 1.tank . En conclusion,
los efectos de esta accion no afectan a la accion sndAVSnk .
z3 = sndAVSRSPnk . La relacion entre sz3 1.cand succnk y el campo sid del
mensaje almacenado en sz3 1.set st avsnk impide que se ejecute esta accion.
A partir de ese instante de ejecucion, 8 z4  z3 se cumple que el nodo nk conoce
a su sucesor y a su predecesor que es precisamente el nodo n1 y sz1.tan1  sz4.tan1 .
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Por otra parte, como z1  z0 y 8 z  z0 se verica que las esperas del ciclo no varan,
entonces sz.tan1 = sz1.tan1 . De este modo, dado que 8 z4  z3 se verica que sz1.tan1
 sz4.tan1 y 8 z  z0 se cumple que sz.tan1 = sz1.tan1 , se conrma que sz4.tan1 =
sz1.tan1 .
Al ejecutarse nalmente la accion z3 = sndAVSnk puede suceder que el nodo
destino del mensaje no coincida con n1. En ese caso, el mensaje AVS es reenviado
a los nodos que aparecen en la ruta, pero que ya no representan esperas reales (fwd
= true). Hasta que la ruta de ese mensaje AVS en retroceso no coincida con la ruta
correspondiente a las esperas reales que denen el ciclo, se procedera al reenvo de
mensajes AVS. En el caso de que el destino del mensaje AVS fuera el nodo n1, el campo
fwd del mismo sera false y la accion rcvAVSn1(y, m) estara habilitada cumpliendo
esa condicion. Cuando la accion rcvAVSn1(y, m) se ejecuta siendo fwd = true, se
cumple la precondicion que indica que el tiempo de activacion del nodo n1 es superior
al que aparece asociado a el en la ultima posicion de la ruta. Esto es facil comprobar
ya que el nodo n1 pertenece al ciclo y aparece ya en la primera parte de la ruta p,
llamada p00. Por la denicion de camino wait se sabe que su tiempo es correcto. Sin
embargo, el mensaje AVS se pudo formar concatenando la ruta de sz3 1.set st avsnk
con la de sz3 1.st avsrspnk y en ella el nodo n1 puede aparecer bloqueado por un nodo
y esa espera haber desaparecido antes de la formacion del ciclo.
En consecuencia, existira un estado zm tal que zm > z3 en el que la accion zm =
rcvAVSn1(y, m) sea nalmente ejecutada, consiguiendo que szm.status.algn1 = victim.
Asumiendo que la ruta p del ciclo persiste en el estado sz, siendo z  z0, y ademas
sz.statusn1 6= aborted, si el nodo n1 alcanza el estado victim en szm , 8 z  z0 se tiene
que sz.status.algn1 6= aborted (propiedad B.2.60 y propiedad B.1.6), y, por tanto, 8
zn  zm se cumple que szn.status.algn1 = victim. En consecuencia, la propiedad se
verica.

Esta ultima propiedad garantiza que, si existe un ciclo, habra un nodo del mismo
que tenga habilitada la accion Abort para resolver el interbloqueo detectado.
Propiedad B.2.77. Sea  = s0 1 s1: : : z sz: : : una ejecucion de S. 8 ni 2 N , se
verica que: 9 p 2 P+ tal que C (p, sz) ) 9 zn > z0: zn 2 fAbortnig tal que ni 2
nodes(p).
Demostracion: Se va a demostrar la propiedad suponiendo que la propiedad no es
cierta, es decir, se supondra que la ruta p verica C (p, sz0) y que el ciclo permanece
sin resolver indenidamente, 8 zn > z0 se verica C (p, szn).
Tal y como indica la propiedad B.2.62, un ciclo termina de formarse al ejecutar la
accion EndAddArcx(y, t). Por otra parte, la propiedad B.2.66 garantiza que hay un
instante en el que la variable status.id de todos los nodos del ciclo vale known. Esto
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permite que si en el ciclo inicialmente no hay ningun nodo cuyo estado sea candidate,
al menos uno llegara a ejecutar la accion initiatex (equidad debil). Si hubiera mas de
un nodo candidate entre los nodos del ciclo considerado, uno de ellos sera el de mayor
identidad simulada: 9 ni 2 nodes(p) tal que 8 z > z0 se verica que wait(ni, ni, p,
sz) y, ademas, sz.sim idni = max (sim idnodes(p)).
De acuerdo con la propiedad B.2.76, el nodo ni detectara que forma parte de un
interbloqueo: 9 z1  z0 tal que sz1.status.algni = victim. De este modo, teniendo en
cuenta la propiedad B.2.61 que asegura que el estado del nodo ni llegara a ser aborted,
se concluye que la accion Abortni , que esta habilitada y es la unica que produce ese
cambio de estado, se ejecutara nalmente. As que, es obvio que 9 zn > z0 tal que zn
= Abortni , lo que contradice la suposicion inicial de que la propiedad era falsa. 
B.3. Equivalencias entre variables de G y A
A continuacion se exponen algunas propiedades que relacionan los valores de las
variables de los automatas G y A en los estados alcanzables de S, siendo S el automa-
ta resultante de la composicion de G y A. Estas propiedades permiten reducir la
extension del codigo de las acciones de S. Para la demostracion por induccion de las
propiedades se supone una ejecucion  = s0 1 s1 : : : z sz : : : 2 execs(S ).
La primera propiedad evidencia que, en los estados alcanzables de S, se puede
obviar cualquier referencia a t activ (variable del automata G) pues su contenido
coincide con el de ta (variable del automata A).
Propiedad B.3.1. Sea s un estado alcanzable de S. Se verica que 8 i 2 N : s.t activi
= s.tai.
Demostracion: En el estado inicial, s0, se verica que 8 i 2 N : s0.t activi = s0.tai =
0, por lo que la propiedad se cumple. Las unicas acciones que modican las variables
incluidas en la propiedad son las del conjunto fEndDelArci(j ), Aborti: fi, jg  Ng.
Como en estas acciones se incrementa en una unidad los valores de las dos variables,
la hipotesis inductiva concluye. 
La siguiente propiedad indica que el algoritmo solo considera predecesor de un
nodo a otro nodo que este esperandole de forma real. Se recuerda que los valores sent
y released recogidas en los conjuntos set waiters reejan situaciones de transmision
de informacion entre nodos mediante mensajes. Solo los elementos de set waiters con
el valor received reejan que hay una espera real entre los nodos involucrados del
sistema.
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Propiedad B.3.2. Sea s un estado alcanzable de S. Se verica que 9 fi, jg  N , 9
t 2 N tales que (i, t) 2 s.setPredj , (i, t, received) 2 s.set waitersj.
Demostracion: En el estado inicial, s0, se verica que 8 i 2 N : s0.setPredi = ; y
s0.set waitersi = ;, por lo que se cumple la propiedad. Las acciones que afectan a las
variables de la propiedad son:
z = StartAddArcj(i). Los efectos de la accion no modican la variable setPredj.
Aunque se incluyen elementos en set waitersj, ni se incorporan ni se eliminan
tuplas del tipo (i, t, received). Por hipotesis inductiva se cumple la propiedad.
z 2 fEndAddArcj(i, t): t 2 Ng. Tras ejecutarse la accion, (i, t, received) 2
sz.set waitersj y, ademas, (i, t) 2 sz.setPredj.
z 2 fStartDelArcj(i, t): t 2 Ng. Los efectos de esta accion eliminan (i, t,
received) de sz 1.set waitersj y tambien, (i, t) de sz 1.setPredj.
z = EndDelArci(j ). La variable setPredj no cambia al ejecutarse la accion. En
cambio, set waitersj puede variar eliminandose una terna: (i, t activi, released)
o (i, t activi, sent). Si alguna de esas ternas estaba en sz 1.set waitersj, por la
propiedad B.1.4, (i, t activi, received) =2 sz 1.set waitersj. Por tanto, la hipotesis
inductiva junto con la propiedad B.3.1 aseguran que (i, tai) =2 sz.setPredj. Como
la accion no incluye (i, t activi, received) en sz.set waitersj, la propiedad se
verica.
z = Abortj. Al ejecutarse esta accion, los conjuntos set waitersj y setPredj
pasan a estar vacos.

Las siguientes tres propiedades permiten establecer una correspondencia entre los
posibles valores de state (variable de estado del automata G) y status.alg (variable
de estado del automata A).
Propiedad B.3.3. Sea s un estado alcanzable de S. Se verica que 8 i 2 N : s.statei
= active , s.status.algi = active.
Demostracion: El estado inicial, s0, verica que 8 i 2 N : s0.statei = active y
s0.status.algi = active, por lo que la propiedad se cumple. Las acciones que afectan a
las variables de la propiedad son:
z = StartAddArci(j ). Las variables implicadas cambian por los efectos de la
accion: sz.statei = blocked y sz.status.algi 2 fcandidate, blockedg.
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z = EndDelArci(j ). Los efectos de la accion hacen que sz.status.algi = active
y sz.statei = active.
z = Aborti. Al ejecutarse la accion, sz.status.algi = aborted y sz.statei = aborted.
z = initiatei o z 2 frcvALGi(j, m): m 2 MALGg o z 2 frcvAVSi(j, m):
m 2 MAV Sg o z 2 frcvINFi(j, m): m 2 MINFg. Al ejecutarse cualquiera
de estas acciones, puede cambiar status.algi de tal forma que sz.status.algi 2
fdummy, candidate, victimg. Ademas, para que esos cambios esten habilitados,
sz 1.status.algi 2 fblocked, candidateg. Considerando la hipotesis inductiva en
esos casos, se asegura que sz 1.statei 6= active. Dado que la variable statei no es
modicada por los efectos de estas acciones, la propiedad queda demostrada.

Propiedad B.3.4. Sea s un estado alcanzable de S. Se verica que 8 i 2 N : s.statei
= blocked , s.status.algi = fblocked, dummy, candidate, victimg.
Demostracion: En el estado inicial, s0, se verica la propiedad porque 8 i 2 N :
s0.statei = s0.status.algi = active. Las acciones que afectan a las variables de la pro-
piedad son:
z = StartAddArci(j ). Al ejecutarse la accion, sz.statei = blocked y sz.status.algi
2 fblocked, candidateg.
z = EndDelArci(j ). La ejecucion de la accion hace que sz.statei = active y
sz.status.algi = active.
z = Aborti. Por los efectos de la accion sz.status.algi = aborted y sz.statei =
aborted.
z = initiatei o z 2 frcvALGi(j, m): m 2 MALGg o z 2 frcvAVSi(j, m): m
2 MAV Sg o z 2 frcvINFi(j, m): m 2 MINFg. Entre los efectos posibles de
estas acciones estan los que consisten en cambiar el estado del nodo i, haciendo
que sz.status.algi 2 fdummy, candidate, victimg. En todas estas situaciones,
sz 1.status.algi 2 fblocked, candidateg. Por tanto, la hipotesis inductiva indica
que sz 1.statei = blocked. Como ninguna de estas acciones cambia el valor de
statei, la propiedad se cumple.

Propiedad B.3.5. Sea s un estado alcanzable de S. Se verica que 8 i 2 N : s.statei
= aborted , s.status.algi = aborted.
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Demostracion: Por reduccion al absurdo. Se supone que sz.status.algi 6= aborted,
siendo sz.statei = aborted. La unica accion que permite que la variable statei sea abor-
ted es Aborti. Si la accion Aborti esta habilitada entonces sz 1.statei 6= aborted, esto es,
sz 1.statei 2 factive, blockedg. En caso de que sz 1.statei = active, la propiedad B.3.3
asegura que sz 1.status.algi = active y la acccion Aborti no podra ser ejecutada. Si
sz 1.statei = blocked, la propiedad B.3.4 indica que sz 1.status.algi 2 fblocked, dummy,
candidate, victimg. Para los tres primeros estados, la accion Aborti no estara habilita-
da y para el estado victim, los efectos de la accion hacen que sz.status.algi = aborted.
Considerando el sentido contrario de la implicacion de la propiedad, se asume que
sz.status.algi = aborted y sz.statei 6= aborted. Solo la accion Aborti provoca status.algi
sea aborted. La condicion de habilitacion de esta accion implica que sz 1.status.algi
= victim y, aplicando la propiedad B.3.4, se obtiene que sz 1.statei = blocked. La
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Z conjunto de los numeros enteros Z = f0,1,-1,2,-2,: : : g
2 pertenece, es un elemento de : : : 2 2 N
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ne como ;  f g
8 para todo 8 x 2 N equivale a x 2 f1,2,3,: : : g
: se verica que 8 x 2 N : x   x = 0
j tal que 8 x 2 N j x < 3 equivale a x 2 f1,2g
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) IMPLICA x 2 N ) x > 0
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, EQUIVALE x > y , y < x
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^ Y x 2 N ^ x < 2 ) x = 1
_ O x 2 Z ) x  0 _ x < 0
C.3. Secuencias
Smbolo Signicado Ejemplo
, 1, 2 secuencias o cadenas indeterminadas  = 1,1,2
" secuencia vaca  6= "
 concatenador de secuencias 1  2
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