We approximate an elliptic problem with oscillatory coefficients using a problem of the same type, but with constant coefficients. We deliberately take an engineering perspective, where the information on the oscillatory coefficients in the equation can be incomplete. A theoretical foundation of the approach in the limit of infinitely small oscillations of the coefficients is provided, using the classical theory of homogenization. We present a comprehensive study of the implementation aspects of our method, and a set of numerical tests and comparisons that show the potential practical interest of the approach. The approach detailed in this article improves on an earlier version briefly presented in [16] .
Introduction

Context
Consider the simple, linear, elliptic equatioń
in divergence-form, where
, is an open, bounded domain which delimits what we hereafter call 'the physical medium', and where A ε is a possibly random oscillatory matrixvalued coefficient. We suppose that all the requirements are satisfied so that problem (1) is well-posed. In particular, we assume that A ε is bounded and bounded away from zero uniformly in ε. Our assumptions will be detailed in Section 2.1 below. The subscript ε encodes the characteristic scale of variation of the matrix field A ε . For instance, one may think of the case A ε pxq " A per px{εq for a fixed Z d -periodic matrix field A per , although all what follows is not restricted to that particular case. It is well-known that, for ε small (comparatively to the size of D), and not necessarily infinitesimally small, the direct computation of the solution to (1) is expensive since, in order to capture the oscillatory behavior of A ε and u ε , one has to discretize the domain D with a meshsize h ! ε. The computation becomes prohibitively expensive in a multi-query context where the solution u ε pf q is needed for a large number of right-hand sides f (think, e.g., of a time-dependent model where (1) , or a similar equation, should be solved at each time step t n with a right-hand side f pt n q, or of an optimization loop with f as an unknown variable, where (1) would encode a distributed constraint). Alternatives to the direct computation of u ε exist. Depending on the value of ε, the situation is schematically as follows.
‚ For ε ă ε, where ε is a given, medium-dependent threshold (typically ε « sizepDq{10), one can consider that homogenization theory [3, 13, 19] provides a suitable framework to address problem (1) . That theory ensures the existence of a limit problem for infinitely small oscillations of the coefficient A ε . The limit problem readś
The matrix-valued coefficient A ‹ is (i) non-oscillatory, (ii) independent of f , and (iii) given by an abstract definition that can become more or less explicit, depending on the assumptions concerning the structure of A ε (and the probabilistic setting in the random case). The solution to the homogenized problem (2) can be considered an accurate L 2 -approximation of the oscillatory solution to (1) as soon as the size ε of the oscillations of A ε is sufficiently small.
There are several cases for which the abstract definition giving A ‹ can be made explicit. The simplest examples are (i) periodic coefficients of the form A ε pxq " A per px{εq, with A per a Z d -periodic matrix field, and (ii) stationary ergodic coefficients of the form A ε px, ωq " A sto px{ε, ωq, with A sto a (continuous or discrete) stationary matrix field. In both cases, one can prove that A ‹ is a deterministic constant (i.e. independent of x) matrix, for which a simple explicit expression is available. Whenever a corrector (in the terminology of homogenization theory, see [3, 13, 19] and (12)- (13) below) exists, it is in addition possible to reconstruct an H 1 -approximation of the solution to (1), using the solutions to the corrector problem and to the homogenized problem (2) .
Practically, whenever an explicit definition is available for A ‹ , one can compute an approximation of the oscillatory solution to (1) by solving the non-oscillatory problem (2) . The advantage is obviously that the latter can be solved on a coarse mesh. The cost of the method then lies in the offline computation of A ‹ .
‚ For ε ě ε, the size of the oscillations is too large to consider that homogenization theory provides a suitable framework to approximate problem (1) , and one may use, in order to efficiently compute an approximation of u ε , dedicated numerical approaches.
or Kornhuber and Yserentant [14] , on localization and subspace decomposition. Many more examples of approaches are available in the literature.
The MsFEM approach (as well as the LOD approach) is essentially based on an offline/online decomposition of the computations. In the first step, local problems are solved at the microscale, in order to compute oscillatory basis functions. Each basis function is obtained by solving an oscillatory problem posed on a macro-element or on a patch of macro-elements. These oscillatory problems do not depend on the right-hand side f , and are independent one from another. In the second step, the global problem, which depends on the right-hand side f , is solved. The second step is performed, e.g., by considering a Galerkin approximation on the multiscale discrete space built in the offline step. The original online cost of solving an oscillatory problem on a fine mesh (using a discrete space at one single fine scale) is reduced to solving an oscillatory problem on a coarse mesh consisting of macro-elements (using a multiscale discrete space).
These methods provide an H 1 -approximation of the oscillatory solution u ε . Note that they are (a priori) applicable without any restriction on the structure of A ε , and are also applicable, and indeed applied, in the regime ε ă ε. Note also that, in the stochastic setting, the computations must be performed ω by ω, for "each" realization ω of the random environment.
The finite element Heterogeneous Multiscale Method (HMM) introduced by E and Engquist [8] is another popular multiscale technique. It is however based on a different perspective. Its aim is to compute an approximation of the coarse solution u ‹ by means of local averages of the oscillatory coefficient A ε .
One way or another, all these approaches rely on the knowledge of the coefficient A ε . It turns out that there are several contexts where such a knowledge is incomplete, or sometimes merely unavailable. From an engineering perspective (think, e.g., of experiments in Mechanics), there are numerous prototypical situations where the response u ε pf q can be measured for some loadings f , but where A ε is not completely known. In these situations, it is thus not possible to use homogenization theory, nor to proceed with any MsFEM-type approach or with the similar approaches mentioned above.
We have discussed above two possibilities to address multiscale problems such as (1), using either the homogenization theory or dedicated numerical approaches. Restricting our discussion to homogenization theory, we can identify three limitations, quite different in nature, to the practical application of the theory:
‚ First, homogenization theory has been developed in order to address the case of infinitely small oscillations of the coefficients, and is hence not appropriate for media such that ε ě ε. In practice, one may for instance want to evaluate the effective coefficients (such as the Poisson ratio and the Young modulus for problems in Mechanics) of a medium for which ε ě ε. It is always possible (if an explicit definition is available) to compute A ‹ , considering on purpose the (fictitious) limit of infinitely small oscillations, but there is no reason for that A ‹ to be an accurate approximation of the medium it is supposed to describe.
‚ Assume that an explicit expression is available for A ‹ . A practical limitation is that, in most cases except for the somewhat ideal case of periodic coefficients (with a known period), the computation of A ‹ by classical methods is expensive. For instance, in the stochastic setting, the computation of A ‹ requires to solve, many times, a corrector problem set on a truncated approximation of an asymptotically infinitely large domain. This is especially challenging in the stationary ergodic case with long-range correlations. Note that equivalent limitations appear for MsFEM-type or similar approaches in the stochastic setting.
‚ Another evident limitation shows up when one examines the homogenized limit of (1) for a coefficient A ε such that no explicit expression is available for A ‹ (although A ε is well-known, and although the homogenized limit of (1) is known to read as (2) ). This case might occur as soon as A ε is not the rescaling Ap¨{εq of a simple (periodic, quasi-periodic, random stationary, . . . ) function A.
Finding a pathway alternate to standard approaches is thus a practically relevant question. Given our discussion above, we are interested in approaches valid for the different regimes of ε, which make no use of the knowledge on the coefficient A ε , but only use some (measurable) responses of the medium (obtained for certain given solicitations). Questions similar in spirit, but different in practice, have been addressed two decades ago by Durlofsky in [7] . They are similar in spirit because the point is to define an effective coefficient only using outputs of the system. They are however different in practice because the effective matrix is defined by upscaling, and hence the approach of [7] is local. This approach is indeed based on considering, in a representative elementary volume, some particular problems (with zero loading and suitable boundary conditions), for which the solutions in the case of homogeneous coefficients are affine and write as independent of these homogeneous coefficients. Considering d choices of such problems (that is, d choices of boundary conditions), and postulating the equality of the fluxes respectively resulting from the original oscillatory and homogeneous equivalent problems, one determines the coefficients of an "effective" matrix. Several variants exist in the literature, as well as many other approaches.
The original approach we introduce in this article improves on an earlier version briefly presented in [16] . Our approach is global, in the sense that it uses the responses of the system in the whole domain D. Note of course that it can be used locally as an upscaling technique, for instance in problems featuring a prohibitively large number of degrees of freedom.
In passing, we note that our approach provides, at least in some settings, a characterization of the homogenized matrix which is an alternative to the standard characterization of homogenization theory (see Proposition 5 below). To the best of our knowledge, this characterization has never been made explicit in the literature.
Throughout this article, we restrict ourselves to cases when problem (1) admits (possibly up to some extraction) a homogenized limit that reads as problem (2) , where the homogenized matrix coefficient A ‹ is deterministic and constant.
This restrictive assumption on the class of A ‹ (and thus on the structure of the coefficient A ε in (1), and on the probabilistic setting in the random case) is useful for our theoretical justifications, but not mandatory for the approach to be applicable (see Section 1.3 below).
Presentation of our approach
We now sketch, for a coefficient A ε that we take for simplicity deterministic, the idea underlying our approach. Let S denote the set of real-valued dˆd positive-definite symmetric matrices. For any constant matrix A P S, consider generically the problem with constant coefficientś
We investigate, for any value of the parameter ε, how we may define a constant matrix A ε P S such that the solution u ε to problem (3) with matrix A " A ε best approximates the solution u ε to (1). Note that, since A ε is constant, its skew-symmetric part plays no role in (3). We hence cannot hope for characterizing the skew-symmetric part of A ε . Without loss of generality, we henceforth make the additional assumption that the homogenized matrix A ‹ is symmetric and that we seek a best (constant) symmetric matrix. Should A ‹ not be symmetric, it is replaced in the sequel by its symmetric part. In [16] , the constant matrix A ε is defined as a minimizer of inf
where we have emphasized the dependency upon the right-hand side f of the solutions to (1) and (3) . The use of a L 2 norm in (4) (and not of e.g. a H 1 norm) is reminiscent of the fact that, for sufficiently small ε, we wish the best constant matrix to be close to A ‹ , and that u ε converges to u ‹ in the L 2 norm but not in the H 1 norm. Note that problem (4) is only based on the knowledge of the outputs u ε pf q (that could be, e.g., experimentally measured), and not on that of A ε itself. Note also that, in practice, we cannot maximize upon all right-hand sides f in L 2 pDq (with unit norm). We therefore have to replace the supremum in (4) by a maximization upon a finite-dimensional set of right-hand sides, which we will have to select thoughtfully (see Section 3.1.1).
In this article, we keep the same type of characterization for A ε as in [16] (that is, through an inf-sup problem), but we use a slightly different cost function than in (4). The constant matrix A ε is here defined as a minimizer of
where p´∆q´1 is the inverse laplacian operator supplied with homogeneous Dirichlet boundary conditions: for any g P H´1pDq, z " p´∆q´1g is the unique solution in
The cost function of (5) is related to the one of (4) through the application, inside the L 2 norm of the latter, of the zero-order differential operator p´∆q´1`divpA∇¨q˘. Note that, in sharp contrast with (4), the function p´∆q´1`divpA∇u ε pf qq`f˘ 2 L 2 pDq used in (5) is a polynomial function of degree 2 in terms of A, a property which brings stability and significantly speeds up the computations. The specific choice (5) has been suggested to us by Albert Cohen (Université Pierre et Marie Curie).
Remark 1. The reason to choose f P L 2 pDq in (5), rather than f P H´1pDq, is discussed in Remark 4 below.
Several criteria can be considered to assess the quality and the usefulness of our approach: (i) asymptotic consistency: does the sequence A ε ( εą0 of best matrices, defined as minimizers of (5), converge, when ε goes to 0, to the homogenized matrix A ‹ ? If this is indeed the case, the approach provides an approximation for the homogenized matrix alternate to standard homogenization (note, in particular, that our approach does not require solving a corrector problem).
(ii) efficiency: practically, is this best matrix A ε efficiently computable? In particular, how many right-hand sides does its computation really require?
(iii) L 2 -approximation: for any fixed ε, not necessarily small, how well does the solution u ε to (3) with matrix A ε approximate the reference solution u ε to (1) in the L 2 norm?
(iv) H 1 -approximation: using A ε , is it possible to reconstruct (if possible for a marginal additional cost) an accurate approximation of u ε in the H 1 norm? Recall that in homogenization theory, a corrector problem must be solved to compute the homogenized matrix, but once this is performed, one can reconstruct an H 1 -approximation of u ε using the solution of the latter problem at no additional cost.
Outline and perspectives
The article is organized as follows. To begin with, we introduce in Section 2 the assumptions we will make throughout the article, and we recall the basics of homogenization. We formalize our approach in Section 3. We establish an asymptotic consistency result (thereby positively answering to Question (i) above, see Proposition 5), and we explain how the best matrix we compute can be used to construct an approximation in the H 1 norm of the oscillatory solution (hence addressing Question (iv) above). We also detail how to approximate the infinite-dimensional space
by a finite-dimensional space of the form Span tf p , 1 ď p ď P u for some appropriate functions f p (see (21) below). In Section 4, we explain how the problem of finding the best constant matrix can be efficiently solved in practice (thereby answering to Question (ii)).
Finally, in Section 5, we present, as a practical answer to Questions (i), (ii), (iii) and (iv), a number of representative numerical experiments, both in the periodic and stationary ergodic settings, and we provide some comparison with the classical homogenization approach. We show in particular that choosing a small number P of right-hand sides (in practice, we often set P " dpd`1q{2) is sufficient for our approach to provide accurate results.
We emphasize that the aim of the numerical experiments described in Section 5 is different in the periodic setting and in the stochastic setting. In the former case, computing the homogenized matrix is inexpensive, and thus we cannot hope for our approach (which requires solving highly oscillatory equations) to outperform the classical homogenization approach in terms of efficiency. The periodic setting is hence to be considered as a validation setting.
The situation is entirely different in the stochastic setting, which is much more challenging. In that setting, our approach can compete as far as Questions (ii), (iii) and (iv) are concerned. We show that, for an essentially identical computational cost compared to the standard homogenization approach, our approach allows us to compute a more accurate approximation of the solution u ε to the highly oscillatory equation, both in L 2 and in H 1 norms.
More importantly, the reader should bear in mind that our approach targets practical situations where the information on the oscillatory coefficients in the equation may be incomplete. The comparison with standard homogenization approaches which is performed in Section 5 is hence somewhat unfair for our approach, as the former approaches need a complete knowledge of the coefficient A ε , whereas ours does not.
There are several possible follow-ups for this work:
• First, one can perform a detailed study of the robustness of the approach with respect to imprecise data, assuming for instance that we only have access locally to coarse averages of the outputs u ε pf q or ∇u ε pf q.
• Second, the extension to nonlinear equations may be studied, where the oscillatory problem is formulated as the optimization problem
where the function ξ P R d Þ Ñ Kp¨, ξq is strictly convex. In a multi-query context, our approach (and this is also true for other approaches) is even more interesting for nonlinear equations than for linear ones. Indeed, however large the parameter ε is, solving a nonlinear oscillatory equation for a large number of right-hand sides is prohibitively expensive. In contrast, in the linear case, as soon as the LU decomposition of the stiffness matrix can be computed and stored, i.e. as soon as ε is not too small, the cost for computing several solutions becomes almost equal to the cost for computing one. The computational workload thus remains affordable. This is not the case in a nonlinear context.
• Third, the approach may be extended to homogenized matrices that are not constant. Indeed, as soon as some additional information is available on A ‹ , one could adequately modify the search space for A in (4) or (5) . For instance, the case of a slowly varying matrix A ‹ pxq, depending upon x P D in a sense to be made precise, can be considered. Following a suggestion by Albert Cohen, it may also be possible to balance the dimension of the space in which A is searched with the amount of noise present in the problem (which is related to the value of ε) and the number of fine-scale solutions that are available (here the dimension P of the space (21) introduced below).
Preliminaries
We describe the stationary ergodic setting we adopt. This setting includes, as a particular case, the periodic case. For a more detailed presentation of the particular stochastic setting we here consider, we refer to the theoretically-oriented articles [4, 5] , to the numerically-oriented articles [6, 15] , and to the review article [2] (as well as to the extensive bibliography contained therein). For more insight on stochastic homogenization in general, we refer the reader to the seminal contribution [18] , to [10] for a numerically-oriented presentation, as well as to the classical textbooks [3, 13] . The reader familiar with that theory may easily skip this section and directly proceed to Section 3.
Assumptions
Recall that D denotes an open, bounded subset of R d , d ě 1. Let pΩ, Z, Pq be a probability space, on which we assume an ergodic structure, and let EpXq "
ż Ω Xpωq dPpωq be the expectation of any random variable X P L 1 pΩ, dPq. We consider problem (1), which reads, in the stochastic setting, aś
where the function f P L 2 pDq is independent of ε and deterministic (see Remark 4 below for a discussion on the choice of taking f in L 2 pDq).
We assume that A ε px, ωq " A sto px{ε, ωq,
where A sto is such that there exist deterministic real numbers α, β ą 0 such that
with
) .
In addition, we assume that A sto is a discrete stationary matrix field. A complete description of the discrete stationary ergodic setting we here consider can be found, e.g., in the review article [2, Section 2.2]. For brevity, we only mention here that the purpose of this setting is to formalize the fact that, even though realizations may vary, the matrix A sto at point y P R d and the matrix A sto at point y`k, k P Z d , share the same probability law. The local, microscopic environment (encoded in the oscillatory matrix field A ε px, ωq " A sto px{ε, ωq) has a εZ d -periodic structure on average. Assumption (8) ensures the existence and uniqueness of the solution to (6) in H 1 0 pDq, almost surely. Furthermore, almost surely, the solution u ε p¨, ωq to (6) converges (strongly in L 2 pDq and weakly in H 1 pDq) to some u ‹ P H 1 0 pDq solution to (2) , where the homogenized matrix A ‹ is deterministic, constant and belongs to S α,β . As is well-known, A ‹ is independent of the right-hand side f in (6).
Remark 2. The above discussion is not restricted to the discrete stationary setting. We could as well have considered the continuous stationary setting, where the probability law of Apy, ωq does not depend on y.
Remark 3. The form of the homogenized equation (2) is in this context identical to that of the original equation (1). This is not a general fact. Although definite conclusions are yet to be obtained, there are all reasons to believe that the practical approach we introduce in this article carries over to cases where the homogenized equation is of a different form.
The periodic setting is a particular case of the above discrete stationary setting, when A is independent of ω. This amounts to assuming that
with A per a Z d -periodic matrix field such that
Classical homogenization approach
We briefly recall here the basics of homogenization. We focus the presentation on the stationary ergodic setting. The easy adaptation to the periodic setting is briefly commented upon.
Let Q " p0, 1q d . In the discrete stationary ergodic setting, the (deterministic, constant and symmetric) homogenized matrix A ‹ reads, for all 1 ď i, j ď d, as
where pe 1 , . . . , e d q denotes the canonical basis of R d , and where, for any p P R d , w p is the solution (unique up to the addition of a random constant) to the so-called corrector equation
In the periodic case A ε pxq " A per px{εq, the corrector equation reads as
and the homogenized matrix A ‹ is given by
In sharp contrast with the periodic case where, precisely by periodicity, it is sufficient to solve the corrector equation (13) on the unit cell Q, the corrector equation (12) must be solved in the discrete stationary ergodic setting on the entire space R d . As pointed out in the introduction, this is computationally challenging. In practice, one often considers a truncated corrector equation posed, for an integer
The random matrix A N ‹ pωq, approximation of the deterministic homogenized matrix A ‹ given by (11) , is defined, for all
Almost surely, it converges, in the limit of infinitely large domains Q N , i.e. when N Ñ 8, to the (deterministic) matrix A ‹ (see [6] ). Since A N ‹ pωq is random, it is natural to consider M independent and identically distributed (i.i.d.) realizations of the field A sto , say (14) and compute (15) for each of them, and define
as a practical approximation to A ‹ . Owing to the strong law of large numbers, we have that lim
Formalization of our approach
The approach we introduce below applies, up to minor changes, to both the periodic and the stationary ergodic settings. We however recall from Section 1.3 that only the stochastic setting (and more difficult cases) is practically relevant for our approach. For simplicity and clarity, we first present the full study of the approach in the periodic setting (see Sections 3.1, 3.2 and 3.3). We next discuss its extension to the stationary ergodic setting in Section 3.4.
Inf sup formulation
As exposed in the introduction and expressed in formula (5), we are going to seek a constant, symmetric, positive-definite matrix A ε , so that problem (3) with matrix A ε best approximates problem (1) . To do so, we consider the problem introduced in (5), that is
where
and where, for any A P R dˆd sym (the space of dˆd real symmetric matrices) and any f P L 2 pDq,
Note that formula (18) is well-defined since divpA∇u ε pfclearly belongs to H´1pDq for all A P R dˆd sym and f P L 2 pDq. We observe, as briefly mentioned in Section 1.2, that the cost function Φ ε p¨, f q depends quadratically upon A. From a computational viewpoint, in an iterative algorithm solving (5) or (17) that successively optimizes on f and A, minimizing Φ ε with respect to A for a fixed f P L 2 n pDq thus reduces to the simple inversion of a small linear system with dpd`1q{2 unknowns (see Section 4.3.3). This is in sharp contrast with our former formulation (4). Of course, in both formulations (4) or (5), for ε fixed, it is not guaranteed that our numerical algorithm captures the value I ε defined by (17) . It only captures an approximation of it.
For both approaches (4) and (5), one can prove an asymptotic consistency result for the sequence A ε ( εą0 : see Proposition 5 below in the case of (5) and [16] in the case of (4) . As the proof is essentially identical for both approaches, we only detail it for the present choice (5) (see Appendix A below) and briefly point out to the case (4) considered in [16] in Remark 6 below.
In order to gain further insight, and before stating the asymptotic consistency result, we first study, separately and for a fixed value of ε, the maximization and minimization problems involved in (17).
The sup problem
We show here that, for any fixed A P S, the maximization problem over f that is involved in (17) , namely sup f PL 2 n pDq Φ ε pA, f q, is attained, and discuss how it can be solved in practice.
Let A P S be given. We introduce the notation
and let p´∆ A q´1 be the operator defined by: for any g P H´1pDq, z " p´∆ A q´1g is the unique solution in
We denote by L´1 ε the linear, compact and positive-definite operator from L 2 pDq to L 2 pDq such that, for any f P L 2 pDq, L´1 ε f " u ε pf q, where u ε pf q is the unique solution in H 1 0 pDq to (1). Starting from (18) , it can be easily shown that
is a compact, self-adjoint and positive semi-definite linear operator from L 2 pDq to L 2 pDq. The eigenvalues of H A ε are thus nonnegative real numbers forming a sequence that converges to zero. We denote by λ A ε,m and f A ε,m the largest eigenvalue of H A ε and an associated normalized eigenvector, respectively. In view of (19), we have
and the supremum is attained at f A ε,m , which is hence a solution to the sup problem involved in (17) .
In practice, instead of looking for the largest eigenvalue (and the associated eigenvector) of H A ε in the infinite-dimensional space L 2 n pDq, our approach consists in approximating this space L 2 n pDq by a finite-dimensional subspace of the form
where pf 1 , . . . , f P q is an orthonormal family of functions in L 2 pDq.
We discuss the choice of the dimension P and of the family of functions tf p u 1ďpďP . First of all, in the light of Lemma 15 below (see also Section 3.2), it seems in order to choose the dimension of V P n pDq such that P ě dpd`1q{2. We now proceed, considering the regime ε small. Let A ‰ A ‹ be fixed. Homogenization theory states that, for ε sufficiently small, the operator L´1 ε (considered as an operator from L 2 pDq to L 2 pDq) is close to the operator p´∆ A‹ q´1. Thus the operator H A ε defined by (20) is expected to be well-approximated by
Up to the extraction of a subsequence, the eigenvector f A ε,m we are seeking thus satisfies, by homogenization theory on eigenvalue problems,
where f A ‹,m is a normalized eigenvector associated with the largest eigenvalue of H A ‹ . In view of the expression (22) of the limit operator, it seems natural to choose for the family of functions tf p u 1ďpďP the first P (normalized) eigenvectors of the laplacian operator in the domain D. For small values of ε, say ε ă ε, we show that considering P " dpd`1q{2 functions f p is sufficient. This threshold dpd`1q{2 is at least intuitive thinking at the case of a constant symmetric matrix A and the set of equations ÿ 1ďi,jďd´A i,j B ij u p " f p . In order to determine the dpd`1q{2 coefficients A i,j , the correct number of right-hand sides f p to consider is dpd`1q{2. The fact that it is indeed sufficient is made precise in the proof of Proposition 5 below (see in particular Lemma 15) and in Remark 8 below.
When the parameter ε takes larger values, say ε ě ε, the operator H A ε cannot be anymore approximated by the operator (22) (with constant coefficients), and it may thus be necessary in that case to consider a larger number P ą dpd`1q{2 of functions. We refer to Section 5 for concrete examples.
Remark 4. We discuss here why we have chosen to work with right-hand sides f of the equation (e.g. (6)) in L 2 pDq rather than in H´1pDq. We have here considered sup
, and we could have considered sup
H´1pDq
. Since L 2 pDq Ă H´1pDq, we of course have sup
.
Using the density of L 2 pDq in H´1pDq and the continuity of Φ ε pA,¨q in H´1pDq, we actually get
The right-hand side of (23) is of course different from the quantity sup
, which we have considered in this article. Our choice is motivated by the fact that it is easier in practice to manipulate functions of unit L 2 -norm. From the theoretical viewpoint, similar results would have been obtained with the left-hand side of (23).
The inf problem
We discuss here how to efficiently solve the minimization problem over A that is involved in (17) , namely inf
Let f P L 2 n pDq be fixed. It can be easily shown, starting from (18) and using the linearity of both the divergence and inverse laplacian operators, that
where the fourth-order tensor B ε pf q, the matrix B ε pf q and the scalar bpf q, which all depend on f , are given, for integers 1 ď i, j, k, l ď d, by
Practically, the inf problem (24) (with fixed f ) is solved on the whole set R dˆd sym of symmetric matrices, instead of considering the subset S of positive-definite symmetric matrices. Under this simplification, solving the inf problem (24) amounts to considering the linear system
This system is low-dimensional and inexpensive to solve. In our numerical experiments, we have observed that the problem (26) always has a unique solution in R dˆd sym , for all the functions f that our algorithm explores. In addition, this solution is in S.
Asymptotic consistency
We study here problem (17) in the limit of a vanishing parameter ε. We introduce the notation
Note that Φ ε is nonnegative. Consequently, for any ε, problem (17) admits a quasi-minimizer, namely a matrix A 5 ε P S such that
The following proposition holds.
Proposition 5 (Asymptotic consistency, periodic case). Consider problem (17) , that is
In the periodic setting, namely under the assumptions (9) and (10), the following convergence holds:
Furthermore, for any sequence
of quasi-minimizers of (17), we have
The proof of these results, which is postponed until Appendix A, relies on two facts:
1. The homogenized matrix A ‹ P S α,β Ă S can be used as a test-matrix in (28). In view of Lemma 14 below, it satisfies lim εÑ0 Φ ε pA ‹ q " 0, which directly implies (29);
2. We show in Lemma 15 below that there exist dpd`1q{2 right-hand sides f ‹,k P L 2 n pDq such that the knowledge of f ‹,k and of u ‹,k solution to (2) with right-hand side f ‹,k , 1 ď k ď d pd`1q{2, is sufficient to uniquely reconstruct the constant symmetric matrix A ‹ . The proof of (30) relies on this argument and on (29). We denote
this set.
We do not know whether, for ε fixed, the infimum in (17) is attained, unless ε is sufficiently small (see Remark 17 in Appendix A.2 below). We will proceed throughout the article manipulating quasi-minimizers in the sense of (28).
Remark 6. The analysis of the approach (4) introduced in [16] relies on the same arguments as the approach introduced here: Lemma 15, and the equivalent of Lemma 14 for the functional considered in [16] , that is lim εÑ0 Ψ ε pA ‹ q " 0, where, for any A P S,
Remark 7. Note that the assumptions (9) and (10) are not necessary to prove the results (29) and (30). All that needs to be assumed is that the sequence of matrices tA ε u εą0 converges, in the sense of homogenization, to a constant and symmetric homogenized matrix A ‹ . In that vein, we will see in Section 3.4 below that the conclusions of Proposition 5 carry over to the specific stochastic case we consider there.
Remark 8. Consider the set F defined by (31), and let
This problem is, in principle, easier to solve than (17), as we replaced the supremum over f P L 2 n pDq by a maximization over the finite set
as ε Ñ 0 (we refer to Remark 16 below for details). Similarly to (17), the approach (32) is therefore asymptotically consistent. Note however that, in practice, the functions of the set F defined by (31) are unknown.
We note that Proposition 5 provides, in the setting described in Section 2.1, a characterization of the homogenized matrix which is an alternative to the standard characterization of homogenization theory. To the best of our knowledge, this characterization has never been made explicit in the literature.
Approximation of u
As a consequence of Proposition 5, we note that u ε , solution to (3) with matrix A ε , is an accurate approximation of u ε in the L 2 norm, but not in the H 1 norm. Indeed, when ε goes to zero, A ε converges to A ‹ . Hence, for ε sufficiently small, u ε is an accurate H 1 -approximation of u ‹ solution to (2) . In addition, from homogenization theory, we know that u ‹ is an accurate L 2 -approximation of u ε . This implies that lim εÑ0 }u ε´uε } L 2 pDq " 0.
Note also that u ‹ and u ε are not close to each other in the H 1 norm, and hence u ε is not an accurate approximation of u ε in the H 1 norm. We present here an approach to reconstruct such an approximation.
In many settings of homogenization theory (and in particular in the periodic setting we consider here), once the corrector problems are solved to compute the homogenized matrix, one can consider the two-scale expansion (truncated at the first-order)
where w θ i e i is the unique solution with mean value θ i P R to the periodic corrector equation (13) for p " e i . It is well-known that this two-scale expansion approximates u ε in the H 1 norm, in the sense that, under some regularity assumptions (see e.g. [1] ), we have
for a constant C independent of ε.
Remark 9. From the theoretical perspective, the mean value θ of the correctors is irrelevant, and the estimate (34) holds for any fixed θ. From the numerical perspective, the error
slightly depends on θ, in particular when ε is not asymptotically small. In view of the numerical tests described in Section 5 below (see e.g. (68)), we keep track of this parameter.
Computing the gradient of (33), we deduce from (34) that
where the dˆd matrix C ε is given by
Our idea for constructing an approximation of ∇u ε is to mimick formula (35) and seek an approximation under the form C ε ∇u ε . Once the best matrix A ε has been computed, we compute a surrogate C ε of C ε by solving the least-squares problem
for a given number R of right-hand sides.
In practice, the right-hand sides f r selected for (37) are the first R basis functions of the space V P n pDq defined by (21), with R such that
This choice makes the H 1 -reconstruction an inexpensive post-processing procedure once the best matrix is computed, as we already have at our disposal u ε pf r q for 1 ď r ď R.
Remark 10. In our numerical experiments, we have observed that the surrogate C ε that we construct is indeed oscillatory, and essentially periodic when A ε is periodic. This is expected since C ε is meant to be an approximation of C ε .
In practice, we independently identify each row of C ε , by considering (for any 1 ď i ď d) the least-squares problem
We next define the matrix C ε by "
In our numerical experiments, the functions u ε and u ε are approximated by u ε,h and u ε,h using a P 1 Finite Element Method, and c i ε is searched as a piecewise constant function. The value of c i ε on an element T is defined by the problem
where the restrictions of B i u ε,h and ∇u ε,h to any element T are constant. This problem is ill-posed if R ă d, since, in this case, there exists vectors in R d orthogonal to all r∇u ε,h pf r qs |T , 1 ď r ď R. We thus always take R ě d. To avoid technicalities related to the P 1 discretization of u ε , only mesh elements not contiguous to the boundary of D are considered in the minimization (38).
The stationary ergodic setting
We have focused in Sections 3.1, 3.2 and 3.3 on the periodic setting. We now briefly turn to the stochastic ergodic setting. We introduce the modified cost function Φ sto ε defined, for any A P R dˆd sym and f P L 2 pDq, by
Note that Φ sto ε is a deterministic quantity. The difference with the cost function Φ ε defined by (18) in a deterministic context is that Φ sto ε involves Epu ε pfrather than u ε pf q. We next amend the inf sup problem (17) in the following way. For a given value of ε, we look for a best deterministic matrix A ε P S that solves the problem
All the considerations of Sections 3.1, 3.2 and 3.3 carry over, up to minor adjustments, to the present stochastic setting. Under assumptions (7) and (8), asymptotic consistency can be proved for any sequence tA 5 ε P Su εą0 of quasi-minimizers of (40). The adaptation of the proof of Proposition 5 to the stochastic setting is straightforward. It relies on the fact that, for any f P L 2 pDq, Epu ε pfis bounded in H 1 pDq. Indeed, using that α ď A ε p¨, ωq ď β almost surely, we have u ε p¨, ωq H 1 pDq ď C α f L 1 pDq almost surely (where C is a deterministic constant only
ı is bounded. Using the Cauchy-Schwarz inequality, we infer that Epu ε pfis indeed bounded in H 1 pDq. We eventually get that ∇Epu ε pfweakly converges, and Epu ε pfstrongly converges, in L 2 pDq and when ε goes to zero, to ∇u ‹ pf q and u ‹ pf q, respectively, where u ‹ pf q is the solution to (2).
The H 1 -reconstruction procedure presented in Section 3.3 is adapted to the stationary ergodic setting as follows. It is known that, almost surely, u ε p¨, ωq weakly converges in H 1 pDq towards u ‹ when ε goes to zero. As in the periodic setting, the correctors allow to obtain a strong convergence in H 1 pDq, in the sense that (see [18, Theorem 3] )
where w e i is the unique solution with vanishing mean value to the stochastic corrector equation (12) for p " e i (in contrast to the periodic case, see Remark 9, we only consider here correctors with vanishing mean, for the sake of simplicity). The equations (41)-(42) imply that
We have chosen to look for an approximation of Ep∇u ε q as follows. Once the best matrix A ε has been computed, we compute a surrogate C ε of C ε by solving the least-squares problem
for a given number R of right-hand sides, which are selected as in the periodic setting (see Section 3.3). Eventually, E r∇u ε p¨, ωqs is approximated by C ε ∇u ε .
Remark 11. Criteria (39) and (44) are arbitrary and selected upon practical considerations. Among the possible alternatives, we could have considered
ı instead of (39), and a similar alternative for the reconstruction (44).
We have not proceeded in any of these directions. Note also that, in [16] , we defined the minimization problems ω by ω and next took the expectation of the results. Of course, considering expectations in the cost functions results in significant computational savings, besides actually improving accuracy and robustness.
Implementation details to solve (40)
We detail here how problem (40), in the stationary ergodic setting, can be efficiently solved in practice. Problem (17) , in the periodic setting, is actually simpler to solve, and we skip the easy adaptation to that case.
The minimizer of (40) is denoted by A P,M ε,h , where h ! ε denotes the size of a mesh T h " tT u of the domain D, P denotes the dimension of the subspace V P n pDq of L 2 n pDq used to approximate the sup problem (see (21)), and M P N ‹ denotes the number of Monte Carlo realizations used to approximate Epu ε q in (39).
The algorithm consists of three steps:
(see Section 4.1). This is the most expensive step, as MˆP oscillatory problems of the type (6) are to be solved.
2.
Compute an approximation of p´∆q´1f p and of p´∆q´1 pB ij Eru ε pf p qsq (
1ďi,jďd
, for any 1 ď p ď P (see Section 4.2). This amounts to solving P p1`dpd`1q{2q problems with constant coefficients.
Solve problem (40) iteratively (see Section 4.3). Each iteration involves diagonalizing a
PˆP matrix and solving a linear system with dpd`1q{2 unknowns. The cost of this third step is negligible.
We now successively detail these three steps.
Approximation of
For any basis function f p of V P n pDq, 1 ď p ď P , we approximate Eru ε pf p qs by the empirical mean
where, for 1 ď m ď M , u ε,h pf p ; ω m q is the P 1 approximation on T h of u ε pf p ; ω m q, unique solution to (6) with the oscillatory matrix-valued coefficient A ε p¨, ω m q and the right-hand side f p . To compute (45) for all 1 ď p ď P , one has to (i) assemble M random stiffness matrices, (ii) assemble P deterministic right-hand sides, and (iii) solve MˆP linear systems. This step is the only one involving Monte Carlo computations, and is therefore the most expensive part of the whole procedure.
Precomputation of tensorial quantities
Once the computations of Section 4.1 have been performed, we assemble some tensors that are needed to efficiently solve the sup and inf problems involved in (40).
We first compute, for any 1 ď p ď P , the approximations z h pf p q and
on T h of p´∆q´1f p and p´∆q´1 pB ij Eru ε pf p qsq (
. In particular, z M,ij ε,h pf p q is such that,
Note that the following symmetry identity holds: z
ε,h pf p q. We next assemble, for all integers 1 ď i, j, k, l ď d and 1 ď p, q ď P , the quantities
We emphasize that the cost of this step depends on P but is independent of the number M of Monte Carlo realizations, and thus small in comparison to the cost of the operations described in Section 4.1 for typical values of M and P (in the numerical results reported on in Section 5, we have worked with M " 100 and P ď 9).
Solution of the fully discrete problem
Formulation
At this stage, the original problem (40) has been approximated by its fully discrete version
where, for any A P R dˆd sym and c " tc p u 1ďpďP P R P ,
Problem (49) is solved by iteratively considering the problem
with A P S fixed, and the problem
with c P R P fixed. We successively explain how we solve the sup problem (51) (for A P S fixed), the inf problem (52) (for c P R P fixed), and next describe the iterative algorithm that we have implemented to solve (49).
The sup problem (51)
Let A P S be fixed. One can easily observe that
where G M ε,h pAq is a symmetric, positive semi-definite, PˆP matrix which can be assembled at no additional cost using the precomputed quantities defined in (46)-(47)-(48) (see Appendix B for its exact expression). Solving the sup problem (51) (with fixed matrix A) hence amounts to finding a normalized eigenvector in R P associated with the largest eigenvalue of the matrix G M ε,h pAq. This is reminiscent of the eigenvalue problem discussed in Section 3.1.1. Practically, this eigenvector is computed using the power method. The cost of such a computation is negligible, owing to the small size of the matrix G M ε,h pAq (recall that P is typically small in comparison to M ). We denote by cpAq its solution and hence have
The inf problem (52)
Let c P R P , |c| 2 " 1, be fixed. We observe that
where B P,M ε,h pcq is a dˆdˆdˆd fourth-order tensor, B P,M ε,h pcq is a dˆd matrix and b P h pcq is a scalar that can all be assembled at no additional cost using the precomputed quantities defined in (46)-(47)-(48) (see Appendix B for their exact expressions). We recognize in Φ P,M ε,h the discrete equivalent of (25). The inf problem (52) (with fixed eigenvector c) is in practice solved as explained in Section 3.1.2, by considering the linear system (see (26))
Iterative algorithm
In the above description, we have considered either the sup problem (on c, with fixed A) or the inf problem (on A, for fixed c) involved in (49). We now assemble these two building blocks to build an algorithm to solve (49). Introducing
we recast (49) as I
We have seen (see (53)) that Φ P,M ε,h pAq " cpAq T G M ε,h pAq cpAq, where cpAq is an eigenvector of the matrix G M ε,h pAq. One can easily prove that, for any given in Appendix B, as "
Let 0 ă µ ă 1. In practice, we iterate as follows to solve problem (56). Let n P N and A n P S.
1. We compute c n " cpA n q solution to the sup problem (55) with fixed matrix A n .
2. We compute A n`1 5 P R dˆd sym solution to the linear system (54) with fixed eigenvector c n . As pointed out above, we assume that A n` 1 5 belongs to the convex subset S of R dˆd sym . It has always been the case in our numerical experiments.
We define the next iterate as
For the numerical results reported on in Section 5, we have worked with µ ď 0.1.
Since A n`1 is a convex combination of A n P S and A n`1 5 P S, we have A n`1 P S. The iterations are initialized using, say,
Let us briefly explain, at least formally, why the algorithm defined above enables to find a minimizer of (56). We assume the linear system (54) to be invertible, and we denote by is defined as the solution to (54) with eigenvector c n , we infer from (54) and (57) that
and thus A
The iteration (58) can be recast under the form
This is a quasi-Newton algorithm for the minimization of the function A Þ Ñ Φ P,M ε,h pAq, with a fixed step size µ and where the Hessian of Φ P,M ε,h with respect to A is approximated by B P,M ε,h . Note that each iteration of the algorithm is inexpensive in comparison with the cost of the operations described in Sections 4.1 and 4.2. Consequently, there is no real advantage in improving the optimization algorithm (58) (e.g. by optimizing the value of µ by a line search).
Numerical results
As pointed out in Section 1, our approach targets practical situations where the information on the oscillatory coefficients in the equation may be incomplete, and thus the other available approaches cannot be applied. It is nevertheless a legitimate question to investigate how our approach performs on standard test-cases in the periodic and stationary ergodic settings, and how it compares with the classical homogenization approach for small values of ε. As already pointed out in Section 1.3, and as detailed below (see Section 5.2.1), the aim of the numerical tests is different in the periodic setting and in the stochastic setting. It is also different if ε is asymptotically small or if ε takes larger values.
This section is organized as follows. In Section 5.1, we introduce the periodic and the stationary ergodic test cases considered. In Section 5.2, we present the numerical results obtained in the case of small values of ε. In Section 5.3, we address the case of larger values of ε.
Test-cases
We let d " 2 and the domain D be the unit square p0, 1q 2 . We fix the value of the parameter ε to sizepDq{10 " 10´1.
Periodic setting
We consider the test-case introduced in [16] , namely 
The coefficients of the corresponding homogenized matrix (obtained by solving the periodic corrector problem (13) on a very fine mesh) are
Stationary ergodic setting
We consider the random checkerboard test-case (studied e.g. in [16] ), namely
with a sto a discrete stationary field given by (recall that Q " p0, 1q 2 ) a sto px, y, ωq " ÿ
where the random variables X k are i.i.d. and such that PpX k " 4q " PpX k " 16q " 1{2. An explicit expression for the homogenized matrix is known in that case:
5.2 Results in the case ε ă ε
Objectives in the periodic case and in the stochastic case
In the regime ε ă ε, we know from Proposition 5 that our method can be seen as a practical variational approach for computing the homogenized matrix A ‹ . The remaining question is whether this approach is efficient or not, and particularly, compared with the classical approach in homogenization. Our approach (based on (17)- (18)) requires solving the highly oscillatory equations (1) set on the domain D, for P " dpd`1q{2 right-hand sides. In the periodic setting, the classical homogenization approach requires solving d non-oscillatory equations set on the unit cell Q. There is thus no hope to outperform the latter approach in terms of computational time. This setting is nonetheless considered as a validation and we investigate how our approach performs in terms of accuracy, for the approximation of the homogenized matrix, and for the approximation of u ε in the L 2 and H 1 norms.
The real, discriminating, test-case for our approach is the stationary ergodic setting. Indeed, classical homogenization then requires solving equations that are set on a truncated approximation Q N " p´N, N q d of an asymptotically infinitely large domain (see (14) in Section 2.2). The coefficients of these equations vary at scale 1. In that case, to hope for an accurate approximation of the homogenized matrix, one has to consider a meshsize H ! 1.
On the other hand, we consider a meshsize h ! ε to solve the highly oscillatory equations (set on the domain D) involved in our approach. We see that, up to an appropriate choice of the parameter H such that
where sizepDq is typically the diameter of D, the classical homogenization approach and ours involve solving linear systems of the same size. The computational workload for the two approaches is thus of the same order of magnitude, although not identical. We have decided to enforce (65) and to relate N in (14) and ε in (6) by
Note that imposing (66) is equivalent to enforcing ε{h " 1{H. We then compare the two methods in terms of solution time and accuracy. Obviously, for the two methods, the same number M of Monte Carlo realizations is used, and the same M realizations are considered.
Remark 12. Another possibility would have been to impose ε{h " 1{H and to adjust the size N of Q N in (14) so that both approaches exactly share the same workload. We did not pursue in that direction.
The numerical experiments reported in Section 5.2.4 show that, in the stochastic case, and for all the values of ε ă ε that have been considered, the approximation of A ‹ obtained by the classical homogenization approach is slightly more accurate than that obtained with our approach. In contrast, our approach provides a better L 2 -approximation and a better H 1 -approximation of Epu ε q. This is somewhat intuitive, as our approach is targeted toward the approximation of u ε rather than A ‹ . In terms of computational cost, our approach is slightly less expensive for moderately small values of ε, and slightly more expensive for asymptotically small values of ε (in any cases, the ratio of costs remains close to 1, see Figure 2 below).
Choice of the numerical parameters
We recall that the integer M denotes the number of i.i.d. realizations used to approximate the expectation in the cost function (39) (see (45)). We also recall that the integer P denotes the dimension of the set V P n pDq (defined in (21)) that is used to approximate the space L 2 n pDq in the sup problem. As explained in Section 3.1.1, we consider as basis functions of the set V P n pDq the first P normalized eigenvectors of the laplacian operator in the domain D. Because of the simple geometry of D, they are here analytically known. We take here P " d pd`1q{2, that is P " 3, which is the minimum dimension of the search space V P n pDq.
Results in the periodic setting
We consider the parameters tε k u 0ďkď6 such that ε 0 " 0.4 and ε k " ε k´1 {2 for 1 ď k ď 6. The associated meshsizes are th k u 0ďkď6 such that h k " ε k {r for r « 43, unless otherwise mentioned. We focus on the values tε k u 3ďkď6 , for which we have ε k ă ε.
The error in the approximation of the homogenized matrix is defined by
where A ‹ is taken equal to its reference value (61) and A P ε,h is the best matrix computed by our approach. The numerical results are collected in Table 1 . We observe that our approach provides an accurate approximation of the homogenized matrix. The accuracy of the approximation improves (in the limit of spatial resolution) as ε decreases. err_per_mat (ε{h « 86) 6.5399 10´4 3.5074 10´4 2.3749 10´4 X Table 1 : Approximation of A ‹ (err_per_mat) in function of ε (each line corresponds to a different value of the ratio ε{h). The test cases with ε too small and ε{h too large are prohibitively expensive to perform. They are marked with an X.
We now examine the approximation of u ε in the L 2 norm. We denote by ‚ u ε,h pf q the discrete solution to (1) with the periodic oscillatory coefficient given by (59)-(60) and the right-hand side f ; ‚ u ‹,h pf q the discrete solution to (2) with the homogenized matrix (61) and the right-hand side f ;
ε,h pf q the two-scale expansion (truncated at first-order) built from u ‹,h pf q (see (33)), where we use the periodic correctors solution to (13); ‚ u P ε,h pf q the discrete solution to (3) with the matrix A P ε,h and the right-hand side f (we recall that the matrix A P ε,h has been computed using a small number P of right-hand sides).
To assess the quality of the approximation of u ε,h by p
) in the L 2 norm, we define the criterion
Note that the supremum is taken over f P V Q n pDq, where Q " P . We take Q " 16, and we have checked, in all the cases considered below, that our results do not significantly change for a larger value of Q. The function p f ε P V Q n pDq denotes the argument of the inf sup problem in the numerator of (68). We hence compare u ε with its homogenized limit u ‹ , its first-order two-scale expansion u 1,θ ε (recall in this case that the correctors are defined up to an additive constant θ, over which we minimize the error in (68)), and the approximation u P ε provided by our approach. The numerical results are collected in Figure 1 .
We observe that the solution associated with the best matrix we compute indeed converges towards the exact solution, in the L 2 norm. We however recall that, in the present periodic setting, computing u P ε,h is much more expensive than computing u ‹,h or u ε,h (brown) and u P ε,h (black) in function of ε, for h such that ε{h « 43.
We next examine the H 1 error. For f P L 2 pDq, we denote by C ε,h ∇u ‹,h pf q the discrete equivalent of C ε ∇u ‹ pf q, the homogenization-based approximation of ∇u ε pf q, see (35)-(36) in Section 3.3. We recall that, in our approach, we seek an approximation of ∇u ε pf q under the form C ε ∇u ε pf q (see (37)), the discrete equivalent of which is computed as C R ε,h ∇u P ε,h pf q.
Recall that the integer R is the number of right-hand sides used to define the least-squares minimization problem (38) giving C R ε,h . Here, we take R " P " 3. To assess the quality of the approximation of ∇u ε,h , we define, for p
where, here again, the supremum is taken over a space V Q n pDq much larger than V P n pDq (we take Q " 16), and where p f ε P V Q n pDq denotes the argument of the sup problem. In (69), B represents the subset of D formed by the boundary elements of the discretization T h . We remove them in view of the discussion below (38). We thus compare ∇u ε with its approximation C ε ∇u ‹ provided by the two-scale expansion and with the approximation C R ε ∇u P ε provided by our approach. The numerical results are collected in Table 2 .
We observe that our approach provides an accurate H 1 -approximation of u ε . As ε goes to zero, the surrogate we compute is (roughly) a first-order convergent approximation of ∇u ε in the L 2 norm. As far as the homogenization-based approximation is concerned, we expect it to converge with order at least one half (see (34)). This is what we observe in practice, as long as ε is not too small. Otherwise, the error due to the meshsize dominates, and the error (69) does not decrease anymore when ε decreases. Table 2 : Approximation of ∇u ε in the L 2 norm (err_per_H1) by C ε,h ∇u ‹,h and C R ε,h ∇u P ε,h in function of ε, for h such that ε{h « 86. The test cases with ε too small are prohibitively expensive to perform. They are marked with an X.
Results in the stationary ergodic setting
We consider the parameters tε k u 0ďkď5 such that ε k " 2´p k`1q for 0 ď k ď 5. In agreement with formula (66), we couple these parameters to the parameters tN k u 0ďkď5 (defining the domain on which we solve the corrector problems (14)) such that N k " 2 k . The associated meshsizes th k u 0ďkď5 and tH k u 0ďkď5 are computed respectively letting h k " ε k {r for r « 27 (unless otherwise stated) and using (65). We focus on the values tε k u 3ďkď5 and tN k u 3ďkď5 , for which we have ε k ă ε. We consider M " 100 Monte Carlo realizations.
Before discussing the accuracy of our approach, we first compare its cost with that of the classical approach. We show on Figure 2 the ratio of the time needed to compute A P,M ε,h using our approach divided by the time needed to compute A N,M ‹,H by the classical homogenization approach. To compare the computational times, we make use of an implementation that does not exploit parallelism, and we solve the linear systems by means of an iterative solver. In view of Figure 2 , for the choice of parameters discussed in Section 5.2.1, our method is slightly faster than the standard homogenization approach for values of N up to approximately 14. This observation can be explained as follows. For the number M " 100 of Monte Carlo realizations that we consider, we can neglect, in our procedure, the cost of the precomputation and final optimization stages, in comparison to the Monte Carlo step (see Section 4). Hence, to compute A P,M ε,h , we have to (i) assemble M " 100 stiffness matrices, (ii) assemble P " 3 right-hand sides, and (iii) solve PˆM " 300 linear systems. In contrast, to compute A N,M ‹,H , one has to solve dˆM " 200 approximate corrector equations (14) , that is to say (i) assemble M " 100 stiffness matrices, (ii) assemble dˆM " 200 right-hand sides, and (iii) solve dˆM " 200 linear systems. Consequently, our approach necessitates solving 100 more linear systems, but assembling 200 less right-hand sides, than the classical homogenization approach. This explains what we observe. When the value of N is not too large, the assembly cost is higher than the inversion cost, and our approach is faster. We adapt to the stationary ergodic setting the accuracy criteria (67), (68) and (69) introduced in the periodic setting. The error in the approximation of the homogenized matrix is defined, for p
where A ‹ is taken equal to the exact value (64). We recall that A
N,M
‹,H is the practical approximation of A N,M ‹ defined in (16) , and that our approach consists in computing the best matrix A P,M ε,h following the procedure described in Section 3.4.
The numerical results are collected in Figure 3 , for several choices of the meshsizes. We observe that the matrix we compute converges to the homogenized matrix as N increases. However, for any value of N in the range we consider, the approximation of A ‹ obtained by the classical homogenization approach is slightly more accurate than the one obtained with our approach. As shown on Figure 2 , the former approach is as expensive as our approach for N « 14, and slightly less expensive for larger values of N .
8
16 32
10´2
10´1 .5 Figure 3 : Approximation of A ‹ by the classical homogenization approach (blue) and by our approach (black) in function of N , for M " 100 realizations. Since M is finite, the error err_sto_mat is actually random. We compute it 100 times. The thick line corresponds to the mean value over the 100 computations of the error. The dashed lines show the 95% confidence interval. Results obtained with h such that ε{h « 27 (resp. ε{h « 108) are denoted with x (resp. o).
Turning to the approximation of Epu ε q in the L 2 norm, we denote by ‚ u M ε,h pf q the expectation, as defined in (45), of the discrete solutions to (6) with the oscillatory coefficients given by (62)-(63) and the right-hand side f ; ‚ u ‹,h pf q the discrete solution to (2) To assess the quality of the approximation of u M ε,h by p
norm, we define the criterion
As in the periodic case, the supremum is taken over f P V Q n pDq with Q " 16 " P , and p f ε P V Q n pDq denotes the argument of the sup problem. The numerical results are collected in Figure 4 , for several choices of the meshsizes and of the total number M of realizations.
We observe that the solution associated with the best matrix we compute is a better L 2 -approximation (for the range of parameters considered here) of Epu ε q than the solutions associated with the exact or approximate homogenized matrices. Again, due to the small number P of right-hand sides we consider to compute A P,M ε,h , this good accuracy is not an immediate consequence of our practical procedure (it would have been if we had taken P extremely large). We also observe that the accuracy of the three approximations u ‹,h , u N,M ‹,h and u P,M ε,h improves when h decreases or when M increases, in somewhat a complex manner. In terms of cost, our approach is again less expensive than the classical approach for N ď 14. 8 16 32
10´1 .4
‹,h (blue) and u P,M ε,h (black) in function of N (curves with x: ε{h « 27 and M " 100; curves with o: ε{h « 108 and M " 100; curves with +: ε{h « 27 and M " 400; curves with˝: ε{h « 54 and M " 400).
We next turn to the H 1 -error. We denote by C N,M ε,h the approximation of the deterministic matrix C ε defined by (43) by an empirical mean over M realizations of the corrector functions, solution to (14) :
For f P L 2 pDq, we denote by C N,M ε,h ∇u ‹,h pf q and C
‹,h pf q the two discrete equivalents of C ε ∇u ‹ pf q, the homogenization-based approximation of E p∇u ε pf qq, obtained by using the exact homogenized matrix (64) and the matrix A N,M ‹,H , respectively, to compute an approximation of u ‹ pf q. In our approach, we seek a discrete approximation of E p∇u ε q under the form C
we define the criterion
where, here again, the supremum is taken over the space V Q n pDq for Q " 16 " P , p f ε P V Q n pDq denotes the argument of the sup problem, and boundary elements B are removed from the evaluation criterion, as in the periodic case (69). We recall that, in (71), u M ε,h pf q is the empirical mean (45) over M realizations of u ε,h pf ; ωq. It is thus an approximation to E ru ε pf qs.
The numerical results are collected in Table 3 . We see that our surrogate defines an approximation of Ep∇u ε q which is systematically better than that provided by the classical homogenization approach, for any choice of h and M .
Results in the case ε ě ε
In the regime ε ě ε, we quantitatively investigate whether the best constant matrix provided by our approach allows for an accurate approximation of the exact solution, in the L 2 norm in the sense of the criteria (68) or (70), and in the H 1 norm in the sense of the criteria (69) or (71).
We also consider below the criterion (67), only in the periodic setting. It is indeed interesting to quantify the threshold value of ε above which A ε is significantly different from A ‹ (let alone to understand the practical limitation of homogenization theory).
When considering large values of the parameter ε, it is necessary to consider P right-hand sides with P larger than dpd`1q{2 " 3, as pointed out in Section 3.1.1. This value depends on ε and is denoted P pεq.
Results in the periodic setting
We consider the set tε k u 0ďkď2 of parameters introduced in Section 5.2.3. For 0 ď k ď 2, we have ε k ě ε. We choose the number of right-hand sides as P pε 0 q " 9 and P pε 1 q " P pε 2 q " 5 (we recall that P pε k q " 3 for 3 ď k ď 6). Considering less right-hand sides significantly alters the approximation results, while considering more right-hand sides does not significantly improve these results. We consider the evaluation criteria (67), (68) and (69). We keep Q " 16 functions in the test-space V Q n pDq. For the H 1 -reconstruction, we choose the number of right-hand sides Rpεq such that Rpε 0 q " Rpε 1 q " 5 and Rpε 2 q " 3 (which satisfies Rpεq ď P pεq). The numerical results for the approximation of the homogenized matrix, the L 2 -approximation and the H 1 -approximation, are respectively collected in Table 4 , Figure 5 and Table 5 .
We observe on Table 4 that the approximation of the homogenized matrix provided by our approach highly improves when decreasing ε from ε " 0.4 to ε " 0.2. For ε ě 0.4, the homogenized matrix does not correctly describe the medium. Figure 5 confirms this observation when it comes to the solution itself. We have seen that, for ε " 0.4, A ‹ and A ε are significantly different. The solutions u ‹ and u ε " upA ε q are also significantly different, the latter being a much better L 2 -approximation of u ε than the former or the first-order two-scale expansion. For smaller values of ε, we already observe the behavior we have described in Section 5.2.3. Similar comments apply to the approximation of ∇u ε (see Table 5 ). in function of ε (here ε{h « 43). See Section 5.2.3 for a definition of these quantities.
Results in the stationary ergodic setting
We consider the sets tε k u 0ďkď2 and tN k u 0ďkď2 of parameters introduced in Section 5.2.4, for which we have ε k ą ε. We choose the number of right-hand sides as P pε 0 q " 9 and P pε 1 q " P pε 2 q " 5, and fix the number of Monte Carlo realizations to M " 100. We consider the evaluation criteria (70) and (71), with Q " 16 functions in the testspace V Q n pDq. For the H 1 -reconstruction, the number of right-hand sides is chosen to be Rpε 0 q " Rpε 1 q " 5 and Rpε 2 q " 3. Note that again Rpεq ď P pεq. The numerical results for the L 2 -and H 1 -approximation are respectively collected in Figure 6 and Table 6 .
Remark 13. We note that, when working with ε " ε 0 " 1{2, we have, in view of (66), N " N 0 " 1. In view of (62)-(63), it turns out that, in this case, there are only 16 different realizations of the field a sto . For this value of ε, the expectation is computed by a simple enumeration of all the possible realizations. For ε " ε 1 " 1{4, there are already 65,536 realizations, and expectations are computed by empirical means over M realizations.
On Figure 6 , we observe that the solution associated with the best matrix we compute is an approximation of Epu ε q (in the L 2 norm) generally more accurate than the solution associated with the exact homogenized matrix (since here N is small, the approximate matrix A N,M ‹ is not expected to be an accurate approximation of A ‹ ). Table 6 shows that our surrogate defines an approximation of Ep∇u ε q, the accuracy of which is comparable, and often much better, to that provided by the homogenization approach. For the small values of N considered here, our approach is less expensive than the classical homogenization approach.
10´0 .8 Figure 6 : Approximation of Epu ε q in the L 2 norm (err_sto_L2) by u ‹,h (red) and u P,M ε,h (black) in function of N . For N ě 2, all expectations are approximated by an empirical mean over M " 100 realizations. Since M is finite, results are random. We have performed the overall computation 10 times and show the corresponding 95% confidence interval (here ε{h « 27). The authors also acknowledge several constructive comments by the two anonymous referees, which have allowed to improve (in particular with Remarks 3 and 17) the original version of this manuscript.
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A Proof of Proposition 5
A.1 Preliminary results
Before we are in position to show Proposition 5, we first need to prove the following two preliminary lemmas, namely Lemma 14 and Lemma 15.
Lemma 14.
Under the assumptions (9) and (10), the following convergence holds:
We recall that Φ ε is defined by (27): for any A,
Proof of Lemma 14. We use the notations and results of Section 3.
and let C P ą 0 be a Poincaré constant for D, namely a constant such that, for any v P H 1 0 pDq,
Using standard a priori estimates, we have, for any f P L 2 pDq, that
Using that α ď A ε ď β (see (10)), we likewise get that, for any f P L 2 pDq,
We now estimate z ε " p´∆q´1 pdivpA ‹ ∇u ε pf. We recall that (10) implies that
From the variational formulation satisfied by z ε , we obtain ∇z ε L 2 pDq ď |A ‹ | ∇u ε pf q L 2 pDq , which implies, using (75) and (76), that ∇z ε L 2 pDq ď C P β{α f L 2 pDq , hence
Using (73), (77), (74) and the fact that f ε ‹ L 2 pDq " 1 for all ε ą 0, we deduce that the sequence tΦ ε pA ‹ qu εą0 is uniformly bounded. There thus exists a subsequence, that we still denote by tΦ ε pA ‹ qu εą0 , that converges in R. Let us denote by Φ its limit. We prove in the sequel that Φ " 0, which implies (72).
Since tf ε ‹ u εą0 is uniformly bounded in L 2 pDq, there exists a subsequence, again denoted tf ε ‹ u εą0 , that weakly converges in L 2 pDq when ε Ñ 0 to some function f 0 ‹ P L 2 pDq which satisfies f 0 ‹ L 2 pDq ď 1. From (73), we infer, by the triangle inequality,
We successively show that I ε 1 , I ε 2 and I ε 3 vanish with ε.
where we have used (76). Using the Poincaré inequality, we deduce
thus, using (1), we get that From (75), we also deduce
Using the Poincaré inequality, we obtain that the sequence u ε pf ε ‹´f 0 ‹ q ( εą0 is uniformly bounded in H 1 pDq. There thus exists a subsequence, that we again denote u ε pf ε ‹´f 0 ‹ q ( εą0 , which is strongly convergent in L 2 pDq. The right-hand side of (79) is therefore the L 2 product of a sequence that weakly converges to 0 times a sequence that strongly converges. We hence deduce from (79) that lim
Step 2: estimation of I ε 2 . Let w ε " divpA ‹ ∇u ε pf 0 ‹ qq`f 0 ‹ , r ε " p´∆q´1w ε P H 1 0 pDq and p ε " p´∆q´1r ε P H 1 0 pDq. Using the definition of p ε , we have
Using the definition of r ε , we have, for any φ P H 1 0 pDq, ż 
Using (82) for φ " p ε , (81) reads as
In order to pass to the limit ε Ñ 0 in (83), we establish some bounds. Using (82) with φ " r ε and the bounds (76), we deduce
, which (together with the Poincaré inequality and (75)) implies that r ε is uniformly bounded in H 1 pDq. There thus exists r 0 P H 1 0 pDq such that, up to some extraction, r ε converges to r 0 , weakly in H 1 pDq and strongly in L 2 pDq.
Passing to the limit ε Ñ 0 in (82), and using that ∇u ε pf q weakly converges to ∇u ‹ pf q, we deduce that, for any φ P H 1 0 pDq, ż
in view of the variational formulation of (2). We hence get that r 0 " 0.
We now turn to p ε . We have p ε " p´∆q´1r ε P H 1 0 pDq and r ε converges to r 0 " 0, weakly in H 1 pDq and strongly in L 2 pDq. Hence p ε converges to 0 strongly in H 1 0 pDq. We now pass to the limit ε Ñ 0 in (83), and obtain
Step 3: estimation of I ε 3 . Let k ε " p´∆q´1pf ε ‹´f 0 ‹ q. We have
hence, using the Poincaré inequality,
The sequence tk ε u εą0 is thus uniformly bounded in H 1 pDq and there exists a subsequence, that we again denote tk ε u εą0 , which is strongly convergent in L 2 pDq. Using that f ε ‹´f 0 ‹ weakly converges to 0 in L 2 pDq, we deduce from (85) that lim εÑ0 ∇k ε 2 L 2 pDq " 0, thus, again using the Poincaré inequality,
Conclusion. Collecting (78), (80), (84) and (86), we obtain that Φ ε pA ‹ q converges to zero as ε Ñ 0. We thus have shown that Φ " 0. The limit being independent of the subsequence that we have considered, we eventually deduce that the whole sequence tΦ ε pA ‹ qu εą0 converges to zero. This completes the proof of Lemma 14.
In what follows, we identify the set of indices tpi, jq, 1 ď i ď j ď du with the set of indices " m, 1 ď m ď dpd`1q 2 * . defined by
where u ‹,k " u ‹ pf ‹,k q is the solution to (2) with right-hand side f ‹,k , is invertible.
Proof of Lemma 15. In the Steps 1 and 2 below, we construct f ‹,k P L 2 n pDq and ϕ ‹,k P C 8 0 pDq inductively for 1 ď k ď dpd`1q{2, such that the vector E for any 1 ď i ď j ď d. When ε is sufficiently small, the matrix Z ε is invertible with Z´1 ε bounded independently of ε. We thus deduce from the two above estimates thatˇˇˇV η ε´V ‹ˇ2 ď C pΦ ε pA ‹ q`ηq for some C independent of ε and η. The vector V η ε (resp. V ‹ ) is the representation (as a vector in R dpd`1q 2 ) of the symmetric matrix A η ε P R dˆd (resp. A ‹ ). We hence equivalently write thatˇˇˇA η ε´A‹ˇ2 ď C pΦ ε pA ‹ q`ηq .
This shows that the sequence A η ε is bounded independently of η. Up to the extraction of a subsequence (that we still denote η for the sake of simplicity), it thus converges to some symmetric matrix A 0 ε when η Ñ 0. Since A ‹ is positive definite and since lim εÑ0 Φ ε pA ‹ q " 0, we get that A 0 ε is also positive-definite. Passing to the limit η Ñ 0 in (91), and temporarily assuming that Φ ε is continuous, we get that I ε " Φ ε pA 0 ε q. This concludes the proof that the minimum I ε is indeed attained when ε is sufficiently small.
We are left with showing the continuity of A Þ Ñ Φ ε pAq. For any two matrices A 1 and A 2 and any f P L 2 pDq, we compute that Φ ε pA 1 , f q´Φ ε pA 2 , f q " p´∆q´1 " div`pA 1´A2 q∇u ε pf q˘‰
where C is independent of f and A 1 . Taking the supremum over f P L 2 n pDq, we thus deduce thatˇˇΦ ε pA 1 q´Φ ε pA 2 qˇˇď CˇˇA 1´A2ˇ2`CˇA1´A2ˇ, which implies that lim A 1 ÑA 2 Φ ε pA 1 q " Φ ε pA 2 q, and thus the continuity of Φ ε .
B Details on the algorithm to solve the discrete problem (49) Let Φ P,M ε,h pA, cq be given by (50). Using the fact that Φ P,M ε,h pA, cq is quadratic with respect to c P R P , one can easily observe that 
where K M ε,h , K M ε,h and K h are defined by (46), (47) and (48), respectively.
Using the fact that Φ P,M ε,h pA, cq is also quadratic with respect to A, we have that 
and b .
