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Abstract
In this paper, we establish a general semilocal convergence theorem (with computationally verifi-
able initial conditions and error estimates) for iterative methods for simultaneous approximation
of polynomial zeros. As application of this theorem, we provide new semilocal convergence re-
sults for Ehrlich’s and Dochev-Byrnev’s root-finding methods. These results improve the results
of Petkovic´, Herceg and Ilic´ [Numer. Algorithms 17 (1998) 313–331] and Proinov [C. R. Acad.
Bulg. Sci. 59 (2006) 705–712]. We also prove that Dochev-Byrnev’s method (1964) is identical
to Presˇic´-Tanabe’s method (1972).
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1. Introduction and preliminaries
Throughout the paper (K, | · |) denotes a complete normed field and K[z] denotes the ring of
polynomials over K. The vector space Kn is endowed with the norm ‖x‖p =
(∑n
i=1 |xi|p
)1/p for some
1 ≤ p ≤ ∞, and the cone norm
‖x‖ = (|x1|, . . . , |xn|)
with values in Rn. The vector space Rn is endowed with the standard coordinatewise orderings 
and ≺ (see [18, Example 5.1]).
The present paper deals with the semilocal convergence of iterative methods for simultaneously
finding all zeros of a polynomial
f (z) = C0zn +C1zn−1 + · · · + Cn (1.1)
in K[z] of degree n ≥ 2. We define in Kn the vector of coefficients of f by
C f = (C1/C0, . . . ,Cn/C0).
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A vector ξ ∈ Kn is called a root vector of f if f can be presented in the form
f (z) = C0
n∏
i=1
(z − ξi). (1.2)
Obviously, a polynomial f has a root vector ξ ∈ Kn if and only if it splits in K. Let V : Kn → Kn be
the Vie`te function defined by x 7→ V(x), where V(x) is the vector of coefficients of the monic poly-
nomial
∏n
i=1(z − xi). In other words, the components of the vector V(x) ∈ Kn are the elementary
symmetric polynomials defined by
Vi(x) = (−1)i
∑
1≤ j1<...< ji≤n
x j1 . . . x ji (i = 1, . . . , n).
It is well known that a vector ξ ∈ Kn is a root vector of f if and only if it is a solution of Vie`te’s
system
V(x) = C f . (1.3)
In 1891, taking into account this simple fact, Weierstrass [29] introduced and studied the first
simultaneous method for polynomial zeros. He provided a semilocal convergence analysis of his
method without assuming that the system (1.3) has a solution. The Weierstrass method is defined
by
x(k+1) = x(k) − W f (x(k)), k = 0, 1, 2, . . . . (1.4)
Here and throughout, the Weierstrass correction W f : D ⊂ Kn → Kn is defined by
W f (x) = (W1(x), . . . ,Wn(x)) with Wi(x) = f (xi)C0 ∏ j,i(xi − x j) (i = 1, . . . , n), (1.5)
where D is the set of all vectors in Kn with pairwise distinct components. Kerner [6] has proved
that Weierstrass’s method coincides with Newton’s method in Kn,
x(k+1) = x(k) − F′(x(k))−1F(x(k)), k = 0, 1, 2, . . . , (1.6)
applied to Vie`te’s system (1.3). In other words, Newton’s method (1.6) with F(x) = V(x) −C f and
Weierstrass’s method (1.4) are identical. The detailed study of the convergence of the Weierstrass
method can be found in Proinov [19] and Proinov and Petkova [23].
In 1964, Dochev and Byrnev [2] presented the second simultaneous method for polynomial
zeros. The Dochev-Byrnev method is defined by the following fixed point iteration: introduced
x(k+1) = F (x(k)), k = 0, 1, 2, . . . , (1.7)
where the iteration function F : D ⊂ Kn → Kn is defined by
F (x) = (F1(x), . . . ,Fn(x)) with Fi(x) = xi − f (xi)g′(xi)
(
2 − f
′(xi)
g′(xi) +
1
2
f (xi)
g′(xi)
g′′(xi)
g′(xi)
)
(1.8)
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and the polynomial g is defined by
g(z) = C0
n∏
i=1
(z − xi). (1.9)
The local convergence of Dochev-Byrnev method (1.7) was studied by Semerdzhiev and Pateva
[25] and Kyurkchiev [7] (see also [26, Theorem 9.16]).
In 1967, Ehrlich [3] introduced and studied the third simultaneous method for polynomial
zeros. The Ehrlich method is defined by the following fixed point iteration:
x(k+1) = Φ(x(k)), k = 0, 1, 2, . . . , (1.10)
where the iteration function Φ : D ⊂ Kn → Kn is defined by
Φ(x) = (Φ1(x), . . . ,Φn(x)) with
Φi(x) = xi − f (xi)
f ′(xi) − f (xi)
∑
j,i
1
xi − x j
= xi −
Wi(x)
1 +
∑
j,i
W j(x)
xi − x j
. (1.11)
The first part of formula (1.11) is due to Ehrlich [3] and the second one is due to Bo¨rsch-Supan
[1]. To prove that the two parts of (1.11) are equal it is sufficient to substitute the derivative f ′(xi)
in (1.11) by
f ′(xi) =
1 +
∑
j,i
Wi(x)
xi − x j
+
∑
j,i
W j(x)
xi − x j

∏
j,i
(xi − x j). (1.12)
The equality (1.12) can be found in Proinov and Cholakov [22]. Note that it holds for every
monic polynomial f ∈ K[z] of degree n ≥ 2, every vector x ∈ D and every i ∈ In = {1, 2. . . . , n}.
Obviously, the domain D of Φ is the set
D =
x ∈ D : f ′(xi) − f (xi)
∑
j,i
1
xi − x j
, 0 for all i ∈ In

=
x ∈ D : 1 +
∑
j,i
W j(x)
xi − x j
, 0 for all i ∈ In
 . (1.13)
The detailed study of the local convergence of Ehrlich’s method can be found in Proinov [21]. The
semilocal convergence of Ehrlich’s method was studied by Petkovic´ [9], Petkovic´ and Ilic´ [14],
Petkovic´ and Herceg [10, 11], Zheng and Huang [30] and Proinov [16].
It is well known that (1 + t)−1 = 1 − t + o(t) as t → 0. Therefore, if x ∈ D is reasonably close
to a root vector of f , then the following approximation is valid:
1 +
∑
j,i
W j(x)
xi − x j

−1
≈ 1 −
∑
j,i
W j(x)
xi − x j
. (1.14)
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Substituting (1.14) in Ehrlich iteration function (1.11), we obtain the following iterative method:
x(k+1) = T (x(k)), k = 0, 1, 2, . . . , (1.15)
where the iteration function T : D ⊂ Kn → Kn is defined by
T (x) = (T1(x), . . . ,Tn(x)) with Ti(x) = xi − Wi(x)
1 −
∑
j,i
W j(x)
xi − x j
 . (1.16)
The method (1.15) has been derived in 1972 by Presˇic´ [15]. Two years later, Milovanovic´ [8] gave
an elegant derivation of this method. In 1983, the method (1.15) was rediscovered by Tanabe [27].
In the literature it is most frequently referred to as Tanabe’s method. In this paper, we refer to the
method (1.15) as the Presˇic´-Tanabe method. In 1996, Kanno, Kjurkchiev and Yamamoto [5] have
proved that Presˇic´-Tanabe’s method coincides with Chebyshev’s method in Kn,
x(k+1) = x(k) −
[
I +
1
2
F′(x(k))−1F′′(x(k))F′(x(k))−1F(x(k))
]
F′(x(k))−1F(x(k)) (1.17)
applied to Vie`te’s system (1.3) This means that Chebyshev’s method (1.17) with F(x) = V(x) −C f
is identical to Presˇic´-Tanabe’s method (1.15). For local convergence of Presˇic´-Tanabe’s method,
we refer to Toseva, Kyurkchiev and Iliev [28]. Semilocal convergence result of Presˇic´-Tanabe’s
method can be found in Petkovic´, Herceg and Ilic´ [12, 13] and Ilic´ and Herceg [4].
In this paper, we prove a general semilocal convergence result (Theorem 2.2) for simultaneous
methods for polynomial zeros. Applying this result, we obtain new semilocal convergence theo-
rems for Ehrlich’s method (Theorem 3.4) and Dochev-Byrnev’s method (Theorem 4.5). We also
prove that Dochev-Byrnev’s and Presˇic´-Tanabe’s methods are identical (Theorem 4.1).
We note that the semilocal convergence of Ehrlich’s and Dochev-Byrnev’s methods can also be
studied via local convergence results of these methods (see Proinov [20] and Proinov and Vasileva
[24]). We will continue this topic in the future.
2. A general semilocal convergence theorem for simultaneous methods
In this section, we propose a semilocal convergence theorem for a class of iterative methods
for simultaneous computation of all zeros of a polynomial. This result is based on our previous
works [17, 19], where we presented semilocal convergence theorems for a large class of iterative
methods in metric spaces.
In the sequel, for two vectors x ∈ Kn and y ∈ Rn, we define in Rn the vector
x
y
=
( |x1|
y1
, . . . ,
|xn|
yn
)
,
provided that y has no zero components. Also, we use the function d : Kn → Rn defined by
d(x) = (d1(x), . . . , dn(x)) with di(x) = minj,i |xi − x j| (i = 1, . . . , n).
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Let f ∈ K[z] be a polynomial of degree n ≥ 2, and let T : D ⊂ Kn → Kn be an iteration func-
tion. We study the convergence of the iterative method
x(k+1) = T (x(k)), k = 0, 1, 2, . . . , (2.1)
with respect to the function of initial conditions E f : D → R+ defined by
E f (x) =
∥∥∥∥∥W f (x)d(x)
∥∥∥∥∥
p
(1 ≤ p ≤ ∞) (2.2)
and the convergence function F f : D → Rn+ defined by
F f (x) = ‖W f (x)‖, (2.3)
where W f : D → Kn is the Weierstrass correction of f defined by (1.5).
Throughout the paper, we denote by J an interval on R+ containing 0. For a given function
γ : J → R+, we define the functions ψ, µ : J → R+ by
ψ(t) = 1 − btγ(t) and µ(t) = 1 − tγ(t), (2.4)
where b = 21/q. Here and throughout, for a given p such that 1 ≤ p ≤ ∞, we denote by q the
conjugate exponent of p, i.e. q is defined by means of
1 ≤ q ≤ ∞ and 1/p + 1/q = 1.
For the sake of simplicity, throughout this section we use the following notations:
σi(x) =
∑
j,i
W j(x)
xi − x j
and σˆi(x) =
∑
j,i
W j(x)
xˆi − x j
, (2.5)
where x ∈ D, xˆ = T (x) and i ∈ In. It follows from the triangle inequality in K, the definition of
d(x) and Ho¨lder’s inequality that
|σi(x)| ≤
∑
j,i
|W j(x)|
|xi − x j|
≤
∑
j,i
|W j(x)|
d j(x) ≤ aE f (x), (2.6)
where a = (n − 1)1/q.
Before we state the main result of this section (Theorem 2.2), we first state a general theorem
for iteration functions in Kn. The purpose of this theorem is two-fold: (1) to be used in the
proof of Theorem 2.2, and (2) to provide auxiliary results that can be used in the application of
Theorem 2.2.
Theorem 2.1. Let f ∈ K[z] be a polynomial of degree n ≥ 2, T : D ⊂ Kn → Kn be an iteration
function, and let 1 ≤ p ≤ ∞. Suppose J ⊂ R+ and x ∈ D is a vector with distinct components such
that E f (x) ∈ J and
‖x − T (x)‖  γ(E f (x)) ‖W f (x)‖, (2.7)
where γ : J → R+ is such that ψ : J → R+ defined by (2.4) is a positive function. Then:
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(i) T (x) ∈ D;
(ii) |xˆi − xˆ j| ≥ ψ(E f (x)) di(x) > 0, where xˆi = Ti(x);
(iii) |xˆi − x j| ≥ µ(E f (x)) di(x) > 0, where µ : J → R+ is defined by (2.4);
(iv) d(T (x))  ψ(E f (x)) d(x) ≻ 0;
(v) |σˆi(x)| ≤
aE f (x)
µ(E f (x)) , where a = (n − 1)
1/q;
(vi) |σi(x) − σˆi(x)| ≤
aγ(E f (x))E f (x)2
µ(E f (x)) ;
(vii)
∣∣∣∣∣∣∣
∏
j,i
xˆi − x j
xˆi − xˆ j
∣∣∣∣∣∣∣ ≤
(
1 +
aE f (x) γ(E f (x))
(n − 1)ψ(E f (x))
)n−1
.
(viii) If ‖W f (T (x))‖  β(E f (x)) ‖W f (x)‖, where β : J → [0, 1), then
E f (T (x)) ≤ ϕ(E f (x)), (2.8)
where the function ϕ : J → R+ is defined by ϕ(t) = tβ(t)/ψ(t).
Proof. Let i ∈ In be fixed. By Proposition 5.1 of [19] with u = xˆ and v = x, taking into account the
definition of d(x), we obtain for j , i the inequalities:
|xˆi − xˆ j| ≥
(
1 − b
∥∥∥∥∥ x − T (x)d(x)
∥∥∥∥∥
p
)
di(x) and |xˆi − x j| ≥
(
1 −
∥∥∥∥∥ x − T (x)d(x)
∥∥∥∥∥
p
)
d j(x).
It follows from (2.7) that ∥∥∥∥∥ x − T (x)d(x)
∥∥∥∥∥
p
≤ E f (x) γ(E f (x)).
Combining the last three inequalities, we obtain (ii) and (iii). Note that (ii) implies (i). Taking the
minimum on both sides of (ii) over j , i, we get
di(T (x)) ≥ ψ(E f (x))di(x)
which proves (iv). It follows from the triangle inequality in K, (iii) and Ho¨lder’s inequality that
|σˆi(x)| ≤
∑
j,i
|W j(x)|
|xˆ − x j|
≤ 1
µ(E f (x))
∑
j,i
|W j(x)|
d j(x) ≤
aE f (x)
µ(E f (x)) (2.9)
which proves (v). For simplicity, we define the quantities Ai(x) and Bi(x) as follows
Ai(x) = σi(x) − σˆi(x) and Bi(x) =
∏
j,i
xˆi − x j
xˆi − xˆ j
. (2.10)
From the triangle inequality, (2.7), (iii), the definition of d(x) and Ho¨lder’s inequality, we get
|Ai(x)| =
∣∣∣∣∣∣∣
∑
j,i
W j(x)(xˆi − xi)
(xˆi − x j)(xi − x j)
∣∣∣∣∣∣∣ ≤
∑
j,i
|W j(x)| |xˆi − xi|
|xˆi − x j| |xi − x j|
≤ γ(E f (x)) |Wi(x)|
µ(E f (x)) di(x)
∑
j,i
|W j(x)|
d j(x) ≤
a γ(E f (x)) E f (x)2
µ(E f (x)) (2.11)
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which proves (vi). It is easy to see that Bi(x) can be written in the form
Bi(x) =
∏
j,i
(1 + u j),
where u is a vector in Kn−1 with components u j = (xˆ j − x j)/(xˆi − xˆ j) for j , i. According to Propo-
sition 5.5 of [19], we have the following estimate
|Bi(x)| ≤
(
1 +
a‖u‖p
n − 1
)n−1
. (2.12)
From (2.7) and (ii), we obtain
|u j| =
|xˆ j − x j|
|xˆi − xˆ j|
≤ γ(E f (x))
ψ(E f (x))
|W j(x)|
d j(x) .
Taking the p-norm on both sides, we get
‖u‖p ≤
E f (x) γ(E f (x))
ψ(E f (x)) . (2.13)
Combining (2.12) and (2.13), we deduce
|Bi(x)| ≤
(
1 +
aE f (x) γ(E f (x))
(n − 1)ψ(E f (x))
)n−1
(2.14)
which proves (vii). Now let
‖W f (T (x))‖  β(E f (x)) ‖W f (x)‖, (2.15)
where β : J → [0, 1). From (2.15) and (iv), we deduce
∥∥∥∥∥W f (T (x))d(T (x))
∥∥∥∥∥  β(E f (x))ψ(E f (x))
∥∥∥∥∥W f (x)d(x)
∥∥∥∥∥ .
Taking the p-norm on both sides, we obtain (2.8). This completes the proof of the theorem.
Now we are ready to state the main theorem of this paper. In this theorem, S k(t) stands for the
polynomial S k(t) = 1 + t + · · · + tk−1 if k ∈ N, and S 0(t) ≡ 0.
Theorem 2.2. Let (K, | · |) be a complete normed field, f ∈ K[z] be a polynomial of degree n ≥ 2,
T : D ⊂ Kn → Kn be an iteration function, E f : D → R+ be defined by (2.2), and 1 ≤ p ≤ ∞. Sup-
pose there exists τ > 0 such that for any x ∈ D with E f (x) < τ, we have:
(a) x ∈ D,
(b) ‖x − T (x)‖  γ(E f (x)) ‖W f (x)‖,
(c) ‖W f (T (x))‖  β(E f (x)) ‖W f (x)‖,
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where β is a quasi-homogeneous function of degree m ≥ 0 on [0, τ), γ is a nondecreasing positive
function on [0, τ) such that the function ψ defined by (2.4) is positive on [0, τ). Let x(0) ∈ D be such
that
E f (x(0)) < τ and φ(E f (x(0))) ≤ 1, (2.16)
where φ = β/ψ. Then the following statements hold true:
(i) Convergence. Starting from x(0), the Picard iteration (2.1) is well-defined, remains in the
closed ball U(x(0), ρ) and converges to a root vector ξ of f , where
ρ =
γ(E f (x(0)))
1 − β(E f (x(0))) ‖W f (x
(0))‖.
Besides, the convergence is of order r = m + 1 provided that φ(E f (x(0))) < 1.
(ii) A priori estimate. For all k ≥ 0 we have the following error estimate
∥∥∥x(k) − ξ∥∥∥  Ak θkλS k(r)1 − θλrk
∥∥∥W f (x(0))∥∥∥ , (2.17)
where λ = φ(E f (x(0))), θ = ψ(E f (x(0))) and Ak = γ(E f (x(0))λS k(r)).
(iii) First a posteriori estimate. For all k ≥ 0 we have the following error estimate
∥∥∥x(k) − ξ∥∥∥  γ(E f (x(k)))
1 − β(E f (x(k)))
∥∥∥W f (x(k))∥∥∥ . (2.18)
(iv) Second a posteriori estimate. For all k ≥ 0 we have the following error estimate
∥∥∥x(k+1) − ξ∥∥∥  θkλk
1 − θk(λk)r γ(E f (x
(k+1)))
∥∥∥W f (x(k))∥∥∥ , (2.19)
where λk = φ(E f (x(k))) and θk = ψ(E f (x(k))).
(v) Some other estimates. For all k ≥ 0 we have∥∥∥W f (x(k+1))∥∥∥  θ λrk ∥∥∥W f (x(k))∥∥∥ and ∥∥∥W f (x(k))∥∥∥  θk λS k(r) ∥∥∥W f (x(0))∥∥∥ . (2.20)
(vi) Localization of the zeros. If E f (x(0)) < 1, then f has n simple zeros in K and for every k ≥ 0
the closed disks
Dki = {z ∈ K : |z − x(k)i | ≤ r(k)i }, i = 1, 2, . . . , n, (2.21)
where
r
(k)
i =
γ(E f (x(k)))
1 − β(E f (x(k))) |Wi(x
(k))|,
are mutually disjoint and each of them contains exactly one zero of f .
Proof. Without loss of generality we may assume that f is monic. The case E f (x(0)) = 0 is almost
trivial. Indeed, in this case W f (x(0)) = 0. Hence, setting z = x(0) in Proposition 8.1 of [19], we
obtain (1.2) which means that x(0) is a root vector of f . Using conditions (a) and (b), it can be
proved by induction that x(k) = x(0) for all k ≥ 0. This proves that the theorem holds with ξ = x(0).
Now we shall consider the case E f (x(0)) > 0. In this case, we set R = E f (x(0)) and J = [0,R].
We divide the proof into four steps.
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Step 1. In this step, we consider some properties of the functions ψ, β, φ and ϕ, where ϕ is
defined by ϕ(t) = tφ(t). The monotonicity and positivity of γ imply that ψ is decreasing on [0, τ)
and ψ(t) ≤ 1 with equality if and only if t = 0. Then φ is nondecreasing and nonnegative on [0, τ).
It is easy to see that for all t ∈ J,
0 ≤ φ(t) ≤ 1, β(t) ≤ ψ(t) and 0 ≤ β(t) < 1. (2.22)
To prove that β(t) < 1, it suffices to show that β(R) < 1. From β(R) ≤ ψ(R) ≤ 1, we conclude that
β(R) ≤ 1. The case β(R) = 1 is impossible since it implies ψ(R) = 1 which is a contradiction.
Consequently, β(t) < 1 on J. From (2.22) and the fact that β is a quasi-homogeneous of degree m,
we deduce that tβ(t) is a strict gauge function of order r on J, and that ϕ is a gauge function of
order r on J.
In particular, it follows from the properties of the considered functions that
0 ≤ λ ≤ 1, 0 < θ ≤ 1 and λ θ < 1. (2.23)
Step 2. In this step we prove that the iteration (2.1) converges to a point ξ ∈ Kn and that conclu-
sions (i)-(v) hold, except the fact that ξ is a root vector of f . We prove this by applying Theorem 4.2
of [19] to the iteration function T : D ⊂ Kn → Kn.
Let x ∈ D be such that E f (x) ∈ J. It follows from (b), (c) and Theorem 2.1 that (2.8) holds.
Hence, the function E f : D → R+ defined by (2.2) is a function of initial conditions of T with a
gauge function ϕ of order r on the interval J. It follows from (c) that the function F f : D → Rn+
defined by (2.3) is a convergence function of T with control functions β and γ.
Now we shall prove that x(0) is an initial point of T . It follows from (a) that x(0) ∈ D. According
to Proposition 2.7 of [19], to prove that x(0) is an initial point of T , it is sufficient to show that
x ∈ D and E f (x) ∈ J imply T (x) ∈ D. (2.24)
From Theorem 2.1(i), we get that T (x) ∈ D. From (2.8) and E f (x) ∈ J, taking into account that ϕ
is a gauge function of order r ≥ 1 on J, we deduce that E f (T (x)) ∈ J. Thus we have both T (x) ∈ D
and E f (T (x)) ∈ J. Then it follows from (a) that T (x) ∈ D which proves (2.24). Hence, x(0) is an
initial point of T .
Now it follows from Theorem 4.2 of [19] that the Picard iteration (2.1) is well-defined, lies in
the ball U(x(0), ρ) and converges to a vector ξ ∈ Kn with estimates (2.17), (2.18), (2.19) and (2.20).
Step 3. In this step we prove that ξ is a root vector of f . In the previous step we have proved that the
iterative sequence (x(k)) defined by (2.1) converges to ξ. On the other hand, it follows from (2.20)
and (2.23) that the sequence (W f (x(k))) converges to the zero-vector in Kn. By Proposition 8.2 of
[19], we obtain that ξ is a root vector of f .
Step 4. In this step we prove claim (vi). Let φ(E(x(0))) < 1 and k ≥ 0 be fixed. According to (2.8),
E f (x(k)) ≤ E f (x(0)) which means that E f (x(k)) ∈ J. Besides, φ(E(x(0))) < 1 implies that φ(t) < 1 on
J. This yields β(t) < ψ(t) for all t ∈ J, which can be written in the following equivalent form:
β(t) < 1 − b t γ(t) for all t ∈ J.
Then it follows from Proposition 8.4 of [19] that the disks (2.21) are mutually disjoint. On the other
hand, it follows from claim (iii) that each of these disks contains at least one zero of f . Therefore,
each of the disks contains exactly one zero of f . This complete the proof of the theorem.
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3. Semilocal convergence of Ehrlich’s method
In this section, we obtain a new semilocal convergence theorem with error estimates for Ehrlich
method (1.10). Our theorem generalizes and improves the results of Petkovic´ [9], Petkovic´ and
Ilic´ [14], Petkovic´ and Herceg [10], Zheng and Huang [30], Petkovic´ and Herceg [11] and Proinov
[16]. This section can be considered as a continuation of our paper [21], where we provide a
detailed local convergence analysis of the Ehrlich method (1.10).
In this section, we continue to use the notations σi(x) and σˆi(x) defined by (2.5), but now
xˆ = Φ(x).
Lemma 3.1. Let f ∈ K[z] be a polynomial of degree n ≥ 2, 1 ≤ p ≤ ∞ and x ∈ D be a vector such
that
E f (x) < 1/a, (3.1)
where a = (n − 1)1/q. Then x ∈ D and
‖x −Φ(x)‖  γ(E f (x)) ‖W f (x)‖, (3.2)
where the real function γ is defined by
γ(t) = 1/(1 − at) . (3.3)
Proof. From Theorem 2.1(v) and (3.1), we obtain
|1 + σi(x)| ≥ 1 − |σi(x)| ≥ 1 − aE f (x) > 0. (3.4)
According to (1.13) this means that x ∈ D . From (1.11) and (3.4), we get
|xi −Φi(x)| = |Wi(x)||1 + σi(x)| ≤
|Wi(x)|
1 − aE f (x) = γ(E f (x)) |Wi(x)|
which implies (3.2).
According to (2.4), we define the functions ψ and µ as follows:
ψ(t) = 1 − btγ(t) = 1 − (a + b)t
1 − at and µ(t) = 1 − tγ(t) =
1 − (a + 1)t
1 − at , (3.5)
where γ is defined by (3.3). Note that if 0 ≤ t < 1/(a + b), then ψ(t) > 0.
Lemma 3.2. Let f ∈ K[z] be a polynomial of degree n ≥ 2, 1 ≤ p ≤ ∞ and x ∈ D be a vector such
that
E f (x) < 1/(a + b). (3.6)
Then x ∈ D , Φ(x) ∈ D and for each i ∈ In ,
Wi(xˆ) = (xˆi − xi)(σˆi(x) − σi(x))
∏
j,i
xˆi − x j
xˆi − xˆ j
, (3.7)
where xˆ = Φ(x).
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Proof. It follows from Lemma 3.1 and Theorem 2.1(i) that x ∈ D and Φ(x) ∈ D. Hence, both
sides of (3.7) are well-defined. Now we shall prove formula (3.7). Without loss of generality, we
may assume that f is a monic polynomial. Then by Proposition 8.1 of [19] with z = xˆi, we obtain
f (xˆi) = (xˆi − xi)
(
1 + Wi(x)
xˆi − xi
+ σˆi(x)
)∏
j,i
(xˆi − x j). (3.8)
It follows from the definition of xˆ and (1.11) that
xˆi = xi − Wi(x) (1 + σi(x))−1 .
This equality can be written in the form
Wi(x)
xˆi − xi
= −1 − σi(x). (3.9)
From (3.8) and (3.9), we get
f (xˆi) = (xˆi − xi)(σˆi(x) − σi(x))
∏
j,i
(xˆi − x j).
Dividing both sides of this equality by ∏ j,i (xˆi − xˆ j), we get (3.7) which completes the proof.
Lemma 3.3. Under the assumptions of the previous lemma,
‖W f (Φ(x))‖  β(E f (x)) ‖W f (x)‖ (3.10)
where the real function β is defined as follows
β(t) = at
2
(1 − at)(1 − (a + 1)t)
(
1 + at(n − 1)(1 − (a + b)t)
)n−1
, (3.11)
where a = (n − 1)1/q and b = 21/q.
Proof. Let i ∈ In be fixed. It follows from Lemma 3.2 that
Wi(Φ(x)) = Ai(x)Bi(x)(xˆi − xi) , (3.12)
where Ai(x) and Bi(x) are defined by (2.10). From Theorem 2.1(vi) and Theorem 2.1(vii), we have
|Ai(x)| ≤
a γ(E f (x)) E f (x)2
µ(E f (x)) and |Bi(x)| ≤
(
1 +
aE(x) γ(E(x))
(n − 1)ψ(E f (x))
)n−1
, (3.13)
where ψ and µ are defined by (3.5). It follows from Lemma 3.1 that
|xˆi − xi| ≤ γ(E f (x)) |Wi(x)|. (3.14)
From (3.12), (3.13) and (3.14), we get
|Wi(Φ(x))| ≤ β(E f (x)) |Wi(x)| (3.15)
which yields the inequality (3.10).
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We define the function φ = β/ψ, where ψ and β are define by (3.5) and (3.11), respectively. It
is easy to calculate that
φ(t) = at
2
(1 − (a + 1)t)(1 − (a + b)t)
(
1 +
at
(n − 1)(1 − (a + b)t)
)n−1
. (3.16)
Now we are ready to state the main result of this section which generalizes, improves and
complements all previous results in this area.
Theorem 3.4. Let (K, | · |) be a complete normed field, f ∈ K[z] be a polynomial of degree n ≥ 2
and 1 ≤ p ≤ ∞. Suppose x(0) ∈ Kn is an initial guess with distinct components satisfying
E f (x(0)) < 1/(a + b) and φ(E f (x(0))) ≤ 1, (3.17)
where the function E f is defined by (2.2), a = (n − 1)1/q, b = 21/q and the function φ is defined by
(3.16). Then the following statements hold true:
(i) Convergence. Starting from x(0), Ehrlich iteration (1.10) is well-defined, remains in the
closed ball U(x0, ρ) and converges to a root vector ξ of f , where
ρ =
γ(E f (x(0)))
1 − β(E f (x(0))) ‖W f (x
(0))‖ (3.18)
and the functions β and γ are defined by (3.11) and (3.3), respectively. Besides, the conver-
gence is cubic provided that φ(E f (x(0))) < 1.
(ii) A priori estimate. For all k ≥ 0 we have the following error estimate
∥∥∥x(k) − ξ∥∥∥  Ak θkλ(3
k−1)/2
1 − θλ3k
∥∥∥W f (x(0))∥∥∥ , (3.19)
where λ = φ(E f (x(0))), θ = ψ(E f (x(0))), Ak = γ(E f (x(0))λ(3k−1)/2) and the function ψ is defined
by (3.5).
(iii) First a posteriori estimate. For all k ≥ 0 we have the following error estimate
∥∥∥x(k) − ξ∥∥∥  γ(E f (x(k)))
1 − β(E f (x(k))) ‖W f (x
(k))‖. (3.20)
(iv) Second a posteriori estimate. For all k ≥ 0 we have the following error estimate
∥∥∥x(k+1) − ξ∥∥∥  θkλk
1 − θk(λk)3 γ(E f (x
(k+1)))
∥∥∥W f (x(k))∥∥∥ , (3.21)
where λk = φ(E f (x(k))) and θk = ψ(E f (x(k))).
(v) Localization of the zeros. If φ(E f (x(0))) < 1, then f has n simple zeros in K and for every
k ≥ 0 the closed disks
Dki = {z ∈ K : |z − x(k)i | ≤ r(k)i }, i = 1, 2, . . . , n, (3.22)
where
r
(k)
i =
γ(E f (x(k)))
1 − β(E f (x(k))) |Wi(x
(k))|,
are mutually disjoint and each of them contains exactly one zero of f .
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Proof. It follows immediately from Theorem 2.2 and Lemmas 3.1 and 3.3.
Remark 3.5. In our work [16] we have stated without proof a weaker version of Theorem 3.4,
which generalizes and improves the results in [9, 14, 10, 11]. It should be noted that the corollaries
3.1, 3.2, 3.3 and 3.4 given in [16] can be improved using Theorem 3.4 instead of Theorem 3.1
of [16]. We end this section with a result which improves Corollary 3.2 of [16]. This result
generalizes and improves Theorem 1 of Zheng and Huang [30] as well as the results [9, 14, 10].
Corollary 3.6. Let (K, | · |) be a complete normed field, f ∈ K[z] be a polynomial of degree n ≥ 2
and 1 ≤ p ≤ ∞. Suppose x(0) ∈ Kn is an initial guess with distinct components satisfying∥∥∥∥∥∥
W f (x(0))
d(x(0))
∥∥∥∥∥∥
p
≤ 1
2a + 2
, (3.23)
where a = (n − 1)1/q. In the case n = 2 and p = ∞, we assume that inequality (3.23) is strict.
Then f has n simple zeros in K, the Ehrlich iteration (1.10) is well-defined, lies in the closed
ball U(x0, ρ) with radius ρ defined by (3.18), converges cubically to ξ with error estimates (3.19),
(3.20) and (3.21), and for every k ≥ 0 the closed disks (3.22) are mutually disjoint and each of
them contains exactly one zero of f .
Proof. Let R = 1/(2a + 2). By Theorem 3.4 it suffices to prove that φ(R) ≤ 1 with equality only if
n = 2 and p = ∞. It is easy to compute that
φ(R) = a(a + 1)(a + 2 − b)
(
1 + a(n − 1)(a + 2 − b)
)n−1
. (3.24)
Note that a ≥ 1 and 1 ≤ b ≤ 2. Using the inequality a/(a + 2 − b) ≤ 1, we obtain
φ(R) < e
a + 1
and φ(R) < ae(a + 1)(a + 2 − b) . (3.25)
If a ≥ e−1, then from the first estimate in (3.25), we get φ(R) < 1. If a < e−1 and n ≥ 3, then from
the inequality a ≤ b and the second estimate in (3.25), we get φ(R) < ae/(2a + 2) ≤ (e − 1)/2 < 1.
In the case n = 2, we have φ(R) = (2 − b/2)/(3 − b)2 ≤ 1 with equality if and only if p = ∞. This
completes the proof of the corollary.
4. Semilocal convergence of Dochev-Byrnev’s method
In this section, we first show that both methods (1.7) and (1.15) are identical. Second, we
provide a new semilocal convergence theorem with error estimates for the Dochev-Byrnev method.
Our theorem generalizes and improves the result of Ilic´ and Herceg [4] and Petkovic´, Herceg and
Ilic´ [12, 13].
Theorem 4.1. The Dochev-Byrnev method (1.7) is identical with the Presˇic´-Tanabe method (1.15),
that is,
F (x) = T (x) for all x ∈ D. (4.1)
where the iteration functions F and T are defined by (1.8) and (1.16), respectively.
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Proof. Without loss of generality we may assume that f is monic. Let x ∈ D be fixed. It is easy
to see that for every i ∈ In,
g′(xi) =
∏
j,i
(xi − x j), f (xi)g′(xi) = Wi(x) and
g′′(xi)
g′(xi) = 2
∑
j,i
1
xi − x j
,
where the polynomial g is defined by (1.9) with C0 = 1. Using these equalities, we can write (1.8)
in the form
Fi(x) = xi − Wi(x)
2 − f
′(xi)∏
j,i (xi − x j)
+
∑
j,i
Wi(x)
xi − x j
 .
It follows from this and (1.12) that
Fi(x) = xi − Wi(x)
1 −
∑
j,i
W j(x)
xi − x j
 .
From this and (1.16), we obtain (4.1). This completes the proof.
In this section, we again continue to use the notationsσi(x) and σˆi(x) defined by (2.5), but now
xˆ = F (x) = T (x).
Lemma 4.2. Let f ∈ K[z] be a polynomial of degree n ≥ 2, 1 ≤ p ≤ ∞ and x ∈ D. Then
‖x −F (x)‖  γ(E f (x)) ‖W f (x)‖, (4.2)
where the real function γ is defined by
γ(t) = 1 + at. (4.3)
Proof. It follows from the definition of xˆ, (4.1) and (1.16) that
xˆi = xi − Wi(x)(1 − σi(x)). (4.4)
From (4.4) and (2.5), we obtain
|xi − Fi(x)| = |(1 − σi(x)) Wi(x)| ≤ (1 + |σi(x)|) |Wi(x)| ≤ γ(E f (x)) |Wi(x)|
which implies (4.2).
In accordance with (2.4), we define the functions ψ and µ by
ψ(t) = 1 − btγ(t) = 1 − bt − abt2 and µ(t) = 1 − tγ(t) = 1 − t − at2, (4.5)
where γ is defined by (4.3). Note that ψ(t) > 0 if 0 ≤ t < 2/(b +
√
b2 + 4ab).
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Lemma 4.3. Let f ∈ K[z] be a polynomial of degree n ≥ 2, 1 ≤ p ≤ ∞ and x ∈ D be a vector such
that
E f (x) < min
{
1
a
,
2
b +
√
b2 + 4ab
}
. (4.6)
Then F (x) ∈ D and for each i ∈ In ,
Wi(xˆ) = (xi − xˆi)(σi(x) − σˆi(x) + σi(x) σˆi(x))1 − σi(x)
∏
j,i
xˆi − x j
xˆi − xˆ j
, (4.7)
where xˆ = F (x).
Proof. It follows from Lemma 4.2 and Theorem 2.1(i) that F (x) ∈ D. Let i ∈ In be fixed. In view
of (3.4), we have that σi(x) , −1. Therefore, both sides of (4.7) are well-defined. Now we shall
prove the equality (4.7). The equality (1.16) can be written in the form
Wi(x)
xˆi − xi
= − 1
1 − σi(x) . (4.8)
Without loss of generality, we may assume that f is a monic polynomial. From (3.8) and (4.8), we
get
f (xˆi) = ((xi − xˆi))(σi(x) − σˆi(x) + σi(x) σˆi(x))1 − σi(x)
∏
j,i
(xˆi − x j).
Dividing both sides of this equality by ∏ j,i (xˆi − xˆ j), we get (4.7) which completes the proof.
Lemma 4.4. Let f ∈ K[z] be a polynomial of degree n ≥ 2, 1 ≤ p ≤ ∞ and x ∈ D be a vector
satisfying condition (4.6). Then
‖W f (F (x))‖  β(E f (x)) ‖W f (x)‖, (4.9)
where the real function β is defined as follows
β(t) = at
2(1 + at)(1 + a + at)
(1 − at)(1 − t − at2)
(
1 +
at(1 + at)
(n − 1)(1 − bt − abt2)
)n−1
, (4.10)
where a = (n − 1)1/q and b = 21/q.
Proof. Let i ∈ In be fixed. It follows from Lemma 4.3 that
Wi(F (x)) = Ai(x)Bi(x)(xi − xˆi), (4.11)
where
Ai(x) = σi(x) − σˆi(x) + σi(x) σˆi(x)1 − σi(x) and Bi(x) =
∏
j,i
xˆi − x j
xˆi − xˆ j
.
From Theorem 2.1(vi), estimate (2.5) and Theorem 2.1(vii), we obtain
|Ai(x)| ≤ |σi(x) − σˆi(x)| + |σi(x)| |σˆi(x)|1 − |σi(x)| ≤
aE f (x)2(γ(E f (x)) + a)
µ(E f (x))(1 − aE f (x)) , (4.12)
where µ is defined by (4.5). The rest of the proof is the same as the one of Lemma 3.3, except that
the first estimate in (3.13) must be replaced by (4.12).
15
We can define the function φ by
φ(t) = β(t)
ψ(t) =
at2(1 + at)(1 + a + at)
(1 − at)(1 − t − at2)(1 − bt − abt2)
(
1 + at(1 + at)(n − 1)(1 − bt − abt2)
)n−1
, (4.13)
where ψ and β are define by (4.5) and (4.10), respectively.
Now we are ready to state the main result of this section.
Theorem 4.5. Let (K, | · |) be a complete normed field, f ∈ K[z] be a polynomial of degree n ≥ 2
and 1 ≤ p ≤ ∞. Suppose x(0) ∈ Kn is an initial guess with distinct components satisfying
E f (x(0)) < min
{
1
a
,
2
b +
√
b2 + 4ab
}
and φ(E f (x(0))) ≤ 1, (4.14)
where the function E f is defined by (2.2), a = (n − 1)1/q, b = 21/q and the function φ is defined by
(4.13). Then the following statements hold true:
(i) Convergence. Starting from x(0), Dochev-Byrnev iteration (1.7) is well-defined, remains in
the closed ball U(x0, ρ) and converges to a root vector ξ of f , where
ρ =
γ(E f (x(0)))
1 − β(E f (x(0))) ‖W f (x
(0))‖ (4.15)
and the functions β and γ are defined by (4.10) and (4.3), respectively. Besides, the conver-
gence is cubic provided that φ(E f (x(0))) < 1.
(ii) A priori estimate. For all k ≥ 0 we have the following error estimate
∥∥∥x(k) − ξ∥∥∥  Ak θkλ(3
k−1)/2
1 − θλ3k
∥∥∥W f (x(0))∥∥∥ , (4.16)
where λ = φ(E f (x(0))), θ = ψ(E f (x(0))), Ak = γ(E f (x(0))λ(3k−1)/2) and the real function ψ is
defined by (4.5).
(iii) First a posteriori estimate. For all k ≥ 0 we have the following error estimate
∥∥∥x(k) − ξ∥∥∥  γ(E f (x(k)))
1 − β(E f (x(k))) ‖W f (x
(k))‖. (4.17)
(iv) Second a posteriori estimate. For all k ≥ 0 we have the following error estimate
∥∥∥x(k+1) − ξ∥∥∥  θkλk
1 − θk(λk)3 γ(E f (x
(k+1)))
∥∥∥W f (x(k))∥∥∥ , (4.18)
where λk = φ(E f (x(k))) and θk = ψ(E f (x(k))).
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(v) Localization of the zeros. If φ(E f (x(0))) < 1, then f has n simple zeros in K and for every
k ≥ 0 the closed disks
Dki = {z ∈ K : |z − x(k)i | ≤ r(k)i }, i = 1, 2, . . . , n, (4.19)
where
r
(k)
i =
γ(E f (x(k)))
1 − β(E f (x(k))) |Wi(x
(k))|,
are mutually disjoint and each of them contains exactly one zero of f .
Proof. It follows immediately from Theorem 2.2 and Lemmas 4.2 and 4.4.
The following result improves and complements the result of Petkovic´, Herceg and Ilic´ [4, 12,
13] in several directions.
Corollary 4.6. Let (K, | · |) be a complete normed field, and let f ∈ K[z] be a polynomial of degree
n ≥ 2. Suppose x(0) ∈ Kn is an initial guess with distinct components satisfying
E f (x(0)) =
∥∥∥∥∥∥
W(x(0))
d(x(0))
∥∥∥∥∥∥∞ ≤
4
9n .
Then f has n simple zeros in K, the Dochev-Byrnev iteration (1.7) is well-defined, lies in the closed
ball U(x0, ρ) with radius ρ defined by (4.15), converges cubically to ξ with error estimates (4.16),
(4.17) and (4.18), and for every k ≥ 0 the closed disks (4.19) are mutually disjoint and each of
them contains exactly one zero of f .
Proof. Define the sequence (φn)∞n=2 by φn = φ(4/(9n)). It can easily be proved that φn < 1 for every
n ≥ 2. Then the proof follows from Theorem 4.5.
Corollary 4.7. Let (K, | · |) be a complete normed field, and let f ∈ K[z] be a polynomial of degree
n ≥ 2. Suppose x(0) ∈ Kn is an initial guess with distinct components satisfying
E f (x(0)) =
∥∥∥∥∥∥
W(x(0))
d(x(0))
∥∥∥∥∥∥
1
≤ R = 0.2636 . . . .
where R is the unique solution of the equation
t2(1 + t)(2 + t)
(1 − t)(1 − t − t2)2 exp
(
t + t2
1 − t − t2
)
= 1 (4.20)
in the interval (0, (√5 − 1)/2). Then f has n simple zeros in K, the Dochev-Byrnev iteration (1.7)
is well-defined, lies in the closed ball U(x0, ρ) with radius ρ defined by (4.15), converges cubically
to ξ with error estimates (4.16), (4.17) and (4.18), and for every k ≥ 0 the closed disks (4.19) are
mutually disjoint and each of them contains exactly one zero of f .
Proof. It is easy to show that φ(t) < g(t) for 0 < t < (√5 − 1)/2, where g(t) denotes the left-hand
side of the equation (4.20). Therefore, φ(R) < 1 which according to Theorem 4.5 completes the
proof.
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