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Экспериментальные исследования в физиологии дают критерии 
оценки обоснованности и приемлемости на практике любых теорий и 
теоретических предположений. Одним из основных этапов любого 
эксперимента является статистическая обработка экспериментальных 
данных. Она направлена, как правило, на построение математической 
модели исследуемого объекта или явления, а также на получение ответа на 
вопрос: «Достоверны ли полученные опытные данные в пределах 
требуемой точности или допусков?». Сама же математическая модель в 
зависимости от целей эксперимента (исследование, управление, контроль) 
может быть использована для разных целей: для предметно-смыслового 
анализа объекта или явления, прогнозирования их состояния в разных 
условиях функционирования, управления ими в конкретных ситуациях, 
оптимизации отдельных параметров, а также для решения каких-то других 
специфичных задач. Прикладная статистика играет существенную роль в 
формировании мировоззрения современного биолога, дает базу для 
глубокого понимания и лучшего усвоения экспериментальной физиологии 
человека и животных.  
Актуальность курса заключается в том, что физиология, как 
фундаментальная дисциплина включает в себя объемную теоретическую 
базу, изучение которой не возможно без выполнения экспериментальных 
работ. Такие работы в первую очереди выполняются в рамках 
индивидуального задания курсовых и дипломных работ, а, следовательно, 
требуют знаний прикладной статистики обработки полученных 
результатов исследования, анализа, разработки статистических моделей и 
постановки выводов. 
Цели преподавания курса: дать студентам представление о методах 
прикладной статистики, использовании современных прикладных пакетов 
статистических программ и их использовании для обработки различных 
данных, полученных в ходе физиологического эксперимента.  
Задачи изучения дисциплины: 
• освоение студентами основных теоретических положений общей 
теории  статистики; 
• освоить способы обработки результатов исследования и их 
представление; 
• освоение методов прикладной статистики.  
Предмет «Методы прикладной статистики в физиологии» связан с другими 
биологическими и общеобразовательными дисциплинами — математикой, 
биометрией, физиологией, и другими, представляющими различные 
аспекты в изучении единой целостной системы живых организмов. 
Изучение данной дисциплины предусмотрено студентами 3 курса  
биологического факультета по специальности 1-31 01 01-02 «Биология» 
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(научно-педагогическая деятельность), 1.31.01 01-02 04 «Физиология 
человека и животных» (научно-исследовательская деятельность). 
Специалист должен иметь представление: 
• об основных теоретических положениях общей теории статистики; 
• о способах обработки результатов исследования; 
• о способах использования различных методов прикладной 
статистики; 
Специалист должен владеть: 
• навыками и методами работы в среде статистических программ, в 
том числе ППС Statistica 6.0, MS Office Excel, SPSS; 
• навыками обработки и анализа результатов, полученных в ходе 
выполнения эксперимента или научного наблюдения;  
• математическими методами обработки результатов, понимать 
принципы построения и использования математических моделей 
биологических процессов. 
Специалист должен уметь использовать: 
• теоретические основы теории статистики и физиологии; 
• основы математического анализа; 
• физиологические закономерности и, на основе теоретических 
знаний, объяснять ход и результаты исследуемых процессов или явлений. 
Общее количество часов – 62; аудиторное количество часов - 34, из 
них: лекции – 20, лабораторные занятия – 14. Форма отчетности – зачет. 
Общее количество часов – 34; аудиторное количество часов - 34, из 
них: лекции – 20, лабораторные занятия – 14. Форма отчетности – зачет. 
 
 
СОДЕРЖАНИЕ УЧЕБНОГО МАТЕРИАЛА 
 
Раздел I Общие сведения о статистическом наблюдении 
 
Тема 1.1 Первичная статистическая обработка количественных 
признаков 
 
1 Характеристика биологических объектов, как сложных стохастических 
систем.  
2 Выборочный метод наблюдения, как основной метод научного 
исследования.  
3 Определение числовых характеристик случайных переменных по 
результатам выборочного наблюдения 
 
Тема 1.2 Вариационный ряд 
 
1 Оценка точности и надежности числовых характеристик.  
2 Определение статистического ряда распределения случайной 
переменной по результатам выборочного наблюдения 
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Раздел II Распределение вероятностей 
 
Тема 2.1 Виды распределения вероятностей 
 
1 Принципы счета и распределение вероятностей.  
2 Понятие случайной переменной.  
3 Биномиальное распределение и его характеристики. 
4 Распределение вероятностей Пуассона. 
 
Тема 2.2 Закон нормального распределения 
 
1 Нормальное распределение вероятностей. 
 
Раздел III Выборочное распределение 
 
Тема 3.1 Использование выборочных распределений среднего. 
 
1. Центральная предельная  теорема.  
2. Понятие доверительного интервала, вычисление его для среднего при 
больших и малых выборках.  
3. Определение размеров выборки для получения определенного уровня 
погрешности. 
 
Раздел IV Критерий значимости и статистические сравнения 
 
Тема 4.1 Параметрические методы статистического сравнения  
 
1 Обзор понятия «критерий значимости».  
2 Параметрические и непараметрические методы.  
3 Введение в t-распределение Стьюдента.  
4 t-критерий для независимых и зависимых выборок. 
 
Тема 4.2 Непараметрические методы статистического сравнения  
 
1 Непараметрическая статистика.  
2 Критерий соответствия Пирсона. 
3 Критерий Вилкоксона для связанных  совокупностей. 
4 Критерий Манна-Уитни. 
 
Раздел V Однофакторный корреляционный анализ 
 
1. Сущность функциональной и корреляционной связи. Коэффициент 
корреляции и его свойства.  
2. Оценка значимости коэффициента корреляции.  
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3. Определение объема выборки для получения репрезентативного 
коэффициента корреляции.   
4. Ранговые коэффициенты корреляции (коэффициент корреляции 
Спирмена и Кендела). 
 
Раздел VI Регрессионный анализ 
 
1 Коэффициент и уравнение линейной регрессии.  
2 Оценка значимости коэффициентов уравнения линейной регрессии.  
3 Метод наименьших квадратов.  
4 Доверительный интервал кривой эффекта. Наклон линии регрессии. 
5 Коэффициент смешанной корреляции.  
Линейная и множественная регрессия. 
 
Раздел VII Однофакторный дисперсионный анализ результатов 
исследования 
 
1 Назначение и сущность дисперсионного анализа.  
2 Оценка степени влияния факторов и их взаимодействие на моделируемый 
параметр. 
3 Внутри и межгрупповая дисперсия. Рандомизированный дисперсионный 
анализ (ANOVA-анализ).  
4 Парные сравнения – проверка Шеффе.


















Название раздела, темы занятия; перечень изучаемых 
вопросов 





















































































































1 2 3 4 5 6 7 8 9 
1 Раздел I Первичная статистическая обработка 
количественных признаков 
4  2     
1.1 1. Характеристика биологических объектов, как сложных 
стохастических систем.  
2. Выборочный метод наблюдения, как основной метод 
научного исследования.  
3. Определение числовых характеристик случайных 
переменных по результатам выборочного наблюдения.  








1.2 1.Оценка точности и надежности числовых характеристик.  
2.Определение статистического ряда распределения 
случайной переменной по результатам выборочного 
наблюдения. 
2       
1.3 Текущий контроль успеваемости студентов по разделу I    2    Письменная 
контрольная 
работа 
2 Раздел II Распределение вероятностей 4       
2.1 1. Принципы счета и распределение вероятностей.  
2. Понятие случайной переменной.  






3. Биномиальное распределение и его характеристики. 
4. Распределение вероятностей Пуассона.  
УМК 





2.3 Текущий контроль успеваемости студентов по разделу II   2    Письменная 
контрольная 
работа 
3 Раздел III Выборочное распределение 2  2     
3.1 1 Центральная предельная  теорема.  
2 Понятие доверительного интервала, вычисление его для 
среднего при больших и малых выборках.  
3 Определение размеров выборки для получения 
определенного уровня погрешности. 








3.2 Текущий контроль успеваемости студентов по разделу III   2    Письменная 
контрольная 
работа 
4 Раздел IV Статистические сравнения 4  2     
4.1 1. Обзор понятия «критерий значимости».  
2. Параметрические и непараметрические методы.  
3. Введение в t-распределение Стьюдента.  
4. t-критерий для независимых и зависимых выборок. 









4.2 1. Непараметрическая статистика.  
2. Критерий соответствия Пирсона. 
3. Критерий Вилкоксона для связанных  совокупностей. 
4. Критерий Манна-Уитни. 





4.3 Текущий контроль успеваемости студентов по разделу IV   2    Письменная 
контрольная 
работа 
5 Раздел V Однофакторный корреляционный анализ 2       
5.1 1 Сущность функциональной и корреляционной связи. 2    Цифровой  [1]   
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Коэффициент корреляции и его свойства.  
2 Оценка значимости коэффициента корреляции.  
3 Определение объема выборки для получения 
репрезентативного коэффициента корреляции.   
4 Ранговые коэффициенты корреляции (коэффициент 





5.2 Текущий контроль успеваемости студентов по разделу V   2    Письменная 
контрольная 
работа 
6 Раздел VI Регрессионный анализ 2  2     
6.1 1. Коэффициент и уравнение линейной регрессии.  
2. Оценка значимости коэффициентов уравнения 
линейной регрессии.  
3. Метод наименьших квадратов.  
4. Доверительный интервал кривой эффекта. Наклон 
линии регрессии. 
5. Коэффициент смешанной корреляции.  
6. Линейная и множественная регрессия. 






6.2 Текущий контроль успеваемости студентов по разделу VI   2    Письменная 
контрольная 
работа 
7 Раздел VII Однофакторный дисперсионный анализ 
результатов исследования 
2  2     
7.1 1 Назначение и сущность дисперсионного анализа.  
2 Оценка степени влияния факторов и их взаимодействие 
на моделируемый параметр. 
3 Внутри и межгрупповая дисперсия. Рандомизированный 
дисперсионный анализ (ANOVA-анализ).  
4 Парные сравнения – проверка Шеффе. 








7.2 Текущий контроль успеваемости студентов по разделу VII   2     
    2    Зачет 
 
 
 ИНФОРМАЦИОННО-МЕТОДИЧЕСКАЯ ЧАСТЬ 
 
Перечень лабораторных работ 
 
1 Определение числовых характеристик случайных переменных по 
результатам выборочного наблюдения и оценка их точности  
2 Законы распределения вероятностей 
3 Выборочное распределение среднего значения и вычисления для него 
доверительного интервала 
4 Параметрические и непараметрические методы для сравнения 
зависимых и независимых выборок 
5 Расчет коэффициента корреляции и оценка его значимости. Ранговые 
коэффициенты корреляции Спирмена и Кендала 
6 Построение линейных регрессионных уравнений. Вычисление 
коэффициента смешанной корреляции 
7 Рандомизированный дисперсионный анализ (ANOVA-анализ). Парные 
сравнения – проверка Шеффе. 
 
Формы контроля знаний 
1 Контрольные работы 
 
Темы контрольных работ  
 
1 Определение статистического ряда распределения случайной 
переменной по результатам выборочного наблюдения. 
2 Принципы счета и распределение вероятностей.  
3 Понятие доверительного интервала, вычисление его для среднего при 
больших и малых выборках. 
4 Параметрические и непараметрические методы оценки различия средних 
двух выборок.  
5 Коэффициент корреляции и его свойства. 
6 Линейная и множественная регрессия. 






1 Ребров, О. Ю. Статистический анализ медицинских данных. 
Применение пакета прикладных программ STATISTICA / О.Ю. Ребров. 
– М.: МедиаСфера, 2002. – С.77 
2 Лакин, Г.Ф. Биометрия: учеб. пособие для биол. спец. вузов / Г.Ф. 
Лакин. – 4-е изд. – М.: Высш. шк., 1990. – 352 с. 
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/ П.Ю. Дубнов. – М.: ООО «Издательство АСТ»: «Издательство НТ 
Пресс», 2004. – С. 170-181 
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1 Ефимова М.Р. Общая теория статистики: Учебник / М.Р. Ефимова. – 2-е 
изд. – М.: ИНФРА-М, 2006. – 416 с. 
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6 Хартман Г. Современный факторный анализ / Г. Хартман. – М.: 
Статистика, 1972. - 128 с. 
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