A probabilistic inversion approach is used with Gassmann's equation to determine pore fluid modulus using elastic wave velocity without reference information from a rock saturated with a second fluid of known modulus. Numerical examples show that even when uncertainties in input parameters are relatively large, useful estimates of fluid modulus can be obtained. For a welllog data example, water saturation derived from the inverted fluid modulus compares favorably to saturations derived from well log analysis.
INTRODUCTION
present a formulation for the inclusion of uncertainties in the determination of anomalous fluid modulus using velocity data given a known reference modulus-velocity combination. They apply their development to the fluid substitution problem to obtain a probability density function (pdf) giving information on the likely fluid modulus of an unknown fluid based on a current state of information. Having obtained a pdf, information content is considered and contributions of different data types are compared. The theory they set forth may be viewed as a special case of a general probabilistic inverse theory developed by Tarantola (1987) in which a formalism is set forth to include deterministic models with error, data, and prior information.
In this paper, we present an account of the application of inverse theory to the problem in which fluid modulus is estimated from various combinations of attributes without a reference modulus-porosity combination. A joint pdf is defined that regards parameters as members of a sample space. The pdf is obtained by incorporating the parameter-to-output mapping that is defined in terms of a deterministic model taking sample space model parameters to the space of observable parameters. In our approach, we recognize that the model is not exact, and we include model uncertainty by prescribing a pdf that models the error between model outputs and data. In effect, it describes the correlation between model and observed parameters. Prior information and measurement information may be included by formulating appropriate pdfs in order to refine and incorporate other knowledge of the parameters as well. These states of information are then conjoined to form an a posteriori joint pdf. This joint pdf may be considered a generalized solution to the inverse problem. Marginal pdfs may then be calculated to obtain estimates and confidence intervals of specific parameters. We do not require the geological assumption that porosity is constant. Moreover, we do not assume the relationship between the model and the data is known and exact, and in fact differentiable with a nonsingular Jacobian. Nor do we impose the assumption that the model holds without error; such an approach would be limited in subsequent applications where functional model relations become much more complicated and where differentiability assumptions may not hold. The more general inverse theory approach we use allows for model error. Indeed the model may be viewed as a trend in which there may be varying degrees of confidence. For the present work, the error between model output and data is assumed to be Gaussian, but other error distribution models are possible (see Tarantola, 1987) .
Seismic direct hydrocarbon indication using amplitude anomalies or amplitude variation with offset (AVO) is based on the relationship between seismic impedance and pore fluid properties. Seismic impedance, as the product of velocity and density, depends on both the pore fluid modulus (K f ) and the fluid density ( f ), among other factors. Ultimately, direct hydrocarbon detection techniques rely on differences in the moduli and densities for gases, oils, and brines. Thus, it could be desireable to invert seismic data directly for these quantities and to do so in a manner that provides probability distributions for the estimates. As a first step towards achieving this goal, we investigate the problem of inverting for the fluid modulus given the saturated bulk rock modulus using Gassmann's (1951) equation as an underlying model. Gassmann's equation provides a simple relation between fluid and rock moduli:
where ϕ is porosity, K dry is the bulk modulus of the "dry" rock (or more precisely, the wetted rock frame modulus), K sat is the bulk modulus of the saturated rock, K o is the bulk modulus of the mineral matrix, and K f is the bulk modulus of the pore fluid mixture. For the purposes of this study, we assume that the bulk modulus of the dry rock is expressed by
where ϕ c is the critical porosity described by Nur (1992) . In equation (2) 
Obviously, if K sat , ϕ, K o , ϕ c , and r were known exactly without uncertainty, it would be possible to solve for K f directly. However, with geological, model, and measurement uncertainties, it is necessary to include uncertainties in attempting to obtain realistic results. Thus, we study the following problem: Determine information on the value of K f in the form of a pdf from possible data on K sat , ϕ, K o , ϕ c , and r, and information on K f in the form of bounds
or a priori information with a large variance. We construct a probability density function defined on the
provides a measure of the parameter K f belonging to that subset. Further, this probability density function may be used to obtain estimates of K f . After specifying domains for ϕ, K o , K sat , ϕ c , and r, and using them to define a sample parameter space Q, we formulate a multivariate probability density function on Q. This probability density function may be viewed as carrying the information available on the parameters from measurements and the model as well as the uncertainty. We then calculate marginal distributions that enable us to deduce probabilities and estimate of K f .
PROBABILISTIC FORMULATION
We view the parameters K sat , K f , ϕ, K o , ϕ c , and r as random variables belonging to domains defined in terms of bounds:
We designate a model parameter space M as a subset of R 5 :
and an observable parameter space D as a subset of R:
The parameter space is thus specified as the product
We generally view m as a column vector. It is also useful to introduce the column vector
T where the superscript "T" denotes the operation of vector transposition, so that
We also introduce the set
Data in the form of measurements or estimates of 
The variables w 1 , . . . , w 5 are taken to be one if there is a prior value and zero if there is no data value. For the case of zero, there is only information in terms of bounds for that parameter. For case, we also define the matrix
and we may write
It is always assumed that there is measurement of K sat , although such is not necessarily the case for the other parameters
At this point, it is useful to discuss briefly the notion of the conjunction of information due to Tarantola (1987) . The most general solution to an inverse problem is to determine a probability density function on the parameter space D × M. The state of information on the parameters is thus represented as a joint pdf defined on the set of parameters D × M. This solution is obtained through what is termed as the "the conjunction of the states of information" through an analogy with the logical conjunction of propositions. There are two pdfs defined on D × M, (K s , m) and (K s , m), expressing the states of information from physical modeling and from measurements, respectively. The first pdf, (K s , m), expresses information on correlations between K s and m obtained from Gassmann's equation. The second pdf, (K s , m), expresses information from observable data K satobs and a priori information on model parameters m. Finally, the state of null information is a expressed by means of a pdf, µ(K s , m). These states of information are combined to produce an a posteriori state of information through conjunction to obtain an a posteriori pdf, σ (K s , m), defined on D× M. It is consequence of the Radon-Nicodym theorem (Bartle, 1966) , that the a posteriori pdf takes the form Tarantola, 1987) . By marginalization of K s , we obtain a pdf defined on M:
From this pdf, information may be deduced concerning the parameters m and its components. For this study, the parameter K f is the parameter of interest.
To solve the inverse problem, we discuss the pertinent pdfs. For the case in which there is a model available, the pdf (K s , m) takes the form 
where σ s gives an expression of model error standard deviation. In the case of the measurement and prior information pdf (K s , m), it is assumed that K s and m are independent random variables such that
In the present context, several expressions of D are useful. For example,
the Dirac delta function with mass at K satobs , represents the case in which measurement error is much smaller than modeling error. For the instance in which the measurement error is known,
The pdf M (m) expresses prior information on the model parameter m. Finally, the null pdf is expressed as It follows that the a posteriori pdf is given by
and the pdf on the parameter space M is given by
With the above specifications, we obtain
Information is brought together in the form of a multivariate probablity density function, σ (K s , m) . To determine the prior distribution, M (m), on the model space M, it is assumed that if a measurement is available, then the error satisfies a Gaussian distribution. However, if no measurement is available, then the uniform probability density function defined on its domain is associated with that random variable. The variables K f , ϕ, K o , ϕ c , and r are considered to be physically independent. Hence, we make the assumption that K f , ϕ, K o , ϕ c , and r are independent random variables. Defining the probability density functions
π r = π r (x) for any x ∈ [r min , r max ], the multivariate prior distribution is defined on the sample space M by
The prior distribution M (·) defined on M may be written compactly using equations (4)- (8) with vector notation as
where C is a normalization constant and the matrix is positive semidefinite since the weights w i (i = 1, 2, 3, 4, 5) are chosen to be 0 or 1 depending upon availability of data.
FIG. 5. Comparison of K f from estimated (blue), Wood's equation (green), and Voigt averaging (red).
From the joint pdf expressed in equation (9), we obtain the marginal pdf for K f by integration:
Estimators of K f may be obtained, for example, by choosing the maximizer of equation (12) or calculating the mean value of K f by means of equation (12). It is worth pointing out that a joint pdf of K f and ϕ can also be obtained. Moreover, a pdf for ϕ only can be obtained using techniques similar to those described here.
NUMERICAL EXAMPLE
To test the procedure numerically, we consider the estimation of K f using various combinations of parameters to generate data. We assume bounds on the parameters as K f min = 0.0 GPa and K f max = 3.0 GPa, ϕ min = 0 and ϕ max = 0.5, ϕ c min = 0.35 and ϕ c max = 0.45, K o min = 35 GPa and K o max = 45 GPa. Even though K f min = 0, for the purpose of computations, we suppose the lower bound of K f is a small but positive number because of its appearance as a denominator in equation (1). For ease at this stage, we take r = 1. We construct test examples by specifying parameters K f , ϕ, ϕ c , and K o . The value of K sat is then calculated using equations (1) and (2). We then seek to estimate the value of K f having various measurements and assumptions on the accuracy of the measurements. We consider two cases in which the distinguishing feature is the value of the K f used in generating data. The two cases correspond to the fluid present being either an oil or gas.
In the oil case, we assume the values K oobs = 38.0 GPa, ϕ obs = 0.25, K fobs = 1.0 GPa, ϕ cobs = 0.38, and K satobs = 14.6 GPa, with standard deviations σ Ksat = 10.0 GPa and σ Ksat = 1.0 GPa, σ Ko = 0.05 × K op GPa, σ ϕ = 0.05, σ K f = 1.0 GPa, and σ ϕc = 0.02. In the gas case, we suppose K oobs = 38.0 GPa, ϕ obs = 0.25, K fobs = 0.1 GPa, ϕ cobs = 0.38, and K satobs = 13.2 GPa, with standard deviations σ Ksat = 10.0 GPa and σ Ksat = 1.0 GPa, σ Ko = 0.05 × K op GPa, σ ϕ = 0.05, σ K f = 2.0 GPa, and σ ϕc = 0.02.
The pdf is thus constructed using equations (9)- (12) with prior information assumed on the parameters ϕ, K o , and ϕ c . Only bounds K f min and K f max are assumed on K f with no other prior information assumed. The resulting probability density functions are portrayed in Figures 1 and 2 .
In Figures 1 and 2 with σ Ksat = 10.0 GPa, the maximum likelihood estimators (MLE) are approximately K f = 1.3 GPa and K f = 0.4 GPa for the oil and gas cases, respectively. With σ Ksat = 1.0 GPa, the maximum likelihood estimators are approximately K f = 1.05 GPa and K f = 0.15 GPa for the oil and gas cases, respectively. For the case in which σ Ksat = 1.0 GPa, we find in the oil case that the maximum likelihood estimator and the probability of K f belonging to the indicated set are as indicated in Table 1 .
It is apparent that porosity (ϕ) is the key piece of information that is needed to obtain the correct maximum likelihood estimate (MLE) of fluid modulus (1GPa). However, a wide rage of fluid moduli are possible. As more independent information is added, the pdf becomes tighter around the MLE. In the gas case, results are shown in Table 2 .
Again, information on the porosity appears to be the key piece of information that is needed to obtain the maximum likelihood estimator in this case of the gas modulus (0.1 GPa) as well.
WELL LOG EXAMPLE
We consider data for a hydrocarbon-containing well: well logs of P-wave velocity (V p ), S-wave velocity (V s ), bulk density of the saturated rock ( ), porosity (ϕ), and water saturation (S w ) as functions of depth. The logs of V p and V s over the range of interest are given in Figure 3 . The density and water saturation logs are given in Figure 4 . Within a given sand, we calculate K dry ≈ µ (Castagna et al., 1985 (Castagna et al., , 1993 , K sat , and K f as functions of depth from
The inclusion of V s (and in effect shear modulus) allows us to deduce information on K dry . The values of K f may also be deduced by appropriately solving Gassmann's equations at each depth with K o = 38 GPa. These values are used as prior data at each level in a probabilistic scheme similar to that described in previous sections to determine a probability density function for K f at each depth within the sand. We use standard deviations obtained from the above values for a particular sand. In so doing, we are allowing for model and data error. Bounds for K o and K f are set as described in previous sections. The exponent r is taken to be unknown but bounded with 1.0 ≤ r ≤ 2.5. We compare with water saturation data by using Wood's equation,
and the Voigt average, K b ). This sample space must however be constrained to reflect the physical reality that saturation S w is nonnegative. This is accomplished by defining an indicator function that has the value of
A joint pdf is then defined on the resulting sample space. Using this pdf, we may calculate the expected saturation at each depth within the lithology under consideration. We calculate a mean expected saturation, from this collection of expected saturations as an indicator of the average water saturation within the lithology based on the above probabilistic analysis. This is compared with the average of the water saturation data within each sand in Table 3 . and for the Voigt average, the average error = 0.21 and the relative error = 0.37.
In Figure 7 , the observed and estimated (using Wood's equation and Voigt averages) water saturations are presented. From both Table 3 and Figure 7 , we see that in the initial sand, the error between estimated and observed saturation is the largest. In Figure 8 , the estimated K f and the S w data logs are depicted. We find the correlation between the estimated K f and the S w data is 0.78. Finally, in Figure 9 , we show a color map displaying the collection of probability density functions of K f in the 110 ft (33.5 m) comprising the initial sand. Generally, the redder colors indicate larger values of the probability density function. We note that whereas the most of the probability is located in the region indicating gas, there are depths at which the probability is distributed over a larger range of the K f values.
DISCUSSION AND CONCLUSIONS
As input parameters to Gassmann's equations are imperfectly known, inversion for fluid modulus should be performed probabilistically. We show how to incorporate prior knowledge and measurement uncertainty to obtain probability density functions and maximum likelihood estimates of the fluid modulus. A method is presented that does not assume an exact model, does not require that the model functional relation be differentiable, and readily lends itself to generalization. With our method, even when uncertainties in input parameters are relatively large, useful estimates of fluid modulus can be obtained. We have applied these methods to both numerical examples and data. We have observed good agreement with the mean estimated and mean observed saturation for the real data case. Further research is required to extend this analysis to inputs consisting of seismic attributes used for direct hydrocarbon indication.
