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Resumen / Abstract
Los flujos reales esta´n determinados por caracter´ısticas y feno´menos f´ısicos muy complejos.
En particular, la turbulencia del movimiento fluido es indescriptible anal´ıticamente, as´ı
que es necesario afrontar su resolucio´n mediante me´todos nume´ricos. En la Dina´mica de
Fluidos Computacional, a la hora de resolver flujos turbulentos es conveniente conocer de
manera muy detallada las propiedades de los esquemas nume´ricos que se van a utilizar. Dos
propiedades relevantes de estos esquemas son la dispersio´n y la difusio´n nume´ricas, que
pueden ser cuantificadas mediante el ana´lisis espectral de von Neumann. En este trabajo se
explora el estudio de varios esquemas nume´ricos, utilizando esta metodolog´ıa, para evaluar
su adecuacio´n para la resolucio´n de problemas de turbulencia. El ana´lisis espectral de los
esquemas nume´ricos se complementa con el estudio de un problema unidimensional descrito
por la ecuacio´n de Burgers con te´rmino fuente, que presenta caracter´ısticas ana´logas a las
de las ecuaciones de Navier-Stokes. Con las conclusiones obtenidas se propone un modelo
de simulacio´n para flujos de aguas poco profundas y se evalu´an sus limitaciones.
Real flows are characterized by very complex physical phenomena. Particularly, the turbu-
lent motion is analytically indescribable, so it is necessary to resolve it using numerical
methods. In Computational Fluids Dynamics, it is convenient to possess a deep understan-
ding of the specific properties of the numerical schemes that are to be used for the resolution
of turbulent flows. Two relevant properties are numerical dispersion and diffusion, which
can be quantified by means of the von Neumann spectral analysis. This work aims at the
evaluation of the suitability of different numerical schemes for the resolution of turbulent
flows. The methodology for this analysis is based on the spectral analysis. Furthermore, this
method is complemented with the study of a one-dimensional turbulence problem described
by Burgers’ equation with source term. A set of guidelines for the design of turbulence
simulation models are eventually proposed, based on the analysis of the aforementioned
problem. The proposed model is applied to the shallow water equations and is evaluated
using experimental results as a benchmark.
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Cap´ıtulo 1
Introduccio´n y motivacio´n
En Meca´nica de Fluidos la turbulencia del movimiento fluido es un feno´meno indescriptible
desde un punto de vista anal´ıtico [35, 37, 44]. A pesar de ello, es posible citar una serie de
caracter´ısticas que permiten diferenciar los flujos turbulentos de flujos meramente cao´ticos:
se trata de flujos aleatorios, cuya apariencia puede calificarse como irregular e impredecible;
aparece la vorticidad, es decir, la produccio´n de estructuras denominadas vo´rtices; son alta-
mente no lineales, lo cual repercute en el mantenimiento del re´gimen turbulento por medio
del proceso denominado estiramiento de vo´rtices (vortex stretching); y, finalmente, se carac-
terizan por una tasa de transferencia de energ´ıa entre escalas (longitudes de onda, λ) que
es invariante al problema de estudio [20]. As´ı, se puede decir que, debido a la naturaleza
aparentemente cao´tica de los flujos turbulentos, es posible utilizar una teor´ıa estad´ıstica para
describirlos. La turbulencia hace del flujo una mezcla que abarca un amplio rango de escalas,
que van desde las dimensiones del dominio f´ısico hasta las escalas pequen˜as de disipacio´n
(escalas de Kolmogorov [18]). Un ejemplo de esta condicio´n se muestra en la Figura 1.1,
donde se representa una simulacio´n bidimensional en la que coexisten estructuras coherentes
de gran taman˜o y turbulencia de menor escala [10], un comportamiento habitual en tur-
bulencia bidimensional. Estas estructuras vorticales vienen determinadas por una longitud
caracter´ıstica, de manera que en la figura 1.1 se pueden identificar vo´rtices de escalas grandes
(l ≈ 300∆x, con ∆x el taman˜o de malla utilizado en la discretizacio´n), as´ı como vo´rtices de
escalas pequen˜as (l ≈ 30∆x).
l ≈ 300Δx
l ≈ 30Δx
Figura 1.1: Ejemplo de simulacio´n de flujo turbulento bidimensional con estructuras coherentes de diferentes escalas.
En general, en un flujo turbulento tridimensional se produce un feno´meno de transferencia
de energ´ıa entre las estructuras turbulentas ma´s grandes y las ma´s pequen˜as, que sucede por
medio del proceso de estiramiento de vo´rtices. As´ı, en estado estacionario (promedio), ocurre
un reparto de energ´ıa a lo largo de todo el espectro de escalas (longitudes de onda, λ) del flujo
turbulento, que se conoce como cascada energe´tica [42]. Esta cascada energe´tica representa,
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como se muestra en la Figura 1.2, el espectro energe´tico del flujo, E(k), en funcio´n del nu´mero
de onda, k = 2pi/λ. En nu´meros de onda bajos (escalas grandes), se produce la inyeccio´n
de energ´ıa. Desde esas escalas, se produce una transferencia de energ´ıa hacia las escalas
ma´s pequen˜as formando el denominado rango inercial del espectro (en escala logar´ıtmica).
Este se representa en la cascada energe´tica mediante una tendencia lineal de disminucio´n de
energ´ıa, segu´n aumenta k. Para nu´meros de onda altos (escalas pequen˜as, correspondientes
a las escalas de Kolmogorov), el efecto de la viscosidad molecular es dominante y se disipa la
energ´ıa en forma de calor. La zona inercial, cuyo espectro de energ´ıa presenta una tendencia
lineal de pendiente −5/3 [20], interesa especialmente a la hora de tratar de reconstruir flujos
turbulentos por medio de ca´lculos nume´ricos [26, 27, 28, 31, 38].
-5/3
Δ
log10E(k)
log10k
LES
DNS
Escalas de
Kolmogorov
Inyección energética Rango de equilibrio
Rango inercial Rango disipativo
Figura 1.2: Representacio´n del espectro energe´tico de un flujo turbulento tambie´n denominada cascada energe´tica.
Rangos de nu´meros de onda de actuacio´n de las metodolog´ıas DNS y LES/ILES.
Debido a la falta de una teor´ıa completa, cerrada y anal´ıtica de la turbulencia y a la compleji-
dad de los flujos turbulentos, es necesario afrontar su ca´lculo mediante el uso de herramientas
nume´ricas. La Dina´mica de Fluidos Computacional (CFD) trata de resolver el problema de la
turbulencia por medio de las ecuaciones de Navier-Stokes, que gobiernan el comportamiento
de los flujos turbulentos en el medio continuo [20]. La resolucio´n directa expl´ıcita de este
sistema de ecuaciones diferenciales, denominado DNS (Direct Numerical Simulation), supo-
ne una alta necesidad de recursos computacionales debido al ampl´ısimo rango de escalas en
el que se manifiestan las fluctuaciones turbulentas [21]. Por esta razo´n, se proponen otros
me´todos para afrontar este ca´lculo con los que se trata de disminuir dicho coste. Los me´to-
dos LES (Large-Eddy Simulation) encaran la resolucio´n de las ecuaciones de Navier-Stokes
tan so´lo para las grandes escalas (nu´meros de onda pequen˜os). Habitualmente, es necesario
complementarlos con un modelo ad hoc, comu´nmente denominado SGS (Subgrid-Scale [40]),
para filtrar las fluctuaciones en las escalas pequen˜as (nu´meros de onda grandes) a partir de
un umbral ∆ y representar as´ı la transferencia de energ´ıa recibida desde las escalas mayores
y su posterior disipacio´n. Algunos me´todos nume´ricos solucionan de manera impl´ıcita el pro-
blema de las pequen˜as escalas para los me´todos LES, puesto que introducen una disipacio´n
nume´rica lo suficientemente elevada como para eliminar las fluctuaciones de pequen˜a escala.
Estos me´todos se llaman ILES (Implicit LES ) y no requieren la modelizacio´n de la disipa-
cio´n en las escalas pequen˜as. Otra metodolog´ıa diferente es la denominada RANS (Reynolds
Averaged Navier-Stokes), segu´n la cual no se resuelven de manera expl´ıcita las ecuaciones
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de Navier-Stokes para ninguna escala. Por el contrario, se modela todo el rango de escalas
mediante la descomposicio´n de Reynolds de las variables en suma de valor promedio ma´s
fluctuacio´n [2]. En ese caso, se resuelve el flujo promedio y los efectos de la turbulencia sobre
e´ste debidos a las fluctuaciones se introducen mediante te´rminos viscosos artificiales. En la
Figura 1.2 se muestran los rangos de nu´meros de onda de actuacio´n de las distintas metodo-
log´ıas mencionadas, sin incluir RANS, ya que estos no resuelven fluctuaciones turbulentas en
las ecuaciones de Navier-Stokes para ningu´n valor de k.
Los flujos turbulentos por lo tanto contienen fluctuaciones en un amplio rango de nu´meros de
onda, sin una clara separacio´n entre escalas. Esto, a la hora de elegir el me´todo de resolucio´n,
requiere un conocimiento en profundidad de los esquemas nume´ricos utilizados. Es necesario
caracterizar propiedades de los mismos, como la dispersio´n y la difusio´n nume´ricas, para cada
nu´mero de onda. Por ejemplo, el uso de algunos esquemas de alto orden con propiedades
particulares puede favorecer la disipacio´n de las fluctuaciones turbulentas en las pequen˜as
escalas, de manera que no sea necesario el uso de un modelo extra de disipacio´n (SGS). Esto
permite determinar que, en este caso, este esquema ser´ıa u´til en el marco de la metodolog´ıa
ILES.
El ana´lisis espectral de von Neumann es un procedimiento que sirve para comprobar, por
medio del ca´lculo anal´ıtico de la dispersio´n y la difusio´n, la validez de un esquema nume´rico
[9, 16]. Este me´todo anal´ıtico es va´lido para esquemas nume´ricos lineales, pero en el caso de
tratar con esquemas no lineales, es necesario recurrir a una versio´n aproximada del me´todo
de von Neumann, la cual esta´ basada en el ana´lisis de las propiedades de propagacio´n de
las ondas por medio de la transformada de Fourier [1, 17, 31, 34]. Este ana´lisis espectral
permite desarrollar herramientas con las que estimar a priori, como paso previo a realizar
una simulacio´n, el comportamiento esperado de un esquema nume´rico en un problema de
turbulencia. En este sentido, varios autores han introducido y utilizado el llamado criterio
del 1 % [27, 31], que propone los dos valores de k para los cuales el error relativo en dispersio´n,
kdisp1 % , y en difusio´n, k
disp
1 % , supera el 1 %, umbral a partir del cual estos errores en difusio´n y/o
dispersio´n sera´n apreciables en la solucio´n nume´rica.
λ/2
Figura 1.3: Ejemplo de corte transversal de un vo´rtice de una simulacio´n de flujo turbulento 2D.
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El intere´s central de este trabajo radica en explorar el uso del ana´lisis aproximado de von
Neumann y confirmar la validez de los criterios del 1 % para esquemas nume´ricos en volu´me-
nes finitos, en particular el esquema UWC (upwind centrado) y el esquema WENO (Weighted
Essentially Non-Oscillatory, [24]). La diferencia principal entre ambos reside en que los me´to-
dos UWC reconstruyen a partir de un u´nico stencil y los WENO utilizan una combinacio´n
de reconstrucciones en diversos stencils a trave´s de unos pesos no lineales que se calculan
dina´micamente para evitar las oscilaciones de Gibbs. El alto orden en este trabajo hace re-
ferencia al nu´mero de celdas que forma el stencil. La integracio´n temporal se lleva a cabo
por medio de dos metodolog´ıas: ADER [43] y Runge-Kutta [38]. La primera de ellas se basa
en una expansio´n en desarrollo de Taylor de las derivadas temporales y la sustitucio´n de
e´stas por derivadas espaciales (procedimiento de Cauchy-Kovalevskaya, [32]); el segundo, en
la rutina propia del me´todo de Euler.
El fin u´ltimo de la evaluacio´n de estos esquemas es obtener criterios aplicables al ca´lculo
nume´rico de flujos turbulentos reales de aguas poco profundas [3, 30, 33], que es el objetivo
principal del proyecto de investigacio´n en el que se enmarca este trabajo. Tambie´n se valo-
rara´ la aplicacio´n de estos me´todos/criterios a otro tipo de flujos (aerodina´mica, aeroacu´stica,
combustio´n, etc.). Con la intencio´n de estudiar en detalle y de manera ba´sica las caracter´ısti-
cas de estos esquemas para la resolucio´n de turbulencia, se necesita un modelo matema´tico
simplificado unidimensional de las ecuaciones que rigen los flujos reales. La ecuacio´n de Bur-
gers sirve como analog´ıa unidimensional de las ecuaciones de Navier-Stokes, pues representa
su dina´mica convectiva no lineal y ofrece informacio´n valiosa sobre algunas de las propieda-
des de la turbulencia [5, 13, 19]. Utilizando un te´rmino fuente de forzamiento adecuadamente
disen˜ado, se puede considerar la ecuacio´n de Burgers va´lida para describir el movimiento
turbulento unidimensional [4, 6, 31]. Las fluctuaciones propias de la turbulencia en el caso
unidimensional pueden resultar no tan intuitivas como en los casos tridimensionales. En la
simulacio´n 2D mostrada en la Figura 1.3, las fluctuaciones pueden visualizarse mediante un
corte transversal de alguno de los vo´rtices. La Figura 1.3 muestra un ejemplo de corte, donde
se puede asociar con facilidad el valor de la mitad de una longitud de onda, λ/2. Para el caso
unidimensional, las fluctuaciones turbulentas pueden visualizarse sobre una condicio´n inicial
de valor constante unidad que se deja evolucionar y el cual ha sido perturbado por medio de
un te´rmino forzamiento. La Figura 1.4 muestra un ejemplo de solucio´n de la ecuacio´n de Bur-
gers modificada en un tiempo arbitrario, en la cual se pueden apreciar estas perturbaciones
de diferentes longitudes de onda que no siguen ningu´n patro´n determinado.
-1 -0.5 0 0.5 1
0.7
0.85
1
1.15
1.3
Figura 1.4: Ejemplo de solucio´n de la ecuacio´n de Burgers modificada 1D. Condicio´n inicial ( ) y solucio´n en un
tiempo arbitrario ( ).
Los resultados obtenidos para la ecuacio´n de Burgers sera´n contrastados en primer lugar
con las predicciones teo´ricas. Se comprobara´ que la zona de accio´n del te´rmino fuente en la
cascada energe´tica se ajuste a la pendiente predicha en la bibliograf´ıa [5, 4, 6, 11, 13, 28];
mientras que en la zona inercial del espectro, en la cual no actu´a el te´rmino fuente, se
esperara´ una pendiente diferente [7, 18, 26, 27, 31]. Una vez aseguradas las caracter´ısticas
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ba´sicas, se analizara´n los espectros energe´ticos utilizando las herramientas obtenidas en el
ana´lisis espectral: kdisp1 % y k
diff
1 % . Por medio del ca´lculo del error en los resultados de Burgers,
siguiendo un procedimiento concreto propuesto en este trabajo, se puede llegar a una serie de
conclusiones acerca del comportamiento y la pertinencia de los esquemas nume´ricos utilizados
en la resolucio´n.
Por u´ltimo, se lleva a cabo la resolucio´n de un flujo real de la´mina libre utilizando las ecuacio-
nes de aguas poco profundas en combinacio´n con un esquema WENO de alto orden siguiendo
la metodolog´ıa ILES, justificada esta decisio´n por la conclusiones obtenidas en el ana´lisis de
las soluciones de Burgers para los esquemas de tipo WENO [30, 33]. En los flujos de aguas
poco profundas, la turbulencia es predominantemente horizontal debido al confinamiento
geome´trico del flujo, pero tambie´n existe turbulencia tridimensional que en determinadas
condiciones juega un papel fundamental. La aproximacio´n ILES mencionada anteriormente
sera´ de aplicacio´n a la componente horizontal de la turbulencia, aunque tambie´n sera´ ne-
cesario utilizar un modelo de turbulencia que caracterice los efectos de mezcla 3D que las
ecuaciones de aguas poco profundas no pueden representar.
La distribucio´n de contenidos de la memoria se describe a continuacio´n. Los Cap´ıtulos 2 y
3, comenzando por los aspectos ma´s teo´ricos del trabajo, presentan, el primero de ellos, una
introduccio´n a la teor´ıa de la turbulencia en la que se expandira´n los aspectos comentados
en esta introduccio´n y, el segundo, una descripcio´n de los me´todos de volu´menes finitos y de
los esquemas utilizados en los siguientes cap´ıtulos. El Cap´ıtulo 4, que ocupa la parte central
de la memoria, trata el ana´lisis espectral de von Neumann de los esquemas utilizados, tanto
el me´todo anal´ıtico como el aproximado. La parte final del texto, que consta de los Cap´ıtulos
5 y 6, se dedica a la resolucio´n de la ecuacio´n de Burgers, junto con el ana´lisis de estos
desde un punto de vista turbulento haciendo uso de los datos del ana´lisis espectral, y a la
resolucio´n de un flujo real de aguas poco profundas. Por u´ltimo, en el Cap´ıtulo 7 se exponen
las conclusiones ma´s generales derivadas de la realizacio´n del trabajo, as´ı como conclusiones
concretas sobre los esquemas nume´ricos obtenidas de los resultados de la ecuacio´n de Burgers.
5
Cap´ıtulo 1 Introduccio´n y motivacio´n
6
Cap´ıtulo 2
Introduccio´n a la turbulencia
2.1. Caracter´ısticas de los flujos turbulentos
Este cap´ıtulo se ha preparado como una s´ıntesis principalmente extra´ıda de [20] y otros textos
debidamente citados. Los flujos turbulentos no permiten un estudio anal´ıtico. De hecho, la
turbulencia no se puede definir con precisio´n, pero conviene diferenciarlo de lo que podr´ıa
ser un mero ”flujo cao´tico”. Para ello, se explican a continuacio´n una serie de caracter´ısticas
ba´sicas de los flujos turbulentos.
1. Aleatoriedad : los flujos turbulentos tienen apariencia irregular, cao´tica e impredecible.
2. No linealidad : los flujos turbulentos son altamente no lineales. Por un lado, la no linea-
lidad supone el llamado vortex stretching, un proceso relevante que permite el manteni-
miento de la vorticidad en los flujos turbulentos tridimensionales. Por otro lado, supone
un aumento del nu´mero adimensional que caracteriza los flujos turbulentos: el nu´mero
de Reynolds. Este para´metro es utilizado para clasificar flujos como turbulentos o la-
minares cuando toma valores altos o bajos respectivamente, midiendo la importancia
relativa de los mecanismos de conveccio´n, representado por la velocidad del flujo u, y
los mecanismos de difusio´n, representados por la viscosidad cinema´tica ν. El nu´mero
Re viene dado por
Re =
uD
ν
, (2.1)
donde D es una dimensio´n caracter´ıstica del flujo.
3. Viscosidad : los flujos turbulentos se caracterizan por una tasa de difusio´n de momento
y calor ra´pida, debido a la mezcla macrosco´pica de las part´ıculas fluidas.
4. Vorticidad : la turbulencia esta´ repleta de vorticidad fluctuante, que se manifiesta en la
formacio´n de estructuras coherentes, las cuales mantienen su identidad a lo largo del
tiempo y que aparecen de manera reiterada adquiriendo aproximadamente la misma
forma [10]. Estas estructuras se denominan vo´rtices y abarcan un rango ampl´ısimo de
escalas de dimensio´n: desde la anchura de la regio´n que contiene el flujo turbulento
hasta escalas del orden de los mil´ımetros.
5. Disipacio´n: el proceso de vortex stretching transfiere la energ´ıa de los vo´rtices de ma´s
grandes escalas a los de las ma´s pequen˜as y es en e´stas en las que se produce la disipacio´n
total de la energ´ıa en forma de calor, debido a la viscosidad molecular.
Un flujo aleatorio no cumple todas estas caracter´ısticas.
7
Cap´ıtulo 2 Introduccio´n a la turbulencia
2.2. Correlacio´n y espectro
Sea u(x, t) una variable medida en un flujo turbulento. Se suponen dos medidas de la misma
variable separadas por una distancia x en un tiempo t, tal que u(x0, t) y u(xo + x, t). La
correlacio´n entre ambas variables, si el campo es espacialmente homoge´neo, so´lo depende de
la distancia x y viene dada por
R(x) = u(x0, t)u(xo + x, t) (2.2)
Se puede definir el espectro energe´tico como la transformada de Fourier de la correlacio´n
E (k) =
1
(2pi)2/3
∫ +∞
−∞
e−ikxR (x) dx, (2.3)
donde la correlacio´n se puede calcular como la transformada inversa de Fourier como sigue
R(x) =
∫ +∞
−∞
eikxE(k)dk, (2.4)
donde dk = dkdldm.
Si se tiene el caso de x = 0, entonces la correlacio´n queda
R(0) = u(x0, t)u(x0, t) = u2 =
∫ +∞
−∞
E(k)dk (2.5)
La cantidad E(k)dk es la variacio´n de energ´ıa en la banda de nu´mero de onda dkdldm
centrada en k. De esta manera se entiende que E(k) representa co´mo se distribuye la energ´ıa
en funcio´n de la longitud de onda k.
2.3. Descomposicio´n de Reynolds
Los flujos turbulentos se caracterizan por una apariencia irregular, cao´tica e impredecibles;
esta´n llenos de ruido. Es por ello conveniente adoptar la descomposicio´n de Reynolds [2],
segu´n la cual se define la variable de intere´s instanta´nea como
u˜i = Ui + ui, (2.6)
donde Ui es un promedio temporal que viene dado por
Ui =
1
∆t
∫ t0+∆t
t0
u˜idt, (2.7)
y donde ui es la fluctuacio´n en torno a ese promedio, que cumple que su promedio temporal
se anula
u¯i =
1
∆t
∫ t0+∆t
t0
uidt = 0. (2.8)
Teniendo en cuenta estas dos definiciones, los balances de la energ´ıa cine´tica tanto del flujo
promedio como del flujo turbulento son segu´n [20]
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D
DT
(
1
2U
2
i
)
=
∂
∂xj
(
−PUj
ρ0
+ 2νUiEij − uiujUi
)
transporte
− 2νEijEij
disipacio´n viscosa
+ ujui
∂Ui
∂xj
pe´rdida por turbulencia
− g
ρ0
ρU3
pe´rdida por energ´ıa potencial
D
DT
(
1
2u
2
i
)
= − ∂
∂xj
(
ρuj
ρ0
+
1
2
u2iuj − 2νuieij
)
transporte
+ gαwT ′
produccio´n flotante
− ujui∂Ui
∂xj
produccio´n cortante
− 2νeijeij
disipacio´n viscosa
(2.9)
No se va a explicar en detalle cada uno de los te´rminos, pero s´ı conviene una breve descripcio´n
de sus contribuciones a la variacio´n de la energ´ıa.
Los primeros tres te´rminos a la derecha de las igualdades representan el transporte de la
energ´ıa cine´tica. Pueden redistribuir la energ´ıa de una regio´n a otra, pero no la generan ni la
disipan. El resto de te´rminos s´ı que actu´an como sumideros o fuentes energe´ticas.
El te´rmino en el que reside el intere´s , que supone la transferencia de energ´ıa del flujo promedio
al flujo turbulento, es el quinto de ambas ecuaciones
± ujui∂Ui
∂xj
. (2.10)
Se calcula como el producto de la velocidad de deformacio´n promedio
∂Ui
∂xj
y el esfuerzo
turbulento ujui, tambie´n denominado tensor de esfuerzos de Reynolds. Si e´ste se representa
en sus componentes cartesianas u = (u, v, w) tiene la forma u2 uv uwuv v2 vw
uw vw w2
 (2.11)
Se trata de un tensor sime´trico en cuya diagonal se encuentran los esfuerzos normales y fuera
de ella, los esfuerzos cortantes. En el caso de tener unas fluctuaciones turbulentas isotro´picas
todos los elementos de fuera de la diagonal se anulara´n, teniendo adema´s u2 = v2 = w2.
Esto, como se vera´ ma´s adelante, presenta unas consecuencias relevantes en la generacio´n y
transmisio´n de la turbulencia.
El producto de ambas cantidades resulta negativo en flujos cortantes, de manera que el
te´rmino adquiere un valor negativo en la ecuacio´n de balance energe´tico del flujo promedio y
positivo en la del turbulento. Supone, por lo tanto, una pe´rdida de energ´ıa cine´tica promedio
y una ganancia en energ´ıa cine´tica turbulenta. Se le llama debido a ello produccio´n cortante
de turbulencia.
2.4. Produccio´n de turbulencia y cascada energe´tica
Estructuras turbulentas como los vo´rtices son transportadas por el flujo promedio que asi-
mismo las alimenta, como se acaba de describir. Sin embargo, existe una fuerte dependencia
de estos vo´rtices con su escala que determina su interaccio´n con el flujo.
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Los vo´rtices de mayor escala son anisotro´picos, puesto que conocen la direccio´n del esfuerzo
promedio o el gradiente de densidades de su entorno. En un campo totalmente isotro´pico
las componentes fuera de la diagonal del tensor de esfuerzos de Reynolds (2.11) se anulan,
haciendo tambie´n cero el te´rmino de produccio´n cortante de turbulencia de las ecuaciones
(2.9). De esta manera no se puede extraer energ´ıa del flujo promedio, as´ı que la turbulencia
requiere anisotrop´ıa para mantenerse contra la disipacio´n viscosa que se da en los vo´rtices
de menor escala ,que reciben la energ´ıa de los de mayor escala. Este proceso de transferencia
de energ´ıa turbulenta se denomina cascada energe´tica se lleva a cabo mediante el llamado
vortex stretching [42].
Los vo´rtices ma´s pequen˜os son advectados en los campos de velocidades de los vo´rtices ma´s
grandes, de manera que no interaccionan ni con estos mayores ni con el flujo promedio. En
otras palabras, dejan de conocer la direccio´n que lleva el flujo.
Las escalas de estos vo´rtices ma´s pequen˜os dependen de dos para´metros relevantes para las
escalas pequen˜as sugeridos por Kolmogorov en 1941 [18]: la tasa  al cual la energ´ıa tiene
que ser disipada por los vo´rtices y la viscosidad cinema´tica ν que dispersa los gradientes de
velocidad. La tasa de disipacio´n es del orden de
 ∼ u
′3
l
, (2.12)
donde u′ es una escala t´ıpica de las fluctuaciones del flujo y l es una escala t´ıpica de longitud
de los vo´rtices grandes.
De esta manera, a trave´s de un ana´lisis dimensional, se llega a la definicio´n de las escalas de
disipacio´n llamadas microescalas de Kolmogorov
λ0 =
(
ν3

)1
/4. (2.13)
Una disminucio´n en la magnitud de la viscosidad ν disminuye a su vez las escalas disipativas.
2.5. Espectro de la turbulencia en el rango inercial
Como se ha visto, E(k) representa la energ´ıa cine´tica turbulenta en funcio´n de k. Si la
turbulencia es isotro´pica entonces se vuelve independiente de la orientacio´n del nu´mero de
onda, E = E(k), de manera que puede entenderse el taman˜o de los vo´rtices como k−1. La
correlacio´n sera´
R(k) = u2 =
∫ ∞
0
E(k)dk. (2.14)
Interesa conocer la forma de E(k) en el rango que sea isotro´pico. Para lo cual hay que
encontrar dicho rango.
En escalas pequen˜as, representadas por k  l−1 (rango de equilibrio), no hay relacio´n directa
entre la turbulencia y el movimiento de los vo´rtices grandes, puesto que las escalas pequen˜as
han sido generadas por una larga serie de pasos pequen˜os en los que se pierde informacio´n
en cada paso. Es por ello que el espectro en estos nu´meros de onda grandes es pra´cticamente
isotro´pico.
En nu´meros de onda en el entorno de k ' l−1 se produce un pico de produccio´n de energ´ıa;
y la disipacio´n se manifiesta con una ca´ıda pronunciada del espectro cuando k > λ−10 .
Se denomina rango inercial (subrango del rango de equilibrio) al que abarca aquellas escalas
menores que las escalas de produccio´n y mayores que las de disipacio´n: l−1  k  λ−10 , en
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el cual se da la transferencia de energ´ıa debida u´nicamente a las fuerzas inerciales. En este
rango la produccio´n y la disipacio´n son muy pequen˜as. Queda entonces saber co´mo es E en
el rango inercial.
En el rango inercial el espectro depende de la tasa de disipacio´n y del nu´mero de onda:
E = E(k, )
Existe la dependencia con , porque, a pesar de que la disipacio´n en este rango es pequen˜a,
esta energ´ıa se transfiere a trave´s de las escalas que abarca el rango.
A la forma expl´ıcita de E se llega por medio de un ana´lisis dimensional. Sus unidades son
[E] =
L3
T 2
, (2.15)
y las de sus variables de dependencia
[] =
L2
T 3
[k] =
1
L
(2.16)
As´ı que se llega a la ley de Kolmogorov de −5/3 que establece
E = A2/3k−5/3, (2.17)
en l−1  k  λ−10 . La constante A se ha determinado por medios experimentales para todos
los flujos turbulentos como A ' 1.5.
Toda la descripcio´n anterior sobre el rango inercial, as´ı como esta nueva pendiente dada por
la ley de Kolmogorov se pueden ver a simple vista en la Figura 2.1, que representa la cascada
energe´tica muestra la dependencia del espectro energe´tico con el nu´mero de onda en escala
logar´ıtmica.
-5/3
log10 E(k)
log10 k
Escalas de
Kolmogorov
Inyección energética Rango de equilibrio
Rango inercial Rango disipativo
Figura 2.1: Cascada energe´tica en la que se muestra la inyeccio´n energe´tica, el rango inercial, junto con la ley de
Kolmogorov, y el disipativo.
2.6. Introduccio´n a la simulacio´n de la turbulencia
La dina´mica de fluidos computacional (CFD) trata de resolver el problema de la turbulencia
por medio de las ecuaciones de Navier-Stokes, conformadas por un sistema de ecuaciones
diferenciales en derivadas parciales que gobiernan los flujos turbulentos en el medio continuo.
Existen diferentes maneras de afrontar este ca´lculo, de las cuales la ma´s evidente consiste en
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resolver de forma directa las ecuaciones, que recibe el nombre de ca´lculo nume´rico directo
(DNS, direct numerical simulation). Los flujos turbulentos contienen fluctuaciones en un am-
plio rango de nu´meros de onda, sin una clara separacio´n entre escalas. La coexistencia de estas
fluctuaciones acopladas en todas las escalas supone una gran dificultad para la metodolog´ıa
DNS, puesto que ha de tener en cuenta todas las escalas del movimiento, que abarcan desde
las ma´s grandes (determinadas por los contornos del dominio f´ısico y las periodicidades) hasta
las ma´s pequen˜as (correspondientes a las escalas de disipacio´n de Kolmogorov).
Volviendo a la cascada energe´tica, DNS comprende todos los nu´meros de onda disponibles en
el problema de la turbulencia, como se puede apreciar en la Figura 2.2. En un sistema f´ısico,
por ejemplo, una atmo´sfera planetaria, estos ampl´ısimos rangos de escalas que ser´ıa deseable
resolver cubren desde los miles de kilo´metros hasta los mil´ımetros. Por lo tanto, los taman˜os
de malla necesarios suponen un coste computacional inasequible. En definitiva, a pesar de
que las ecuaciones de Navier-Stokes son capaces de describir por entero flujos turbulentos,
el ca´lculo nume´rico directo, la resolucio´n expl´ıcita de todas las escalas, resulta impracticable
debido a la enorme cantidad de recursos computacionales que requiere [2, 21].
log10 E(k)
log10 k
k-5/3
Δ
LES
DNS
Rango inercial Rango
disipativo
Figura 2.2: Rangos de actuacio´n de distintos modelos de resolucio´n nume´rica de flujos turbulentos en la cascada energe´ti-
ca.
Otro enfoque distinto de calcular nume´ricamente flujos turbulentos, denominado LES (large-
eddy simulation), o simulacio´n de grandes torbellinos, consiste en resolver expl´ıcitamente
las estructuras turbulentas de escalas grandes, que son fundamentales para la transferencia
de momento. En la Figura 2.2 se muestra que la metodolog´ıa LES abarca u´nicamente los
nu´meros de onda de menor valor, sin llegar, por lo tanto, a las escalas en las que sucede
la disipacio´n energe´tica. Debido a esto, es necesario introducir un modelo que represente, al
menos estad´ısticamente, el intercambio de energ´ıa de las escalas mayores con las menores y la
mencionada disipacio´n energe´tica. Por medio de la construccio´n de un filtro, habitualmente
llamado modelo SGS (subgrid-scale), se eliminan las fluctuaciones propias de las pequen˜as
escalas, donde el me´todo nume´rico es susceptible de producir resultados imprecisos. En la
Figura 2.3 se muestra un ejemplo de filtrado, donde ∆ representa la escala de menor dimensio´n
resuelta. Un modelo SGS ampliamente utilizado es el propuesto por Smagorinsky [40], en el
cual la viscosidad viene caracterizada por la escala ∆. Algunos me´todos nume´ricos solucionan
de manera impl´ıcita el problema de las pequen˜as escalas para los me´todos LES. Estos nuevos
me´todos, denominados ILES (implicit LES ), resuelven las escalas grandes y no disponen
ningu´n modelo para las pequen˜as, puesto que la disipacio´n nume´rica es de tal magnitud que
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elimina sus fluctuaciones.
-1 -0.5 0 0.5 1
0.75
0.875
1
1.125
1.25
Δ
Figura 2.3: Ejemplo de modelo de filtrado SGS sobre una sen˜al u(x) ( ) para longitudes de onda menores que ∆ ( ).
Un enfoque totalmente diferente a los anteriores es el propuesto por el me´todo RANS (Rey-
nolds averaged Navier-Stokes), cuyo punto de partida es la descomposicio´n de Reynolds de las
variables del flujo en promedio y fluctuacio´n, ecuacio´n (2.6). Esta descomposicio´n, aplicada
las ecuaciones de Navier-Stokes, conduce al tensor de estre´s de Reynolds, ecuacio´n (2.11), que
requiere un modelo de viscosidad. La diferencia fundamental con los me´todos DNS, LES e
ILES reside en que RANS no resuelve de manera expl´ıcita ninguna escala, sino que, por medio
de las fluctuaciones en las variables descompuestas, y el mencionado tensor de esfuerzos de
Reynolds, se resuelven los feno´menos turbulentos. Debido a ello, no aparece en la Figura 2.2
en ningu´n rango del espectro de nu´meros de onda.
Una de las cuestiones que se plantean en este trabajo trata acerca de si el error introdu-
cido por esquemas de alto orden puede actuar como modelo impl´ıcito de disipacio´n en las
pequen˜as escalas. Con este objetivo, se analizara´n las soluciones nume´ricas aportadas por
varios esquemas de alto orden tanto en el tiempo como en el espacio para comprobar si pue-
den clasificarse como me´todos ILES. En la parte final del trabajo se plantea la resolucio´n
de un flujo real de aguas poco profundas. Este caso, a pesar de contar con la naturaleza
esencialmente bidimensional de las aguas poco profundas, requiere la consideracio´n de ciertos
feno´menos tridimensionales. Por lo tanto, el me´todo utilizado, denominado depth-averaged
LES, resuelve la turbulencia horizontal (grandes vo´rtices, estructuras coherentes en 2D) y
modela las escalas pequen˜as (turbulencia tridimensional) mediante un modelo algebraico de
turbulencia que introduce el efecto de la mezcla turbulencia tridimensional en el flujo resuelto.
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Cap´ıtulo 3
Esquemas nume´ricos, volu´menes finitos y
propiedades
Las leyes de conservacio´n hiperbo´licas esta´n modeladas por ecuaciones diferenciales en deriva-
das parciales (PDE) generalmente no lineales que no se pueden resolver de manera anal´ıtica.
Una de las te´cnicas ma´s habituales para computar su solucio´n mediante me´todos nume´ricos
se hace por medio de la discretizacio´n del dominio computacional en celdas de volumen. En
estas celdas las ecuaciones originales en derivadas parciales pueden ser integradas y converti-
das en sistemas algebraicos de ecuaciones. La solucio´n aproximada del sistema PDE original
esta´ conformada por un conjunto de valores promedio en las celdas que resultan de la inte-
gracio´n de las variables conservadas en e´stas. E´ste es el denominado me´todo de volu´menes
finitos.
Sea el siguiente sistema un problema de valores iniciales y de contorno
PDEs:
∂U
∂t
+∇ ·E(U) = S
IC: U(x, 0) =
◦
U(x) ∀x ∈ Ω
BC: U(x, t) = U∂Ω(x, t) ∀x ∈ ∂Ω
(3.1)
definido en el dominio Ω× [0, T ] con Ω ⊆ Rd y T ∈ R+. EL dominio espacial se discretiza en
N celdas volume´tricas, definidas como Ωj ⊂ Ω, tal que Ω =
⋃N
j=1 Ωj . El volumen contenido
en cada celda se calcula como
ϑj =
∫
Ωj
dΩj j = 1, ..., N (3.2)
En cada celda, Ωj , para un tiempo t
n = n∆t, las variables conservadas se definen como
promedios
Unj =
1
ϑj
∫
Ωj
U(x, tn)dΩj j = 1, ..., N . (3.3)
Supuestas la condiciones iniciales U(x, 0) =
◦
U(x), se integra (3.1) en cada celda Ωj como
sigue
Un+1j = U
n
j −
1
ϑj
(∫ ∆t
0
∫
∂Ωj
E(U(x, t))nˆdΓjdt+
∫ ∆t
0
∫
Ωj
S(U(x, t),x, t)dΩjdt
)
(3.4)
El promedio en la celda en el tiempo tn+1, denotado por Un+1j , se puede calcular expl´ıcita-
mente a partir del promedio en tn adema´s de una aproximacio´n de la integral de los flujos a
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trave´s de ∂Ωj y la contribucio´n del te´rmino fuente.
3.1. Me´todo de Godunov
En 1959 Godunov [14] desarrollo´ un esquema nume´rico conservativo basado en volu´menes
finitos para resolver las ecuaciones de Euler de la dina´mica de gases en presencia de ondas
de choque. Este me´todo, aunque de primer orden tanto en tiempo como en espacio, puede
ser utilizado como esquema base para desarrollar me´todos de alto orden. Esta extensio´n se
puede realizar, como se vera´ ma´s adelante, mediante el me´todo ADER.
Se considera el caso particular unidimensional de (3.1)
PDEs:
∂U
∂t
+
∂F(U)
∂x
= S
IC: U(x, 0) =
◦
U(x)
BC: U(a, t) = Ua(t) U(b, t) = Ub(t)
(3.5)
definido en el dominio [a, b] × [0, T ], con ◦U(x) la condicio´n inicial y Ua(t) y Ub(t) las con-
diciones de contorno izquierda y derecha, respectivamente. En este caso unidimensional, la
malla esta´ compuesta por N celdas
a = x 1
2
< x 3
2
< ... < xN− 1
2
< xN+ 1
2
= b (3.6)
como se muestra en la Figura 3.1, con las celdas definidas como
Ωj =
[
xj−1/2, xj+1/2
]
j = 1, ..., N (3.7)
a Ω1 Ω2 
... 
x1/2 x3/2 x5/2 xj-1/2 xj+1/2
... Ωj 
xN-3/2 xN-1/2 xN+1/2
ΩN-1 ΩN b
Figura 3.1: Discretizacio´n de la malla.
El taman˜o de las celdas se deriva de (3.2) y se define como
∆xj =
∫ xj+1/2
xj−1/2
dx = xj+1/2 − xj−1/2 j = 1, ..., N. (3.8)
Dentro de cada celda, las cantidades conservadas en el tiempo tn se definen como los siguiente
promedios
Unj =
1
∆xj
∫ xj+1/2
xj−1/2
U(x, tn)dx j = 1, ..., N, . (3.9)
La integracio´n del sistema lineal de leyes conservativas descrito en (3.4) conduce a
Un+1j = U
n
j −
1
∆xj
(∫ tn+1
tn
F(U(xj+ 1
2
, t))dt−
∫ tn+1
tn
F(U(xj− 1
2
, t))dt
)
+
∫ tn+1
tn
1
∆xj
∫ x
j+ 12
x
j− 12
S(U(x, t), x, t)dxdt,
(3.10)
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con tn+1 = tn + ∆t. Es posible definir los flujos nume´ricos como
F−
j+ 1
2
≈ 1
∆t
∫ tn+1
tn
F(U(xj+ 1
2
, t))dt F+
j− 1
2
≈ 1
∆t
∫ tn+1
tn
F(U(xj− 1
2
, t))dt, . (3.11)
Si se considera una aproximacio´n expl´ıcita de la integracio´n temporal de los flujos f´ısicos en
las fronteras de las celdas, se pueden expresar en te´rminos de los dos promedios contiguos en
t = tn como F−
j+ 1
2
= F−
j+ 1
2
(Unj ,U
n
j+1). Equivalentemente, el te´rmino fuente
Sj ≈ 1
∆t
∫ tn+1
tn
∫ x
j+ 12
x
j− 12
S(U(x, t), x, t)dxdt, (3.12)
se puede expresar en forma expl´ıcita como S¯j = S¯j(U
n
j , xj , t
n), haciendo posible escribir
(3.10) como la siguiente fo´rmula expl´ıcita de actualizacio´n
Un+1j = U
n
j −
∆t
∆xj
(
F−
j+ 1
2
− F+
j− 1
2
)
+
∆t
∆xj
S¯j (3.13)
que representa el esquema nume´rico de Godunov.
3.2. El problema de Riemann
En cada interfaz j+1/2, los flujos nume´ricos (3.11) se pueden calcular localmente resolviendo
un problema de valores iniciales (IVP) compuesto por un sistema de ecuaciones diferenciales
en derivadas parciales y una condicio´n inicial constante a trozos, como se muestra en la Figura
3.2.
 
Uj-1
n Uj
n
Uj+1
n
x
xj+1xj+1/2
xjxj-1/2
xj-1
RP(Uj
n
,Uj+1
n )
Figura 3.2: Regio´n colindante a la celda Ωj y representacio´n de datos definidos a trozos, mostrando un problema de
Riemann (RP) en xj+1/2, al que se refiere como RP (U
n
j ,U
n
j+1).
El problema a resolver en la pared xj+1 se define como
PDEs:
∂U
∂t
+
∂F(U)
∂x
= S
IC : U(x, tn) =
{
Unj x < xj+1/2
Unj+1 x > xj+1/2
(3.14)
dentro del dominio
[
xj+1/2 −∆x/2, xj+1/2 + ∆x/2
] × [tn, tn + ∆t]. El problema (3.14) se
denomina problema de Riemann, en la pared xj+1/2, RP (U
n
j ,U
n
j+1) [32].
Puede darse el caso de que las condiciones a ambos lados de la pared no vengan dadas
por datos constantes sino por polinomios definidos a trozos (junto con sus derivadas). Estos
problemas se denominan problemas de Riemann derivativos (DRP). En tales circunstancias la
solucio´n contendra´ un te´rmino l´ıder dado por el equivalente problema de Riemann con datos
constantes y el resto de te´rminos de mayor orden se resolvera´n como diferentes problemas de
Riemann para cada derivada [32, 43].
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3.3. Ecuaciones lineal advectiva 1D y de Burgers 1D
Este trabajo considera dos ecuaciones diferenciales en derivadas parciales unidimensionales
para llevar a cabo el ana´lisis de dispersio´n y difusio´n de von Neumann se utiliza la ecuacio´n
lineal advectiva 1D por ser e´sta lineal (Cap´ıtulo 4); en segundo lugar, se analizan las carac-
ter´ısticas de las soluciones de la ecuacio´n de Burgers 1D (Cap´ıtulo 5). Se aplica a continuacio´n
lo detallado en las secciones anteriores sobre estas dos ecuaciones.
Ambas ecuaciones se pueden describir de la siguiente manera general y homoge´nea
∂u(x, t)
∂t
+
∂f(u(x, t))
∂x
= 0, (3.15)
donde el flujo f(u(x, t)) determina de cua´l de ellas se trata
f(u(x, t)) =

a · u(x, t), a = cte Ecuacio´n ineal advectiva
u(x, t)2
2
Ecuacio´n de Burgers
. (3.16)
La integracio´n en el volumen de control xj de las ecuaciones lineal advectiva y de Burgers se
lleva a cabo por medio de la forma general (3.15), como sigue∫ tn+1
tn
∫ xj+1/2
xj−1/2
∂u
∂t
dxdt+
∫ tn+1
tn
∫ xj+1/2
xj−1/2
∂f
∂x
dxdt = 0
⇒
∫ tn+1
tn
∂
∂t
∫ xj+1/2
xj−1/2
udxdt+
∫ tn+1
tn
1
∆x
[
fj+1/2 − fj−1/2
]
dt = 0
⇒
∫ tn+1
tn
∂
∂t
u¯jdt+
1
∆x
[
f˜nj+1/2 − f˜nj−1/2
]
= 0
⇒ 1
∆
[
u¯n+1j − u¯nj
]
+
1
∆x
[
f˜nj+1/2 − f˜nj−1/2
]
= 0
. (3.17)
La fo´rmula de actualizacio´n expl´ıcita es
u¯n+1j = u¯
n
j −
∆t
∆x
[
f˜nj+1/2 − f˜nj+1/2
]
= 0. (3.18)
En adelante, por mayor simplicidad, a la variable de intere´s promediada espacialmente en la
celda se le denotara sin la barra superior u¯nj → unj . Semejante con el flujo: f˜nj±1/2 → fnj±1/2.
3.4. Extensio´n a alto orden temporal y espacial
La extensio´n temporal a altos o´rdenes se lleva a cabo mediante dos me´todos: los me´todos
tipo ADER, desarrollados por E. F. Toro [43], y los me´todos tipos Runge-Kutta, desarrolla-
dos por C. Runge y W. Kutta [38]. Los me´todos tipo ADER requieren una solucio´n en la
interfaz de posicio´n xj+1/2 en funcio´n del tiempo t, permitiendo calcular los flujos nume´ricos
y construyendo un esquema nume´rico de orden K tanto en el espacio como en el tiempo. La
solucio´n contendra´ un te´rmino principal, provisto por el problema de Riemann derivativo de
orden cero (DRP 0), equivalente a un problema de Riemann constante a trozos, y te´rminos
de mayor orden, asociados con k diferentes problemas de Riemann para las derivadas. Cabe
mencionar que el problema de Riemann derivativo de orden K puede descomponerse en K+1
problemas de Riemann [32].
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Los flujos nume´ricos en las interfaces de la ecuacio´n (3.18) pueden ser descritos como expan-
siones de Taylor en el tiempo de la siguiente manera
fnj+1/2 = f
(0)
j+1/2 +
K∑
k=1
f
(k)
j+1/2
∆tk
(k + 1)!
fnj−1/2 = f
(0)
j−1/2 +
K∑
k=1
f
(k)
j−1/2
∆tk
(k + 1)!
,
(3.19)
donde f
(0)
j+1/2 y f
(0)
j−1/2 son los te´rminos principales, obtenidos de la resolucio´n de DRP
0, y
donde
f
(k)
j+1/2 =
[
∂k
∂tk
fj+1/2(t)
]
t=0
f
(k)
j−1/2 =
[
∂k
∂tk
fj−1/2(t)
]
t=0
,
(3.20)
son los te´rminos de mayor orden de los flujos nume´ricos. De esta manera se construye un
esquema de orden arbitrario K en el tiempo capaz de resolver los problemas de Riemann
derivativos (DRPK).
El teorema de Cauchy-Kovalevskaya permite establecer relaciones entre derivadas espaciales
y temporales [32], de manera que las derivadas temporales pueden expresarse anal´ıticamente
a partir de la informacio´n provista por el me´todo de reconstruccio´n espacial. Esto permite
sustituir las derivadas temporales de los flujos f´ısicos en t = 0 por derivadas espaciales de la
variable u
∂kf
∂tk
= R(k)
(
∂ku
∂xk
,
∂k−1u
∂xk−1
, ..., u
)
. (3.21)
Otro me´todo de extender la integracio´n temporal a o´rdenes mayores es mediante el mencio-
nado Runge-Kutta, cuya estrategia es diferente a la de los me´todos ADER. Runge-Kutta esta´
basado en la rutina propia del me´todo de Euler, en el cual para completar una actualizacio´n
temporal es necesario primero resolver una serie de pasos intermedios en forma de ecuacio-
nes dependientes unas de otras. El orden del me´todo viene determinado por el nu´mero de
ecuaciones que intervienen en cada paso temporal. En el caso concreto de este trabajo se ha
dispuesto de un Runge-Kutta de orden 3, cuyas 3 ecuaciones de actualizacio´n vienen dadas
por
u
(1)
j = u
n
j + ∆tξ(u
n
j )
u
(2)
j =
3
4u
n
j +
1
4u
(1)
j +
1
4∆ξ(u
(1)
j )
un+1j =
1
3u
n
j +
2
3u
(2)
j +
2
3∆tξ(u
(2)
j ),
(3.22)
donde ξ(unj ) = f
n
j+1/2 − fnj−1/2.
Las discontinuidades que algunas variables presentan a lo largo del espacio pueden introducir
oscilaciones indeseadas en la solucio´n nume´rica, por lo que es necesaria una adecuada re-
construccio´n espacial para evitarlas. Para la reconstruccio´n espacial de los flujos se utilizan
dos casos concretos del conjunto de me´todos WENO (Weighted Essentially Non-Oscillatory)
[24]. En estos me´todos, los polinomios de bajo orden que forman el conjunto dina´mico de
celdas denominado stencil se combinan de diferentes maneras. Si la combinacio´n se realiza
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utilizando los pesos o´ptimos, la reconstruccio´n obtenida sera´ puramente lineal, recuperando
el me´todo Upwind centrado; a esta estrategia WENO de pesos o´ptimos la denotaremos como
UWC. Esta reconstruccio´n es ido´nea para soluciones en regiones suaves. La reconstruccio´n
de pesos o´ptimos UWC viene dada por
uj+1/2 =
k−1∑
0
γru
(r)
j+1/2 = u(xj+1/2) + o(∆x
2k−1), (3.23)
donde γr son los pesos o´ptimos [24, 39].
Si, por otro lado, se combinan los polinomios de bajo orden para formar una reconstruccio´n
descentrada, este me´todo sigue la reconstruccio´n cla´sica WENO [24], que es preferible para
casos con discontinuidades; en nuestro caso recibira´ el nombre de WENO. La reconstruccio´n
viene dada por
uj+1/2 =
k−1∑
0
wru
(r)
j+1/2 = u(xj+1/2) + o(∆x
2k−1), (3.24)
donde los coeficientes wr se calculan como
wr =
αr∑k−1
l=0 αl
cumpliendo
k−1∑
r=0
wr = 1, wr ≥ 0. (3.25)
Los coeficientes αr se construyen a partir de los pesos o´ptimos γr y del indicador de suavidad
βr propuesto en [24, 39] como sigue
αr =
γr
(βr + )
2 , (3.26)
con  un para´metro pequen˜o adecuadamente definido. La Figura 3.3 muestra de manera
simple la reconstruccio´n seguida por ambos.
x
xjxj-1 xj+1
0
WENO
UWC
Figura 3.3: Stencils utilizados por WENO y UWC.
3.5. Propiedades de los esquemas nume´ricos
3.5.1. Consistencia, estabilidad y convergencia
La validez y la precisio´n de un esquema nume´rico para la resolucio´n de un modelo matema´tico
pueden ser evaluadas cuantitativamente por medio de tres conceptos que cubren diferentes
aspectos de las relaciones entre modelos matema´ticos anal´ıticos, esquemas nume´ricos y sus
soluciones [16]. Estos tres criterios son la consistencia, la estabilidad y la convergencia:
1. La consistencia es una condicio´n sobre el esquema nume´rico que establece que e´ste tie-
ne que tender a la ecuacio´n diferencial del modelo cuando los pasos espacial y temporal
de la discretizacio´n tiendan a cero.
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2. La estabilidad se encarga de prevenir que el esquema nume´rico no introduzca erro-
res que crezcan indefinidamente. Adema´s, no decreta ninguna otra condicio´n sobre la
ecuacio´n diferencial.
Se considera el error ¯nj en una celda j y un tiempo n como la diferencia entre la solucio´n
nume´rica unj y la solucio´n exacta de la ecuacio´n discretizada u¯
n
j
¯nj = u
n
j − u¯nj . (3.27)
Puesto que este error tiene que permanecer acotado, la condicio´n puede expresarse como
l´ım
n→∞
∣∣¯nj ∣∣ ≤ K, (3.28)
con ∆t fijo y K independiente de n.
Si los errores nume´ricos decrecen con el tiempo se dice que el esquema nume´rico es
estable. Este concepto esta´ estrechamente relacionado con el de difusio´n nume´rica, como
se vera´ en la siguiente seccio´n.
3. La convergencia es una condicio´n sobre la solucio´n nume´rica que establece que e´sta
tiene que tender a la solucio´n exacta cuando los pasos espacial y temporal tiendan a
cero. En otras palabras, que la solucio´n se adecue a la del modelo resuelto.
Para ello, se define el error ˜nj como la diferencia entre la solucio´n nume´rica u
n
j y la
solucio´n exacta de la ecuacio´n anal´ıtica u˜(j∆x, n∆t)
˜nj = u
n
j − u˜(j∆x, n∆t). (3.29)
Este error tiene que cumplir la siguiente condicio´n
l´ım
∆x→0,
∆t→0
∣∣˜nj ∣∣ = 0, (3.30)
con valores fijos de la posicio´n xj = j∆x y del tiempo t
n = n∆t.
Tanto la estabilidad como la convergencia son condiciones que afectan a las soluciones nume´ri-
cas y que se miden mediante el ca´lculo de errores distintos. Incluso la consistencia esta´ rela-
cionada con las otras dos, como se establece en el teorema de equivalencia de Lax: para un
problema de valores iniciales bien planteado y un esquema de discretizacio´n consistente, la es-
tabilidad es la condicio´n necesaria y suficiente para asegurar la convergencia. La demostracio´n
del teorema se puede encontrar en [36].
Por lo tanto, para analizar un problema dependiente con el tiempo o de valores iniciales, se
deben llevar a cabo dos cometidos:
1. analizar la condicio´n de consistencia. Esto conduce a la determinacio´n del orden de
precisio´n del esquema y su error de truncamiento;
2. y analizar las propiedades de la estabilidad.
Mediante la realizacio´n de estas dos tareas se puede asegurar la convergencia sin ana´lisis
adicionales.
En esta memoria se trabaja con dos ecuaciones diferenciales en derivadas parciales en 1D: la
ecuacio´n lineal advectiva (4.1) y la ecuacio´n de Burgers (5.1). El intere´s de este trabajo se
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centra en la segunda de estas dos tareas anteriores, tema sobre el que se extendera´n en mayor
profundidad las siguientes secciones. Sin embargo, tambie´n resulta necesaria la resolucio´n
satisfactoria de la primera de las tareas, la de analizar la condicio´n de consistencia. En el
Ape´ndice A se lleva a cabo este ana´lisis de la condicio´n de consistencia para ambas ecuaciones,
donde se estima el orden de convergencia para cinco esquemas diferentes, a saber: FOU,
UWC3-RK3, WENO3-RK3, UWC5-RK3 y WENO5-RK3.
3.5.2. Dispersio´n, difusio´n y condicio´n CFL.
La dispersio´n es el feno´meno f´ısico propio de las ondas viajando en un medio que relaciona
su longitud de onda con su frecuencia. Segu´n e´ste varias ondas con longitudes de onda dife-
rentes viajan con diferentes velocidades de fase. Se puede dar una dispersio´n nume´rica (en
adelante dispersio´n) que conduce a una velocidad de fase modificada en la solucio´n nume´rica
respecto a la solucio´n exacta, dependiente de la longitud de onda.
La difusio´n es un feno´meno f´ısico de homogeneizacio´n en el que alguna propiedad es trans-
portada debido a la agitacio´n de sus mole´culas. Puede suceder, por ejemplo, como resultado
de la presencia conjunta de varias sustancias de concentraciones distintas. La agitacio´n mo-
lecular tiende a mezclar estas sustancias en todas las direcciones siguiendo una proporcio´n
con la diferencia de concentraciones iniciales y que tiende a un estado final de mezcla ho-
moge´nea. Tambie´n puede ocurrir en feno´menos de conduccio´n en los que entre dos sustancias
a diferentes temperaturas sobreviene un intercambio de calor. La conduccio´n de calor o son
resultado de la difusio´n en un fluido.
Existe adema´s un feno´meno ana´logo de naturaleza no f´ısica denominado difusio´n nume´rica
o tambie´n viscosidad nume´rica (en adelante difusio´n) que se introduce en las soluciones
como efecto de las aproximaciones nume´ricas. Este tipo de difusio´n se manifiesta como una
reduccio´n en la magnitud de la solucio´n tras cada paso temporal.
Una manera de evaluar la difusio´n nume´rica consiste en calcular el factor de amplificacio´n
de solucio´n nume´rica final respecto a la condicio´n inicial. El caso ideal se corresponde con
un facto de amplificacio´n unidad, es decir, en el cual no exista difusio´n y las amplitudes
inicial y final sean iguales. Normalmente el uso de cualquier esquema nume´rico para resolver
una ecuacio´n diferencial introduce siempre una cantidad de difusio´n nume´rica; si se puede
medir esta cierta cantidad difusiva es posible establecer un criterio para seleccionar entre
varios esquemas el menos difusivo. Tambie´n puede suceder que el factor de amplificacio´n
aumente por encima de la unidad, en cuyo caso el esquema dejar´ıa de ser estable, porque no
se cumplir´ıa la condicio´n (3.30).
El criterio del 1 %, [27] [31], determina si la propagacio´n de la solucio´n se lleva a cabo
con precisio´n. Este criterio establece que es necesario que, en el caso de que la dispersio´n
nume´rica presente un error mayor que un 1 %, la difusio´n nume´rica sea grande para atenuar
las fluctuaciones que portar´ıan un error dispersivo grande.
Es necesario para ello cuantificar estas dos magnitudes mediante un ana´lisis espectral que
investiga el nu´mero de onda nume´rico equivalente. El ana´lisis de von Neumann [9] es un
procedimiento que se sirve del mencionado nu´mero de onda equivalente, para comprobar,
por medio del nu´mero de la dispersio´n y la difusio´n, la estabilidad y validez de un esquema
nume´rico. En la siguiente seccio´n se introducira´ este me´todo de ana´lisis de manera teo´rica;
asimismo se ilustrara´ su funcionamiento sobre diferentes tipos de esquemas nume´ricos (ADER
y RK, lineales y no lineales, etc.) por medio de varios ejemplos.
En la Seccio´n 4.3.6 se hace uso del criterio del 1 % para comparar dos discretizaciones espa-
ciales diferentes (que ma´s adelante se explicara´n en mayor detalle).
Por otro lado, existe adema´s una condicio´n de estabilidad fundamental para la mayor´ıa de
los esquemas expl´ıcitos relacionada con la difusio´n nume´rica. Esta condicio´n, denominada
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CFL por Courant, Friedrichs y Levy [8], expresa que la distancia recorrida en un intervalo
de tiempo ∆t por las perturbaciones propagadas con velocidad a tiene que ser menor que la
distancia mı´nima entre dos puntos de la malla, es decir, ∆x.
Tambie´n se puede expresar como
σ = a
∆t
∆x
< 1, (3.31)
donde σ ∈ R es el nu´mero adimensional de Courant. Esta ecuacio´n expresa que la relacio´n
de mallado ∆t/∆x tiene que elegirse tal que el dominio de dependencia de la ecuacio´n dife-
rencial ha de estar completamente contenido en el dominio nume´rico de dependencia de las
ecuaciones discretizadas [22]. Es decir, la aproximacio´n un+1j debe incluir toda la informacio´n
con significado f´ısico que determina el comportamiento en el punto j.
La solucio´n nume´rica no dependera´ de ∆x o de ∆t separadamente, sino que lo hara´ en el
nu´mero de Courant. Los ca´lculos se hara´n con valores constantes del CFL, de manera que
para un ∆x dado se tendra´n valores proporcionales de la discretizacio´n espacial ∆t siguiendo
la condicio´n (3.31).
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Ana´lisis espectral de esquemas nume´ricos
Muchos feno´menos estudiados en la f´ısica son descritos total o parcialmente mediante ecuacio-
nes o sistemas de ecuaciones matema´ticas diferenciales ordinarias o diferenciales en derivadas
parciales.
Algunas de estas ecuaciones no se pueden resolver de manera anal´ıtica, as´ı que se requieren
herramientas de resolucio´n aproximada tales como los me´todos nume´ricos. Las aproximaciones
de estos me´todos pueden introducir modificaciones en el resultado que carezcan de significado
f´ısico. Cada tipo de esquema empleado puede presentar efectos muy distintos en la solucio´n.
Es conveniente por lo tanto conocer y cuantificar las caracter´ısticas particulares de la solucio´n
nume´rica para un determinado esquema nume´rico elegido.
4.1. Aspectos preliminares
4.1.1. Definicio´n del problema de estudio
Es necesario definir el problema de estudio. Se considera la ecuacio´n escalar de transporte
lineal
∂u
∂t
+ a
∂u
∂x
= 0, (4.1)
donde u = u(x, t) ∈ C ⊆ R es la variable transportada con velocidad a ∈ R+ y donde
C es el subconjunto de valores relevantes de u. Las coordenadas temporal y espacial son
t y x, respectivamente. La solucio´n se calculara´ en el dominio temporal Ω × [0, T ], donde
T ∈ R+ es el tiempo de simulacio´n y Ω = [xa, xb] es el dominio espacial, con xa, xb ∈ R. Para
evitar cualquier efecto adicional en la solucio´n producido por los contornos, se considerara´n
condiciones de contorno perio´dicas, es decir u(xa, t) = u(xb, t). La condicio´n inicial dispone
de un u´nico modo de oscilacio´n, con nu´mero de onda k, y viene dada por
u(x, 0) = uˆke
i(kx), (4.2)
donde
uˆk =
1
2L
∫ L
−L
f(x)e−i(kx)dx (4.3)
es la amplitud del armo´nico k, con f(x) una funcio´n cualquiera. El nu´mero de onda se define
como
k =
2pi
λ
, (4.4)
con longitud de onda λ; y la frecuencia angular como
25
Cap´ıtulo 4 Ana´lisis espectral de esquemas nume´ricos
ω =
2pi
T
, (4.5)
con T el periodo de la oscilacio´n.
La solucio´n de la ecuacio´n (4.1) para el modo u´nico de oscilacio´n, uˆk, en (4.4), se puede
escribir como
u(x, t) = uˆke
ik(x−at), (4.6)
ya que la ecuacio´n (4.1) representa un transporte lineal con velocidad a, por tanto, la solucio´n
sera´ una traslacio´n en x de la condicio´n inicial. Si consideramos la relacio´n a = ω/k, podemos
escribir (4.6) como
u(x, t) = uˆke
i(kx−ωt). (4.7)
Es posible comprobar fa´cilmente que si la solucio´n en (4.7) se introduce en la Ecuacio´n original
(4.1), se obtiene
−ωiuˆkei(kx−ωt) + akiuˆkei(kx−ωt) = 0,
recuperando
−ω

iuˆke
i(kx−ωt) + ak
iuˆke
i(kx−ωt) = 0,
la relacio´n exacta a = ω/k. Esta relacio´n entre ω y k se denomina no dispersiva, ya que a es
constante. Esto quiere decir que la velocidad de propagacio´n de las ondas es independiente de
la frecuencia de las mismas. Cuando esto no sucede, tendremos el caso de ondas dispersivas,
en las que a = a(k). Estamos interesados en estudiar soluciones nume´ricas de la Ecuacio´n
(4.1), donde la relacio´n a = a(k) vendra´ dada por el me´todo nume´rico que se utilice. En estos
casos, la relacio´n entre frecuencia angular y nu´mero de onda se escribira´ como
ω˜(k˜) = k˜a(k˜), (4.8)
donde k˜ ∈ R se denominara´ nu´mero de onda modificado y ω˜(k˜) se denominara´ frecuencia
angular modificada.Tambie´n se puede escribir de forma general como
ω˜ = ξ + iη, (4.9)
lo que permite definir el nu´mero de onda modificado como k˜ = Re(ω˜)/a, que se puede escribir
como k˜ = 1aξ, y la atenuacio´n como Im(ω˜), que se reduce a η.
4.1.2. Discretizacio´n y l´ımite de muestreo
Es necesario llevar a cabo la discretizacio´n del dominio sobre el que actuara´ el esquema
nume´rico. Se escoge un dominio computacional formado por N celdas, Ωj , del mismo taman˜o,
∆x, cuyos posiciones vienen dadas por
xj =
1
2
∆x (2j + 1) . (4.10)
La discretizacio´n temporal se realiza utilizando n intervalos iguales, de magnitud ∆t. La
aproximacio´n nume´rica de la solucio´n en un tiempo tn = n∆t y en la posicio´n xj = n∆x se
denotara´ como unj (Figura 4.1).
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Δx
0 L
Δt
t
t+Δt
xj-1/2 xj+1/2
xj
Figura 4.1: Dominio computacional de discretizacio´n.
De la misma manera, las posiciones de las paredes sera´n
xj+1/2 = xj +
1
2
∆x
xj−1/2 = xj −
1
2
∆x
. (4.11)
Con esta discretizacio´n, el valor de las condiciones iniciales promediado en cada celda requiere
uj(t = 0) =
1
∆x
∫ xj+1/2
xj−1/2
uˆke
i(kx−ωt)
∣∣∣∣∣
t=0
dx =
uˆk
jk∆x
[
ei(kxj+1/2) − ei(kxj−1/2)
]
. (4.12)
Por medio de 4.11 se llega a la siguiente formulacio´n
uj(t = 0) =
uˆk
k∆x/2
eikxj sin
(
k∆x
2
)
. (4.13)
En el caso concreto con el que se trabajara´ en adelante se dispone para mayor simplicidad la
siguiente condicio´n inicial
u(x, t = 0) = sin (kx) , (4.14)
de manera que la amplitud sea uˆk = 1. Con esto se obtiene la siguiente condicio´n inicial
uj(t = 0) =
1
k∆x
[
− cos (kx)
]xj+1/2
xj−1/2
(4.15)
La discretizacio´n determinara´ los valores ma´ximos y mı´nimos de longitud de onda resolubles
que la malla permita representar. As´ı, la ma´xima y mı´nima longitud de onda posible sera´
λmax = 2L y λmin = 2∆x, respectivamente. De acuerdo con la definicio´n de k en (4.4), el
ma´ximo y mı´nimo nu´mero de onda vendra´ dado segu´n el teorema de muestreo de Nyquist-
Shannon por kmax = pi/∆x y kmin = pi/L, respectivamente. Al valor kmax tambie´n se le
denomina frecuencia de Nyquist y representa la frecuencia ma´s alta que se puede resolver
para una discretizacio´n determinada por un taman˜o de celda ∆x. En la Figura 4.2 se muestra
la relacio´n entre la discretizacio´n espacial y los valores ma´ximos y mı´nimos de frecuencia.
Figura 4.2: Discretizacio´n espacial del dominio computacional, mostrando la ma´xima y mı´nima longitud de onda.
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4.2. Me´todo anal´ıtico de Von Neumann
Es posible cuantificar anal´ıticamente la difusio´n y la dispersio´n nume´rica generadas por el
esquema nume´rico utilizando el denominado ana´lisis de von Neumann, siempre que se trate
de un esquema lineal. En origen, dicho me´todo fue desarrollado para evaluar la estabilidad
de un esquema nume´rico utilizando un ana´lisis de la propagacio´n de las pequen˜as pertur-
baciones. Las ecuaciones del flujo y del transporte escalar se comportan de un modo lineal
en la propagacio´n de las pequen˜as perturbaciones. Por tanto, entender co´mo los esquemas
transportan dichas perturbaciones permite cuantificar en que´ medida las disipan (es decir,
estimar la magnitud de la difusio´n nume´rica) o las amplifican (es decir, comprobar si el es-
quema es inestable). Adema´s, permite evaluar tambie´n la velocidad de propagacio´n de dichas
perturbaciones para as´ı estimar la dispersio´n nume´rica del esquema.
El ana´lisis de estabilidad de von Neumann, tambie´n llamado ana´lisis de Fourier, fue desarro-
llado por John von Neumann durante la Segunda Guerra Mundial en el Laboratorio Nacional
de Los Alamos, financiado por la Comisio´n de Energ´ıa Ato´mica de los Estados Unidos. El in-
tere´s en este desarrollo yac´ıa en la posibilidad de saber si un me´todo nume´rico iba a funcionar
adecuadamente sin necesidad de realizar una simulacio´n y esperar a que finalizara, evitando
as´ı una metodolog´ıa “ensayo-error”. En aquella e´poca, la capacidad computacional era muy
limitada e incluso las simulaciones ma´s simples pod´ıan demorarse demasiado. Hasta el final
de la Segunda Guerra Mundial este me´todo permanecio´ clasificado y fue en 1947 cuando J.
Crank y P. Nicholson lo publicaron y salio´ a la luz [9]. Tras su popularizacio´n en la segunda
mitad del siglo XX, se considera una herramienta indispensable en el ana´lisis de me´todos
nume´ricos [16].
Este me´todo permite calcular la dispersio´n y la difusio´n tanto del esquema discreto completo,
en el que intervienen la integracio´n temporal y la discretizacio´n espacial, como del esquema
semidiscreto que cuenta u´nicamente con la discretizacio´n espacial.
4.2.1. Me´todo aplicado al problema semidiscreto
Es posible describir la ecuacio´n (4.1) de manera discreta u´nicamente en el espacio, segu´n lo
que se denomina me´todo semidiscreto. El esquema semidiscreto puede analizarse desde el
punto de vista de von Neumann para comparar distintos me´todos de resolucio´n. La manera
matema´tica de expresarlo es la siguiente
∂u(x, t)
∂t
= −a∂u(x, t)
∂x
⇒ ∂uj(t)
∂t
= Auj(t),
(4.16)
donde A = A(k, a,∆x) ∈ C es el operador semidiscreto. La solucio´n nume´rica semidiscreta,
si tenemos en cuenta xj = j∆x, es
u(xj , t) = uj(t) = uˆke
i(kj∆x−ω˜t). (4.17)
Si se introduce esta solucio´n (4.17) en la ecuacio´n semidiscreta (4.16) se llega a
∂uj(t)
∂t
= Auj(t)
⇒ −iω˜uj(t) = Auj(t)
⇒ ω˜uj(t) = iAuj(t)
(4.18)
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En este caso, la dispersio´n y la difusio´n se calculan a partir de las partes real e imaginaria
de la frecuencia angular modificada (4.8). En primer lugar, la dispersio´n, teniendo en cuenta
σ = a∆t/∆x, se define como sigue
k˜∆x =
Re(ω˜)
a
∆x =
ξ
a
∆x; (4.19)
y la difusio´n, que se normaliza por k
ψ =
Im(ω˜)
ak
=
η
ak
. (4.20)
Es decir, para encontrar las partes real e imaginaria de la frecuencia angular modificada se
ha de aplicar el operador A sobre la funcio´n problema y, posteriormente, multiplicar por el
nu´mero complejo. A continuacio´n se pone un ejemplo del modo de ca´lculo.
4.2.2. Ejemplos de me´todo semidiscreto: FOU y UWC3
Se analizan ahora la dispersio´n y la difusio´n nume´rica en funcio´n de k∆x de un esquema
semidiscreto para una discretizacio´n espacial upwind de primer (first-order upwind, FOU) y
tercer orden centrada en el espacio (third-order centered upwind, UWC3).
El esquema FOU semidiscreto, haciendo uso de la ecuacio´n (4.16), viene dado por la siguiente
expresio´n
∂uj
∂t
= − a
∆x
(
unj − unj−1
)
, (4.21)
con a < 0.
Se introduce la solucio´n semidiscreta (4.17) para hallar la forma expl´ıcita de ω˜ como sigue
−iω˜uˆkei(kj∆x−ω˜n∆t) = − a
∆x
[
uˆke
i(kj∆x−ω˜n∆t) − uˆkei(k(j−1)∆x−ω˜n∆t)
]
⇒ ω˜ = −i a
∆x
[
1− e−ik∆x] . (4.22)
Su forma bino´mica es
ω˜ =
a
∆x
sen (k∆x) + i
a
∆x
(cos (k∆x)− 1) . (4.23)
Por otro lado, el esquema UWC3 semidiscreto viene dado por
∂uj
∂t
= − a
∆x
(
1
3
unj+1 +
1
2
unj − unj−1 +
1
6
unj−2
)
. (4.24)
Introduciendo la solucio´n semidiscreta (4.17) se llega a
∂uj
∂t
= − a
∆x
(
1
3
unj+1 +
1
2
unj − unj−1 +
1
6
unj−2
)
⇒ −iω˜unj = −
a
∆x
(
1
3
unj e
ik∆x +
1
2
unj − unj e−ik∆x +
1
6
unj e
−i2k∆x
)
⇒ ω˜ = −i a
∆x
(
1
3
eik∆x +
1
2
− e−ik∆x + 1
6
e−i2k∆x
)
. (4.25)
Su forma bino´mica es
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ω˜ =
a
∆x
(
4
3
sen (k∆x)− 1
6
sen (2k∆x)
)
+ i
a
∆x
(
−1
2
− 2
3
cos (k∆x)− 1
6
cos (2k∆x)
)
(4.26)
Se recogen en la Tabla 4.1 las relaciones de dispersio´n y difusio´n de ambos esquemas, basadas
en las ecuaciones (4.19) y (4.20).
Esquema k˜∆x η/k∆x
FOU sin (k∆x)
cos (k∆x)− 1
k∆x
UWC3
4
3
sin (k∆x)− 1
6
sin (2k∆x) −1
2
− 2
3
cos (k∆x)− 1
6
cos (2k∆x)
Tabla 4.1: relaciones de dispersio´n y de difusio´n de los esquemas semidiscretos FOU y UWC3.
En la Figura 4.3 se muestra la evolucio´n de las relaciones recogidas en la tabla anterior. La
dispersio´n se mantiene cercana a la dispersio´n ideal casi hasta la unidad, luego aumenta para
valores en torno a k∆x = pi/2 y disminuye de nuevo hasta k∆x = pi.
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UWC3
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(a) Dispersio´n.
0 /8 /4 3 /8 /2 5 /8 3 /4 7 /8
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-0.6
-0.4
-0.2
0
FOU
UWC3
(b) Difusio´n.
Figura 4.3: Ana´lisis de dispersio´n y difusio´n del esquema semidiscreto UWC3.
4.2.3. Me´todo aplicado al problema completamente discreto
En el caso de llevar a cabo una discretizacio´n completa. Tanto en espacio como en tiempo,
hay que tener en cuenta las relaciones xj = j∆x y t
n = n∆t en la solucio´n (4.7) y se obtiene
u(xj , t
n) = u(x, t) = uˆke
i(kj∆x−ω˜n∆t). (4.27)
Por lo tanto, la solucio´n en el siguiente tiempo tn+1 sera´
un+1j = uˆke
i(kj∆x−ω˜n∆t)e−iω˜∆t, (4.28)
haciendo evidente la relacio´n
un+1j = e
−iω˜∆tunj . (4.29)
Esta relacio´n permite expresar el esquema nume´rico de la siguiente manera
un+1j =Munj , (4.30)
30
Cap´ıtulo 4 Ana´lisis espectral de esquemas nume´ricos
donde M = M(a,∆t, k∆x) ∈ C es el operador discreto en forma compleja. Utilizando la
definicio´n del nu´mero CFL, σ = a∆t/∆x, dicho operador M se puede escribir de manera
compacta en te´rminos del nu´mero de onda y el CFL solamente, es decir M = M(k∆x, σ).
De las ecuaciones (4.29) y (4.30) obtenemos la siguiente equivalencia
e−iω˜∆t ,M. (4.31)
Utilizando los resultados previos (ecuaciones (4.29)-(4.31)) se puede obtener la siguiente re-
lacio´n de recurrencia
un+1j =M · (M)n−1u0j = (M)nu0j , (4.32)
donde u0j = u(xj , 0) = uˆke
ikxj . Esta relacio´n muestra que en cada paso de tiempo la solucio´n
se modifica mediante el operadorM y que el operador equivalente a la aplicacio´n del esquema
de actualizacio´n durante n pasos de tiempo es igual al producto de dichos operadores n veces,
(M)n. De esto se deriva que, en el caso de tener un sistema de ecuaciones en lugar de una
u´nica ecuacio´n M seria un matriz y, por lo tanto, la estabilidad de este sistema vendr´ıa a ser
controlada por los valores propios de M.
Si se utiliza la expresio´n de la frecuencia angular modificada de la ecuacio´n (4.9) en la
definicio´n de M en (4.31), tenemos
M = e−i(ξ+iη)∆t, (4.33)
lo que permite reescibir M como
M = |M| e−iθ, (4.34)
donde |M| = eη∆t es la magnitud de M y θ = ξ∆t es la fase de M. La magnitud de M es
un indicador de la atenuacio´n de la solucio´n nume´rica, ya que
|M| =
∣∣∣∣∣u
n+1
j
unj
∣∣∣∣∣ , (4.35)
donde es fa´cil darse cuenta de que, tras n pasos de tiempo, la atenuacio´n de la solucio´n vendra´
dada por (|M|)n. Por otro lado, el desfase entre la solucio´n nume´rica y la anal´ıtica se puede
cuantificar utilizando la fase de M
θ = argumento
(
un+1j
unj
)
, (4.36)
pudiendo observar que tras n pasos de tiempo, sera´ nθ.
Al igual que en el caso semi-discreto, es posible obtener la expresio´n del nu´mero de onda
modificado como k˜ = Re(ω˜)/a. Sera´ necesario adimensionalizar el nu´mero de onda con ∆x
para poder obtener una expresio´n que solamente dependa del producto k∆x y de σ. As´ı, la
relacio´n anterior la expresaremos como k˜∆x = ξ∆x/a, que se puede escribir tambie´n como
k˜∆x = θ
∆x
a∆t
. (4.37)
Utilizando ahora el inverso del nu´mero CFL, ∆x/a∆t = 1/σ, es posible expresar el producto
k˜∆x como
k˜∆x(k∆x, σ) =
1
σ
θ(k∆x, σ), (4.38)
que solo depende de k∆x y de σ.
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4.2.4. Ejemplo de me´todo discreto: UWC3-ADER
Se considera un esquema con discretizacio´n espacial upwind de tercer orden (UWC3) e inte-
gracio´n temporal ADER de primer, segundo y tercer orden. El desarrollo de este esquema se
encuentra en el ape´ndice B. En la Figura 4.4 se muestran las representaciones de las relaciones
(B.12)-(B.14).
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(b) Difusio´n, UWC3-ADER1.
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(f) Difusio´n, UWC3-ADER3.
Figura 4.4: Ana´lisis de dispersio´n y difusio´n del esquema discreto completo UWC3-ADER.
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La difusio´n tambie´n se puede mostrar en coordenadas polares, como muestra la Figura 4.5.
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(a) Difusio´n polar, UWC3-ADER1.
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(b) Difusio´n polar, UWC3-ADER2.
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(c) Difusio´n polar, UWC3-ADER3.
Figura 4.5: Difusio´n en coordenadas polares.
4.2.5. Ejemplo de me´todo discreto: UWC3-RK
En segundo lugar, se discretiza la ecuacio´n de transporte lineal (4.1) por medio de un esquema
upwind de tercer orden en el espacio y un Runge-Kutta de segundo y tercer orden en el
tiempo. El desarrollo de este esquema se encuentra en el ape´ndice C. El esquema semidiscreto
es ana´logo al analizado en la Seccio´n 4.2.2, as´ı que lo mostrado en la Figura 4.3 es va´lido
tambie´n para este esquema. La Figura 4.6 muestra la dispersio´n y la difusio´n para mu´ltiples
valores del CFL.
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(d) Difusio´n, UWC3-RK3.
Figura 4.6: Ana´lisis de dispersio´n y difusio´n del esquema discreto completo UWC3-RK (segundo y tercer orden).
La difusio´n tambie´n se muestra en coordenadas polares en la Figura 4.7.
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(a) Difusio´n, UWC3-RK2.
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(b) Difusio´n, UWC3-RK3.
Figura 4.7: Representacio´n polar de la difusio´n nume´rica del esquema UWC3-RK.
34
Cap´ıtulo 4 Ana´lisis espectral de esquemas nume´ricos
4.2.6. Influencia del tiempo total de simulacio´n
En el caso de la difusio´n de los esquemas ADER (Figuras 4.4b - 4.4f) se solapan las repre-
sentaciones de los CFL que equidistan de 0.5. Esto es debido a que el factor de amplificacio´n
calculado hasta ahora establece la relacio´n entre dos tiempos sucesivos, es decir, separados
por un u´nico paso temporal. Sin embargo, para CFL de menor valor sera´ necesario un mayor
nu´mero de pasos temporales, por lo tanto, la difusio´n acumulada inevitablemente aumentara´.
Se requiere por ello un nuevo ana´lisis sobre co´mo afecta el paso temporal a distintos valores
del CFL para un mismo tiempo de simulacio´n.
Puede darse el caso de que el paso temporal no sea un divisor exacto del tiempo total T de
simulacio´n. Es por ello necesario definir un paso temporal extra δ que facilite completar la
fraccio´n de tiempo restante. As´ı, si se define el nu´mero de pasos temporales completos como
K, se tiene
T = K∆t+ δ (4.39)
Supongamos que el tiempo ma´ximo es igual al paso espacial, T = ∆x, con a = 1. De esta
manera, el cociente entre el tiempo ma´ximo y el paso temporal sera´
T
∆t
=
∆x
σ ·∆x =
1
σ
. (4.40)
Teniendo en cuenta esto, el nu´mero de pasos temporales completos que se dara´n, en funcio´n
del CFL, es
K =
⌊
T
∆t
⌋
=
⌊
1
σ
⌋
. (4.41)
El tiempo restante para llegar al tiempo ma´ximo, T , se denotara´ por δ y se utilizara´ para
calcular un CFL modificado con el que realizar el u´ltimo paso de actualizacio´n temporal.
σ∗ =
δ
T
=
T − TK · σ
T
= 1−Kσ. (4.42)
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Figura 4.8: Pasos temporales completos necesarios segu´n el CFL.
El factor de amplificacio´n de este tiempo final se calculara de la siguiente manera
un+K+1
un
= (Mσ)
K ·Mσ∗ , (4.43)
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donde Mσ y Mσ∗ son los factores de amplificacio´n en un u´nico paso temporal debido a σ y
σ∗.
Δt=0.4 Δt=0.4 δ=0.2
0 T=1
Figura 4.9: Ejemplo con dos pasos temporales completos.
Un breve ejemplo. Con T = 1, si tenemos σ = 0.4, entonces se dan dos pasos temporales
completos, como se indica en la Figura 4.9, y se utilizar´ıa un CFL modificado para el u´ltimo
paso de actualizacio´n de
CFL∗ =
1− 2 · 0.4
1
= 0.2. (4.44)
En tal caso, el factor de amplificacio´n queda
un+2+1
un
= M2CFL ·MCFL∗ . (4.45)
Se ha realizado un ana´lisis de este tipo para distintos valores del CFL de los esquemas UWC3-
ADER3 y UWC3-RK3.
En primer lugar, presentamos el nu´mero de pasos temporales necesarios segu´n el CFL. En la
Figura 4.8 se recoge este resultado, que tiene los mismos valores para ambos esquemas.
El valor absoluto del factor de amplificacio´n se modifica como se recoge en las Figuras 4.10a
y 4.10c.
En el caso del esquema nume´rico UWC3-ADER3 la tendencia que se observa es que, para va-
lores grandes del CFL, cercanos a la unidad, la difusio´n es menor; y va aumentando conforme
el CFL disminuye. Esta tendencia abarca todos los valores del CFL de 1 a 0 en el intervalo de
valores 0 ≤ k∆x ≤ pi/2, como se puede observar con mayor detalle en la Figura 4.10b. En el
intervalo pi/2 ≤ k∆x ≤ 3pi/2 no se sigue este orden riguroso de aumento de la difusio´n. Por
el contrario, para valores del CFL σ ≤ 0.8 se invierte la tendencia, siendo la difusio´n menor
para CFL de menor valor. Por ejemplo, como se observa en la Figura 4.10a, la difusio´n para
σ = 0.001 llega a ser menor que para σ ≤ 0.7.
No sucede de la misma manera con el esquema UWC3-RK3, en cuyo caso, la difusio´n es
mayor para valores mayores del CFL. Este comportamiento, que se puede comprobar en la
Figura 4.10d, abarca aproximadamente el intervalo de valores 0 ≤ k∆x ≤ 2pi/3 y su sime´trico
4pi/3 ≤ k∆x ≤ 2pi. En los valores intermedios de k∆x, en torno a k∆x = pi, se dan varios
puntos de inflexio´n en los cuales la tendencia se modifica y presentan mayor difusio´n los
valores de CFL menores; para luego volver a comportarse como al comienzo, como se aprecia
en la Figura 4.10c. Por ejemplo, en torno a k∆ = pi/2, la difusio´n es mayor con cuando
σ = 1.0 que cuando σ = 0.001; sin embargo, cuando k∆x = 3pi/4, es difunde ma´s el CFL
σ = 0.001.
En resumen, para valores pequen˜os de la cantidad k∆x estos dos esquemas, UWC3-ADER3
y UWC3-RK3, presentan comportamientos contrarios en cuanto a al difusio´n. Mientras que
para el primero aumenta la difusio´n conforme disminuye el CFL, para el segundo lo hace
cuando aumenta el CFL.
Por otro lado, una diferencia apreciable a simple vista es que, para los distintos valores del
CFL, el esquema UWC3-ADER3 var´ıa en mayor medida su difusio´n que el esquema UWC3-
RK3, que no presenta una dependencia tan fuerte respecto al CFL.
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(a) Magnitud |M| para el esquema UWC3-ADER3.
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(b) Magnitud |M| para el esquema UWC3-ADER3, detalle.
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(d) Magnitud |M| para el esquema UWC3-RK3, detalle.
Figura 4.10: Ana´lisis de dispersio´n y difusio´n de los esquemas discretos completos UWC3-ADER3 y UWC3-RK3.
4.2.7. Ana´lisis de estabilidad para varios esquemas
Un esquema nume´rico se vuelve inestable cuando su factor de amplificacio´n (4.31) aumenta
por encima de la unidad. Se puede establecer un criterio para considerar el l´ımite de estabi-
lidad de un esquema segu´n el valor del CFL. Con este motivo se considera el ma´ximo valor
de |M | para valores de k∆x ∈ [0, pi] y todo ello se evalu´a con σ ∈ [0, 1.5].
Este valor ma´ximo del factor de amplificacio´n se calcula recogiendo siempre el ma´ximo valor
de M dentro del rango de k∆x para valores del CFL entre 1 y 1.5.
Se ha calculado el l´ımite de seis esquemas lineales distintos recogidos en la Figura 4.11. Entre
ellos se han dispuesto variaciones en orden temporal de un mismo esquema, como el ADER
o el Runge-Kutta.
En la Tabla 4.2 se muestran los l´ımites de estabilidad de este conjunto de esquemas. Se han
calculado con una precisio´n nume´rica de 1 · 10−3. Se llega a la conclusio´n de que aquellos
esquemas en los que el grado de discretizacio´n espacial coincide con el grado de discretizacio´n
temporal tienen l´ımites de estabilidad mayores. Como por ejemplo en el caso del ADER,
donde so´lo el de tercer orden presenta estabilidad hasta σ = 1. Semejante sucede con el
Runge-Kutta. Hay un incremente del valor del CFL que permite la estabilidad cuando se
pasa de grado 2 a grado 3, como se muestra en los valores de la tabla.
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Figura 4.11: Ana´lisis de estabilidad segu´n el CFL.
Esquema σlim
FOU 1.000
CD 0.002
UWC3-ADER1 0.109
UWC3-ADER2 0.721
UWC3-ADER3 1.000
UW1-RK2 1.000
UWC3-RK2 0.924
UWC3-RK3 1.627
Tabla 4.2: L´ımites de estabilidad.
4.3. Ana´lisis de von Neumann aproximado
Algunos de los esquemas nume´ricos empleados en la resolucio´n de ecuaciones pueden ser no
lineales y, por lo tanto, no permitir la realizacio´n de un ana´lisis de estabilidad utilizando
el me´todo anal´ıtico de von Neumann. Existen te´cnicas alternativas que permiten obtener
informacio´n va´lida acerca de las inestabilidades que los mismos me´todos introducen en las
soluciones. Atendiendo a las propiedades de propagacio´n de las ondas y por medio de la trans-
formada de Fourier, como veremos ma´s adelante, se puede definir una relacio´n de dispersio´n
artificial en funcio´n de un nu´mero de onda modificado [34]. Para demostrar que esta relacio´n
de dispersio´n artificial es va´lida se comparara´n las relaciones aportadas por las soluciones
anal´ıticas de los dos esquemas nume´ricos lineales descritos en las secciones 4.2.4 y 4.2.5 con
los resultados nume´ricos.
El procedimiento es el siguiente. Cuando la amplitud de la condicio´n inicial, ecuacio´n (4.3),
contiene un u´nico armo´nico, pasando al dominio frecuencial, se obtendr´ıa una serie de fre-
cuencias denominadas armo´nicos dominadas por una componente principal. En el caso de
contar con un esquema lineal la u´nica componente frecuencial resultante sera´ la principal.
Toda la informacio´n que nos interesa conocer esta´ contenida en esta componente principal,
que evolucionara´ en el tiempo y se vera´ afectado por las transformaciones derivadas del esque-
ma nume´rico, pero su frecuencia correspondiente no variara´. Es por ello interesante utilizar la
Transformada de Fourier discreta (DFT) sobre los datos calculados como solucio´n nume´rica.
De esta manera se puede obtener el factor de amplificacio´n nume´rico equivalente al anal´ıti-
co de la ecuacio´n (4.31) y, con e´l, comprobar la dispersio´n y la difusio´n del esquema. Si el
esquema fuera no lineal podr´ıan aparecer otros modos adicionales adema´s del dispuesto origi-
nalmente y efectos como el denominado aliasing, segu´n el cual dos sen˜ales diferentes pueden
ser reconstruidas de manera indistinguible. Una vez se haya validado el ana´lisis nume´rico de
un esquema lineal se podra´ utilizar este me´todo sobre esquemas no lineales.
4.3.1. Obtencio´n de armo´nicos
Fourier, en un art´ıculo de 1807, propon´ıa que cualquier sen˜al continua perio´dica pod´ıa ser
representada por una suma de ondas sinusoidales adecuadamente elegidas [41]. La familia de
te´cnicas matema´ticas basadas en esta descomposicio´n de sen˜ales se denominan ana´lisis de
Fourier.
La transformada de Fourier de una funcio´n u(x) ∈ C se define como
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U(k) =
∫ +∞
−∞
u(x)e−ixkdx, (4.46)
con U(k) ∈ C y donde k ∈ R≥0 es el nu´mero de onda. La transformada inversa de Fourier se
define como
u(x) =
1
2pi
∫ +∞
−∞
U(k)eixkdk. (4.47)
En el caso de sen˜ales discretas se trabaja con la transformada discreta de Fourier (DFT).
E´sta se define como
Uξ =
N−1∑
j=0
uje
−i2pijξ/N , (4.48)
donde el ı´ndice j ∈ N0 indica la posicio´n espacial discretizada y ξ ∈ N0 el ı´ndice del nu´mero
de onda discretizado. La transformada inversa de Fourier discreta sera´
uj =
1
N
N−1∑
ξ=0
Uξe
i2pijξ/N , (4.49)
donde, de nuevo, uj , Uξ ∈ C.
Puesto que el espectro es sime´trico, la DFT calcula dos frecuencias semejantes equidistantes
respecto a pi. para quitar una de estas frecuencias y reducir a la mitad el dominio frecuencial
en [41] se propone otra reconstruccio´n basada en las siguientes transformaciones
ReU¯ξ =
ReUξ
N/2
ImU¯ξ =
ImUξ
N/2
ReU¯0 =
ReU0
N
ReU¯N/2 =
ReUN/2
N
, (4.50)
Con esto, la reconstruccio´n de la sen˜al original es
uj =
N/2∑
ξ=0
ReU¯ξ cos (2piξj/N) +
N/2∑
ξ=0
ImU¯ξ sin (2piξj/N) . (4.51)
Las componentes que se obtienen como producto de la DFT, ecuacio´n (4.48), se corresponden
con los armo´nicos con los que se evaluara´ la dispersio´n y la disipacio´n del esquema nume´rico.
Este procedimiento se detalla en la Seccio´n 4.3.3.
4.3.2. Barrido espectral y paso espacial
El cometido es la caracterizacio´n de la disipacio´n y de la dispersio´n, sin embargo, no se
trabajara´ en el dominio de la frecuencia, sino en el de la cantidad k∆x. La razo´n que motiva el
uso de k∆x reside en su adimensionalidad. Puesto que se define como el producto del nu´mero
de onda por el paso espacial, siendo la primera una propiedad de la sen˜al y la segunda, del
dominio discretizado, se evita as´ı la dependencia con la malla.
Ahora el intere´s se centra en barrer, para distintos valores del CFL, todo el espectro de valores
de k∆x, de 0 a pi, para poder caracterizar la difusio´n y dispersio´n del esquema nume´rico en
los resultados nume´ricos. La estrategia de barrido estriba en mantener la longitud de onda
constante, con valor λ = 2pi, ([λ] = longitud), y por lo tanto k = 1, ([k] = 1/longitud), e ir
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modificando el nu´mero de pasos espaciales que ocupa una longitud de onda. La magnitud del
paso espacial vendra´ dada por
k∆x =
2pin
2N/2
, (4.52)
donde n ∈ [1, N/2] y N es el nu´mero de celdas. Su valor aumenta desde 2pi/N , que para N
muy grandes tendera´ a 0, hasta pi. Al aumentar ∆x, el ratio entre la longitud de onda y el
paso espacial
λ
∆x
disminuye y la cantidad k∆x aumentara´ conforme lo haga ∆x.
Un ejemplo del problema descrito en la Seccio´n 4.1.1 que ilustra la manera en la que se realiza
este barrido es el que se recoge en la Figura 4.12, donde se aprecia que conforme disminuye
el nu´mero de celdas que entran en una longitud de onda se van obteniendo valores mayores
de k∆x.
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Figura 4.12: Evolucio´n del paso espacial y barrido de k∆x, σ = 0.001.
Este caso concreto, utilizando un esquema nume´rico lineal (UWC3-ADER3), tan so´lo se
genera una componente armo´nica; sin embargo, cuando el esquema nume´rico no es lineal
se producen componentes armo´nicas adicionales de menor magnitud, que tambie´n se van
desplazando a lo largo del espectro de k∆x. Debido a esta diferencia de amplitud se observa
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en la Figura 4.13 que la componente principal, para que se vean el resto de armo´nicos,
se sale de escala. Asimismo, se muestra todo el rango de valores de k∆x, hasta 2pi. Las
componentes adicionales aumentan en amplitud conforme se acercan a k∆x = pi/2, punto en
el que se coinciden con las componentes principales, interfiriendo constructivamente. A partir
de k∆ = pi/2 reaparecen los armo´nicos hasta que en k∆x = pi se atenu´an y convergen de
nuevo en el principal, como se aprecia en el u´ltimo fotograma del proceso de la Figura 4.13.
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Figura 4.13: Evolucio´n del paso espacial y barrido de k∆x, σ = 0.001, con un esquema no lineal (UWC3-ADER3).
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4.3.3. Procedimiento del ana´lisis aproximado
En primer lugar, se aplica la DFT, ecuacio´n (4.48), sobre la condicio´n inicial de la ecuacio´n
diferencial lineal de transporte dada por la ecuacio´n (4.2). La amplitud de la condicio´n inicial
viene dada por un u´nico armo´nico, como se recoge en la ecuacio´n (4.3)
UCIξ =
{
UCIξ0 si ξ = ξ0
0 si ξ 6= ξ0 , (4.53)
donde ξ0 se corresponde con el nu´mero de onda discretizado de la sen˜al originalmente dis-
puesta k∆x0.
A continuacio´n, se aplica la DFT a la solucio´n proporcionada por el esquema nume´rico en
un tiempo t = ∆t. Las modificaciones introducidas por el esquema se pueden expresar de la
siguiente manera respecto a la CI
Uξ = U
CI
ξ e
−i(at/∆x)W , (4.54)
donde W ∈ C es el nu´mero de onda modificado. Teniendo en cuenta esta u´ltima ecuacio´n
y disponiendo un tiempo igual al paso temporal t = ∆t, se deduce el siguiente factor de
amplificacio´n
M ′ = e−iσW , (4.55)
donde R 3 σ = a∆t/∆x es el nu´mero CFL.
Se llega as´ı a la expresio´n del nu´mero de onda modificado dado en [34] y [17], haciendo uso
de la sen˜al obtenida por la DFT segu´n las transformaciones (4.50)
W = − 1
iσ
ln
U¯ξ
U¯CIξ
. (4.56)
Tambie´n se puede expresar de forma expl´ıcita como
W = Ξ + iE. (4.57)
Con este nu´mero de onda se pueden construir las relaciones de dispersio´n y difusio´n artificiales
deseadas que arrojara´n luz sobre los efectos introducidos por los esquemas no lineales.
En la ecuacio´n (4.31) se defin´ıa el factor de amplificacio´n anal´ıtico tras un paso temporal, de
manera que se llegaba a la expresio´n de la frecuencia angular modificada (4.9). Este para´metro
presenta dimensiones de frecuencia, pero au´n as´ı se puede llegar a una analog´ıa entre e´l y
el nu´mero de onda modificado. Si se atiende a las ecuaciones (4.29) y (4.54) y se supone la
equivalencia entre los factores de amplificacio´n se llega a la siguiente relacio´n
ω˜∆t = σW . (4.58)
Las relaciones de dispersio´n y de difusio´n pueden ser escritas en funcio´n de las partes reales
e imaginarias de la frecuencia angular modificada y del nu´mero de onda modificado. En la
Tabla se recogen estas relaciones tanto para los me´todos semidiscreto y discreto, como para
los me´todos anal´ıtico y aproximado.
Semidiscreto Discreto
Dispersio´n Difusio´n Dispersio´n Difusio´n
Anal´ıtico ξ∆t/σ η∆t/σ ξ∆t/σ eη∆t
Aproximado Ξ E/k∆x Ξ eσE
Tabla 4.3: Relaciones de dispersio´n y difusio´n para los me´todos anal´ıtico y aproximado.
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A continuacio´n se presentan dos ejemplos de esquemas que sirven para validar el me´todo
aproximado por medio de la comparacio´n con el anal´ıtico.
4.3.4. Validacio´n de un esquema lineal: UWC3-ADER3
Para validar el me´todo nume´rico aproximado de un esquema lineal, del que por lo tanto
se conoce el resultado anal´ıtico, se an˜adira´n a los resultados obtenidos en la Figura 4.4 los
calculados mediante la DFT, siguiendo las relaciones recogidas en la Tabla 4.3.
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Figura 4.14: Ana´lisis y comparacio´n de dispersio´n y difusio´n del esquema discreto completo UWC3-ADER3.
En ellas se puede apreciar una concordancia casi perfecta entre los me´todos anal´ıtico y nume´ri-
co aproximado. De esta manera se valida el me´todo nume´rico para llevar a cabo el mismo
ana´lisis sobre los esquemas no lineales.
4.3.5. Validacio´n de un esquema semidiscreto no lineal: WENO5
Para validar el ana´lisis de un esquema no lineal, como es el WENO5, no se cuenta con una
descripcio´n anal´ıtica de la difusio´n y dispersio´n nume´rica del esquema. En este caso, se hara´
uso de resultados recogidos en literatura para validar el procedimiento [17].
0 /4 /2 3 /4
0
/8
/4
3 /8
/2
Numérico
Referencia
(a) Dispersio´n.
-1.4 -1.0 -0.6 -0.2 0.2
-1.4
-1
-0.6
-0.2
Numérico
Referencia
(b) Difusio´n.
Figura 4.15: Validacio´n del esquema semidiscreto WENO5 con datos de [17].
En la Figura 4.15 se muestra una concordancia muy alta entre ambos conjuntos de datos. En
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la comparacio´n de la difusio´n ha sido necesario representar E y no E/k∆x como se indicaba
en la Tabla 4.3, debido a que los datos proporcionados por la bibliograf´ıa ven´ıan as´ı recogidos.
4.3.6. Ana´lisis aproximado y comparacio´n de los me´todos WENO y UWC
Una vez enteramente validado el ana´lisis de von Neumann aproximado se propone un primer
ejemplo semidiscreto sobre once esquemas diferentes, a saber: FOU, UWC3, WENO3, UWC5,
WENO5, UWC7, WENO7, UWC9, WENO9, UWC11, WENO11.
La Figura 4.16 muestra los resultados. El esquema que antes se separa de la l´ınea de dispersio´n
ideal es el FOU y el que ma´s tarda en hacerlo es el UWC11. Los esquemas WENO de diferentes
o´rdenes se separan antes de la l´ınea que marca la tendencia ideal que sus UWC ana´logos
en orden. En cuanto a la difusio´n, de nuevo se obtiene el mismo resultado: el que mejor
caracter´ıstica muestra es el UWC11, pues es el que ma´s tarde y menos difunde y el FOU es
con diferencia el ma´s difusivo.
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Figura 4.16: Dispersio´n y difusio´n para los esquemas FOU ( ), UWC3 ( ), WENO3 ( ), UWC5 ( ), WENO5
( ), UWC7 ( ), WENO7 ( ), UWC9 ( ), WENO9 ( ), UWC11 ( ) y WENO11 ( ); tendencia ideal de la
dispersio´n ( ).
Es la regio´n lineal de la curva la que aporta informacio´n sobre la capacidad resolutiva del
esquema, ya que en dicha regio´n el error dispersivo es casi nulo. Para ello se establece el
criterio del 1 %, que determina el rango de valores de longitud de onda (k∆x en nuestro caso)
en el que la propagacio´n se lleva a cabo con precisio´n [27] [31].
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Figura 4.17: Rango de valores de k∆x por debajo del 1 % de error
relativo.
Esquema k∆x1% |η/ak|
FOU 0.25133 0.10941
UWC3 0.75398 0.02880
WENO3 0.84823 0.13039
UWC5 1.13097 0.01974
WENO5 0.87965 0.02225
UWC7 1.35088 0.01381
WENO7 1.06814 0.01869
UWC9 1.53938 0.01219
WENO9 1.19381 0.01276
UWC11 1.66504 0.01020
WENO11 1.31947 0.01233
Tabla 4.4: Difusio´n correspondiente a los valo-
res k∆x1 % de los cinco esquemas considerados.
La Figura 4.17 muestra los rangos de k∆x resultantes de este criterio aplicado a los once
esquemas anteriores. El rango ma´s amplio lo presenta el esquema UWC11, como ya se predijo;
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y el menor, el FOU. Para o´rdenes superiores a 3, los esquemas no lineales WENO dispersan
antes que sus UWC ana´logos en orden. Esto no sucede con el WENO3 y el UWC3, pues
el primero presenta un k∆x1 % ligeramente mayor que el segundo. En la Figura 4.16 no se
aprecia, pero, a pesar de que el WENO3 se separa antes de la tendencia lineal, la curva de
dispersio´n de UWC3 pasa por encima de la del WENO3 y llega antes al 1 % en dispersio´n.
Cuando la dispersio´n aumenta por encima de este 1 % interesa que el esquema introduzca
difusio´n nume´rica suficiente como para atenuar las fluctuaciones de mayor frecuencia que en
otro caso se resolver´ıan con un error dispersivo importante. Esta difusio´n nume´rica har´ıa el
papel de un modelo de mezcla para las escalas pequen˜as. Interesa por lo tanto que la difusio´n
sea la mayor posible a partir de este umbral. Es posible saber la difusio´n correspondiente a
estos valores umbral k∆x1 %, que se recoge en la Tabla 4.4.
En este caso es el WENO3 el ma´s difusivo a partir de su k∆x1 %, pues presenta un valor
mayor en magnitud que el resto de esquemas. Por otro lado, los esquemas ma´s amplios en
rango difunden un orden de magnitud por debajo del WENO3. Otro esquema que cuenta con
una gran difusio´n a partir de su k∆x1 % es el FOU, pero su rango de k∆x es mucho menor.
En la Figura 4.18 se muestran los valores de k∆x1 % y sus difusiones correspondientes agru-
padas por tipo de esquema, lineal (UWC) o no lineal (WENO). En ambos la tendencia es
semejante: el valor de la dispersio´n k∆x1 % aumenta conforme aumenta el orden del esquema;
asimismo, la difusio´n |η/ak| disminuye con el orden. Sin embargo, como se recoge en la Tabla
4.4, los valores de k∆x1 % son menores en los WENO (a excepcio´n del WENO3), mientras
que los de |η/ak| no presentan muchas diferencias.
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Figura 4.18: Dispersio´n debida al criterio del 1 % y su difusio´n correspondiente para los esquemas (a) WENO y (b)
UWC.
4.3.7. Comparacio´n de los esquemas WENO3-ADER3 y WENO3-RK3
Se lleva a cabo a continuacio´n una comparacio´n de la dispersio´n y la difusio´n generadas por
los esquemas ADER3-WENO3 y RK3-WENO3. Los resultados se muestran en la Figura 4.19,
donde la l´ınea discontinua representa al RK3-WENO3 y la continua al ADER3-WENO3.
En la caracter´ıstica de dispersio´n se puede constatar un comportamiento ma´s homoge´neo en
el esquema RK3-WENO3. E´ste, a pesar de ello, se mantiene ma´s alejado del ideal. El esquema
ADER3-WENO3 tiende al ideal conforme aumenta el CFL de 0.001 a 0.5 y de nuevo de 0.5
a 1.0.
En cuanto a la difusio´n, la relaciones son diferentes para cada esquema. El ADER3-WENO3
presenta simetr´ıa respecto a 0.5, solapa´ndose los valores 0.2 con 0.8 y 0.4 con 0.6. Sin embargo,
el RK3-WENO3 aumenta la difusio´n conforme aumenta el valor del CFL.
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Figura 4.19: Comparacio´n del esquema WENO3-ADER3 con σ = 0.001 ( ), σ = 0.2 ( ), σ = 0.4 ( ), σ = 0.6
( ), σ = 0.8 ( ) y σ = 1.0 ( ) y el esquema WENO3-RK3 con σ = 0.001 ( ), σ = 0.2 ( ), σ = 0.4 ( ),
σ = 0.6 ( ), σ = 0.8 ( ) y σ = 1.0 ( ); tendencia ideal de la dispersio´n ( ).
4.3.8. Criterio del 1 % en dispersio´n y difusio´n aplicado al esquema com-
pleto
Se va a aplicar el criterio del 1 % sobre esquemas basados en la integracio´n temporal del
me´todo Runge-Kutta de tercer orden, con diferentes combinaciones de discretizaciones es-
paciales y distintos o´rdenes en e´stas, a saber: FOU, UWC3-RK3, UWC5-RK3, UWC7-RK3,
WENO3-RK3, WENO5-RK3 y WENO7-RK3. Este ana´lisis esta´ motivado por encontrar una
herramienta que sirva para analizar las cascadas energe´ticas calculadas sobre la ecuacio´n de
Burgers en el siguiente cap´ıtulo.
Adema´s de en el problema semidiscreto, que no depende del nu´mero de Courant-Friedrichs-
Levy, σ, el criterio del 1 % es aplicable al problema completamente discreto, de manera que
el para´metro σ es otro valor que variar en esta exploracio´n. Asimismo, adema´s del valor
de k∆x1 % en dispersio´n tambie´n se va a calcular el valor de k∆x1 % para la difusio´n; y se
hallara´n los valores de los errores relativos en difusio´n cuando se calcule el error al 1 % en
dispersio´n, k∆xdisp1 % , y en dispersio´n cuando se calcule en difusio´n, k∆x
diff
1 % .
4.3.8.1. Errores relativos en dispersio´n y difusio´n segu´n el nu´mero CFL y el
esquema
En primer lugar se presenta un ana´lisis de sensibilidad general respecto de σ al ca´lculo de estos
valores de k∆x1 % para los distintos esquemas superpuestos. En la Figura 4.20 se presentan
estos resultados.
En la gra´fica de la izquierda, Figura 4.20a, se muestra el error en difusio´n que supone la
k∆x1 % en dispersio´n. Los resultados no presentan una clara tendencia en conjunto. Por un
lado tenemos aquellos esquemas que crecen para todos los valores de σ, a saber: UWC3-RK3,
WENO3-RK3 y WENO5-RK3 (situa´ndose el WENO3-RK3 muy por encima en valores de
error que los otros dos para todos los valores de σ). Por otro lado, los otros cuatro esquemas
muestran cambios de tendencia en algu´n punto, cada uno con sus propias particularidades.
UWC5-RK3, UWC7-RK3 y WENO7-RK3 crecen hasta un punto ma´ximo para luego de-
crecer; pero, mientras que el ma´ximo de UWC7-RK3 se encuentra en σ = 0.5, los otros dos
esquemas lo situ´an en σ = 0.7. El error relativo del FOU para valores centrales de σ desciende
bruscamente para luego volver a aumentar.
En general se puede destacar de este ana´lisis que existe una tendencia clara de ascenso
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del error conforme aumenta σ al menos hasta valores en torno a σ = 0.5 (sin tener en
cuenta el esquema FOU) y que para σ > 0.5 algunos esquemas invierten la tendencia, eso s´ı,
mantenie´ndose siempre en valores del error relativo mayores que los de σ < 0.5.
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Figura 4.20: Errores relativos en difusio´n y dispersio´n para todos los esquemas.
La tendencia general del error relativo en dispersio´n para k∆xdiff1 % queda mucho ma´s clara:
conforme aumenta σ, este error disminuye. La Figura 4.20b muestra con claridad co´mo hasta
σ = 0.5 desciende el error abruptamente. Para σ > 0.5 algunos esquemas hacen continuar
descendiendo el error ligeramente y otros suponen un leve repunte, pero todos los valores
quedan por debajo del 1 %.
4.3.8.2. Errores relativos en dispersio´n y difusio´n segu´n el refinamiento
Interesa tambie´n ver co´mo afecta la resolucio´n en el ca´lculo aproximado del ana´lisis de von
Neumann, dicha resolucio´n viene dada por la ecuacio´n (4.52). Para ello, por medio del es-
quema UWC3-RK3, se ha analizado la convergencia de los resultados (error en difusio´n y
dispersio´n para las correspondientes k∆x1 %) con el refinamiento de malla (aumentando N).
Se calculan los resultados con tres valores de σ = 0.1, 0.5 y 0.9.
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Figura 4.21: Errores relativos en difusio´n y dispersio´n distintos valores de N ; donde el negro ( ) se corresponde con el
error relativo en difusio´n y el granate ( ), con el error relativo en dispresio´n.
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La Figura 4.21 recoge los resultados de la convergencia de los errores relativos en difusio´n y
dispersio´n para tres valores del refinamiento de malla, que son N = 4096, 8192 y 16384.
Se muestran todos juntos porque hay dos tendencias muy marcadas independientes de σ:
mientras que el error en difusio´n se mantiene aproximadamente constante con independencia
del nu´mero de celdas, el error en dispersio´n disminuye de forma pronunciada desde valores
bajos hasta aproximadamente N = 4000, valor entorno al cual se observa el inicio de la regio´n
asinto´tica de convergencia.
La simulacio´n nume´rica de la cascada energe´tica de la ecuacio´n de Burgers (Seccio´n 5) se
resolvera´ con valores del nu´mero de celdas mayores que 4000, concretamente N = 4096, 8192
y 16384. As´ı que se puede suponer que el refinamiento no sera´ un factor relevante en el ana´lisis
y no se tendra´ en cuenta su posible efecto. Por lo tanto, se utilizara´n los valores de k∆xdisp1 % ,
k∆xdiff1 % y sus respectivos errores obtenidos para N = 8192. Estos valores se recogen en las
Tablas F.1 - F.7 del ape´ndice F diferenciadas segu´n el esquema nume´rico; y se representan
en las Figuras F.1 y F.2 del mismo ape´ndice. El nivel en ordenadas de ambos errores viene
determinado por el valor de σ. En el caso de la difusio´n aumenta conforme aumenta σ y en
el caso de la dispersio´n sucede lo contrario, pues para valores menores de σ el error es mayor.
Esto confirma la conclusio´n general extra´ıda en la seccio´n anterior sobre las tendencias para
cada error en funcio´n de σ.
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Cap´ıtulo 5
Resolucio´n nume´rica de la ecuacio´n de
Burgers
5.1. Ecuacio´n de Burgers
La ecuacio´n desarrollada por Burgers en 1948 [5] viene dada por
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
, (5.1)
donde u = u(x, t) es la variable transportada y, asimismo, la velocidad de transporte y ν, la
viscosidad cinema´tica. Esta ecuacio´n sirve como analog´ıa unidimensional compresible de las
ecuaciones de Navier-Stokes, ecuaciones que rigen la meca´nica de fluidos, pues representa de
manera simplificada la dina´mica convectiva de Navier-Stokes incompresible y ofrece adema´s
informacio´n valiosa sobre algunas de las propiedades de la turbulencia [19]. Considerando
algunas modificaciones de la ecuacio´n (5.1) que se detallan en este cap´ıtulo, dicha ecuacio´n
se puede utilizar para representar una analog´ıa unidimensional del movimiento turbulento.
Conociendo las semejanzas y las diferencias entre la ecuacio´n de Burgers y el sistema de
ecuaciones de Navier-Stokes se puede utilizar la primera para comprender el movimiento
turbulento de manera simplificada, en u´ltima instancia permitiendo el ana´lisis de esquemas
nume´ricos para la resolucio´n de turbulencia. Los resultados obtenidos para esta ecuacio´n
pueden servir de gu´ıa en el disen˜o de esquemas nume´ricos ma´s sofisticados.
Para comenzar, es necesario recordar que el ana´lisis de este trabajo se centra en la resolucio´n
de la dina´mica convectiva de las ecuaciones; por tanto, trabajaremos bajo la hipo´tesis de un
infinito nu´mero de Reynolds, es decir, una viscosidad cinema´tica despreciable. Consecuente-
mente, el te´rmino viscoso se anula y se obtiene la ecuacio´n de Burgers homoge´nea
∂u
∂t
+ u
∂u
∂x
= 0. (5.2)
Una de las principales diferencias que presenta Burgers respecto de Navier-Stokes afecta al
transporte de la turbulencia. El te´rmino convectivo de la ecuacio´n, u
∂u
∂x
, hace evolucionar el
campo fluctuante de la variable transportada hasta formar una coleccio´n de ondas de choque.
En otras palabras, reduce el caos inicial en lugar de aumentarlo, reduciendo as´ı la turbulencia.
Los fuertes gradientes de velocidad a trave´s de estos choques provocan la transferencia de
energ´ıa de las longitudes de onda ma´s grandes a las ma´s pequen˜as en el rango inercial. El
espectro energe´tico asociado a esta transferencia de energ´ıa se relaciona con el nu´mero de
onda segu´n [5]
E(k) ∼ k−2 (5.3)
Caber recordar que el espectro de turbulencia de Navier-Stokes, para nu´meros de Reynolds
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altos, conduce a un rango inercial de escalas cuyo espectro energe´tico es el propuesto por la
hipo´tesis de Kolmogorov [18, 35] y derivado en el Cap´ıtulo 2, con una pendiente de −5/3.
Por lo tanto, es necesario introducir una fuente de excitacio´n que evite la aparicio´n de grandes
choques y permita el establecimiento de un re´gimen turbulento. Una manera de hacerlo es
mediante un te´rmino de forzamiento S(x, t) que redistribuya la energ´ıa y genere turbulencia
en un rango determinado del espectro. En el caso de la ecuacio´n de Burgers no homoge´nea,
el te´rmino fuente propuesto actu´a como este te´rmino generador de turbulencia. Por un lado,
en los nu´meros de onda donde actu´a el te´rmino fuente se produce una regio´n del espectro
energe´tico con pendiente −5/3; por otro lado, en los nu´meros de onda en los que no actu´a la
pendiente sera´ −2. As´ı la ecuacio´n de Burgers queda
∂u
∂t
+
∂f
∂x
= S(x, t), (5.4)
donde el flujo tiene la forma f =
u2
2
.
El te´rmino S(x, t), propuesto en [4, 6, 31], permitira´ una adecuada adaptacio´n del espectro
energe´tico a la pendiente −5/3.
El problema de estudio concreto considerado en este trabajo se describe en la siguiente seccio´n.
Sea el problema de valor inicial y de contorno para la ecuacio´n (5.4)
∂u
∂t
+ u
∂u
∂x
= S(x, t)
u(x, 0) = 1
u(xa, t) = u(xb, t)
(5.5)
donde u = u(x, t) ∈ C ⊆ R+, siendo C es el subconjunto de valores relevantes de u. Las
coordenadas temporal y espacial son t y x, respectivamente. La solucio´n se calculara´ en
el dominio temporal Ω × [0, T = 600 s], donde T ∈ R+ es el tiempo de simulacio´n y Ω =
[xa = −1, xb = 1] es el dominio espacial, con xa, xb ∈ R. Para evitar cualquier efecto adicional
producido por los contornos en la solucio´n, se considerara´n condiciones de contorno perio´dicas,
es decir u(xa, t) = u(xb, t). En cuanto a la condicio´n inicial, se dispone un valor constante
u(x, 0) = 1 de manera que, una vez comience a actuar el forzamiento, la variable u adquiera
valores en torno a la unidad, pero siempre positivos. Por lo tanto, la velocidad de propagacio´n
estara´ en torno a 1 y las fluctuaciones turbulentas sera´n de una magnitud muy inferior a
1. Cuando la solucio´n sea suave, dado que las fluctuaciones son pequen˜as, la solucio´n se
asemejara´ a la solucio´n de la ecuacio´n lineal.
Para generar el equivalente a fluctuaciones turbulentas en la ecuacio´n de Burgers es necesario
introducir energ´ıa por medio de un te´rmino fuente. De esta manera, se somete la variable
transportada, u, a un forzamiento que redistribuye la energ´ıa y, como se ha mencionado, evita
la aparicio´n y prominencia de grandes choques. El forzamiento utilizado es el propuesto en
[6] y seguido en [31, 26], que viene dado por
S(x, t) =
A√
∆t
Nc∑
n=1
Zn(t)√
pin
cos
(
2pin
L
x
)
, (5.6)
donde A es la amplitud de las fluctuaciones, cuyo valor viene propuesto en [26] y es A = 0.04.
La dependencia que presenta este te´rmino fuente con la coordenada espacial y el tiempo no
se relacionan directamente y cada una tiene un significado. Por un lado, la relacio´n con el
tiempo (5.6) queda impl´ıcita en el te´rmino aleatorio Zn(t). Esta variable sigue una distribucio´n
normal con media µ = 0 y varianza σ2 = 1 y se calcula como sigue
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Zn(t) =
√
−2 ln (An(t)) cos (2piBn(t)) , (5.7)
donde An(t) y Bn(t) son dos nu´meros aleatorios sacados de una distribucio´n uniforme. En
estas variables se encuentra la relacio´n impl´ıcita con t. En la Figura 5.1 se muestra un ejemplo
de esta distribucio´n aleatoria utilizada, con el histograma de datos y su ajuste a la curva
gaussiana.
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Figura 5.1: Histograma representando la distribuacio´n normal Zn(t) y su ajuste a una curva gaussiana ( ).
Estos nu´meros aleatorios procedentes de la distribucio´n normal actu´an como coeficientes den-
tro del sumatorio del te´rmino que involucra la dependencia espacial. La funcio´n cos
(
2pin
L
x
)
depende a su vez del modo n que disponga el sumatorio. En la Figura 5.2 se visualizan los
tres primeros modos superpuestos para mostrar la contribucio´n de cada coseno.
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Figura 5.2: Tres primeros modos del te´rmino cos
(
2pin
L
x
)
.
En general, el te´rmino fuente resulta de una suma de modos con pesos aleatorios. De esta
manera, si se excita un nu´mero bajo de modos, la forma del te´rmino fuente se asemejara´ ma´s
a un coseno, como se aprecia en la Figura 5.3 en la curva Nc = 1. Si el nu´mero de modos se
sube ligeramente se preserva la forma como una envolvente (Nc = 3). Y en el caso de excitar
una mayor cantidad de modos, en este caso Nc = 80, valor utilizado en los resultados de las
secciones siguientes, se obtiene un resultado muy diferente respecto al coseno original.
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Figura 5.3: Forma del te´rmino fuente para distintos nu´meros de modos excitados.
A continuacio´n se explica el sistema seguido para procesar los resultados obtenidos de la
ecuacio´n de Burgers con te´rmino fuente. Por accio´n del te´rmino fuente se generara´ el re´gimen
turbulento a partir de t = 200 s, segu´n [31]. Si se analiza la solucio´n a partir de este tiempo
(obteniendo el espectro energe´tico de la solucio´n para un tiempo t dado) se observa que la
cascada energe´tica calculada presenta un alto nivel de ruido. Para evitar este problema, se
calculara´n los espectros energe´ticos en distintos instantes (de t = 200 s a t = 600 s cada 4 s) y
se promediara´n. El procedimiento a seguir se esquematiza en la Figura 5.4. En primer lugar,
los 100 resultados uj(t) del intervalo t ∈ (200 s, 600 s) se convierten al dominio frecuencial me-
diante la transformada discreta de Fourier (DFT) y se obtiene el espectro energe´tico en cada
instante temporal, Unξ , donde n = 1, ..., 100. El espectro energe´tico en el dominio frecuencial
se calcula como
Enξ =
(
Unξ
)2
2
. (5.8)
As´ı, se cuenta con 100 resultados del espectro energe´tico estad´ısticamente equivalentes, que
se promediara´n. De esta manera, con lo cual la solucio´n obtenida no contara´ con tanto ruido
como las individuales.
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Figura 5.4: Diagrama de bloques para la obtencio´n del espectro energe´tico suavizado Enξ .
La resolucio´n de este problema se recoge en la Seccio´n 5.2. Pero primero conviene describir
el tipo de forzamiento utilizado.
5.2. Resultados nume´ricos
El objetivo de este ana´lisis es evaluar distintos me´todos nume´ricos para la resolucio´n de un
flujo turbulento. A continuacio´n se presentan resultados de la aplicacio´n de estos me´todos al
problema descrito en la seccio´n anterior realizando un ana´lisis de sensibilidad a los distintos
para´metros involucrados en el problema matema´tico y en el me´todo nume´rico. Se han resuelto
una serie de casos variando:
nu´mero de armo´nicos excitados por el te´rmino fuente, con valores Nc = 20, 40 y 80;
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nu´mero de celdas en las que se discretiza el dominio, con valores N = 4096, 8192 y
16384;
nu´mero de Courant-Friedrichs-Levy, con valores σ = 0.1, 0.3, 0.5 y 0.9;
tipo de esquema nume´rico: UWC-RK3 y WENO-RK3;
y orden de la discretizacio´n espacial del esquema nume´rico: 1, 3, 5 y 7.
La Figura 5.5 recoge un ejemplo de solucio´n nume´rica obtenida mediante simulacio´n en el
tiempo final, u(x, 600). Se ha calculado disponiendo un paso temporal constante, ∆t = 0.0001,
N = 4096 celdas, Nc = 80 modos excitados y σ = 0.9. En ella se muestran las diferencias entre
las reconstrucciones espaciales WENO3 (izquierda) y WENO5 (derecha). Ambas Figuras, 5.5a
y 5.5b, reflejan la misma forma de onda salvo por diferencias de poca amplitud en los altos
nu´meros de onda. En las Figuras 5.5c y 5.5d se muestra un detalle de la regio´n del dominio
0.0 ≤ x ≤ 0.4 en la que se observa mejor que el esquema de orden 5 captura detalles ma´s
finos que el esquema de orden 3.
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(a) Esquema WENO3-RK3.
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(b) Esquemas WENO5-RK3.
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(c) Esquema WENO3-RK3 (zoom).
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(d) Esquemas WENO5-RK3 (zoom).
Figura 5.5: Solucio´n u(x, t) en el tiempo t = 600 frente a x para los esquemas WENO3-RK3 y WENO5-RK3, junto con
una ampliacio´n. Datos fijos: σ = 0.9, Nc = 80, N = 8192.
5.2.1. Sensibilidad de la solucio´n al nu´mero de modos excitados, Nc
En este apartado se estudia la sensibilidad de la solucio´n al nu´mero de modos excitados
en la ecuacio´n (5.6). Se considera la resolucio´n del problema (5.5) utilizando tres configu-
raciones diferentes del te´rmino fuente que involucran 20, 40 y 80 modos de excitacio´n. Las
simulaciones se llevan a cabo mediante los esquemas UWC5-RK3 y WENO5-RK3. Los datos
constantes utilizados en las simulaciones son: el nu´mero de celdas N = 8192 y σ = 0.9. En la
Figura 5.6 se muestra la solucio´n en el dominio espacial en t = 600 s. Se puede apreciar que,
conforme aumenta el nu´mero de modos excitados por el te´rmino fuente, las l´ıneas presentan
ma´s fluctuaciones de pequen˜a amplitud, es decir, para Nc = 80 no son tan suaves como pa-
ra Nc = 20. Este resultado es consistente con el ana´lisis del te´rmino fuente mostrado en la
seccio´n anterior.
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(a) UWC5-RK3. Nc = 20.
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(e) UWC5-RK3. Nc = 80.
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(f) WENO5-RK3. Nc = 80.
Figura 5.6: Solucio´n u(x, t) frente a x en el tiempo inicial t = 0 s ( ) y en t = 600 s ( ) para diferentes Nc. Datos
fijos: σ = 0.9 - N = 8192.
En la Figura 5.7 se recogen las cascadas energe´ticas de los esquemas UWC5-RK3 y WENO5-
RK3 con 20, 40 y 80 armo´nicos excitados por el te´rmino fuente. El eje horizontal de estas
gra´ficas es el nu´mero de onda k (en escala logar´ıtmica), el cual viene determinado por el
nu´mero de celdas utilizadas en la discretizacio´n en el dominio espacial. El valor ma´ximo de
nu´mero de onda viene dado por
kma´x =
N
2
. (5.9)
Los resultados mostrados con la l´ınea negra ( ) se corresponden con la energ´ıa cine´tica (en
escala logar´ıtmica) y los de la l´ınea roja ( ) se denominan espectro compensado, que repre-
senta log10
(
E(k)/k−2
)
. Este espectro compensado sirve visualizar de manera ma´s sencilla el
adecuado ajuste a la pendiente teo´rica (regio´n horizontal sin pendiente).
Las seis cascadas presentan una clara divisio´n en tres intervalos de valores de k: una primera
zona que se ajusta adecuadamente a la pendiente −5/3, ecuacio´n (2.17); la segunda, que se
asemeja a la pendiente −2, ecuacio´n (5.3); y un u´ltimo tramo en el que la cascada sufre una
ca´ıda ma´s brusca, asociada a la disipacio´n de energ´ıa.
Las dos primeras zonas presentan una frontera definida por el nu´mero de armo´nicos excitados
Nc en el te´rmino fuente. Este valor esta´ representado en las gra´ficas por una l´ınea discontinua
que sen˜ala la posicio´n de Nc en escala logar´ıtmica. Conforme aumenta el valor de Nc se ve
co´mo esta frontera se desplaza hacia la derecha y asimismo lo hace el cambio de pendiente de
cada una de las cascadas. Tanto para los me´todos UWC como para los WENO se aprecia que
la cascada, para los valores excitados por el te´rmino fuente, 0 ≤ n ≤ Nc, sigue la pendiente
−5/3 y, para valores mayores de Nc la pendiente −2. El intervalo de nu´meros de onda con
pendiente −2 disminuye cuando aumenta Nc, lo cual en este caso concreto no supone pe´rdida
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de informacio´n, pues la disipacio´n sucede en nu´meros de onda mucho mayores. Es decir, el
inicio de la regio´n de disipacio´n es independiente de Nc.
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(a) UWC5-RK3. Nc = 20.
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(b) WENO5-RK3. Nc = 20.
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(c) UWC5-RK3. Nc = 40.
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(d) WENO5-RK3. Nc = 40.
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(e) UWC5-RK3. Nc = 80.
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(f) WENO5-RK3. Nc = 80.
Figura 5.7: Cascadas energe´ticas para diferentes Nc ( ) y sus espectros compensados ( ). Datos fijos: σ = 0.9 -
N = 8192.
Adema´s de lo explicado, existen otras dos l´ıneas verticales en las gra´ficas que representan los
valores de nu´meros de onda obtenidos segu´n el criterio del 1 % en el ana´lisis espectral de von
Neumann. La variable kdisp1 % recoge el valor correspondiente al 1 % de error en dispersio´n; y
kdiff1 % , el 1 % de error en difusio´n. En las Tablas F.1 - F.7 del Ape´ndice F se recogen los valores
calculados en cap´ıtulo anterior de k∆xdisp1 % y k∆x
diff
1 % . Para suprimir esta dependencia con la
malla es necesario hacer la siguiente conversio´n
N1 % =
k1 %
pi
N
2
, (5.10)
donde N es el nu´mero de celdas de la discretizacio´n.
Puesto que se ha utilizado unos mismos N y σ, estos valores son los mismos para los tres
casos de UWC y para los de WENO, respectivamente, como se observa en la Figura 5.7.
5.2.2. Sensibilidad de la solucio´n al refinamiento de malla, N
El objetivo de esta seccio´n es analizar la sensibilidad de la solucio´n al refinamiento de malla
y si la forma de la cascada energe´tica escala adecuadamente al refinar la malla. Para ello,
se propone la resolucio´n del problema (5.5) mediante los esquemas UWC5-RK3 y WENO5-
RK3, utilizando N = 4096, 8192 y 16384. En la Figura 5.8 se recogen los espectros energe´ticos
obtenidos para estos resultados. Los valores fijos son σ = 0.9 y el nu´mero de modos excitados
Nc = 80.
Los valores ma´ximos de k que alcanzan las cascadas aumentan conforme aumenta N . Puesto
que se dispone el mismo Nc = 80, la l´ınea separa las regiones de pendientes −5/3 y −2 es la
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misma, pero la zona inercial, correspondiente a la pendiente −2, abarca un rango espectral
mayor conforme aumenta el nu´mero de celdas.
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(a) UWC5-RK3. N = 4096.
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(b) WENO5-RK3. N = 4096.
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(c) UWC5-RK3. N = 8192.
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(d) WENO5-RK3. N = 8192.
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(e) UWC5-RK3. N = 16384.
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(f) WENO5-RK3. N = 16384.
Figura 5.8: Cascadas energe´ticas para diferentes refinamientos. Datos fijos: σ = 0.9 - Nc = 80.
Los valores de kdisp1 % y k
diff
1 % son invariantes respecto del producto k∆x. Es por ello que en la
representacio´n de las cascadas energe´ticas la posicio´n de dichos valores escala con N segu´n la
ecuacio´n (5.10). En la Figura 5.8 se observa que kdisp1 % y k
diff
1 % se situ´an al inicio de la regio´n de
disipacio´n, con independencia de la malla. En la Figura 5.10 se muestran adema´s dos l´ıneas
que representan los cortes de las cascadas con kdisp1 % y k
diff
1 % . Estas l´ıneas son horizontales, de
manera que se puede concluir que las posiciones de estos puntos de corte son independientes
de la malla.
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Figura 5.9: Superposicio´n de cascadas para el esquema UWC5-RK3 de varios refinamientos: N = 4096 ( ), N = 8192
( ) y N = 16384 ( ).
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Figura 5.10: Superposicio´n de cascadas para el esquema WENO5-RK3 de varios refinamientos:N = 4096 ( ),N = 8192
( ) y N = 16384 ( ).
Las Figuras 5.9 y 5.10 representan la superposicio´n de las cascadas energe´ticas asociadas a
las tres soluciones calculadas en este apartado, para los esquemas WENO y UWC. Se observa
la convergencia de la solucio´n tanto en la regio´n inercial como en la regio´n de excitacio´n.
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5.2.3. Comparacio´n entre esquemas FOU, UWC y WENO
Se propone a continuacio´n una comparacio´n de los siete esquemas (FOU, UWC3-RK3, UWC5-
RK3, UWC7-RK3, WENO3-RK3, WENO5-RK3 y WENO7-RK3) para cuatro valores del
nu´mero CFL, que son σ = 0.1, 0.3, 0.5 y 0.9, con el objetivo de evaluar su idoneidad para la
resolucio´n del problema (5.5). Las Figuras 5.11, 5.12 y 5.17 recogen las soluciones correspon-
dientes al esquema FOU, los esquemas UWC y los esquemas WENO, para distintos valores
de σ.
En lo que respecta al esquema FOU, en la Figura 5.11 se observa una elevada disipacio´n en
todo el rango inercial (nu´meros de onda superiores a Nc). En dicho rango no se alcanza la
pendiente teo´rica para casi ningu´n nu´mero de onda. Esta disipacio´n disminuye al aumentar
σ, haciendo evidente que el esquema de primer orden mejora su comportamiento cuando σ se
acerca a la unidad. A pesar de ello, dado que el esquema no reproduce la pendiente teo´rica
ni para dichos valores elevados de σ, no se considera adecuado para la resolucio´n de flujos
turbulentos.
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(a) FOU. σ = 0.1.
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(b) FOU. σ = 0.3.
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(c) FOU. σ = 0.5.
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(d) FOU. σ = 0.9.
Figura 5.11: Cascadas energe´ticas para el me´todo FOU con σ = 0.1, σ = 0.3, σ = 0.5 y σ = 0.9. Datos fijos: Nc = 80 -
N = 8192.
Por otro lado, los esquemas UWC, cuya solucio´n se presenta en la Figura 5.12, s´ı que son ca-
paces de reproducir la pendiente teo´rica en la zona inercial en un amplio rango de nu´meros de
onda. Las cascadas energe´ticas calculadas mediante estos esquemas presentan un apilamiento
de energ´ıa en los nu´meros de onda previos a la regio´n de disipacio´n [28], comportamiento
ano´malo e indeseable. Este apilamiento aumenta su magnitud conforme se incrementa el or-
den del esquema nume´rico. Los valores de k1 % para dispersio´n y difusio´n demarcan esta zona
de transicio´n.
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(a) UWC3-RK3. σ = 0.1.
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(b) UWC3-RK3. σ = 0.3.
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(c) UWC5-RK3. σ = 0.1.
0.5 1 1.5 2 2.5 3 3.5
-14
-12
-10
-8
-6
-4
-2
0
-14
-12
-10
-8
-6
-4
-2
0
(d) UWC5-RK3. σ = 0.3.
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(e) UWC7-RK3. σ = 0.1.
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(f) UWC7-RK3. σ = 0.3.
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(g) UWC3-RK3. σ = 0.5.
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(h) UWC3-RK3. σ = 0.9.
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(i) UWC5-RK3. σ = 0.5.
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(j) UWC5-RK3. σ = 0.9.
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(k) UWC7-RK3. σ = 0.5.
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(l) UWC7-RK3. σ = 0.9.
Figura 5.12: Cascadas energe´ticas para diferentes para me´todos UWC con σ = 0.1, σ = 0.3, σ = 0.3 y σ = 0.9. Datos
fijos: Nc = 80 - N = 8192.
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Observando las cascadas energe´ticas de los esquemas UWC se puede apreciar que kdisp1 % y k
diff
1 %
determinan aproximadamente la posicio´n de los ma´ximos de los apilamientos energe´ticos. La
Figura 5.13 recoge estas comparaciones y refleja un resultado concluyente: los valores de k1 %
calculados mediante el ana´lisis de von Neumann representan un buen estimador de la posicio´n
del valor ma´ximo del apilamiento en la cascada energe´tica. Las mayores discrepancias entre
la posicio´n del ma´ximo y de las k1 % las presenta el esquema UWC3-RK3, pero los otros
(UWC5-RK3 y UWC7-RK3) dos esquemas muestran una mejor coincidencia entre kdisp1 % y
kdiff1 % los nu´meros de onda asociados a los ma´ximos de apilamiento. Se observa una mejor
concordancia con kdisp1 % , aunque ambos criterios son buenos predictores.
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(a) Esquemas UWC con σ = 0.1.
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(b) Esquemas UWC con σ = 0.3.
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(c) Esquemas UWC con σ = 0.5.
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(d) Esquemas UWC con σ = 0.9.
Figura 5.13: Comparacio´n de las k1 % en dispersio´n y en difusio´n con las posiciones de los ma´ximos para los esquemas
UWC. Datos fijos: Nc = 80 - N = 8192.
La presencia del mencionado apilamiento de energ´ıa, que se encuentra en torno a las kdisp1 % y
kdiff1 % , se observa con claridad analizando el espectro compensado. Comparando los resultados
de las Figuras 5.12a, 5.12c y 5.12e (orden 3, orden 5 y orden 7) se aprecia que el valor del
espectro compensado en los puntos correspondientes a kdisp1 % y k
diff
1 % del esquema UWC3-
RK3 queda por debajo de la tendencia lineal, mientras que para los esquemas UWC5-RK3 y
UWC7-RK3 estos mismos valores quedan por encima. A continuacio´n se propone un criterio
sencillo para detectar la presencia de apilamiento de energ´ıa entorno a las k1 %:
1. hallar la pendiente nume´rica de la cascada χ en la zona inercial, asociada a la cascada
de la solucio´n nume´rica utilizando una aproximacio´n por mı´nimos cuadrados. De esta
manera, la dependencia del espectro energe´tico con la pendiente es
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Eχ = k
−χ, (5.11)
as´ı que, aplicando logaritmos a ambos lados de la igual se obtiene la relacio´n lineal con
la pendiente
log10Eχ = −χ log10 k; (5.12)
2. extrapolar el valor de la energ´ıa correspondiente a k1 %, utilizando la recta obtenida con
pendiente χ en el apartado anterior
Eχ1 % = Eχ(k1 %); (5.13)
3. y, finalmente, calcular la diferencia entre los logaritmos en base 10 de la energ´ıa de la
cascada nume´rica y de la energ´ıa teo´rica en la posicio´n de k1 %:
Λ = log10E(k1 %)− log10Eχ1 % = log10
(
E(k1 %)
Eχ1 %
)
, (5.14)
de manera que, segu´n su signo sea positivo o negativo denotara´ e´ste la presencia o
ausencia del apilamiento de energ´ıa, respectivamente. No´tese que valores de Λ cercanos
a cero indican una buena correspondencia entre la cascada de la solucio´n nume´rica y la
teo´rica. Por un lado, si se obtienen valores mayores que cero, Λ > 0, la cascada nume´rica
queda por encima de la teo´rica; y, por otro lado, si se obtienen valores tales que Λ < 0,
la cascada nume´rica queda por debajo de la teo´rica. As´ı se obtiene un criterio sencillo
para identificar el apilamiento.
Cabe destacar que este criterio se ha disen˜ado para evaluar el apilamiento de energ´ıa en torno
a las k1 % tanto en dispersio´n como en difusio´n, Λ
disp y Λdiff . En el caso de querer detectar
apilamiento de energ´ıa en cualquier regio´n, la estrategia ser´ıa diferente. Ser´ıa necesario evaluar
la diferencia entre la pendiente teo´rica y nume´rica en toda la regio´n inercial y comprobar si
en algu´n punto se supera el valor teo´rico.
Los valores de energ´ıa teo´rica extrapolada en kdiff1 % , as´ı como los ajustes por mı´nimos cua-
drados y las cascadas energe´ticas obtenidas en la simulacio´n, se muestran en la Figura 5.14
a modo de ejemplo. En este caso particular, se puede apreciar que Eχ(k
diff
1 % ) en el caso de
UWC3-RK3 queda por debajo de la cascada energe´tica (Λdiff < 0), y en el de UWC7-RK3,
por encima (Λdiff > 0).
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(b) UWC7-RK3.
Figura 5.14: Cascadas energe´ticas para los esquemas UWC3-RK3 y UWC7-RK3 con los ajustes lineales y los puntos
Eχ(k
diff
1 %
). Datos fijos: σ = 0.1 - Nc = 80 - N = 8192.
En la Figura 5.15 se representan las diferencias de energ´ıa en escala logar´ıtmica, Λdisp y Λdisp
(calculadas mediante la ecuacio´n (5.14)), as´ı como kdiff1 % y k
disp
1 % . Se observa que en te´rminos
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generales el apilamiento de energ´ıa (medido mediante Λ) disminuye al aumentar el valor de
σ. Es posible relacionar esta tendencia con el aumento del error en difusio´n medido en kdisp1 % ,
tambie´n mostrado en la Figura 5.15. Un mayor error en difusio´n a partir de kdisp1 % implica la
disipacio´n de las fluctuaciones turbulentas que el esquema no propagar´ıa adecuadamente. Por
tanto, estas fluctuaciones se atenu´an automa´ticamente evitando estos errores en dispersio´n.
Es en esta situacio´n cuando el esquema nume´rico hace el papel de modelo subgrid, como filtro
impl´ıcito en las escalas pequen˜as. Tambie´n se observa que las diferencias en la magnitud del
apilamiento entre los distintos esquemas ensayados es ma´s acusada para valores bajos de σ.
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(a) Esquemas UWC con σ = 0.1.
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(b) Esquemas UWC con σ = 0.3.
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(c) Esquemas UWC con σ = 0.5.
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(d) Esquemas UWC con σ = 0.9.
Figura 5.15: Criterio de aparicio´n del apilamiento de energ´ıa en el esquema UWC, con σ = 0.1, 0.3, 0.5 y 0.9. Leyenda:
( ) Λ = 0,© Λdisp,© Λdiff ,  Error en dispersio´n ( %) y × Error en difusio´n ( %). Datos fijos: Nc = 80 - N = 8192.
Los resultados para las cascadas energe´ticas de las soluciones calculadas mediante los esque-
mas WENO-RK3 se recogen en la Figura 5.17. La principal caracter´ıstica que los diferencia de
los obtenidos para los esquemas UWC-RK3 radica en la ausencia del apilamiento de energ´ıa
que en estos se observaba. Por lo tanto, la cascada en ningu´n momento sobrepasa la pendien-
te teo´rica (siempre es ma´s disipativa). Esto se corrobora con las diferencias de energ´ıa, Λ,
en escala logar´ıtmica mostradas en la Figura 5.16, que presentan en todos los casos valores
negativos. Un resultado importante que se extrae de esta figura es que la cascada energe´tica
asociada a la solucio´n nume´rica en kdiff1 % presenta un valor Λ
diff similar para los esquemas
de orden 3, 5 y 7. Dicho de otro modo, segu´n la definicio´n de Λdiff en la ecuacio´n (5.14), el
ratio entre la energ´ıa de la solucio´n nume´rica y la anal´ıtica, evaluada en kdiff1 % , es semejante
con independencia del orden del esquema nume´rico. Por lo tanto, se puede concluir que este
valor, kdiff1 % , es un buen predictor de la posicio´n de la regio´n de disipacio´n. Por otro lado, el
error asociado a kdisp1 % , denotado por Λ
disp, muestra una variacio´n relevante de un esquema
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a otro y, por tanto, este u´ltimo criterio no es adecuado. Esta afirmacio´n es coherente con la
naturaleza de los me´todos WENO que poseen un error en disipacio´n predominante sobre el
error en dispersio´n, como se observa en la Figura 5.17.
A la vista de estos resultados, se concluye que los me´todos WENO pueden ser adecuados para
el disen˜o de modelos de simulacio´n ILES, haciendo el papel de modelo subgrid de disipacio´n.
Para la eleccio´n y disen˜o preciso del modelo, se utilizara´ kdiff1 % para estimar la localizacio´n de
la regio´n de disipacio´n (a partir de la cual se realizara´ el filtrado automa´tico de las escalas
pequen˜as). Cabe destacar que la reconstruccio´n WENO3 es demasiado disipativa, ya que no
reproduce la pendiente teo´rica un amplio rango de la regio´n inercial.
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(a) Esquemas WENO con σ = 0.1.
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(b) Esquemas WENO con σ = 0.3.
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(c) Esquemas WENO con σ = 0.5.
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(d) Esquemas WENO con σ = 0.9.
Figura 5.16: Criterio de aparicio´n del apilamiento de energ´ıa en el esquema WENO, con σ = 0.1, 0.3, 0.5 y 0.9. Leyenda:
( ) Λ = 0,© Λdisp,© Λdiff ,  Error en dispersio´n ( %) y × Error en difusio´n ( %). Datos fijos: Nc = 80 - N = 8192.
63
Cap´ıtulo 5 Resolucio´n nume´rica de la ecuacio´n de Burgers
0.5 1 1.5 2 2.5 3 3.5
-14
-12
-10
-8
-6
-4
-2
0
-14
-12
-10
-8
-6
-4
-2
0
(a) WENO3-RK3. σ = 0.1.
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(b) WENO3-RK3. σ = 0.3.
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(c) WENO5-RK3. σ = 0.1.
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(d) WENO5-RK3. σ = 0.3.
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(e) WENO7-RK3. σ = 0.1.
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(f) WENO7-RK3. σ = 0.3.
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(g) WENO3-RK3. σ = 0.5.
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(h) WENO3-RK3. σ = 0.9.
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(i) WENO5-RK3. σ = 0.5.
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(j) WENO5-RK3. σ = 0.9.
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(k) WENO7-RK3. σ = 0.5.
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(l) WENO7-RK3. σ = 0.9.
Figura 5.17: Cascadas energe´ticas para diferentes para me´todos WENO con σ = 0.1, σ = 0.3, σ = 0.3 y σ = 0.9. Datos
fijos: Nc = 80 - N = 8192.
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Cap´ıtulo 6
Aplicacio´n a flujos reales de aguas poco
profundas
En este cap´ıtulo se explora la aplicacio´n de los me´todos previamente analizados a un pro-
blema realista que involucra un flujo de aguas poco profundas. Como se detalla en [33], los
flujos de aguas poco profundas, de una gran importancia en las ciencias medioambientales, se
caracterizan por una dimensio´n vertical, correspondiente a la profundidad del agua, tambie´n
llamada calado, de mucha menor escala que las dimensiones horizontales. Debido a esto, el
flujo es descrito mediante velocidades con una dependencia bidimensional en el espacio, que
resultan del promediado en la vertical. Adema´s de las fronteras so´lidas que establece el cauce
con el flujo, se da tambie´n la existencia de una superficie libre entre el agua y el aire. Aparecen
as´ı ondas gravitatorias superficiales que actu´an como un mecanismo adicional de disipacio´n
energe´tica. La turbulencia se manifiesta en este tipo de flujos por medio de la presencia de,
por un lado, estructuras bidimensionales en las escalas grandes (mayores que el calado); y, por
otro lado, estructuras tridimensionales en las escalas pequen˜as (menores que el calado) que
intervienen en los procesos de transferencia y disipacio´n de energ´ıa. El espectro energe´tico
consta de dos regiones bien separadas asociadas una a la cascada 2D en las escalas grandes
y otra a la cascada 3D en las pequen˜as. En la Figura 6.1 se muestra una cascada energe´tica
compuesta por las dos regiones de este problema. En la regio´n de resolucio´n, en el caso de
escoger un esquema nume´rico tipo UWC, se pueden generar soluciones indeseadas debidas
al apilamiento de energ´ıa que introduce este esquema. Por esta razo´n, como se ha concluido
en el anterior cap´ıtulo, es ma´s conveniente el uso de esquemas tipo WENO que introducen
difusio´n nume´rica en nu´meros de onda anteriores al cambio de regio´n del espectro energe´tico.
SWE URANS
ModeladoResuelto
Estructuras
coherentes 2D
Estructuras
coherentes 3D
log10 E(k)
log10 k
k
x
WENO
UWC
Figura 6.1: Representacio´n del espectro energe´tico del flujo de aguas poco profundas con las dos regiones de estructuras
coherentes 2D y 3D. Figura adaptada de [33].
En este trabajo se afronta la resolucio´n del problema del flujo real de aguas poco profundas
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por medio de un modelo similar al DA-URANS (depth-averaged unsteady-RANS), presentado
en [33]. Esta metodolog´ıa se centra en resolver las escalas grandes, que contienen las grandes
estructuras turbulentas horizontales (vo´rtices coherentes 2D), por medio de una aproximacio´n
de alto orden de la solucio´n nume´rica; y en modelar el efecto de la turbulencia de pequen˜a
escala (3D) utilizando un te´rmino extra de disipacio´n. A esta metodolog´ıa tambie´n se le puede
denominar DA-LES [15]. A pesar de las analog´ıas con los me´todos LES, la metodolog´ıa
DA-URANS (o DA-LES) no se puede considerar puramente LES, ya que utiliza variables
promediadas en la vertical.
El me´todo nume´rico escogido para la reconstruccio´n espacial de alto orden es un me´todo
WENO de orden 3, mientras que la integracio´n temporal se realizara´ mediante ADER. Cabe
destacar que se ha comprobado que la diferencia entre RK y ADER para este tipo de flujos
no es relevante, siendo ma´s decisivo el me´todo de reconstruccio´n espacial.
Gracias al ana´lisis espectral y a las conclusiones obtenidas con la ecuacio´n de Burgers con
te´rmino fuente, se espera que el me´todo WENO permita construir un modelo ILES de tur-
bulencia para la parte bidimensional del espectro. Debido a esto, se propone prescindir del
modelo SGS que es habitualmente utilizado por otros autores [33]. Por otro lado, la parte
tridimensional del espectro, Figura 6.1, no se puede resolver mediante las ecuaciones de aguas
poco profundas, ya que e´stas so´lo consideran movimientos en el plano horizontal y, por tanto,
sera´ necesario modelarla. El me´todo utilizado se denomina DA-ILES, complementado con un
modelo algebraico de turbulencia para los feno´menos tridimensionales.
6.1. Definicio´n del caso de estudio y su modelo matema´tico
En [30] se analiza un caso de transporte de soluto pasivo (fluoresce´ına) en un flujo de aguas
poco profundas. Los datos experimentales fueron medidos en un canal de metacrilato y rec-
tangular de 6m de largo por 0.24m de ancho, un esquema detallado del canal se muestra
en la Figura 6.2, y recogen la concentracio´n de soluto en una seccio´n transversal del canal
frente al tiempo. El soluto es vertido al flujo principal cuando e´ste se encuentra en re´gimen
estacionario desde una cavidad lateral por medio de la apertura de una compuerta hidra´ulica.
Figura 6.2: Representacio´n del canal utilizado en la experimentacio´n en [30] del laboratorio del a´rea de Meca´nica de
Fluidos de la Universidad de Zaragoza.
El nu´mero de Reynolds, definido en (2.1), se puede calcular de la siguiente manera. Por un
lado, la velocidad promedio del flujo, u, se puede hallar a partir de
u =
Q
A
, (6.1)
donde Q es el caudal, cuyo dato es aportado en [30] y tiene un valor de Q = 2.46m3/h, y
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donde A es el a´rea mojada, la cual, sabiendo que la anchura del canal es de 24 cm y el calado
de 1.6 cm, tiene un valor de A = 38.4 cm. Con estos valores, la velocidad promedio toma el
valor u = 625m/h. Por otro lado, el radio hidra´ulico, D, se calcula como el cociente del a´rea
mojada, A = 38.4 cm2 por el per´ımetro mojado, P = 27.2 cm, que resulta D = 1.4117 cm.
Por u´ltimo, la viscosidad cinema´tica del agua a temperatura ambiente toma un valor de ν =
1.0034mm2/s. Finalmente, el nu´mero de Reynolds que se obtiene es Re = 2442.66. Puesto
que el nu´mero de Reynolds obtenido cumple Re = 2442.66 > 1800, el flujo es considerado
plenamente turbulento (este criterio se establece en [35] para flujos en canales abiertos).
A continuacio´n se presenta el modelo matema´tico para el problema de estudio basado en
[30], tanto para el soluto como para el flujo de aguas poco profundas. Las ecuaciones para
flujos bidimensionales de aguas poco profundas vienen descritas por el siguiente sistema de
ecuaciones diferenciales en derivadas parciales
∂U
∂x
+
∂F(U)
∂x
+
G(∂U)
∂y
= S + D (6.2)
donde x e y son las coordenadas cartesianas, t es el tiempo. El vector de variables conservadas
U = U(x, y, t) tiene la forma
U =
 hhu
hv
 , (6.3)
con h la profundidad del agua y u y v las velocidades promedio vertical del flujo en las
direcciones x e y respectivamente. Los flujos f´ısicos en las direcciones x e y son respectivamente
F(U) =
 huhu2 + 12gh2
huv
 , G(U) =
 hvhvu
hv2 + 12gh
2
 , (6.4)
con g ∈ R la aceleracio´n de la gravedad.
El te´rmino fuente S incluye los efectos derivados de la pendiente del lecho, Sz, y de la
rugosidad del mismo, Sf , que tienen la forma
S = Sz + Sf =

0
−gh∂zb
∂x
−gh∂zb
∂y

+

0
−cfu
√
u2 + v2
−cfv
√
u2 + v2
 , (6.5)
donde zb es la altura del lecho, de manera que
∂zb
∂x
y
∂zb
∂y
son las pendientes del mismo en las
direcciones x y y, respectivamente; y donde cf es el coeficiente de friccio´n calculado a partir
de la formulacio´n de Manning
cf =
gn2
h1/3
, (6.6)
donde n es el coeficiente semiemp´ırico de Manning.
El te´rmino de difusio´n D se puede calcular por medio de la aproximacio´n de Boussinesq [20]
como sigue
Di =
∂
∂xj
[
hνe
(
∂uj
∂xi
+
∂ui
∂xj
)]
, (6.7)
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donde la viscosidad νe se puede descomponer en la suma de viscosidad cinema´tica, ν, debida
a la difusio´n molecular, y viscosidad turbulenta, νt. Es habitual descomponer este te´rmino
como sigue
νt =
√
(νht )
2 + (νvt )
2, (6.8)
donde νht es la componente horizontal, relacionada con la disipacio´n turbulenta de las estruc-
turas coherentes en escalas grandes (2D), y donde νvt es la componente vertical, relacionada
con la disipacio´n en las escalas pequen˜as (3D).
La actuacio´n de la componente horizontal, debido principalmente a los gradientes de velocidad
horizontal, no se contempla en la resolucio´n del ejemplo que se propone en este cap´ıtulo,
debido a que su papel es realizado por la reconstruccio´n espacial tipo WENO, como se ha
visto en las conclusiones del cap´ıtulo anterior. Por ello, se anulara´ este te´rmino: νht = 0. En
cuanto a la componente vertical, generada por la friccio´n con el lecho, viene dada por
νvt = λU
∗h (6.9)
donde λ es un coeficiente emp´ırico y U∗ =
√
cf (u2 + v2) es la velocidad cortante con el fondo.
La hidrodina´mica del problema esta´ descrita por las ecuaciones de aguas poco profundas en
2D, a pesar de que el flujo real sea 3D, por lo que es necesario introducir un modelo que
represente los efectos de la turbulencia tridimensional en las pequen˜as escalas. La dina´mica
del soluto viene descrita por la ecuacio´n del transporte promediada en la vertical
∂ (hφ)
∂t
+
∂ (hφu)
∂x
+
∂ (hφv)
∂y
= ∇ (K∇φ) , (6.10)
donde φ es la concentracio´n promedio vertical de soluto y K es el tensor de dispersio´n-difusio´n,
cuyo modelo tiene la siguiente forma
K =
(
KL 0
0 KT
)
=
(
LhU
∗ 0
0 ThU
∗
)
, (6.11)
con L y T son los coeficientes de dispersio´n longitudinal y transversal, respectivamente, que
reciben en [30] los siguientes valores
L = 5.93
T = 0.15
(6.12)
6.2. Ana´lisis de los resultados nume´ricos
La Figura 6.3 muestra el resultado de medir la concentracio´n de soluto promediada en la
vertical (segu´n la escala de colores) distribuida en la seccio´n transversal (eje de ordenadas)
frente al tiempo (eje de abscisas).
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Figura 6.3: Resultado experimental del problema recogido en [30].
En primer lugar se propone un ejemplo de simulacio´n sin difusio´n en el soluto (L = 0
y T = 0). La Figura 6.4 muestra estos resultados, en la que se puede observar que la
distribucio´n de concentracio´n del soluto no alcanza tanta extensio´n como en los resultados
experimentales de la Figura 6.3. Se aprecia que los niveles de concentracio´n son muy altos,
alcanzando los valores ma´ximos en casi toda su extensio´n, lo cual es debido a la ausencia de
difusio´n. La resolucio´n del soluto sin modelo de mezcla para los feno´menos tridimensionales
no arroja soluciones parecidas a las medidas experimentalmente, por lo que queda patente
la necesidad de modelar el efecto de la turbulencia de pequen˜a escala (3D) tambie´n para el
soluto, como se ha mencionado anteriormente.
Figura 6.4: Resultado nume´rico del problema propuesto en [30]. Coeficientes de dispersio´n: L = 0.0 y T = 0.0.
Asumida esta necesidad de dar valores no nulos a los coeficientes de dispersio´n del soluto, se
dispone en primer lugar L = 1.0 y T = 1.0. El resultado, mostrado en la Figura 6.5, presenta
una distribucio´n de concentracio´n de soluto ma´s parecida a la experimental que en el caso
de dispersio´n nula. La magnitud de esta distribucio´n es mayor en la dispersio´n transversal,
y. Esto es debido a que los valores ideales del coeficiente de difusio´n transversal son menores
segu´n [30], as´ı que en el siguiente caso se bajara´ su valor. En torno a los tiempos t = 10 s y
t = 15 s se presentan formas ma´s alargadas y rectas en que las que muestra la Figura 6.3.
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Figura 6.5: Resultado nume´rico del problema propuesto en [30]. Coeficientes de dispersio´n: L = 1.0 y T = 1.0.
En el siguiente caso se disponen los valores de los coeficientes de difusio´n propuestos en [30],
a saber L = 5.93 y T = 0.15. Debido a esta disminucio´n del valor del coeficiente de difusio´n
transversal, se ha reducido la amplitud de la concentracio´n en la seccio´n transversal, como
se puede apreciar en la Figura 6.6. Sin embargo, la amplitud en y de la concentracio´n es
menor que la medida experimentalmente, as´ı que se podr´ıa optar por un valor del coeficiente
de difusio´n transversal entre el dispuesto en este ejemplo y el del anterior, es decir, 0.15 ≥
T ≥ 1.0. L concentracio´n en los lugares en los que presentan mayores valores es ma´s alta
que en el caso experimental, por lo tanto convendr´ıa bajar el valor del coeficiente de difusio´n
longitudinal.
Figura 6.6: Resultado nume´rico del problema propuesto en [30]. Coeficientes de dispersio´n: L = 5.93 y T = 0.15.
Subiendo el valor del coeficiente de difusio´n hasta T = 0.5, como se muestra en la Figura 6.6,
se reducen los niveles de la concentracio´n hasta resultados semejantes a los datos experimen-
tales de la Figura 6.3. Sin embargo, en este caso se obtienen valores ligeramente inferiores
de concentracio´n en los ma´ximos. Asimismo, aparecen regiones de concentracio´n intermedia
para valores del tiempo t ≥ 20 s que no se corresponden con los resultados experimentales.
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Figura 6.7: Resultado nume´rico del problema propuesto en [30]. Coeficientes de dispersio´n: L = 5.93 y T = 0.5.
En este tipo de flujos de aguas poco profundas, a pesar de ser modelados bidimensionalmen-
te, existen feno´menos tridimensionales que afectan de manera relevante a la dina´mica del
problema. Por ejemplo, en los instantes inmediatamente posteriores a la apertura de la com-
puerta que guarda el soluto en la cavidad lateral se genera una rotura de presa transversal a
la direccio´n del canal. Estos feno´menos pueden generar aceleraciones no despreciables en la
direccio´n vertical, debido a lo cual se les denomina no hidrosta´ticos. Las ecuaciones de aguas
poco profundas proponen un modelo hidrosta´tico del flujo que no recoge este tipo de feno´me-
nos. En consecuencia, la importancia para una resolucio´n ma´s precisa de este tipo de flujos
no recae en el ca´lculo riguroso de los vo´rtices 2D sino en el modelado de feno´menos subgrid,
as´ı como estos otros feno´menos (presio´n no hidrosta´tica, efectos dispersivos de propagacio´n
de ondas, etc.), que actualmente no representan los te´rminos convectivos de las ecuaciones
en (6.2).
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Aprendizaje personal
Al te´rmino de este trabajo conviene hacer una s´ıntesis del conocimiento consolidado y del
aprendizaje nuevo obtenido en su realizacio´n. En primer lugar, y siguiendo un orden coheren-
te con el texto, ha sido necesario generar un conocimiento sobre turbulencia para afrontar de
manera eficaz la realizacio´n del mismo. Con este motivo, se han explorado de manera teo´rica
las caracter´ısticas y la problema´tica ba´sicas de la turbulencia por medio de la consulta bi-
bliogra´fica, extendida tanto a libros de formacio´n acade´mica como a art´ıculos de investigacio´n
cient´ıfica. Se han asentado conocimientos sobre resolucio´n nume´rica de ecuaciones diferencia-
les en derivadas parciales en 1D, a saber: ecuacio´n lineal advectiva y ecuacio´n de Burgers;
as´ı como sobre resolucio´n nume´rica de sistemas hiperbo´licos no lineales, concretamente, las
ecuaciones de aguas poco profundas.
Con el fin de llevar a cabo la programacio´n de esquemas nume´ricos de alto orden de manera
satisfactoria y u´til para el objetivo del trabajo, se ha ampliado el conocimiento acerca del
me´todo de discretizacio´n de volu´menes finitos. Se ha afrontado, por un lado, la reconstruccio´n
espacial de alto orden con esquemas tipo WENO y UWC y, por otro lado, la integracio´n
temporal de las ecuaciones diferenciales mediante me´todos de tipo ADER y Runge-Kutta
hasta lograr el desarrollo de un co´digo de simulacio´n eficaz y versa´til que abarca los o´rdenes
1, 3, 5 y 7 para la reconstruccio´n espacial de los tipos UWC y WENO, y los o´rdenes 1, 2 y
3 para la integracio´n temporal de tipo Runge-Kutta. Este programa ha sido preparado para
resolver tanto la ecuacio´n lineal advectiva como la ecuacio´n de Burgers y, para su realizacio´n,
se ha utilizado el lenguaje de programacio´n C. Asimismo, ha sido conveniente el uso de
herramientas de resolucio´n nume´rica en paralelo (OpenMP) para optimizar el tiempo de
computacio´n (en algunos casos se han reducido tiempos del orden de una semana a tiempos
del orden de varias horas). Estas te´cnicas de ca´lculo han promovido la familiarizacio´n con
la computacio´n de alto rendimiento y el uso de servidores de ca´lculo (en particular, se ha
utilizado un cluster de ca´lculo del CSIC).
En el ana´lisis espectral de von Neumann ha sido necesario el desarrollo expl´ıcito completo
de los esquemas utilizados. En cuanto al ana´lisis espectral aproximado ha sido necesaria la
escritura de programas en Matlab en los que se trabaja en el dominio frecuencial por medio
de herramientas como la transformada discreta de Fourier (DFT). Tambie´n se ha preparado
un programa en Matlab para el ana´lisis de los resultados nume´ricos de la ecuacio´n de Burgers
y la representacio´n de las cascadas energe´ticas.
Conclusiones generales
El objetivo fundamental de este trabajo ha sido analizar el comportamiento de algunos es-
quemas nume´ricos para distintos nu´meros de onda, con la finalidad de evaluar su adecuacio´n
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a la resolucio´n de flujos turbulentos. Para ello, se han estudiado las caracter´ısticas dispersiva
y difusiva de los esquemas FOU, UWC y WENO, potenciales candidatos para la resolucio´n
de turbulencia.
El ana´lisis espectral se ha realizado mediante un me´todo aproximado basado en la DFT.
Primero, ha sido necesario analizar la convergencia de este me´todo para determinar el nu´mero
mı´nimo de puntos con los que discretizar el espacio k∆x = [0, 2pi] que permita obtener una
solucio´n en la regio´n asinto´tica. Se observo´ que eran necesarios al menos N = 4000 puntos.
Por otro lado, tambie´n ha sido necesario validar este me´todo mediante resultados anal´ıticos
proporcionados por el ana´lisis tradicional de von Neumann para un esquema lineal.
Este ana´lisis aproximado ha permitido analizar el comportamiento de los esquemas FOU,
UWC y WENO para distintos nu´meros de onda. El denominado criterio del 1 %, que se
basa en un error del 1 % en dispersio´n/difusio´n permite determinar el rango del espectro
adecuadamente resuelto para cada uno de ellos. Con este criterio se han extra´ıdo los valores
kdisp1 % y k
disp
1 % . Se ha analizado la dependencia de estos valores respecto al nu´mero de Courant-
Friedrichs-Levy, σ, y, en te´rminos generales, se ha observado que el error en difusio´n y el error
en dispersio´n asociados a dichos nu´meros de onda aumenta y disminuye respectivamente.
Tambie´n se ha obtenido una clasificacio´n de la estabilidad de los diferentes esquemas segu´n
el valor de σ.
Una vez analizadas las caracter´ısticas de los esquemas nume´ricos a utilizar, estos se han
puesto a prueba mediante la resolucio´n de un problema no lineal unidimensional que emula
el comportamiento de la turbulencia para comprobar algunas de sus caracter´ısticas propias.
Este problema se modela mediante la ecuacio´n de Burgers. Debido a las particularidades de
esta ecuacio´n, ha sido necesario introducir un te´rmino fuente en la ecuacio´n que aportara
un nivel de energ´ıa constante, al cual se le puede asociar la produccio´n de las fluctuaciones
turbulentas. Se ha utilizado la DFT para trabajar en el dominio frecuencial, permitiendo as´ı
el ca´lculo del espectro energe´tico de la solucio´n.
Atendiendo a los resultados, en primer lugar, se han comprobado cuestiones ba´sicas esperadas
desde el punto de vista teo´rico. Por un lado, el te´rmino fuente excita fluctuaciones mediante
un conjunto de modos cuyo ma´ximo viene determinado por Nc, as´ı que se ha comprobado
variando este valor que los cambios de pendiente de la cascada segu´ıan estos valores ma´ximos
de excitacio´n. Por otro lado, se ha demostrado que la forma de la cascada energe´tica escala
adecuadamente al refinar la malla, cuyos valores ma´ximos de resolucio´n de k coincid´ıan como
era deseado con el nu´mero de celdas utilizadas. Una vez comprobados estos fundamentos,
se han analizado los resultados segu´n el esquema utilizado. En el caso de los esquemas tipo
FOU, la disipacio´n es muy elevada, de manera que son incapaces de reproducir la cascada
energe´tica teo´rica en el rango inercial, aunque para valores grandes de σ mejora. Los me´todos
UWC se caracterizan por presentar apilamientos energe´ticos al final de la zona inercial, un
efecto indeseable en la resolucio´n de flujos turbulentos. Se ha comprobado que las posiciones
de los valores de ma´ximo apilamiento energe´tico vienen adecuadamente determinadas por los
valores de kdisp1 % y k
disp
1 % . En general, el apilamiento disminuye para valores mayores de σ, ya
que la difusio´n aumenta. Por u´ltimo, se observa que los esquemas tipo WENO no presentan
apilamiento. A trave´s de la comparacio´n de los resultados nume´ricos y el ana´lisis espectral, se
concluye que kdiff1 % es un buen predictor de la posicio´n de la regio´n de disipacio´n, puesto que
presenta valores de Λdiff semejantes para WENO3-RK3, WENO5-RK3 y WENO7-RK3. As´ı
que los me´todos WENO pueden ser adecuados para el disen˜o de modelos de simulacio´n ILES,
haciendo el papel de modelo subgrid de disipacio´n a partir del valor predictivo de kdiff1 % .
Estas conclusiones se han puesto en pra´ctica en la u´ltima parte del trabajo, mediante la reso-
lucio´n de un flujo real turbulento con transporte de soluto, utilizando el modelo matema´tico
de las ecuaciones de aguas poco profundas. En este tipo de flujos la turbulencia es predo-
minantemente bidimensional, pero existe una componente tridimensional de pequen˜a escala.
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Este movimiento tridimensional, que no puede ser resuelto por las ecuaciones de aguas poco
profundas, requiere un modelado. Esto se hace evidente en los resultados nume´ricos que se
obtienen cuando se prescinde de dicho modelo, ya que presentan distribuciones de concentra-
cio´n de soluto muy elevadas y localizadas (insuficiente difusio´n), en comparacio´n con las de
los datos experimentales. Siguiendo la metodolog´ıa ILES, se prescinde del modelo SGS en la
parte bidimensional de las escalas grandes, puesto que su efecto lo suplira´ el esquema WENO.
Con unos valores adecuados de los coeficientes de difusio´n (obtenidos de la bibliograf´ıa) se
pueden reproducir satisfactoriamente los datos experimentales. Por lo tanto, cabe concluir
que la importancia principal para una precisa resolucio´n de flujos de aguas poco profundas no
reside tanto en el ca´lculo riguroso de los vo´rtices 2D, sino en la modelizacio´n de los feno´menos
no resueltos a nivel de celda. Para mejorar las capacidades predictivas del modelo, adema´s
ser´ıa de utilidad considerar feno´menos no hidrosta´ticos y dispersivos.
Aportaciones
A continuacio´n se presenta una lista que recoge las aportaciones derivadas de la realizacio´n
de este trabajo, comenzando por las conclusiones ma´s relevantes:
los esquemas tipo WENO son adecuados para el disen˜o de modelos de simulacio´n ILES,
puesto que la disipacio´n nume´rica del esquema actu´a como modelo subgrid;
el valor kdiff1 % predice adecuadamente el comienzo del rango de nu´meros de onda a partir
del cual los esquemas WENO introducen disipacio´n nume´rica;
asimismo, los valores kdisp1 % y k
diff
1 % predicen apropiadamente las posiciones de los ma´xi-
mos de los apilamientos energe´ticos que sucede en los me´todos UWC;
en flujos reales de agua resueltos por medio de las ecuaciones de aguas poco profundas,
que modelan el flujo bidimensionalmente, es necesario tambie´n un modelado de las
componentes tridimensionales de pequen˜a escala para representarlos adecuadamente;
con las conclusiones anteriores se ha adaptado un modelo de simulacio´n de alto orden
para las ecuaciones de aguas poco profundas, utilizando la metodolog´ıa ILES. Se ha
reproducido un experimento de laboratorio que involucra el transporte transitorio de
un soluto en un canal.
En segundo lugar se lista una serie de programas desarrollados para el ana´lisis espectral y para
la resolucio´n de la ecuacio´n de Burgers. Estos co´digos se pueden encontrar en un repositorio
digital en la siguiente direccio´n web: https://github.com/navasmontilla/burgulence.
Co´digo analisisespectralalgebraico.m: programa en lenguaje Matlab con el que se
lleva a cabo el ana´lisis espectral de von Neumann anal´ıtico sobre los esquemas:
• UWC3-ADER1,
• UWC3-ADER2,
• UWC3-ADER3,
• UWC1-RK2,
• UWC3-RK2,
• UWC3-RK3
• y FOU.
Este co´digo requiere adema´s las funciones:
• plotcombined.m,
• plotmaximum.m,
• plotnotpolar.m,
• plotnotpolar.m
• y plotpolar.m
• distinguishable colors.m.
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Este u´ltimo programa distinguishable colors.m ha sido desarrollado por Timothy
E. Holy (2010-2011).
Co´digo analisisespectralaproximado.m: programa en lenguaje Matlab con el que se
lleva a cabo el ana´lisis espectral de von Neumann aproximado sobre los esquemas:
• UWC3-ADER3,
• UWC5-ADER5,
• UWC7-ADER7,
• UWC9-ADER9,
• WENO3-ADER3,
• WENO5-ADER5,
• WENO7-ADER7,
• WENO9-ADER9,
• UWC3-RK3,
• UWC5-RK3,
• UWC7-RK3,
• WENO3-RK3,
• WENO5-RK3,
• WENO7-RK3
• y FOU.
Co´digo WENO7-RK3.c: programa en lenguaje C preparado para resolver las ecuaciones
lineal adevectiva y de Burgers unidimensionales por medio de los esquemas:
• UWC3-RK3,
• UWC5-RK3,
• UWC7-RK3,
• WENO3-RK3,
• WENO5-RK3,
• WENO7-RK3
• o´ FOU.
En el fichero de texto data.txt se escriben las variables que deben ser le´ıdas por el
programa general para seleccionar el tipo de problema en el siguiente orden:
• nu´mero de celdas, N ,
• nu´mero de Courant-Friedrichs-Levy, σ,
• tiempo total de simulacio´n,
• ecuacio´n a resolver: 1 para la lineal advectiva, 2 para la de Burgers,
• presencia del te´rmino fuente: 0 para ausencia, 1 para presencia,
• orden del esquema Runge-Kutta: 1, 2 o´ 3,
• orden de la discretizacio´n espacial: 1, 3, 5 o´ 7,
• tipo de discretizacio´n espacial: 1 para UWC, 2 para WENO
• y nu´mero de modos excitados por el te´rmino fuente, Nc.
Adema´s, se ha escrito un co´digo externo en C, denominado vectoraleatorio.m, para
generar nu´meros aleatorios, que siguen una distribucio´n normal, y que sean le´ıdos por
el co´digo general y as´ı acelerar los ca´lculos de e´ste.
Co´digo analisisenergetico.m: programa en lenguaje Matlab para calcular el espec-
tro energe´tico de las soluciones de la ecuacio´n de Burgers y representar las cascadas
energe´ticas derivadas de estos. Este programa calcula tambie´n los errores Λdisp y Λdiff
en las cascadas energe´ticas.
Para cerrar los comentarios que merece esta revisio´n en te´rminos conclusivos del trabajo
caben todav´ıa unas u´ltimas l´ıneas. Se ha buceado en profundidad en aspectos ba´sicos de los
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esquemas nume´ricos planteados. Se han comprobado propiedades de los mismos por medio
de diferentes me´todos con el fin de conocer sus limitaciones y sus ventajas. Por medio de la
variacio´n de determinados para´metros propios de los esquemas se ha probado su sensibilidad,
analizando detalladamente su reaccio´n para clasificar mediante criterios bien definidos el
comportamiento de cada esquema. Todo esto ha sido motivado por la idea ma´s amplia de
poder utilizarlos de manera plenamente consciente y experimentada. Los flujos reales esta´n
determinados por caracter´ısticas y feno´menos f´ısicos muy complejos (como el caso trabajado
de la turbulencia), de manera que su descripcio´n matema´tica y la posterior traduccio´n de
e´sta al lenguaje de programacio´n demandan recursos particulares y diferentes de los esquemas
utilizables. Debido a esto, y aunque las resoluciones obtenidas por medio del ana´lisis de los
esquemas nume´ricos pueden no tener una gran relevancia cuando se afrontan problemas
de flujos reales, resulta del todo aconsejable este conocimiento tan espec´ıfico, detallado y
profundo de los esquemas nume´ricos que se propone en el presente trabajo para resolver los
problemas de la manera ma´s eficaz, eficiente y segura.
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