On the calculation of the bounds of probability of events using infinite random sets  by Alvarez, Diego A.
International Journal of Approximate Reasoning
43 (2006) 241–267
www.elsevier.com/locate/ijarOn the calculation of the bounds of probability
of events using inﬁnite random sets
Diego A. Alvarez *
Arbeitsbereich fu¨r Technische Mathematik am Institut fu¨r Grundlagen der Bauingenieurwissenschaften,
Leopold-Franzens Universita¨t, Technikerstrasse 13, A-6020 Innsbruck, EU, Austria
Received 5 December 2005; received in revised form 9 March 2006; accepted 19 April 2006
Available online 22 May 2006Abstract
This paper presents an extension of the theory of ﬁnite random sets to inﬁnite random sets, that is
useful for estimating the bounds of probability of events, when there is both aleatory and epistemic
uncertainty in the representation of the basic variables. In particular, the basic variables can be mod-
elled as CDFs, probability boxes, possibility distributions or as families of intervals provided by
experts. These four representations are special cases of an inﬁnite random set. The method intro-
duces a new geometrical representation of the space of basic variables, where many of the methods
for the estimation of probabilities using Monte Carlo simulation can be employed. This method is an
appropriate technique to model the bounds of the probability of failure of structural systems when
there is parameter uncertainty in the representation of the basic variables. A benchmark example is
used to demonstrate the advantages and diﬀerences of the proposed method compared with the ﬁnite
approach.
 2006 Elsevier Inc. All rights reserved.
Keywords: Random sets; Dempster–Shafer evidence theory; Epistemic uncertainty; Aleatory uncertainty, Monte
Carlo simulation0888-613X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2006.04.005
* Tel.: +43 512 5076825; fax: +43 512 5072941.
E-mail address: diegoandresalvarez@gmx.net
242 D.A. Alvarez / Internat. J. Approx. Reason. 43 (2006) 241–2671. Introduction
The classical problem in reliability analysis of structures (see, e.g. [1]) is the assessment
of the probability of failure of a system. This probability is expressed as
PXðF Þ ¼
Z
F
feX ðxÞdx ð1Þ
where x is the vector of basic variables which represents the material, loads and geometric
characteristics of the structure, F = {x :g(x) 6 0,x 2 X} is the failure region, g : X ! R is
the so-called limit state function, which determines if a point x represents a safe (g(x) > 0)
or unsafe (g(x) 6 0) condition for a structure, feX is the probability density functions
(PDF) of the implied random variables and X  Rd . Note: the tilde ~will be employed
throughout this paper to denote random variables.
In the last decades methods based on the evaluation of integral (1) have become pop-
ular and well developed to model and estimate the eﬀect of uncertainties in engineering
systems. These methods, although well founded theoretically, suﬀer the problem that in
any given application the available information is usually incomplete and insuﬃcient to
deﬁne accurately the limit state function and the joint PDF feX ; in consequence the meth-
ods in consideration lose applicability [2,3]. For example, Oberguggenberger and Fellin
[4,5] showed that the probability of failure of a shallow foundation may ﬂuctuate even
by orders of magnitude (they were seen to range between 1011 and 103) when diﬀerent
likely PDFs associated to the soil parameters, and estimated using a relatively large num-
ber of samples, were considered. In the case of soil mechanics, those PDFs cannot be esti-
mated accurately because of the limited sampling, the discrepancy between diﬀerent
methods of laboratory, the uncertainties in soil models, among other reasons. In addition,
sometimes information cannot be expressed in a probabilistic fashion, but in terms of
intervals (for example in engineering manuals) or linguistic terms (like the ones expressed
by an expert).
Random set (RS), evidence and imprecise probability theories could be useful tools to
model such kinds of uncertainty. RS theory appeared in the context of stochastic geometry
theory thanks to the independent works of Kendall [6] and Matheron [7], while Dempster
[8], and Shafer [9] developed what is known today as evidence theory. Walley [10] intro-
duced in the 1990s the theory of imprecise probabilities, a generalization of the theory
of fuzzy measures; in fact, belief and plausibility measures present in RS and evidence the-
ory can be seen as special cases of imprecise probabilities. One advantage of these theories
is that they enable the designer to assess both the most pessimistic and optimistic assump-
tions that can be expected. In addition, those theories are useful in the modelling of epi-
stemic and aleatory uncertainty (see, e.g. [11]) because they allow the designer engineer to
use data in the format it appears. This is important because usually ﬁeld observations are
expressed by means of intervals, statistical data is expressed through histograms and when
there is not enough information one must resort to experts who usually express their opin-
ions either through intervals or in linguistic terms; note that an elicitation specialist may
also be able to extract PDFs, though experts will almost always reach a point where they
are indiﬀerent between the possible alternatives.
Sentz and Ferson [12] provides a comprehensive review on the application of Demp-
ster–Shafer evidence theory in several and diverging ﬁelds of research like cartography,
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reliability analysis. In addition, several authors have already applied RS, evidence and
imprecise probability theories in civil and structural engineering; among their publications
we have [4,5,13–31].
The problem of structural reliability described by (1) is just a simple example of the cal-
culation of the probability of an event F when all basic variables are random. We will deal
in this document with the solution of the more general problem of estimating the bounds
of the probability of an event F. Up to the best of the author’s knowledge, all of the work
on risk and reliability analysis with random sets has been done in the framework of ﬁnite
random sets. The main aim of this paper is to suggest a simulation method for the calcu-
lation of the belief and plausibility bounds in the case of inﬁnite random sets and the appli-
cation of the method to the computation of the bounds for the probability of an event F
when the uncertainty is expressed by aleatory and epistemic parameters. Using RS theory,
basic variables can be represented as (a) possibility distributions, (b) probability boxes, (c)
families of intervals or (d) CDFs, which are in a posterior step converted to a ﬁnite RS
representation. The drawback of the conversion to a ﬁnite RS lies in that some informa-
tion is lost or modiﬁed in the process of conversion, and that coarser discretizations tend
to alter more the information than ﬁner discretizations. This is one strong motivation to
represent a basic variable as an inﬁnite RS because in this process there will be no loss or
modiﬁcation of the information.
The plan of the document is as follows: the paper begins with a succinct presentation of
RS and evidence theories and their relationship with other methods for the assessment
of the uncertainty like probability boxes, interval analysis and possibility distributions.
Sections 4 and 5 present in detail the proposed procedure, which is tested on a benchmark
example. The obtained results are analyzed in Section 6. The document ﬁnishes in Section
7 with some conclusions, ﬁnal remarks and open problems that could be useful to continue
this research. An appendix is given where some statements made in Section 4 are proved.
2. Evidence and random set theory
2.1. Random set theory
The following is a brief introduction to the RS theory, after [32,33].
2.1.1. Generalities on random variables
Let (X,rX,PX) be a probability space and (X,rX) be a measurable space. A random
variable eX is a (rX  rX)-measurable mapping
eX : X! X ð2Þ
This mapping can be used to generate a probability measure on (X,rX) such that the prob-
ability space (X,rX,PX) is the mathematical description of the experiment as well as of the
original probability space (X,rX,PX). This mapping is given by PX ¼ PX  eX 1. This
means that an event F 2 rX has the probability
PX ðF Þ :¼ PXðeX 1ðF ÞÞ ð3Þ
¼ PXfx : eX ðxÞ 2 F g ð4Þ
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able space where mathematical tools such as Riemann integration are well deﬁned. One of
the most commonly used measurable spaces is ðR;BÞ, where B is the Borel r-algebra; in
this case eX is called a numerical random variable. For example, according to the Kolmogo-
rov axioms, the probability measure is additive, therefore, depending on whether we have
a discrete or continuous random variables, it follows that, for F 2 rX,
PX ðF Þ :¼
X
x2eX 1ðF Þ PXðfxgÞ ðdiscrete caseÞ ð5Þ
¼
Z
eX 1ðF Þ dPXðxÞ ðgeneral caseÞ ð6Þ2.1.2. Generalities on random sets
Let us consider a universal non-empty set X and its power set PðX Þ. Let (X,rX,PX) be a
probability space and ðF; rFÞ be a measurable space where F  PðX Þ. A RS eC is a
ðrX  rFÞ-measurable mapping eC : X!F, x 7!eCðxÞ. We will call every c :¼ eCðxÞ 2
F a focal element whileF will be called a focal set. In an analogous way to the deﬁnition
of a random variable, this mapping can be used to generate a probability measure on
(C,rC) given by PC :¼ PX  eC1. This means that an event R 2 rF has the probability
PCðRÞ ¼ PXfx : eCðxÞ 2 Rg. In short, a RS is a set-valued random variable. Note that
the RS eC will be called a ﬁnite or inﬁnite depending on the cardinality of F.
When all elements ofF are singletons (points), then eC becomes a random variable, and
F is called speciﬁc; in other words, ifF then is speciﬁc eCðxÞ ¼ eX ðxÞ and the value of the
probability of occurrence of the event F, PX(F), can be exactly captured by Eq. (4) for any
F 2 rX. In the case of random sets, it is not possible to know the exact value of PX(F) but
upper and lower bounds of it. Dempster [8] deﬁned those upper and lower probabilities by
the belief and plausibility measures,
BelðF;PCÞðF Þ :¼ PXfx : eCðxÞ  F ; CðxÞ 6¼ ;g ð7Þ
¼ PCfc : c  F ; c 6¼ ;g ð8Þ
PlðF;PCÞðF Þ :¼ PXfx : eCðxÞ \ F 6¼ ;g ð9Þ
¼ PCfc : c \ F 6¼ ;g ð10Þ
where
BelðF;PCÞðF Þ 6 PX ðF Þ 6 PlðF;PCÞðF Þ: ð11Þ
The strict equality in (11) occurs when F is speciﬁc.
It can be shown that belief and plausibility are dual fuzzy measures, that is BelðF;PCÞ
ðF Þ ¼ 1 PlðF;PCÞðF cÞ and PlðF;PCÞðF Þ ¼ 1 BelðF;PCÞðF cÞ and also that belief is an 1-
monotone Choquet capacity and the plausibility is an 1-alternately Choquet capacity
(see, e.g. [34, p. 66]).
2.2. What is the relationship between Dempster–Shafer bodies of evidence and random sets?
RS theory is closely related to Dempster–Shafer evidence theory (see, e.g. [12,35–38]).
Indeed, when the cardinality of F is ﬁnite, random sets result to be mathematically
isomorphic to Dempster–Shafer bodies of evidence, although with somewhat diﬀerent
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1,2, . . . ,n and m(Aj)  PC(cj). Recall that in evidence theory m is called the basic mass
assignment. Also note that Eqs. (8) and (10) become, respectively,
BelðFn;mÞðF Þ ¼
Xn
j¼1
I ½Aj  F mðAjÞ ð12Þ
PlðFn;mÞðF Þ ¼
Xn
j¼1
I ½Aj \ F 6¼ ;mðAjÞ ð13Þ
where I stands for the indicator function.
Note: In the remainder of this paper, we will generally refer to random sets, and
will epresent them in the inﬁnite case as ðF; PCÞ or in the ﬁnite case either as ðF;mÞ or
as ðFn;mÞ when special emphasis in the cardinality of F is desired. In some cases the
superindex i will be employed to denote the index of a marginal RS in a random relation
(see Section 2.3). This should be clear from the context. In the ﬁnite RS representation, the
focal elements will be denoted as Aj for some j = 1, . . . ,n, while in the inﬁnite case, they will
be denoted as c, except when the RS represents a possibility distribution, in which case the
notation will be Aa, to agree with the conventional notation of a-cut. The reader is referred
to Section 3.1 for details.
2.3. Random relations on ﬁnite random sets
In order to deal with functions of several variables, it is customary to introduce the def-
inition of a random relation. Let X :¼ di¼1X i. A random relation on X is a RS ðR; qÞ on
the Cartesian product X given by the combination of the marginal random sets ðFi;miÞ;
where Fi ¼ fAiji : ji ¼ 1; . . . ; nig; i ¼ 1; . . . ; d by the formula,
1
ðF;mÞ :¼ ðAj1;...;jd :¼ di¼1Aiji ;mj1;...;jd :¼ f ðm1; . . . ;mdÞÞ:
The function f takes into account the dependence relation between the marginal random
sets. For example, when the marginal random sets are independent, random set indepen-
dence can be used (see Ref. [39]) and therefore basic mass assignment in the joint space can
be obtained as mðAj1;...;jd Þ :¼
Qd
i¼1m
iðAijiÞ, for all Aj1;...;jd 2F, i.e., as the product of the
basic mass assignments mi of the marginal random sets.
When nothing is known about the dependence between the basic variables, unknown
interaction (see Ref. [39]) is the most conservative method in reliability analysis, because
it contains all possible answers that result from all possible dependency relationships. In
this case f is deﬁned as the solution of a linear optimization problem. The reader is referred
to [39] for more information.
2.4. Extension principle on ﬁnite random sets
Given a function g:X# Y and a RS ðF;mÞ one could be interested in the image of
ðF;mÞ through g, i.e. ðR; qÞ. This mapped RS can be obtained by the application of
the extension principle ([35]):1 Note that here i was employed as an index of the marginal RS, not as an exponent.
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qðRjÞ :¼
X
Ai :Rj¼gðAiÞ
mðAiÞ ð15Þ
Usually, X  Rd , and Ai 2F is a d-dimensional box with 2d vertexes obtained as a Carte-
sian product of ﬁnite intervals, i.e., Ai :¼ I1 ·    · Id. It must be noted that jRj 6 jFj
because some focal sets could have the same image through g.
The calculation of the image of the focal elements through the function g (Eq. (14)),
when Y  R, is usually performed by one of the following techniques: the optimization
method, the sampling methods, the vertex method and the function approximation
method. Due to space constraints, I will introduce only the optimization method.
2.5. The optimization method
If the focal element Ai is connected and compact and g is continuous, then Rj can be
calculated as ½minx2AigðxÞ;maxx2AigðxÞ. This method is appropriate when g is a non-linear
function of the system parameters. The main drawback of this method is that it requires a
high computational eﬀort in a complex and large scale system.
3. Relationship between random set theory and probability, possibility, probability
boxes and families of intervals
Random sets can be understood as a generalization of probability, possibility, interval
analysis and probability boxes theories. In the following these relationships will be
clariﬁed.
3.1. Relationship between random sets and possibility theory
For details about fuzzy sets and possibility theory, the reader is referred elsewhere (see,
e.g. [40–42]). A normalized fuzzy set (possibility distribution) A of a set X is a mapping
A :X! [0, 1], where supx2XA(x) = 1. In this case, A(x), for x 2 X, represents the degree
to which x is compatible with the concept represented by A. The a-cut of a membership
function is represented by the crisp set Aa = {x 2 X : A(x)P a} for a 2 (0,1].
Let ðF; rFÞ be a measurable space, whereF  PðX Þ; if for every B 2F there exists a
family of subsets CB :¼ fC : B  C 2Fg such that CB 2 rF, then the function
cCðBÞ :¼ PCðCBÞ ¼ PXfx : eCðxÞ 2 CBg ¼ PXfx : B  eCðxÞg ð16Þ
provides a measure on X for every B  X called the subset coverage function. Here, PC was
deﬁned in Section 2.1.2. In the particular case when B = {x}, then Cx ¼ Cfxg ¼
fC : x 2 C 2Fg and (16) becomes cCðxÞ ¼ PXfx : x 2 eCðxÞg for every x 2 X which
deﬁnes the so-called one point coverage function of the RS eC. Note that according to
(9), cC(x) = Pl{x}.
Let A be a normalized fuzzy set of X, and let ~a : X! ð0; 1 be a uniformly distributed
random variable on some probability space (X,rX,P), i.e., Pfx : ~aðxÞ 6 zg ¼ z for
z 2 [0,1]. Then ~a induces a RS eCAðxÞ ¼ fx 2 X : AðxÞP ~aðxÞg, which is simply the ran-
domized a-cut set A~aðxÞ. This is the way of representing a particular membership function
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function
cCAðxÞ ¼ Pfx : x 2 eCAðxÞg ð17Þ
¼ Pfx : AðxÞP ~aðxÞg ¼ AðxÞ ð18Þ
In words, eCA is a RS in X whose one point coverage function coincides with the member-
ship function (possibility distribution) of the fuzzy set A. The one point coverage function
in (18) deﬁnes the possibility measure PosA:X! [0, 1] given by
PosAðKÞ :¼ sup
x2K
fcCAðxÞg; ð19Þ
¼ sup
x2K
fAðxÞg ð20Þ
for K  X, since it follows from Eq. (18) that Pfx : ~aðxÞ 6 AðxÞ for some x 2 Kg ¼
Pfx : ~aðxÞ < supfAðxÞ : x 2 Kgg ¼ supfAðxÞ : x 2 Kg. This is a good point to remember
that the necessity measure NecA is deﬁned by NecA(K):¼1  PosA(Kc).
It is important to observe that the associated (generated) RS is consonant, i.e., nested, in
the sense that CA = {Aa:0 < a 6 1} is totally ordered by set inclusion and that the corre-
sponding membership function (possibility distribution) must be unimodal.
3.2. Relationship between random sets and probability boxes
A probability box or p-box (term coined by [44]) hF ; F i is a class of cumulative distribu-
tion functions (CDFs) fF : F 6 F 6 F ; F is a CDFg delimited by upper and lower CDF
bounds F and F : R! ½0; 1. This class of CDFs collectively represents the epistemic
uncertainty about the CDF of a random variable. There is a close relationship between
probability boxes and random sets. Every RS generates a unique p-box whose constituent
CDFs are all those consistent with the evidence. In turn, every p-box generates an equiv-
alence class of random intervals consistent with it [45]. A p-box can always be discretized
to obtain from it a RS that approximates it; this discretization is not unique, because it
depends on the conditions applied; for example, Ferson et al. [46] and Hall and Lawry
[47] have proposed diﬀerent techniques to obtain an equivalent RS from a probability
box. When ðF;mÞ is a ﬁnite RS deﬁned on R, each Ai 2F is an interval. In this case,
the belief and plausibility of the set (1,x] leads to two limit CDFs [46],
F ðxÞ :¼ PlðF;mÞ ð1; xð Þ ð21Þ
F ðxÞ :¼ BelðF;mÞ ð1; xð Þ ð22Þ
which deﬁne the probability box hF ; F i associated with the RS.
Given a probability box hF ; F i such that F and F are piecewise continuous from the left,
the quasi-inverses of F and F are deﬁned respectively by
F ð1ÞðaÞ :¼ inffx : F ðxÞP ag ð23Þ
F ð1ÞðaÞ :¼ inffx : F ðxÞP ag ð24Þ
for a 2 (0,1]. Given a probability box hF ; F i, a corresponding RS is given by the inﬁnite
RS with focal elements deﬁned by [45] hF ; F i1ðaÞ :¼ f½F ð1ÞðaÞ; F ð1ÞðaÞg for all
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hF ; F i1ðaÞ, but we will do so in Section 4.1.
3.3. Relationship between ﬁnite random sets and families of intervals
A single interval estimate can be regarded as RS with a unique element A with
m(A) = 1. When a set of n intervals is available, every interval is considered to be a focal
element Ai with a corresponding m(Ai) = 1/n. In the case there is evidence that supports
the fact that the occurrence of an interval is more probable than another, then the corre-
sponding basic assignment might be modiﬁed accordingly.
3.4. Relationship between ﬁnite random sets and probability density functions
A PDF feX ðxÞ can be approximated by a histogram with n discrete intervals. Every inter-
val can be interpreted as a focal set Ai with mðAiÞ ¼
R
Ai
feX ðxÞdx. When feX has an
unbounded domain, it is necessary to impose upper and lower bounds on the distribution,
for instance, setting the bounds at the 0.005 and 0.995 percentiles of feX ðxÞ.
4. Simulation techniques applied to the evaluation of belief and plausibility measures
of functionally propagated inﬁnite random sets
Integral (1) deﬁnes the probability of an event F. Note that this integral can also be
written as
PXðF Þ ¼
Z
X
I ½x 2 F feX ðxÞdx ð25Þ
¼
Z
X
I ½x 2 F dF eX ðxÞ ð26Þ
¼
Z
X
I ½x 2 F dPXðxÞ ð27Þ
¼ EeX I ½~x 2 F ½  ð28Þ
where F eX is the CDF associated to feX , F eX ðxÞ ¼ PXð eX 6 xÞ. It has been discussed the
present document the advantages of the RS representation for the analysis of the uncer-
tainty; this representation will allow to compute, subject to the limitations in the knowl-
edge about the basic variables, the upper and lower bounds on the probability of the
event F, PX(F), which are provided by the plausibility and belief of the set F  X, that
is using (11), BelðF;PCÞðF Þ 6 PXðF Þ 6 PlðF;PCÞðF Þ where
BelðF;PCÞðF Þ ¼ PCðc : c  F ; c 2FÞ ¼
Z
F
I ½c  F dPCðcÞ ð29Þ
PXðF Þ ¼ PXðx : x 2 F ; x 2 X Þ ¼
Z
X
I ½x 2 F dPXðxÞ ð30Þ
PlðF;PCÞðF Þ ¼ PCðc : c \ F 6¼ ;; c 2FÞ ¼
Z
F
I ½c \ F 6¼ ;dPCðcÞ ð31Þ
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about the basic variables. The evaluation of integrals (29) and (31) is not straightforward,
so it is better to look for another representation of those integrals. If every RS could be
represented as a single point, then the evaluation of (29) and (31) could be easier and in
addition the available methods used to solve (30) could be employed.
In the RS formulation, every basic variable is represented by a RS deﬁned on the real
line and each of those random sets is composed of intervals or even points. As will be
shown in the following, to every focal element of an inﬁnite RS deﬁned on the real line
and represented by possibility distributions, probability boxes, families of intervals or
CDFs, one can associate a unique number a 2 (0,1] that represents exclusively that focal
element, and that induces an ordering relation in the RS; for the sake of readability, all
proofs will be presented in Appendix A.
4.1. Indexation by a and sampling of the basic variables
In this subsection, for the sake of simplicity in the notation, the subindex i correspond-
ing to the ith basic variable will be omitted (see Section 4.2).
4.1.1. Indexation by a of a normalized fuzzy set
A normalized fuzzy set (possibility distribution) A with membership function A(x) on
X  R can be represented as an inﬁnite RS ðF; PCÞ where F is the family of all a-cuts
Aa, i.e., F :¼ fc :¼ Aa : a 2 ð0; 1g. Let P be the probability measure on R corresponding
to the uniform CDF on (0,1], F ~a, that is F ~aðaÞ ¼ P ð~a 6 aÞ ¼ a with a 2 (0,1], then the
probability measure PC : rF ! ½0; 1 is induced as
PCðfAa : Aa 2F; a 2 GgÞ ¼
Z
G
dP ðaÞ ¼ P ðGÞ ð32Þ
where rF is a r-algebra on F, G  (0,1] contains the subindexes a of the focal elements
which will be evaluated by PC and fAa : Aa 2F; a 2 Gg is an element of rF.
For every a drawn at random from F ~a, there corresponds a unique a-cut Aa and vice
versa; in other words, there is a one to one relationship between Aa and a. This is the
reason why the subindex a of Aa must be preserved because there exist cases were several
a-cuts contain the same collection of elements, and in consequence this a makes the
distinction between them.
Observe that in this case a induces an ordering in F such that, ai 6 aj if Ai  Aj.
Finally, it is shown in Appendix A, Lemma 2, that the belief and plausibility of any subset
F of X with regard to the inﬁnite RS ðF; PCÞ is equal to the necessity Nec and possibility
Pos of the set F with respect to the normalized fuzzy set A, i.e., for all F  X, NecAðF Þ ¼
BelðF;PCÞðF Þ and PosAðF Þ ¼ PlðF;PCÞðF Þ.
4.1.2. Sampling a focal element from a normalized fuzzy set
The sampling of a focal element from a basic variable represented by a normalized
fuzzy set consists in drawing a realization of ~a from F ~a and picking the corresponding
a-cut Aa. This sampling method is valid because the belief and plausibility of a ﬁnite
sample ðFn;mÞ will converge almost surely to the necessity Nec and possibility Pos of
the set F with respect to the normalized fuzzy set A, as n!1 that is, NecAðF Þ ¼
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Appendix A – Lemma 3. Fig. 1 makes a graphical representation of this sampling.
4.1.3. Indexation by a of a probability box
Ferson et al. [46] proposed a method to approximate a probability box by a ﬁnite RS.
Here, we want to propose a method to represent a probability box as an inﬁnite RS; this
suggestion is based on the deﬁnition of the inverse of a p-box proposed by Joslyn and
Ferson [45] and summarized in Section 3.2. A probability box hF ; F i on a subset of R
can be represented as an inﬁnite RS ðF; PCÞ where
F ¼ fc :¼ hF ; F i1ðaÞ : a 2 ð0; 1g ð33Þ
F(1)(a) and F ð1ÞðaÞ are given by (23) and (24), respectively, and PC is deﬁned in an
analogous way to the case of normalized fuzzy sets, by Eq. (32), i.e.,
PCðfc : c$ a; c 2F; a 2 GgÞ ¼
Z
G
dP ðaÞ ¼ PðGÞ ð34Þ
where the symbolM denotes the fact that c is the corresponding focal set associated to that
a. It must be noted that for every a drawn at random from F ~a, there corresponds a unique
focal element hF ; F i1ðaÞ. This relationship is one to one if the subindex hÆ,Æi1(a) is
conserved.
Observe that in this particular case, a induces a partial ordering in F such that if
½a1; b1a1 and ½a2; b2a2 are elements of F, then it follows that if a1 < a2 then a1 6 a2 and
b1 6 b2.(b)(a)
(c) (d)
Fig. 1. Sampling of focal elements: (a) from a probability box; (b) from a normalized fuzzy set (possibility
distribution); (c) from a family of intervals. (d) from a CDF.
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respect to ðF; PCÞ is equal to F(x) and F ðxÞ, respectively, that is, F ðxÞ ¼ BelðF;PCÞ
ðð1; xÞ and F ðxÞ ¼ PlðF;PCÞðð1; xÞ for all x 2 X.
4.1.4. Sampling a focal element from a probability box
Ferson et al. [46] stated that it is required to develop techniques for sampling from a
probability box. In the following, an algorithm is proposed based on the considerations
given above. The inversion method (see, e.g. [48]) allows to draw a number distributed
according to a particular CDF. This method can be applied to sample from a probability
box and consists in sampling an a from F ~a and then retrieve the associated interval
hF ; F i1ðaÞ. This interval will be considered as the drawn focal element inasmuch as it con-
tains the samples for all the CDFs in the probability box, i.e.,
hF ; F i1ðaÞ ¼ fx : F ðxÞ ¼ a; F 2 hF ; F ig:
In Appendix A, Lemma 5, it is shown that when an inﬁnite number of focal sets is sam-
pled, the belief and plausibility of (1,x] with respect to the sampled RS will converge
almost surely to F(a) and F ðaÞ respectively, i.e., for all x 2 X, F ðxÞ ¼ limn!1BelðFn;mÞ
ðð1; xÞ and F ðxÞ ¼ limn!1PlðFn;mÞðð1; xÞ. Fig. 1 makes a graphical representation
of the sampling from a probability box.
4.1.5. Indexation by a of a CDF
When a basic variable is expressed as a random variable on X  R, the probability law
of the random variable can be expressed using a CDF, and is given by F eX ðxÞ ¼ PCðeX 6 xÞ
such that x 2 X given some probability measure PC. The CDF function F eX has a quasi-
inverse given by F ð1ÞeX . It is well known that if ~a is a uniformly distributed random variable
on (0,1], then eX :¼ F ð1ÞeX ð~aÞ is distributed according to F eX , or equivalently, if eX is a ran-
dom variable with continuous CDF F eX , then F eX ðxÞ is a realization of a random variable
uniformly distributed on (0,1]. In consequence, this random variable can be represented by
a RS ðF; PCÞ with the speciﬁc focal set F ¼ fx j x :¼ F ð1ÞeX ðaÞ; a 2 ð0; 1g.
Note that if ai has an associated xi for i = 1,2 and if a1 < a2, then x1 6 x2. Observe also
that this is a particular case of the probability box when F ¼ F .
4.1.6. Sampling a focal element from a CDF
As in the above cases, a focal element of a RS can be sampled by drawing an a from a
uniform CDF on (0,1], F ~a and selecting the associated focal element from F (see Fig. 1).
4.1.7. Indexation by a of a ﬁnite family of intervals
In practice, engineers only provide ﬁnite families of intervals with a corresponding a
priori information about the conﬁdence of their opinions on those intervals; in addition,
a histogram belongs to this category. This information is contained in a ﬁnite RS ðFs;m0Þ.
In order to deﬁne an indexation by a, we have to induce in ðFs;m0Þ an ordering. If
{[ai,bi] for i = 1, . . . , s} are the enumeration of the focal elements of Fs, this family of
intervals can be sorted by the criteria: [ai,bi] 6 [aj,bj] if ai < aj or (ai = aj and bi 6 bj). This
can be performed using a standard sorting algorithm (e.g., the quicksort algorithm) by
using the appropriate comparison function. The purpose of this sorting is to induce a
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times families of intervals do not have a natural ordering structure. Therefore if two dif-
ferent analyzes employing diﬀerent sortings are made using the algorithms explained in
Section 5, the analyst will obtain the same bounds on PX(F) but diﬀerent FBel and FPl
regions (see Section 4.3) and also diﬀerent copulas C will be required to describe the
dependence relationship between the basic variables. Other sortings, like for example sort-
ing according to the basic mass assignment are possible, but this would alter the natural
representation that for example, histograms have. Also, if several focal elements have
the same basic mass assignment, it will be unclear how to sort them.4.1.8. Sampling a focal element from a ﬁnite family of intervals
Suppose that after applying the above criteria, the reordering of the family of focal sets
is given by the subindexes i1, i2, . . . , is. Similarly to the cases described before, a focal ele-
ment ofF can be sampled (to form the RS ðFn;mÞ) by drawing an a from F ~a, a uniformly
distributed CDF on (0,1] and then selecting the jth focal element if
Pj1
k¼1m
0ðAkÞ < a 6Pj
k¼1m
0ðAkÞ where j = i1, i2, . . ., ,is and by convention
P0
k¼1m
0ðAkÞ ¼ 0. An illustration of
this kind of sampling is sketched in Fig. 1d. Note that the ordering described in the last
paragraph will not aﬀect the computational eﬃciency of the algorithm, since the probability
of sampling a focal element will not be changed inasmuch as ~a has a uniform CDF on (0,1].
It is shown in Appendix A, Lemma 8, that the belief and plausibility with respect to the
sampled RS ðFn;mÞ converges almost surely to the belief and plausibility with regard to
the RS ðFs;m0Þ i.e., for all F  X, BelðFs;m0ÞðF Þ ¼ limn!1BelðFn;mÞðF Þ and PlðFs;m0ÞðF Þ ¼
limn!1PlðFn;mÞðF Þ.4.2. Combination of focal elements: random relations on inﬁnite random sets
After sampling each basic variable, a combination of the sampled focal elements is car-
ried out. Usually, the joint focal elements are given by di¼1ci where ci are the sampled focal
elements from every basic variable. Some of these ci are intervals, some other, points.
Observe that each of those ci has an associated ai, which was used to sample ci. Inasmuch
as every sample of a basic variable can be represented by ci or by the corresponding ai, the
joint focal element can be represented either by the hypercube c :¼ di¼1ci  X or by the
point a :¼ [a1,a2, . . . ,ad] 2 (0,1]d. Those two representations will be called the X- and the
a-representation, respectively, and (0,1]d will be referred to as the space a. Note that this
association cM a is unique and is sketched in Fig. 2. Also observe that the joint focal
elements c in the space X are diﬀerent because they are indexed by a.
The collection of all focal elements a will constitute the joint focal set F. That is,
F ¼ fc : c :¼ di¼1ci; ci $ ai; for ai 2 ð0; 1 and i ¼ 1; . . . ; dg in the X-representation
and F :¼ ð0; 1d in the a-representation.
In the space a there exists a joint CDF F ~a1;...;~ad which is deﬁned according to the rules of
probability of combination of CDFs, that is, F ~a1;...;~ad ða1; . . . ; adÞ ¼ CðF ~a1ða1Þ; . . . ; F ~ad ðadÞÞ
where d is the number of basic variables in consideration, F ~aiðaiÞ ¼ ai is the uniform CDF
deﬁned on (0,1] associated to the RS representation of the ith basic variable for
i = 1, . . . ,d, and C is a function that joins the marginal CDFs F ~a1 ; . . . F ~ad . Since they are
uniform CDFs on the interval (0,1], C is a copula. Recall that a copula is a probability
distribution on a unit cube (0,1]d all whose marginal distributions are uniform on the
(a) (b)
Fig. 2. Alternative and equivalent representations of a focal element (a) in space X (b) in space a.
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copulas. Observe that F ~a1;...;~ad ¼ C and in consequence F ~a1;...;~ad is a copula.
For instance, when it is assumed that all basic variables are independent, the product
copula is used, Cða1; . . . ; adÞ ¼
Qd
i¼1ai for ai 2 (0,1] and i = 1, . . . ,d. To deﬁne the associ-
ated PC of the joint focal setF in the space X, we make use of the copula C on the space a.
The associated PC : rF ! ½0; 1 is induced as
PCðfc : c $ a; c 2F; a 2 GgÞ ¼
Z
G
dC a1; . . . ; adð Þ ð35Þ
where rF is a r-algebra onF, G  (0,1]d contains the points a corresponding to the focal
elements which will be evaluated in the integral and fc : c $ a; c 2F; a 2 Gg is an element
of rF.
4.3. An alternative representation of the belief and plausibility integrals
We must bear in mind that our objective is to develop an eﬃcient method for the eval-
uation of BelðF;PCÞðF Þ and PlðF;PCÞðF Þ according to Eqs. (29) and (31), respectively. The
computation of those integrals is not straightforward, however, using the proposed repre-
sentation of the RS in space a, those integrals can be rewritten as the Stieltjes integrals,
BelðF;PCÞðF Þ ¼
Z 1
0þ
  
Z 1
0þ|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
d-times
I ½½a1; . . . ; ad  2 F BeldCða1; . . . ; adÞ ð36Þ
PlðF;PCÞðF Þ ¼
Z 1
0þ
  
Z 1
0þ|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
d-times
I ½½a1; . . . ; ad  2 F PldCða1; . . . ; adÞ ð37Þ
The meaning of FBel and FPl is described in the following. Remember that every element of
F is a point in the space a, i.e., in (0,1]d. In Eq. (29), I ½c F takes the value 1 when the
focal set is totally contained in the set F; otherwise it takes 0. This is equivalent to say that
there is a region of the space a called FBel which contains all points whose correspond-
ing focal elements are completely contained in the failure region, that is, I[a 2 FBel] is
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plausibility by means of integral (31), and therefore, I ½a 2 F Pl  I ½c \F 6¼ ;. Since the
set fc : c  F ; c 2Fg is contained in the set fc : c \ F 6¼ ;; c 2Fg it is clear that
FBel  FPl.
Now, with regard to the evaluation of the belief, since in the space a all focal sets ofF
are represented by a point, and since there is a region FBel in Eq. (1) which can be under-
stood as a failure region, many of the algorithms developed to evaluate (1), and which only
consider the sign of g(x) (like for example importance sampling) may be employed in the
evaluation of BelðF;PCÞðF Þ by means of (36). The same considerations hold for the
evaluation of the plausibility PlðF;PCÞðF Þ according to (37). The chosen algorithm will select
some key points in (0,1]d which must be examined whether they belong to FBel, FPl or not.
This is veriﬁed using one of the traditional methods like the vertex, sampling, optimization
or response surface method, already mentioned in Section 2.4.
Observe that in the case that all basic variables are random, the representation in both
spaces X and a is equivalent up to a transformation given by the copula C and also FBel is
equal to FPl.5. Sampling from an inﬁnite random set
Since the analytical solution of Eqs. (36) and (37) may be diﬃcult or even impossible,
Monte Carlo simulation (MCS) techniques can help us to approximate BelðF;PCÞðF Þ and
PlðF;PCÞðF Þ.
Given an inﬁnite RS ðF; PCÞ which represents for example a probability box or a pos-
sibility distribution, MCS would just draw a representative sample from the it. This pro-
cess is analogous to drawing a sample from a given CDF and can be done using the
following algorithm:
Algorithm 1 (Procedure to sample n points from the infinite RS ðF; PCÞ)
• For j = 1 to n do
– Sample a point aj 2 (0,1]d from the copula C. Nelsen [49] provides methods to per-
form sampling from copulas.
– For every element of aj, namely a
j
i for i = 1, . . . ,d, use the methods explained in
Section 4 to obtain the focal element cji associated to a
j
i .
– Form the joint focal element Aj :¼ di¼1cji in the space X.
• Form the ﬁnite RS ðFn;mÞ where Fn ¼ fA1; . . . ;Ang and m(Aj) = 1/n for j = 1, . . . ,n.
Let ðFn;mÞ be a sample of ðF; PCÞ which contains n elements. In particular, Fn ¼
fA1;A2; . . . ;Ang. The belief and plausibility functions of the sample are given by Eqs.
(12) and (13). Since ðFn;mÞ was randomly sampled from ðF; PCÞ, it happens that m
has equal weight over the elements sampled, i.e.,
mðAjÞ ¼ 1jFnj ¼
1
n
ð38Þ
for all j = 1, . . . ,n. Notice that
Pn
j¼1mðAjÞ ¼ 1. Now, rewriting Eqs. (12) and (13) using
(38), we have that
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1
n
Xn
j¼1
I ½Aj  F  ð39Þ
PlðFn;mÞðF Þ ¼
1
n
Xn
j¼1
I ½Aj \ F 6¼ ; ð40Þ
Observe that BelðFn;mÞðF Þ and PlðFn;mÞðF Þ are unbiased estimators of BelðF;PCÞðF Þ and
PlðF;PCÞðF Þ, respectively. If Aj is considered as a random variable A˜j, then BelðFn;mÞðF Þ
and PlðFn;mÞðF Þ will be also random variables, and in consequence,
E½BelðFn;mÞðF Þ ¼
1
n
Xn
j¼1
E½I ½~Aj  F  ð41Þ
¼ 1
n
Xn
j¼1
Z
F
I ½~Aj  F dPCð~AjÞ ð42Þ
¼ 1
n
Xn
j¼1
BelðF;PCÞðF Þ ð43Þ
¼ BelðF;PCÞðF Þ: ð44Þ
A similar reasoning can be done with the plausibility and then,
E PlðFn;mÞðF Þ
  ¼ PlðF;PCÞðF Þ ð45Þ
Now, we would like to show that when the number of random samples goes to inﬁnity,
Xn
j¼1
I Aj 2S
 
mðAjÞ!a:s: PCðSÞ ð46Þ
for all S 2 rF as n!1. This follows directly from (38) and the Borel’s strong law of
large numbers (see, e.g. [51]), i.e.,
Pn
j¼1I ½Aj 2 S=n!
a:s:
PCðSÞ as n!1.
Using the last result, we can state that
Theorem 1. Let ðF; PCÞ be an infinite random set defined on X and ðFn;mÞ a sample from it.
The belief (plausibility) of the RS ðFn;mÞ converges as n !1 almost surely to the belief
(plausibility) of the RS ðF; PCÞ, i.e.,
BelðF;PCÞðF Þ ¼ limn!1BelðFn;mÞðF Þ ð47Þ
PlðF;PCÞðF Þ ¼ limn!1PlðFn;mÞðF Þ ð48Þ
almost surely for all F 2 PðX Þ.
In conclusion the following algorithm helps us to obtain an unbiased estimator of
BelðF;PCÞðF Þ and PlðF;PCÞðF Þ by means of direct MCS.
Algorithm 2 (Procedure to estimate BelðF;PCÞðF Þ and PlðF;PCÞðF Þ from a finite sample)
• Use Algorithm 1 to obtain n samples from ðF; PCÞ.
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method), check if every focal element Aj, j = 1, . . . ,n is totally contained in F (Aj  F)
or Aj shares points with F (Aj \ F5 ;). In the ﬁrst case aj 2 FBel and in the second
aj 2 FPl.
• Use Eqs. (39) and (40) to estimate BelðF;PCÞðF Þ and PlðF;PCÞðF Þ.6. Example
To test the proposed approach, the ‘‘Challenge Problem B’’ of the benchmark proposed
by Oberkampf et al. [52] was solved. For the sake of completeness, the formulation of this
problem will be repeated here. Consider the linear mass-spring-damper system subjected
to a forcing function Ycos(xt) and depicted in Fig. 3.
The system has a mass m, a stiﬀness constant k, a damping constant c and the load has
an oscillation frequency x. The task for this problem is to estimate the uncertainty in the
steady-state magniﬁcation factor Ds, which is deﬁned as the ratio of the amplitude of the
steady-state response of the system to the static displacement of the system, i.e.,
Ds ¼ kﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k  mx2ð Þ2 þ ðcxÞ2
q ð49Þ
To solve the problem we have to use exclusively the information provided, and we have to
avoid any extra supposition on the data given. If it is so, they must be clearly speciﬁed. The
parameters m, k, c and x are independent, that is, the knowledge about the value of one
parameter implies nothing about the value of the other. The information for each param-
eter is as follows:
• Parameter m: It is given by a triangular PDF deﬁned on the interval [mmin,
mmax] = [10,12] and with mode mmod = 11.
• Parameter k: It is stated by three equally credible and independent sources of informa-
tion. Sources agree on that k is given by a triangular PDF, however each of them gives a
closed interval for the diﬀerent parameters mmin, mmod and mmax, i.e.,
– Source 1: mmin = [90,100], mmod = [150,160] and mmax = [200,210].
– Source 2: mmin = [80,110], mmod = [140,170] and mmax = [200,220].
– Source 3: mmin = [60,120], mmod = [120,180] and mmax = [190,230].
• Parameter c: Three equally credible and independent sources of information are avail-
able. Each source provided an interval for c, as follows:Fig. 3. Mass-spring-damper system acted on by an excitation function.
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– Source 2: m = [15,20].
– Source 3: m = [25,25].• Parameter x: It is modelled by a triangular PDF deﬁned on the interval [mmin,mmax]
and with mode mmod. The values of mmin, mmod and mmax are given, respectively by
the intervals [2, 2.3], [2.5,2.7] and [3.0,3.5].
Note that the external amplitude Y does not appear in Eq. (49).
Some remarks are necessary on the implementation of the proposed approach. The
parameter m was modelled simply as a triangular CDF T(10,11,12); here T(a,b,c) stands
for the formulation of a triangular CDF corresponding to the triangular PDF t(x1,x2,x3)
with lower limit x1, mode x2 and upper limit x3. For modelling k, the information provided
by every source was represented by a probability box and in a further step, they were com-
bined using the intersection rule for aggregation of p-boxes (see Ref. [46]), i.e., intersection
(hT(90,150,200),T(100,160,210)i, hT(80,140,200),T(110,170,220)i, hT(60,120,190),T(120,
180,230)i), which turns to be hT(60,120,190),T(100,160,210)i. The parameter c was mod-
elled as a ﬁnite RS with focal sets [5,10], [15,20] and [25,25], every one of them with a basic
mass assignment of 1/3. Finally, the parameter x was modelled as a probability boxFig. 4. Upper and lower CDFs of the system response, for Ds = 2.0, 2.5 and 3.0.
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optimization method (see Section 2.5), inasmuch as this is the most accurate of the meth-
ods to estimate the image of the focal elements. Since the basic variables are considered to
be independent, the product copula was employed to model dependence.
For comparison reasons, the problem was solved using the same strategy employed in
[53] for four diﬀerent discretizations, namely 5, 10, 20 and 30 elements for each basic var-
iable. The upper and lower CDFs of the system response Ds are shown in Fig. 4, including
a detail of the tails of the CDFs in Figs. 5 and 6.
The proposed method can obtain these curves by means of a direct Monte Carlo sim-
ulation, however, in this case, only the belief and plausibility bounds for a given region
F = [Ds,1) were estimated. For the sake of comparison, the values Ds = 2.0, 2.5 and
3.0 were chosen. In consequence, the failure regions (sets F) were modelled by [2.0,1),
[2.5,1), and [3.0,1). Tables 1 and 2 show the belief and plausibility bounds obtained
by the methodology of [53] and by the proposed one respectively. The results show wide
intervals containing PX(F). This should not be taken as an argument against random set
theory though. What it does show is the danger, even in simple problems, of assuming pre-
cise parameters in order to obtain a unique value of PX(F) at the end. The breadth of those
intervals can be reduced if additional information about the basic variables is obtained.Fig. 5. Upper and lower CDFs of the system response, for Ds = 2.0, 2.5 and 3.0 (detail of the left tail of Fig. 4).
Fig. 6. Upper and lower CDFs of the system response, for Ds = 2.0, 2.5 and 3.0 (detail of the right tail of Fig. 4).
Table 1
Belief and plausibility bounds of the region F = [Ds,1) obtained by applying a methodology of ﬁnite random
sets, following the same strategy employed in [53]
Ds = 2.0 Ds = 2.5 Ds = 3.0 Nelem
n = 5 Bel(F) 0.04389 0.00216 0 1275
Pl(F) 0.42832 0.18890 0.09023
n = 10 Bel(F) 0.05275 0.00464 0.00033 16,500
Pl(F) 0.42786 0.18328 0.08976
n = 20 Bel(F) 0.05568 0.00523 0.00040 259,200
Pl(F) 0.42174 0.17638 0.08720
n = 30 Bel(F) 0.05680 0.00555 0.00047 1,312,200
Pl(F) 0.42103 0.17580 0.08678
n corresponds to the number of discretizations for each basic variable and Nelem the number of focal elements
evaluated.
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CDFs of the system response are highly sensitive to the degree of the discretization of each
random variable. Their precision increases largely increasing the number of focal elements
to be evaluated. In this sense, methodologies like the one employed by [20–22] are not
Table 2
Belief and plausibility bounds of the region F = [Ds,1) obtained by applying the methodology of inﬁnite random
sets
Ds Direct MCS
Bel Pl
2.0 0.0652 0.4252
2.5 0.0111 0.1809
3.0 0.0015 0.1001
The values shown were calculated using 100,000 simulations (focal element evaluations) of a direct Monte Carlo
simulation.
Fig. 7. Regions FBel and FPl. These graphics, in the space a, were calculated from the example by means of 20,000
Monte Carlo simulations, setting am = 0.95 and ac = 0.20. In this case the failure region was deﬁned by Ds = 2.8,
and in consequence, Bel(F) = 0.02015 and Pl(F) = 0.45045.
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obtained with the proposed approach do not use a discretization of the basic variables,
and so are free of the error that could be introduced by the discretization. Since
BelðF;PCÞðF Þ and PlðF;PCÞðF Þ where estimated by MCS, the precision depends in this case
on the number of simulations employed, which were 100,000.
Note also, that since the sources of information in the ﬁnite case for k were mixed using
the Dempster combination rule, and in the inﬁnite case with the intersection rule, the val-
ues of these cases are not comparable, but are similar in magnitude.
In relation to the proposed algorithm, according to Section 4.3, the region FBel is con-
tained in the region FPl. This is graphically shown in Fig. 7.
This conﬁrms the relation shown in Fig. 2.
7. Conclusions and ﬁnal remarks
In this document an extension of the method of ﬁnite random sets to inﬁnite random
sets was proposed. The method is suitable for the calculation of the bounds of the
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of the basic variables. The method allows to model the available information about the
basic variables using probability boxes, possibility and probability distribution functions
and families of intervals provided by experts. Since it takes in consideration all possible
variation due to the uncertainty in the representation of the basic variables employed in
the calculation of the probability of failure, it gives an interval as an answer, not a unique
value of PX(F). In addition techniques for sampling from a probability box, random set
and possibility distributions were proposed; it was also shown that every one of those cases
is just a particularization of an inﬁnite random set.
In comparison with the ﬁnite approach employed by other authors, the proposed
method introduces a new geometrical interpretation of the space of basic variables, named
in this paper the space a. The belief and plausibility bounds are given by integrals (36) and
(37), which are deﬁned in that space. Since the evaluation of those integrals is analytically
diﬃcult or even impossible, a direct Monte Carlo sampling strategy was proposed to esti-
mate such integrals. It was shown that those estimators are unbiased. In the literature
there are better methods than direct Monte Carlo for the evaluation of integrals on a par-
ticular region (in this case FBel and FPl) that only require to know whether a simulation
does or does not belong to the set; one of these methods is for example importance sam-
pling. Additional research is required on understanding how to eﬀectively incorporate
such methodology in the evaluation of the integrals (36) and (37). Using other MCS meth-
ods, the computational cost required for estimating the belief and plausibility of the failure
region could decrease notably.
One great advantage of the proposed strategy in comparison with the discrete approach
is that the estimated bound does not depend on the discretization of the basic variables.
Using the proposed Monte Carlo approach, it depends however, on the number of simu-
lations performed.
Further research is required in understanding which copula should be used when there
is no available information about relationship between the basic variables. Also, further
investigation about eﬃcient methods for the application of the extension principle of ran-
dom sets is required.
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Appendix A. Proofs
This section contains the demonstration of some results that where postulated in
Section 4.
Lemma 2. Let A:X! [0,1] be a possibility distribution and ðF; PCÞ be its representation
as an infinite RS defined on X  R. The belief and plausibility of any subset F of X with
regard to the RS ðF; PCÞ is equal to the necessity Nec and possibility Pos of the set F with
respect to the possibility distribution A, i.e.,
262 D.A. Alvarez / Internat. J. Approx. Reason. 43 (2006) 241–267NecAðF Þ ¼ BelðF;PCÞðF Þ ðA:1Þ
PosAðF Þ ¼ PlðF;PCÞðF Þ ðA:2Þ
for all F  X.
Proof. Let us recall that Eq. (19) deﬁnes what is a possibility measure,
PosAðF Þ ¼ sup
x2F
fAðxÞg ðA:3Þ
Let G ¼ fAa : F \ Aa 6¼ ;;Aa 2Fg where Aa = {x 2 X :A(x)P a}.Since ai 6 aj holds iff
Ai  Aj and since F is consonant, then there exists an a* 2 (0,1] such that Aa	 2 G is con-
tained in all elements of G; in other words, a* is the a associated to the focal set Aa 2 G that
is contained in all focal sets of G, and therefore a* is the largest a of the as associated to the
focal sets of G, i.e., a 6 a* for Aa 2 G. Now, for a focal set Aa 2 G we have that F \ Aa5 ;;
this implies that there exists an x such that x 2 F, x 2 Aa, and A(x)P a. But now,
PosA(F) = supx2F{A(x)}P a, and since this holds for all as such that Aa 2 G, then
PosA(F)P a*. Now, PosA(F)P A(x) for all x 2 F. On the other hand, for all  > 0, there ex-
ists an x 2 F such that PosA(F)   < A(x). Also, there exists an a such that A(x) = a and
Aa 2 G. Thus, a 6 a* and therefore, PosA(F)   < a*, and since  is arbitrary, PosA(F) 6 a*.
Thus, a* = PosA(F), i.e., a* is the possibility of F with regard to the normalized fuzzy set A.
Now, according to (31),
PlðF;PCÞðF Þ ¼
Z
F
I ½Ac \ F 6¼ ;dPCðAcÞ ðA:4Þ
¼
Z
G
dPCðAcÞ ðA:5Þ
¼ PCðGÞ ðA:6Þ
Now, let G ¼ fa : Aa 2 Gg. Then from (A.6), and using (32), we have
PlðF;PCÞðF Þ ¼ PðGÞ ðA:7Þ
¼ a	 ðA:8Þ
Finally, using the fact that a* = PosA(F), Eq. (A.2) follows.
The proof of Eq. (A.1) is straightforward, considering the fact that the necessity and the
belief are dual fuzzy measures of the possibility and plausibility, respectively, i.e.,
NecAðF Þ ¼ 1 PosAðF cÞ ðA:9Þ
BelðF;PCÞðF Þ ¼ 1 PlðF;PCÞðF cÞ  ðA:10ÞLemma 3. Let A:X! [0,1] be a possibility distribution and ðF; PCÞ be its representation as
an infinite RS defined of X  R and ðFn;mÞ be a finite sample of this RS with n elements. The
belief and plausibility F  X with respect to ðFn;mÞ will converge almost surely to the neces-
sity Nec and possibility Pos of the set F with respect to the possibility distributions A, that is,
NecAðF Þ ¼ lim
n!1
BelðFn;mÞðF Þ ðA:11Þ
PosAðF Þ ¼ lim
n!1
PlðFn;mÞðF Þ ðA:12Þ
almost surely for all F  X.
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Theorem 1. hLemma 4. Let hF ; F i be a probability box and ðF; PCÞ be its representation as an infinite RS
both defined on X  R. The belief and plausibility of (1,x] with respect to ðF; PCÞ is
equal to F(x) and F ðxÞ, respectively, that is,
F ðxÞ ¼ BelðF;PCÞðð1; xÞ ðA:13Þ
and
F ðxÞ ¼ PlðF;PCÞðð1; xÞ ðA:14Þ
for all x 2 X.Proof. To show Eq. (A.13) we make use of the fact that according to Eq. (29)
BelðF;PCÞðð1; xÞ ¼
Z
F
I ½c  ð1; xdPCðcÞ; ðA:15Þ
and that according to (33),
c ¼ F ð1ÞðaÞ; F ð1ÞðaÞ 
a
ðA:16Þ
for all a 2 (0,1]. Since c  (1,x] implies that F(1)(a) 6 x, or equivalently a 6 F(x) (since
F is monotone increasing), then rewriting (A.15) in the a-representation
BelðF;PCÞðð1; xÞ ¼
Z
ð0;1
I ½a 6 F ðxÞdP ðaÞ ðA:17Þ
BelðF;PCÞ ð1; xð Þ ¼
Z
ð0;F ðxÞ
dP ðaÞ ðA:18Þ
¼ Pðð0; F ðxÞÞ ðA:19Þ
¼ F ðxÞ ðA:20Þ
since P is a measure that generates the uniform distribution.
To show (A.14) we make use of the fact that according to Eq. (31),
PlðF;PCÞðð1; xÞ ¼
Z
F
I ½c \ ð1; x 6¼ ;dPCðcÞ; ðA:21Þ
According to (A.16), c \ (1,x]5 ; implies that F ð1ÞðaÞ 6 x, or equivalently a 6 F ðxÞ
(since F is monotone increasing), then rewriting (A.21) in the a-representation
PlðF;PCÞðð1; xÞ ¼
Z
ð0; 1
I ½a 6 F ðxÞdP ðaÞ ðA:22Þ
PlðF;PCÞðð1; xÞ ¼
Z
ð0;F ðxÞ
dP ðaÞ ðA:23Þ
¼ P ðð0; F ðxÞÞ ðA:24Þ
¼ F ðxÞ ðA:25Þ
since P is a measure that generates the uniform distribution on (0,1]. h
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defined of X  R and ðFn;mÞ be a finite sample of this RS with n elements. In the limit, when
an infinite number of focal sets is sampled, the belief and plausibility of (1,x] with respect
to the sampled RS will converge almost surely to F(a) and F ðaÞ, respectively, that is,
F ðxÞ ¼ lim
n!1
BelðFn;mÞðð1; xÞ ðA:26Þ
F ðxÞ ¼ lim
n!1
PlðFn;mÞðð1; xÞ ðA:27Þ
almost surely for all x 2 X, at which F and F are continuous, respectively.Proof. This result follows immediately from the application of Lemma 4 and
Theorem 1. hLemma 6. Let F eX be a CDF and ðF; PCÞ be its representation as an infinite RS defined of
X  R. Then both belief and plausibility of (1,x] with respect to ðF; PCÞ are equal to
F eX ðxÞ, i.e.,
F eX ðxÞ ¼ BelðF;PCÞðð1; xÞ ¼ PlðF;PCÞðð1; xÞ ðA:28Þ
for all x 2 X.Proof. A CDF is a special case of a probability box hF ; F i when F ¼ F . In this case
(A.28), follows directly from Lemma 4. hLemma 7. Let F eX be a CDF and ðF; PCÞ be an infinite RS defined on X  R and ðFn;mÞ be
a finite sample of this RS with n elements. Then, both belief and plausibility of (1,x] with
respect to the RS formed by the finite sample ðFn;mÞ will converge almost surely to F eX ðxÞ for
all x 2 X, i.e.,
F eX ðxÞ ¼ limn!1BelðFn;mÞðð1; xÞ ¼ limn!1PlðFn;mÞðð1; xÞ ðA:29Þ
almost surely for all x 2 X at which F and F are continuous.Proof. A CDF is a special case of a probability box hF ; F i when F ¼ F . In this case
(A.29), follows directly from Lemma 5. hLemma 8. Let ðFs;m0Þ be an finite RS defined on X  R and ðFn;mÞ be a finite sample of
this RS with n elements. Then, the belief and plausibility with respect to the sampled RS
ðFn;mÞ converges almost surely to the belief and plausibility with regard to the RS
ðFs;m0Þ i.e.,
BelðFs;m0ÞðF Þ ¼ limn!1BelðFn;mÞðF Þ ðA:30Þ
PlðFs;m0ÞðF Þ ¼ limn!1PlðFn;mÞðF Þ ðA:31Þ
for all F  X.
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BelðFs;m0ÞðF Þ ¼ BelðF;PCÞðF Þ ðA:32Þ
PlðFs;m0ÞðF Þ ¼ PlðF;PCÞðF Þ ðA:33Þ
However, in this particular case, ðFs;m0Þ  ðF; PCÞ. Then Eqs. (A.30) and (A.31)
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