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We generalise the optimisation technique of dynamic programming for discrete-time sys-
tems with an uncertain gain function. We assume that uncertainty about the gain function
is described by an imprecise probability model, which generalises the well-known Bayesian,
or precise, models. We compare various optimality criteria that can be associated with such
a model, and which coincide in the precise case: maximality, robust optimality and maximi-
nity. We show that (only) for the ﬁrst two an optimal feedback can be constructed by solving
a Bellman-like equation.
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The main objective in optimal control is to ﬁnd out how a system can be inﬂu-
enced, or controlled, in such a way that its behaviour satisﬁes certain requirements,
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Fig. 1. Principle of optimality.
Fig. 2. Dynamic programming.
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programming technique, introduced by Bellman [1].
To explain the ideas behind it, we refer to Figs. 1 and 2. In Fig. 1 we depict a sit-
uation where a system can go from state a to state c through state b in three ways:
following the paths ab, ac and ad. We denote the gains associated with these paths by
Jab, Jac and Jad respectively. Assume that path ac is optimal, meaning that Jac > Jab
and Jac > Jad. Then it follows that path c is the optimal way to go from b to c. To see
this, observe that Jam = Ja + Jm for m 2 {b,c,d} (we shall assume throughout that
gains are additive along paths) and derive from the inequalities above that Jc > Jb
and Jc > Jd. This simple observation, which Bellman called the principle of optimal-
ity, forms the basis for the recursive technique of dynamic programming for solving
an optimal control problem. To see how this is done in principle, consider the situ-
ation depicted in Fig. 2. Suppose we want to ﬁnd the optimal way to go from state a
to state e. After one time step, we can reach the states b, c and d from state a, and the
optimal paths from these states to the ﬁnal state e are known to be a, c and g, respec-
tively. To ﬁnd the optimal path from a to e, we only need to compare the costs
Jk + Ja, Jl + Jc and Jm + Jg of the respective candidate optimal paths ka, lc and
mg, since the principle of optimality tells us that the paths kb, md and m cannot be
optimal: if they were, then so would be the paths b, d and . This, written down
in a more formal language, is what is essentially known as Bellman’s equation. It al-
lows us to solve an optimal control problem fairly eﬃciently through a recursive pro-
cedure, by calculating optimal paths backwards from the ﬁnal state.
In applications, it may happen that the gain function, which associates a gain with
every possible control action and the resulting behaviour of the system, is not well
known. This problem is most often treated by modelling the uncertainty about the
gain by means of a probability measure, and by maximising the expected gain under
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proach does not change the nature of the optimisation problem in any essential
way, and the usual dynamic programming method can therefore still be applied.
As an example, consider the simple linear system described by
xkþ1 ¼ axk þ buk; k ¼ 0; . . . ;N  1; ð1Þ
where xk 2 R denote the system state and uk 2 R the control at time k, and where a
and b are non-zero real numbers. Given an initial state x0 and a sequence u. of suc-
cessive controls u0, u1, . . . , uN1, the systems goes through the successive states





½x2k þ xu2k ;
where x is some positive real constant. Solving the present optimal control problem
consists in ﬁnding a control u. that brings the system at time N in a given ﬁnal state
xf, while at the same time maximising the gain J(x0,u.,x). The dynamic programming
approach achieves this by reasoning backwards in time. First, the control uN1 is
determined that maximises the gain





This control also determines a unique xN1, and the procedure is then repeated by
ﬁnding a control uN2 that maximises the gain x2N2 þ xu2N2, and so on. . . The prin-
ciple of optimality then ensures that the control u. found in this recursive manner
indeed solves the optimal control problem. When x is not well known, and only
its probability distribution is given, the optimal control problem is solved by maxi-
mising the expected value of the gain, which can in this special example be done by
replacing x with its expectation.
It has however been argued by various scholars (see [2, Chapter 5] for a detailed
discussion with many references) that uncertainty cannot always be modelled ade-
quately by (precise) probability measures, because, roughly speaking, there may
not be enough information available to identify a single probability measure. In
those cases, it is more appropriate to represent the available knowledge through a
so-called imprecise probability model, e.g., by a coherent lower prevision, or what is
mathematically equivalent, by a set of probability measures. For applications of this
approach, see for instance [3,4]. In the example above, it may for instance happen
that the probability distribution for x is only known to belong to a given set: e.g.,
x is normally distributed with mean zero, but the variance is only known to belong
to an interval ½r2; r2; or x itself is only known to belong to an interval ½x; x.11 This also covers the case where we want to ﬁnd out how robust the optimal control solution is against
variations of x within a given interval.
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mal control problem: what does it mean for a control to be optimal with respect to
an uncertain gain function, where the uncertainty is represented through an imprecise
probability model? In Section 2 we identify three diﬀerent optimality criteria, each
with a diﬀerent interpretation (although they coincide for precise probability mod-
els), and we study the relations between them. Secondly, is it still possible to solve
the corresponding optimal control problems using the ideas underlying Bellmans dy-
namic programming method? We show in Section 3 that this is the case for only two
of the three optimality criteria we study: only for these a generalised principle of
optimality holds, and the optimal controls are solutions of suitably generalised Bell-
man-like equations. In order to arrive at this conclusion, we study the properties that
an abstract notion of optimality should satisfy for the Bellman approach to work. To
illustrate how our ideas can be implemented, we present a numerical example in
Section 4.
We recognise that other authors (see for instance [5–9]) have extended the dy-
namic programming algorithm to systems with uncertain gain and/or uncertain
dynamics, where the uncertainty is modelled by an imprecise probability model.
But none of them seem to have questioned under what assumptions their generalised
dynamic programming method leads to optimal paths. Here we approach the prob-
lem from the opposite, and in our opinion, more logical side: one should ﬁrst deﬁne a
notion of optimality and investigate whether the dynamic programming argument
holds for it, rather than blindly ‘‘generalise’’ Bellmans algorithm without showing
that it actually yields optimal controls.
In the remainder of this section, we introduce the basic systems-theoretic concepts
and notation used in the rest of the paper.1.1. The system
For a and b in N, the set of natural numbers c that satisfy a 6 c 6 b is denoted by
[a,b]. Let
xkþ1 ¼ f ðxk; uk; kÞ
describe a discrete-time dynamical system with k 2 N; xk 2 X and uk 2 U. The set X
is the state space (e.g., Rn; n 2 N n f0g), and the set U is the control space (e.g.,
Rm;m 2 N n f0g). The map f : XUN! X describes the evolution of the state
in time: given the state xk 2 X and the control uk 2 U at time k 2 N, it returns the
next state xk+1 of the system. For practical reasons, we impose a ﬁnal time N beyond
which we are not interested in the dynamics of the system. Moreover, it may happen
that not all states and controls are allowed at all times: we demand that xk should
belong to a set of admissible states Xk at every instant k 2 [0,N], and that uk should
belong to a set of admissible controls Uk at every instant k 2 [0,N  1], where
Xk  X and Uk  U are given. The set XN may be thought of as the set we want
the state to end up in at time N.
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A path is a triple (x,k,u.), where x 2 X is a state, k 2 [0,N] a time instant, and
u: : ½k;N  1 ! U a sequence of controls. Such a path ﬁxes a unique state trajectory
x : ½k;N  ! X, which is deﬁned recursively through xk = x and x‘+1 = f(x‘,u‘, ‘) for
every ‘ 2 [k,N  1]. It is said to be admissible if x‘ 2 X‘ for every ‘ 2 [k,N] and
u‘ 2 U‘ for every ‘ 2 [k,N  1]. We denote the unique map from the empty set ;
to U by u;. If k = N, the control u. does nothing: it is equal to u;. The unique path
starting and ending at time k = N in x 2 X is denoted by (x,N,u;).
The set of admissible paths starting in the state x 2 Xk at time k 2 [0,N] is denoted
by Uðx; kÞ, i.e.,
Uðx; kÞ ¼ fðx; k; u:Þ : ðx; k; u:Þ admissible pathg:
For example, Uðx;NÞ ¼ fðx;N ; u;Þg whenever x 2 XN and Uðx;NÞ ¼ ; otherwise.
If we consider a path with ﬁnal time M diﬀerent from N, then we write (x,k,u)M
(assume k 6M 6 N). Observe that (x,k,u)k can be identiﬁed with (x,k,u;)k; it is the
unique path (of length zero) starting and ending at time k in x. Let 0 6 k 6 ‘ 6 m.
Two paths (x,k,u.)‘ and (y, ‘,v.)m can be concatenated if y = x‘. The concatenation
is denoted by (x,k,u.,‘,v.)m or by (x,k,u.)‘  (y, ‘,v.)m. It represents the path that
starts in state x at time k, and results from applying control ui for times i 2 [k,‘  1]
and control vi for times i 2 [‘,m  1]. In particular,
ðx; k; u:Þ‘ ¼ ðx; k; u:Þk  ðx; k; u:Þ‘ ¼ ðx; k; u:Þ‘  ðx‘; ‘; u:Þ‘:
The set of admissible paths starting in state x 2 Xk at time k 2 [0,N] and ending
at time ‘ 2 [k,N] is denoted by Uðx; kÞ‘. In particular we have that Uðx; kÞk ¼
fðx; k; u;Þkg if x 2 Xk, and Uðx; kÞk ¼ ; otherwise. Moreover, for any
ðx; k; u:Þ‘ 2 Uðx; kÞ‘ and any V  Uðx‘; ‘Þ, we use the notation
ðx; k; u:Þ‘ V ¼ fðx; k; u:Þ‘  ðx‘; ‘; v:Þ : ðx‘; ‘; v:Þ 2Vg:1.3. The gain function
We assume that applying the control action u 2 U to the system in state x 2 X
at time k 2 [0,N  1] yields a real-valued gain g(x,u,k,x). Moreover, reaching the
ﬁnal state x 2 X at time N also yields a gain h(x,x). The parameter x 2 X repre-
sents the (unknown) state of the world, and it is a device used to model that the
gains are not well known. If we knew that the real state of the world was x0, we
would know the gains to be g(x,u,k,x0) and h(x,x0). As it is, the real state of the
world is uncertain, and so are the gains, which could be considered as random
variables. It is important to note that the parameter x only inﬂuences the gains;
it has no eﬀect on the system dynamics, which are assumed to be known perfectly
well.
We shall only consider the important case where the gains are additive along paths,
i.e., with a path (x,k,u.) we associate a gain J(x,k,u.,x) given by:
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XN1
i¼k
gðxi; ui; i;xÞ þ hðxN ;xÞ;
for any x 2 X (gain additivity). If M < N, we also use the notation




It will be convenient to associate a zero gain with an empty control action: for
k 2 [0,N] we let J(x,k,u,x)k = 0.
The main objective of optimal control can now be formulated as follows: given
that the system is in the initial state x 2 X at time k 2 [0,N], ﬁnd a control sequence
u: : ½k;N  1 ! U resulting in an admissible path (x,k,u.) such that the correspond-
ing gain J(x,k,u.,x) is maximal. Moreover, we would like this control sequence u. to
be such that its value uk at time k is a function of x and k only, since in that case the
control can be realised through state feedback.
If x is known, then the problem reduces to the classical problem of dynamic pro-
gramming, ﬁrst studied and solved by Bellman [1]. We shall assume here that the
available information about the true state of the world is modelled through a coher-
ent lower prevision P deﬁned on the set LðXÞ of gambles, or bounded real-valued
maps, on X. A special case of this obtains when P is a linear prevision P. Linear pre-
visions are the precise probability models; they can be interpreted as expectation
operators associated with (ﬁnitely additive) probability measures, and they are pre-
visions or fair prices in the sense of de Finetti [10]. We assume that the reader is famil-
iar with the basic ideas behind the theory of coherent lower (and linear) previsions
(see [2] for more details).
For a given path (x,k,u.), the corresponding gain J(x,k,u.,x) can be seen as a
real-valued map on X, which is denoted by J(x,k,u.) and is called the gain gamble
associated with (x,k,u.).2 In the same way we deﬁne the gain gambles g(xk,uk,k),
h(xN) and J(x,k,u.)M. There is gain additivity: J(x,k,u., ‘,v.)m = J(x,k,u.)‘ +
J(x‘, ‘,v.)m for k 6 ‘ 6 m 6 N, and J(x,k,u.)k = 0. We denote by Jðx; kÞ the set of
gain gambles for admissible paths from initial state x 2 Xk at time k 2 [0,N]:
Jðx; kÞ ¼ fJðx; k; u:Þ : ðx; k; u:Þ 2 Uðx; kÞg:2. Optimality criteria
2.1. P-Maximality
The lower prevision P(X) of a gamble X has a behavioural interpretation as a sub-
jects supremum acceptable price for buying the gamble X: it is the highest value of l2 To simplify the discussion, we assume that this map is bounded. We have shown elsewhere how the
boundedness requirement can be relaxed in the theory of coherent lower previsions [11].
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for all x < l. The conjugate upper prevision P ðX Þ ¼ P ðX Þ of X is then the sub-
jects inﬁmum acceptable price for selling X. This way of looking at a coherent lower
prevision P deﬁned on the setLðXÞ of all gambles allows us to deﬁne a strict partial
order >P on LðXÞ whose interpretation is that of strict preference.
Deﬁnition 1. For any gambles X and Y inLðXÞ we say that X strictly dominates Y,
or that X is strictly preferred to Y (with respect to P), and we write X >P Y, if
3
P ðX  Y Þ > 0 or ðX P Y and X 6¼ Y Þ:
Indeed, if X P Y and X5 Y, then the subject should be willing to exchange Y for X,
since this can only improve his gain. On the other hand, P(X  Y) > 0 expresses that
the subject is willing to pay some strictly positive price to exchange Y for X, which
again means that he strictly prefers X to Y.
It is clear that we can also use the coherent lower prevision P to express a strict
preference between any two paths (x,k,u.) and (x,k,v.), based on their gains: if
J(x,k,u.) >P J(x,k,v.) this means that the uncertain gain J(x,k,u.) is strictly pre-
ferred to the uncertain gain J(x,k,v.). We then say that the path (x,k,u.) is strictly
preferred to (x,k,v.), and we use the notation (x,k,u.) >P (x,k,v.).
The relation >P is anti-reﬂexive and transitive.
4 It is therefore indeed a strict par-
tial order on LðXÞ, and in particular also on Jðx; kÞ and on Uðx; kÞ. But it is gen-
erally not linear: unless P is a linear prevision, there will typically be gambles X
and Y such that P ðX  Y Þ 6 0 6 P ðX  Y Þ, and therefore XkP Y and YkPX.
Two paths need not be comparable with respect to this order, and it does not always
make sense to look for greatest elements, i.e., for paths that strictly dominate all the
others. Rather, we should look for maximal, or undominated, elements: paths
(x,k,u.) that are not dominated by any other path, meaning that (x,k,v.)kP (x,k,u.)
for all paths (x,k,v.) in Uðx; kÞ. Observe that a maximal gamble X in a set K with
respect to >P can be characterised as a maximal element of K with respect to P
(i.e., it is point-wise undominated) such that P ðX  Y Þ P 0 for all Y 2K. In case
P is a linear prevision P, maximal gambles with respect to >P are precisely the
point-wise undominated gambles whose prevision is maximal; they maximise the ex-
pected gain. This motivates the following optimality deﬁnition.
Deﬁnition 2. Let k 2 [0,N], x 2 Xk and V  Uðx; kÞ. A path ðx; k; u:Þ in V is called
P-maximal, or >P-optimal, inV if no path in V is strictly preferred to ðx; k; u:Þ, i.e.,
ðx; k; u:Þ
P
ðx; k; u:Þ for all ðx; k; u:Þ 2V. We denote the set of the P-maximal paths
in V by opt>P ðVÞ. The operator opt>P is called the optimality operator induced by
>P, associated with Uðx; kÞ.3 The symbol ‘‘P’’ denotes the point-wise order on gambles.
4 Since P is coherent, we have P(X  X) = 0 and P(Z  X) P P(Z  Y) + P(Y  X).
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time k in state x for which the associated gain gamble is a maximal element of
Jðx; kÞ with respect to the strict partial order >P. If we denote the set of these >P-
maximal gain gambles in Jðx; kÞ by opt>P ðJðx; kÞÞ, then for all ðx; k; u:Þ 2 Uðx; kÞ:
ðx; k; u:Þ 2 opt>P ðUðx; kÞÞ () Jðx; k; u:Þ 2 opts>P ðJðx; kÞÞ:
P-maximal paths do not always exist: not every partially ordered set has maximal
elements. A fairly general suﬃcient condition for the existence of P-maximal ele-
ments in Jðx; kÞ (and hence in Uðx; kÞ) is that Jðx; kÞ should be compact5 (and of
course non-empty). This follows from a general result mentioned in [2, Section
3.9.2], which is also proven in Lemma 3. In fact, we use this lemma to prove a stron-
ger result in Theorem 4, whose Corollary 5 turns out to be very important in showing
that the dynamic programming approach works for P-maximality (see Section 3.2).
In order to prove Lemma 3 and Theorem 4, it is convenient to introduce the par-
tial preorder (a reﬂexive and transitive relation) ¤P on LðXÞ deﬁned by:
X <P Y () PðX  Y Þ P 0:
Recall that an element X of a subsetK ofLðXÞ is a maximal element ofK with
respect to ¤P if it is undominated, i.e., if and only if
ð8Y 2KÞðY <P X ) X <P Y Þ: ð2ÞLemma 3. For any non-empty compact subset K of LðXÞ the following statements
hold.
(i) If X is a maximal element of K with respect to¤P, then P ðX  Y Þ P 0 for all Y
in K.
(ii) For every X in K the subset
"PX ¼ fY 2K : Y<PXg ¼ fY 2K : P ðY  X Þ P 0g
of K is non-empty and compact.
(iii) There is a maximal element of K with respect to ¤P.
(iv) For every X in K there is a maximal element Y of K with respect to ¤P such
that Y¤P X.
(v) For every X inK there is a maximal element Y ofK with respect to the pointwise
order P such that Y P X.
(vi) There is maximal element of K with respect to >P.Proof. Assume that X is a maximal element ofK with respect to¤P. Consider Y in
K, then it follows from Condition (2) that P(Y  X) < 0 or P(X  Y) P 0. In both
cases it follows that P ðX  Y Þ P 0. This proves (i).5 In this paper, we always assume that LðXÞ is provided with the supremum-norm topology.
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that converges to some gamble X1: supx2XjX1(x)  Xn(x)j ! 0. Since K is
compact and therefore closed, we know that X1 2K. It now follows from the
coherence of P (see [2, Theorem 2.6.1]) and P(Xn  X) P 0 thatP ðX1  X Þ ¼ P ðX1  Xn þ Xn  X Þ
P PðX1  XnÞ þ P ðXn  X Þ P P ðX1  XnÞ;for all n. Since jX1  Xnj 6 X1  Xn 6 jX1  Xnj, the coherence of P (again see
[2, Theorem 2.6.1]) also tells us thatP ðjX1  XnjÞ ¼ P ðjX1  XnjÞ
6 P ðX1  XnÞ 6 P ðjX1  XnjÞ 6 P ðjX1  XnjÞ;and that 0 6 P ðjX1  Xn jÞ 6 sup jX1  Xn j. This implies that P(X1  Xn)! 0,
and therefore P(X1  X) P 0, whence X1 2 "PX. This tells us that "PX is a closed
subset of the compact K and therefore also compact, proving (ii).
To prove (iii), let K0 be any subset of the non-empty compact set K that is
linearly ordered with respect to¤P. If we can show thatK0 has an upper bound in
K with respect to ¤P, then we can infer from Zorns lemma that K has a ¤P-
maximal element. Let then {X1, X2 , . . ., Xn} be an arbitrary ﬁnite subset ofK
0. We
can assume without loss of generality that X1¤PX2¤P . . .¤PXn, and consequently
"PX1  "PX2      "PXn. This implies that the intersection
Tn
k¼1"PX k ¼ "PX 1 of
these up-sets is non-empty. We see that the collection f"PX : X 2K0g of compact
and therefore closed subsets of the compact set K has the ﬁnite intersection
property. Consequently, the intersection
T
X2K0 "PX is non-empty as well, and this is
the set of upper bounds of K0 in K with respect to ¤P.
To prove (iv), combine (ii) and (iii) to show that the non-empty compact set "PX
has a maximal element Y with respect to¤P. It is then a trivial step to prove that Y
is also ¤P-maximal in K.
The ﬁfth statement follows from the fourth: let P be the (coherent) so-called
vacuous lower prevision, deﬁned by P(X) = inf{X(x):x 2 X}. Then the order ¤P is
nothing but the pointwise order P.
We now come to the last statement. By combining (i) and (iii), we know that there
is some Y0 in K such that P ðY 0  X Þ P 0 for all X 2K. From (v) we infer that
there is some P-maximal Y in K such that Y P Y0, and therefore (by coherence)
P ðY  X Þ P P ðY 0  X Þ P 0 for all X 2K. This means that Y is a maximal element
of K with respect to >P. hTheorem 4. For every element X of a compact subsetK ofLðXÞ that is not a maximal
element of K with respect to >P, there is some maximal element Y of K with respect to
>P such that Y >P X.
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that X is P-maximal inK. Indeed, if X is not P-maximal then by Lemma 3(v) there
is some P-maximal Z inK such that Z P X and Z5 X, whence Z >P X. If Z is >P-
maximal inK then there is nothing left to prove. So we are left with the case that Z
is not >P-maximal. If we can prove for this P-maximal Z that there is some >P-max-
imal Y in K such that Y >P Z then also Y >P X and the proof is complete.
Since X is P-maximal in K, there is some U in K such that P(U  X) > 0. By
Lemma 3(ii) and (vi) there is a >P-maximal element Y in "PU. Since P(Y  U) P 0
we infer from the coherence of P (see [2, Theorem 2.6.1 (e)]) that
P(Y  X) = P(Y  U + U  X) P P(Y  U) + P(U  X) > 0, whence Y >P X. It
remains to prove that Y is also >P-maximal in K. Assume ex absurdo that there
is some V in K such that V >P Y. Then there are two possibilities. If V P Y and
V5 Y then it follows from the coherence of P (see [2, Theorem 2.6.1 (d)]) that
P(V  U) P P(Y  U) P 0, whence V 2 "PU, a contradiction. If P(V  Y) > 0 then
it follows from the coherence of P (see [2, Theorem 2.6.1 (e)]) that
P(V  U) = P(V  Y + Y  U) P P(V  Y) + P(Y  U) > 0, whence V 2 "PU,
again a contradiction. hCorollary 5. Let k 2 [0,N] and let x 2 Xk. If Jðx; kÞ is compact then for every admis-
sible, non-P-maximal path (x,k, u.) in Uðx; kÞ there is a P-maximal path ðx; k; u:Þ in
Uðx; kÞ that is strictly preferred to it.2.2. P-Maximinity
We now turn to a diﬀerent optimality criterion that can be associated with a lower
prevision P. We use P to deﬁne another strict order on LðXÞ:
Deﬁnition 6. For any gambles X and Y in LðXÞ we write X AP Y if
P ðX Þ > P ðY Þ or ðX P Y and X 6¼ Y Þ:
AP induces a strict partial order on Uðx; kÞ, since it is anti-reﬂexive and transitive
on LðXÞ. A maximal element X of a subsetK ofLðXÞ with respect to AP is easily
seen to be a point-wise undominated element of K that maximises the lower previ-
sion: P(X) P P(Y) for all Y 2K.
We can consider as optimal in Uðx; kÞ those admissible paths (x,k,u.) for which
the associated gain gamble J(x,k,u.) is a maximal element of Jðx; kÞ with respect
to AP; they are the paths (x,k,u.) that maximise the lower expected gain
P(J(x,k,u.)) and whose gain gambles J(x,k,u.) are point-wise undominated.
Deﬁnition 7. Let k 2 [0,N], x 2 Xk and V  Uðx; kÞ. A path ðx; k; u:Þ in V is called
P-maximin, or AP-optimal, inV if no path inV is strictly preferred to ðx; k; u:Þ, i.e.,
ðx; k; u:Þ6AP ðx; k; u:Þ for all ðx; k; u:Þ 2V. We denote the set of the P-maximin paths in
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associated with Uðx; kÞ.Proposition 8. P-maximinity implies P-maximality. For a linear prevision P, P-maxi-
minity is equivalent to P-maximality.Proof. Consider a set of gamblesK and assume that X is a maximal element ofK
with respect to AP. In order to prove that X is also a maximal element of K with
respect to >P, it obviously sufﬁces to show that PðX  Y Þ P 0 for all Y 2K. We
know that P(X) P P(Y) for any Y 2K, and consequently, taking into account
coherence (see [2, Section 2.6.1 (e)]):
P ðX  Y Þ P P ðX Þ þ PðY Þ ¼ P ðX Þ  P ðY Þ P 0:
If P is a linear prevision P, assume that X is a maximal element ofK with respect
to >P. In order to prove that X is also a maximal element ofK with respect to AP, it
sufﬁces to show that P(X) P P(Y) for all Y 2K. Since we know that for any Y 2K,
P(X  Y) P 0, and that P(X  Y) = P(X)  P(Y), the desired result follows at
once. h
The existence of maximal elements with respect to AP in an arbitrary set of gam-
bles K is obviously not guaranteed. But if K is compact, then we may easily infer
from the continuity of any coherent lower prevision P, that the counterparts of The-
orem 4 and Corollary 5 hold for AP.
2.3. M-Maximality
There is a tendency, especially among robust Bayesians, to consider an imprecise
probability model as a compact convex set of linear previsions M  PðXÞ, where
PðXÞ is the set of all linear previsions on LðXÞ. M is assumed to contain the true,
but unknown, linear prevision PT that models the available information [12,13].
A gamble X is then certain to be strictly preferred to a gamble Y under the true
linear prevision PT if and only if it is strictly preferred under all candidate models
P 2M. This observation leads to the deﬁnition of a robustiﬁed strict partial order
>M on LðXÞ.
Deﬁnition 9. X>MY if X >P Y for all P 2M.
SinceM is assumed to be compact and convex, it is not diﬃcult to show that the
strict partial orders >M and >P are one and the same, where the coherent lower pre-
vision P is the so-called lower envelope ofM, deﬁned by P ðX Þ ¼ inffP ðX Þ : P 2Mg
for all X 2LðXÞ.6 Conversely, given a coherent lower prevision P, the strict partial
orders >MðPÞ and >P are identical, where6 Since M is compact, this inﬁmum is actually achieved.
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is the set of linear previsions that dominate P. These strict partial orders have the
same maximal elements, and lead to the same notion of optimality.
But there is in the literature yet another notion of optimality that can be associ-
ated with a compact convex set of linear previsions M: a gamble X is considered
optimal in a set of gambles K if it is a maximal element of K with respect to the
strict partial order >P for some P 2M. This notion of optimality is called E-admis-
sibility by Levi [14, Section 4.8]. It does not generally coincide with the ones asso-
ciated with the strict partial orders >M and >P, unless the set K is convex [2,
Section 3.9]. We are therefore led to consider a third notion of optimality, associated
with a lower prevision P, or a set of linear previsions M.Deﬁnition 10. Let x 2 X, k 2 [0,N] andV  Uðx; kÞ. A path ðx; k; u:Þ 2V is said to
beM-maximal inV if it is P-maximal inV for some P inM, i.e., if it is -maximal
inV and maximises P(J(x,k,u.)) overV for some P 2M. The set of allM-maximal
elements of V is denoted by optMðVÞ.




opt>P ðVÞ: ð3Þ3. Dynamic programming
3.1. A general notion of optimality
So far, we have discussed three diﬀerent ways of associating optimal paths with a
lower prevision P, all of which occur in the literature. We now propose to ﬁnd out
whether, for these diﬀerent types of optimality, we can use the ideas behind the dy-
namic programming method to solve the corresponding optimal control problems.
To do this, we take a closer look at Bellmans analysis as described in Section 1,
and we investigate which properties a generic notion of optimality must satisfy for
his method to work. Let us therefore assume that there is some property, called
*-optimality, which a path in a given set of paths P either has or does not have. If
a path in P has this property, we say that it is *-optimal in P. We shall denote
the set of the *-optimal elements of P by optsðPÞ. By deﬁnition, optsðPÞ  P.
Further on, we shall apply our ﬁndings to the various instances of *-optimality
described above.
Consider Fig. 3, where we want to ﬁnd the *-optimal paths from state a to state e.
Suppose that after one time step, we can reach the states b, c and d from state a. The
*-optimal paths from these states to the ﬁnal state e are known to be a, c, and d and
g, respectively. For the dynamic programming approach to work, we need to be able
to infer from this a generalised form of the Bellman equation, stating essentially that
Fig. 3. A more general type of dynamic programming.
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actually also given by opt*({ka,lc,md,mg}), i.e., the *-optimal paths in the set of con-
catenations of k, l and m with the respective *-optimal paths a, c, and d and g. It is
therefore necessary to exclude that the concatenations kb and m with the non-*-opti-
mal paths b and  can be *-optimal. This amounts to requiring that the operator opt*
should satisfy some appropriate generalisation of Bellmans principle of optimality
that will allow us to conclude that kb and m cannot be *-optimal because then b
and  would be *-optimal as well. Deﬁnition 13 below provides a precise general
formulation.
But, perhaps surprisingly for someone familiar with the traditional form of dy-
namic programming, opt* should satisfy an additional property: the omission of
the non-*-optimal paths kb and m from the set of candidate *-optimal paths should
not have any eﬀect on the actual *-optimal paths: we need that
optðfka; kb; lc; md; m; mggÞ ¼ optðfka; lc; md; mggÞ:
This is obviously true for the simple type of optimality that we have looked at in Sec-
tion 1, but it need not be true for the more abstract types that we want to consider
here. Equality will be guaranteed if opt* is insensitive to the omission of non-*-opti-
mal elements from {ka,kb,lc,md,m,mg}, in the following sense.
Deﬁnition 11. Consider a set S5 ; and an optimality operator opt* deﬁned on the
set }(S) of subsets of S such that opt*(T)  T for all T  S. Elements of opt*(T) are
called *-optimal in T. The optimality operator opt* is called insensitive to the omission
of non-*-optimal elements from S if opt*(S) = opt*(T) for all T such that
opt*(S)  T  S.
The following proposition gives an interesting suﬃcient condition for this insen-
sitivity in case optimality is associated with a (family of) strict partial order(s): it suf-
ﬁces that every non-optimal path is strictly dominated by an optimal one.Proposition 12. Let S be a non-empty set provided with a family of strict partial orders
>j, j 2 J. Define for T  S, opt>jðT Þ ¼ fa 2 T : ð8b 2 T Þðbj aÞg as the set of
maximal elements of T with respect to >j, and let optJ ðT Þ ¼
S
j2Jopt>jðT Þ. Then opt>j ,
j 2 J and optJ are optimality operators. If for some j 2 J,
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then opt>j is insensitive to the omission of non->j-optimal elements from S. If Condition
(4) holds for all j 2 J, then optJ is insensitive to the omission of non-J-optimal elements
from S.Proof. Consider j in J, and assume that Condition 4 holds for this j. Let
opt>jðSÞ  T  S, then we must prove that opt>jðSÞ ¼ opt>jðT Þ. First of all, if
a 2 opt>jðSÞ then bkj a for all b in S, and a fortiori for all b in T, whence
a 2 opt>jðT Þ. Consequently, opt>jðSÞ  opt>jðT Þ. Conversely, let a 2 opt>jðT Þ and
assume ex absurdo that a 62 opt>jðSÞ. It then follows from 4 that there is some c
in opt>jðSÞ and therefore in T such that c >j a, which contradicts a 2 opt>jðT Þ.
Next, assume that (4) holds for all j 2 J. Let optJ(S)  T  S, then we must prove
that optJ(S) = optJ(T). Consider any j 2 J, then opt>jðSÞ  optJ ðSÞ  T  S, so we
may infer from the ﬁrst part of the proof that opt>jðSÞ ¼ opt>jðT Þ. By taking the
union over all j 2 J, we ﬁnd that indeed optJ(S) = optJ(T). h
We are now ready for a precise formulation of the dynamic programming ap-
proach for solving optimal control problems associated with general types of opti-
mality. We assume that we have some type of optimality, called *-optimality, that
allows us to associate with the set of admissible paths Uðx; kÞ starting at time k in
initial state x, an optimality operator opt* deﬁned on the set }ðUðx; kÞÞ of subsets
of Uðx; kÞ. For each such subsetV; optðVÞ is then the set of admissible paths that
are *-optimal in V. The principle of optimality states that the optimality operators
associated with the various Uðx; kÞ should be related in a special way.
Deﬁnition 13 (Principle of optimality). *-optimality satisﬁes the principle of opti-
mality if it holds for all k 2 [0,N], x 2 Xk, ‘ 2 [k,N] and (x,k,u.) in Uðx; kÞ that if
(x,k,u.) is *-optimal in Uðx; kÞ, then (x‘, ‘,u.) is *-optimal in Uðx‘; ‘Þ.




ðx; k; u:Þ‘  optðUðx‘; ‘ÞÞ:
The Bellman equation now states that applying the optimality operator to the right
hand side suﬃces to achieve equality. (Usually this is stated with ‘ = k + 1.)
Theorem 14 (Bellman equation). Let k 2 [0,N] and x 2 Xk. Assume that *-optimal-
ity satisfies the principle of optimality, and that the optimality operator opt* for Uðx; kÞ
is insensitive to the omission of non-*-optimal elements from Uðx; kÞ. Then for all
‘ 2 [k, N]:
optðUðx; kÞÞ ¼ opt
[
ðx;k;u:Þ‘2Uðx;kÞ‘
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ðx; k; u:Þ‘  ðUðx‘; ‘Þ n optðUðx‘; ‘ÞÞÞ:
Obviously, Uðx; kÞ ¼V1 [V2 and V1 \V2 ¼ ;. We have to prove that
optðUðx; kÞÞ ¼ optðV1Þ. By the principle of optimality, no path inV2 is *-optimal
in Uðx; kÞ, so V2 \ optðUðx; kÞÞ ¼ ;. This implies that optðUðx; kÞÞ V1 
Uðx; kÞ, and since opt* is assumed to be insensitive to the omission of non-*-optimal
elements from Uðx; kÞ, it follows that optðUðx; kÞÞ ¼ optðV1Þ. h
Let us now apply these general results to the speciﬁc types of optimality intro-
duced in the previous section. For all three optimality operators opt>P , optM and
optAP , we shall check whether we can use a Bellman equation to solve the corre-
sponding optimal control problem.3.2. P-Maximality
We ﬁrst consider the optimality operator opt>P that selects from a set of gambles
(or paths) S those gambles (or paths) that are the maximal elements of S with respect
to the strict partial order >P. The following lemma roughly states that the preference
amongst paths with respect to >P is preserved under concatenation and truncation.
It yields a suﬃcient condition for the principle of optimality with respect to P-max-
imality to hold. Moreover, the lemma, and the principle of optimality, do not nec-
essarily hold for preference with respect to P-maximinity.Lemma 15. Let k 2 [0,N] and ‘ 2 [k,N]. Consider the paths (x,k,u.)‘ in Uðx; kÞ‘
and (x‘, ‘, v.), (x‘,‘,w.) in Uðx‘; ‘Þ. Then (x‘, ‘, v.) >P(x‘, ‘,w.) if and only if
(x,k,u.)‘  (x‘, ‘, v.) > P (x,k,u.)‘  (x‘, ‘,w.).Proof. Let X, Y and Z be gambles on X. The statement is proven if we can show that
Y > PZ implies X + Y >P X + Z. Assume that Y >P Z. If P(Y  Z) > 0, then
P((X + Y)  (X + Z)) = P(Y  Z) > 0. If Y P Z, then X + Y P X + Z, and ﬁnally,
if Y5 Z, then X + Y5 X + Z. It follows that X + Y >P X + Z. hProposition 16 (Principle of optimality). Let k 2 [0,N], x 2 Xk and ðx; k; u:Þ 2
Uðx; kÞ. If ðx; k; u:Þ is P-maximal in Uðx; kÞ then ðx‘; ‘; u:Þ is P-maximal in Uðx‘; ‘Þ
for all ‘ 2 [k,N].
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ðx‘; ‘; u:Þ>P ðx‘; ‘; u:Þ. By Lemma 15 we ﬁnd that
ðx; k; u:Þ‘  ðx‘; ‘; u:Þ>P ðx; k; u:Þ‘  ðx‘; ‘; u:Þ ¼ ðx; k; u:Þ:
This means that ðx; k; u:Þ‘  ðx‘; ‘; u:Þ is preferred to ðx; k; u:Þ, and therefore ðx; k; u:Þ
cannot be P-maximal, a contradiction. h
As a direct consequence of Corollary 5 and Proposition 12, we see that ifJðx; kÞ is
compact, then the optimality operator opt>P associated with Uðx; kÞ is insensitive to
the omission of non->P-optimal elements. Together with Proposition 16 and Theo-
rem 14, this allows us to infer a Bellman equation for P-maximality.
Corollary 17. Let k 2 [0,N] and x 2 Xk. If Jðx; kÞ is compact, then for all ‘ 2 [k,N]
opt>P ðUðx; kÞÞ ¼ opt>P
[
ðx;k;u:Þ‘2Uðx;kÞ‘





that is, a path is P-maximal if and only if it is a P-maximal concatenation of an admis-
sible path (x,k,u.)‘ and a P-maximal path of Uðx‘; ‘Þ.
Corollary 17 results in a procedure to calculate all P-maximal paths. Indeed,
opt>P ðUðx;NÞÞ ¼ fu;g for every x 2 XN , and opt>P ðUðx; kÞÞ can be calculated recur-
sively through Eq. (5). It also provides a method for constructing a P-maximal feed-
back: for every x 2 Xk, choose any ðx; k; u:ðx; kÞÞ 2 opt>P ðUðx; kÞÞ. Then
/ðx; kÞ ¼ ukðx; kÞ realises a P-maximal feedback.
3.3. M-Maximality
We now turn to the optimality operator optM, deﬁned through (3). If we recall
Proposition 12, we see that optM is insensitive to the omission of non-M-maximal
elements of Uðx; kÞ whenever Jðx; kÞ is compact. By Proposition 16, optM satisﬁes
the principle of optimality (indeed, if a path isM-maximal, then it must be P-max-
imal for some P 2M, and by the proposition any truncation of it is also P-maximal,
hence also M-maximal). This means that the Bellman equation also holds for
M-maximality under similar conditions as for P-maximality. As already mentioned
in Section 2.3, both types of optimality coincide if Jðx; kÞ is convex.
3.4. P-Maximinity
Finally, we come to the type of optimality associated with the strict partial order
AP. It follows from Proposition 12 and the discussion at the end of Section 2.2 that if
Jðx; kÞ is compact, the optimality operator optAP for Uðx; kÞ is insensitive to the
omission of non-AP-optimal paths from Uðx; kÞ. But, as the following counterexam-
ple shows, we cannot guarantee that the principle of optimality holds for AP-opti-
mality, and therefore the dynamic programming approach may not work here.
Fig. 4. A counter example.
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is not compatible with gain additivity: contrary to expected gains, lower expected
gains are not additive.
Example 18. Consider the dynamical system depicted in Fig. 4. Let X = {], [} and
denote the gamble ]# x, [# y by hx,yi. Let P be the vacuous lower prevision on X,
deﬁned by P(hx,yi) = min{x,y}. Assume that J(a) = h2,0i, J(b) = h0,1i and
J(c) = h2,0i (there is zero gain associated with the ﬁnal state). Then ab 6AP ac:
indeed, h2,1i does not dominate h0,0i point-wise, and P(h2,1i) = min{2,
1}k min{0,0} = P(h0,0i) or equivalently h0,0i maximises the smallest expected
gain. Hence, we ﬁnd that ac is P-maximin. But b APc: indeed, P(h0,1i) =
min{0,1} > min{2,0} = P(h2,0i), which means that c is not P-maximin. The
‘‘principle of P-maximin optimality’’ does not hold here.
The following theorem gives a suﬃcient condition for P-maximality to satisfy the
principle of optimality. It seems that this condition is implicitly assumed to hold in
most of the literature studying maximin-strategies by dynamic programming.
The idea that underlies this theorem is simple: the principle of optimality will hold
if there is additivity of lower expected gains. In order to formulate the theorem in a
way that is suﬃciently general, we need to introduce a new concept. Assume that the
set X is a Cartesian product of non-empty sets X0, X1, . . . , XN. Let P be a lower pre-
vision deﬁned onLðXÞ. Then we call P externally additive relative to X0, X1, . . . , XN










where we have identiﬁed gambles on the Xk with the corresponding gambles on X
that only depend on the xk (their so-called cylindrical extensions).
Theorem 19. Suppose that X = X0 · X1 ·    · XN and assume that the gain
gambles g(xk,uk,k) are a function of xk only, and similarly, that h(xN) is a
function of xN only. Let the coherent lower prevision P on LðXÞ be externally
additive relative to the sets X0, X1, . . . , XN, Then the principle of optimality holds
for P-maximinity.
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P ðJðx; k; u:ÞÞ ¼ P
XN1
k¼0





P ðgðxk; uk; kÞÞ þ PðhðxN ÞÞ:
This tells us that from the perspective of optimal control, the system is equivalent
to a classical optimal control system with precisely known gains g 0(xi, ui, i): =
P (g(xi,ui, i)) and h
0
N(xN): = P(h(xN)). Hence, the principle of optimality holds. h
The conditions of this theorem will of course not be satisﬁed in general, but they
will hold in a number of important special cases. Sometimes the structure of the
problem may impose some type of independence for the lower previsions that model
the gain uncertainty at diﬀerent time points. This usually occurs when the system
lends itself to a game-theoretic interpretation, see for instance [5,15]. We mention
in passing that external additivity will typically be satisﬁed if the lower prevision
P on LðXÞ is some type of independent product of marginal coherent lower previ-
sions Pk deﬁned on the sets LðXkÞ. Special cases that lead to external additivity
are for instance the forward irrelevant product [16], the independent natural extension
[2,17,18], the Kuznetsov extension [19,20] and the strong independent product [17], also
called the type-I product [2,18]. Finally, for a number of very simple imprecise prob-
ability models, such as the ones used in Section 4, external additivity is implicitly
satisﬁed.3.5. Yet another type of optimality
We end this discussion with another type of optimality associated with a strict
partial order, sometimes called interval dominance, and suggested in a dynamic pro-
gramming algorithm by Harmanec in [9, Deﬁnition 3.4]. In our setting (precisely
known system dynamics), its deﬁnition basically reduces to
X>HP Y if PðX Þ > P ðY Þ or ðX P Y and X 6¼ Y Þ:
It can be shown easily that if Jðx; kÞ is compact, the optimality operator induced
by >HP for Uðx; kÞ is insensitive to the omission of non->HP -optimal paths from
Uðx; kÞ. But, as the following counterexample shows, we cannot guarantee that the
principle of optimality holds for >HP -optimality, and therefore the dynamic program-
ming approach may not work here. Again, this is because the partial order AP is not
compatible with gain additivity. It also indicates that by solving the Bellman-type
equation advocated in [9], we will not necessarily get paths that are optimal in the
sense described above.
Example 20. Consider again the dynamical system depicted in Fig. 4. As before, let
X = {], [}, let P be the vacuous lower prevision on X, and denote the gamble ]# x,
[# y by hx,yi. Assume that J(a) = h2,0i, J(b) = h0,0i and J(c) = h1,1i (there is
zero gain associated with the ﬁnal state). Then abHP ac: indeed, h2,0i does not
dominate h1,1i point-wise, and, P ðh2;0iÞ¼minf2;0g maxf1;1g¼ P ðh1; 1iÞ.
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H
P c: indeed, h0,0i dominates h1,1i
point-wise, which means that c is not >HP -maximal. The ‘‘principle of >
H
P -maximal
optimality’’ does not hold for this example.4. A numerical example
Suppose we have a total amount of money x at our disposal, which we can invest
into two companies, denoted by 0 and 1. We denote our investment in company 0 by
u0, and in company 1 by u1. Observe that x, u0 and u1 are non-negative real numbers,
and u0 + u1 6 x. The total gain is
T ðx; u0; u1Þ ¼ x0u0 þ x1u1 þ x2ðx u0  u1Þ;
where x0 > 0, x1 > 0 are gain factors (for companies 0 and 1), and x2 > 0 is the
devaluation factor (of the money we have not invested). We wish to maximise the
gain, but, we are uncertain about x0, x1 and x2.
7 We know that x0 = 1 + g0 + 
and x1 = 1 + g1 + . g0 and g1 model the productivities of the companies, and  mod-
els economical variations that aﬀect each company in the same way, such as the glo-
bal economical state. We do not make any assumption about the dependence
between g0, g1,  and x2. We only know that g0 2 [0.0,0.3], g1 2 [0.1,0.2],
 2 [0.1,0.2] and x2 2 [0.85,0.95]. This leads to the following lower prevision on
LðX0  X1  X2Þ:
P ðX Þ ¼ inffX ð1þ g0 þ ; 1þ g1 þ ;x2Þ :
g0 2 ½0:0; 0:3; g1 2 ½0:1; 0:2;  2 ½0:1; 0:2;x2 2 ½0:85; 0:95g:
We refer to [18] for a detailed discussion about why this lower prevision really
captures the available information. We now wish to ﬁnd all u0 and u1 such that
the gain J(x,u0,u1) is P-maximal. Observe that this is a two-dimensional optimisa-
tion problem.
We formulate this problem in terms of a dynamical system. If we deﬁne x0 = x
and, recursively xk+1 = xk  uk, the total gain is precisely equal to J(x,u, 0), with
g(xk,uk,k,x) = xkuk and h(x2,x) = x2x2. Each state xk represents the money we
can invest in companies ‘ P k, and should therefore be non-negative. There is gain
additivity, and the set of admissible gain gambles is compact. Corollary 17 applies:
we can solve this problem using dynamic programming.
For k = 1, we ﬁnd that the control u1 = x1 is optimal from state x1 at time 1. In-
deed, ﬁrst observe that all controls are maximal with respect to the point-wise order.
In that case, optimality of u1 is equivalent to P ðJðx1; u1; 1Þ  Jðx1; v1; 1ÞÞ P 0 for all
v1. This holds iﬀ7 To ensure that gain gambles are bounded, we can assume that the xi belong to some (suﬃciently large)
bounded closed real intervals.
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g1 2 ½0:1; 0:2;  2 ½0:1; 0:2;x2 2 ½0:85; 0:95g P 0;
and thus, iﬀ u1 P v1 for all v1. Hence, optimal paths maximise u1. The highest u1 we
can choose such that x2 is still non-negative is u1 = x1.
For k = 0, the dynamic programming argument says that we only have to consider
concatenations of (x0,u0,0)1 with optimal paths from state x1 = x0  u0, of which
there is only one, (x1,x1,1), as we showed. Again all controls are maximal with re-
spect to the point-wise order. But
P ðJððx0; u0; 0Þ1  ðx0  u0; x0  u0; 1ÞÞ  Jððx0; v0; 0Þ1  ðx0  v0; x0  v0; 1ÞÞÞ P 0
also holds for any u0 and any v0. Indeed, the inequality is equivalent to
supfðg0  g1Þðu0  v0Þ : g0 2 ½0:0; 0:3; g1 2 ½0:1; 0:2;  2 ½0:1; 0:2g P 0;
which obviously holds for any choice of u0 and v0. Thus, all paths (x0,u0,
0)1  (x0  u0,x0  u0,1) are optimal.
In conclusion, the information implies that we should invest all money x, but we
cannot infer how we should divide x over the two companies.
By our dynamic programming approach we have managed to solve this two-
dimensional optimisation problem by reducing it to two one-dimensional ones,
which are each very easy to solve. In the more general case of uncertain investment
with n companies, we initially have a n-dimensional optimisation problem, and dy-
namic programming reduces this to n very simple one-dimensional optimisation
problems.5. Conclusion
The main conclusion of our work is that the method of dynamic programming
can in principle be extended to deterministic systems with an uncertain gain, where
the uncertainty about the gain is modelled by a coherent lower prevision, or by a set
of linear previsions (probability measures).
But our general study of what conditions a generalised notion of optimality
should satisfy for the Bellman approach to work is of some interest in itself too.
In particular, besides an obvious extension of the well-known principle of optimality,
another condition emerges that relates to the nature of the optimality operators per
se: the optimality of a path should be invariant under the omission of non-optimal
paths from the set of paths under consideration. If optimality is induced by a strict
partial ordering of paths, then this second condition is satisﬁed whenever the exis-
tence of dominating optimal paths for non-optimal ones is guaranteed.
Another important observation is that, in contradistinction to P-maximality and
M-maximality, the dynamic programming method cannot be used to solve optimi-
sation problems corresponding to P-maximinity in general: for this notion the prin-
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additivity property is not satisﬁed.
It is possible to reﬁne our results by considering an additional equivalence relation
on paths expressing some notion of indiﬀerence—relating, for instance, paths with
the same expected gain. This allows us to partition a set optðVÞ of optimal elements
into equivalence classes of mutually indiﬀerent paths. Any two paths in optðVÞ that
belong to diﬀerent equivalence classes are necessarily incomparable: the available
information, modelled through P, does not allow us to choose between these two
paths. A discussion of such matters presents no great conceptual diﬃculties, but
has been omitted from the present paper due to limitations of space.
Throughout the paper we have assumed the system dynamics to be deterministic,
that is, independent of x. This greatly simpliﬁes the discussion, still encompasses a
large number of interesting applications, and does not suﬀer from the computational
problems often encountered when dealing with non-deterministic dynamical sys-
tems—simply because in general the number of possible (random) paths tends to
grow exponentially with the size of the state space X. However, we should note that
dropping this assumption still leads to a Bellman-type equation, connecting opera-
tors of optimality associated with random states x : X ! X. We intend to present
our results about and views on this issue elsewhere.Acknowledgement
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