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Abstract
A novel algebraic method for finding invariant algebraic curves for a polynomial vector
field in C2 is introduced. The structure of irreducible invariant algebraic curves for Lie´nard
dynamical systems xt = y, yt = −f(x)y − g(x) with deg g = deg f + 1 is obtained. It is
shown that there exist Lie´nard systems that possess more complicated invariant algebraic
curves than it was supposed before. As an example, all irreducible invariant algebraic curves
for the Lie´nard differential system with deg f = 2 and deg g = 3 are obtained. All these
results seem to be new.
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1. Introduction
The integrability and limit cycles of famous Lie´nard dynamical systems
xt = y, yt = −f(x)y − g(x) (1.1)
have been intensively studied in recent years [1–10]. In this article we suppose that f(x)
and g(x) are polynomials
f(x) = f0x
m + . . .+ fm, g(x) = g0x
m+1 + . . .+ gm+1, f0 6= 0, g0 6= 0 (1.2)
with coefficients in the field C.
An algebraic curve F (x, y) = 0, F (x, y) ∈ C[x, y] \ C is an invariant algebraic curve (or
a Darboux polynomial) of the polynomial dynamical system
xt = P (x, y), yt = Q(x, y); P (x, y), Q(x, y) ∈ C[x, y] (1.3)
if it satisfies the following equation
P (x, y)Fx +Q(x, y)Fy = λ(x, y)F, (1.4)
where λ(x, y) ∈ C[x, y] is a polynomial called the cofactor of the invariant algebraic curve
F (x, y). By C[x, y] we denote the ring of polynomials in the variables x and y with coefficients
in the field C.
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It can be observed that an invariant algebraic curve of dynamical system (1.3) is formed
by solutions of the latter. A solution of system (1.3) has either empty intersection with the
zero set of F or it is entirely contained in F = 0. Existence of invariant algebraic curves
is a substantial measure of integrability, for more details see, for instance [11–14]. It is
an important problem to classify all irreducible invariant algebraic curves of a dynamical
system.
It was stated by Hayashi [15] that if a Lie´nard dynamical system (1.1) with deg g =
deg f + 1 had an invariant algebraic curve then the latter should be of the form F (x, y) =
y − R(x), where R(x) ∈ C[x]. In this article we show that there exist Lie´nard dynamical
systems (1.1) with deg g = deg f + 1 that possess more complicated invariant algebraic
curves. Our main results are formulated in the following theorems.
Theorem 1.1. Let F (x, y) ∈ C[x, y]\C be an irreducible invariant algebraic curve of Lie´nard
dynamical system (1.1) with deg g = deg f + 1. Then F (x, y) takes the form
F (x, y) =
{
N−k∏
j=1
{y − yj(x)} {y − yN(x)}
k
}
+
, (1.5)
where k = 0 or k = 1, N ∈ N, and y1(x), . . ., yN(x) are the series
(I) : yj(x) = q(x) +
∞∑
l=0
c
(j)
l x
−l, j = 1, . . . , N − k;
(II) : yN(x) = −
g0
f0
x+
∞∑
l=0
c
(N)
l x
−l.
(1.6)
The symbol {W (x, y)}+ means that we take the polynomial part of W (x, y). The coefficients
of the series of type (II) and of the polynomial
q(x) = −
f0
m+ 1
xm+1 +
m∑
l=1
qlx
l ∈ C[x] (1.7)
are uniquely determined. The coefficients c
(j)
0 , j = 1, . . . , N − k are pairwise distinct. All
other coefficients c
(j)
n , n ∈ N are expressible via c
(j)
0 , where j = 1, . . . , N − k. The corre-
sponding product in (1.5) is unit whenever k = 1 and N = 1.
Introducing the invertible change of variables x = s, y = z−h(s)↔ s = x, z = y+h(x),
where the polynomial h(x) has degree m+ 1 and is defined via the relation
hx = f + ̺, ̺ = −
(m+ 1)g0
f0
, (1.8)
we obtain the following dynamical system
st = z − h(s), zt = ̺{z − h(s)} − g(s). (1.9)
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The constant h(0) may be taken arbitrary. For example, we may set h(0) = 0. There
exists the one–to–one correspondence between irreducible invariant algebraic curves F (x, y)
of Lie´nard dynamical system (1.1) and irreducible invariant algebraic curves G(s, z) of sys-
tem (1.9).
Theorem 1.2. Let G(s, z) ∈ C[s, z] \ C be an irreducible invariant algebraic curve of dy-
namical system (1.9), where h(s) is given by (1.8). Then the degree of G(s, z) with respect
to s is either 0, or m+ 1.
The latter theorem is very important for applications, because the bound on the degrees
of irreducible invariant algebraic curves established in the theorem can be used to find all
irreducible invariant algebraic curves of systems (1.1), (1.9) in explicit form.
As an example, we consider the following Lie´nard dynamical system
xt = y, yt = −(ζx
2 + βx+ α)y − (εx3 + ex2 + σx+ δ); ζ 6= 0, ε 6= 0. (1.10)
Dynamical properties of this system were studied by Cherkas and Sidorenko [8]. The change
of variables x 7→ A(x+B), y 7→ Ay, A 6= 0 relates system (1.10) with its simplified version
at ζ = 3, e = 0. Thus without loss of generality, we set ζ = 3, e = 0.
Theorem 1.3. There exist only nine irreducible invariant algebraic curves of Lie´nard dy-
namical system (1.10) with ζ = 3, e = 0, and ε 6= 0. They are given in table 1.
It seems that the classification of irreducible invariant algebraic curves of system (1.10)
is presented here for the first time.
2. Proof of main results
Let us consider polynomial dynamical system (1.3). Regarding the variable y as depen-
dent and the variable x as independent, we see that the function y(x) satisfies the following
first–order ordinary differential equation
P (x, y)yx −Q(x, y) = 0. (2.1)
In what follows we suppose that the polynomials P (x, y) and Q(x, y) do not have non–
constant common factors. Note that the roles of y and x can be changed.
A Puiseux series in a neighborhood of the point x =∞ is defined as
y(x) =
+∞∑
l=l0
blx
−
l
n (2.2)
where l0 ∈ Z, n ∈ N. It follows from the classical results that a Puiseux series of the form
(2.2) that satisfy the equation F (x, y) = 0, F (x, y) ∈ C[x, y] is convergent in a neighborhood
of the point x =∞ (the point x =∞ is excluded from domain of convergence if l0 < 0) [16].
The set of all Puiseux series of the form (2.2) forms a field, which we denote by C
∞
{x}.
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It can be easily proved that if y(x) is a Puiseux series satisfying the equation F (x, y) = 0,
Fy 6≡ 0 with F (x, y) being an invariant algebraic curve of dynamical system (1.3), then the
series y(x) satisfies equation (2.1), see [17, 18]. All the Puiseux series that solve equation
(2.1) can be obtained with the help of the Painleve´ methods, see, for example [12, 18–23].
Some methods and algorithms related to first integrals, algebraic functions, and Puiseux
series are described in [24–27].
Proof of theorem 1.1. Invariant algebraic curves of of dynamical system (1.1) satisfy the
following equation
yFx − {f(x)y + g(x)}Fy = λ(x, y)F. (2.3)
Substituting F = F (x) into this equation, we verify that there are no invariant algebraic
curves that do not depend on y.
Let F (x, y), Fy 6≡ 0 be an irreducible invariant algebraic curve of dynamical system
(1.1). The field C
∞
{x} is algebraically closed [16, chapter IV , section 3, theorem 3.1].
There exists uniquely determined system of elements yj(x) ∈ C∞{x} such that the following
representation is valid [16, chapter IV , section 3, theorem 3.2]:
F (x, y) = µ(x)
N∏
j=1
{y − yj(x)}, (2.4)
where N is the degree of F (x, y) with respect to y and µ(x) ∈ C[x]. Moreover, if a non–
constant polynomial p(x) ∈ C[x] does not divide F (x, y), then F (x, y) has multiple factors
in C[x, y] if and only if the equation F (x, y) has multiple roots in C
∞
{x} [16, chapter
IV , section 3, theorem 3.5]. Further, the set of elements yn(x) ∈ C∞{x} appearing in
representation (2.4) is a subset of those satisfying equation (2.1) [17, 18].
Balancing the higher–order terms with respect to y in equation (2.3), we find µ(x) =
µ0 ∈ C. Without loss of generality, we set µ0 = 1. Equation (2.1) now takes the form
yyx + f(x)y + g(x) = 0. (2.5)
There exist only two dominant balances that produce Puiseux series in a neighborhood
of the point x =∞. These balances and their solutions are the following
(I) : y(yx + f0x
m) = 0, y(x) = −
f0
m+ 1
xm+1;
(II) : xm(f0y + g0x) = 0, y(x) = −
g0
f0
x.
(2.6)
In the case (I) the corresponding Puiseux series has one arbitrary coefficient at x0 if the
compatibility condition related to the unique Fuchs index l = 0 is satisfied. Let us recall that
the definition of Fuchs indices depends on the numeration of the series under consideration.
In this article we use the numeration as given in (2.2). If the parameters of system (1.1)
are chosen in such a way that this condition is not satisfied, then the series of type (I)
does not exist. In the case (II) all the coefficients of the corresponding series are uniquely
determined. Note that the Puiseux series are in fact Laurent series, they are given in (1.6).
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Taking the polynomial part of representation (2.4) we obtain (1.5). Since the polynomial
F (x, y) in (1.5) is irreducible, we see that the series y1(x), . . ., yN−k(x) should be pairwise
distinct [16]. Thus the irreducibility of F (x, y) requires the coefficients c
(j)
0 , j = 1, . . . , N −k
to be pairwise distinct and k = 0 or k = 1. This completes the prove.
Remark. If the parameters of system (1.1) are chosen in such a way that the compatibility
condition for the series of type (I) is not satisfied, then the unique irreducible invariant
algebraic curve takes the form F (x, y) = y+ (g0x)/f0− c
(N)
0 provided that the series of type
(II) terminates.
Proof of theorem 1.2. Let G(s, z) be an irreducible invariant algebraic curve of dynamical
system (1.3). In what follows we regard s as a dependent variable and z as an independent.
Our aim is to find the representation of G(s, z) in C
∞
{z}. The equation for the function
s(z) reads as
[̺{z − h(s)} − g(s)]sz + h(s)− z = 0. (2.7)
If the coefficient ̺ is defined as in (1.8), then there exists only one dominant balance pro-
ducing Puiseux series in a neighborhood of the point z =∞. This balance and its solutions
take the form
f0s
m+1 − (m+ 1)z = 0, s(k)(z) = b
(k)
0 z
1/(m+1), k = 1, . . . , m+ 1, (2.8)
where b
(1)
0 , . . ., b
(m+1)
0 are distinct roots of the equation f0b
m+1
0 − (m+ 1) = 0. The balance
(2.8) is algebraic. We find m + 1 distinct Puiseux series in a neighborhood of the point
z =∞. The representation of G(s, z) in C
∞
{z} is the following
G(s, z) = ν(z)
m+1∏
k=1
{s− b
(k)
0 z
1/(m+1) − . . .}nk , (2.9)
where ν(z) ∈ C[z] and nk = 0 or nk = 1. Since G(s, z) should be a polynomial, we obtain
from representation (2.9) that the degree of G(s, z) with respect to s is either 0 (nk = 0,
k = 1, . . . , m+ 1), or m+ 1 (nk = 1, k = 1, . . . , m+ 1).
Proof of theorem 1.3. We begin the prove by introducing the new variables s and z as
described in the introduction. The polynomial h(x) takes the form h(x) = x3 + βx2/2 +
(α− ε)x. System (1.9) now is
st = z − s
3 −
β
2
s2 + (ε− α)s, zt =
βε
2
s2 + {ε(α− ε)− σ}s− δ − εz. (2.10)
Invariant algebraic curves of system (2.10) satisfy the equation(
z − s3 −
β
2
s2 + (ε− α)s
)
Gs +
(
βε
2
s2 + {ε(α− ε)− σ}s− δ − εz
)
Gz = λG, (2.11)
where it is straightforward to show that the highest–order coefficient of G(s, z) with respect
to z is µ(s) = µ0 ∈ C and the cofactor λ takes the form λ = A2s
2+A1s+A0, where A0, A1,
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Invariant algebraic curves Cofactors Parameters
y + ε
3
x− εβ
9
−3x2 − βx δ = εβ
27
(ε− 3α),
+ ε
3
− α σ = − ε
18
(β2 + 2ε− 6α)
y + x3 + (α− ε)x+ δ
ε
−ε β = 0, σ = ε(α− ε)
y2 + (x2 + 4ε
3
)xy + ε
3
x4 + 4ε
2
9
x2 −3x2 − 8ε
3
α = 2ε, β = 0, δ = 0, σ = 8ε
2
9
y2 + (x2 − 4ε
3
)xy + ε
3
x4 − 8ε
2
9
x2 + 16
27
ε3 −3x2 α = −2ε
3
, β = 0, δ = 0, σ = −4ε
2
3
y2 + (x3 + 28ε
27
x+ 160iε
3/2
729
)y + ε
3
x4 −3x2 − 64ε
27
α = 46ε
27
, β = 0, δ = 32iε
5/2
243
,
+8ε
2
27
x2 + 256iε
5/2
2187
x− 80ε
3
6561
σ = 52ε
2
81
y2 + (x3 + 28ε
27
x− 160iε
3/2
729
)y + ε
3
x4 −3x2 − 64ε
27
α = 46ε
27
, β = 0, δ = −32iε
5/2
243
,
+8ε
2
27
x2 − 256iε
5/2
2187
x− 80ε
3
6561
σ = 52ε
2
81
y3 + 2(x2 + 5ε
3
)xy2 + (x4 + 11ε
3
x2 −3x2 − 25ε
6
α = 5ε
2
, β = 0, δ = 0, σ = 25ε
2
18
+125ε
2
36
)x2y + ε
3
x7 + 11ε
2
9
x5 + 125ε
3
108
x3
y3 + (2x2 + 15ε
7
)xy2 + (x4 + 52ε
21
x2 −3x2 − 25ε
7
α = 40ε
21
, β = 0, δ = 0, σ = 125ε
2
147
+75ε
2
49
)x2y + ε
3
x7 + 314ε
2
551
x5 + 125ε
3
343
x3
y3 + (2x2 − 85ε
27
)xy2 + (x6 − 76ε
27
x4 −3x2 − 25ε
27
α = −20ε
27
, β = 0, δ = 0,
+1075ε
2
729
x2 + 400000ε
3
531441
)y + ε
3
x7 − 14ε
2
9
x5 σ = −125ε
2
81
+15875ε
3
6561
x3 − 2000000ε
4
1594323
x
Table 1: Irreducible invariant algebraic curves of dynamical system (1.10) at e = 0, ζ = 3, and ε 6= 0.
A2 ∈ C. Without loss of generality, we shall set µ0 = 1. By direct substitution we verify
that there are no invariant algebraic curves that do not depend on z.
Further, constructing the Puiseux series, we find the representations of irreducible in-
variant algebraic curves of system (2.10) in the fields C
∞
{z} and C
∞
{s}:
C
∞
{z} : G(s, z) = ν(z){s− b
(1)
0 z
1/3 − . . .}{s− b
(2)
0 z
1/3 − . . .}{s− b
(3)
0 z
1/3 − . . .};
C
∞
{s} : G(s, z) =
{
z − s3 −
β
2
s2 −
(
α−
4
3
ε
)
s−
βε
9
− . . .
}k N−k∏
j=1
{z − a
(j)
0 − . . .}.
(2.12)
Here N ∈ N, ν(z) ∈ C[z], k = 0 or k = 1. The Puiseux series
(I) : z(s) = s3 +
β
2
s2 +
(
α−
4
3
ε
)
s +
βε
9
+
∞∑
l=1
dls
−l. (2.13)
possesses uniquely determined coefficients. The Puiseux series
(II) : z(s) = a0 +
ε(α− ε)− σ
s
−
εa0 + δ
2s2
+
∞∑
l=3
als
−l. (2.14)
has an arbitrary coefficient a0 and exists whenever β = 0. Thus if β 6= 0 we obtain only one
irreducible invariant algebraic curve G(s, z) = z − s3 − (βs2)/2 − {α − (4ε/3)}s − (βε)/9
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existing whenever the corresponding series terminates at zero term. This gives the following
restrictions on the parameters δ = εβ(ε − 3α)/27, σ = −ε(β2 + 2ε − 6α)/18. Further, we
set β = 0 and calculate several first coefficients of the Puiseux series under consideration.
Requiring that the non–polynomial part of the second expression in (2.12) be zero, we obtain
necessary conditions for invariant algebraic curves to exist. Since G(s, z) is irreducible, we
see that N = 1 whenever k = 0. Setting N = 1 and k = 0, we find conditions for the
series of type (II) to terminate at zero term. As a result we obtain σ = ε(α − ε) and
G(s, z) = z+δ/ε. Considering the case k = 1, we calculate the coefficients at zN−1s−l, l ∈ N
in the representation of G(s, z) in the field C
∞
{s}. This yields the following relations
dl +
N−1∑
j=1
a
(j)
l = 0, l ∈ N. (2.15)
It is convenient to introduce the variables Cm = {a
(1)}m + . . . + {a(N−1)}m, where m ∈ N.
In practice we need thirteen relations given by (2.15) with 1 ≤ l ≤ 13 in order to find
all other irreducible invariant algebraic curves. Sufficiency we verify by direct substitution
into equation (2.11). Finally, we return to the original variables x and y. The results are
gathered in table 1.
Remark. Since the degree with respect to s of irreducible invariant algebraic curves
of system (2.10) is either 0 or 3 (theorem 1.2), one can use the method of undetermined
coefficients to obtain the curves explicitly, see [17].
3. Conclusion
In this article a new method of finding invariant algebraic curves of a polynomial dy-
namical system has been introduced. The structure of invariant algebraic curves of the
Lie´nard differential system (1.1) with deg g = deg f + 1 has been established. Using the
new method all irreducible invariant algebraic curves of the Lie´nard differential system (1.1)
with deg f = 2 and deg g = 3 have been obtained.
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