In this article, we consider the identification problem of a class of nonlinear multiple-input single-output output-error autoregressive systems. First, a recursive generalized least squares algorithm using the auxiliary model identification idea is developed. Then, using the filtering technique, the identification model is decomposed into a filtered sub-identification model and a noise sub-identification model. For solving the difficulties that the filter is unknown and the information vectors contain the unknown variables, the interactive estimation theory and the the idea of replacing the unknown variables with their corresponding estimates are employed: the recursive least squares method is again used for identifying the system and noise model parameters, and the parameter estimates of the noise model are used to construct the estimated filter. Finally, a nonlinear example is given to verify the effectiveness of the algorithms, and the simulation results show that the recursive least squares algorithm using the filtering technique can produce more accurate parameter estimates under larger noise variances.
Introduction
Nowadays, a wide range of recursive parameter estimation methods have been developed for system identification such as recursive least squares methods, 1,2 gradient methods, 3, 4 Kalman filtering methods, [5] [6] [7] and Newton methods. [8] [9] [10] Compared with the gradient methods, recursive least squares methods take advantage of fast convergence rates, but when the system is contaminated by the colored noises, the performance of these methods, such as estimation accuracy, will decline if the colored noises are not well handled. One way to improve the estimation accuracy under the noise environment is to include the noise information into the information vector. Based on that idea, the recursive extended least squares algorithms and the recursive generalized least squares algorithms have been developed for identifying the parameters of linear systems and nonlinear systems. For example, Wang 11 presented a hierarchical parameter estimation algorithm for a class of multiple-input multiple-output (MIMO) Hammerstein systems based on the reframed models, 1 School of Internet of Things Engineering, Jiangnan University, Wuxi, P.R. China 2 and Wang and Zhang 12 improved the least squares identification algorithm for multivariable Hammerstein systems. Hu et al. 13 proposed a recursive extended least squares algorithm for Wiener nonlinear systems with moving average noises.
The filtering technique is effective in noise reduction and has been applied in various areas, 14 including fault detection, 15 signal processing, [16] [17] [18] acoustic echo cancellation, 19 and filter design. [20] [21] [22] Recently, a multiinnovation stochastic gradient identification algorithm has been presented for Hammerstein-controlled autoregressive autoregressive systems based on the filtering technique; 23 an auxiliary model-based least squares algorithm has been presented for a dual-rate statespace system with time-delay using the data filtering. 24 Multiple-input single-output (MISO) systems are a special class of multivariable systems, 25, 26 which have various applications in the industrial processes, communication systems, 27, 28 and so on. In the literature, in order to improve the convergence rate, Liu developed a stochastic gradient algorithm for MISO systems using the multi-innovation theory. 29 The least square-based algorithms for identifying MISO systems can be found in Zhang. 30 In this work, we extend the previous work from considering the identification problems for a class of single-input single-output (SISO) linear-in-parameter systems 31, 32 to MISO linear-in-parameter systems with the autoregressive noises and propose a recursive least squares algorithm using the data filtering technique. For the purpose of comparison, an auxiliary modelbased recursive generalized least squares algorithm is developed. The simulation results show that the filtering-based least squares algorithm can provide more highly accurate parameter estimation under the colored noises.
The rest of the article is organized as follows. Section ''Problem formulation'' introduces a class of linear-inparameter MISO autoregressive systems and derives the identification model. Section ''Recursive generalized least squares algorithm'' proposes a recursive generalized least squares algorithm using the auxiliary model idea. Section ''Filtering-based recursive least squares algorithm'' presents a recursive least squares algorithm using the data filtering technique. Section ''Example'' provides an illustrative example to show the effectiveness of the algorithms. Finally, concluding remarks are given in section ''Conclusion.''
Problem formulation
Let us define some symbols. The symbol I n denotes an identity matrix of order n; 1 n denotes an n-dimensional column vector whose elements are 1; the superscript T denotes the matrix/vector transpose.
Consider the following MISO stochastic system shown in Figure 1 y
where y(t) 2 R is the system output, u j (t) 2 R, j = 1, 2, . . . , r are the system inputs, v(t) 2 R is the stochastic white noise with zero mean. A j (z) and C(z) are polynomials, of known orders (n j , n c ), in the unit backward shift operator z À1 , and defined by
where a ji , c i , and q T j are the unknown parameters to be estimated. Note that system (1) represents a class of linear-in-parameter systems. When h j (u j (t)) is a linear function of u j (t) and C(z) = D(z) = 1, system (1) reduces to a linear MISO output-error system. 29 In this work, we assume that h j (u j (t)) is a nonlinear function of u j (t), for example
and system (1) denotes a nonlinear system. In the next paragraph, we develop new identification algorithms for estimating the parameter vector q j and the parameters of A j (z) and C(z) for system (1) by utilizing the input-output measured data fu j (t), y(t) : t = 1, 2, . . .g. Without loss of generality, assume that u j (t) = 0, y(t) = 0, and v(t) = 0 for t 0.
Define the intermediate variables 
Define the parameter vectors
and the information vectors
Then, equations (2) and (3) can be expressed as
and system (1) can be rewritten as
Equation (6) is the identification model of system (1), and parameter vector u consists of all the parameters of the system. In order to further develop the filter-based algorithms, in next section, we first introduce the recursive generalized least squares algorithms using the auxiliary model identification idea.
Recursive generalized least squares algorithm
Define a quadratic criterion function
Minimizing J (u) and letting the partial derivative of J (u) with regard to u be zero, we obtain the least squares estimate of û
In order to recursively computeû(t), we define the covariance matrix P(t) and the vector j(t) as
Then, equation (7) can be expressed aŝ
Applying the matrix inverse lemma
to equation (8) gives
The recursive algorithm (9)-(11) cannot be implemented because the intermediate variables x j (t À i) and w(t À i) in u(t) are unknown. To deal with the difficulties, we adopt the auxiliary model identification idea. 31 Letx j (t) andŵ(t) be the estimates of x j (t) and w(t) at time t, substitutingx j (t À i) into u j (t) andŵ(t À i) into u n (t), we can construct the estimated vectorsû j (t) and u n (t), and formû(t). Replacing u j (t) in equation (4) with its estimateû j (t), we can computex j (t) througĥ
From equation (6), we have
Replacing x j (t) on the right-hand side of the above equation with their estimatesx j (t), we can computeŵ(t) throughŵ
Replacing u(t) in equations (9)- (11) with its estimatê u(t), we can summarize the following auxiliary modelbased recursive generalized least squares algorithm for identifying u (the MISO-AM-RGLS algorithm for short)û (t) = P(t)j(t) ð12Þ
To initialize the algorithm (12)-(20), we set u(i) = 1 n 0 + n c =p 0 ,x j (i) = 1=p 0 , andŵ(i) = 1=p 0 for ileqslant0, and P(t) = p 0 I n 0 + n c , p 0 = 10 6 .
Filtering-based recursive least squares algorithm
Define the filtered variables
and the filtered information vectors
System (1) can be rewritten as
Multiplying both sides of the above equation by C(z) gives
Equations (4) and (21) are the noise identification model and the filtered identification model of system (1), respectively. Minimizing two quadratic cost functions
leads to the following recursive parameter updateŝ u s (t) = P f (t)j f (t) ð22Þ
Equations (22)- (27) cannot be implemented because the filtered vector u f (t) is unknown due to the unknown filter F(z) and the noise items w(t À i) in u n (t) is unmeasurable. Here, we employ the interactive estimation theory and the idea of replacing the unknown items with their corresponding estimates. Letû s (t),û n (t), andû(t) be the estimates of the parameters u s , u n , and u, andx(t À i) andŵ(t À i) be the estimates of x(t À i) and w(t À i). Define the estimated information vectorŝ
Replacing u j (t) in equation (4) and u n (t) in equation (5) withû j (t) andû n (t) yieldŝ
Using the parameter estimate of the noise model
to construct the estimate of C(z) as
Then, we compute the estimates of the filtered variables y f (t) and x j, f (t) througĥ
and form the estimates of the filtered information vectorsû
Replacing u f (t) in equations (23) and (24), u n (t) in equations (26) and (27) , y f (t) in equation (23), and w(t) in equation (26) with their corresponding estimatesû f (t),û n (t),ŷ f (t), andŵ(t) leads to the following filtering-based least squares algorithms for identifyinĝ u s (t) andû n (t) (the MISO-F-RLS algorithm for short)û s (t) = P f (t)j f (t) ð32Þ
The steps of computingû s (t) andû n (t) involved in the algorithm are summarized as follows:
Example
An example is given to demonstrate the effectiveness of the proposed algorithms. Consider the following nonlinear MISO autoregressive system Here, the inputs fu 1 (t)g and fu 2 (t)g are taken as uncorrelated persistent excitation signal sequences with zero means and unit variances s 2 = 1:00 2 , and fv(t)g as a white noise sequence with zero mean.
Using L = 3000 data and applying the MISO-AM-RGLS algorithm in equations (12)- (20) and the MISO-F-RLS algorithm in equations (32)- (46) to estimate the parameters of this system, we have the parameter estimates of each algorithm and their errors shown in Table 1 . The parameter estimation errors d :¼kû(t) Àu k = k u k of each algorithm are illustrated in Figure  2 . We also investigate the performance of two algorithms under a relatively high noise level with noise variance s 2 = 2:00 2 , and the corresponding simulation results are shown in Table 2 and Figure 3 .
From Tables 1 and 2 and Figures 2 and 3 , we can draw the following conclusion:
The parameter estimation errors d are becoming smaller as t increases.
Both algorithms can provide high-accuracy parameter estimation, and the filtered algorithm achieves better estimation accuracy over the nonfiltered algorithm under different noise variances.
Conclusion
In this article, we have presented two recursive least squares algorithms, an auxiliary model-based generalized least squares algorithm, and a filtered recursive least squares algorithm for a class of nonlinear MISO output-error autoregressive systems. The illustrative example shows that the filtering-based least squares algorithm can produce more highly accurate estimates over the recursive generalized least squares algorithm. The proposed methods can be extended to nonlinear systems with colored noise [32] [33] [34] [35] and applied to other fields.
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