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vRESUMO
Um mono´ide e´ um semigrupo com identidade e um mono´ide cancelativo e´ um mono´ide que
satisfaz a lei do corte. O objetivo deste trabalho e´ estudar uma classe especial de mono´ides
comutativos, cancelativos e finitamente gerados: a classe de tais mono´ides que sa˜o finitos.
Depois de apresentarmos conceitos ba´sicos e resultados preliminares, provamos que todo o
mono´ide comutativo finitamente gerado e´ isomorfo a um quociente de Np, p ∈N , por uma certa
congrueˆncia em Np. Mostramos ainda que, se o mono´ide dado e´ tambe´m cancelativo enta˜o ele e´
isomorfo a um submono´ide de um grupo comutativo finitamente gerado.
Assim, estudamos de seguida os grupos abelianos finitamente gerados e provamos o teorema
de estrutura para esta classe de grupos. Com base neste teorema, provamos que todo o mono´ide
comutativo, cancelativo e finitamente gerado e´, a menos de isomorfismo, um submono´ide de
Zd1 × ...×Zdr ×Z
k
, para certos d1,d2, ...,dr,k ∈N/{0}.
Por fim, estudamos os mono´ides comutativos e cancelativos que sa˜o finitos: estes mono´ides
sa˜o, naturalmente, finitamente gerados e, portanto, as concluso˜es do estudo anterior podem ser-
lhes aplicadas. Demonstramos que a classe dos mono´ides comutativos cancelativos finitos coin-
cide com a classe dos grupos finitos
vi
ABSTRACT
A monoid is a semigroup with identity and a cancellative monoid is a monoid that satisfies
the cancellation law. The purpose of this thesis is to study a special class of finitely generated
commutative monoids that are cancellative: the class of such monoids that are finite.
After presenting basic concepts and preliminary results, we prove that every finitely generated
commutative monoid is isomorphic to a quocient of Np, p ∈N , by a certain congruence on Np.
We also show that if, in addition, the monoid is cancellative, then it is isomorphic to a submonoid
of a finitely generated commutative group.
The study of finitely generated commutative groups is, therefore, necessary for achieving
our objectives. We prove the structure theorem for this class of groups. On the basis of this
theorem we show that every finitely generated commutative monoid that is cancellative is, up to
isomorphism, a submonoid of Zd1 × ...×Zdr ×Zk, for certain d1,d2, ...,dr,k ∈N/{0}.
Finally, we study commutative and cancellative monoids that are finite: naturally, these mo-
noids are finitely generated and so the conclusions of the previous study can be applied. We
prove that the class of commutative, cancellative finite monoids coincide with the class of finite
groups.
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Introduc¸a˜o
De acordo com J. C. Rosales e P. A. Garcı´a-Sa´nchez, em teoria de semigrupos, o estudo de
mono´ides comutativos, cancelativos e finitamente gerados e´ muito importante, em particular,
pela larga gama de aplicac¸o˜es que estas estruturas teˆm em va´rios campos da ´Algebra: geometria
alge´brica, a´lgebra comutativa, teoria de nu´meros, a´lgebra computacional.
O objetivo deste trabalho e´ estudar uma classe especial de mono´ides comutativos, cancelati-
vos e finitamente gerados: a classe dos mono´ides que sa˜o finitos.
No capı´tulo 1, apresentamos conceitos ba´sicos e resultados preliminares. O estudo das
relac¸o˜es de equivaleˆncia, congrueˆncias e propriedades dos morfismos, sa˜o fundamentais para
este trabalho. Ainda neste capı´tulo, provamos que todo o mono´ide comutativo finitamente ge-
rado e´ isomorfo a um quociente de Np, p ∈ N, por uma certa congrueˆncia. Mostramos ainda
que, se o mono´ide dado for tambe´m cancelativo, ele e´ isomorfo a um submono´ide de um grupo
comutativo finitamente gerado.
O estudo de grupos comutativos finitamente gerados torna-se assim fundamental. O segundo
capı´tulo deste trabalho e´, por essa raza˜o, dedicado ao estudo dos grupos comutativos finitamente
gerados. Na primeira secc¸a˜o, consideramos o grupo aditivo Zn, n ∈ N, e estudamos conceitos
ana´logos aos estudados em espac¸os vetoriais sobre um corpo: combinac¸a˜o linear de elementos
do grupo Zn, base de um subgrupo de Zn, dimensa˜o de um subgrupo de Zn e isomorfismo de
subgrupos de Zn. Na segunda secc¸a˜o, sa˜o estudadas matrizes com entradas inteiras. O estudo
destas matrizes e´, em tudo, ana´logo ao estudo das matrizes com entradas num corpo K qualquer.
O processo de eliminac¸a˜o de Gauss-Jordan numa matriz com entradas num corpo K permite
transformar uma matriz qualquer numa matriz da forma
⎡⎢⎢⎢⎢⎣
Ir 0
0 0
⎤⎥⎥⎥⎥⎦
que e´ equivalente a` matriz
inicial. Mostramos que qualquer matriz com entradas inteiras e´ equivalente a uma matriz da
forma
⎡⎢⎢⎢⎢⎣
D 0
0 0
⎤⎥⎥⎥⎥⎦
, onde D e´ uma matriz diagonal. Os elementos dessa matriz diagonal sa˜o de-
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2signados por fatores invariantes de D. Como veremos, por Z na˜o ser corpo, o procedimento de
“transformac¸a˜o” da matriz inicial numa matriz da forma referida na˜o e´ ta˜o simples como no caso
de matrizes com entradas num corpo.
Ainda nesta secc¸a˜o, apresentamos exemplos que ilustram algumas diferenc¸as nos procedi-
mentos com matrizes com entradas inteiras. Os resultados obtidos para estas matrizes sa˜o impor-
tantes na medida em que sa˜o “traduzidos” para subgrupos de Zn. Definimos fatores invariantes
de um subgrupo M e “equac¸o˜es” de M relativamente a` base cano´nica de Zn . Munidos com estes
resultados, enunciamos e demonstramos o teorema de estrutura para grupos comutativos finita-
mente gerados: qualquer grupo comutativo finitamente gerado e´ isomorfo a um produto direto
de grupos Zd1 × ...×Zdr ×Zk, para certos naturais d1,d2, ...,dr,k ∈N/{0}.
No terceiro capı´tulo desta dissertac¸a˜o, estudamos os mono´ides cancelativos que sa˜o finitos.
Mono´ides cancelativos finitos sa˜o, naturalmente, finitamente gerados. Com base no estudo feito
nos capı´tulos anteriores, obtemos que qualquer mono´ide cancelativo finitamente gerado e´ iso-
morfo a submono´ide de Zd1 × ...×Zdr ×Zk. Comec¸amos, assim, por considerar um mono´ide
cancelativo finitamente gerado S e identificar o submono´ide de Zd1 × ...×Zdr ×Zk isomorfo a S.
Provamos de seguida que a classe dos mono´ides cancelativos finitos coincide com a classe dos
grupos finitos e vemos como e´ que isso se reflete nas equac¸o˜es do subgrupo de Zn associado ao
mono´ide inicial.
Capı´tulo 1
Definic¸o˜es, resultados preliminares e
notac¸o˜es
Este capı´tulo e´ constituı´do por quatro secc¸o˜es. Nas treˆs primeiras secc¸o˜es relembramos definic¸o˜es
e resultados ba´sicos gerais. Na u´ltima secc¸a˜o, sa˜o introduzidas definic¸o˜es e apresentados resul-
tados relativos a mono´ides comutativos finitamente gerados.
1.1 Conceitos e resultados ba´sicos
Comecemos por recordar a noc¸a˜o de semigrupo.
Definic¸a˜o 1.1.1. Um semigrupo e´ um par (S, ⋅) em que S e´ um conjunto na˜o vazio e ⋅ uma
operac¸a˜o bina´ria, definida em S, que satisfaz a propriedade associativa, ou seja, tal que:
∀a,b,c ∈ S∶ (a ⋅b) ⋅c = a ⋅(b ⋅c) .
Como veremos na Secc¸a˜o 4 deste capı´tulo, todo o mono´ide finitamente gerado e´ isomorfo a
um submono´ide de um grupo aditivo. Por esta raza˜o, usaremos, nesta monografia, a notac¸a˜o adi-
tiva para representar a operac¸a˜o bina´ria do mono´ide S. Escreveremos apenas S para representar
o semigrupo (S,+).
Definic¸a˜o 1.1.2. Um semigrupo S diz-se comutativo se a operac¸a˜o + for comutativa, i.e, se
∀a,b,c ∈ S∶ a+b = b+a.
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Definic¸a˜o 1.1.3. Diz-se que e ∈ S e´ elemento identidade de S se:
∀a ∈ S, a+e = e+a = a.
Proposic¸a˜o 1.1.1. Num semigrupo S , se existir, o elemento identidade e´ u´nico.
Demonstrac¸a˜o. Suponhamos que S tem dois elementos identidade e1 e e2. Por um lado, como
e1 e´ identidade de S, temos e1 + e2 = e2. Por outro lado, como e2 e´ identidade de S, obtemos
e1+e2 = e1. Logo e1 = e2. Assim, um semigrupo tem, no ma´ximo um elemento identidade.
∎
Quando existe, o elemento identidade de S representa-se por 0S ou, caso na˜o haja ambigui-
dade, apenas por 0.
Associada a` estrutura de semigrupo, surge a noc¸a˜o de mono´ide.
Definic¸a˜o 1.1.4. Um mono´ide e´ um semigrupo S com identidade.
Exemplos:
1. O semigrupo (2N, ⋅) na˜o tem identidade.
2. (N0,+) e´ um mono´ide com identidade 0.
3. (Z,×) e´ um mono´ide com identidade 1.
4. (Mn×p(R),+) e´ um mono´ide cuja identidade e´ a matriz nula On×p.
5. (F (X) ,○), em que X e´ um conjunto, F (X) representa o conjunto das func¸o˜es de X em X
e ○ e´ a composic¸a˜o de func¸o˜es, e´ um mono´ide cuja identidade e´ a func¸a˜o idX .
No capı´tulo 3 estudaremos uma classe de semigrupos que satisfazem a chamada lei do corte.
Diz-se que um semigrupo S satisfaz a lei do corte se
∀x, y, z ∈ S ∶ x+ z = y+ z⇒ x = y ∧ z+x = z+y⇒ x = y.
A lei do corte na˜o e´ necessariamente satisfeita num semigrupo arbitra´rio. De facto, no semigrupo
(F (N) ,○), as aplicac¸o˜es f , g e h ∈ F (N) definidas por f (x) = 2, g(x) = 2x e h(x) = 2x+1, para
qualquer x ∈N, sa˜o tais que f ○g = f ○h. No entanto, g ≠ h.
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Definic¸a˜o 1.1.5. Um semigrupo diz-se cancelativo se a operac¸a˜o nele definida satisfaz a lei do
corte.
Definic¸a˜o 1.1.6. Seja S um mono´ide. Um elemento b ∈ S diz-se um sime´trico de a ∈ S se satisfaz
a condic¸a˜o a+b = b+a = 0.
Proposic¸a˜o 1.1.2. Seja S um mono´ide. Enta˜o, cada elemento a ∈ S tem, no ma´ximo, um elemento
sime´trico.
Demonstrac¸a˜o. Seja a ∈ S. Suponhamos que b,c ∈ S sa˜o sime´tricos de a. Enta˜o:
b = b+0 = b+(a+c) = (b+a)+c = 0+c = c.
∎
Num mono´ide S, o sime´trico de a ∈ S, se existir, representa-se por −a.
Definic¸a˜o 1.1.7. Seja S um mono´ide. Um subconjunto H de S diz-se um submono´ide de S se:
• 0 ∈H
• ∀a,b ∈H, a+b ∈H.
Proposic¸a˜o 1.1.3. A intersec¸a˜o de uma famı´lia {Si}i∈I de submono´ides de um mono´ide S e´ um
submono´ide de S.
Demonstrac¸a˜o. Sejam I um conjunto na˜o vazio de ı´ndices e {Si}i∈I uma famı´lia de submono´ides
de S. Como Si ⊆ S, qualquer que seja i ∈ I, e´ claro que ⋂i∈I Si ⊆ S. Para ale´m disso, uma vez que,
para qualquer i ∈ I se tem 0 ∈ Si, a definic¸a˜o de intersec¸a˜o de conjuntos garante que 0 ∈ ⋂i∈I Si.
Finalmente, sejam a,b ∈ ⋂i∈I Si. Enta˜o a, b ∈ Si, para qualquer i ∈ I e, uma vez que todo o Si e´ um
submono´ide de S, obtemos a+b ∈ Si, para qualquer i ∈ I. Logo a+b ∈ ⋂i∈I Si. Assim, ⋂i∈I Si e´ um
submono´ide de S.
∎
Sejam S um mono´ide e A ⊆ S. Seja {Si}i∈I a famı´lia de todos os submono´ides de S que conteˆm
A. Pela Proposic¸a˜o 1.1.3, ⋂i∈I Si e´ um submono´ide de S. Ale´m disso, como A ⊆ Si, para qualquer
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i ∈ I, temos A ⊆⋂i∈I Si. Finalmente, se M e´ um submono´ide de S e A ⊆M enta˜o M = S j, para algum
j ∈ I e, portanto, ⋂i∈I Si ⊆ M. Temos, assim, que ⋂i∈I Si e´ o menor submono´ide de S que conte´m
A. Deste modo, faz sentido introduzir a seguinte definic¸a˜o:
Definic¸a˜o 1.1.8. Dado um mono´ide S e um subconjunto A de S, chama-se submono´ide de S
gerado por A e, representa-se por ⟨A⟩, ao menor submono´ide de S que conte´m A.
Como veremos mais adiante, e´ importante conhecermos a ’forma’ dos elementos de ⟨A⟩. Para
tal, precisamos de introduzir o conceito de mu´ltiplo-n de um elemento de S, para qualquer n ∈N0.
Definic¸a˜o 1.1.9. Sejam S um mono´ide, a ∈ S e n ∈N0. Chama-se mu´ltiplo-n de a e representa-se
por na ao elemento de S assim definido:
• 0a = 0;
• (n+1)a = na+a, para qualquer n ∈N0.
Proposic¸a˜o 1.1.4. Sejam S um mono´ide, a, b ∈ S e n, p ∈N0. Enta˜o:
i) n(a+b) = na+nb;
ii) (np)a = n(pa) = p(na).
Proposic¸a˜o 1.1.5. Sejam S um mono´ide e A um subconjunto de S. Enta˜o:
⟨A⟩ = { r∑
i=1
niai ∶ r ∈N, ni ∈N e ai ∈ A, para qualquer 1 ≤ i ≤ r}
Demonstrac¸a˜o. Seja T = { r∑
i=1
niai ∶ r ∈N, ni ∈N e ai ∈ A, para qualquer 1 ≤ i ≤ r}. Como, para
cada a ∈ A, a = 1a, e´ claro que A ⊆ T . Ca´lculos de rotina mostram que T e´ submono´ide de S.
Finalmente, se M e´ um submono´ide de S que conte´m A, enta˜o, dado x = r∑
i=1
niai ∈ T , temos que
ai ∈ M e niai ∈ M, para qualquer i. Logo
r
∑
i=1
niai ∈ M, isto e´, x ∈ M. Assim, T ⊆ M. Portanto,
T = { r∑
i=1
niai ∶ r ∈N,ni ∈N,ai ∈ A,1 ≤ i ≤ r} e´ o menor submono´ide de S que conte´m A.
∎
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Quando, para certo A ⊆ S, S = ⟨A⟩, dizemos que S e´ gerado por A ou que A e´ um conjunto de
geradores de S. Tem-se sempre que S = ⟨S⟩, para qualquer mono´ide S.
Definic¸a˜o 1.1.10. Um mono´ide S diz-se finitamente gerado se admite um conjunto finito de
geradores.
O produto cartesiano de n mono´ides, com n ∈N, pode ser algebrizado de modo muito natural
com o objetivo de se obter um novo mono´ide. Vejamos como.
Sejam n ∈N e S1, S2, ...,Sn n mono´ides. Consideremos o produto cartesiano S1×S2× ....×Sn.
Para quaisquer (a1,a2, ...,an) e (b1,b2, ...,bn) ∈ S1×S2× ....×Sn definimos
(a1,a2, ...,an)+(b1,b2, ...,bn) = (a1+b1,a2+b2, ...,an+bn) .
Ca´lculos simples mostram que a seguinte proposic¸a˜o e´ verdadeira.
Proposic¸a˜o 1.1.6. Sejam n ∈ N e S1, ...,Sn n mono´ides. O conjunto S1 ×S2 × ...×Sn munido da
operac¸a˜o definida anteriormente e´ um mono´ide.
Definic¸a˜o 1.1.11. O mono´ide (S1×S2× ...×Sn,+) designa-se por produto direto de S1,S2, ...,Sn.
Se Si = S j = T para todo 1 ≤ i ≤ n, o produto direto (S1×S2× ...×Sn,+) representa-se por T n.
Definic¸a˜o 1.1.12. Um mono´ide S diz-se um grupo se todos os elementos de S admitirem sime´trico.
Definic¸a˜o 1.1.13. Sejam S um grupo e H ⊆ S. Diz-se que H e´ um subgrupo de S se (H,+∣H) e´
um grupo. Escreve-se H < S para representar que H e´ um subgrupo de S.
Proposic¸a˜o 1.1.7. Sejam S um grupo e H ⊆ S. H e´ um subgrupo de S se e so´ se:
i) 0 ∈H;
ii) se x,y ∈H enta˜o x−y ∈H.
Demonstrac¸a˜o. Suponhamos que (H,+∣H) e´ grupo. Enta˜o, H ≠ ∅ e podemos, portanto, tomar
x ∈H e considerar −x ∈H. Como, x+(−x) ∈H, obtemos 0 ∈H. Dados x, y ∈H, como (H,+∣H) e´
grupo, temos que, −y ∈H e que x+(−y) ∈H, i.e, ii) e´ satisfeita.
Reciprocamente, suponhamos i) e ii) satisfeitas. Tomemos y ∈H. Como 0 ∈H, por ii), obtemos
enta˜o 0−y ∈H, i.e., −y ∈H. Ale´m disso, se x ∈H, por ii) obtemos x−(−y) ∈H, i.e, x+y ∈H. Logo
(H,+∣H) e´ subgrupo de (S,+). ∎
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Proposic¸a˜o 1.1.8. Todo o grupo e´ um mono´ide cancelativo.
Demonstrac¸a˜o. Seja S um grupo. Por definic¸a˜o de grupo, S e´ um mono´ide. Sejam a, b, c ∈ S.
Temos:
a+b = a+c⇒−a+(a+b) = −a+(a+c)
⇒ (−a+a)+b = (−a+a)+c (propriedade associativa)
⇒ 0+b = 0+c
⇒ b = c
Analogamente, a+b = c+b⇒ a = c.
∎
Seguindo um procedimento ana´logo ao estabelecido para os mono´ides, prova-se que, dado
um grupo G e um subconjunto X de G, a intersecc¸a˜o de todos os subgrupos de G que conteˆm X
e´ o menor subgrupo de G que conte´m X . Este subgrupo representa-se por ⟨X⟩ e designa-se por
subgrupo de G gerado por X . Uma vez que, num grupo existe identidade e todos os elementos
teˆm sime´trico, o conceito de mu´ltiplo-n de um elemento de um mono´ide n ∈N0 pode ser estendido
para qualquer inteiro:
Definic¸a˜o 1.1.14. Sejam G um grupo , a ∈G e n ∈Z. Chama-se mu´ltiplo-n de a, e representa-se
por na, ao elemento de G assim definido:
• 0a = 0
• (n+1)a = na+a, se n ∈N0
• na = −(−na), se n ∈Z−.
Uma proposic¸a˜o ana´loga a` Proposic¸a˜o 1.1.4 e´ va´lida para qualquer grupo G e quaisquer
inteiros n e p.
Proposic¸a˜o 1.1.9. Sejam S um mono´ide, a, b ∈ S e n, p ∈Z. Enta˜o:
i) n(a+b) = na+nb;
ii) (np)a = n(pa) = p(na).
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Com uma argumentac¸a˜o em tudo semelhante a` usada na demonstrac¸a˜o da Proposic¸a˜o 1.1.5
prova-se que a seguinte proposic¸a˜o e´ verdadeira:
Proposic¸a˜o 1.1.10. Dado um grupo G e um subconjunto X de G,
⟨X⟩ = { r∑
i=1
ziai ∶ r ∈N, zi ∈Z e ai ∈ A, para qualquer 1 ≤ i ≤ r.}
Se G = X e X e´ finito, diz-se que G e´ finitamente gerado.
Tendo em conta o modo como a operac¸a˜o de adic¸a˜o esta´ definida em S1×S2× ...×Sn, ca´lculos
simples mostram que ha´ propriedades alge´bricas dos mono´ides S1, ...,Sn que sa˜o ”herdadas” pelo
mono´ide S1×S2× ...×Sn.
Temos, assim, a seguinte proposic¸a˜o:
Proposic¸a˜o 1.1.11. Sejam n ∈N e S1, ...,Sn n mono´ides. Enta˜o,
i) Se os mono´ides S1, ...,Sn sa˜o cancelativos enta˜o S1×S2× ...×Sn e´ cancelativo.
ii) Se os mono´ides S1, ...,Sn sa˜o finitamente gerados enta˜o S1 ×S2 × ...×Sn e´ finitamente ge-
rado.
iii) Se os mono´ides S1, ...,Sn sa˜o grupos enta˜o S1×S2× ...×Sn e´ um grupo.
1.2 Congrueˆncias
Em toda esta secc¸a˜o (S,+) e´ um mono´ide que representaremos apenas por S.
Uma relac¸a˜o bina´ria em S e´ um subconjunto de S× S. Dados uma relac¸a˜o bina´ria σ em S e
a, b ∈ S, escreveremos aσb para indicar que (a,b) ∈ σ .
Definic¸a˜o 1.2.1. Uma relac¸a˜o bina´ria σ definida em S diz-se uma relac¸a˜o de equivaleˆncia em S
se satisfaz as seguintes propriedades:
• e´ reflexiva: ∀a ∈ S, aσa;
• e´ sime´trica: se aσb enta˜o bσa, para quaisquer a ,b ∈ S;
• e´ transitiva : se aσb e bσc enta˜o aσc, para quaisquer a, b, c ∈ S.
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Sendo σ uma relac¸a˜o de equivaleˆncia definida em S, representamos por a ou por [a]σ , (a ∈ S)
a classe de equivaleˆncia de a determinada por σ , a = {b ∈ S ∶ aσb}, e por S/σ o conjunto quoci-
ente determinado por σ : S/σ = {a ∶ a ∈ S}.
Definic¸a˜o 1.2.2. Uma relac¸a˜o de equivaleˆncia σ em S diz-se uma congrueˆncia se e´ compatı´vel
com a operac¸a˜o + de S, isto e´, se, para quaisquer a, b,c ∈ S
aσb⇒ (a+c)σ(b+c) e (c+a)σ(c+b). (1)
Ca´lculos alge´bricos simples mostram que a condic¸a˜o (1) e´ equivalente a` condic¸a˜o:
aσb ∧ cσd ⇒ (a+c)σ (b+d) e (c+a)σ (d+b)
Seja σ uma relac¸a˜o de congrueˆncia em S. Verificamos de seguida que o facto de σ ser
compatı´vel com a operac¸a˜o + permite definir em S/σ uma operac¸a˜o de adic¸a˜o a` custa da adic¸a˜o
em S. Definamos
a+b = a+b, (2)
para quaisquer a, b ∈ S e mostremos que esta igualdade define uma operac¸a˜o em S/σ , i.e, que o
resultado a+b na˜o depende da escolha do representante em cada uma das classes a e b. Sejam
x ∈ a e y ∈ b. Temos:
x ∈ a e y ∈ b⇒ xσa e yσb⇒ (x+y)σ (a+b)⇒ x+y = a+b.
Assim, x+y = x+y = a+b = a+b.
Ca´lculos rotineiros, assentes na Definic¸a˜o 1.2.2, mostram que a adic¸a˜o em S/σ ”herda”as
propriedades da adic¸a˜o em S.
Proposic¸a˜o 1.2.1. Sejam S um mono´ide comutativo e σ uma congrueˆncia definida em S. Enta˜o
o conjunto, S/σ munido da operac¸a˜o definida em (2), e´ um mono´ide comutativo.
Ao mono´ide (S/σ ,+) da´-se o nome de mono´ide quociente de S determinado por σ , que
representaremos apenas por S/σ .
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Proposic¸a˜o 1.2.2. Sejam S um mono´ide e σ uma congrueˆncia definida em S. Temos que:
i) Se S e´ um grupo enta˜o S/σ tambe´m e´ um grupo;
ii) Se S e´ finitamente gerado enta˜o S/σ tambe´m e´ finitamente gerado.
Demonstrac¸a˜o. i) Sendo 0S a identidade de S, temos que 0S e´ a identidade de S/σ e, para
cada, a ∈ S/σ , −a = −a.
ii) Sendo S = ⟨A⟩, onde A = {a1, ...,an}, n ∈ N, temos que S/σ = ⟨B⟩, onde B = {a1, ...,an},
sendo possı´vel que ai = a j para i ≠ j. Assim, o nu´mero de geradores de S/σ e´ menor ou
igual a n e S/σ e´, portanto, finitamente gerado.
∎
1.3 Morfismos
Nesta secc¸a˜o, S e S′ sa˜o mono´ides.
Definic¸a˜o 1.3.1. Diz-se que uma aplicac¸a˜o f ∶ S→ S′ e´ um morfismo de mono´ides se:
• f (0S) = 0S′;
• ∀a, b ∈ S, f (a+b) = f (a)+ f (b).
Se a aplicac¸a˜o f satisfaz apenas a segunda condic¸a˜o, diz-se que f e´ um morfismo de semi-
grupos ou, apenas, que f e´ um morfismo.
Um morfismo de mono´ides f ∶ S→ S′ diz-se um:
• monomorfismo se f e´ injetiva;
• epimorfismo se f e´ sobrejetiva;
• isomorfismo se f e´ bijetiva.
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Sejam S e S′ semigrupos (respetivamente mono´ides). Se existir um isomorfismo de semigru-
pos (respetivamente mono´ides), f ∶ S→ S′, diz-se que S e´ isomorfo a S′ e escreve-se S ≃ S′.
Uma vez que a aplicac¸a˜o inversa de um isomorfismo e´ ainda um isomorfismo, se S ≃ S′
enta˜o S′ ≃ S. Assim, sem ambiguidade, dizemos que dois mono´ides sa˜o isomorfos se existe um
isomorfismo entre eles.
Proposic¸a˜o 1.3.1. Sejam S e S′ dois mono´ides isomorfos. Enta˜o:
i) S e´ um mono´ide cancelativo se e so´ se S′ e´ cancelativo;
ii) S e´ um mono´ide finitamente gerado se e so´ se S′ e´ finitamente gerado.
Demonstrac¸a˜o. Sejam S e S′ mono´ides e f ∶ S→ S′ um isomorfismo de mono´ides.
i) Sejam a′, b′ e c′ elementos quaisquer de S′ que satisfazem a′+b′ = c′+b′ e sejam a, b, c ∈ S,
tais que f (a) = a′, f (b) = b′ e f (c) = c′. Enta˜o
a′+b′ = c′+b′⇔ f (a)+ f (b) = f (c)+ f (b)
⇔ f (a+b) = f (c+b)
⇔ a+b = c+b
⇔ a = c
⇔ f (a) = f (c)
⇔ a′ = c′.
ii) Temos S = ⟨s1 s2 ... sn⟩⇔ f (S) = ⟨ f (s1) f (s2) ... f (sn)⟩⇔ S′ = ⟨ f (s1) f (s2) ... f (sn)⟩
∎
Definic¸a˜o 1.3.2. Seja f ∶ S→ S′ um morfismo de mono´ides. Chama-se nu´cleo de f , e representa-
se por Nuc f , a` relac¸a˜o bina´ria assim definida:
Nuc f = {(a,b) ∈ S×S ∶ f (a) = f (b)}.
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A relac¸a˜o Nuc f e´ uma relac¸a˜o de equivaleˆncia e, por f ser um morfismo, Nuc f e´ tambe´m
compatı´vel com a adic¸a˜o:
f (a) = f (b) e f (c) = f (d)⇒ f (a)+ f (c) = f (b)+ f (d)
⇔ f (a+c) = f (b+d)
⇔ (a+c,b+d) ∈Nuc f .
Assim,
Proposic¸a˜o 1.3.2. Seja f ∶ S → S′ um morfismo de mono´ides. A relac¸a˜o bina´ria Nuc f e´ uma
congrueˆncia em S.
Definic¸a˜o 1.3.3. Seja f ∶ S→ S′ um morfismo de mono´ides. Chama-se imagem da aplicac¸a˜o f e
representa-se por Im( f ) ao contradomı´nio de f:
Im( f ) = { f (a) ∶ a ∈ S} .
Proposic¸a˜o 1.3.3. Seja f ∶ S→ S′ um morfismo de mono´ides. O par (Im( f ) ,+) e´ um submono´ide
de S′.
Demonstrac¸a˜o. Como f e´ morfismo de mono´ides, f (0S) = 0S′ e, portanto, 0S′ pertence a Im( f ).
Logo Im( f ) ≠∅. Por outro lado, se a′, b′ ∈ Im f enta˜o a′ = f (a) e b′ = f (b) para certos a, b ∈ S.
Assim, a′+b′ = f (a)+ f (b) = f (a+b) e, portanto, a′+b′ ∈ Im f .
∎
Estamos agora em condic¸o˜es de estabelecer o Teorema do Homomorfismo para mono´ides.
Teorema 1.3.1. Seja f ∶ S→ S′ um morfismo de mono´ides. Enta˜o a aplicac¸a˜o f ∶ S/Nuc f → Im f ,
definida por f (a) = f (a), e´ um isomorfismo de mono´ides.
Demonstrac¸a˜o. A aplicac¸a˜o f e´ trivialmente sobrejetiva. ´E tambe´m, injetiva: para quaisquer
a,b ∈ S/Nuc f , tem-se
f (a) = f (b)⇔ f (a) = f (b)⇔ (a,b) ∈Nuc f ⇒ a = b.
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Finalmente, f e´ um morfismo de mono´ides. De facto, por um lado, por definic¸a˜o de f ,
f (0) = f (0S) e, como f e´ morfismo de mono´ides, f (0S) = 0S′ , pelo que f (0) = 0S′ . Por outro
lado, para quaisquer a,b ∈ S/Nuc f , tem-se
f (a+b) = f (a+b) = f (a+b) = f (a)+ f (b) = f (a)+ f (b) .
∎
1.4 Mono´ides finitamente gerados
Proposic¸a˜o 1.4.1. Seja S um mono´ide gerado por n elementos s1,s2, ...,sn. Enta˜o existe uma
congrueˆncia σ definida em Nn tal que S e´ isomorfo a Nn/σ .
Demonstrac¸a˜o. Dados os mono´ides Nn e S = ⟨s1, ...,sn⟩, consideremos a aplicac¸a˜o f ∶ Nn → S
definida por f (a1, ...,an) = n∑
i=1
aisi, para qualquer (a1, ...,an) ∈ Nn. Ca´lculos simples mostram
que f e´ um morfismo de mono´ides. A aplicac¸a˜o f e´ tambe´m sobrejetiva uma vez que, sendo
S = ⟨s1, ...,sn⟩, qualquer b ∈ S e´ tal que b = n∑
i=1
bisi para certos b1,b2, ...,bn ∈ N. Assim,
b = f (b1, ...,bn).
Consideremos agora σ = Nuc f . Pela Proposic¸a˜o 1.3.2, σ e´ uma congrueˆncia em Nn e, pelo
Teorema 1.3.1, Nn/Nuc f ≃ Im f . Como f e´ sobrejetiva, segue-se que S e´ isomorfo a Nn/Nuc f .
∎
Em vista deste teorema, estudar propriedades dos mono´ides finitamente gerados e´, de algum
modo, estudar propriedades das congrueˆncias em Nn. A Proposic¸a˜o 1.4.5 ilustra esta situac¸a˜o.
Seja σ uma congrueˆncia definida em Nn. Consideremos o seguinte subconjunto de Zn:
Mσ = {a−b ∶ a,b ∈Nn ∧ (a,b) ∈ σ} .
Proposic¸a˜o 1.4.2. Seja σ uma congrueˆncia definida em Nn. O conjunto Mσ e´ um subgrupo de
Zn.
Demonstrac¸a˜o. Seja Mσ = {a−b ∶ a,b ∈Nn ∧ (a,b) ∈ σ} ⊆Zn. Temos:
• Mσ ≠∅
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Como σ e´ reflexiva, (a,a) ∈ σ , para qualquer a ∈ Zn e, portanto a−a ∈ Mσ . Logo 0 ∈ Mσ .
Assim, Mσ ≠∅.
• Se a−b, x−y ∈Mσ , enta˜o (a−b)+(x−y) ∈Mσ
a−b, x−y ∈Mσ ⇒ (a,b),(x,y) ∈ σ
⇒ (a+x,b+y) ∈ σ
⇒ (a+x)−(b+y) ∈Mσ
⇔ (a−b)+(x−y) ∈Mσ .
• a−b ∈Mσ ⇒ −(a−b) ∈Mσ
De a−b ∈Mσ obtemos (a,b) ∈ σ . Como σ e´ sime´trica, (b,a) ∈ σ , isto e´, b−a ∈Mσ . Enta˜o
−(a−b) ∈Mσ .
∎
A cada congrueˆncia de Nn esta´, assim, associado um subgrupo de Zn. Podemos pensar agora
na situac¸a˜o recı´proca: dado um subgrupo H de Zn definimos uma relac¸a˜o bina´ria associada a
este subgrupo.
Definic¸a˜o 1.4.1. Seja H um subgrupo de Zn. Representa-se por ∼H a relac¸a˜o bina´ria definida
em Nn por:
∼H= {(a,b) ∈Nn×Nn ∶ a−b ∈H} .
Proposic¸a˜o 1.4.3. Seja H um subgrupo de Zn. A relac¸a˜o bina´ria ∼H definida em 1.4.1 e´ uma
congrueˆncia em Nn.
Demonstrac¸a˜o. Claramente ∼H e´ uma relac¸a˜o de equivaleˆncia em Nn. De facto, para qualquer
a ∈H, a−a ∈H porque H e´ subgrupo de Zn e, portanto (a,a) ∈∼H . Tambe´m por H ser subgrupo
de Zn, se a− b ∈ H enta˜o −(a−b) = −a+ b ∈ H, isto e´, (b,a) ∈∼H . Finalmente, se a− b ∈ H
e b− c ∈ H enta˜o (a−b)+ (b−c) ∈ H, isto e´, a− c ∈ H, ou seja (a,c) ∈∼H . Tomemos agora
(a,b) ,(c,d) ∈∼H . Temos, enta˜o, a−b ∈H e c−d ∈H pelo que, por H ser subgrupo de Zn, obtemos
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(a−b)+ (c−d) ∈ H. A associatividade e a comutatividade da operac¸a˜o de adic¸a˜o permitem
concluir que (a+c)−(b+d) ∈H, isto e´, que (a+c,b+d) ∈∼H .
∎
Mostra´mos, assim, que cada subgrupo de Zn determina uma congrueˆncia em Nn.
Sendo σ uma congrueˆncia em Nn e H um subgrupo de Zn, uma vez que Mσ e´ um subgrupo
de Zn e ∼H e´ uma congrueˆncia em Nn, colocam-se agora duas questo˜es:
1. Sera´ que ∼Mσ= σ ?
2. Sera´ que M∼H =H ?
`A questa˜o 2. e´ simples responder. De facto, por um lado, se x ∈ M∼H enta˜o x = a−b, para
algum (a,b) ∈∼H . Por definic¸a˜o de ∼H , isto e´ equivalente a dizer que a−b ∈H e, portanto, x ∈H.
Por outro lado, dado x ∈ H, como x = x− 0, obtemos (x,0) ∈∼H e, portanto, x ∈ M∼H . Assim,
M∼H =H.
Relativamente a` primeira questa˜o, mostramos de seguida que a igualdade ∼Mσ= σ nem sem-
pre e´ va´lida.
Proposic¸a˜o 1.4.4. Seja σ uma congrueˆncia definida em Nn. Enta˜o:
i) σ ⊆∼Mσ ;
ii) ∀(a,b) ∈∼Mσ ∃c ∈Nn ∶ (a+c,b+c) ∈ σ .
Demonstrac¸a˜o. i) Sejam a,b ∈Nn . Atendendo a` definic¸a˜o de Mσ e de ∼Mσ , temos:
(a,b) ∈ σ ⇒ a−b ∈Mσ ⇒ (a,b) ∈∼Mσ ,
o que garante que σ ⊆∼Mσ .
ii) Se (a,b) ∈∼Mσ enta˜o a−b ∈ Mσ e, portanto, a−b = x−y, para algum (x,y) ∈ σ . Como σ
e´ uma congrueˆncia em Nn e a ∈Nn, de (x,y) ∈ σ obtemos (a+x,a+y) ∈ σ e, uma vez que
a+y = b+x, concluimos que (a+x,b+x) ∈ σ . Fazendo x = c, temos (a+c,b+c) ∈ σ .
∎
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O pro´ximo resultado mostra que a igualdade ∼Mσ= σ esta´ relacionada com a “cancelativi-
dade” do mono´ide Nn/σ .
Proposic¸a˜o 1.4.5. Para qualquer congrueˆncia σ definida em Nn, tem-se que σ =∼Mσ se e so´ se
o mono´ide Nn/σ e´ cancelativo.
Demonstrac¸a˜o. Seja σ uma congrueˆncia definida em Nn. Suponhamos que σ =∼ Mσ e sejam
a, b, e c ∈Nn/σ tais que a+c = b+c. Enta˜o, a+c = b+c, isto e´, (a+c)σ (b+c). Pela Proposic¸a˜o
1.4.4 i), obtemos (a+c) ∼Mσ (b+c), isto e´, (a+c)−(b+c) ∈Mσ . Enta˜o a+c−b−c ∈Mσ , ou seja,
a−b ∈Mσ e, portanto, (a,b) ∈ σ . Assim, a = b o que permite concluir que Nn/σ e´ cancelativo.
Admitamos agora que o mono´ide Nn/σ e´ cancelativo. Pretendemos mostrar que σ =∼Mσ . Por
um lado, tendo em atenc¸a˜o a Proposic¸a˜o 1.4.4, temos σ ⊆∼Mσ . Por outro lado, se (a,b) ∈∼Mσ , a
Proposic¸a˜o 1.4.4 garante a existeˆncia de um elemento c ∈Nn tal que (a+c,b+c) ∈ σ . Temos:
a+c = b+c ⇒ a+c = b+c
e, como Nn/σ e´ cancelativo, segue-se que a = b. Logo (a,b) ∈ σ .
∎
Como vimos, a cada subgrupo de Zn esta´ associada uma congrueˆncia ∼H definida em Nn por:
a ∼H b⇔ a−b ∈H, para quaisquer a, b ∈Nn.
Sabemos, da Teoria de Grupos, que cada subgrupo H de um grupo abeliano G (no nosso caso,
Zn) determina uma congrueˆncia no grupo, nomeadamente a congrueˆncia ≡ (modH) definida em
Zn por:
a, b ∈Zn, a ≡ b(modH)⇔ a−b ∈H.
O mono´ide quociente Zn/ mod H e´ um grupo que e´ representado por Zn/H.
O pro´ximo resultado relaciona as congrueˆncias ∼H e ≡ (modH).
Proposic¸a˜o 1.4.6. Seja H um subgrupo de Zn. A correspondeˆncia i ∶ Nn/ ∼H→ Zn/H tal que
i(a∼H) = a≡H e´ um monomorfismo de mono´ides.
Demonstrac¸a˜o. Comecemos por verificar que a correspondeˆncia i e´ uma aplicac¸a˜o. De facto,
se a∼H = b∼H ∈Nn/ ∼H enta˜o a,b ∈Nn e (a,b) ∈∼H . Logo, a,b ∈Zn e a−b ∈ H o que significa que
a ≡ b(modH).
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• A aplicac¸a˜o i e´ injetiva. Sejam a∼H ,b∼H ∈ Nn/ ∼H tais que a≡ mod H = b≡ mod H . Enta˜o
a−b ∈H. Como a, b ∈Nn, obtemos (a,b) ∈∼H , isto e´, a∼H = b∼H .
• A aplicac¸a˜o i e´ um morfismo de mono´ides.
Por definic¸a˜o de i, i(0∼H) = 0≡( mod H) . Por outro lado, dados a∼H , b∼H ∈Nn/ ∼H , temos
i(a∼H +b∼H) = i(a∼H +b∼H)
= a+b≡( mod H)
= a≡( mod H)+b≡( mod H)
= i(a∼H)+ i(b∼H) .
∎
Uma vez que qualquer mono´ide S, gerado por n elementos (n ∈N), e´ isomorfo a um mono´ide
quociente Nn/σ , para certa congrueˆncia σ de Nn (Proposic¸a˜o 1.4.1), se S e´ cancelativo enta˜o
Nn/σ e´ tambe´m cancelativo (Proposic¸a˜o 1.3.1) e, portanto, obtemos, pela Proposic¸a˜o 1.4.5, que
um mono´ide finitamente gerado (n geradores) e´ cancelativo se e so´ se e´ isomorfo a um mono´ide
quociente Nn/ ∼Mσ para alguma congrueˆncia σ de Nn.
Temos, portanto, o seguinte corola´rio:
Corola´rio 1.4.1. Seja S um mono´ide finitamente gerado. Enta˜o S e´ cancelativo se e so´ se S e´
isomorfo a um submono´ide de um grupo.
Uma classe importante de mono´ides cancelativos e´ a classe dos grupos.
Definic¸a˜o 1.4.2. Seja a um elemento qualquer de Zn. Diz-se que:
• a e´ fortemente positivo se todas as suas coordenadas, em relac¸a˜o a uma qualquer base de
Zn, sa˜o positivas;
• a e´ na˜o negativo se todas as suas coordenadas, em relac¸a˜o a uma qualquer base de Zn,
sa˜o na˜o negativas.
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Proposic¸a˜o 1.4.7. Seja S um mono´ide finitamente gerado. As afirmac¸o˜es seguintes sa˜o equiva-
lentes:
i) S e´ um grupo;
ii) S e´ isomorfo a Nn/ ∼H para algum nu´mero positivo n e algum subgrupo H de Zn que
conte´m um elemento fortemente positivo;
iii) S e´ isomorfo a Zn/H para algum nu´mero positivo n e algum subgrupo H de Zn.
Demonstrac¸a˜o. Seja S um mono´ide finitamente gerado.
• i)⇒ ii)
Como S e´ grupo, S e´, em particular, um mono´ide cancelativo e, portanto, da prova do
Corola´rio 1.4.1, temos que S e´ isomorfo a Nn/ ∼Mσ para algum nu´mero inteiro positivo n e
para alguma congrueˆncia σ definida em Nn. Dado que S e´ um grupo, Nn/ ∼Mσ tambe´m e´
um grupo e, por isso, o elemento (1, ...,1)∼Mσ admite sime´trico. Seja (a1, ...,an)∼Mσ o seu
sime´trico. Enta˜o
(a1+1, ...,an+1)∼Mσ = (1, ...,1)∼Mσ +(a1, ...,an)∼Mσ = (0, ...,0)∼Mσ .
Logo, (a1+1, ...,an+1) ∼Mσ (0, ...,0) o que, por definic¸a˜o de Mσ , significa que
(a1+1, ...,an+1)−(0, ...,0) ∈Mσ . Como, (a1+1, ...,an+1) e´ um elemento fortemente po-
sitivo de Mσ , a afirmac¸a˜o ii) e´ verdadeira.
• ii)⇒ iii)
Sejam a ∈H um elemento fortemente positivo e x≡( mod H) um elemento arbitra´rio de Zn/H.
Dado que todas as coordenadas de a sa˜o positivas, existe um nu´mero natural k tal que
ka+x ∈Nn. Como a ∈H, tambe´m ka ∈H e, portanto, ka+x≡H = x≡H . Temos
i((ka+x)
∼H
) = (ka+x)≡H = x≡H
o que, dada a arbitrariedade de x≡( mod H), mostra que a aplicac¸a˜o i (definida na Proposic¸a˜o
1.4.6.) e´ sobrejetiva. Portanto, Nn/ ∼H≃Zn/H e o resultado segue-se.
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• iii)⇒ i)
´E consequeˆncia imediata do facto de Zn/H ser grupo.
∎
Capı´tulo 2
Grupos comutativos finitamente gerados
No capı´tulo anterior prova´mos que todo o mono´ide finitamente gerado e´ isomorfo a um mono´ide
quociente Nn/σ , para certa congrueˆncia σ de Nn. Se, para ale´m disso, o mono´ide dado for
cancelativo, enta˜o ele e´ isomorfo a um submono´ide de um grupo comutativo finitamente gerado.
Por esta raza˜o, estudamos neste capı´tulo, a estrutura dos grupos comutativos finitamente gerados.
Veremos que o seu estudo e´ equivalente ao estudo de grupos quociente da forma Zn/H, onde H
e´ subgrupo de Zn.
2.1 Base e dimensa˜o de um subgrupo de Zn
Seja n ∈ N e seja Zn o grupo produto direto de n fatores todos iguais a Z (Definic¸a˜o 1.1.11
e Proposic¸a˜o 1.1.11). Nesta secc¸a˜o vamos introduzir, no grupo Zn, conceitos semelhantes a
conceitos existentes no contexto de espac¸o vetorial sobre um corpo. Veremos, no entanto, que
nem todos os resultados relativos a espac¸os vetoriais sa˜o va´lidos no grupo Zn. Comec¸amos com
as duas seguintes definic¸o˜es.
Definic¸a˜o 2.1.1. Sejam r ∈N e m1,m2, ...,mr ∈Zn.
• Uma combinac¸a˜o linear de m1, m2, ...,mr e´ um elemento de Zn da forma:
z1m1+ z2m2+ ...+ zrmr
onde zi ∈Z, para todo o i ∈ {1, ...,r}.
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• Os elementos m1, m2, ...,mr dizem-se linearmente independentes (escreve-se l.i.) se
0Zn = 0m1+0m2+ ...+0mr
for a u´nica forma de escrever o zero de Zn como combinac¸a˜o linear de m1,m2, ...,mr.
Definic¸a˜o 2.1.2. Sejam M um subgrupo de Zn e r ∈N .
• Se M = {0}, chama-se base de M ao conjunto vazio.
• Se M ≠ {0}, diz-se que {m1,m2, ..,mr} ⊆ M e´ uma base de M se todo o elemento m ∈ M
se escreve de forma u´nica como combinac¸a˜o linear de m1,m2, ...,mr, isto e´, na forma
m=
r
∑
i=1
zi mi para alguns z1,z2, ...,zr ∈Z. Neste caso, os elementos z1, z2, ...,zr ∈Z designam-
se por coordenadas de m na base {m1,m2, ..,mr}.
Proposic¸a˜o 2.1.1. Sejam M um subgrupo de Zn e r ∈N. Enta˜o {m1, m2, ..,mr} e´ uma base de M
se e so´ se satisfaz as seguintes condic¸o˜es:
i) Todo o elemento de M pode ser escrito na forma m = r∑
i=1
zimi, para alguns z1, z2, ...,zr ∈Z
e
ii) Se
r
∑
i=1
zimi = 0, para alguns z1, z2, ...,zr ∈Z, enta˜o zi = 0, para qualquer i ∈ {1,2, ...,r}.
Demonstrac¸a˜o. Suponhamos que {m1,m2, ..,mr} e´ uma base de M. A condic¸a˜o i) e´ consequeˆncia
imediata da definic¸a˜o de base. Relativamente a` condic¸a˜o ii), temos , por hipo´tese, r∑
i=1
zimi = 0.
Como 0 = 0m1 + 0m2 + ...+ 0mr temos, como consequeˆncia da definic¸a˜o, que para qualquer
i ∈ {1,2, ...,r}, zi = 0.
Reciprocamente, suponhamos i) e ii). Seja m ∈ M. Por i) temos que m se escreve na forma
m =
r
∑
i=1
zi mi para certos z1, z2, ...,zr ∈ Z. Vamos verificar de seguida que os coeficientes zi esta˜o
univocamente determinados. Suponhamos que m tambe´m se escreve na forma m = r∑
i=1
z′imi, com
z′i ∈Z. Temos:
r
∑
i=1
zimi =
r
∑
i=1
z′imi⇒ 0 =
r
∑
i=1
zimi−
r
∑
i=1
z′imi⇒ 0 =
r
∑
i=1
(zi− z′i)mi.
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Pela condic¸a˜o ii), obtemos, assim, zi− z′i = 0 para qualquer i ∈ {1,2, ...,r}. Portanto, zi = z′i, para
qualquer i ∈ {1,2, ...,r}.
∎
Sempre que m1,m2, ...,mr verificam a condic¸a˜o i), dizemos que {m1,m2, ..,mr} e´ um con-
junto de geradores de M e escrevemos M = ⟨m1,m2, ...,mr⟩.
A condic¸a˜o ii) afirma que os elementos m1,m2, ...,mr de Zn sa˜o linearmente independentes.
Conve´m observar que m1,m2, ...,mr ∈ Zn sa˜o linearmente independentes se e so´ se sa˜o linear-
mente independentes como vetores do espac¸o vetorial Qn sobre o corpo Q.
Para cada 1 ≤ i ≤ n, seja ei o n-uplo de Zn que tem a i-e´sima coordenada igual a um e todas
as restantes iguais a zero. ´E simples mostrar que {e1,e2, ..,en} e´ uma base de Zn. A esta base
chama-se a base cano´nica de Zn.
Proposic¸a˜o 2.1.2. Seja M um subgrupo de Z. Enta˜o existe z ∈M tal que M = ⟨z⟩.
Demonstrac¸a˜o. Se M = {0}, enta˜o, claramente, M = ⟨0⟩.
Suponhamos que M ≠ ∅ e seja x ∈ M/{0}. Como M e´ um subgrupo de Z , −x ∈ M.
Assim, M tem pelo menos um nu´mero inteiro positivo, isto e´, {h ∈M ∶ h > 0} ≠ ∅. O conjunto
{h ∈M ∶ h > 0} e´ um subconjunto de N e, como N e´ um conjunto bem ordenado, {h ∈M ∶ h > 0}
tem elemento mı´nimo. Seja z = min{h ∈M ∶ h > 0}. Mostremos que M = ⟨z⟩. Por um lado, se
x ∈ ⟨z⟩ enta˜o x = tz, para algum t ∈ Z. Como z ∈ M e M e´ um subgrupo de Z, obtemos x ∈ M.
Por outro lado, dado h ∈ M, uma vez que z ≠ 0 obtemos, pelo algoritmo de Euclides, h = q× z+ r
para certos q,r ∈ Z tais que 0 ≤ r < z. Enta˜o r = h−qz e´ tal que 0 ≤ r < z. Dada a definic¸a˜o de z,
concluı´mos que r = 0. Deste modo, h = qz, isto e´, h ∈ ⟨z⟩.
∎
A proposic¸a˜o seguinte, que na˜o vamos demonstrar, estabelece que todo o subgrupo de Zn
tem uma base e indica o valor ma´ximo do nu´mero de elementos dessa base.
Proposic¸a˜o 2.1.3. Qualquer subgrupo de Zn admite uma base com, no ma´ximo, n elementos.
O resultado que se segue e´ bem conhecido da ´Algebra Linear.
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Lema 2.1.1. Consideremos o espac¸o vetorial Qn sobre o corpo Q e seja A ⊆ Qn. Enta˜o o
subespac¸o vetorial de Qn gerado por A, que se representa por ⟨A⟩Qn , e´ constituı´do por todas
as combinac¸o˜es lineares de vetores de A, ou seja:
⟨A⟩Qn = { t∑
i=1
qiai ∶ t ∈N, ai ∈ A, qi ∈Q} .
Tendo em atenc¸a˜o este lema, prova-se que:
Proposic¸a˜o 2.1.4. Seja M um subgrupo de Zn. Enta˜o todas as bases de M teˆm o mesmo nu´mero
de elementos.
Demonstrac¸a˜o. Suponhamos que B = {m1, ...,mr} e B′ = {m1, ...,mt} sa˜o duas bases de M. Mos-
tremos que t ≤ r. Dado que os elementos de B sa˜o linearmente independentes como vetores do
espac¸o vetorial racional Qn de dimensa˜o n, temos, pela Proposic¸a˜o 2.1.3, que B tem, no ma´ximo,
n elementos. O mesmo se verifica para B′. Temos, portanto, t, r ≤ n. Ora B e´ uma base do
subespac¸o vetorial V de Qn gerado por {m1, ...,mr} e, como
B′ ⊆ M = ⟨m1, ...,mr⟩Zn ⊊ V = ⟨m1, ..,mr⟩Qn ,
B′ e´ constituı´do por vetores (linearmente independentes) de V . Uma vez que o espac¸o vetorial V
tem dimensa˜o r, concluı´mos que t ≤ r. Trocando, neste raciocı´nio, os pape´is de B e B′, obtemos
r ≤ t e o resultado fica provado.
∎
A proposic¸a˜o que acaba´mos de provar permite introduzir, sem ambiguidade, a seguinte
definic¸a˜o:
Definic¸a˜o 2.1.3. Para qualquer subgrupo M de Zn , chama-se dimensa˜o de M e representa-se
por dimM ao nu´mero de elementos de uma qualquer base de M.
Pensando na base cano´nica de Zn, obtemos da Definic¸a˜o 2.1.3 que dim(Zn) = n. Assim,
temos que, para qualquer subgrupo M de Zn, dimM ≤ n.
´E importante referir que, relativamente a` dimensa˜o de um subgrupo de um grupo, a situac¸a˜o
e´ distinta da situac¸a˜o homo´loga para espac¸os vetoriais. Num espac¸o vetorial E, de dimensa˜o n,
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na˜o e´ possı´vel haver um subespac¸o F de E, distinto de E, com dimensa˜o n. Contudo, nos grupos
isto e´ possı´vel. Por exemplo, considerando o grupo Z de dimensa˜oo 1, {1} e´ uma base de Z, o
subgrupo 2Z de Z e´ distinto de Z e tem tambe´m dimensa˜o 1, ja´ que {2} e´ uma base de 2Z. Se
ampliarmos a base {2} com o elemento 3, como 3 na˜o e´ combinac¸a˜o linear de 2 (uma vez que 2
na˜o divide 3), poder-se-ia pensar que os elementos 2 e 3 de Z seriam linearmente independentes,
o que seria uma contradic¸a˜o porque a dimensa˜o de Z e´ 1. No entanto, 2 e 3 na˜o sa˜o linearmente
independentes, por exemplo, 0 = 3×2+(−2)×3.
O resultado dos espac¸os vetoriais que na˜o e´ va´lido nos grupos, e que permite que acontec¸a nos
grupos uma situac¸a˜o que, nos espac¸os vetoriais e´ impossı´vel, e´ o seguinte: dados n vetores de um
espac¸o vetorial, se eles sa˜o linearmente dependentes enta˜o pelo menos uma deles e´ combinac¸a˜o
linear dos restantes (ou seja, recorrendo ao contra-recı´proco, dados n vetores de um espac¸o
vetorial, se nenhum dos vetores e´ combinac¸a˜o linear dos restantes n− 1 vetores, enta˜o os n
vetores sa˜o linearmente independentes). A raza˜o pela qual este resultado na˜o e´ va´lido no caso
dos grupos e´ que o escalar na˜o nulo, na expressa˜o do vetor nulo como combinac¸a˜o linear dos n
vetores, pode na˜o ser invertı´vel (sendo na˜o nulo, ele e´ invertı´vel num corpo, que e´ o caso dos
espac¸os vetoriais).
Proposic¸a˜o 2.1.5. Seja M um subgrupo de Zn, de dimensa˜o k. Enta˜o os subgrupos M e Zk de
Zn sa˜o isomorfos.
Demonstrac¸a˜o. Seja B = {m1, ...,mk} uma base de M. Consideremos a aplicac¸a˜o f ∶ Zk →M
definida por f (z1, ...,zk) = k∑
i=1
zimi, para quaisquer z1,z2, ...,zk ∈Z. Mostremos que a aplicac¸a˜o f
e´ um isomorfismo.
• f e´ injetiva
Sejam (z1, ...,zk) ,(z′1, ...,z′k) ∈Zk. Temos:
f (z1, ...,zk) = f (z′1, ...,z′k)⇒ k∑i=1zimi =
k
∑
i=1
z′imi⇒
k
∑
i=1
zimi−
k
∑
i=1
z′imi = 0⇒
k
∑
i=1
(zi− z′i)mi = 0.
Como m1, ...,mk sa˜o linearmente independentes, segue-se que zi − z′i = 0, para qualquer
i ∈ {1, ...,k}, ou seja, zi = z′i, para todo i ∈ {1, ...,k}. Logo (z1, ...,zk)= (z′1, ...,z′k) e, portanto,
f e´ injetiva.
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• f e´ sobrejetiva
Seja m ∈ M. Enta˜o m =
k
∑
i=1
zimi, para certos z1,z2, ...,zk ∈ Z, i.e., m = f (z1, ...,zk) = m, para
certo (z1, ...,zk) ∈Zk.
• f e´ morfismo
Sejam (z1, ...,zk) ,(z′1, ...,z′k) ∈Zk. Temos:
f ((z1, ...,zk)+(z′1, ...,z′k)) = f (z1+ z′1, ...,zk+ z′k)
=
k
∑
i=1
(zi+ z′i)mi
=
k
∑
i=1
(zimi+ z′imi)
=
k
∑
i=1
zimi+
k
∑
i=1
z′imi
= f (z1, ...,zk)+ f (z′1, ...,z′k) .
∎
Corola´rio 2.1.1. Dois subgrupos de Zn sa˜o isomorfos se e so´ se tiverem a mesma dimensa˜o.
Demonstrac¸a˜o. Sejam M e M′ dois subgrupos de Zn. Suponhamos que M e M′ sa˜o isomorfos
e sejam k = dimM e t = dimM′. Pela Proposic¸a˜o 2.1.5, M e´ isomorfo a Zk e M′ e´ isomorfo a
Zt . Como M e M′ sa˜o isomorfos obtemos, dada a transitividade da relac¸a˜o de isomorfismo, Zk
isomorfo a Zt . Seja φ ∶ Zk → Zt um isomorfismo. Ca´lculos simples mostram que, considerando
a base cano´nica de Zk, {e1, ...,ek}, o conjunto {φ (e1) , ...,φ (ek)} e´ uma base de Zt . Assim
dimZt = k, pelo que t = k.
Reciprocamente, suponhamos que dimM = dimM′ = k. De novo a Proposic¸a˜o 2.1.5 garante
que M e´ isomorfo a Zk. Do mesmo modo, M′ e´ isomorfo a Zk. Como a relac¸a˜o de isomorfismo
e´ sime´trica e transitiva, concluı´mos que M e M′ sa˜o isomorfos.
∎
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2.2 Matrizes com entradas inteiras e fatores invariantes de
um subgrupo de Zn
Nesta secc¸a˜o vamos estudar as matrizes com entradas inteiras, dado que, como iremos verificar,
os resultados obtidos para estas matrizes podem ser de algum modo ”traduzidos”para subgrupos
de Zn.
Definic¸a˜o 2.2.1. Sejam n e 1 ≤ i, j ≤ n (i ≠ j) nu´meros inteiros positivos. As seguintes operac¸o˜es
efetuadas sobre as linhas (colunas) de uma matriz A designam-se por operac¸o˜es elementares
sobre linhas (operac¸o˜es elementares sobre colunas):
• E1 ∶ substituic¸a˜o de uma linha (coluna) da matriz A pelo seu produto por −1;
• E2 ∶ substituic¸a˜o de uma linha (coluna) de A pela sua soma com qualquer outra linha
(coluna) multiplicada por um nu´mero inteiro qualquer;
• E3 ∶ troca de duas linhas (colunas) quaisquer.
Definic¸a˜o 2.2.2. Sejam n e 1 ≤ i, j ≤ n (i ≠ j) nu´meros inteiros positivos.
Chamam-se matrizes linha-elementares de ordem n e representam-se como se indica de
seguida, a`s matrizes assim definidas:
• Li↔ j ∶ e´ a matriz obtida a partir da matriz identidade In trocando a linha i com a linha j;
• Li←−i ∶ e´ a matriz obtida a partir de In substituindo a linha i pelo seu produto por −1;
• L j← j+zi ∶ e´ a matriz que se obte´m de In substituindo a linha j pela sua soma com a linha i
multiplicada por qualquer z ∈ Z .
De modo ana´logo definem-se matrizes coluna-elementares. Estas matrizes representam-se,
respetivamente, por: Ci↔ j , Ci←−i e C j← j+zi .
Observemos que a matriz identidade In e´, simultaneamente, matriz linha-elementar e matriz
coluna-elementar.
Ca´lculos de rotina permitem demonstrar a proposic¸a˜o seguinte:
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Proposic¸a˜o 2.2.1. Sejam i, j dois nu´meros inteiros positivos, z ∈ Z e A uma matriz quadrada de
ordem n sobre Z. Enta˜o:
i) det(Li↔ j) = det(Ci↔ j) = −1;
ii) L−1i↔ j = L j↔i e C−1i↔ j =C j↔i;
iii) det(Li←−i) = det(Ci←−i) = −1;
iv) L−1i←−i = Li←−i e C−1i←−i =Ci←−i;
v) det(L j← j+zi) = det(C j← j+zi) = 1;
vi) L−1j← j+zi = L j← j−zi e C−1j← j+zi =C j← j−zi;
vii) A matriz Li↔ jA e´ a matriz obtida a partir da matriz A trocando a linha i de A com a linha
j de A;
A matriz ACi↔ j e´ a matriz resultante da troca da colunas i de A com a coluna j de A;
viii) A matriz Li←−iA e´ a matriz obtida a partir da matriz A, substituindo a linha i de A pelo seu
produto por −1;
A matriz ACi←−i e´ a matriz que resulta de A substituindo a coluna i de A pelo seu produto
por −1;
ix) A matriz L j← j+ziA e´ a matriz obtida a partir da matriz A, substituindo a linha j de A pela
sua soma com a linha i multiplicada por z (z ∈Z);
A matriz AC j← j+zi e´ a matriz resultante de A substituindo a coluna j de A pela sua soma
com a coluna i multiplicada por z (z ∈Z).
De notar que as alı´neas ii), iv) e vi) afirmam que as matrizes linha-elementares e coluna-
elementares sa˜o matrizes invertı´veis. Prova-se que o produto de matrizes elementares e´ uma
matriz invertı´vel.
Definic¸a˜o 2.2.3. Sejam A e B duas matrizes com entradas inteiras.
Diz-se que a matriz A e´ equivalente a` matriz B e escreve-se A ∼ B, se existe uma matriz
linha-elementar P e uma matriz coluna-elementar Q tal que A = PBQ.
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Com base em ii), iv) e vi) da Proposic¸a˜o 2.2.1, verifica-se que ” ∼ ” e´ uma relac¸a˜o de equi-
valeˆncia.
Proposic¸a˜o 2.2.2. Sejam A e B duas matrizes quaisquer com entradas inteiras.
A relac¸a˜o bina´ria definida em 2.2.3 e´ uma relac¸a˜o de equivaleˆncia.
Em virtude da Proposic¸a˜o 2.2.2, sempre que A ∼ B, afirmaremos, sem ambiguidade, que as
matrizes A e B sa˜o equivalentes.
Quando multiplicamos uma matriz qualquer por uma matriz linha-elementar (coluna-elementar),
dizemos que estamos a efetuar operac¸o˜es elementares sobre as linhas (colunas) da matriz dada.
A principal diferenc¸a entre trabalhar com uma matriz com entradas inteiras e trabalhar com uma
matriz com entradas num corpo K, prende-se com o facto de que, para ale´m das matrizes Li↔ j,
Li←−i, L j← j+zi, Ci↔ j , Ci←−i e C j← j+zi, as matrizes da forma Li←qi e Ci←qi com entradas em K,
com q ∈ K/{0}, igualmente chamadas matrizes elementares, sa˜o tambe´m invertı´veis. Portanto,
a conduc¸a˜o do processo de eliminac¸a˜o de Gauss-Jordan numa matriz com entradas num corpo
K permite levar essa matriz a uma matriz da forma
⎡⎢⎢⎢⎢⎣
Ir 0
0 0
⎤⎥⎥⎥⎥⎦
que e´, como sabemos, equivalente
a` matriz inicial. Como veremos mais adiante, qualquer matriz com entradas inteiras e´ equiva-
lente a uma matriz da forma
⎡⎢⎢⎢⎢⎣
D 0
0 0
⎤⎥⎥⎥⎥⎦
, onde D e´ uma matriz diagonal. Por Z na˜o ser corpo,
o procedimento de “transformac¸a˜o” da matriz inicial numa matriz da forma referida na˜o e´ ta˜o
simples.
Proposic¸a˜o 2.2.3. Seja A uma matriz, do tipo s× t, com entradas inteiras. Enta˜o a matriz A e´
equivalente a uma matriz da forma
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
d1 0 ... 0 0 ... 0
0 d2 ... 0 0 ... 0
... ... ... ... ... ... ...
... ... ... dr 0 ... 0
0 0 ... 0 0 ... 0
... ... ... ... ... ... ...
0 0 ... 0 0 ... 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
onde r ≤min{s,t}, {d1, ...,dr} ⊂N e di divide di+1 para todo o i ∈ {1,2, ...r−1}.
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A demonstrac¸a˜o desta proposic¸a˜o e´ construtiva no sentido em que consiste na apresentac¸a˜o
de um me´todo que permite levar a matriz dada a uma matriz da forma indicada. Por esta raza˜o
vamos apresentar alguns exemplos que ilustram, em todas as situac¸o˜es possı´veis, o processo a
seguir na obtenc¸a˜o de uma matriz da forma indicada.
Exemplo 2.2.1
Seja A =
⎡⎢⎢⎢⎢⎣
−3 1 4
1 5 −2
⎤⎥⎥⎥⎥⎦
.
O nosso objetivo e´ mostrar que a matriz A e´ equivalente a uma matriz da forma apresentada
na Proposic¸a˜o 2.2.3, isto e´, que existem matrizes invertı´veis P e Q tais que:
PAQ =
⎡⎢⎢⎢⎢⎣
d1 0 0
0 d2 0
⎤⎥⎥⎥⎥⎦
,
onde d1 divide d2.
Como a matriz A e´ do tipo 2×3 , comec¸amos por considerar as matrizes I2 e I3 que coloca-
mos, respetivamente, a` esquerda e a` direita da matriz A, como se segue:
⎡⎢⎢⎢⎢⎣
1 0
0 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
−3 1 4
1 5 −2
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
.
Com o objetivo de transformar a matriz A numa matriz da forma
⎡⎢⎢⎢⎢⎣
D 0
0 0
⎤⎥⎥⎥⎥⎦
, faremos operac¸o˜es
elementares sobre as linhas e sobre as colunas de A de tal forma que as operac¸o˜es efetuadas
nas linhas da matriz A sa˜o tambe´m efetuadas (e apenas) na matriz I2 e as operac¸o˜es realizadas
nas colunas da matriz A sa˜o tambe´m efetuadas (e apenas) na matriz I3. Quando atingirmos a
forma pretendida para a matriz A, as matrizes que surgirem a` esquerda e a` direita dessa matriz
sera˜o, respetivamente, as matrizes P e Q que procuramos. O primeiro passo do procedimento
e´ colocar, sempre que possı´vel, na posic¸a˜o (1,1) da matriz A, o menor elemento da matriz, em
valor absoluto.
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Vamos acompanhando o processo indicando as operac¸o˜es elementares efetuadas.
⎡⎢⎢⎢⎢⎣
1 0
0 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
−3 1 4
1 5 −2
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐ→
L1↔2A
⎡⎢⎢⎢⎢⎣
0 1
1 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 5 −2
−3 1 4
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
Neste exemplo, como a entrada que ocupa a posic¸a˜o (1,1) da matriz A divide todos os elementos
da linha 1 e todos os elementos da coluna 1, usando operac¸o˜es elementares do tipo E1 continua-
mos o processo anulando todas as restantes entradas da linha 1 e da coluna 1:
ÐÐÐÐÐÐÐ→
AC2←2+(−5).1
⎡⎢⎢⎢⎢⎣
0 1
1 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 −2
−3 16 4
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 −5 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐ→
AC3←3+2.1
⎡⎢⎢⎢⎢⎣
0 1
1 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0
−3 16 −2
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 −5 2
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐ→
L2←2+3.1A
⎡⎢⎢⎢⎢⎣
0 1
1 3
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0
0 16 −2
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 −5 2
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
.
Repetimos o processo para a entrada (2,2):
ÐÐÐ→
AC2↔3
⎡⎢⎢⎢⎢⎣
0 1
1 3
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0
0 −2 16
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 2 −5
0 0 1
0 1 0
⎤⎥⎥⎥⎥⎥⎥⎦
.
De novo, como −2 ∣ 16, anulamos a entrada (2,3) recorrendo a uma operac¸a˜o elementar do tipo
E1:
ÐÐÐÐ→
AC2←−2
⎡⎢⎢⎢⎢⎣
0 1
1 3
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0
0 2 16
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 −2 −5
0 0 1
0 −1 0
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
AC3←3+(−8).2
⎡⎢⎢⎢⎢⎣
0 1
1 3
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0
0 2 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 −2 11
0 0 1
0 −1 8
⎤⎥⎥⎥⎥⎥⎥⎦
.
Se a entrada (2,2) na˜o dividisse uma das entradas da linha 2 ou coluna 2, o processo seria um
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pouco mais complexo – este processo esta´ ilustrado no pro´ximo exemplo.
A matriz A foi, assim, transformada na matriz
⎡⎢⎢⎢⎢⎣
1 0 0
0 2 0
⎤⎥⎥⎥⎥⎦
, que tem a forma pretendida. As
matrizes P e Q procuradas sa˜o, respetivamente, P =
⎡⎢⎢⎢⎢⎣
0 1
1 3
⎤⎥⎥⎥⎥⎦
e Q =
⎡⎢⎢⎢⎢⎢⎢⎣
1 −2 11
0 0 1
0 −1 8
⎤⎥⎥⎥⎥⎥⎥⎦
. De facto,
por um lado P e Q sa˜o matrizes invertı´veis por serem produto, respetivamente, de matrizes linha-
elementares e coluna-elementares e, por outro lado ,
⎡⎢⎢⎢⎢⎣
0 1
1 3
⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎣
−3 1 4
1 5 −2
⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
1 −2 11
0 0 1
0 1 8
⎤⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
1 0 0
0 2 0
⎤⎥⎥⎥⎥⎦
.
Exemplo 2.2.2
Consideremos agora a matriz A =
⎡⎢⎢⎢⎢⎣
4 6 8
5 10 −12
⎤⎥⎥⎥⎥⎦
. Temos:
⎡⎢⎢⎢⎢⎣
1 0
0 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
4 6 8
5 10 −12
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
O menor elemento da matriz A, em valor absoluto, ja´ ocupa a posic¸a˜o (1,1). Acontece que o
nu´mero que ocupa essa posic¸a˜o na˜o divide, todos os elementos da linha 1 (4 na˜o divide 6) e,
assim, o processo na˜o e´ ta˜o simples como no exemplo anterior. Usando o algoritmo da divisa˜o
inteira, temos que 6 = 4 ⋅1+2. Como 2 divide 4, efetuamos na matriz A a operac¸a˜o elementar
AC2←2+(−1)⋅1, seguida da operac¸a˜o AC1↔2, obtendo uma matriz equivalente que tem na posic¸a˜o
(1,1) um nu´mero que divide todas as entradas da linha 1 :
⎡⎢⎢⎢⎢⎣
1 0
0 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
4 2 8
5 5 −12
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 −1 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐ→
AC1↔2
⎡⎢⎢⎢⎢⎣
1 0
0 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
2 4 8
5 5 −12
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
−1 1 0
1 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
.
´E claro que o resto da divisa˜o inteira de a11 por a12 pode na˜o dividir a11 . No entanto, o algoritmo
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de Euclides garante que ao fim de um nu´mero finito de diviso˜es se obte´m r tal que r divide a11.
Procedendo de modo ana´logo para as entradas da primeira coluna, observamos que 5 na˜o divide
2. Como 5 = 2 ⋅2+1, fazemos
ÐÐÐÐÐÐÐ→
L2←2+(−2)⋅1A
⎡⎢⎢⎢⎢⎣
1 0
−2 1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
2 4 8
1 −3 −28
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
−1 1 0
1 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐ→
L1↔2A
⎡⎢⎢⎢⎢⎣
−2 1
1 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 −3 −28
2 4 8
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
−1 1 0
1 0 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
.
Estamos agora numa situac¸a˜o em tudo ana´loga a` do Exemplo 2.2.1, pelo que procedemos como
enta˜o indica´mos:
ÐÐÐÐÐ→
AC2←2+3⋅1
⎡⎢⎢⎢⎢⎣
−2 1
1 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 −28
2 10 8
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
−1 −2 0
1 3 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐ→
AC3←3+28⋅1
⎡⎢⎢⎢⎢⎣
−2 1
1 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0
2 10 64
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
−1 −2 −28
1 3 28
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
L2←2+(−2)⋅1A
⎡⎢⎢⎢⎢⎣
−2 1
5 −2
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0
0 10 64
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
−1 −2 −28
1 3 28
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
.
O processo continua agora com a ana´lise da entrada (2,2). Ora 64 = 10 ⋅6+4,
ÐÐÐÐÐÐÐ→
AC3←3+(−6)⋅2
⎡⎢⎢⎢⎢⎣
−2 1
5 −2
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0
0 10 4
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
−1 −2 −16
1 3 10
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
.
Como 10 = 4 ⋅2+2,
ÐÐÐÐÐÐÐ→
AC2←2+(−2)⋅3
⎡⎢⎢⎢⎢⎣
−2 1
5 −2
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0
0 2 4
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
−1 30 −16
1 −17 10
0 −2 1
⎤⎥⎥⎥⎥⎥⎥⎦
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ÐÐÐÐÐÐÐ→
AC3←3+(−2)⋅2
⎡⎢⎢⎢⎢⎣
−2 1
5 −2
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0 0
0 2 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
−1 30 −76
1 −17 44
0 −2 5
⎤⎥⎥⎥⎥⎥⎥⎦
.
Finalmente,
⎡⎢⎢⎢⎢⎣
−2 1
5 −2
⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎣
4 6 8
5 10 −12
⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
−1 30 −76
1 −17 44
0 −2 5
⎤⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
1 0 0
0 2 0
⎤⎥⎥⎥⎥⎦
.
Assim, a matriz inicial A =
⎡⎢⎢⎢⎢⎣
4 6 8
5 10 −12
⎤⎥⎥⎥⎥⎦
e´ equivalente a` matriz
⎡⎢⎢⎢⎢⎣
1 0 0
0 2 0
⎤⎥⎥⎥⎥⎦
.
Aos elementos d1, ...,dr referidos na Proposic¸a˜o 2.2.3, damos o nome de fatores invariantes
da matriz A. Quer no Exemplo 2.2.1, quer no Exemplo 2.2.2, os fatores invariantes da matriz A
sa˜o 1 e 2.
Mostramos de seguida que, para cada matriz A ∈Ms×t (Z), os fatores invariantes esta˜o univo-
camente determinados. Para tal, definimos menor de ordem k de A (k ≤min{s,t}) como sendo o
determinante de qualquer submatriz quadrada de A de ordem k. Para cada k ≤min{s,t}, represen-
tamos por Dk (A) o ma´ximo divisor comum de todos os menores de ordem k de A. Ca´lculos sim-
ples mostram que Dk (A) na˜o se altera quando se efetua na matriz A qualquer uma das operac¸o˜es
elementares sobre linhas ou colunas.
Proposic¸a˜o 2.2.4. Seja A ∈Ms×t (Z). Enta˜o:
i) Dk (Li↔ jA) =Dk (A) =Dk(ACi↔ j);
ii) Dk (Li←−iA) =Dk (A) =Dk (ACi←−i);
iii) Dk (L j← j+ziA) =Dk (A) =Dk (AC j← j+zi).
∎
Corola´rio 2.2.1. Para quaisquer matrizes equivalentes A e B, Dk (A) = Dk (B), para qualquer
k ≤min{s,t}.
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Proposic¸a˜o 2.2.5. Duas matrizes com entradas inteiras sa˜o equivalentes se e so´ se teˆm os mes-
mos fatores invariantes.
Demonstrac¸a˜o. Sejam A e B matrizes com entradas inteiras e sejam
A1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
d1 0 ... 0 0 ... 0
0 d2 ... 0 0 ... 0
... ... ... ... ... ... ...
... ... ... dr 0 ... 0
0 0 ... 0 0 ... 0
... ... ... ... ... ... ...
0 0 ... 0 0 ... 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
e B1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
d1 0 ... 0 0 ... 0
0 d2 ... 0 0 ... 0
... ... ... ... ... ... ...
... ... ... ds 0 ... 0
0 0 ... 0 0 ... 0
... ... ... ... ... ... ...
0 0 ... 0 0 ... 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
as matrizes equivalentes, respetivamente, a A e a B, a que se refere a Proposic¸a˜o 2.2.3. Como
∼ e´ uma relac¸a˜o de equivaleˆncia , basta provar que A1 ∼ B1 se e so´ se r = s e di = d′i , para todo
1 ≤ i ≤ r . Por um lado, e´ claro que se r = s e di = d′i para todo o i, enta˜o A1 ∼ B1.
Reciprocamente, se A1 ∼ B1, enta˜o pelo Corola´rio 2.2.1, d1 × ...×dk = Dk (A1) = Dk (B1) =
d′1× ...×d′k, para qualquer 1 ≤ k ≤ r = s.
∎
Os resultados obtidos para matrizes podem ser ”traduzidos” para subgrupos de Zn. Comec¸amos
com uma proposic¸a˜o que permite obter bases novas de um subgrupo M de Zn, a partir de uma
qualquer base de M.
Proposic¸a˜o 2.2.6. Sejam M um subgrupo de Zn e {m1, ...,mi, ...,m j, ...,mr} uma base de M.
Enta˜o:
i) {m1, ...,m j, ...,mi, ...,mr} e´ uma base de M;
ii) {m1, ...,−mi, ...,m j, ...,mr} e´ uma base de M;
iii) {m1, ...,m j + zmi, ...,mr} e´ uma base de M, para qualquer z ∈Z.
Demonstrac¸a˜o. Como M = ⟨m1,m2...,mr⟩, os elementos de cada um dos conjuntos indicados
em i), ii) e iii) sa˜o combinac¸a˜o linear de m1,m2, ...,mr atrave´s de coordenadas inteiras univoca-
mente determinadas. Considerando a matriz cujas colunas sa˜o estas coordenadas, a Proposic¸a˜o
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2.2.1 garante que os elementos de cada um dos referidos conjuntos sa˜o linearmente indepen-
dentes. Em cada um dos casos, estes elementos sa˜o claramente geradores de M e, deste modo,
constituem uma base de M.
∎
As mudanc¸as de base apresentadas na proposic¸a˜o anterior, designam-se por mudanc¸as ele-
mentares de base.
Proposic¸a˜o 2.2.7. Seja B =
⎡⎢⎢⎢⎢⎢⎢⎣
b11 ... b1n
... ... ...
bn1 ... bnn
⎤⎥⎥⎥⎥⎥⎥⎦
uma matriz com entradas inteiras e, para cada
1 ≤ i ≤ n, seja bi = (bi1, ...bin) ∈Zn a linha i de B.
Enta˜o o conjunto {b1, ...,bn} e´ uma base de Zn se e so´ se detB ∈ {−1,1}.
Demonstrac¸a˜o. Suponhamos que {b1, ...,bn} e´ uma base de Zn. Enta˜o Zn = ⟨b1,b2, ..,bn⟩ e,
portanto, em particular, cada elemento ei da base cano´nica de Zn e´ tal que ei =
n
∑
j=1
zi jb j, ou seja,
⎡⎢⎢⎢⎢⎢⎢⎣
z11 ... z1n
... ... ...
zn1 ... znn
⎤⎥⎥⎥⎥⎥⎥⎦
.
⎡⎢⎢⎢⎢⎢⎢⎣
b11 ... b1n
... ... ...
bn1 ... bnn
⎤⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 ... 0
0 1 0 ... 0
... ... ... ... ...
0 0 0 ... 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Uma vez que detIn = 1 e que o determinante do produto de matrizes e´ igual ao produto dos
determinantes de cada uma das matrizes, temos que detB ∈ {−1,1}.
Reciprocamente, suponhamos que detB ∈ {−1,1}. Enta˜o detB ≠ 0 e, portanto, a matriz B e´
invertı´vel. Deste modo, o sistema de equac¸o˜es (x1, ...,xn) ⋅B = z tem uma u´nica soluc¸a˜o, z ⋅B−1,
qualquer que seja z ∈ Zn. Isto e´ o mesmo que dizer que qualquer elemento de Zn se escreve
de modo u´nico como combinac¸a˜o linear dos elementos b1,b2, ...,bn de Zn. Como dimZn = n
segue-se que {b1, ...,bn} e´ uma base de Zn. ∎
Proposic¸a˜o 2.2.8. Seja M um subgrupo de Zn de dimensa˜o r. Enta˜o existe uma base { f1, ..., fr, ..., fn}
de Zn e {d1, ...,dr} ⊊N tais que di divide di+1 para todo o i, e {d1 f1, ...,dr fr} e´ uma base de M.
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Demonstrac¸a˜o. Seja {m1, ...,mr} uma base de M onde mi = (mi1, ...,min) para todo o 1 ≤ i ≤ r.
A Proposic¸a˜o 2.2.3 garante a existeˆncia de matrizes P e Q tais que:
P
⎡⎢⎢⎢⎢⎢⎢⎣
m11 ... m1n
... ... ...
mr1 ... mrn
⎤⎥⎥⎥⎥⎥⎥⎦
Q =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
d1 0 ... 0 0 ... 0
0 d2 ... 0 0 ... 0
... ... ... ... ... ... ...
... ... ... ds 0 ... 0
0 0 ... 0 0 ... 0
... ... ... ... ... ... ...
0 0 ... 0 0 ... 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
para algum 0 ≤ s ≤ min{r,n}, {d1, ...,ds} ⊊ N e di divide di+1 para todo o 1 ≤ i ≤ s−1. Como
as matrizes P e Q, sendo produto de matrizes elementares, sa˜o invertı´veis, a caracterı´stica da
matriz
⎡⎢⎢⎢⎢⎢⎢⎣
m11 ... m1n
... ... ...
mr1 ... mrn
⎤⎥⎥⎥⎥⎥⎥⎦
, que e´ r, dado que {m1, ...,mr} e´ base, e a caracterı´stica da matriz
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
d1 0 ... 0 0 ... 0
0 d2 ... 0 0 ... 0
... ... ... ... ... ... ...
... ... ... ds 0 ... 0
0 0 ... 0 0 ... 0
... ... ... ... ... ... ...
0 0 ... 0 0 ... 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
sa˜o iguais e, consequentemente, r = s.
Considerando ⎡⎢⎢⎢⎢⎢⎢⎣
c11 ... c1n
... ... ...
cr1 ... crn
⎤⎥⎥⎥⎥⎥⎥⎦
= P
⎡⎢⎢⎢⎢⎢⎢⎣
m11 ... m1n
... ... ...
mr1 ... mrn
⎤⎥⎥⎥⎥⎥⎥⎦
,
e ci = (ci1, ...cin) para todo o i, temos que {c1, ...,cr} e´ uma base de M, pois e´ o resultado da
realizac¸a˜o de um nu´mero finito de mudanc¸as elementares de base efetuadas na base {m1, ...,mr}.
Finalmente, determinando a inversa da matriz Q e representando-a por Q−1 = [ fi j] temos que
detQ−1 ∈ {−1,1} dado a matriz Q ser produto de matrizes coluna-elementares, e o determinante
destas matrizes ser ±1 ( Proposic¸a˜o 2.2.1) .
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Enta˜o, como det Q−1 ∈ {−1,1}, concluimos, usando a Proposic¸a˜o 2.2.7, que { f1, ..., fn} , com
fi = ( fi1, ... fin), e´ uma base de Zn. Como
⎡⎢⎢⎢⎢⎢⎢⎣
c11 ... c1n
... ... ...
cr1 ... crn
⎤⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
d1 0 0 ... ... 0
0 d2 0 ... 0 0
... ... ... ... ... 0
... ... ... ... ... 0
0 0 dr 0 ... 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
f11 ... f1n
... ... ...
fn1 ... fnn
⎤⎥⎥⎥⎥⎥⎥⎦
,
obtemos ci = di fi para todo o i ∈ {1, ...,n} e, portanto, dado que {c1,c2, ...,cr} e´ uma base de M,
temos que {d1 f1, ...,dr fr} e´ uma base de M.
∎
Definic¸a˜o 2.2.4. Seja M um subgrupo de Zn. Dada uma base qualquer de M da´-se o nome
de fatores invariantes do subgrupo M aos fatores invariantes da matriz cujas linhas sa˜o as
coordenadas de cada um dos elementos da base de M.
Sejam M um subgrupo de Zn de dimensa˜o r, { f1, ..., fr, ..., fn} uma base de Zn e {d1 f1, ...,dr fr}
uma base de M com {d1, ...,dr} ⊊ N tais que di divide di+1 para todo o i. Enta˜o um elemento
x = (x1, ...,xn) ∈ Zn pertence a M se e so´ se as suas coordenadas (z1, ...,zn) relativamente a` base
{ f1, ..., fr, ..., fn} satisfazem:
z1 ≡ 0(modd1)
z2 ≡ 0(modd2)
...
zr ≡ 0(moddr)
zr+1 = 0.
...
zn = 0.
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Como (z1, ...,zn) sa˜o as coordenadas de x relativamente a` base { f1, ..., fn},
x = (x1, ...,xn) = z1 f1+ ...+ zn fn
e, portanto, considerando fi = ( fi1, ... fin) para todo o i, temos que:
[x1...xn] = [z1...zn] ⋅
⎡⎢⎢⎢⎢⎢⎢⎣
f11 ... f1n
... ... ...
fn1 ... fnn
⎤⎥⎥⎥⎥⎥⎥⎦
,
o que implica :
[z1...zn] = [x1...xn] ⋅
⎡⎢⎢⎢⎢⎢⎢⎣
g11 ... g1n
... ... ...
gn1 ... gnn
⎤⎥⎥⎥⎥⎥⎥⎦
,
onde a matriz com as entradas gi j e´ a inversa da matriz com entradas fi j (a matriz Q na demonstrac¸a˜o
da Proposic¸a˜o 2.2.8). Assim, o elemento x = (x1, ...xn) ∈Zn pertence a M se e so´ se:
g11x1+ ...+gn1xn ≡ 0(modd1)
g12x1+ ...+g2nxn ≡ 0(modd2)
...
g1rx1+ ...+gnrxn ≡ 0(moddr)
g1(r+1)x1+ ...+gn(r+1)xn = 0
...
g1nx1+ ............+gnnxn = 0.
Estas ”equac¸o˜es” designam-se, geralmente, por equac¸o˜es de M relativamente a` base {e1, ...,en}
ou, simplesmente, por equac¸o˜es de M.
Se algum di = 1, a equac¸a˜o correspondente pode ser eliminada pois e´ uma redundaˆncia.
Exemplo 2.2.3
Seja M = ⟨m1,m2,m3⟩, com m1 = (3,2,−1), m2 = (4,−1,5) e m3 = (2,−1,7), um subgrupo de
Z3.
Determinemos enta˜o as equac¸o˜es de M. Comecemos por determinar os fatores invariantes de
M. Recordemos que os fatores invariantes de M sa˜o os fatores invariantes da matriz cujas linhas
sa˜o ocupadas pelas coordenadas dos elementos da base de M.
Matrizes com entradas inteiras e fatores invariantes de um subgrupo de Zn 40
Temos: ⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
3 −2 1
4 −1 5
2 −1 7
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐ→
AC1↔3
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 −2 3
5 −1 4
7 −1 2
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 1
0 1 0
1 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐ→
AC2←2+2⋅1
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 3
5 9 4
7 13 2
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 1
0 1 0
1 2 0
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
AC3←3+(−3)⋅1
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
5 9 −11
7 13 −19
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 1
0 1 0
1 2 −3
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
L2←2+(−5)⋅1A
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 9 −11
7 13 −19
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 1
0 1 0
1 2 −3
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
L3←3+(−7)⋅1A
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
−7 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 9 −11
0 13 −19
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 1
0 1 0
1 2 −3
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐ→
AC3←−3
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
−7 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 9 11
0 13 19
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 −1
0 1 0
1 2 3
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
AC2←2+(−1)⋅3
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
−7 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 −2 11
0 −6 19
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 1 −1
0 1 0
1 −1 3
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐ→
AC2←−2
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
−7 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 2 11
0 6 19
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 −1 −1
0 −1 0
1 1 3
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
L3←3+(−3)⋅2A
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
8 −3 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 2 11
0 0 −14
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 −1 −1
0 −1 0
1 1 3
⎤⎥⎥⎥⎥⎥⎥⎦
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ÐÐÐÐÐÐÐ→
AC3←3+(−5)⋅2
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
8 −3 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 2 1
0 0 −14
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 −1 4
0 −1 5
1 1 −2
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐ→
L3←3+14⋅2A
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
−62 11 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 2 1
0 28 0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 −1 4
0 −1 5
1 1 −2
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐ→
AC2↔3
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
−62 11 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 2
0 0 28
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 4 −1
0 5 −1
1 −2 1
⎤⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
AC3←3+(−2)⋅2
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
−62 11 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 28
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0 4 −9
0 5 −11
1 −2 5
⎤⎥⎥⎥⎥⎥⎥⎦
Finalmente,
⎡⎢⎢⎢⎢⎢⎢⎣
−1 0 0
−5 1 0
−62 11 1
⎤⎥⎥⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
3 −2 1
4 −1 5
2 −1 7
⎤⎥⎥⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
0 4 −9
0 5 −11
1 −2 5
⎤⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 28
⎤⎥⎥⎥⎥⎥⎥⎦
e, portanto, os fatores invariantes de M sa˜o 1 e 28 e as equac¸o˜es de M sa˜o:
x3 ≡ 0(mod1)
4x1+5x2−2x3 ≡ 0(mod1)
−9x1−11x2+5x3 ≡ 0(mod28) .
Como as duas primeiras equac¸o˜es sa˜o triviais, concluimos que:
(x1,x2,x3) ∈M se e so´ se −9x1−11x2+5x3 e´ um mu´ltiplo de 28.
Definic¸a˜o 2.2.5. Um subgrupo M de Zn diz-se um subgrupo homoge´neo se, na lista das equac¸o˜es
de M, na˜o constar qualquer congrueˆncia, o que equivale a dizer que os fatores invariantes de M
sa˜o todos iguais a 1.
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Exemplo 2.2.4
Seja M = ⟨m1,m2,m3⟩ com m1 = (3,−2,1,0), m2 = (4,−1,5,1) e m3 = (2,−1,7,2), um sub-
grupo de Z4. Determinemos enta˜o as equac¸o˜es de M. Comecemos por determinar os fatores
invariantes de M. Tal como anteriormente, temos:
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
3 −2 1 0
4 −1 5 1
2 −1 7 2
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ÐÐÐ→
AC1↔3
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 −2 3 0
5 −1 4 1
7 −1 2 2
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐ→
AC2←2+2⋅1
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 3 0
5 9 4 1
7 13 2 2
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 1 0 0
1 2 0 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
AC3←3+(−3)⋅1
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
5 9 −11 1
7 13 −19 2
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 1 0 0
1 2 −3 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
L2←2+(−5)⋅1A
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 9 −11 1
7 13 −19 2
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 1 0 0
1 2 −3 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
L3←3+(−7)⋅1A
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
−7 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 9 −11 1
0 13 −19 2
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 1 0 0
1 2 −3 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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ÐÐÐ→
AC2↔4
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
−7 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 −11 9
0 2 −19 13
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
1 0 −3 2
0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
L3←3+(−3)⋅2A
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
3 −2 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 −11 9
0 0 3 −5
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
1 0 −3 2
0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐ→
AC3←3+11⋅2
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
3 −2 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 9
0 0 3 −5
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
1 0 −3 2
0 1 11 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
AC4←4+(−9)⋅2
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
3 −2 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 3 −5
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
1 0 −3 2
0 1 11 −9
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐ→
AC4←4+2⋅3
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
3 −2 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 3 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 2
0 0 0 1
1 0 −3 −4
0 1 11 13
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ÐÐÐ→
AC3↔4
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
3 −2 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 3
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 2 1
0 0 1 0
1 0 −4 −3
0 1 13 11
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ÐÐÐÐÐÐÐ→
AC4←4+(−3)⋅3
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
3 −2 1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 2 −5
0 0 1 −3
1 0 −4 9
0 1 13 −28
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Matrizes com entradas inteiras e fatores invariantes de um subgrupo de Zn 44
Finalmente,
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0
−5 1 0
3 −2 1
⎤⎥⎥⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
3 −2 1 0
4 −1 5 1
2 −1 7 2
⎤⎥⎥⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 2 −5
0 0 1 −3
1 0 −4 9
0 1 13 −28
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎦
e, portanto, M tem apenas um fator invariante que e´ 1. As equac¸o˜es de M sa˜o:
x3 ≡ 0(mod1)
x4 ≡ 0(mod1)
2x1+x2−4x3+13x4 ≡ 0(mod1)
−5x1−3x2+9x3−28x4 = 0.
Como as treˆs primeiras equac¸o˜es sa˜o triviais, concluimos que:
(x1,x2,x3,x4) ∈M se e so´ se −5x1−3x2+9x3−28x4 = 0.
O teorema seguinte e´ o u´ltimo ingrediente para a demonstrac¸a˜o do teorema de estrutura para
grupos comutativos finitamente gerados.
Teorema 2.2.1. Seja M um subgrupo de Zn com fatores invariantes d1, ...,dr. Enta˜o, o grupo
Zn/M e´ isomorfo ao grupo Zd1 × ...×Zdr ×Zn−r.
Demonstrac¸a˜o. Seja M um subgrupo de Zn com fatores invariantes d1, ...,dr. Pela Proposic¸a˜o
2.2.8, existe uma base de Zn, { f1, ..., fr, ..., fn} e uma base de M da forma {d1 f1, ...,dr fr}.
Consideremos a correspondeˆncia φ que a cada elemento
(z1 f1+ z2 f2+ ...+ zr fr + ...+ zn fn)+M de Zn/M, (zi ∈Z para todo 1 ≤ i ≤ n)
faz corresponder o elemento
([z1]d1 ,[z2]d2 , ...,[zr]dr ,zr+1, ...,zr+(n−r)) de Zd1 ×Zd2 × ...×Zdr ×Zn−r.
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´E simples ver que esta correspondeˆncia e´ uma aplicac¸a˜o de Zn/M em Zd1 ×Zd2 × ...×Zdr ×Zn−r.
Ca´lculos de rotina mostram que φ e´ um morfismo:
φ [(( n∑
i=1
zi fi)+M)+(( n∑
i=1
ti fi)+M)] = φ [( n∑
i=1
(zi+ ti) fi)+M]
= ([z1+ t1]d1 , ...[zr + tr]dr ,(zr+1+ tr+1) , ...,(zn+ tn))
= ([z1]d1 , ...,[zr]dr ,zr+1, ...,zn)+([t1]d1 , ...,[tr]dr ,tr+1, ...,tn)
= φ (( n∑
i=1
zi fi)+M)+φ (( n∑
i=1
ti fi)+M) .
A aplicac¸a˜o φ e´ tambe´m injetiva, ja´ que, se [zi]di = [ti]di para qualquer 1 ≤ i ≤ r, enta˜o zi−ti ∈
diZ, para todo o i ∈ {1, ...,r} e, portanto,
(z1− t1) f1+(z2− t2) f2+ ...+(zr − tr) fr ∈M,
o que significa que (z1 f1+ ...+ zr fr)+M = (t1 f1+ ...+ tr fr)+M. Deste modo,
([z1]d1 , ...,[zr]dr ,zr+1, ...,zn) = ([t1]d1 , ...,[tr]dr ,tr+1, ...,tn)⇒ (
n
∑
i=1
zi fi)+M = ( n∑
i=1
ti fi)+M
isto e´,
φ (( n∑
i=1
zi fi)+M) = φ (( n∑
i=1
ti fi)+M)⇒ ( n∑
i=1
zi fi)+M = ( n∑
i=1
ti fi)+M.
A sobrejetividade de φ e´ o´bvia. Logo φ e´ um isomorfismo de Zn/M em Zd1 × ...×Zdr ×Zn−r.
∎
Da proposic¸a˜o 1.4.7, sabemos que qualquer grupo comutativo finitamente gerado e´ isomorfo
a um grupo quociente Zn/M para algum subgrupo M de Zn. Enta˜o, tendo em atenc¸a˜o o Teorema
2.2.1, concluimos que qualquer grupo comutativo finitamente gerado e´ isomorfo a um produto
direto Zd1 × ...×Zdr ×Zn−r, onde d1, ...,dr sa˜o fatores invariantes de M.
Temos assim, o seguinte teorema de estrutura para grupos abelianos finitamente gerados:
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Teorema 2.2.2. Seja G um grupo comutativo finitamente gerado. Enta˜o existem nu´meros natu-
rais {di}, i ∈ {1, ...,n} e k tais que:
i) di divide di+1, para qualquer 1 ≤ i ≤ n−1;
ii) G e´ isomorfo a Zd1 × ...×Zdr ×Zk.
∎
Capı´tulo 3
Mono´ides cancelativos finitos
Neste capı´tulo estudamos a classe dos mono´ides cancelativos que sa˜o finitos: mostramos que esta
classe coincide com a classe dos grupos finitos e vemos como e´ que isso se reflete nas equac¸o˜es
do subgrupo de Zn associado ao mono´ide inicial.
Mono´ides cancelativos finitos sa˜o, naturalmente, finitamente gerados. Assim, comec¸amos
por considerar um mono´ide S comutativo, cancelativo e finitamente gerado e, com o teorema
de estrutura para grupos abelianos finitamente gerados presente, identificamos o submono´ide de
Zd1 × ...×Zdr ×Z
k isomorfo a S.
Se S = ⟨s1, ...,sn⟩ e´ um mono´ide finitamente gerado, a aplicac¸a˜o f ∶Nn→ S definida por
f (a1, ...,an) = n∑
i=1
aisi
e´ um epimorfismo (Proposic¸a˜o 1.4.1). Deste modo, S = f (Nn) ≅Nn/Nuc f . Uma vez que Nuc f
e´ uma congrueˆncia, o conjunto M = {a−b ∶ a,b ∈Nn,(a, b) ∈Nuc f} e´ um subgrupo de Zn. Se
o mono´ide S for tambe´m cancelativo, enta˜o Nn/Nuc f e´ cancelativo e, pela Proposic¸a˜o 1.4.5,
Nuc f =∼M, onde ∼M= {(a,b) ∈Nn×Nn ∶ a−b ∈M}. Assim, se S e´ um mono´ide cancelativo fi-
nitamente gerado, S ≅ Nn/Nuc f . Pela Proposic¸a˜o 1.4.6, Nn/Nuc f e´ isomorfo ao submono´ide
{[a]≡M ∶ a ∈Nn} do grupo Zn/ ≡M. Se d1,d2...,dr representarem os fatores invariantes de M, o
Teorema 2.2.1 garante que Zn/≡M e´ isomorfo a Zd1 ×Zd2...×Zdr ×Zn−r. Portanto, S e´ isomorfo
a um submono´ide do grupo Zd1 ×Zd2...×Zdr ×Zn−r.
A proposic¸a˜o que se segue identifica o submono´ide de Zd1 ×Zd2...×Zdr ×Zn−r isomorfo a S.
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Proposic¸a˜o 3.1. Seja M um subgrupo de Zn, com fatores invariantes d1,d2...,dr e tal que
(x1,x2, ...,xn) ∈M se e so´ se
a11x1+ ...+a1nxn ≡ 0(modd1)
a21x1+ ...+a2nxn ≡ 0(modd2)
...
ar1x1+ ...+arnxn ≡ 0(moddr)
a(r+1)1x1+ .........+a(r+1)nxn = 0
...
an1x1+ ........+annxn = 0
Enta˜o Nn/ ∼M e´ isomorfo ao submono´ide S de Zd1 ×Zd2...×Zdr ×Zn−rgerado por
{([a11]d1 , ...,[ar1]dr ,a(r+1)1, ...,an1) , ...,([a1n]d1 , ...,[arn]dr ,a(r+1)n, ...,ann)}
onde [a]d representa a classe de equivaleˆncia de a em Zd .
Demonstrac¸a˜o. Comecemos por observar que, uma vez que M e´ um subgrupo de Zn, a relac¸a˜o
∼M= {(a,b) ∈Nn×Nn ∶ a−b ∈M} e´ uma congrueˆncia em Nn×Nn.
Consideremos a correspondeˆncia φ assim definida: para qualquer [(a1,a2, ...,an)]∼M ∈Nn/∼M,
φ [(a1,a2, ...,an)]∼M = ⎛⎝[
n
∑
i=1
aia1i]
d1
, ...,[ n∑
i=1
aiari]
dr
,
n
∑
i=1
aia(r+1)i, ...,
n
∑
i=1
aiani
⎞
⎠ .
A correspondeˆncia φ e´ uma aplicac¸a˜o. De facto, para quaisquer (a1, ...,an) ,(b1, ...,bn) ∈Nn,
temos:
[(a1,a2, ...,an)]∼M = [(b1,b2, ...,bn)]∼M ⇒ (a1−b1, ...,an−bn) ∈M⇒
⇒
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a11 (a1−b1)+ ...+a1n (an−bn) ≡ 0(modd1)
...
ar1 (a1−b1)+ ...+arn (an−bn) ≡ 0(moddr)
a(r+1)1 (a1−b1)+ ...+a(r+1)n (an−bn) = 0
...
an1 (a1−b1)+ ...+ann (an−bn) = 0
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⇒
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a11a1+ ...+a1nan ≡ a11b1+ ...+a1nbn (modd1)
...
ar1a1+ ...+arnan ≡ ar1b1+ ...+arnbn (moddr)
a(r+1)1a1+ ...+a(r+1)nan = a(r+1)1b1+ ...+ar+1bn
...
an1a1+ ...+annan = an1b1+ ...+annbn
⇒
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[ n∑
i=1
a1iai]
d1
= [ n∑
i=1
a1ibi]
d1
...
[ n∑
i=1
ariai]
dr
= [ ∑
aribi
]
dr
n
∑
i=1
a(r+1)iai =
n
∑
i=1
a(r+1)ibi
...
n
∑
i=1
aniai =
n
∑
i=1
anibi
⇒ φ ([(a1, ...,an)]∼M) = φ ([(b1, ...,bn)]∼M)
Ca´lculos simples mostram que φ e´ um monomorfismo de mono´ides.
Finalmente, uma vez que ,
φ [(a1,a2, ...,an)]∼M = ⎛⎝[
n
∑
i=1
aia1i]
d1
, ...,[ n∑
i=1
aiari]
dr
,
n
∑
i=1
aia(r+1)i, ...,
n
∑
i=1
aiani
⎞
⎠ =
= a1 ([a11]d1 ,[a21]d2 ...,[ar1]dr ,a(r+1)1, ...,an1)+a2 ([a12]d1 ,[a22]d2 ...,[ar2]dr ,a(r+1)2, ...,an2)+ ...
...+an([a1n]d1 ,[a2n]d2 , ...,[arn]dn ,a(r+1)n, ...,ann)
segue-se que Imφ e´ o submono´ide de Zd1 ×Zd2...×Zdr ×Zn−rgerado por
{([a11]d1 , ...,[ar1]dr ,a(r+1)1, ...,an1) , ...,([a1n]d1 , ...,[arn]dr ,a(r+1)n, ...,ann)}
∎
Exemplo 3.1
Seja M = ⟨(−3,1,4) ,(1,5,−2)⟩ um subgrupo de Z3. Utilizando os resultados do Exemplo
2.2.1, temos:
⎡⎢⎢⎢⎢⎣
0 1
1 3
⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎣
−3 1 4
1 5 −2
⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
1 −2 11
0 0 1
0 1 8
⎤⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
1 0 0
0 2 0
⎤⎥⎥⎥⎥⎦
e, portanto, os fatores invariantes de
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M sa˜o 1 e 2 e as equac¸o˜es de M sa˜o:
x1 ≡ 0(mod1)
−2x1+x3 ≡ 0(mod2)
11x1+x2+8x3 = 0.
Como a primeira equac¸a˜o e´ trivial, temos:
(x1,x2,x3) ∈M se e so´ se −2x1+x3 ≡ 0(mod2) e 11x1+x2+8x3 = 0.
Enta˜o , N3/ ∼M e´ isomorfo ao submono´ide de Z1×Z2×Z gerado por
{([1]1,[−2]2 ,11) ,([0]1,[0]2 ,1) ,([0]1,[1]2 ,8)} .
que e´ isomorfo ao submono´ide de Z2×Z gerado por
{([−2]2 ,11) ,([0]2 ,1) ,([1]2 ,8)} .
A pro´xima proposic¸a˜o carateriza os mono´ides finitos que sa˜o cancelativos.
Proposic¸a˜o 3.2. Seja S um mono´ide finito. Enta˜o S e´ cancelativo se e so´ se S e´ grupo.
Demonstrac¸a˜o. Seja S um mono´ide finito. ´E claro que se S e´ um grupo, S e´ cancelativo. Reci-
procamente, suponhamos que S e´ cancelativo. Se S = {0S}, S e´ grupo. Suponhamos que S ≠ {0S}
e seja s ∈ S∖{0S}. Como S e´ finito, o subconjunto {ns ∶ n ∈N} de S e´ tambe´m finito pelo que
ms = ns para certos m, n ∈ N tais que m < n. De m < n obtemos n−m > 0; temos, de facto, que
n−m > 1 uma vez que, se n =m+1, dado que S e´ cancelativo, terı´amos
ms = ns⇒ms+0S =ms+ s⇒ s = 0S,
o que na˜o acontece. Portanto n − m > 1 e, logo n − m − 1 > 0. Assim,
(n−m−1)s+s = (n−m−1+1)s = (n−m)s = 0S, o que significa que (n−m−1)s e´ o sime´trico de
s. Dada a arbitrariedade de s em S/{0S}, concluimos que S e´ grupo.
∎
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Sabemos que qualquer mono´ide cancelativo finitamente gerado S e´ isomorfo a um mono´ide
quociente Nn/ ∼M para certo natural n e certo subgrupo M de Zn. Acontece que, se S e´ finito, isto
e´, se Nn/ ∼M e´ finito, as equac¸o˜es de M assumem uma forma especial. A pro´xima proposic¸a˜o
indica essa forma.
Proposic¸a˜o 3.3. Seja M um subgrupo de Zn. As seguintes afirmac¸o˜es sa˜o equivalentes:
i) Nn/ ∼M e´ finito;
ii) dim(M) = n;
iii) Nenhuma equac¸a˜o de M e´ da forma a1x1+ ...+anxn = 0.
Demonstrac¸a˜o. Provamos a seguinte sequeˆncia de implicac¸o˜es:
i)⇒ ii)⇒ iii)⇒ i)
i)⇒ ii)
Sabemos que dimZn = n. Seja (e1,e2, ...,en) a base cano´nica de Zn. Como Nn/ ∼M e´ finito,
para cada i, o subconjunto {k[ei]∼M ∶ k ∈N/{0}} de Nn/ ∼M e´ finito. Com um argumento se-
melhante ao apresentado na Proposic¸a˜o 3.2., obtemos k1, ...,kn ∈ N/{0} tais que ki [ei]∼M = 0,
para todo o i, isto e´, tendo em conta a definic¸a˜o de ∼M, kiei ∈ M. Tem-se, assim, n elementos
k1e1,k2e2, ...,knen linearmente independentes de M. Como M e´ um subgrupo de Zn e dimZn = n,
segue-se que dim(M) = n.
ii)⇒ iii)
Como dim(M) = n, o subespac¸o vetorial V = ⟨M⟩ de Qn coincide com Qn. Se M admitisse uma
equac¸a˜o homoge´nea, digamos, a1x1+ ...+anxn = 0, enta˜o terı´amos que (a1, ...,an) ∈V = (Qn) =
{0Qn} ( (x1,x2, ...,xn) e´ um vetor arbitra´rio de V ) e, portanto, ai = 0 para todo o i, o que na˜o
pode suceder porque, a existirem, a1,a2, ...,an sa˜o as entradas de uma coluna de uma matriz
invertı´vel.
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iii)⇒ i)
Tendo em conta a hipo´tese, as equac¸o˜es de M sa˜o do tipo:
a11x1+ ...+a1nxn ≡ 0(modd1)
a21x1+ ...+a2nxn ≡ 0(modd2)
...
ar1x1+ ...+arnxn ≡ 0(moddr)
onde di divide di+1 para todo o i. Enta˜o, para cada i, di divide dr e, como drei = (0, ...,dr, ...,0),
obtemos:
a1idr ≡ 0(modd1)
a2idr ≡ 0(modd2)
...
aridr ≡ 0(moddr)
pelo que drei ∈M, para cada i.
Assim, dr [ei]∼M = [0]∼M no mono´ide Nn/ ∼M . Como cada elemento de Nn/ ∼M e´ da forma
n
∑
i=1
ai [ei]∼M , com ai ∈ {0,d1, ...,dr−1}, segue-se que Nn/ ∼M tem, no ma´ximo, (dr)n elementos.
Portanto, o mono´ide Nn/ ∼M e´ finito.
∎
Corola´rio 3.1. Seja M um subgrupo de Zn de dimensa˜o n e com fatores invariantes d1, ...,dn.
Enta˜o:
i) Nn/ ∼M e´ um grupo finito;
ii) M conte´m um elemento fortemente positivo;
iii) Nn/ ∼M e´ isomorfo a Zd1 × ...×Zdn .
Demonstrac¸a˜o. i) Como o mono´ide Nn/ ∼M e´ cancelativo, se ele e´ finito, obtemos pela
Proposic¸a˜o 3.2. que Nn/ ∼M e´ um grupo. Ora, por hipo´tese, M tem n fatores invarian-
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tes, logo dim(M) = n ( uma vez que (d1e1, ...,dnen) e´ uma base de M) e, pela Proposic¸a˜o
3.3. isso equivale a dizer que Nn/ ∼M e´ finito.
ii) Consequeˆncia imediata de 2 da Proposic¸a˜o 1.4.7.
iii) Pela Proposic¸a˜o 3.1., Nn/ ∼M e´ isomorfo ao submono´ide de Zd1 × ...×Zdn gerado por
{([a11]d1 , ...,[an1]dn) ,([a12]d1 , ...,[an2]dn) , ...,([a1n]d1 , ...,[ann]dn)}, isto e´, Nn/∼M e´ iso-
morfo a Zd1 × ...×Zdn .
∎
Exemplo 3.2.
Seja M = ⟨(3,2,−1) ,(4,−1,5) ,(2,−1,7)⟩ um subgrupo de Z3, de dimensa˜o 3. Os fatores
invariantes de M sa˜o d1 = d2 = 1 e d3 = 28 (Exemplo 2.2.3).
Enta˜o, N3/ ∼M e´ isomorfo a Z1×Z1×Z28 e e´, por isso, finito.
Exemplo 3.3.
Determinando os fatores invariantes do subgrupo M = ⟨(2,−4,2) ,(−6,2,2) ,(−2,2,4)⟩ de Z3,
de dimensa˜o 3, obtemos d1 = d2 = 2 e d3 = 22.
Enta˜o, N3/ ∼M e´ isomorfo a Z2×Z2×Z22.
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