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Abstract: The inventory routing problem (IRP) involves the integration and coordination of two components of the logistics value chain: inventory management and vehicle 
routing. Therefore, consideration of this issue can be effective in decision making of the organization and will lead to lower costs or other goals. Our objective in this article 
is to examine a new inventory-routing model and solve it with meta-heuristic methods. For more flexibility of the model, and approaching the real world, the model of this 
article is considered multi-period and multi-product. Also, two objective functions, including minimizing system costs and transportation risk, are included in this model. Given 
that the main parameter of the model, that is, demand, is uncertain, we have used a robust optimization approach to solve it, and since this model is in the classification of 
NP-Hard problems, we have used two meta-heuristic algorithms consisting of non-dominated sorting genetic algorithm (NSGA-II) and a multi-objective imperialist competitive 
algorithm (MOICA). By examining the model in two deterministic and robust conditions, according to two criteria, the mean values of the objective function and its standard 
deviation, it has been determined that in almost all cases, the robust optimization model produces better solutions. Also, between the two meta-heuristics method, the NSGA-
II algorithm has shown better quality according to the mentioned criteria. Obviously, taking into account the different features of a model increases its efficiency. But this, 
obviously, makes the model even more complex. However, this complexity of models can work like a real system. Our attention in this article has been to this subject. To 
analyze such models, exact methods do not have the required performance and paying attention to heuristic and meta-heuristic methods is very effective. In this paper, a 
robust optimization and meta-heurictic approaches focus on these goals. 
Keywords: inventory routing problem with backhaul; meta-heuristic algorithm; multi-objective model; robust optimization 
1 INTRODUCTION 
In recent years, the increasing development of the 
chains and the created competition among them, on the one 
hand, and the development of the information management 
and the greater awareness of the companies of their chain 
performance, on the other hand, have led to a great 
consideration for the coordination, co-operation, and 
integration of the various elements of the supply chain in 
order to achieve the competitive advantage. The literature, 
in this area, shows that coordination in the production, 
inventory, and transportation management will reduce the 
costs and increase the total service level of the chain. In the 
supply chain, the different products are often produced and 
consumed in different locations. Hence, transportation is 
one of the key elements in the supply chain and it may 
generate one of the major parts of the costs in the supply 
chain. The design of the transportation network affects the 
performance of the supply chain. The proper design of the 
transportation network in a supply chain can result in 
spending a low cost to achieve a satisfactory level of 
accountability [1]. 
In a supply chain, different goals are considered. One 
of the most important of these goals is the cost debate. In 
connection with this, transportation plays an important 
role. That is why designing a proper transportation network 
is very important in achieving the goals of the chain. 
According to this discussion, vehicle routing problem 
(VRP) was formed as an optimization problem. In VRP, 
we are looking for ways to transfer goods so that they have 
the lowest costs at any given period. Over time, the 
companies realized that merely considering a routing 
segment would not reduce costs in the long-term planning, 
and the attention to the logistics segment and inventories 
could also add to the optimality of the problem [2].  
The vender-managed inventory (VMI) system is one 
of the most recent examples in creating added value 
through logistics services. This policy is often described as 
a win-win situation for both, the supplier and the customer, 
leaving customers free from high investment on the 
inventory and the complexity of the inventory control. 
Therefore, the VRP gains more significance when it also 
includes the simultaneous management of the inventory. In 
this case, the raised issue would be the inventory routing 
problem (IRP). In the IRP issues, the planning horizon is 
usually over a period, and the goals of the chain are 
examined throughout the horizon. That is, we are looking 
to reduce costs (or other objectives) at the end of the 
horizon [3]. 
In the case of VRP, customers send their order to the 
seller, and the vendor assigns these orders to the vehicle-
route, so that the total distance traveled will be minimized 
while satisfying the orders. But in the IRP issue, the vendor 
decides on the amount of product that should be sent to 
each customer daily, not the customer himself. In other 
words, every day from the planning horizon, the vendor 
decides which customers to receive and how much they 
receive.  
Therefore, the inventory-routing problem generally 
involves three choices: 
• When will each customer be served?
• How much product will be sent to customers who are
served to them?
• What routes should be considered for sending?
Numerous studies and analyses have been carried out
on IRP previously; for example comprehensive review has 
been presented in [4]. 
IRP issues have different varieties in which the 
inventory-routing problem with backhauls (IRPB) has 
been considered. At IRPB, the customers are divided into 
two groups of linehauls (delivery of the goods) and 
backhauls (receiving the goods). The linehauls customer 
needs a number of goods to be delivered, and the backhaul 
customer also needs a number of goods to be received. This 
issue has not yet been addressed, in the literature, of the 
IRP. 
In further research, we study the literature of review. 
Attracted articles include articles that have been presented 
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in valid journals and conferences in the field of IRP 
between 2000 and 2019. In Tab. 1, a summary of the 
review articles of this research is presented according to 
our classification of these articles on the number of 
objective functions (single-objective or multi-objective), 
the nature of model data (certain or uncertain), the number 
of products (single or multi), the planning horizon (single 
or multiple) Periodic) and a brief explanation of the method 
of solving the model is given. 
 
Table 1 Classification of literature review for this paper 
Author(s) Objective Function Data nature Product(s) Horizon Solving method 
Barnes & Bassok [5] Single OF. Certain Single Product Unlimetted Exact method (Branch and Cut) 
Campbell & Hardin [6] Single OF. Certain Single Product Multi Period Heuristic (Greedy Algorithm) 
Zhao et al. [7] Single OF. Certain Single Product Multi Period Metaheuristic (Tabu Search) 
Huang & Lin [8] Single OF. Uncertain Multi Product Single Period Metaheuristic (ACO algorithm) 
Liu & Chen [9] Single OF. Certain Single Product Multi Period Metaheuristic (VNS algorithm) 
Sazvar et al. [10] Multi OF. Uncertain Multi Product Multi Period Exact method (Compromise Programming) 
Mirzaei & Seifi [11] Multi OF. Certain Multi Product Multi Period Metaheuristic (Hybrid TS-SA) 
Ghorbani & Akbari-Jokar [12] Single OF. Certain Multi Product Multi Period Metaheuristic (Hybrid ACO-SA) 
Azadeh & Farrokhi-Asl [13] Single OF. Certain Single Product Multi Period Metaheuristic (Hybrid GA) 
Jovanovic et al. [14] Single OF. Uncertain Single Product Single Period Neuro Fuzzy 
Pamucar et al. [15] Multi OF. Uncertain Single Product Multi Period WLC (Weighted Linear Cobination) - ANFIS 
Pamucar & Cirovic [16] Single OF. Uncertain (Dynamic) Single Product Single Period 
Adaptive Neuro Fuzzy Inference System 
(ANFIS) 
Barma et al. [17] Multi OF. Certain Single Product Multi Period Metaheuristic (ACO) 
Roy et al. [18] Single OF. Certain Single Product Multi Period Metaheuristic (Hybrid MA-GA) 
Considering the parameters of each model in real 
terms, it can have a lot of effects on its performance. One 
of those parameters in IRP issues is demand that we 
assumed to be uncertain. To solve such uncertain models, 
there are various methods, such as stochastic 
programming, dynamic programming, fuzzy methods, and 
robust optimization. But given the fact that the accurate 
distribution of the parameter of demand is not clear, and if 
we can guess the range of the change of this parameter, the 
best approach is robust optimization, which tries to 
preserve as much as possible the optimality under uncertain 
parameters. 
Robust models can be classified based on conditions 
and attributes of models. In Tab. 2, this topic is mentioned. 
It should be noted that scenario-based models are 
appropriate when uncertainty occurs in a discrete or 
scenario form. There is the possibility of combining robust 
optimization models with other approaches to dealing with 
uncertainty, such as the fuzzy approach. 
 
Table 2 Classification based on conditions of models 
Approaches Some related research 
Scenario-based stochastic robust programming [19] 
Robust programming based on closed convex 
uncertainty sets [20] 
Fuzzy robust programming [21] 
 
This paper examines a multi-product and multi-period 
IRPB with the aim of minimizing holding and 
transportation costs with risk. The IRP is studied in a 
supply chain consisting of two parts - a distributer, and a 
set of retailers with direct delivery strategy. The demand 
for this model is non-deterministic, and robust 
optimization approach has been developed. Also, the meta-
heuristic methods, namely NSGA-II and MOICA, have 
been used to solve it. Also, considering the multi-objective 
IRPB model in this paper, it has not yet been seen in the 
IRP literature and therefore the research innovation is 
summarized in this case. 
In this paper, the following sections are presented: 
model description in section 2, robust optimization in 
section 3, the solution approaches in section 4, and 
discussion in the final section. 
 
2 MODEL DESCRIPTION 
 
In this section, the mathematical model of the research 
paper is described. The structure of this model is a mix 
integer programming (MIP). It should be noted that Arab 
et al. [22] presented the basic model of this research in year 
2020. The following assumptions are also considered: 
• Model is single-depot, which has to supply all 
demands of all customers. 
• Distribution fleet is not homogenous. 
• Distances between customers are specified. 
• Inventory shortage is not allowed. 
In the following, before describing the mathematical 





i, j, µ, λ demand  
A total customers (U + W) 
B a subset of A 
u linehaul customers (u = 1, …, U) 
w backhaul customer (w = U + 1, …, U + W) 
{0} depot index 
v index of vehicle (v = 1, …, V) 
p index of product (p = 1, …, P) 




fc fixed cost 
vc variable cost 
d demand of the linehaul customers 
d'  demand of the backhaul customers 
cap capacity of vehicle v per unit weight 
φ risk between nodes 
IC inventory capacity 
l length between nodes 
C transportation cost 
Rahmat ARAB et al.: Two Efficient Meta-Heuristic Algorithms for the Robust Inventory Routing Problem with Backhaul 
Tehnički vjesnik 27, 3(2020), 793-802         795 
y maintenance cost 




x binary variable 
M amount of goods delivered (to the linehaul 
customers) 
N amount of goods received (from the backhaul 
customers) 
I the i-th customer's warehouse capacity 
G transferred goods between two nodes 
(customer) 
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The first objective function covers system costs, fixed 
routing costs included, transportation and maintenance 
cost. Also, the second objective function minimizes the risk 
between the nodes. Eq. (3) and Eq. (4) express the 
inventory balance for customers on a round trip with 
respect to their demand, respectively. Eq. (5) and Eq. (6) 
represent the difference between the input and output of 
each node for customers on a round trip. Eq. (7) states that 
each customer is visited by a vehicle maximum once 
during each period. Eq. (8) and Eq. (9) indicate that each 
vehicle starts at the central depot and returns to that after 
each trip. Eq. (10) shows the continuity of the travel path. 
Eq. (11) indicates that customers on the linehaul trip are to 
be visited and provided with service before customers on 
the backhaul trip. Eq. (12) indicates the customer's 
inventory capacity. Eq. (13) is used to sub-tour elimination 
from vehicle routing problems, and Eq. (14) and Eq. (15) 
show the maximum and minimum load of variable 
products for each vehicle during a linehaul or backhaul trip. 
Also other constraints show type of variables other 
constraints, present assumptions and values of variables. 
 
3 ROBUST OPTIMIZATION 
 
For the first time, Bertsimas & Sim [20] offered robust 
optimization for discrete problems. This method is 
applicable to the linear optimization problem; in the case 
of uncertainty coefficients exist both in the objective 
function and in the constraints. This approach also applies 
to linear continuous optimization problems. We consider 








l x u x Z
≤
≤ ≤ ∈
                                                           (17) 
 
3.1 Model of Data Uncertainty U 
 
Uncertainty parameters can include the coefficients of 
the objective functions or the coefficients of the 
constraints. They are referred to below: 
i. Uncertainty for matrix A: Each of the constraint 
coefficients aij, j ∈ N = {1, 2, …, n} is modeled as a 
non-dependent random variable, with uniform 
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distribution ,ija  j ∈ N which is set to the interval 
,  ij ij ij ija a a a − +    that ija  denotes the deviation of 
the nominal coefficient aij. (We can also assume that 
𝑎𝑎𝑖𝑖𝑖𝑖is the mean of data). 
ii. Uncertainty for cost vector c: Each parameter cj, j ∈ 
N which is set to the interval [cj – dj, cj + dj]. (dj shows 
the deviation from the nominal cost coefficient, cj). 
 
3.2 Robust MIP formulation 
 
Consider the i-th constraint problem as is defined as a 
set of uncertain coefficients in row i. For each row we 
define the parameter Γi that Γi ∈ [0, |Ji|], (means |Ji| is the 
total number of parameters that have changed in the i-th 
row). In fact, Γi has the role of adjustment of stability 
model. Authors showed that, with little probability, all 
coefficients could be uncertain. We therefore assume that 
the maximum of [Γi] is the number of these coefficients 
allowed to change, and a coefficient aij can also change to 
the maximum ( )[ ]i i ija .Γ Γ−   Also, due to the symmetric 
distribution of variables, even if some coefficients that 
change are also increased from [Γi], the optimal solution 
will be justified with a high probability. Therefore, we call 
Γi the level of protection for the i-th constraint.  
Also the parameter Γ0 adjusts the level of robustness in 
the objective function. Let J0 = {j|dj > 0}. If Γ0 = 0, we 
ignore the impact of the cost deviations, while if Γ0 = |J0|, 
we are examining all possible deviations, which is actually 
the most conservative. Therefore, the proposed robust 
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If we are interested to make the above model into the 
linear mathematical model, then the theorem (1) is 
required. 
Theorem 1. Given the vector given x*, the protection 
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The proof of the aforementioned theorem is presented 
in the paper by [20]. By placing the dual of the Eq. (20) in 
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It should be noted that the variables added in the dual 
robust model (zi, yj, rij, z0, r0j) are used to adjust the 
robustness of solution and apply the protection levels in the 
model in which r and z are vectors of dual variables in the 
constraints and objective function that are used for 
linearization of nonlinear relations. 
 
3.3 Formulation of our Robust Model 
 
In our model, we assume that demand is not 
deterministic. This topic is shown in Eq. (3) and Eq. (4). 
To counteract this uncertainty, we use Bertsimas robust 
optimization approach. Therefore pitd  and '
p
itd  appear in a 
non-deterministic form in the model. Therefore, in Eq. (3) 
we define the coefficient ,piΓ  which in fact is 
0,  p pi iJΓ  ∈    and is a number between zero and the 
number of non-deterministic parameters associated with 
this row. Or, in other words, the number of changes in 
demand for product p from the linehaul customers during 
the planning period. Also in Eq. (4), for backhaul 
customers, we define such relationships as above.  
Since there are no parameters d and d' in the objective 
function that has uncertainty, we only formulate demand 
constraints based on the Bertsimas approach. We have a 
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p
iΓ can be integer or non-integer. The important point 
is if 0,piΓ =  then ( ) 0piβ Γ = , and as a consequence, the 
related limitation is similar to the nominal problem 
constraint. Similarly, if ,p pi iJΓ =  the Bertsimas method 
will be the same as the Soyster method. Therefore, by 
changing the piΓ  in the range 0,  
i
pJ   , it is guaranteed 
to be adjusted against the conservative level of the answer. 
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As a result, the final linear robust form will be as 
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Constraints (5') to (16') do not change                     (5')-(16') 
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4 SOLUTION APPROACHES 
 
Given that the model of this research is bi-objective 
and the objectives are inconsistent, multi-objective 
approaches (MOP) may be the best approach to solve it. On 
the other hand, because the research model is NP-hard, 
exact solution methods cannot be efficient in a reasonable 
time. In this case, meta-heuristics methods are very 
effective. In this paper we use two methods, namely Non-
dominated Sorting Genetic Algorithm, version2 (NSGA-
II) and Multi Objective Imperialist Competitive Algorithm 




Srinivas & Deb [23] proposed a non-dominated sorting 
genetic algorithm (NSGA). This algorithm has two main 
operators: 
• fast non-dominated sorting 
• crowding distance. 
 
 
Figure 1 The pseudo code of proposed NSGA-II (Arab et al. [22]) 
 
With the help of these operators, this algorithm can be 
implemented for multi-objective problem, and by creating 
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the Pareto Front, it solves the model. Therefore, the second 
version of the NSGA is very useful in solving multi 
objective problems. 
The efficiency of the NSGA-II algorithm has been 
shown in many articles. Therefore, we also use this 
algorithm and, of course, MOICA algorithm to solve the 
IRP model in this paper. Also, the pseudo code of the 
algorithm used in this paper is shown in Fig. 1.  
The main points are considered in relation to this 
algorithm: 
• For solution representation, we use the matrix with one 
row and U + W + V − 1 columns, where U and W 
represent the number of customers and V represents the 
number of vehicles. 
• The crossover operator uses the clever single point 
method and the mutation operator uses the swap 
method. 
• Stopping criterion for the proposed algorithm is equal 
to the maximum number of repetitions of it. 




This algorithm, first proposed by Atashpaz & Lucas 
[24], that is the population-based algorithm, similar to the 
other meta-heuristic algorithms in which the space of the 
solution is searched by points in the name of the country 
(similar to the chromosome in GA). In this algorithm we 
deal with the imperialist and dominant countries.  colonial 
and colonial states that make up the colonies. With colonial 
competition, the dominant countries are attracted to 
colonialism and they form an empire. Over time, the power 
of the countries under the control of an empire may be 
greater than that of its imperialist, and thus empires will 
change. Finally, by creating a single empire, we get the 
optimal solution. Also, the flowchart of the algorithm used 
in this paper is as follows (see Fig. 2). 
 
 
Figure 2 Flowchart of the proposed MOICA (Arab et al. [22]) 
 
4.3 Measuring Metrics 
 
Multi-objective models need metrics to compare. 
Usually these criteria include four main items, which are 
shown below: 
• Number of Pareto solutions (NP): It shows the number 
of members of the population forming a Pareto front. 
The more members it has, the better. 
• Spacing metric (SM): It evaluates the spread of vectors 
throughout the set of non-dominated solutions, and is 
calculated with a relative distance measure between 
consecutive solutions in the obtained non-dominated 
set. The lower this criterion, the better. 
• Diversity Metric (DM): It shows the diversity of Pareto 
solutions. The higher the criterion, the better. 
• Mean Ideal Distance (MD): It measures the average 
distance of Pareto solutions from the origin. The lower 
this criterion, the better. 
4.4 Parameters Setting 
 
The performance of the meta-heuristic algorithms is 
usually sensitive to the settings of the parameters that can 
influence the search behavior. In this section, the 
parameters of the two algorithms are discribed. For this 
purpose we have used the Taguchi method. The Taguchi 
method is one of the most powerful statistical methods 
used to set parameters. 
 
4.4.1 Proposed NSGA-II  
 
In the NSGA-II, four parameters, namely population 
size, mutation rate, crossover rate and iteration number are 
used with three levels for each parameter. Given the 
number of factors and analysis levels, the standard 
orthogonal table L9 provided by Taguchi method, from 
MINITAB software, was chosen for this study. 
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4.4.2 Proposed MOICA 
 
In the MOICA algorithm the following input 
parameters are considered: the number of countries and 
imperialist, assimilation coefficient, number of iterations, 
assimilation angle coefficient and alpha coefficient. Given 
the number of factors and analysis levels, the standard 
orthogonal table L27 provided by Taguchi method, from 
MINITAB software, was chosen for this study. The results 
are in Tab. 4. 
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This section discusses the results of model solving by 
the mentioned algorithms. For this purpose, according to 
the dimensions of the problem, the model is divided into 
three sections: small, medium and large size. Model results 
are also executed by a computer with cpu 2.67 GHz and 4 
G RAM. 
 
5.1 Model Results 
 
Considering the division of sample problems, we 
consider three models (P01, P02 and P03). The uncertainty 
index for demand is equal to nominal value, as well as four 
levels of uncertainty for non-deterministic parameters (i.e., 
ρ = 0.2, 0.5, 0.7, 1). First, the deterministic and robust 
models are solved under nominal data. In Tab. 5 nominal 
data are generated using the random distributions 
(randomly). Then, under each uncertainty level (ρ), three 
random scenario are generated in the corresponding 
uncertainty set to demonstrate the performance of the 
solutions. In addition, the mean and standard deviation of 
the objective function are assesed for three scenarios at 
each level of uncertainty (for two algorithms). The results 
of experiments under customer demands are reported in 
Tab. 6 and Tab. 7. The results showed that  the robust 
model obtained the solutions with both higher quality and 
lower standard deviations than the deterministic model. In 
all problems, with respect to these tables except problem 
P01 with ρ = 0.2 the robust method dominates the 
deterministic one with respect to the two relevant criteria. 
In addition, approximately the objective function is 
generally increased by increasing the level of uncertainty.  
In the following, we compare the values for the 
objective function and the standard deviation obtained 
from the two algorithms with respect to the above tables. 
The results show that in almost all cases (sample problems 
P01, P02 and P03) the robust model has a better quality than 
the deterministic model (Except P01 with ρ = 0.7). For 
example, we consider the problem P01, and Fig. 3 and Fig. 
4 in this case show that the performance of the robust 
model for both mentioned meta-heuristic algorithms is 
better than the deterministic model. For the other problems 
(P02 and P03), according to the results presented in Tab. 6 
and Tab. 7, the same result has been achieved.  
 
Table 5 Values of model parameters 
Problem Parameter Parameter distribution 
U & W ~ (3, 40) P ~ (2, 10) 
V ~ (2, 20) T ~ (2, 12) 
d & d' ~ (20, 60) φ ~ (0.1, 0.9) 
fc ~ (200, 400) vc ~ (100, 300) 
IC ~ (60, 100) y ~ (30, 60) 
l ~ (20, 70) w ~ (0.7, 1.4) 
 
Figure 3 Compare mean objective function and standard deviation for two 
proposed models (for P01 problem from NSGA-II) 
 
Figure 4 Compare mean objective function and standard deviation for two 
proposed models (for P01 problem from MOICA) 
 
As shown in Fig. 5, with increasing the size of the 
problem, the distance between the solutions of the two 
models also increases. This means that in larger-sized 
problems, the robust model offers more qualitative solution 
than the deterministic model. The Robust model also has 
the ability to solve the model with the maximum number 
of non-deterministic parameters according to the size of 
each problem. Therefore, the effectiveness of the robust 
model is verifiable. 
Finally, we present a summary of the results of the 
implementation of two algorithms for the robust model.
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Objective function values 
under nominal data 
Mean of objective function 
values under realizations 
Standard deviation of 
objective function values under 
realizations 









ρ = 0.2 
Z1 = 85905 
Z2 = 37.9 
Z1 = 95632 
Z2 = 37.7 
Z1 = 83517 
Z2 = 37.2 
Z1 = 83762 
Z2 = 37.2 
D1 = −0.3 
D2 = 0 
S1 = 8525 
S2 = 4.7 
S1 = 6531 
S2 = 3.7 
ρ = 0.5 Z1 = 107604 Z2 = 40.4 
Z1 = 84870 
Z2 = 38.5 
Z1 = 84630 
Z2 = 35.4 
D1 = 0.3 
D2 = 8.7 
S1 = 9075 
S2 = 5.1 
S1 = 7075 
S2 = 3.4 
ρ = 0.7 Z1 = 119984 Z2 = 42.6 
Z1 = 87018 
Z2 = 39.7 
Z1 = 85433 
Z2 = 36.8 
D1 = 1.9 
D2 = 7.9 
S1 = 11063 
S2 = 7.9 
S1 = 7861 
S2 = 4.5 
ρ = 1 Z1 = 137604 Z2 = 49.1 
Z1 = 88616 
Z2 = 41.5 
Z1 = 87912 
Z2 = 37.8 
D1 = 0.8 
D2 = 9.8 
S1 = 8639 
S2 = 4.9 
S1 = 7662 










 ρ = 0.2 
Z1 = 571659 
Z2 = 152.1 
Z1 = 596305 
Z2 = 158.8 
Z1 = 562640 
Z2 = 141 
Z1 = 545872 
Z2 = 132.5 
D1 = 3 
D2 = 6.4 
S1 = 24321 
S2 = 7.4 
S1 = 18642 
S2 = 6.9 
ρ = 0.5 Z1 = 642008 Z2=173.5 
Z1 = 563751 
Z2=148.4 
Z1 = 549087 
Z2=137.4 
D1 = 2.6 
D2=7.4 
S1 = 27340 
S2=7.2 
S1 = 17793 
S2=7.1 
ρ = 0.7 Z1 = 678554 Z2 = 185.5 
Z1 = 587606 
Z2 = 152.3 
Z1 = 558305 
Z2 = 140.6 
D1 = 5.2 
D2 = 8.3 
S1 = 25660 
S2 = 7.7 
S1 = 20765 
S2 = 7.3 
ρ = 1 Z1 = 761315 Z2 = 210.2 
Z1 = 600207 
Z2 = 157.2 
Z1 = 573478 
Z2 = 148.2 
D1 = 4.7 
D2 = 6.1 
S1 = 29057 
S2 = 8.3 
S1 = 23118 











 ρ = 0.2 
Z1 = 1307758 
Z2 = 391.6 
Z1 = 1365594 
Z2 = 404.2 
Z1 = 1309331 
Z2 = 380.4 
Z1 = 1212655 
Z2 = 353 
D1 = 8 
D2 = 7.8 
S1 = 88342 
S2 = 10.6 
S1 = 72342 
S2 = 8.5 
ρ = 0.5 Z1 = 1424077 Z2 = 433.6 
Z1 = 1265580 
Z2 = 395.2 
Z1 = 1245640 
Z2 = 367.3 
D1 = 1.6 
D2 = 7.6 
S1 = 85577 
S2 = 11.4 
S1 = 83561 
S2 = 9.1 
ρ = 0.7 Z1 = 1552311 Z2 = 467 
Z1 = 1355493 
Z2 = 392.6 
Z1 = 1258533 
Z2 = 368.8 
D1 = 7.7 
D2 = 6.5 
S1 = 94760 
S2 = 12.8 
S1 = 81086 
S2 = 9.1 
ρ = 1 Z1 = 1632099 Z2 = 525.5 
Z1 = 1427091 
Z2 = 403.4 
Z1 = 1312602 
Z2 = 377.5 
D1 = 8.7 
D2 = 6.9 
S1 = 99632 
S2 = 13.5 
S1 = 88616 
S2 = 10.8 





Objective function values 
under nominal data 
Mean of objective function 
values under realizations 
Standard deviation of 
objective function values under 
realizations 









ρ = 0.2 
Z1 = 87012 
Z2 = 37.7 
Z1 = 96133 
Z2 = 37.1 
Z1 = 84611 
Z2 = 36.8 
Z1 = 84156 
Z2 = 36.7 
D1 = 0.5 
D2 = 0.3 
S1 = 9125 
S2 = 4.4 
S1 = 6986 
S2 = 4 
ρ = 0.5 Z1 = 106008 Z2 = 39.8 
Z1 = 85318 
Z2 = 38.2 
Z1 = 85105 
Z2 = 38.4 
D1 = 0.2 
D2 = 0.5 
S1 = 9560 
S2 = 5.3 
S1 = 7236 
S2 = 4.8 
ρ = 0.7 Z1 = 117551 Z2 = 42.3 
Z1 = 86981 
Z2 = 40.6 
Z1 = 87211 
Z2 = 40.1 
D1 = −0.3 
D2 = 1.2 
S1 = 9442 
S2 = 6.9 
S1 = 8310 
S2 = 5.5 
ρ = 1 Z1 = 140536 Z2 = 48.8 
Z1 = 88833 
Z2 = 42 
Z1 = 88640 
Z2 = 40.9 
D1 = 0.2 
D2 = 2.6 
S1 = 10067 
S2 = 6.6 
S1 = 8133 










 ρ = 0.2 
Z1 = 568605 
Z2 = 151.7 
Z1 = 590840 
Z2 = 160.3 
Z1 = 567007 
Z2 = 143.4 
Z1 = 552861 
Z2 = 136 
D1 = 2.5 
D2 = 5.2 
S1 = 26412 
S2 = 7.2 
S1 = 21463 
S2 = 7.2 
ρ = 0.5 Z1 = 655119 Z2 = 178.4 
Z1 = 569312 
Z2 = 152.1 
Z1 = 553036 
Z2 = 140 
D1 = 2.8 
D2 = 7.9 
S1 = 23087 
S2 = 7.5 
S1 = 22956 
S2 = 7 
ρ = 0.7 Z1 = 703738 Z2 = 190.2 
Z1 = 595186 
Z2 = 150.6 
Z1 = 562942 
Z2 = 139.8 
D1 = 5.4 
D2 = 7.2 
S1 = 26942 
S2 = 7.9 
S1 = 22883 
S2 = 7.5 
ρ = 1 Z1 = 752611 Z2 = 213.1 
Z1 = 598665 
Z2 = 158.8 
Z1 = 570736 
Z2 = 150.4 
D1 = 4.7 
D2 = 5.3 
S1 = 28830 
S2 = 8.4 
S1 = 25406 











 ρ = 0.2 
Z1 = 1310647 
Z2 = 393.5 
Z1 = 1377565 
Z2 = 408.3 
Z1 = 1284662 
Z2 = 392.8 
Z1 = 1226770 
Z2 = 362.5 
D1 = 4.5 
D2 = 7.7 
S1 = 85694 
S2 = 11.1 
S1 = 76417 
S2 = 9.4 
ρ = 0.5 Z1 = 1437880 Z2 = 445.6 
Z1 = 1325639 
Z2 = 414.5 
Z1 = 1244808 
Z2 = 383.1 
D1 = 6.1 
D2 = 7.6 
S1 = 92310 
S2 = 11.9 
S1 = 89471 
S2 = 9.4 
ρ = 0.7 Z1 = 1586009 Z2 = 477.5 
Z1 = 1355493 
Z2 = 412.7 
Z1 = 1273063 
Z2 = 386.2 
D1 = 6.1 
D2 = 6.4 
S1 = 92474 
S2 = 12.4 
S1 = 86630 
S2 = 10.5 
ρ = 1 Z1 = 1652712 Z2 = 529.1 
Z1 = 1427091 
Z2 = 421.6 
Z1 = 1329162 
Z2 = 388 
D1 = 6.9 
D2 = 8 
S1 = 99862 
S2 = 13.9 
S1 = 92559 
S2 = 11.6 
Figure 5 Deviation of robust problem than to deterministic problem 
The Tab. 8 is based on the criteria for multi-objective 
problems which are described in Section 4.3. In this table, 
all the results of solving the robust model, under different 
uncertainty sets, are presented. Also the computational 
time of the model is presented by two solving algorithms. 
Tab. 9 also provides statistical analysis of the metrics 
under consideration. To do so, the following statistical 
assumption is proposed, where NSGA MOICAd d d= − and 
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It is noteworthy that since the lower values of MID and 
SM metrics imply better performance of the algorithm, the 
alternative hypothesis of a problem is changed 0d < . This 
hypothesis is tested using t-test at 97.5% level of 
significance. Additionally, the Kolmogorov-Smirnov test 
is also employed to test the collected data for normality, 
because t-test and ANOVA assume that the sample data 
follow a normal distribution. In the K-S test, it is important 
to note that if the p-value is greater than 0.05, the data can 
be normalized. 
Table 8 Total summary of model results 
Prob.No NSGA-II MOICA NP DM SM MD Time / min NP DM SM MD Time / min 
P01 (ρ = 0.2) 11 24672 0.69 9.4 1.12 9 19865 0.77 11.5 0.75 
P01 (ρ = 0.5) 8 21336 0.85 12.2 1.25 7 12056 0.61 11.6 0.8 
P01 (ρ = 0.7) 9 35860 1.03 9.6 1.22 8 38411 1.16 10 0.88 
P01 (ρ = 1) 7 29907 0.88 8.9 1.3 8 23610 0.97 8.2 0.85 
P02 (ρ = 0.2) 10 134087 1.21 10.3 4.8 6 112712 0.84 11.4 3.7 
P02 (ρ = 0.5) 8 126166 1.28 15.4 5.35 7 117207 1.17 13.3 4.12 
P02 (ρ = 0.7) 9 118511 1.14 12.6 5.26 8 102542 0.73 14.4 3.93 
P02 (ρ = 1) 9 97602 1.22 13.8 5.67 7 93770 0.92 13.1 4.3 
P03 (ρ = 0.2) 10 212065 0.83 19.4 9.1 11 145112 0.96 20.7 7.67 
P03 (ρ = 0.5) 11 175432 0.92 24 9.33 9 121836 0.95 23.8 8.25 
P03 (ρ = 0.7) 8 193836 0.8 21.5 9.92 10 167830 0.71 24.6 8.63 
P03 (ρ = 1) 10 159203 0.88 24 9.83 8 144073 0.97 29.7 8.57 
Mean ≈ 9 110723 0.97 15.1 5.35 ≈ 8 92419 0.89 16 4.37 
Table 9 Summary of statistical analysis results 
DM SM MD 
NSGA-II vs 
MOICA 
Pk-s = 0.087 Pk-s > 0.15 Pk-s > 0.15 
t = 3.16 t = 1.38 t = 1.55 
p-value = 0.005* p-value = 0.097 p-value = 0.075 
From Tab. 9 we find that only with respect to the DM 
metric, the NSGA-II dominate the MOICA algorithm. 
However, the MOICA method takes less time than the 
NSGA-II algorithm. So in general it can be said that the 
NSGA-II algorithm has a better quality than the MOICA in 
IRP issues. To shed some light on the issue, we will, for 
example, consider the problem P02 (with ρ = 0.5) and 
compare Pareto's solutions to each other. 
Figure 6 Pareto solutions of two mentioned algorithms for P02
So sorted Pareto solutions of NSGA-II algorithm are 
(525675, 145.7), (528412, 144), (535066, 141.8), (538608, 
138.5), (545772, 135.1), (545772, 135.1), (556440, 133.2), 
(572633, 131.6) and (590088, 129.5). Also sorted Pareto 
solutions of MOICA are (519125, 149.2), (533709, 143.5), 
(539611, 142), (547029, 139.7), (556516, 137.6), (573557, 
134.5) and (601708, 132.9). 
It should be noted that from the mean values of Pareto's 
solutions, the values of the objective functions (Z1, Z2) for 
each test problem are obtained. Finally, Pareto's solutions 
to these two algorithms are shown in Fig. 6. Also, as can 
be seen, the Pareto solutions of the NSGA-II are superior 
to the MOICA algorithm. 
5 CONCLUSION 
From the past to today, inventory has always been 
important to managers. For example, warehousing issues 
have been raised since the 60s and have been instrumental 
in reducing system costs. On the other hand, transportation 
issues are also considered for each company's goals. 
Moving goods at a low cost is a major factor in the cost 
segment. But this factor alone is not enough in companies' 
productivity. For this reason, in the 1990s, the combination 
of these two issues led to the emergence of the IRP, and 
from that year on, various versions of it were created. For 
example, IRPB can be noted that it has many applications 
in the real world that are also mentioned in this research. 
In this paper, a new mathematical model and solution 
approach for a bi-objective robust inventory routing 
problem was proposed. The first objective function 
included the system costs and the second objective function 
minimizes transportation risks on routes taken by vehicles. 
Also we considered some of the parameters of the model, 
such as customer demand, in an uncertain form and based 
on robust optimization approach (bertsimas and sim, 2004) 
and two meta-heuristic algorithms, namely MOICA and 
NSGA-II, were developed to solve the proposed model. In 
the following, we compared the robust model with a 
deterministic model based on two mentioned algorithms. 
The results indicated that the robust model has a better 
quality than the deterministic model in terms of the mean 
Pareto's solutions of objective functions and the standard 
deviation of these solutions and so the efficiency of the 
robust approach is proven in this paper.  
It should be noted that according to the literature 
review, the presentation of the IRPB model with multi-
products and multi-periods, in this paper, is considered to 
be the contribution of this research. 
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Concerning future research, it can be said that the 
development of robust models can be of interest to other 
authors. For example, more general forms of uncertainty 
sets (such as polyhedral uncertainty sets) can be considered 
in developing robust optimization models for inventory-
routing problems. It is also useful to use other approaches 
to solve non-deterministic models such as fuzzy method 
and its combination with other methods, as well as the 
development of exact methods for solving small-scale 
problems (e.g., branch and price or benders 
decomposition). 
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