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Chapter 1
Introduction
One of the possible processes involving accelerated electrons and positrons is the annihi­
lation of a pair of these particles and the subsequent creation of a tau and an anti-tau 
lepton:
( i . i )
This process is investigated in order to test our understanding of the underlying physics 
laws, summarised in what is known as the Standard Model of electroweak interactions [1]. 
Deviations from our expectations could point at unknown processes taking place, maybe 
involving undiscovered particles.
The analysis proceeds in three steps: first the reaction 1.1 is studied in detail, requir­
ing both a good theoretical knowledge (Chapter 2) about the features of the process, as 
well as a thorough understanding of the apparatus registering it, in this case the L3 detec­
tor [2] (Chapter 3). The selection procedure for candidate events is described in Chapter 4. 
In  Chapters 5 and 6 the cross section and asymmetry measurements are presented and 
compared to their Standard Model expectations. In  Chapter 7 an alternative analysis is 
described, which allows for a combination of the data collected at different centre-of-mass 
energies. F ina lly  constraints on new physics processes are investigated in Chapter 8 .
To put the analysis in perspective, a short historical introduction to the field of ele­
mentary particle physics is presented in this chapter. After introducing the particles, the 
theory describing their interactions is reviewed. Next the L E P  machine [3], which is used 
to accelerate the electrons and positrons, is presented. The measurements performed dur­
ing the first years of its operation are reviewed in some detail, as their outcomes form the 
basis of our current understanding. The last section of this chapter describes the procedure 
followed in the search for new physics phenomena in tau pair production, as well as an 
example of such a process.
1
1 .1 . The S tandard  Model In troduction
1.1 T he Standard M odel
1.1.1 T he building blocks: particles
The discovery of the electron, more than a century ago, marked the birth of a science 
nowadays known as elementary particle physics 1. Its discoverer, Thomson, immediately 
wondered about the distribution of the compensating positive charge throughout the neutral 
atom. Although he recognised the electrons as elementary particles, he assumed the positive 
charge to be distributed evenly in the atom, together w ith most of the mass. His hypothesis 
was overthrown by Rutherford’s scattering experiment, which showed that the positive 
charge and the bulk of the mass can be found concentrated in the centre of the atom, the 
nucleus. The next problem arose when the core of the helium atom turned out to have two 
times the charge of that of hydrogen, but to be about four times heavier. The discovery 
of the neutron by Chadwick in 1932 settled this problem. Thus, in the early 1930’s, the 
building blocks of the elements in the periodic table were known.
The next generation of particles was discovered more or less by accident. As physicists 
were trying to understand what could hold the positive charges in the nucleus together, 
they were searching for a particle called a meson. It  had been proposed by Yukawa as 
the mediator of the strong force, in analogy to the photon, which is the mediator of the 
electromagnetic force. In  cosmic rays two types of particles were found, one was called 
pion, the other muon. Bu t the muons had a long lifetime, which was not in agreement 
w ith the assumption of it being the meson mediating the strong force, characterised by 
short-lived particles. The second generation of particles had been found, although that was 
not recognised until many years later.
In  the early 1930’s the study of beta-decay was confronted w ith a new problem. The 
observed decay products of the neutron (n), a proton (p) and an electron (e_ ), did not 
conserve energy. Instead of abandoning the law of conservation of energy, Pau li proposed 
the emission of a third unobserved particle, called neutrino (ve). The experiments indicated 
that the new particle had to be very light, maybe even massless. The process of beta-decay 
would nowadays be written as:
n  —► p + +  e ~  +  u e
The peculiar behaviour of pions in photographic emulsions could also be explained as 
the decay of a pion into a muon and a neutrino. The subsequent decay of a muon into an 
electron had the same signature as beta-decay, indicating that this was again a three body 
decay. To satisfy energy and momentum conservation two neutrinos had to be produced. 
In  fact, two different neutrinos had to exist in order to conserve lepton number. The muon 
carries muon lepton number L M = +1, while the electron has electron number L e = +1. In  
order to compensate for the difference, a muon neutrino w ith muon lepton number L M = + 1  
and an anti-electron neutrino w ith electron number L e = —1 are part of the decay:
¡T  —► e~ + 77e + Uf,
1A  comprehensive overview of the history of particle physics, containing references to the original pub­
lications, can be found in reference [4].
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Table 1.1: The building blocks of the Standard Model: the fermions and their quantum 
numbers charge Q and the third component of the weak isospin I3.
The lepton number conservation law prescribes which reactions are allowed and which are 
forbiUUen.
The real growth in the number of the particles started in the 1950’s, when in a few years 
time many particles were discovered: the neutral kaons, the charged kaons, the lam bda’s 
and many more. Because of their peculiar properties - they were produced much easier, 
or faster, than they decayed- they were called the strange particles, associated w ith a new 
quantum number ‘strangeness’.
The ordering of all these particles came when Gell-Mann proposed that not the proton, 
neutron and all the strange particles were fundamental, but that they were made out of 
elementary spin | constituents, which he called quarks. A t that time, three quarks were 
known, the up, down and strange quark, and four leptons, the muon and electron with 
their corresponding neutrinos. A  new quark, called charm, was added w ith the discovery 
of the J / ^  in 1974. it was found simultaneously by the groups of Ting at Brookhaven and 
Richter at SLA C .
A  third lepton was discovered by Perl at SLA C , in 1975 [5]. its large mass, 1777 M eV, 
allows it to decay not only into lighter leptons, i.e. an electron or muon plus in both 
cases two neutrinos, but also into hadrons plus one neutrino. Moreover, its very short 
lifetime, 291 -10“ 15 s, makes the observation of the tau itself difficult, and therefore in most 
experiments only its decay products are detected. These properties of the tau result in very 
special topologies, w ith a combination of leptons or hadrons observed in the final state, that 
not many processes replicate. in  fact, the first observed tau pair had indeed such a special 
topology: one of the taus decayed into an electron, the other into a muon (and at both 
sides two undetected neutrinos). This apparent violation of lepton number conservation 
made people realise that something new had been observed.
A fter the discovery of the tau lepton the searches for more particles of the third fam ily 
started. in  1977 the bottom (b), also known as beauty, quark was discovered. The sixth 
and maybe last quark, called top (t) or truth, could then also be expected, but it took 
almost another 20 years before it was found at Ferm ilab in 1995. The last Standard Model 
fermion to be discovered was the tau neutrino, which was observed directly for the first 
time only one year ago in the D O N U T  experiment at Ferm ilab [6].
The particles described above are all elements of the table of elementary particles. The
3
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leptons consist of three massive particles, the electron, muon and tau, and their three 
massless counterparts, the electron-, muon- and tau-neutrino. The quarks are never found 
isolated. They cluster together to form baryons, particles such as the proton and neutron, 
made from three quarks, and mesons like the pion, consisting of one quark and one anti­
quark. An overview of the weak isospin doublets for the left-handed fermions and the weak 
isospin singlets for the right-handed fermions is shown in Table 1.1, grouped in families and 
ordered according to their masses and quantum numbers.
1.1.2 The construction: forces
The earliest attempts to describe the interactions between the elementary particles were in 
terms of contact interactions, where the particles all come together at a certain point. This 
is illustrated for the case of muon decay on the left-hand side of Figure 1.1.
Figure 1.1: Muon decay according to the Fermi theory of contact interactions (left) and to 
the intermediate vector boson exchange explanation (right).
The point-like structure of the four fermion interaction leads to a fundamental problem. 
The theory predicts production rates, or cross sections, proportional to the Ferm i cou­
pling constant G F and increasing w ith energy. These cross sections w ill eventually become 
sufficiently large as to violate the unitarity of the transition matrix.
The answer to this puzzle was found in the introduction of heavy spin 1 intermediate 
bosons. in  this new picture, massive particles are exchanged between the fermions, as 
shown on the right hand side of Figure 1.1. The rate at which the reaction takes place 
is inversely proportional to the fourth power of the mass of the exchanged boson. Apart 
from the two intermediate bosons, the W+ and W “  bosons, an additional third, neutral, 
boson needed to be introduced to prevent further anomalies. The first indication for the 
existence of the neutral boson was found in the observation of the reaction —► X^e-
in the Gargamelle experiment at C ER N , in 1973.
Whereas in the contact interaction theory the rate of muon decay is governed by the 
coupling constant G F , in the intermediate boson exchange description it is determined 
by the mass, M W , and the coupling, gW , of the boson. in  the Standard Model, which 
w ill be described in the following section, one obtains the following relation between these
4
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parameters
G f gW
8M ( 1.2)W
where the coupling gW is related to the electromagnetic coupling constant and of 0 ( 1).
in  1983, the UA1 and UA2 collaborations at C E R N  found the W  boson [7], followed 
one year later by the discovery of the Z boson [8] in the same experiments.
2
2
1.1.3 The architecture
in  parallel to the experimental progress, the theory describing the observations grew. A  
major step forward was the combination of the charged and neutral weak currents, i.e. 
the exchange of W  and Z bosons, w ith the vector current associated w ith quantum elec­
trodynamics (Q ED ), or, in terms of particles, the exchange of a photon. The resulting 
electroweak theory is a gauge theory: it postulates the invariance of physics under local 
transformations of a specific symmetry group, in this case U (1 )Y ®  SU (2 )L . A  symmetry 
in quantum theory is characterised by an associated conserved quantum number. For in­
stance, the electric charge Q is the quantum number belonging to the U (1 )EM symmetry 
group of Q ED  and the weak isospin I 3 is the quantum number of SU (2 )L . These quantum 
numbers are listed in Table 1.1 for all leptons and quarks.
in  general gauge symmetries do not provide masses for the bosons. The ad hoc introduc­
tion of mass terms breaks the gauge invariance, i.e. it would im ply non-renormalisability, 
leading to the introduction of an infinite series of interactions. On the other hand, the 
observed weak interactions can only be explained by the existence of heavy intermediate 
bosons.
Spontaneous symmetry breaking in combination w ith the Higgs mechanism [9] solves 
this problem. The masses of the gauge bosons can be provided through the introduction 
of four additional degrees of freedom, called the Higgs field. The corresponding Higgs 
potential exhibits the SU (2 )L symmetry, but a suitable choice of the form of the potential 
leads to a ground state w ith a non-zero expectation value. The choice of a specific ground 
state breaks the symmetry and two of the four degrees of freedom of the Higgs field are 
reabsorbed to give mass to the W+ and W “  bosons. The other two eigenstates are not mass 
eigenstates and from the two linear combinations obtained, one turns out to be massless 
and is associated w ith the photon, while the other is massive, the Z. The masses of the Z 
and the W  bosons are:
M w = \v g  (1.3)
M z = \ v ^ g 2 + gr2 (1.4)
The relative size of the SU (2 )L and U (1 )Y coupling constants, g and g', is expressed in 
terms of the so-called weak mixing angle 9W through:
M Z = M W /  cos Ow (1.5)
2Throughout this thesis the convention h = c = 1 is used.
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France
Figure 1.2: Overview of the LEP collider.
W ith  the couplings fixed, the vacuum expectation value of the Higgs field is also fixed:
1,2 = T S c f  “ <246 GeV)2
Finally one degree of freedom remains, which is then associated w ith one more particle, the 
Higgs boson. The mass of this not yet discovered particle is one more free parameter of the 
theory known as the Standard Model.
1.2 T he LEP m achine
The Large Electron Positron collider, L E P , at C E R N  is the worlds largest storage ring. It 
is housed in a 27 km long tunnel on average 100 m below the ground, which crosses the 
French-Swiss border near Geneva (see Figure 1.2). It consists of 8 curved and 8 straight 
sections. The four experiments, L3, A L E P H , O PA L  and D E L P H I are all located on straight 
sections.
Data taking started in 1989, w ith on the prim ary agenda the exploration of the physics 
of e+e_ —► Z —► ff at centre-of-mass energies of 89 - 93 G eV  (L E P I) .  The upgrade of the 
machine to energies above the Z pole (L E P II )  was already foreseen from the start.
During L E P I, conventional copper R F  cavities were used both to accelerate the particles 
and to replenish the energy lost to synchrotron radiation in each turn. The magnets are 
either bending dipole magnets or quadrupole and sextupole magnets. The latter act as 
focusing lenses to keep the beam particles well-collimated in the vacuum tube. In  1995 the
6
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beginning of the machine upgrade was made by removing some of the copper cavities and 
replacing them by superconducting cavities, thereby allowing to raise the energy to 130 
GeV. in  1998 the upgrade was completed and by then the machine consisted of 52 copper 
and 272 superconducting cavities. The L E P  performance culminated in a maximum energy 
of 208.8 GeV, which was reached in 2000, and a total integrated luminosity of some 700 
pb“ 1 per experiment above the Z peak, which was well beyond the design goals. After a 
tumultuous last year, in which a slight excess of candidate events hinted to a possible Higgs 
discovery, the L E P  machine was definitively shut down on November 2, 2000.
1.3 The LEP program
During the first 6 years of operation, the four L E P  experiments took data of e+e“  colli­
sions around the Z peak. in  total about 17 m illion Z decays have been observed by the 
four experiments. The set of electroweak measurements collected in that period consists 
m ainly of hadronic and leptonic cross sections and lepton forward backward asymmetries, 
amounting to 200 individual measurements per experiment. These data are combined in 
a parametrisation of the Z peak w ithin the framework of electroweak theory. This is done 
in a model-independent fit, i.e. without additional requirements on any renormalisation 
scheme. The resulting parameters give a complete and very accurate description of the 
physics near the Z resonance. These results form the basis of further explorations that can 
be done w ithin the framework of the Standard Model or to challenge some new physics 
models.
One of the most rigorous tests of the Standard Model is the comparison of the predictions 
of the masses of the W  boson and the top quark from the electroweak measurements of 
(m ainly) L E P i and SLC  at SLA C  w ith the observations of e+e“  ^  W + W “  at L E P i i  and 
the production of W ’s at the Tevatron at Ferm ilab. As can be seen from relation 1.5, M W 
is in the Standard Model already at tree level connected to the electroweak parameters M Z 
and cos 0W and can therefore directly be obtained from their observed values. One step 
further is the comparison of the foreseen value of the top quark mass w ith the measurements 
done at the Tevatron. The dependence on the mass of the top quark enters in the form of 
higher order corrections to the couplings. Therefore a correct prediction of its value can 
be seen as a proof of the valid ity of the calculations of even the radiative corrections in 
the Standard Model. Figure 1.3 shows the good agreement achieved between the direct 
measurements from L E P i i  (M W ) and the Tevatron (M W and m t) and the values inferred 
from the electroweak data.
This result encourages the further exploitation of the Standard Model in search of its 
last unknown parameter, M H, the mass of the Higgs boson. However, the only handle so far 
to extract this parameter is again in the form of higher order corrections to the couplings, 
in which the logarithm of M H enters. Therefore the sensitivity to the value of the mass of 
the Higgs boson is rather low. in  this last fit, the results of L E P i are combined w ith the 
measurements of MW at L E P i i  and the Tevatron measurements of the top quark mass and 
M W . Figure 1.4 shows the resulting A x '2 curve, from which an upper lim it on the mass of 
the Higgs is determined of 206 G eV  at 95% confidence level [10]. From direct searches for 
Higgs events [11] a lower lim it of 113.5 G eV  is derived, leaving a rather narrow window of
7
1.4. New Physics in troduction
80.6 — i-----1----- 1-----1----- 1----- 1-----1----- 1-----1-----1----- 1-----1----- 1-----1----- r
— LEP1, SLD, vN Data 
..... LEP2, pp Data 
68% CL
>
0
0
130 150 170 190 210 
mt [GeV]
Figure 1.3: Comparison of the direct measurement of MW and m t with the values derived 
from the electroweak measurements. The bands show the Standard Model relation between 
these two masses and that of the Higgs boson, MH.
possibilities for M H. in  the near future, the final analysis of the process e+e“  ^  W + W “  at 
L E P i i  should further improve the accuracy on the measured mass of the W  boson, which 
in turn w ill further constrain the mass of the Higgs.
1.4 N ew  P hysics
At energies above the Z resonance, the cross section for the process e+e“  ^  t+t “ drops 
significantly. As a consequence the measurements cannot be used to improve the determi­
nation of the electroweak parameters from L E P i. The weak dependence of the couplings 
on the mass of the Higgs boson also lim its its effect on the fermion pair cross sections and 
asymmetries at L E P ii.  Due to the low cross sections beyond the Z peak, the statistics of 
the collected data is rather poor and the sensitivity to the effects of the Higgs almost negli­
gible. in  fact, only a Higgs light enough to be discovered directly would cause an observable 
effect [12].
However, other possibilities of exploring so far unknown or ” new” processes are more 
promising. The procedures for testing the models describing these processes look for devia­
tions from the Standard Model behaviour of the measurements. The new physics processes 
are usually assumed to take place at energy scales much higher than those directly acces­
sible at L E P . As a result their direct contributions to the differential cross section are very
8
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Figure 1.4: The A %2 curve from the fit to the combined electroweak measurements. The 
shaded vertical band denotes the region that has been excluded from direct searches for the 
Higgs.
small, but their interference w ith the Standard Model amplitudes can lead to observable 
changes in the differential cross section:
da = daSM | daINT(ff,A ) | daNP(g,A) 
d cos 6 d cos 6 d cos 6 d cos 6
The last term denotes the direct contribution to the differential cross section from the new 
physics process, whereas the second term results from the interference between the Standard 
Model and the new phenomenon. The parameter g is the coupling and A represent the 
energy scale governing the process, which in turn is often related to the mass of a new 
particle. Note that although tau pair production is an s-channel process in the Standard 
Model, the new physics models do not necessarily conserve lepton number and therefore 
can contain t-channel diagrams.
W hen looking for the presence of new processes, the smaller cross sections at L E P i i  
are rather advantageous, because the relative contribution of the new process w ill be larger 
than at the Z. Moreover, since they are generally energy-dependent, the higher energies at 
L E P i i  help to increase the sensitivity to these processes.
A  very general approach to investigate the presence of new physics contributions is by 
parametrising them in terms of contact interactions [13, 14]. This parametrisation is based
theory uncertainty
^ ¿ d  =
—  0.02804±0.00065
V -  0.02755±0.00046
“ 1-------1----- 1----1 I I I
Excluded Preliminary
2 3
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+
e
e
Figure 1.5: Feynman diagram corresponding to the exchange of a virtual graviton (g) in 
tau pair production.
on the old Fermi theory. Since this description does not conjecture any details about the 
nature of the interactions themselves, it is, though a very general method, not the most 
sensitive one. A  more detailed parametrisation w ill increase the sensitivity.
An example of a specific new physics process is the exchange of virtual gravitons in the 
production of tau pairs. Graviton exchange at energy scales near the electroweak scale has 
been proposed [15] to overcome the hierarchy problem, i.e. the large difference between the 
characteristic scale of the electroweak interactions (M ew «  102 G eV ) and the gravitational 
interactions governed by the Planck scale (M P «  1019 G eV ).
A  consequence of a low energy scale for gravitation is the existence of massive spin 
two gravitons which interact w ith the known particles. An example of such an interaction 
is depicted in Figure 1.5. The graviton is produced off-shell. The contribution of this 
diagram to the differential cross section of tau pair production can be calculated. The data 
can be searched for the existence of low scale gravity by comparing the Standard Model 
expectation and this additional contribution to the measurements.
10
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Electroweak Theory
Tau pair production at L E P i i  differs from that near the Z resonance on a number of 
points. in  this chapter the consequences of passing the Z peak are discussed for the Born 
level description of the process e+e- t+t - , as well as for its radiative corrections. The 
theoretical framework, extensively tested by the L E P I precision measurements, is presented. 
it  is used to interprete the results on the cross section and asymmetry measurements, to 
check consistency w ith the Standard Model and to test new physics models.
2.1 B orn level
The two lowest order processes that contribute to tau pair production in the energy range 
of L E P  are 7  and Z s-channel exchange. The Feynman diagrams of these processes are 
shown in Figure 2.1. in  principle also a diagram containing an intermediate Higgs boson 
could be added. Since the coupling of the Higgs is proportional to the mass of the particle, 
its coupling to the electron is so small that this contribution can safely be neglected.
Figure 2.1: First order Feynman diagrams for the process e+e ^  t+t : (a) 7  and (b) Z 
exchange.
11
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The expression for the lowest order (Born) differential cross section corresponding to 
these two diagrams reads [16]:
da Born (s) na 2- {G i(s )(1  + cos2 9) + 2G2(s) cos6*1 (2 .1)
d cos 6 2s
where 6 is the polar angle between the e+(e- ) and the t + (t- ) in the centre-of-mass frame 
of the particles. The masses of the fermions, which appear in factors m2/s , are neglected 
for clarity. Even though this is a very good approximation at centre-of-mass energies s at 
and above the Z peak, the masses are included in the calculations of the Standard Model 
predictions. The functions G 1(s) and G2(s) are given by:
G 1 (s) = Q2eQ2T — 2veVT Q eQ r Re X0(s) + (v2 + a2)(vT + a2) IX0( s ) |2 (2.2)
G 2 (s) 2aear QeQr Re X0 (s) + 4veaeVT aT |x0(s)| (2.3)
The ratio of the Z and the 7  propagator, Xo(s), is in lowest order Breit-W igner approxima­
tion:
s
= --- TV/T2 1 ■» ro (2-4)s — MZ + *MZI  Z
The total w idth rZ  of the Z boson is the sum of its partial decay widths. The couplings ve, 
ae, vT and aT are the vector and axial couplings of the electron and tau to the Z:
^  = I j  -  2 sin2 flwQf ,95s
2 sin 6W cos 6W
13 . .
Of = ---- 7T*---7T“ 2-62 sin 6W cos 6W
where /| is the third component of the weak isospin of fermion f and Q f its electric charge. 
An alternative set of couplings is often used:
gl = Vf • 2 sin 6w cos 6w = I 3 — 2 sin2 6wQ f (2.7)
gia = af • 2 sin 6W cos 6W = l3 (2 .8 )
The energy dependence of the Born cross section is completely governed by the propa­
gator terms in the expressions for G1 (s) and G 2(s). The first term in G 1 (s) is the contribu­
tion from 7  exchange. The absence of this term in G 2(s) reflects the fact that 7  exchange 
conserves parity and does therefore not lead to a forward-backward asymmetry in the dif­
ferential cross section. The last term in both expressions contains the Z exchange. The 
term containing Re%0(s) in both G 1 (s) and G 2(s) originates from the interference between 
Y and Z exchange. A t tree level the integrated cross section becomes:
4nc?
<JBorn(s) = — G1(S) (2.9)
3s
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Figure 2.2: (a) The contributions from 7  (dashed line) and Z (dotted line) exchange to the 
Born cross section for tau pair production (solid line) as a function of the centre-of-mass 
energy \/s. The interference 7 -Z is very small and not shown, (b) The contributions to the 
asymmetry from 7  (dashed line), Z (dotted line) and 7 -Z (dashed-dotted line) exchange to 
the total asymmetry (solid line).
The forward-backward asymmetry is defined by
A fb =
with
<j f = I  dcosfl,
Jo d cus u
<7f — <Tb 
a F + Ob
f 0 da
aB = / ---- -d cos 9
J-i  dcusU
(2 .10)
(2 .11)
An event is called forward if the angle 6 between the direction of the incoming e+ and 
the outgoing t  + is less than n / 2 , and backward otherwise. A t Born level, the asymmetry 
becomes:
a Bb  (s)
3 G 2{s )
4 Gi(s)
(2 .12)
where the functions G 1 and G 2 are defined in (2 .2 ) and (2.3), and the fermion masses are 
again neglected.
In  Figure 2.2(a) the contributions from 7  and Z exchange to the integrated cross section 
are shown as a function of the centre-of-mass energy 1. The 7  exchange drops w ith 1/s. 
while the Z contribution gives rise to a resonance around y/s = M z. The contribution from 
7 -Z interference to the cross section is small and is not drawn separately. However, for the
1 This and all others figures involving Standard Model calculations are produced w ith the semi-analytical 
program Z F IT T E R  [17]. As a default, the following parameter settings are used: M Z = 91.19 G eV, M H = 
100 G eV, mt = 173.8 G eV.
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Figure 2.3: Examples of higher order electroweak diagrams: vertex (a,b) and propagator 
(c) corrections and (d) box diagrams.
forward-backward asymmetry this interference is significant, as can be seen in Figure 2.2(b). 
In  this figure the different contributions to the asymmetry are scaled w ith their relative 
cross section contribution, e.g. the relative interference contribution to the asymmetry is 
A _ Z (a 7_z/^tot). Almost the whole asymmetry originates from the interference term. The 
7  exchange diagram does not contribute at all to the asymmetry, as mentioned before, and 
the Z exchange only gives rise to a small asymmetry which does not depend strongly on
V^-
2.2 E lectrow eak corrections
The processes leading to electroweak corrections are illustrated in Figure 2.3. They consist 
of propagator and vertex corrections and box diagrams. The propagator and vertex correc­
tions contain contributions from all particles, including virtual top quark and Higgs boson 
contributions, and thus depend on the values of their masses. The box diagram includes 
corrections from two gauge bosons, either 7  or Z, or W + W _ . Their contributions become 
more important at energies above the Z peak, especially when the centre-of-mass energy 
reaches approximately twice the mass of the W  or the Z bosons, so they can be produced 
on-shell.
The incorporation of all of these corrections leads to the ‘improved’ Born level, which 
allows for an almost complete description of the cross section and asymmetry. This is 
obtained by a transformation of the parameters to effective variables [16]:
a
"  “ * “ (S) = 1 -  A tt(s) <2'13)
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_ Q
r z r z(s) = ^ 2 r z (2.14)
0« -»■ 0« = (4  -  2Q f sin2 0w )v /P (2-!5)
f/a  =  i|>/P (2-16)
The replacement of a  by the running coupling constant a (s ) absorbs the self-energy cor­
rections to the photon propagator. The redefinition of the width r Z accounts for the 
propagator corrections to the Z boson. The vertex corrections and the mixing of the Z 
and the 7  propagators are included via  the introduction of the effective electroweak mixing 
angle 9w, and the transformation of the couplings into effective couplings. The parameter 
p = MZ cos2 6W /M W , which is one at tree level in the Standard Model, is corrected by a 
factor (1 + Ap ). This correction depends on the masses of the top quark and the Higgs 
boson.
These effective parameters have all been measured to great accuracy at L E P I [10]. The 
parametrisation of the Standard Model which is thus obtained allows for precise predictions 
of the differential cross section. This gives the opportunity to test for instance the behaviour 
of the couplings at higher energies. The dependence of the electroweak corrections on the 
mass of the top quark is used to make a prediction of its value, which is in good agreement 
w ith the value measured at the Tevatron, as mentioned in Section 1.3. Also the lim it on the 
mass of the Higgs boson, discussed in the same section, is obtained from these electroweak 
corrections. Since their dependence on the Higss mass is logarithmic, the sensitivity to its 
value is weaker than to that of the top quark mass, for which the dependence is quadratic.
From here on, it is assumed that the electroweak corrections have been applied, i.e. 
when mentioning Born level actually the improved Born level is assumed.
2.3 P h oton ic  corrections
The radiative corrections from Q ED  processes, especially in itia l state photon radiation, 
have a much larger effect than the electroweak corrections. Figure 2.4 shows examples of 
Feynman diagrams representing different processes involved in in itia l state radiation (IS R ). 
A t L E P I, photonic corrections cause a reduction of the pole cross sections by about 30%, 
m ainly induced by the virtual corrections shown in Figure 2.4(b). A t energies above the Z 
peak hard in itia l state radiation becomes important. Hard in itia l state radiation reduces
(b) (c)
7 7
+ 0 _Figure 2.4: Examples of Feynman diagrams of initial state radiation in the process e+e 
t+t - : (a) real and (b) virtual photonic corrections, (c) double photon radiation.
e
e
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Figure 2.5: (a) The initial state QED radiator function R(s, s') at a centre-of-mass energy 
y/s = 200 GeV. (b) The improved Born cross section as a function of y/s.
the centre-of-mass energy, which causes large changes in the cross sections as well as the 
asymmetries. Furthermore it alters the topology of the events, which affects the selection 
of candidate events.
The observable cross section can be described by a convolution of the Born cross section 
a Born w ith a radiator function R (s , s'):
o (s) = Í  R(s,  s') o Born (s ') ds' (2.17)
mff
The effective centre-of-mass energy y/s' is defined as the energy of the propagator, i.e. the 
centre-of-mass energy of the e+e_ pair after in itia l state radiation. The radiator function 
R(s, s') can be interpreted as the probability to radiate a fraction of the energy such as to 
reduce the effective centre-of-mass energy from y/s to \ fs ’. It includes contributions from 
soft and hard photon radiation, as well as virtual contributions. The radiator function is 
plotted in Figure 2.5(a), next to the improved Born cross section in Figure 2.5(b).
The cross section as a function of the effective centre-of-mass energy y/s' is plotted in 
Figure 2.6(a). It  is calculated by evaluating the integral of Equation (2.17) in small intervals 
of \ fs ’. For centre-of-mass energies above the Z peak the convolution leads to a double peak 
structure in the effective centre-of-mass energy distribution. Although the probability of 
reducing the centre-of-mass energy by more than a factor two is very small, the presence 
of the strong Z resonance results in a substantial contribution to the cross section. The 
relative importance of the radiative return to the Z is demonstrated in Figure 2.6(b) as a 
function of the centre-of-mass energy. The solid line shows the fraction of events w ith less 
than 15 %  of the energy lost to IS R , while the dashed line shows the fraction that lost more 
than 15 % . In  both cases the minimum effective centre-of-mass energy is required to be 
more than 75 GeV.
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Figure 2.6: (a) The cross section as a function of the effective centre-of-mass energy v  s' 
at ^/s = 200 GeV. The integral o f equation 2.17 has been evaluated in 50 M eV intervals, 
(b) The ratio of cross sections of the non-radiative sample (solid line) and the radiative 
return to the Z (dashed line) with respect to the inclusive sample, as a function of the 
centre-of-mass energy.
(2.18)
(2.19)
The variable V s' is used tu define two samples:
I inclusive sample \fs ' > 75 GeV
I I  non-radiative sample \fs ' > 0.85-\/s
The first sample includes the radiative return to the Z. The cut-off at y  s' is m ainly for 
experimental reasons, such as a low signal to background ratio. This sample has evidently 
the larger statistics and is therefore useful to study event selection and systematic effects. 
Moreover, the understanding of Q ED  is tested w ith this sample since it contains large 
radiative contributions. The second sample contains events that are produced at energies 
close to the centre-of-mass energy. A t higher energies the Standard Model cross sections 
are very small. Therefore they are more sensitive to changes resulting from new physics 
processes, compared to the cross section at the Z resonance.
2.4 Interference b etw een  in itia l and final sta te  radia­
tion .
In  the calculation of the cross section, the squared m atrix element corresponding to the 
production of a tau pair w ith associated in itia l or final state radiation w ill also contain a 
term resulting from the interference between them. In  the presence of this interference, the 
variable \fs ' is no longer well defined. As the contribution from interference is relatively 
small, it is possible to define a corrected differential cross section, anoint, for which this
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Figure 2.7: (a) The relative contribution of the interference between initial and final state 
radiation to the cross section, aint/a , for the inclusive (dashed line) and non-radiative 
sample (solid line). (b) The differential cross section for the non-radiative sample including 
(solid line) and excluding the interference contribution (dashed line).
contribution is subtracted:
danoint dam 2 intd a
d cos O d cos O 'mTT dcosOdm
-dmTT-, (2 .20)
TT
where ameas is the measured cross section and mr r  the cut-off energy of either 75 G eV  or 
0.85 a/ s . For the integrated cross section the correction becomes:
anoint a meas a int
The interference contribution a int can be determined from
d2aint
a int ' - i J m TT d cos Odm
d cos OdmTT
(2 .21)
(2 .22)
TT
where it is assumed that aint is a function of the polar angle 0 and the tau pair invariant 
mass mr r  only. It  is largest at small angles and high values of \ f s '. In  Figure 2.7(a) the 
relative interference contributions to the cross section are shown for both samples. The 
relative contribution to the non-radiative sample is in the order of 2% at L E P I I  energies, 
while it is less than 0.5% for the inclusive sample.
A  sim ilar procedure leads to a correction for the asymmetry. Figure 2.7(b) shows the 
differential cross section for the non-radiative sample at 200 GeV. The solid lines are the 
cross sections including the interference contribution, for the dotted lines this part is sub­
tracted. The correction to the asymmetry resulting from the interference is small: -0.001 
for the asymmetry of the inclusive sample and -0.003 for the non-radiative sample.
3
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T
Figure 2.8: Types of Feynman diagrams contributing to the process e+e_ —► r +r _ ff: (a) a 
multiperipheral, (b) a Bremsstrahlung, (c) a conversion and (d) an annihilation diagram. 
Only diagrams of type (c) are considered as a contribution to initial state radiation in t -pair 
production.
2.5 Pair corrections
Because the source of the radiation is not taken into account in the definition of v s', both
soft and hard photons, as well as virtual and real pairs are included. Additional pairs of 
fermions, though, can also be produced by types of diagrams different from the ones that 
are considered to contribute to in itia l state radiation in fermion pair production.
Figure 2.8 shows examples of all types of first order Feynman diagrams contributing 
to the process e+e_ —► r +r _ ff. O f these diagrams only those of type 2.8(c) are consid­
ered in itia l state radiation in calculations by Z F IT T E R . In  principle also diagrams of the 
type 2.8(d), which is pair-production in the final state, could be regarded as signal. They are 
not included in the Z F IT T E R  calculations however and as their contribution is negligible, 
they can be safely disregarded from the signal definition.
e e e e
e e
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Chapter 3 
The L3 experiment
3.1 T he L3 detector
W ith  the L3 detector a wide variety of processes in e+e_ interactions can be studied. Its 
main design and construction features are the precision measurements of the energy of 
electrons and photons, the momenta of muons and the directions and energies of hadronic 
jets. An overview of the detector is shown in Figure 3.1. The whole detector is housed in a 
solenoid which produces a magnetic field of 0.5 T  parallel to the beam axis. The solenoid 
has an inner diameter of 12 m and a length along the beam axis of 12 m. The barrel yoke, 
the crowns and the doors on both ends of the detector return the flux of the solenoid. Coils 
are wrapped around these doors producing a toroidal field of 1.2 T.
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Figure 3.2: View of the inner part of the L3 detector including the inner tracking system, 
the calorimeters and the luminosity monitors.
The coordinate system of L3 is defined such that the origin lies at the interaction point, 
the z-axis is the direction of the electron beam, the x-axis points towards the centre of the 
L E P  ring and the y-axis is upwards. In  spherical coordinates the polar angle 9 is taken as 
the angle w ith the positive z-axis and 0 the azimuthal angle w ith respect to the positive 
x-axis.
Closest to the beam pipe is the tracking system, consisting of a silicon micro vertex detec­
tor (SM D ) and a time expansion chamber (T E C ), followed by the calorimeters. Between 
the electromagnetic (E C A L ) and hadronic (H C A L ) calorimeter is a layer of scintillation 
counters (SC IN T ). A ll these subdetectors are housed in a support tube. Their relative size 
and location are shown in a y-z projection in Figure 3.2. The muon spectrometer (or muon 
chambers, M U C H ) is the outermost subdetector. A  muon filter (M U F ) is placed behind the 
calorimeters to stop punch-through of hadrons into the muon chambers. The luminosity 
is measured by a small angle electromagnetic calorimeter (L U M I) combined w ith a silicon 
strip detector (SLU M ).
The following paragraphs describe the geometry and functioning of the subdetectors, 
and their use in the tau pair selection. The emphasis is put on the tracking system and 
the calorimeters, which are the most important subdetectors for the tau pair analysis. A  
comprehensive description of the L3 detector can be found in [2]. The different upgrades 
are discussed in [18, 19, 20]. More details about the construction and performance of the 
various subdetectors can be found in [21].
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The inner tracking system . The inner tracking system is used to identify charged 
particles and to measure their trajectories (tracks). The charge, momentum, direction of 
the track and its distance of closest approach to the interaction point (D C A ) are measured. 
Also possible secondary vertices are reconstructed.
The inner tracking system consists of a Silicon Microvertex Detector (SM D ) and a 
proportional wire chamber operated in time expansion mode (Tim e Expansion Chamber, 
T E C ). Additional measurements of the z-position of the charged particle’s trajectory are 
obtained from the Z-chamber and the Forward Tracking Chambers (F T C ’s).
SM D. The vertex detector is made of two concentric layers of 300 ¡im thin double sided 
silicon sensors surrounding the beam pipe. Each layer consists of 12 ladders in 0, each 
containing four wafers. The wafers have strips of doped silicon on both sides running or­
thogonally w ith respect to each other. One side thus gives an r0  measurement, while the 
other side gives an rz measurement. The inner layer is located at 6.0 cm from the beam 
axis. The ladders in this layer have a small overlap in 0 of about 4.5° to facilitate the 
alignment. The outer layer has a radius of 7.7 cm. Its ladders have a stereo angle of 2° 
w ith respect to the ladders of the inner layer in order to reduce the ambiguities in the 
reconstruction. The polar angular coverage of the SM D  is 22° < 9 < 158°.
TEC. The T E C  is a multi-wire proportional chamber, divided into an inner and an outer 
part. The inner T E C  is subdivided azimuthally into 12 sectors by cathode wires running 
parallel to the beam axis. Each inner sector contains 8 anode wires, spaced 4.8 mm apart. 
The innermost wire is located at 11 cm from the interaction point. Between the anodes 
are focus wires. A  plane of grid wires is placed at a distance of 3 mm on each side of the 
anodes. The outer T E C  is subdivided into 24 sectors, each containing 54 anode wires in a 
sim ilar configuration as the inner T EC . The outermost anode wire is at a distance of 42.5 
cm from the interaction point. The difference in the number of sector divisions between the 
inner and outer T E C  is used in the track reconstruction for solving left-right ambiguities. 
In  addition, groups of left-right wires in the grid plane are read out on both sides of the 
anode wires to resolve the remaining ambiguities. The sensitive region in which traversing 
particles are measured by all 62 wires is from 44° < 9 < 136°. Particles w ith 9 < 10° or
9 > 170° completely miss detection by the T EC .
The gas volume of the T E C  is enclosed by a 1.5 mm thick beryllium  cylinder at the 
inner diameter and a 4 mm thick aluminium cylinder at the outer diameter, both w ith a 
length of 98 cm. The 4.5 cm thick aluminium end plates close the volume and serve as a 
support to the wires, giving a position definition of 10 ¡im. The gas mixture consists of 
80% C O 2 and 20% isobutane (iC 4H 10) at a pressure of 1.2 atm and a temperature of 291 K. 
The choice of gas mixture distinguishes a chamber operated in time expansion mode from 
a regular proportional chamber, as it ensures a low drift velocity and hence a good spatial 
resolution of 45 to 100 ¡im [22].
The expansion of the drift time also has the advantage of giving detectable time dif­
ferences between hits from neighbouring tracks. Typically, hits separated by 500 ¡im or 
more are reconstructed individually [22]. This excellent double track resolution proves to 
be useful in the reconstruction of three-prong tau decays, where, due to the boost of the 
tau, the tracks are close to each other.
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Figure 3.3: (a) A tau pair produced in the reaction e+e_ —► t + t ~  at ^/s = 189 GeV, as 
seen by the inner tracker system. The three tracks on the left hand side originate from 
a three-prong hadronic tau decay, while the track on the right hand side is from a tau 
decaying into an electron. The circles indicate the hits from which the tracks, shown by 
lines, are reconstructed. (b) A detail of the same event, showing the secondary vertex (SV) 
from the three-prong tau decay clearly displaced from the interaction point (IP).
Z-chamber and FTC. The Z-chamber consists of two cylindrical proportional wire cham­
bers outside the T EC . It is read out by cathode strips, which are tilted w ith respect to the 
beam axis by 69° and 90° for the inner layer and -69° and 90° for the outer layer.
The Z-chamber measures the coordinates of tracks w ithin 45° < 9 < 135° w ith a resolution 
of about 300 /im. The double track resolution is 10 mm [21]. In  the forward direction an 
additional position measurement is given by the F T C , which covers the angular regions 
12° < 9  < 34° and 146° < 9  < 168°.
For the selection of tau pair events the T E C  and SM D  are used to determine the charged 
m ultiplicity of the event, which distinguishes tau pairs from high m ultiplicity events like 
e+e_ —► qq or hadronically decaying W-pairs. The direction of the tracks is used as the 
direction of the taus, which is a good approximation given that the taus are highly Lorentz 
boosted. These precise direction measurements are used to distinguish taus from different 
types of background, like Bhabha scattering and W  pairs. The D C A  measurement is used 
to reject cosmic ray background. Also the charge is measured, which is needed for the 
determination of the forward-backward asymmetry.
Figure 3.3 (a) shows an x-y view of a tau pair in the inner tracking system. The SM D 
ladders are indicated by the thick lines in the centre. The 12 inner and 24 outer T E C  sectors 
surrounding the SM D are also shown. The outermost circles indicate the location of the 
Z-chamber. The black points mark the hits in the T E C  from which the tracks, indicated by 
lines, are reconstructed. The three tracks in the left upper corner are from a three-prong 
tau decay, while the track in the lower right corner is from a tau decaying into an electron.
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Figure 3.3 (b) shows a detail of the same event in the SM D , in which the separation of the 
secondary vertex of the three-prong tau decay from the interaction point can be seen. The 
bars indicate the SM D  ladders, showing the overlap of the ladders in the inner layer.
ECAL. The electromagnetic calorimeter (E C A L ) consists of a barrel and endcap part, both 
containing crystals of bismuth germanium oxide (B G O ). The barrel region is a cylinder and 
covers the polar angular region from 42° to 138°, while the endcaps cover the regions from 
10° to 35° and 145° to 170°. The crystals measure 2x2 cm2 at the inner face and about 
3x3 cm2 at the outer face. The length of the crystals is 24 cm, which corresponds to 22 
radiation lengths. In  0 they are tilted by 0.6° in the barrel region, whereas in 9 they point 
towards the interaction point. The tilt in 0 improves the hermeticity. The walls between 
the crystals are kept as thin as possible to minimise the dead space, which is estimated 
for the barrel region to be 1.75% of the solid angle coverage [2]. From a study of Bhabha 
events in the barrel part of the E C A L  the possibility to escape detection is found to be less 
than 0.35% [23] for electrons of 45 GeV.
In  the selection of tau pair candidates the E C A L  is essential to distinguish two (Bhabha) 
or four (two-photon) electron final states from tau pairs. Both a good energy resolution 
and the herm eticity of the detector are therefore important. The energy resolution of the 
electromagnetic calorimeter, A E / E ,  is about 1% for electrons at 45 GeV, which is more 
than sufficient for the distinction of tau pairs from background. The energy of electrons 
from Bhabha scattering is equal or close to the beam energy, while the energy of electrons 
from two-photon processes is predominantly low. On the other hand, the energy of the 
electrons coming from tau decays is intermediate.
In  Figure 3.4 (a) different interactions in the E C A L  can be seen in an x-y view of a tau 
pair candidate. The tau on the left side decayed into a p(770), which subsequently decayed 
into a neutral and a charged pion. The neutral pion decays into two photons, which interact 
electromagnetically w ith the BG O  crystals, losing all their energy through electron-positron 
pair production and Bremsstrahlung. This is indicated by the large rectangles in the ring of 
crystals. The charged pion usually interacts hadronically w ith BG O , leaving only a fraction 
of its total energy. Also the shower shape of a hadronic interaction differs from an electro­
magnetic interaction. The latter is sharply peaked, while the hadronic interaction gives a 
broad shower which extends over more crystals. The direction of the charged pion, observed 
from the track in the T EC , points just beside the location of the centre of the bump which 
corresponds to the neutral pion. However, the charged pion is too close to the neutral pion 
to be detected separately in the E C A L . On the opposite side a muon passing through the 
BG O  crystals leaves the signature of a M inimum Ionising Particle (M IP ), which typically 
deposits about 240 M eV  in the E C A L .
SCINT. A  layer of plastic scintillation counters placed between the E C A L  and the H C A L 
provides tim ing information on passing charged particles relative to the beam crossing. 
W ith  a resolution better than 0.8 ns, cosmic rays can be distinguished from e+e_ interac­
tions. The time-of-flight difference between the upper and lower counter is about 6 ns for 
cosmic rays coming from above, while for particles originating from the interaction point it 
is zero.
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Figure 3.4: (a) An x-y view of a tau pair interaction in the ECAL (denoted as BGO). On 
the left the decay of a tau into a p(770) which subsequently decays into a charged and a 
neutral pion. The large energy deposit in the ECAL originates from the neutral pion. The 
charged pion leaves a small energy deposit which overlaps with the deposit of the neutral 
pion. On the right hand side a typical MIP energy deposit is visible, belonging to a muon. 
(b) The same event in the HCAL. The decay products of the p(770) leave all the remaining 
energy in the HCAL, while the muon passes the HCAL leaving only a narrow trail of small 
energy deposits.
HCAL. The hadronic calorimeter is composed of plates of depleted uranium as absorber 
material, interspersed w ith multi-wire proportional chambers. The H C A L  is split into a 
barrel part, covering 35° < 9 < 145°, and two endcaps, which cover 5.5° < 9 < 35° and 
145° < 9 < 174.5°. Each barrel module consist of 60 or 53 layers of multi-wire proportional 
chambers, depending on the location. In  order to reduce the number of readout channels 
without losing granularity, the wires are arranged in towers which correspond to a specific 
area. The endcaps are built out of three rings, one outer ring (HC1) and two inner rings 
(HC2 and HC3, see Figure 3.2). The HC1, HC2 and HC3 modules contain 77, 27 and 23 
layers of chambers respectively. As in the barrel case, the wires are grouped in towers.
The hadronic particles produce showers in the uranium. The wire chambers give a signal 
proportional to the number of charged tracks in the showers, which is in turn linearly 
related to the energy of the hadronic particles. The resolution of the H C A L  is cr/E = 
(55¡\[E  + 5 )%  [2], The H C A L  also functions as a filter which allows only non-showering 
particles to reach the muon chambers.
In  the tau selection the H C A L is used for three purposes. F irst of all it measures the 
energy of the tau decay products. The combined energy measurement from the E C A L  and 
H C A L separates taus from two-photon backgrounds which are characterised by low energy. 
Secondly, hadronic activity distinguishes hadronic tau decays from electrons and can thus 
be used to reduce Bhabha and e+e- ^  e+e-e+e- background. And thirdly, due to the fine 
granularity of the H C A L, a muon can be recognised by a small energy deposit around a 
narrow path. This is particularly useful in case the muon is not detected in the muon 
chambers. Figure 3.4(b) shows a typical broad hadronic shower of a hadronic tau decay on
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Figure 3.5: (a) An x-y view of the same event as in Figure 3.4 with the muon chambers. 
The muon track is measured by three layers o f wire chambers, while the decay products of 
the p(770)on the opposite side do not reach the MUCH. (b) Again the same event, this time 
in an x-z projection. The muon passes through the barrel muon chambers. Also indicated 
are the forward-backward muon chambers.
the left hand side. On the opposite side a passing muon leaves only a narrow tra il of small 
energy deposits in the H C A L.
M UF. The muon filter consists of 8 identical octants, each made of 6 brass absorber 
plates. It adds about one extra absorption length to the H C A L, and therefore reduces 
punch-through of hadrons into the muon chambers. The absorber plates are interleaved 
w ith 5 layers of proportional wire chambers w ith wires parallel to the beam axis.
M UCH . The barrel part of the muon chambers consists of two large ferris wheels, each 
radially subdivided in 8 octants. The octants have three layers of wire chambers w ith sense 
wires parallel to the beam axis, giving measurements of the transverse momentum pt and 0 
of the muon track. Information on the polar angle is obtained from Z-chambers w ith sense 
wires perpendicular to the beam axis, which are mounted on both sides of the inner and 
outer chambers. In  the forward direction again three layers of wire chambers are installed, 
one inside the magnet door and two outside. Depending on the polar angle of the muon the 
momentum resolution for muons w ith a momentum of 45 GeV varies from 4.2% for muons 
that are detected by three barrel layers to 35% for muons at low angles [24].
In  Figure 3.5(a) an x-y view of the detector including the muon chambers is shown. 
This is the same event as in Figure 3.4. The 8 octants of the three layers of wire chambers 
are drawn, and on the inner and outer layer the Z-chambers are drawn. The muon track is 
detected in all three layers of the M U C H . The decay products of the p(770) on the opposite 
side are completely stopped in the H C A L  and do not reach the M U C H . In  Figure 3.5(b) 
the same event is shown in an x-z projection of the full detector. The muon track passes
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through three layers, indicated by the horizontal bars, in the barrel part of the M U C H . The 
forward-backward chambers are indicated by the vertical hatched bars in the corners.
LUMI and SLUM . The luminosity monitor consists of two identical cylindrical calorime­
ters located 2.7 m away on each side of the interaction point (see Figure 3.2). Each calorime­
ter contains 304 B G O  crystals of 26 cm length, located between 31 < 9 < 69 mrad with 
respect to the beampipe.. A  silicon strip detector (S LU M ), placed in front of the crystals, 
improves the measurement of the impact position for small angle Bhabha scattering, and 
thereby the knowledge of the geometrical acceptance for the luminosity determination.
3.2 Trigger system
After each bunch crossing the trigger system decides whether an event of interest took 
place. It thereby acts as a filter, reducing the beam crossing rate of several tens of kHz to a 
few Hz. This is necessary in order to reduce the dead time which results from reading out 
the detector. The decision needs to be taken w ith care, in order not to lose the interesting 
e+e- interactions.
Level 1. In  the level 1 trigger system the logical O R  of several subdetector triggers is taken. 
The energy trigger selects events w ith deposits of a few GeV in the calorimeters. The outer 
T E C  trigger requires at least two tracks in the T EC . The muon trigger requires a muon 
track w ith a transverse momentum of at least 1 GeV/c. The scintillator trigger requires 5 
scintillator counter hits w ithin 30 ns of the beam crossing. The inner T E C  trigger, which 
was added in 1997, selects events w ith a track in the inner T E C  only.
Level 2. The second level trigger has more time to analyse the event and can thus use 
more complicated algorithms. It  m ainly removes noise induced triggers from the energy 
trigger and events originating from beam-wall and beam-gas interactions.
Level 3. The level 3 has the full digital information of the event available and can make a 
more detailed reconstruction before reaching a conclusion. The final trigger rate after this 
last step is down to 2-3 Hz.
3.3 R econstruction
The event reconstruction is first performed at subdetector level, where the signals are trans­
lated into objects like charged tracks and energy clusters. Next, the tracks and clusters are 
combined into objects that contain information on the whole evolution of the particle or 
jet through the detector.
Charged tracks. The T E C  hits are combined into tracks using a pattern recognition 
algorithm [22]. The left-right ambiguities are resolved w ith the help of the left-right wires 
and by matching segments in the inner and outer T E C  chamber. The tracks are fitted 
to a circle and then projected onto the Z-chambers to look for matching z-hits. Next the
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tracks are refitted including the Z-chamber hits and then the procedure is repeated to find 
matching SMD-clusters. Finally, the tracks are refitted to obtain the following parameters: 
the curvature p = q /R C, where R C is the radius of the circle, the distance of closest 
approach in the r-0 plane, D C A  and the azimuthal angle 0 at the point of closest approach. 
A  straight line is fitted in the s-z plane to obtain the polar angle 9 and z0, the distance of 
closest approach in z . The momentum of the particle can be extracted from the curvature 
of the track in the homogeneous magnetic field:
pt = p sin 9 = 0.3qBRC (3.1)
w ith pt and p expressed in GeV, q in electron charges, B  in Tesla and R C in meters. For 
the event in Figure 3.4 the momentum of the positive p(770) is measured to be 50 ± 25 
GeV, while that of the negative muon is 19 ± 4 GeV.
Energy clusters. The clustering algorithms look for contiguous energy deposits above 
certain preset thresholds. The threshold values are chosen to reduce noise without losing 
low energy signals. Energy deposits of more than 10 M eV  in neighbouring B G O  crystals 
are grouped together. If  the total energy of the group exceeds 40 M eV  the group is kept as 
a cluster. Local maxima in the cluster of more than 40 M eV  are called bumps. The bumps 
are associated w ith individual incoming particles, while the clusters correspond to jets of 
particles. Electromagnetic and hadronic bumps are distinguished by the transverse shape 
of the bump. H C A L  hits w ith more than 9 M eV  are combined into clusters. Hadronic 
clusters are distinguished from muons (M IP ’s) in the H C A L  by their cluster pattern.
The event in Figure 3.4 contains one BG O  cluster of 41 crystals, w ith a total energy of
20.4 GeV. One electromagnetic bump is found in the cluster. The centre of the bump is 
1.5° away from the impact point of the charged track w ith the BG O . The charged pion, to 
which this track belongs, is too close to the neutral pion, which caused the electromagnetic 
bump, to give a separately detectable hadronic bump. In  the H C A L  the p(770) produces a 
broad hadronic shower, w ith 64 hits in the barrel part and an energy of 32 GeV. The muon 
has only little  interaction w ith the calorimeters, which results in a BG O  cluster of only 420 
M eV and a track through the H C A L  w ith 13 hits, which corresponds to 1.31 GeV.
M uon tracks. First, a 2-dimensional pattern recognition is applied to hits in each layer of 
the muon chambers to form track segments. Next, the segments in different layers of one 
octant and the Z-chamber segments are combined to form a muon track. A  fit to the muon 
track taking into account multiple scattering and energy losses yields the direction of the 
muon as well as its momentum at the vertex.
The muon in the event pictured in Figure 3.4 and Figure 3.5 has three segments in the 
barrel muon chamber and 2 segments in the Z-chambers. The momentum of this muon is 
measured to be 16.7 ± 1.1 GeV and the charge is negative, which is in excellent agreement 
w ith the measurements from the inner tracking system mentioned above.
Luminosity. The luminosity monitor measures the rate of Bhabha events at small angles. 
This process is dominated by the elastic scattering between the electron and positron. The 
cross section of this process, ae+e- , can be calculated to very high precision (0 (%c)) w ithin 
the framework of Q ED  [25]. The integrated luminosity, defined by L  = N e+e- /a e+e- , where
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N e+e- is the number of detected Bhabha events corrected for background, is determined 
from this reaction.
Event reconstruction After the reconstruction of the subdetector signals, the T E C  tracks, 
energy clusters and muon tracks are combined w ith the aim to describe as closely as possible 
particles or groups of particles, like electrons, photons, muons and jets. An A T R K  (” A 
T R a cK ” ) is made of a T E C  track that matches at least one calorimetric object, where 
priority is given to an E C A L  cluster or bump. An A SR C  (” A  Smallest Resolvable Cluster” ) 
consists of calorimetric objects and T E C  tracks and an A M U I (” A  M Uon Identified” ) is 
based on a muon track. Finally, A S JT ’s (” A  Simple Je T ” ) combine A S R C ’s, A T R K ’s and, 
if available, A M U I’s into jets.
The event described above on subdetector level contains 2 A T R K ’s, 3 A S R C ’s, 1 A M U I 
and 2 A S JT ’s.
3.4 Sim ulation
Monte Carlo simulations are used to estimate the fraction of tau events that are well 
detected and reconstructed and pass all selection criteria described in the following chapter. 
Also the amount of background from other processes, or from tau pair events that are 
not considered signal, is estimated w ith the help of various Monte Carlo samples. The 
production of these samples takes three steps.
First the various event samples are generated according to the theory prediction of the 
distributions in the processes. For the process e+e- ^  t+ t-  the K O R A LZ  [26] generator 
is used. Bhabha events are generated w ith the B H A G E N E  [27] and B H W ID E  [28] pro­
grams. Only the angular range of 9 > 8° to 9 < 172° is simulated for these events. The 
events from e+e- ^  ¡i+^,-  are produced w ith K O R A LZ . The various leptonic two-photon 
channels e+e- ^  e+e- t+ t - , e+e- ^  e+e-e+e- and e+e- ^  e+e- fi+^-  are simulated w ith 
D IAG36 [29] and V E R M A S E R E N  [30]. The F E R M IS V  [31] program is used to reweight 
these events in order to include the Z exchange. For these processes a minimum invariant 
mass of 3 GeV is required for the secondary lepton pair. For the process e+e- ^  e+e- T+t -  
an additional sample w ith a minimum tau pair invariant mass of 10 GeV is generated, in 
order to improve the estimates for this important background channel. The production of 
hadrons is simulated w ith P Y T H IA  [32] for e+e- —► qq and P H O JE T  [33] and P Y T H IA  
for e+e- —► e+e-qq events. The process e+e- —► W +W - is simulated w ith K O R A L W  [34]. 
For the calculation of the luminosity the B H L U M I [35] generator is used.
Next, the detection of the generated particles by the L3 detector is simulated. For 
this a good knowledge of the response of the detector to both signal and background is 
necessary. The generated Monte Carlo events are traced through the L3 detector w ith the 
use of the package G E A N T  [36], giving a full simulation of the detector response to a given 
physics process. The interaction of the generated particles w ith the detector m aterial as 
well as their physics properties are taken into account by the package. The output of the 
simulation are energy deposits in the different subdetectors.
In  the last step the simulated energy depositions are reconstructed sim ilarly to real 
data events. The simulated detector response can thus be compared to the data, and the 
acceptance of signal and background can be estimated.
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The performance of the subdetectors is monitored during data taking and any malfunction­
ing is registered in databases. In order to obtain an accurate description of the detector’s 
response, the time dependent performance is taken into account in the simulation. The 
Monte Carlo samples are divided into blocks and assigned to data  runs, in proportion to 
the integrated luminosities collected during the runs, which typically last 20 minutes. The 
detector status during the run can thus be incorporated in the detector simulation of the 
corresponding block. For instance high voltage trips of the TEC, dead or hot crystals in 
the ECAL, inefficiencies of the SMD sensors and high voltage problems in the MUCH are 
taken into account in this way.
An example of a time-dependent detector effect is shown in Figure 3.6. In 1998 one of 
the outer TEC sectors suffered from a bad contact of one of its time markers. A time marker 
gives a reference clock signal to 13 wires for their drift time measurement. The absence of 
a time marker signal therefore results in the loss of 13 hits. An event with affected tracks 
in the first half of the outer sector is shown in Figure 3.6 (a). Every second hit on the first 
half of the outer TEC tracks is missing. Figure 3.6 (b) shows the number of hits per track 
in sector 5 versus time. The absence of the time marker signal can be observed as a lower 
maximum number of hits per track. In this way periods in which the time marker signal 
was lost are traced and the effects can be taken into account in the selection criteria for the 
tracks proportionally.
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Figure 3.6: (a) A three-prong T-decay candidate in sector 5 in the TEC. One of the time 
markers in this sector suffers from a bad contact. In this event the results o f the loss o f the 
time marker signal can be seen from the absence of hits on every second wire in the first 
half o f the outer TEC. The box indicates the affected part o f the tracks. (b) The number 
of hits per track versus time for data collected in 1998. The absence of the time marker 
signal can be observed as the loss of 13 hits per track. The arrows indicate a period where 
this was the case.
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Chapter 4 
Selection of tau events
The goal of the event selection is to obtain a large as well as a pure sample of tau  events. 
To achieve the first objective, the selection criteria should be few and loose. On the other 
hand, to obtain a high purity of the sample, th a t is little background from non-signal events, 
a very strict selection is required.
In Figure 4.1 the cross sections for both tau  pair production and some of its background 
processes are drawn. Above the Z peak, the tau  cross section drops almost like 1/s. The 
cross section for Bhabha scattering decreases less rapidly due to the contribution from 
the t-channel diagrams. The two photon processes are dominated by the multi-peripheral 
diagrams, which give a contribution th a t increases like ln (s) with energy. An example 
of such a process is e+e-  ^  e+e- T + t - , which is an im portant background to tau  pair 
production.
V s [G e V ]
Figure 4.1: The cross sections as a function of the centre-of-mass energy of the process 
e+e-  ^  t +t -  and of some of its background processes.
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Furthermore, processes like e+e-  ^  W +W -  pass their production threshold at LEPII 
energies and thus form a new source of background. This figure clearly shows th a t with 
increasing energy it becomes more difficult to collect a pure sample of tau  events.
The selection procedure consists of several steps, which are discussed in more detail 
in the following sections. A preselection reduces the data  sample by removing non-tau 
processes, beam related background and cosmic rays, and touches the signal only in a minor 
way. For those events th a t pass the preselection tau  jets are defined. Next, these jets are 
classified into categories corresponding to different types of tau  decays. This identification 
is used in the final selection, where the remaining events are tested to a set of strict selection 
criteria.
Those selection criteria th a t are based on measured energies or momenta are chosen 
relative to the centre-of-mass energy. In this way the comparison between data collected 
at different centre-of-mass energies is facilitated, and some of the systematic effects can be 
studied by combining samples of limited statistics.
4.1 P reselection
The preselection is intended to reduce the data  sample without affecting the number of tau  
events. The selection criteria are simple and only those parts of the phase space are cut 
away th a t are unlikely to contain tau  events or where it would be hard to reconstruct them. 
The requirements are:
1. The number of charged tracks, NATRK, in the TEC should be at least two and at most 
nine.
2 <  n a t r k  <  9
2. The number of calorimetric clusters, NASRC, should be less than  20.
n a src  <  20
3. The to tal visible energy, Evis, in the event should be more than  10 GeV.
Evis >  10 GeV
The requirement of at least two tracks limits the fiducial volume to the region covered by 
the inner tracker, which is about | cos 9 <  0.95. In this stage of the selection no additional 
requirements are placed on the quality of the charged tracks, such as the DCA or the 
number of hits. The multiplicity cuts on the maximum number of tracks and clusters both 
reduce background from hadronic channels and beam-gas interactions. The demand on 
the minimum observed calorimetric energy of 10 GeV reduces background from beam-gas 
interactions, two photon final states and cosmic rays.
Figures 4.2 to 4.4 show the effect of the preselection cuts for the 189 GeV data. In 
these figures all the preselection cuts are applied except for the cut on the variable which is 
drawn along the x-axis. The dark hatched area shows the Monte Carlo simulation for tau 
pair production, which is normalised to the luminosity of the 189 GeV data.
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Figure 4.2: The number of tracks per event. Events with high charged multiplicity, e.g., 
those originating from hadronic processes, are removed by allowing at most 9 tracks.
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Figure 4.3: The number of calorimetric clusters per event. High multiplicity events are 
rejected by requiring a maximum of 25 clusters per event.
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Figure 4.4: The visible energy per event. Events with less than 10 GeV are cut away to 
reduce background from two-photon processes.
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Figure 4.5: The efficiencies o f the preselection as a function of the energy for both samples. 
The open boxes show the effect of the (implicit) fiducial volume cut, the lighter hatched 
boxes show the efficiency after the preselection cuts. For the dark hatched boxes also the 
detector inefficiencies are taken into account. The height o f the boxes corresponds to the 
uncertainty on the efficiency as a result of limited Monte Carlo statistics.
Using Monte Carlo generated events only, various efficiencies, like the geometrical accep­
tance, the selection efficiency of the preselection and the detector performance, are studied. 
As already mentioned in Section 2.3 two subsamples, i.e. the inclusive (I) and non-radiative 
sample (II), are defined for each centre-of-mass energy.
Figure 4.5 shows the efficiencies of the preselection, defined as the percentage of the 
Monte Carlo tau  events passing the preselection criteria of the to tal number of generated 
tau  events. Figures 4.5(a) and (b) show the efficiencies for sample I and II, respectively.
The open boxes show the geometrical acceptance of the preselection, which is limited 
due to the requirement of at least two charged tracks. It is calculated as the precentage of 
the cross section inside | cos 91 < 0.95 with respect to the full solid angle. The decrease in 
the acceptance of the inclusive sample with increasing centre-of-mass energy is the result 
of the boost of the tau  pair due to initial state radiation. The energy of an initial state 
photon in radiative return to the Z events increases with the centre-of-mass energy. The 
more energetic this photon is, the more the accompanying tau  pair is boosted in the forward 
regions. In the non-radiative samples the event topologies do not change significantly and 
therefore the preselection efficiencies remain more or less constant with increasing centre- 
of-mass energy.
The lighter hatched boxes show the efficiency after applying the preselection criteria. 
By comparing this efficiency with the geometrical acceptance, it is clear th a t the criteria 
do not remove many tau  events inside the fiducial volume.
For the last set of efficiencies, the dark hatched boxes, time dependent detector effects 
are taken into account. As described in Section 3.4, the registered failures or inefficiencies 
in the detector are included in the Monte Carlo simulation. This enables the study of the 
selection efficiency for a non-ideally functioning detector, thus approximating the situation
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for real data as close as possible. Typically, including detector defects causes the efficiencies 
to  drop a few percent. In 1996, the first year of LEPII data taking, only few calibration 
data  were available, resulting in a slightly worse detector performance. This is reflected in 
the preselection efficiency of the 161 and 172 GeV data  sets. The data  collected at 189 
GeV in 1998 were hardly affected by detector inefficiencies.
4.2 Tau je t defin ition  and identification
Alter the preselection each event is searched for tau  jets. First leading particles are defined 
by matching the tracks in the TEC with all calorimetric objects in a cone of 10 degree hall 
opening angle. The track with most energy collected in its cone is defined to be the leading 
particle of the first jet. If two tracks end up with the same amount of energy in their cones. 
the track with the highest TEC momentum is chosen. The procedure is repeated in order 
to find a second tau  jet, under the restriction th a t the leading particle of the second tau 
je t should be separated from tha t of the first by at least 60 degrees. After the leading 
particles are identified, tau  jets are formed by all objects (tracks in the TEC, BGO bumps 
and HCAL clusters, scintillator hits and muon tracks), th a t are within a cone of 10 degree 
half opening angle. Both tau  jets are required to have non-zero calorimetric energy. The 
direction of the tau  jet is taken to be the direction of its leading particle. A Monte Carlo 
study shows th a t for the m ajority of the events the tau  je t direction deviates less than  1.5 
degree from the direction of the corresponding tau  lepton before its decay.
Figure 4.6 shows two examples of tau  pair candidates with typical event signatures.
+ +--- + 0 /-X /JO oT - >  KKKK (v) ZoS.'o y
Figure 4.6: Event displays of two typical tau pair candidates. The dashed lines indicate 
the width of the cone around the leading particle in each decay. All objects inside this cone 
are considered part o f the tau jet.
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The tau  pair on the left decays into a muon, characterised by the narrow trail of energy 
deposits, and on the other side into a hadron with a broad shower in the HCAL. The tau 
pair on the right decays into an electron, with a large electromagnetic energy deposit in the 
ECAL, and three charged hadrons on the other side. The dashed lines indicate the borders 
of the tau  jet cone around the TEC track th a t has been selected as leading particle.
Events th a t fail to produce two tau  jets are rejected. This reduces the data  sample by 
more than  70 %, while only 5 % of the tau  events do not fulfill the requirement. If an event 
has more than  two tau  jets, the two most energetic ones are assumed to originate from tau  
decays, and the other(s) are neglected.
The events with two tau  jets are then searched for initial state photons. A photon is 
recognised by an energy deposit in the electromagnetic calorimeter, with no track within 
a cone of 10 degrees and at least 10 degrees separated from a tau  jet. This requirement 
reduces the confusion of final with initial state photons.
The next step in the selection procedure is the tau  jet identification. Its purpose is not to 
have an exhaustive identification of the decay products of the tau, but rather to facilitate the 
selection. Some of the topologies in the decay of a pair of taus are unique and are therefore 
relatively easy to recognise, whereas others are very similar to certain dominant background 
channels. The identification uses simple criteria to distinguish between five types of tau  
decay, as listed in Table 4.1. Neutral pions decay immediately into two photons which 
deposit all their energy in the ECAL. They are recognised by electromagnetic calorimeter 
activity. The different je t types are:
1. A hadronic one-prong tau  decay with one or more neutral pions is defined by a 
hadronic jet containing one track, at least 1 GeV electromagnetic and 5 GeV hadronic 
energy. This tau  je t type mostly contains tau  decays into p(770) ( t ^  p(770)vT ^  
n - n°vT, 25.02 ±  0.15%) and tau  decays into a charged plus two neutral pions ( t ^  
n - 2n°vT, 9.15 ±  0.15 %). The detected charged hadron (n±, sometimes K±) is de­
tected by its TEC track, a small deposit in the electromagnetic calorimeter and a 
deposit in the hadronic calorimeter. The neutral pions deposit all their energy in the 
electromagnetic calorimeter.
2. A tau  jet is identified as an electron if it contains one charged track, more than  1 
GeV electromagnetic energy, no hadronic energy and no muon track.
3. A muon is defined as a tau  jet containing one charged track, less than  1 GeV electro­
magnetic energy and a track in the muon spectrometer.
4. A three-prong tau  decay is recognised by a hadronic jet with at least three charged 
particles, some electromagnetic energy and an energy deposit larger than  5 GeV in 
the hadronic calorimeter.
5. A single charged pion or a Minimum Ionising Particle (MIP) is a tau  je t with one TEC 
track, no muon track, an energy of less than  1 GeV in the electromagnetic calorimeter 
and at least one cluster in the hadronic calorimeter. This category contains the 
remaining hadronic one-prong tau  decays into one charged pion or kaon, and tau  
decays into a muon where the muon has not been detected in the muon chambers. All
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Tau jet type Tau decay Branching ratio (% ) signature
1. one-prong \ \ ~ V T ( >  l7T°) 36.91 ±  0.17 N a t r k  =  1 
E r g o  >  1 GeV 
E h c a l  >  5  GeV
2 . electron t ~  —► e ~ v T v e 17.81 ±  0.07 N a t r k  =  1 
E r g o  >  1 GeV 
E h c a l  =  0 GeV 
N m u o n  =  0
3. muon T ~ ^  I T V t V h 17.37 ±  0.09 N a t r k  =  1 
E r g o  >  0  GeV 
N m u o n  =  1
4. three-prong h _h “ h + u T ( >  07T°) 15.18 ±  0.13 N a t r k  >  3 
E r g o  >  0 GeV 
E h c a l  >  5  GeV
5. pion (MIP) T ~  —► h ~ V T 11.79 ±  0.12 N a t r k  =  1 
E r g o  <  1 GeV 
E h c a l  >  0 GeV 
Nmuon =  0
6 . unidentified none of the above
Table 4.1: Overview of the definitions of the tau je t classes. The second column shows the 
main tau decay channel for each tau je t type. The third column contains the sum of the 
decay rates of the tau decays corresponding to the tau je t type, which are taken from [37]. 
Note that all particles can be replaced by their charge conjugates.
these events are characterised by a single charged track and a deposit of aproximately 
240 MeV in the electromagnetic calorimeter, which is typical for a Minimum Ionising 
Particle signal in this detector. The hadronic decay products deposit the rest of their 
energy in the hadronic calorimeter, while the muons leave also in this detector a MIP 
signal, characterised by an energy of around 2.5 GeV along a narrow path.
6 . The five tau  jet types have mutually exclusive definitions and account for almost 
85% of the selected tau  jets. The remaining tau  jets contain for instance electrons 
with a photon conversion th a t have three tracks and only electromagnetic energy, and 
are therefore not recognised by any of the definitions. These events are classified as 
having tau  jet type number 6 , which is a collection of events not fulfilling any of the 
definitions.
Figure 4.7 shows the percentages of the tau  je t types for the 189 GeV data  and the 
Monte Carlo predictions for the tau  channel and its backgrounds. All categories are well 
described by the Monte Carlo simulation, except for the jets containing a muon. This is 
partly due to the fact th a t the Monte Carlo overestimates the fraction of muons detected in 
the muon chambers. Events with an undetected muon are classified as a MIP, so the deficit 
of data  in the muon category should be compared with the small excess in the pion/M IP 
class. The observed excess in the pion/M IP category is not large enough to account for the 
deficit in the muon category. This discrepancy is not present at other energies and therefore 
it is concluded th a t at 189 GeV it must be a statistical fluctuation.
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Figure 4.7: Distribution of the tau je t types in %, for data and Monte Carlo signal and 
background at ^/s = 189 GeV.
4.3 R econ stru ction  o f th e  effective centre-of-m ass en­
ergy
The effective centre-of-mass energy, \ fs ' , is reconstructed in a two step procedure. First 
the event is searched for one or more isolated photons with energies of more than  10 GeV. 
The photons are assumed to originate from initial state radiation and the effective centre- 
of-mass energy of the final state fermions is calculated from their measured energies and 
momenta by imposing energy conservation:
s -  2Ey E — P 2Y Y (4.1)
where E7 and P 7 are the sum of the photon energies and momenta respectively. For the 
m ajority of the events, the produced radiation is em itted under a small angle with respect 
to the beam particles and therefore escapes undetected in the beam pipe. For those events 
the effective centre-of-mass energy can be estim ated assuming only one photon is emitted 
parallel to the beam pipe. The radiated energy can then be calculated from the angles of 
the final state fermions with respect to the beam pipe by imposing energy and momentum 
conservation, as explained in Appendix A:
E j  = s ■
sin (9i +  92)
sin 91 +  sin 92 +  \ sin (91 +  92) |
(4.2)
The effective centre-of-mass energy is then calculated using Equation (4.1). In Figure 4.8 (a) 
the reconstructed effective centre-of-mass energy, \ fs i, is shown for the 189 GeV data after 
the final selection. The variable \ fs i is used to separate the two event samples (as defined 
in Section 2.3):
I \ fs i > 75 GeV inclusive sample
II s' > 0.85-</s non-radiative sample
0
s
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Figure 4.8: (a) The reconstructed effective centre-of-mass energy for selected events in the 
189 GeV data. On the left the radiative return to the Z is clearly visible, and on the 
right are the non-radiative events. (b) The reconstructed momenta of the taus in the most 
energetic jet, PT,i, and (c) the second jet, PT,2, for sample I.
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In Figure 4.8 (a) the location of the sample cuts is indicated by an arrow.
Under the assumption of only one initial state photon em itted in a direction parallel 
to the beam pipe, the energies and momenta of the taus can be calculated by imposing 
four-momentum conservation. The expressions for the reconstructed momenta are given in 
Appendix A. Figures 4.8 (b) and (c) show the reconstructed momenta of the taus in the most 
energetic jet, P T)1, and in the second jet, PT,2, for sample I. The measured electromagnetic 
energies and muon momenta are normalised to these reconstructed momenta. These ratios 
will be referred to as scaled energies and momenta. As the neutrinos carry away a fraction of 
the energy, the ratio of the measured to the reconstructed momenta for the decay products 
of the taus is smaller than  the same ratio for electrons from Bhabha processes or muons 
from e+e-  ^  ¡i+ ^ - .
The scaled energies and momenta have more discriminating power than  the ratios of the 
measured energies and momenta to the reconstructed effective centre-of-mass energy, which 
were used in earlier publications of L3 [38, 39, 40]. Comparing the measured energies with 
the effective centre-of-mass energy does not take fully into account the effect of the boost on 
the tau  momenta. The increase or decrease of the momenta depends on the angle of the tau  
with respect to the boost direction (or the direction of the ISR photon). The comparison 
of the measured energies to the effective centre-of-mass energy will therefore give more 
smeared distributions than  the ratios of the measured to the reconstructed momenta or 
energies.
The reconstruction of the energy lost to ISR using Equation (4.2) fails when two or more 
photons have been em itted along the beampipe in opposite directions. The events are more 
balanced, which leads to an overestimation of their effective centre-of-mass energy. This 
effect introduces a contamination of the data sample by events of lower ‘tru e ’ y/s* values. 
Tau pair events with a reconstructed \ fs i above the sample cut-off, but with a true y/s* 
below it, are considered background. Their contribution is calculated from Monte Carlo 
generated e+e-  ^  t +t -  events.
4.4  Selection
In the final selection the cuts are tuned to give the smallest uncertainty on the cross section 
measurement. This tuning is done a priori in a Monte Carlo study, in which for each of the 
cuts the value is determined for which the expected statistical uncertainty, AaStJt, reaches 
a minimum. By calculating the selection efficiency e and the purity p as a function of the 
cut variable under consideration, the estimate for AaSfJt is calculated as:
The efficiency is defined as the number of signal events passing all the selection criteria 
divided by the to tal number of generated signal events:
(4.3)
sel
Nrrgen
(4.4)
42
selection of tau events 4.4 . selection
with
Nel
NTTgen
Nsel (\f~S*gen >  75 GeV) 
Nse^V^gen >  0 .8 5 ^ )
NgeniV^gen >  75 GeV) ge
Ngen(\/~S*gen >  0 .8 5 ^ )
I
II
I
II
(4.5)
(4.6)
Tau pairs th a t pass the selection criteria including the cut on the reconstructed effec-
tive centre-of-mass energy but do not fulfill the signal definition because their real 
7(generated) effective centre-of-mass energy, v  s 'gen, is below the cut-value, are considered 
background. The fraction of these events in the total number of selected events is called 
ISR-contamination and is estim ated from Monte Carlo.
NTTn isr
Nsei(vVgen <  75 GeV, vV  >  75 GeV) I 
N,e](V7gs„ <  0 .85,/s, V ?  > 0.85^5) II
(4.7)
The purity p is a measure for the amount of background from non-signal processes and 
ISR-contamination in the sample of selected events. It is defined by the fraction of signal 
events in the to tal of signal and background events:
p
NTS
NTS N
bg
sel
(4.8)
where the background includes ISR-contamination.
All cuts are tuned on the 189 GeV data, then fixed and applied to the other LEP energies. 
This procedure does not necessarily lead to the smallest to tal (statistical plus systematic) 
uncertainty. In case a dominant background is not completely described by the Monte Carlo 
simulation, the predicted minimum in the statistical uncertainty can be accompanied by 
a larger systematic uncertainty. Therefore the cuts on variables th a t separate signal from 
background processes with cross sections much larger than  th a t for tau  pair production are 
chosen conservatively, i.e. further away from the region th a t is dominated by background.
In the following paragraphs the selection criteria are discussed one by one. The accom­
panying figures are selection plots for the 189 GeV data, showing the distributions for the 
various selection variables. In these figures all cuts except the one on the variable plotted 
along the x-axis are applied. The efficiencies and purities are shown as a function of the 
cut value in the corresponding figures below on the left hand side. The bands show the sta­
tistical uncertainties on the efficiency and purity resulting from the finite size of the Monte 
Carlo samples. In the figures on the right hand side the white band shows the expected 
statistical uncertainty, calculated according to Formula (4.3), and the black dots the actual 
statistical uncertainty as a function of the cut value. From these figures the best value for 
each of the cuts is chosen. The arrow indicates the cut value chosen for the selection.
1. The event should not have both tau  jets identified as either electrons or muons.
Ne <  2
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This requirement cuts away a part of the tau  signal tha t is very hard to distinguish 
from its background. The fraction of tau  pairs with both  taus decaying into the same 
lepton is only 6.2% [37]. The background of these specific signatures is mainly from 
e+e- ^  e+e-  and e+e- ^  e+e- e+e-  for the two electron final state, and from e+e- ^  
p+p+ and e+e- ^  e+e- p + p -  for the two muon final state. All these processes have a 
much larger cross section than  th a t of the process e+e- ^  t+t -  ^  l+l- (^ ’s).
2. The electromagnetic energy, E BGO, should be less than  85% and 50% of the recon­
structed momentum for the most energetic, P T)1, and the second tau  jet, P t ,2, respec­
tively.
E BGO,1 <  °-85 P t,1 
E BGO,2 <  0-50 P t,2
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Figure 4.9: The scaled electromagnetic energy of the most energetic jet, E b g o 1/P t1 . The 
lower plots are similar to those of Figure 4.11.
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selection of tau events 4.4 . selection
These cuts reduce the background from Bhabha scattering. Electrons from Bhabha 
scattering are highly energetic, while electrons from t ^  e vevT are on average less 
energetic because the two neutrinos produced in the tau  decay carry away a fraction 
of the energy. In Figure 4.9 this distinction is visible. Here only the cut on the scaled 
electromagnetic energy of the most energetic je t is taken out of the selection proce­
dure. The peak of Bhabha events near 1 is already reduced by the other cuts against 
two electron background. The Monte Carlo description of the Bhabha background 
fails due to leakage of electrons between the crystals, which is underestim ated in the 
simulation.
In Figure 4.10 the scaled electromagnetic energy of the second je t is shown. Again 
the Monte Carlo prediction underestim ates the number of electrons from Bhabha 
scattering th a t pass the selection criteria.
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Figure 4.10: The scaled electromagnetic energy of the second jet, E BGO2/P t ,2.
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3. The to tal energy oi the most energetic tau  jet, Emax, must be more than  27.5% oi the 
reconstructed momentum P r oi the same jet:
Emax >  0.275 Pr
This cut reduces the large background from e+e_ —► e+e_ff processes. Two-photon 
background is less energetic than  s-channel processes like tau  pair production because 
only a small fraction oi the centre-of-mass energy gets transferred to the final state 
fermion pair. However, since not all energy of the taus is observed due to the emitted 
and undetected neutrinos, this cut also removes tau  events if it is applied too strictly. 
In Figure 4.11 the distribution of the scaled energy of the most energetic jet is shown. 
The background from e+e_ —► e+e_ff dominates below the value of the cut, which is 
indicated by an arrow. The agreement between data and Monte Carlo predictions is 
good over the whole range.
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Figure 4.11: The scaled energy of the most energetic jet, Emax/P r . The lower plots show 
the purity and efficiency, and the statistical uncertainty A a stat as a function of the cut on 
this variable. The chosen value of the cut is indicated by an arrow.
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selection of tau  events 4.4. selection
4. The absolute acoplanarity, | (  |, defined as 180 degrees minus the angle between the 
two tau  jets in the r-0  plane, must be larger than  0.2 degrees.
(  = 180 — |0jet 1 — 0jet 2 1
| (  l> 0.2° (for events without a muon or a three-prong tau  jet)
The cut on the minimum acoplanarity angle reduces background from events produced 
via Bhabha scattering, which are back-to-back in the r-0 plane. The tau  jets are 
formed around the charged decay products of the tau, and therefore make on average 
a small angle with respect to the original tau  direction. since this cut is designed to 
reject Bhabha background, it can be left out when one of the tau  jets is unlikely to 
be confused with an electron. Therefore this cut is not applied to events th a t contain 
either a muon or a three-prong tau  jet. As can be seen from Figure 4.12 the data 
do not follow the predictions below 0.2 degree. Therefore this cut can not be tuned 
to give the lowest statistical uncertainty. It is introduced explicitly to reduce the 
mismatch between the Monte Carlo expectations and the data, which originates from 
electrons which are not detected in the BGO calorimeter.
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Figure 4.12: The absolute acoplanarity between the two tau jets below 1 degree.
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4.4. selection selection of tau  events
5. The absolute acoplanarity, | Z ^ must be smaller than  15 degrees.
| Z |<  15°
The taus are produced back-to-back in the r-0 plane. Due to the Lorentz boost 
the angle between the tau  and its decay products is small, and thus the resulting 
acoplanarity between the two tau  jets is small. The angles between the decay products 
of a W -pair can have any direction, because the two W ’s are very heavy with respect 
to the centre-of-mass energy and are therefore produced almost at rest. A cut on 
the maximum acoplanarity separates tau  events from W -pairs where both W ’s decay 
leptonically.
IZI [d e g ]
IZI [d e g ]  |Z| [d e g ]
Figure 4.13: The distribution of the absolute acoplanarity up to 30 degrees.
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6 . The to tal number of calorimetric clusters per event, NASRC, should be less than  17. 
n a src  <  17
This cut further reduces background from processes with high multiplicity like e+e_ ^  
qq and e+e-  —► W +W _ where at least one of the W ’s decays hadronically. This cut 
is similar to  the second preselection cut, where a maximum of 20 clusters is required. 
Having a not so strong criterion in the preselection facilitates the optimisation of the 
location of the cut later on. The requirement of non-zero calorimetric energy for both 
jets translates into an implicit minimum of two clusters per event. The description of 
the number of clusters in the Monte Carlo simulation is in very good agreement with 
the data.
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Figure 4.14: The number of calorimetric clusters, Nasrc, per event.
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4 .4 . selection selection oi tau events
7. The momentum of a muon measured in the muon chambers, P M, must be less than 
85% of the reconstructed momentum P r of the jet in which it is contained.
P M < 0.85 P r
Any e+e-  ^  ¡i+^-  events th a t passed the rejection of dimuon events because of mis- 
classification of one of the tau  jets are rejected by this cut. Mis-classification happens 
when one of the two muons is not detected in the muon chambers. Another possibility 
is th a t final state radiation is included in the tau  jet and its electromagnetic energy 
is added to th a t of the muon. The muon will then not be classified as a muon, but 
be taken for a hadronic je t with punch through in the muon chambers. The muons 
in dimuon events each carry half of the effective centre-of-mass energy and are more 
energetic than  those from taus decaying into muons and neutrinos. Figure 4.15 shows 
the scaled momentum distribution.
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Figure 4.15: The scaled momentum of the most energetic muon, P^,i/Pr,\.
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Cosmic ray events are found mostly in 1-1 topologies. This can be observed in Fig­
ures 4.16(a) and (b), where the distribution oi the distance oi closest approach (DCA) 
is shown ior one-prong events and three-prong events respectively. The discrepancy 
in the tail oi Figure 4.16(a) is caused by cosmic ray background, as was verified by 
scanning these events visually. In Figure 4.16(b) the data  are much better described 
by the Monte Carlo simulation.
Tracks from cosmic ray events do not necessarily pass the interaction region, and 
therefore typically have large DCA’s. The background from cosmic ray muons is 
reduced by requiring a distance of closest approach (DCA) per track of less than  1.0 
mm. Events with a three-prong tau  decay are less sensitive to cosmic ray background. 
Furthermore, three-prong tau  decays have a slightly larger opening angle between the 
decay products, which results in a somewhat larger average for the DCA per track. 
Therefore the cut on the DCA is relaxed to 2.5 mm for events of this signature.
DCA <
2.5 mm three-prong 
1.0 mm otherwise
In Figure 4.17 (a) the DCA is shown as a function of the number of tracks per jet for 
tau  pair candidates in the 189 GeV data. Only tracks with | cos9T \< 0.8 are shown 
in this figure. The location of the cut for the different topologies is indicated by the 
black line.
In Figure 4.17 (b) the DCA per track is shown as a function of the polar angle of the 
track for 189 GeV data. Only tracks in jets with one track per je t are plotted. At small 
angles the resolution of the DCA is less good. Particles pass fewer wires in the TEC 
and therefore their tracks have fewer hits. As a result, the track reconstruction is less 
accurate. Since cosmic ray muons mostly pass through the top of the detector, their 
background contribution at small angles with respect to the beampipe is negligible. In
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Figure 4.16: The DCA of all tracks for the events with only one-prong jets (a) and for 
events with three-prong jets (b). The cosmic ray events show up in the tails of Figure (a).
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Figure 4.17: (a) The DCA per track as a function of the number of tracks in a je t for tracks 
with \ cos 9T \< 0.8. (b) The DCA as a function of the polar angle for one-prong tau decays. 
In both Figures the line indicates the location of the cut on the DCA.
order not to remove tau  pair candidates unnecessarily, the cut on the DCA is relaxed 
to  2.5 mm ior all topologies.
DCA < 2.5 mm \ cos9T \> 0.8
The cut on the DCA is shown in Figure 4.17(b) by the black line.
9. The volume in which tau  pair candidates are accepted is limited to \ cos0T \< 0.94 
ior both jets.
\ cos9t \< 0.94
At higher values oi \ cos 9T \ both the selection and trigger efficiency drop significantly, 
which would require large corrections to the cross section measurement.
Inside the fiducial volume some parts are less well covered by the different subdetectors. 
Therefore the volume is subdivided into different regions, and in some oi these additional 
requirements are placed on the event topology. The boundaries oi these regions are listed in 
Table 4.2. In Figure 4.19, where a quarter oi the L3 detector is shown in a y — z projection, 
the boundaries are indicated by lines. In Figure 4.18 the distribution oi \ cos 9T \ is shown 
ior the case where the cut on the fiducial volume and the restrictions on the event topology 
are not applied.
The additional requirements improve the signal to background ratio and thus reduce 
the statistical uncertainty on the measurements. They also help to control the systematic 
uncertainty, because they especially reduce dominant background processes in regions where 
the predictions are less reliable. Per region, the reasons ior the need oi extra requirements 
are:
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Figure 4.18: The distribution of the polar angle of both jets. In this plot the cut on the 
polar angle is not applied. Also the additional requirements on the event topologies, which 
are discussed later, are left out.
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1. In the proximity oi the BGO gap, the opening between the barrel and forward parts 
oi the electromagnetic calorimeter, the detection oi electrons is less good. Even after 
the installation oi the EGAP detector [41] in 1996, the distinction between purely 
electromagnetic and hadronic interactions is not sufficient to reduce two electron final 
state background to an acceptable level ior the measurement oi the tau  pair cross 
section. W ithout any iurther restrictions this would result in an increased acceptance 
oi background events, as can be seen from Figure 4.18 at values oi cos 9 above 0.675.
2. In the iorward part oi the detector the signal to background ratio becomes smaller 
and smaller, while at the same time the resolution oi both  the (inner) tracking and the 
calorimeters becomes worse. The additional requirements in region IV and V enables 
the extension oi the tau  pair selection to lower angles without too much background.
The additional requirements depend on the polar angles oi both  jets. Ii one oi the jets
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region | cos 0min | | cos 9max |
I barrel 0 0.675
II near BGO gap 0.675 0.71
III BGO gap 0.71 0.81
IV endcap 0.81 0.85
V far endcap 0.85 0.94
Table 4.2: The definition of the five regions inside the fiducial volume.
is detected in the barrel (region I), or one jet is detected in the barrel region near the BGO 
gap (region II) and the other in one oi the endcap regions (IV or V), no further restrictions 
are necessary. Ii neither oi the jets is in the barrel part oi the detector (region I), the event 
is only accepted ii at least one je t is identified as a muon or a three-prong tau  decay, or the 
event is required to have an acoplanarity larger than  1.5 degree. Ii both jets are in or near 
the gap region, i.e. regions II and III, only events with one oi the jets identified as a muon 
or a three-prong are selected.
Figure 4.20 demonstrates the effect oi these additional requirements. The Roman num­
bers on the x-axis indicate the region in which the first tau  jet is detected, the ones in 
the figure show the region oi the second jet. In the upper plot the additional restrictions
Figure 4.19: A quarter o f the detector in x-z view with the definition of regions. The 
interaction point is located in the lower left corner, and the beam pipe runs from the lower 
left to the lower right corner.
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Figure 4.20: The distribution of the events over the volume regions for the 189 GeV inclusive 
sample. Along the x-axis the region number of the first tau je t is given, while the numbers 
in the figures correspond to the region of the second jet. The points represent the data, 
while the open histograms show the MC expectation of tau pairs. The background is split 
into Bhabha events (the lighter hatched histogram) and the remaining background (darker 
hatched histograms). In the upper plot the additional requirements are not applied, whereas 
in the lower plot the full selection is effective.
are left out, while in the lower plot the lull selection is applied. Especially when both  jets 
are detected in the BGO gap region, the background becomes dominant without the extra 
requirements. Most of this background is from Bhabha events, indicated by the lighter 
hatched histogram.
4.5 Trigger efficiency
The calculation of the trigger efficiency is based on the assumption of redundancy of the 
trigger system for tau  pair events. It furthermore assumes th a t the different level 1 sub­
triggers are completely uncorrelated. The trigger efficiencies for five different triggers are 
studied: the energy trigger, the inner and outer TEC trigger, the muon trigger and the 
scintillator multiplicity trigger. The inner TEC trigger was introduced in 1997 and is only
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considered ior data taken alter this date. Two methods are applied in the calculation, both 
using the number ol selected events th a t are triggered by each trigger. In the first the 
trigger efficiency per trigger is calculated by comparing the number ol events triggered by 
all 5 (4) triggers with the number ol events triggered by 4 (3) ol them, regardless ol the 
status ol the 5th (4th) trigger i. The ratio ol these two numbers gives the trigger efficiency 
lor trigger i.
etrig =  Nsei (triggered by all triggers)
Nsel(triggered by 4(3) out ol 5(4) triggers)
The disadvantage ol this m ethod is th a t it is not using all information in the data set, as 
it is not using all possible event categories. It is only used as a cross check on the second 
analysis.
The second m ethod is based on a maximum likelihood fit to the data using Poisson 
statistics. In this m ethod the events are divided over different categories based on whether 
or not they are triggered by each ol the triggers. For the 5 triggers considered in this 
procedure, this results in 25 =  32 categories. The data taken belore 1997 is divided over 
24 =  16 categories. For each ol these categories, the number ol data events in them  is 
compared to the expected number ol events given a set ol trigger efficiencies etrig. The 
number ol expected events in a category j  is calculated as:
Nexp j Nsel • n  P* (4.10)
where p* is the fraction ol events th a t pass the requirements on trigger i:
=  I e f g , tr iggered by i ( )
1 — e f lg not triggered by i
The likelihood lunction is then the product over all categories ol the probabilities to have 
Nselj  events in category j  where Nexp j  were expected:
C I P  (Nsel j Nexp j , (4.12)
This likelihood lunction is minimised with respect to the trigger efficiencies etrig. The 
resulting trigger efficiencies lor the 5 level 1 triggers are shown as a lunction ol | cos 9 | lor 
the 189 GeV inclusive sample in Figure 4.21. The energy and outer TEC trigger are almost 
lully efficient lor tau  pairs, up to a value ol | cos 9 | ol 0.93 and 0.8 respectively.
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\fs  [GeV] I II
130 100.0l °;°2 % 100.0l °;°3 %
136 99.861°;°' % 99.8718;?! %
161 99.931°;“ % 99.9818:81 %
172 99.68!°;!° % 9 9 .70 l° ;i %
184 99.741°;°* % 99.9518:81 %
189 99.951°;°' % 99.9918:81 %
Table 4.3: The combined level 1 trigger efficiency for the all samples.
The combined level 1 trigger efficiency etrig is given by:
etrig =  1 -  n ( l  -  etrlg) (4.13)
i
The combined trigger efficiency is close to 100% up to | cos 9 |=0.94, which is the limit of 
the fiducial volume. In table 4.3 the results for the combined trigger efficiencies within the 
fiducial volume are listed for both samples and all centre-of-mass energies. They are all 
close to 100%, and therefore the trigger system can be regarded as fully efficient for tau  
pairs.
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Figure 4.21: Trigger efficiencies for 5 level 1 triggers and the combined trigger efficiency as 
a function of cos 9 for the inclusive data sample at 189 GeV.
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Chapter 5 
Cross section
5.1 D ata  sam ples
The cross section for e+e-  ^  t+t -  is measured at six different centre-of-mass energies in 
the range of 130 to 189 GeV. The integrated luminosity corresponding to the various data 
samples are listed in Table 5.1. The data taken in 1995 and 1997 at y/s values of 130 and 
136 GeV are analysed both separately, to check for time dependent detector effects, and 
combined. The number of events passing the selection criteria described in the previous 
chapter are also listed in Table 5.1. The various data  samples will be referred to with the 
centre-of-mass energies as listed in between brackets and, if necessary, with the year of data 
taking.
The measured cross section am and its statistical uncertainty estimate A a  are calculated
as:
Ndata/etllg — Nbg . \/Nd^ta/etllg
crm =  -------------p.---------  and A o  = ----------------, (5.1)
t L t L
where Ndata is the number of selected tau  pair candidates, Nbg the expected number of 
background events and t  the selection efficiency. The trigger efficiency for the selected tau
Year \/s  [GeV] £  [p b -1] Ndata (I) Ndata (II)
1995 130.3 (130) 2.74 42 17
1997 130.0 (130) 3.37 30 18
1995 136.3 1 CO ) 2.30 54 26
1997 135.9 (136) 3.64 23 11
1996 161.3 (161) 10.90 50 26
1996 172.1 2)7(1 10.25 53 22
1997 182.7 1 00 ) 55.46 247 127
1998 188.6 (189) 176.77 700 348
Table 5.1: The centre-of-mass energies o f the data samples and the corresponding integrated 
luminosities, together with the number of selected events for both the inclusive (I) and the 
non-radiative (II) sample. The numbers between brackets are the centre-of-mass energies 
that will be used in the text to refer to the corresponding data samples.
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pair candidates is calculated as explained in Section 4.5. L  is the integrated luminosity. 
The background includes contributions from n o n -rr processes, Nnon-rr, ISR contamination, 
NISR and ISR-FSR interference, NISR-FSR:
Nbg =  Nnon-rr +  NISR +  NISR-FSR
The selection efficiency is corrected for contributions from secondary pairs and includes the 
extrapolation to the full solid angle.
5.2 Selection  efficiency
The selection efficiency is calculated from the Monte Carlo samples according to:
with
Nili
N£n
Nrr
Nrrge n
and Ae =  sj t ( l  — e)/N.T Tgen :
N gen > 75 GeV) 
NseKv^gen >  0 .8 5 ^ )  
NgeniV^gen >  75 GeV)n ge
NgeniV^gen >  0 .8 5 ^ )
(I)
(II)
(I)
(II)
(5.2)
(5.3)
(5.4)
N T  is the number of events th a t pass the selection criteria, and for which the ‘tru e ’ invariant 
mass y^ Sgen is above the \fs ' cut. NgJn is the number of events generated with a ‘tru e ’ 
invariant mass above the cut. The uncertainty on the efficiency quoted above is a statistical 
uncertainty arising from the finite size of the available Monte Carlo samples. It gives rise 
to a small uncertainty in the cross section measurement, which is treated  as a systematic 
uncertainty.
The selection efficiencies for both  samples are listed in Table 5.2. The data  samples from 
1995 and 1997 at the same centre-of-mass energies are analysed together and therefore the 
quoted efficiencies are the luminosity weighted averages. In Figure 5.1 the efficiency for 
the 189 GeV sample is plotted as a function of the reconstructed effective centre-of-mass
Year [GeV] e(I) [%] e(II) [%]
1995 & 1997 130 47.80 ± 0.53 49.31 ± 0.84
1995 & 1997 136 4.86.4 ± 0.54 50.21 ± 0.83
1996 161 2.23.4 ± 0.24 49.05 ± 0.37
1996 172 41.62 ± 0.24 48.11 ± 0.38
1997 183 7.52.4 ± 0.17 49.61 ± 0.26
1998 189 5.92.4 ± 0.17 50.35 ± 0.26
Table 5.2: The selection efficiencies in percent for both samples with their uncertainties for 
the various centre-of-mass energies.
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Figure 5.1: The selection efficiency t as a function of the effective centre-of-mass energy 
x/s' for (a) the inclusive and (b) the non-radiative sample for the 189 GeV MG generated 
events. Also indicated, in black, is the ISR contamination. The band corresponds to the 
size of the uncertainties due to limited MC statistics.
energy y/s'. The selection efficiency for events with hard initial state radiation and thus 
lower values of y/s* is lower than  th a t of events with high values of y/s*. This is the 
result of the boost into the forward direction, where the probability of escaping detection 
is higher and also the selection criteria are stricter. The to tal efficiency for the inclusive 
sample therefore depends on the fraction of events with hard initial state radiation. W ith 
increasing centre-of-mass energy this fraction slowly decreases, as explained in section 2.3. 
Therefore the efficiency for the inclusive sample first decreases when moving away from the 
Z-peak and then slowly increases again, as can be seen in Table 5.2 from the behaviour 
of e(I). In the limit of very high centre-of-mass energies the selection efficiency for the 
inclusive and non-radiative sample would be almost the same, as the fraction of radiative 
events would become very small.
5.3 C orrections for in itia l sta te  pairs.
The Monte Carlo event generator th a t is used to generate tau  pair events, KORALZ [26], 
takes into account photonic radiative corrections only. Radiative corrections from secondary 
pairs are not included in the program, while they are necessarily a part of the signal 
definition, as explained in section 2.5. In order to fulfil the signal definition, the efficiency 
is corrected by adding contributions from four fermion events. As the generator used 
to  simulate four fermion events, DIAG36 [29, 42], does not contain contributions from Z 
exchange the m atrix elements of FERMISV [31], another four fermion generator, are used 
to reweight the events. For each event the squared amplitudes obtained from FERMISV 
for y  exchange only, W fERMISV(y), and the one including one Z boson, W fERMISV(y and Z), 
are considered. In order to be consistent with ZFITTER, only the contribution where the Z
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exchange leads to a tau  pair is included in the signal. The ratio of these squared amplitudes 
is used to reweight the DIAG36 four fermion events.
Furthermore, since most of the processes resulting in four fermion events are not to be 
considered signal, the DIAG36 squared amplitudes, WDIaG36, are split into a signal and a 
background part. Only the conversion type of diagrams (see Figure2.8(c)) are considered to 
contribute to the signal, all others, including the interferences, are counted as background. 
The to tal weight of the four fermion events thus becomes:
W (sig/bg) =  ^  Z) . W/DiAG36(sig/bg) (5.5)
Wfermisv(7 )
The efficiency is corrected according to:
_  eTr ' QYt +  E f f  e r r f f  ' crTTf f (5.6)
where errQ and ctttq- are the efficiencies and cross sections for the processes e+e_ —► r +r _ff. 
The correction is very small, below 1 %o for all the centre-of-mass energies, but it would 
increase significantly for the inclusive sample if the signal definition would include tau  pairs 
with lower values of x/s'. The efficiencies listed in Table 5.2 include this correction.
5.4 ISR  contam ination
The ISR contamination consists of tau  pair events with a reconstructed centre-of-mass 
energy x/s' above t he cut of the sample definition, but with a ‘tru e ’ value of the centre-of- 
mass energy, ^/sgen, below it.
Nex.n(v/s7 >  75 GeV, <  75 GeV) (I)
exp(%/? > 0.85^5, < 0.85^5) (II)
(5.8)
This contamination is caused by the reconstruction resolution and also, more impor­
tantly, by a wrong xfs’ determination, as explained in Section 4.3. It accounts for more 
than  half the background for the non-radiative sample, while it is almost negligible for the 
inclusive sample. The contribution of ISR contamination to the background is listed in 
Table 5.3. In Figure 5.1 the efficiency for ISR contamination at 189 GeV is indicated by 
the dark band. In Figure 5.2 the ISR contam ination is shown together with other sources 
of background for (a) the inclusive and (b) the non-radiative sample. The amount of ISR 
contam ination in these Figures is determined at the centre-of-mass energies listed in Ta­
ble 5.1, the values shown in between are interpolations tha t are merely meant to guide the
eye.
5.5 ISR -F SR  interference
In the presence of interference between initial and final state radiation the variable xfs’ is no 
longer well defined, as explained in Section 2.4. The interference is largest at small angles
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v^[GeV] n o n -rr
°bg(I) [Pb] 
ISR-cont. ISR-FSR non-TT
°bg(n) [pb]
ISR-cont. ISR-FSR
130 0.934 0.074 0.022 0.212 0.469 0.039
136 1.241 0.074 0.019 0.297 0.353 0.037
161 0.850 0.044 0.011 0.228 0.176 0.025
172 0.816 0.032 0.012 0.129 0.143 0.023
183 1.027 0.028 0.010 0.126 0.127 0.023
189 0.867 0.024 0.008 0.139 0.113 0.021
Table 5.3: Background in pb for the two samples, split into background from processes 
other than e+e-  ^  t + t -  and the contributions from ISR-contamination and ISR-FSR  
interference.
and values of y / s *  close to  y / s .  One way of reducing the problem is to limit the fiducial 
volume. This treatm ent propagates the difficulty to the interpretation of the cross section, 
as theoretical predictions are generally calculated in the full solid angle. The solution chosen 
here is to define an interference-free cross section:
O = Gm — O ISR-FSR
where the effective interference contribution, oISR-FSR is given by
1 /■! rVs d2<j- +
& isr-fsr =  -  e(cos0,m  TT)------ : r p — d cos 0dmr r  (5.9)
e J - iJ m TT d cos 0dmTT
The integration over mr r  runs from the cut-off on \ / s ' ,  here denoted by m ^r , to y / s .  The 
integration over 0 is over the full polar angle. In practice the integrals are approximated by 
summations. The interference contributions to the differential cross section are calculated 
with ZFITTER.
The effective corrections are listed in Table 5.3. They are plotted in Figures 5.2 (a) and 
(b) for sample I and II respectively. Figures 5.2 (c) and (d) show th a t the interference 
corrections are never larger than  1% of the selected tau  pair cross sections. The corrections 
shown in these Figures are calculated at the centre-of-mass energies listed in Table 5.1, 
whereas the values shown in between are interpolations.
5.6 Background from non-TT processes
The background from non-TT processes is listed in Table 5.3. In Figure 5.3 this background 
is split into contributions from e+e_ —► ff , e+e_ —► e+e_ff and e+e_ —► W +W - . The 
expected background contribution at the Z-peak using the same selection criteria is also 
shown for comparison. For the Z-peak data the inclusive and non-radiative sample overlap 
for more than  99%.
The background in the non-radiative sample, shown in Figure 5.3 (b) and 5.3 (d), scales 
with the tau  pair cross section. The non-radiative samples thus have levels of background 
comparable to the Z-peak data. The main contribution is from fermion pair final states,
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Figure 5.2: Comparison of the different contributions to the background for (a) sample I 
and (b) sample II. The dark bands show the background from non-r+r -  processes, the 
lighter bands give the background from ISR-contamination. The white bands show the 
effective ISR-FSR interference contribution, which is only determined at LEPII energies, 
i.e. above 130 GeV. All contributions are calculated at the centre-of-mass energies listed in 
Table 5.2, the values in between are interpolations. The relative size o f these contributions 
are shown in (c) and (d) as a percentage of the selected tau pair cross section. The height 
of the bands indicates the uncertainty resulting from the limited size o f the Monte Carlo 
samples.
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Figure 5.3: Background from non-rr processes for the different centre-of-mass energies. In 
(a) and (b) the effective cross section of the most important background channels are plotted 
for the sample I and II respectively. The same backgrounds are also plotted relative to the 
Standard Model prediction for the tau cross section multiplied by the selection efficiency, 
rSM, in (c) for the inclusive sample and in (d) for the non-radiative sample.e • az
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which consist of e+e_ —► ¡jl+¡aT , e+e_ —► qq and Bhabha scattering. The relative size 
of the cross section for e+e_ —► ff background with respect to the selected signal cross 
section remains almost constant. On the other hand, the relative contribution from e+e-  ^  
e+e_ff increases with respect to the Z-peak sample, as the cross section of this process 
increases while th a t of the signal decreases, but it still remains smaller than  the e+e_ —► ff 
contribution. An exception to this is the e+e_ —► e+e_ff contribution at 183 GeV, where 
the background from e+e-  ^  e+e- ^ +^ -  increased as a result of the absence of the toroidal 
field in the forward regions. W -pair events form a new background for LEPII events, and 
the increase from this type of background from the threshold at 161 GeV onwards is clearly 
visible.
The inclusive sample has a significantly higher background than  the non-radiative sam­
ple (see Figure 5.3 (a) and 5.3 (c)). The e+e_ —► ff background is almost the same as for 
the non-radiative sample, but the background from two photon processes is significantly 
larger. This is due to the inclusion of acollinear events in the sample, which is the typical 
signature of both radiative tau  pair events and two photon events. As can be seen in Fig­
ure 5.3(a) and 5.3(c) the e+e_ —► e+e_ff becomes the dominant background at energies 
above approximately 170 GeV. Again, the increased contribution of two photon events at 
183 GeV is due to the absence of the toroidal field. The e+e-  ^  W +W -  background slowly 
increases, but nevertheless remains only a small contribution.
5.7 S ystem atic  uncertainties
The measurement of the tau  pair cross section at LEPII energies is largely dominated by 
the statistical uncertainties. This complicates the study of the systematic effects, as care 
must be taken not to confuse statistical fluctuations with systematic shifts. On the other 
hand, small systematic uncertainties can safely be neglected in the presence of dominating 
statistical uncertainties. In this section the results of the analysis of the most significant 
systematic uncertainties are discussed.
The selection procedure relies on the description of the events by the Monte Carlo 
simulation for the calculation of the efficiency and background. For the measurement of 
the tau  pair cross section two possible causes originating from the use of Monte Carlo 
simulations can lead to systematic effects on the measurements. The first is the limited 
Monte Carlo statistics, which results in uncertainties on the efficiency and the number of 
expected background events. The resulting uncertainties on the cross section from the 
uncertainty on the efficiency, A a e, and from the uncertainty on the expected number of 
background events, A abg, are calculated as:
Ae . ANbg
A<je =  —  • a and A<rbg =  — —  (5.10)
e eL
The uncertainty on the selection efficiency, Ae, is calculated according to Equation (5.2), 
while the uncertainty on the number of expected background events, ANbg, is calculated 
similarly from the uncertainty on the selection efficiency of the background. The systematic 
uncertainties due to the finite size of the Monte Carlo event samples are listed in Table 5.4.
The second uncertainty related to  the use of Monte Carlo simulation arises from possible 
discrepancies between the simulation of the detector responce and the data. They can lead
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\fs  [GeV] A<je Aabg
I
A (T sel AfJsyst A<je Aabg
II
A (T sel A a gyst
130 0.25 0.22 0.39 0.51 0.18 0.20 0.15 0.30
136 0.26 0.31 0.43 0.59 0.18 0.21 0.15 0.32
161 0.05 0.20 0.15 0.25 0.03 0.11 0.05 0.12
172 0.06 0.20 0.18 0.27 0.03 0.07 0.05 0.09
183 0.03 0.03 0.14 0.19 0.02 0.06 0.05 0.08
189 0.03 0.07 0.12 0.14 0.02 0.03 0.05 0.06
Table 5.4: Systematic uncertainties on the cross section measurements in pb for samples I 
and II. The first two contributions, A a e and A a bg, are due to limited MC statistics, the 
third, A a sel, results from the selection procedure. The total systematic uncertainty, A a syst, 
is the quadratic sum of these three independent contributions.
to wrong estimates of both efficiency and background expectation. Varying the selection 
criteria allows for a study of systematic effects resulting from this type of errors. For the 
most im portant selection variables, the value of the cut is varied within a reasonable range. 
Observed variations are interpreted as systematic uncertainties when they exceed statistical 
fluctuations.
In the following paragraphs the results of the cut variations on the 189 GeV data 
are discussed. This sample has the highest statistics and is best suited to distinguish 
systematic variations from statistical fluctuations. The variations observed by varying 
each of the selection variables at the other energies are compared to the variations in the 
189 GeV data. If no deviation is observed, the relative uncertainty assigned to the 189 
GeV data  is also used for the other energies. In Table 5.5 the break-down of the relative 
systematic uncertainty from the selection procedure is listed for the 189 GeV data  sample. 
The combined systematic uncertainties for the selection procedure, A asel, are given in 
Table 5.4 for all centre-of-mass energies.
The most problematic source of background is Bhabha scattering. Bhabha events can 
easily be confused with tau  pairs, due to electrons passing between the crystals of the elec­
trom agnetic calorimeter and depositing energy in the HCAL (as explained in section 3.1). 
The tilt of the crystals in the 0 direction makes it unlikely for a particle to pass in between 
the crystals, but in the 9 direction the crystals are pointing to the interaction point. Since 
these gaps between the crystals are hard to describe in the Monte Carlo, electrons leak­
ing through the ECAL are not well simulated. The spread in the z-position of the beam 
crossing region reduces the probability to leak through the ECAL. Nevertheless, since the 
cross section for Bhabha scattering is much larger than  th a t of tau  pair events, even a small 
fraction of mis-identified Bhabha events poses a problem to the measurement of the tau 
pair cross section.
In Figures 5.4(a) and (b) the scaled electromagnetic energy of the most energetic je t and 
the second jet are shown in the situation where all cuts except the two on these variables are 
applied. The background from Bhabhas is clearly not well described by its expectation from 
Monte Carlo, indicated by the hatched area. The choice of the position of the cut would 
affect the result of the cross section measurement if only these cuts were used to reduce
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I II
e.m. energy of the most energetic jet, EBGo(jet 1) 0.5 % 0.5%
e.m. energy of the second jet, E BGo(jet2) 1 % 1 % 1 % 1 %
minimum acoplanarity 1 % 1 %
energy of most energetic jet, Emax 1 % 0%
fiducial volume, cos 9 1 % 1 %
total 1.7% 1.4%
Table 5.5: Breakdown of the relative systematic uncertainty for both samples resulting from 
the selection procedure for the 189 GeV data. The systematic uncertainties due to variation 
of the cuts on the electromagnetic energy of the two jets and the minimum acoplanarity 
are highly correlated. Only one value is assigned to the uncertainty arising from these cuts.
this type of background. By imposing a cut on the energy of both electrons and on the 
acoplanarity of the event the background from Bhabha scattering is drastically suppressed. 
Consequently, the discrepancies between the expected and observed number of events are 
reduced. The remaining discrepancies translate into a systematic uncertainty which is well 
below the statistical uncertainty on the cross section measurement. For the three selection 
variables th a t reduce Bhabha background the value of each of the cuts is varied one at 
a time, but since they are highly correlated only one value is quoted as the systematic 
uncertainty due to Bhabha background.
Figure 5.5 (a) shows the distribution of the scaled electromagnetic energy of the second 
jet, Ebgo,2/ P t2 , around the value of the cut. In Figure 5.5 (b) the tau  pair cross section 
is calculated for different values of this cut, while keeping all other cuts fixed. The dis­
crepancy between Monte Carlo and data for higher values of EBGO 2/ P r>2 indicates tha t the 
background is underestim ated and as a result the measured cross section increases. In Fig­
ure 5.5 (c) the relative change in the cross section with respect to the nominal value, ^ref ; 
calculated at 0.5, is plotted. The error bars in this plot indicate the statistical uncertainties 
on the variations. A systematic uncertainty of 1% on the cross section is assigned to this 
selection variable.
The other two selection variables th a t help to reduce the background from Bhabha 
scattering, the scaled electromagnetic energy of the most energetic jet and the acoplanarity 
between the jets, are investigated in the same way. The relative changes in the measured 
cross section are shown in Figures 5.6(a) and (b). In (a) the cut on the scaled electro­
magnetic energy of the most energetic je t is varied, while the other cuts are kept at their 
nominal values. The cross section varies slightly and a systematic uncertainty of 0.5% is 
assigned. The variation of the cut on the minimum acoplanarity is shown in (b). The cut at
0.2 degrees is away from the region with increased background, and therefore the observed 
variations can be accounted for within a 1% systematic uncertainty.
The three cuts described above are highly correlated, and changing two cuts at the same 
time will not lead to larger fluctuations in the measured cross section. The total systematic 
uncertainty assigned to the background from Bhabha events is taken to be the largest of 
the three.
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Figure 5.4: The scaled electromagnetic energy of the most energetic je t (a) and the second 
je t (b) in the region of interest. The arrow indicates the location of the cut. In this plot 
all cuts except for the two cuts on the electromagnetic energy are applied.
The requirement of a minimum on the to tal scaled calorimetric energy of the most 
energetic jet, Emax/ P r>1, reduces the background from two-photon processes. The variations 
in the cross section as a function of the position of the cut are shown in Figure 5.6(c). 
Although the cross sections of these processes are much larger than  th a t of tau  pairs, their 
contributions to the background can be well estim ated because they are well described by 
the simulations. The cross sections for the QED processes involved (e+e-  ^  e+e- i +i - , 
e+e-  ^  e+e- e+e-  and e+e-  ^  e+e- t+t - ) can be calculated to high precision, while 
th a t for the process e+e-  —► e+e- qq is only known with an uncertainty of 10%. As this 
background does not contribute significantly, even a 10% uncertainty on the to tal cross 
section of this process would give a change of only 0.5%o in the tau  pair cross section. The 
uncertainty on its cross section is therefore not considered a source of systematic uncertainty.
The fiducial volume as described in Section 4.4 is varied by changing all angles that 
define the boundaries of the different regions. In Figure 5.7(a) the cos 9 of both  jets is 
shown for the 183 GeV data sample, while all restrictions on the fiducial volume and on the 
event topologies are released. This sample is less well described in the forward region. This 
is due to the absence of the toroidal field, which under normal conditions bends the muons 
in the forward parts of the detector and thus enables the determ ination of their momenta. 
In the absence of this field it is much harder to distinguish muons from e+e-  ^  e+e- 1 + i- ,
e+e ^  i + 1  and e+e ^  e+e t +t  from those of tau  pair decay.
Figure 5.7 (b) shows the relative changes in the cross section as a function of the variation 
of the cut on the maximum polar angle, | cos 9r |, for the 183 GeV data. The variation of 
this selection variable results in an uncertainty of 1%. In the 130 GeV and 136 GeV data 
samples taken under the same conditions the variations are not observed. At these lower 
energies the background in the forward and backward region is less dominant compared 
to th a t at higher centre-of-mass energies. The uncertainties on the background therefore
1 1
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Figure 5.5: (a). The event distribution of the scaled electromagnetic energy in the second 
jet, EBqq,2/P r,2. (b). The tau pair cross section as a function of the cut on the same 
variable. (c). The relative change in the cross section, (a — &ref)/&ref, where aref  is the 
cross section at the cut value 0.5. The dashed line indicates the systematic uncertainty 
assigned to this variable.
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Figure 5.6: The relative variations in the cross section of the 189 GeV data resulting from 
varying the value o f the cut on four selection variables: (a) The scaled electromagnetic 
energy of the first jet, (b) the acoplanarity of the two jets, (c) the scaled total calorimatric 
energy and (d) the maximum  cos 9. The dashed lines indicate the assigned systematic 
uncertainties.
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Figure 5.7: (a) The polar angles of both jets for the 183 GeV data without volume cut 
and no restrictions on the event topology. (b) The variation of the measured cross section 
for different values o f the cut on the maximum polar angle, | cos 9r | .
0
have less effect on the measurements. In Figure 5.6(d) the change in the cross section as 
a result of a change in the maximum allowed polar angle is shown for the 189 GeV data. 
The difference in the cross section as a function of the location of the cut is less significant, 
and a systematic uncertainty of 1% is assigned to this and the other data  samples.
The other selection variables are investigated in the same way and no statistically sig­
nificant effects are observed.
5.8 R esu lts
The results of the tau  pair cross section measurements are listed in Table 5.6. The listed 
uncertainties are the statistical uncertainty, calculated as described in section 5.1, and the 
to tal systematic uncertainty. Also quoted are the Standard Model predictions for the cross 
sections.
In Figure 5.8(a) the results of the measurements of the cross sections for the inclusive 
sample (open circles) and the non-radiative sample (solid circles) are shown for all centre-of- 
mass energies. The Standard Model expectations, calculated with the ZFITTER  program, 
are shown as a solid line for the inclusive sample and a dashed line for the non-radiative 
sample. Figure 5.8(b) shows a direct comparison of the measurements with the Standard 
Model predictions. Here the difference between the measured and the Standard Model 
cross section relative to the Standard Model cross section is shown for each cross section 
measurement. The measured tau  pair cross sections are in very good agreement with the 
Standard Model predictions.
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I II
\fs  [GeV] oTT [pb] a rsrM [pb] OrT [pb] a rsrM [pb]
130 22.50 ±  2.90 ±  0.51 20.85 10.01 ±  1.96 ±  0.30 8.48
136 24.84 ±  3.16 ±  0.59 17.78 10.91 ±  2.04 ±  0.32 7.33
161 8.53 ±  1.50 ±  0.25 10.92 3.83 ±  0.95 ±  0.12 4.70
172 10.41 ±  1.71 ±  0.27 9.17 3.75 ±  0.95 ±  0.09 4.00
183 7.99 ±  0.67 ±  0.19 7.89 3.81 ±  0.41 ±  0.08 3.48
189 7.14 ±  0.35 ±  0.14 7.29 3.21 ±  0.21 ±  0.06 3.23
Table 5.6: The results for the cross section measurements with statistical and systematic 
uncertainties and their Standard Model predictions for all data samples.
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Figure 5.8: (a) The measured cross sections for the inclusive sample (open circles) and 
the non-radiative sample (black circles) with their statistical uncertainties. Also shown 
are the Standard model predictions for both samples (lines). (b) The difference between 
the measured and the Standard Model cross section divided by the Standard Model cross 
section. The open circles correspond to the inclusive samples. The black circles, which 
correspond to the non-radiative samples, are plotted with an offset in \fs  o f 2 GeV.
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Chapter 6 
Forward-Backward Asym m etry
6.1 A sym m etry  definition.
The forward-backward asymmetry, AFB, is derived from the angular differential cross sec­
tion. The polar angle the ta  is defined as the angle between the direction of the incoming 
positron (electron) beam and the outgoing positively (negatively) charged tau. A tau  is 
called forward if this angle is less than  90 degrees, otherwise backward. The forward­
backward asymmetry is defined as in Chapter 2:
A FB
<7f — CTB 
& F +  &B
(6 .1)
For events in the non-radiative sample the tau  pair rest frame coincides with the laboratory 
frame and hence the angles measured in the detector are the production angles in the tau  
pair rest frame. The positive tau  and the negative tau  are therefore either both  forward 
or both  backward, as in Figure 6.1 (a). The inclusive sample contains events where the 
tau  pair is boosted due to the emission of one or more hard ISR-photons, as shown in 
Figure 6.1 (b). As a result, this event can be classified as forward and backward. In this 
chapter the tau  jet angles as measured in the detector, i.e. the lab frame, are used.
(b )
^ b a c k w a r d
+
T
+
e
Figure 6.1: Typical topologies for events in sample II (a) and sample I (b).
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Q jet 1 Q jet 1
Figure 6.2: (a) The measured charges of both jets for the 189 GeV inclusive data sample. 
The sizes of the boxes correspond to the numbers of events. Only the events in the hatched 
boxes, enclosed by the lines, can be used for the A FB determination. (b) Charges o f both 
jets measured by the TEC, for the same data. From the number of events in the hatched 
boxes the charge confusion per je t is calculated.
6.2 Charge D eterm ination
The charges of the two tau  jets are determined from the measured curvature of the TEC 
tracks. However, if a tau  jet is identified as a muon (see Chapter 4), the charge of the 
reconstructed track in the muon spectrometer is taken as its charge. Because the probability 
to  assign the wrong charge to a muon track, P M, is very small (less than  1% [40]), the other 
je t is then considered to have the opposite charge.
For jets with more than  one track, the sum of the charges of the tracks in the jet is 
taken. For these events it is possible to obtain a je t with an absolute total charge different 
from 1, for instance as a result of mis-assignment of a charge of one track in a three-prong 
jet. In case the charge of a je t is larger than  one, only its sign is taken. If one of the jets 
has charge zero, it is assigned the opposite of the charge of the other jet.
The forward-backward asymmetry is measured using the same samples as selected for the 
cross section measurements, with the additional requirement th a t the assigned jet charges 
must be opposite. This requirement removes like-signed events, for which it is impossible to 
determine whether they must be considered forward or backward. Also events containing 
two jets with charge zero are rejected. In practice, this last case only applies to events with 
two tracks in both jets, which happens rarely.
The measured je t charges are shown in Figure 6.2(a) for the 189 GeV inclusive data 
sample. Only the events in the hatched boxes are used for the asymmetry determination.
Because the curvature of the tracks at high energies is rather small, the possibility of 
wrong charge assignment to a jet exists. Figure 6.2(b) shows the charges measured in 
the TEC for all events without muons. The number of mis-determined jet charges can be
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I II
\fs  [GeV] NF/N B P t e c  (% ) CC (%) NF/N B P t e c  (%) CC (%)
130 44 /  20 5.4 ±  2.4 0.5 ±  0.3 28 /  3 7.7 ±  4.5 2.0 ±  1.1
136 48 /  17 6.1 ±  2.7 0.6 ±  0.3 30 /  2 8.2 ±  4.8 0.9 ±  0.6
161 31 /  9 10.9 ±  4.2 1.4 ±  1.0 1 9 / 5 5.3 ±  3.8 0.6 ±  0.5
172 28 /  12 16.1 ±  5.4 3.1 ±  2.2 13 /  4 23.3 ±  12.0 8.5 ±  7.6
183 126 /  79 7.5 ±  1.6 0.7 ±  0.2 76 /  31 8.1 ±  2.3 1.3 ±  0.4
189 364 /  193 7.6 ±  0.9 1.0 ±  0.2 217 /  76 6.6 ±  1.2 0.7 ±  0.1
Table 6.1: The numbers of forward and backward events based on the positively charged 
tau jet. Also the charge confusion Pcc is listed for all centre-of-mass energies.
estim ated using like-signed topologies. W hen only the events are taken into account where 
both  jets have an absolute charge equal to 1, indicated by the hatched boxes, the fraction 
of jets with the wrong charge assignment, PTEC, is:
P t e c  =  ~  ~  ~  \ / l  — 2 M / N  ( 6 .2 )
where N  is the number of selected events and M  the number of events with like-signed 
charges. The probability of assigning the wrong charge to a track depends on the momentum 
resolution of the detectors and hence on the momentum of the track. As a result, PTEC 
increases with energy. In 1996, corresponding to the 161 GeV and 172 GeV data  samples, 
the TEC was less well calibrated which resulted in an increased jet charge mis-assignment.
The events th a t influence the asymmetry measurements are those where the charges are 
confused, i.e. where both taus have been assigned the wrong charge. The charge confusion 
per event in the TEC, CCt e c , can be calculated from the probability to assign the wrong 
je t charge, P tec:
P 2
C C teg =  Ji— p  Tf2C+  P 2—  (6-3)(1 — P TEC) +  P TEC
The charge confusion for the sample with muons equals the probability of charge mis- 
assignment to a muon, P M. For events where one of the jets has charge zero, the charge 
confusion is equal to the probability for wrong jet charge assignment by the TEC, PTEC. 
Especially using this last category of events leads to a significantly larger charge confusion 
in the Afb measurement. As the statistical error is dominant, including these events leads 
to smaller combined uncertainties.
Charge confusion effectively reduces the observed asymmetry. In case of the non- 
radiative sample it is possible to apply a correction to the measured asymmetry A'FB after­
wards:
A'
Apb =  ^  (6-4)
For the inclusive sample the situation is more difficult. Due to the boost resulting from 
ISR, these events do in general not have a back-to-back signature. The result of charge
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confusion is then not necessarily th a t a forward event is taken for a backward one, or vice 
versa, but more complicated and the asymmetry can not be simply corrected for charge 
confusion afterwards. Therefore only the events where both  jets charges are measured (i.e. 
were non-zero) are used for this sample. The charge confusion then becomes small enough 
to neglect its effect on the asymmetry.
The weighted charge confusions for the two samples are then:
I: CC =  8^ P ^  +  8TEC CCTEC (6 .5)
II: CC =  8^  +  8tEC C C tec  +  80 P TEC (6.6)
where the 8 ’s denote the fraction of events in each of the categories. These weighted charge 
confusions are listed in Table 6.1 for all samples. The numbers of forward and backward 
events given in this table are based on the positive tau  directions. The asymmetry is 
determined for both the positive and negative taus. The results quoted later in this chapter 
are the averages of the two outcomes.
6.3 M ethods to  determ ine AFB
Three different methods are used to determine the forward backward asymmetry. For the 
first m ethod (A) the cross sections are determined in small cos 9 ranges. Via a summation 
over the forward and backward bins the respective cross sections are calculated, from which 
the asymmetry is determined, using Equation (6.1). Since this m ethod does not make any 
assumptions on the shape of the differential cross section, it can be used for both samples.
In the second m ethod (B) the Born param etrisation of the differential cross section is 
used to calculate the probability to select an event at a given cos 9 angle. From these 
probabilities an unbinned likelihood is constructed. This param etrisation is only valid in 
the centre-of-mass frame and can therefore only be applied to the non-radiative sample, for 
which the lab frame coincides with the rest frame.
In the last m ethod (C) a fit procedure is introduced tha t can be used for any differential 
cross section. It uses the fact th a t the differential cross section can be expressed in terms 
of symmetric and anti-symmetric functions in cos 9. The asymmetry can then be rewritten 
as the ratio of the anti-symmetric and the symmetric part of the forward cross section. 
The general nature of this m ethod makes it applicable to both the non-radiative and the 
inclusive sample.
6.3.1 D ifferential cross section
The forward backward asymmetry can be calculated directly from the forward and backward 
cross sections using the definition given in Equation (6.1). In the evaluation of the cross 
sections angular dependences of selection and detection efficiencies are taken into account. 
In Figure 6.3(a) the selection efficiency as a function of cos 9 is shown. The asymmetry 
in the efficiency for the inclusive sample is not due to detector or selection performance, 
but reflects the fact th a t it is a weighted efficiency . For each xfs' interval the efficiency 
is symmetric, as can be seen from the efficiency distribution for the non-radiative sample.
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Figure 6.3: (a) The selection efficiency e as a function of cos 9 for sample I (open circles) 
and sample II (black circles). (b) The trigger efficiency etrig as a function of cos 9 for sample
I. The triangles show the energy trigger efficiency, the open circles show the efficiency of 
the outer TEC trigger. The line represents the combined efficiency for all triggers.
Weighting them  with the corresponding differential cross section results in the asymmetric 
behaviour of the efficiency of the inclusive sample shown in Figure 6.3 (a).
In Figure 6.3 (b) the efficiencies for the two triggers th a t are most vital to tau  pair 
selection, the energy and the outer TEC trigger, are shown as a function of cos 9, together 
with the combined trigger efficiency. They are calculated as described in section 4.5 using 
a log likelihood function. The combined trigger efficiency is close to 1 over the whole cos 9 
range. The selection efficiency however drops considerably for cos 9 values close to 1, mainly 
due to the limited dimensions of the TEC. Therefore the determ ination of the differential 
cross section is restricted to the cos 9 range [—0.9, 0.9].
The cross section is calculated for each bin from:
Oi
N f / e f g -  N f  -  N '1
ti £
Tint
(6 .7 )
where N®el/e trig is the number of selected events in bin i corrected for the trigger efficiency. 
Nbg is the number of expected background events and N‘nt is the contribution from inter­
ference between initial and final state radiation. The selection efficiency ei is estimated 
from Monte Carlo simulation of tau  events. By choosing the size of the bins sufficiently 
small, the cos 9 dependence of the efficiency, and therefore also its dependence on AFB, is 
removed.
In Figure 6.4 the differential cross section is compared to the Standard Model prediction 
for the 189 GeV data. The overall agreement between the measurements and the Standard 
Model predictions is good, apart from a small deficit in the forward cross sections of both 
samples. One explanation for this discrepancy is the charge confusion, which effectively 
lowers the forward and raises the backward cross sections in case of a positive asymmetry.
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Figure 6.4: The differential cross sections for the two samples, compared to the standard 
model predictions.
The lack of events in the forward direction is not compensated however by an excess in 
the opposite direction. As a cross check, the differential cross sections of both charges 
separately are compared, but they show similar behaviour. The data at other energies do 
not show the same deficit. There is no indication for any systematic effect causing this 
deficit, and therefore it is considered to be a statistical fluctuation.
From the differential cross sections the to tal forward and backward cross sections are 
calculated and used to determine the asymmetry. This asymmetry still needs an extra­
polation to the full solid angle, for which theoretical input on the differential cross section 
is used. The extrapolation factor can be calculated either from an semi-analytical theory 
program (e.g. ZFITTER) or Monte Carlo (MC). A comparison of the value obtained for 
the asymmetry within a limited cos 9 range and in the full range gives an extrapolation 
factor. Alternatively it can be calculated directly by assuming the Born approximation to 
the differential cross section:
1 da
a d cos 9 
a fb
3 
8
0.75 x m
3
-  ( l  +  cos2 9^ j +  Afb cos 9 
0.25 x'L ■ A'tFB
(6 .8 )
(6 .9 )
where A'FB is the asymmetry obtained within a volume | cos9 \< x m. For the non-radiative 
events, these calculations agree within 0.5%o. The result of the direct calculation from 
Equation (6.9) is used for the non-radiative sample. The value of the extrapolation factor 
for this sample is 1.06 for all centre-of-mass energies. For the inclusive sample, where 
the Dorn approximation is not valid, this m ethod differs from the other two up to 9%.
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depending on the value of xm. The extrapolation factors obtained for this sample from the 
MC and ZFITTER calculations agree within 0.5%. The MC value is used to extrapolate 
the asymmetry of the inclusive sample. It ranges from 1.02 at 189 GeV to 1.05 for 130 
GeV. A systematic error of 0.5% is assigned to this extrapolation factor.
6.3.2 U nbinned likelihood fit
The differential cross section of the non-radiative sample can be param etrised by the Born 
level formula (6 .8). This param etrisation is used to assign weights to the events depending 
on their cos 9 value:
Ptsl9(AFB) =  - ( ] .  +  cos2 +  Afb cos 0i (6.10)
By interpreting these weights as probability densities per event, a likelihood function is 
constructed. The background is included by extending the probability function
P toi(ApB) =  e(cos 9i) asig PtSig(Afb) +  f bg(cos 9 )  (6.11)
where e(cos 9i) is a function describing the cos 9 dependence of the efficiency and f bg(cos 9i) 
a param etrisation of the accepted differential cross section of the background. This can be 
rew ritten in a negative log likelihood function, to be minimised with respect to the value 
of a fb :
i I n n m ,  ^ , f S ( c o s ( l i )  \-  log £  =  -  g  log (p , ( ¿ FB) +  c(cos<?i)g„a j  ,
so th a t only one param etrisation is needed to account for the efficiency and the background. 
The chosen param etrisation is simply the binned distribution of the background divided 
by the binned efficiency, the signal cross section and the bin size. The binning is tha t of 
Figure 6.5. This m ethod can only be used for the non-radiative sample, since it assumes 
the validity of the Born approximation.
Figure 6.5 (a) and (b) shows the best fit to the 189 GeV data  for both the positive and 
negative tau. The dashed histograms contain the sum of the weights assigned to each of 
the individual events.
6.3.3 M odel-independent binned likelihood fit
A general approach to determine the asymmetry is to split the differential cross section into 
a symmetric (S) and anti-symmetric (A) part:
da das + d*A (g l3 )
d cos 9 d cos 9 d cos 9
The forward and backward cross sections for the symmetric and anti-symmetric part have 
the following relations:
&F,S =  &B,S (6.14)
&F,A =  -&B,A (6.15)
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Figure 6.5: The cos 9 distribution of the positive (a) and negative (b) taus in the non- 
radiative sample at 189 GeV. The hatched histogram represents the background. The 
dashed histogram shows the best fit to the data.
Therefore the asymmetry, expressed in symmetric and anti-symmetric terms, reduces to
(aF,s +  aF,A — aB,s — a b ,a )A Cf,AFB
(aF,S +  aF,A +  aB,S +  aB,A) aF,S
(6.16)
After choosing a param etrisation for the differential cross section, the asymmetry can be 
w ritten as a function of the coefficients determining the distribution. For the tau  pair 
analysis an expansion in Chebyshev polynomials is chosen, which is described in more 
detail in Appendix B. For the inclusive sample up to th ird  order Chebyshev polynomials 
are used, which turns out to be sufficient to describe the data. As explained before, the 
non-radiative sample can be approximated by the Born approximation, which is a second 
order polynomial, and therefore only Chebyshev polynomials up to second order are used. 
The advantage of this m ethod is th a t it is model-independent and therefore applicable to 
all cases where the shape of the differential cross section is not known.
6.4 S ystem atic  uncertainties
The uncertainties on the measurement of AFb at LEPII energies are dominated by the 
statistical errors. Uncertainties in the amount of background are the most im portant com­
ponent in the systematic errors. Possible systematic effects are studied by varying the values 
of the cut on the most im portant selection variables, similar to what is done for the cross 
section measurement (see Chapter 5). Again, the 189 GeV data  are used to determine the 
systematic uncertainties since they have most statistics. The asymmetries obtained from 
the differential cross section are used for this procedure. A comparison with the observed 
variations in the results of the other methods does not show significant deviations, and 
therefore a single value for the systematic uncertainty is quoted. Only variation of the cuts
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at 189 GeV I II
e.m. energy of the most energetic jet, E b g o , i  
e.m. energy of the second jet, E b g o ,2 
minimum acoplanarity 
energy of most energetic jet, E m a x  
fiducial volume, cos 9
0
0.01 0.01 
0
0.01
0.01
0
0.01 0.01 
0
0.01
0.01
to tal 0.012 0.017
Table 6.2: Breakdown of the systematic uncertainty in the asymmetry measurement re­
sulting from the selection procedure, AApB, for both samples at 189 GeV. Since the cuts 
on the electromagnetic energy of the two jets and the minimum acoplanarity are highly 
correlated, only one value is assigned to the systematic uncertainty related to these cuts.
shown in Figure 6.6 leads to significant changes in the measurements. This figure shows 
the variations in the measured asymmetries resulting from changing the value of a cut with 
respect to the measurement at the nominal value of the cut, indicated by the solid line. The 
assigned uncertainties are represented by the dashed lines. Table 6.2 gives a break-down of 
the systematic uncertainties related to the selection, AAfB, of tau  pair events for the 189 
GeV data.
Table 6.3 contains the systematic uncertainty contributions for all data  samples. The 
systematic uncertainty from the use of limited MC statistics, AA^BP, consists of contribu­
tions related to the determ ination of both  the efficiency and the background expectation. 
The uncertainty from the selection procedure is determined from the 189 GeV sample and 
then applied to all other samples as well, since none of the other data  showed significantly 
different behaviour in the cut variation.
The uncertainty in the extrapolation to the full solid angle propagates into an uncer­
tainty in the asymmetry measurement. The extrapolation factor is needed in the determi­
nation of the asymmetry from the differential cross sections, and therefore the uncertainty 
on its value affects only this measurement. As mentioned before, the estim ated uncertainty 
on the extrapolation factor is 0.5% for sample I and 0.5%o for sample II. Both uncertainties 
translate into negligible uncertainties on the measured asymmetry.
6.5 R esu lts on Afb and com parison o f th e  m ethods
The measured asymmetries with their statistical uncertainties are listed in Table 6.4 for 
the inclusive and in Table 6.5 for the non-radiative samples. For the inclusive sample the 
asymmetry is determined from the differential cross section, referred to as m ethod A, and 
from the fit m ethod described in section 6.3.3, referred to as m ethod C. The last column 
shows the Standard Model predictions.
For the non-radiative sample the asymmetry is derived from the same two methods plus 
the unbinned likelihood fit to the cos 9 distribution, referred to as m ethod B. The results 
can be found in Table 6.5. Again, the Standard Model predictions are given in the last 
column.
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Figure 6 .6 : Changes in the value of the asymmetry resulting from variation of the value 
of the cut on (a) the scaled electromagnetic energy of the second jet, (b) the scaled total 
energy of the most energetic je t and (c) the fiducial volume. All plots show the 189 GeV 
inclusive sample. The errors on the points show the statistical significance of the variations 
with respect to their nominal values in the asymmetry. The dashed lines represent the 
assigned contribution to the systematic error.
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\fs  [GeV] >  ^
i—
i
A A ^ f AA“ G
II
A AfB
130 0.02 0.01 0.02 0.04 0.02 0.05
136 0.02 0.01 0.03 0.04 0.02 0.04
161 0.03 0.01 0.03 0.03 0.02 0.04
172 0.02 0.01 0.02 0.03 0.02 0.04
183 0.02 0.01 0.02 0.03 0.02 0.03
189 0.01 0.01 0.02 0.02 0.02 0.02
Table 6.3: Systematic uncertainty contributions on A FB for the inclusive and non-radiative 
sample for different energies.
y/s [GeV] A C Afb(SM)
130 0.40 ± 0.16 0.37 ± 0.11 0.32
136 0.43 ± 0.14 0.42 ± 0.10 0.33
161 0.48 ± 0.23 0.49 ± 0.18 0.33
172 0.31 ± 0.20 0.40 ± 0.17 0.32
183 0.26 ± 0.10 0.27 ± 0.09 0.31
189 0.26 ± 0.06 0.24 ± 0.04 0.31
Table 6.4: The measured asymmetries with their statistical errors for the inclusive sample, 
from method A and C. The Standard Model prediction is given in the last column.
The unbinned fit m ethod of section 6.3.2 assumes the validity of the Born approximation. 
If the tau  pair differential cross section, or equivalently the probability in Equation (6.10), 
is required to be positive over the full cos 9 range, the param eter AFB is restricted to 
[-0.75,0.75]. These limits change when the efficiency and the background contribution are 
taken into account. W hen the expected cross section is required to be positive, instead of 
the Born cross section, larger values for AFB are allowed. This requirement is equivalent 
to demanding the probability given in Equation (6.11) to be positive for all cos 9. When 
the cross section is required to be positive for the measured cos 9 values only, even larger 
values for AFB can be obtained.
For data with little statistics it can be difficult to determine AFB with this method, 
especially when the expected asymmetry is close to the physical limit. Due to statistical 
fluctuations the data  might prefer unphysical values for AFB. This situation occurs for the 
136 and 172 GeV data. Figures 6.7 (a) and (b) show the cos 9 distributions of these data. 
The excess of forward events pushes the fit param eter AFB to the physical limit. The line 
indicates the fit function corresponding to the maximum allowed value of AFB for which 
the expected cross section is positive for all measured cos 9 values. This value is 1.0 and 
1.2 for the 136 and 172 GeV data  respectively. In this situation the result and the estimate 
of the statistical uncertainty of this fit m ethod is less reliable.
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\/s  [GeV] A B C Afb(SM)
130 0.97 ± 0.14 o-98i8;?i 0.84 ± 0.16 0.71
136 0.97 ± 0.19 l .o i lH ? 0.94 ± 0.17 0.69
161 0.67 ± 0.20 0.70!°;^ 0.67 ± 0.20 0.62
172 0.61 ± 0.31 i-08±8:i? 1.10 ± 0.24 0.60
183 0.48 ± 0.12 0.46 ±  0.11 0.46 ± 0.11 0.58
189 0.61 ± 0.07 0.57 ±  0.06 0.57 ± 0.06 0.57
Table 6.5: Measured asymmetries with their statistical uncertainties for the non-radiative 
sample, from all three methods. The last column shows the Standard Model prediction.
The results shown in Table 6.4 are calculated using the restriction th a t the cross section 
must be positive in the full cos 9 range of [-1,1]. Figure 6.8 (a) shows the measured asym­
metries of the inclusive samples. The results shown in this figure are obtained from the 
differential cross section and the model-independent fit. Figure 6.8 (b) shows the results for 
the non-raaiative sample.
Since the statistical variations in the measured asymmetries are very large, it is difficult 
to compare the methods with the available data. This is overcome by performing Monte 
Carlo experiments. By picking random Monte Carlo events from the available samples, a 
set of 1000 cos 9 distributions is generated. The numbers of signal and background events 
are both varied according to a Poisson distribution with the expected number of events as 
a mean. For each of these MC distributions the asymmetry is determined by treating the 
MC events as if they are data. The results of these Monte Carlo experiments are shown 
in Figure 6.9. The AFB is measured for 1000 MC simulations of the 189 GeV data. The 
outcome of a single MC experiment corresponds to one entry in a plot. In this way the 
mean, i ,  and the variance, a , are obtained for each of the methods. The value of the mean 
and variance of each m ethod are given in the figure. The dashed line indicates the MC 
generated value for the asymmetry, which is 0.320 for sample I and 0.569 for sample II. The 
curves show a Gaussian fit through the distributions.
The MC experiments allow for a comparison of the statistical power of the various 
methods. The two fits, B and C, are statistically more powerful than  m ethod A, and are 
therefore the preferred methods for the AFB determination. As mentioned before, they are 
sensitive to statistical fluctuations in case the asymmetry is near its physical limit. In these 
situations, the differential cross section can better be used since this is the most robust 
method.
The MC experiments also give a good indication whether the methods are unbiased. 
Possible observed biases could be used as a correction on the measurement, or, alterna­
tively, they can be interpreted as systematic uncertainties. The biases are determined by 
comparing the measured value with the generated value, and are listed in Table 6 .6 . None 
of the observed biases is statistically significant and no systematic uncertainty is assigned.
The measured asymmetries are in reasonable agreement with the Standard Model pre­
dictions, as can be observed in Figure 6.8 and in Tables 6.4 and 6.5.
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Figure 6.7: The cos 9 distribution for the non-radiative samples o f (a) the 136 GeV data 
and (b) the 172 GeV data. The dashed histogram shows the fit function of method B 
corresponding to the maximum allowed value of AFB given these data.
I II
A -  0.004 + 0.001
B — + 0.003
C +  0.004 0 .
Table 6 .6 : Biases observed in MC simulations of the different methods, at a centre-of-mass 
energy of 189 GeV.
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Figure 6 .8 : Asymm etry measurements as a function of the centre-of-mass energy. On top 
the results for the inclusive sample. Below the asymmetry results for the non-radiative 
sample. The solid lines show the Standard Model predictions.
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Figure 6.9: Results from the different methods of 1000 Monte Carlo experiments at 189 
GeV. For sample I only the model-independent fit (A) and the integrated differential cross 
section (C) are used. For sample II also the fits based on the Born parametrisation of the 
differential cross section (B) is applied. In all figures the mean (p) and the variance (a) are 
indicated. The dashed line indicates the MC value to which the measurements should be 
compared.
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Chapter 7 
Born cross sections
7.1 Introduction
The cross sections and forward-backward asymmetries presented in the previous chapters 
are measurements of observables th a t include radiative corrections. Most of them  originate 
from initial state QED processes and can be taken into account by a radiator function. The 
observed cross sections and asymmetries can be described by a convolution of the Born 
cross section with the radiator function, as explained in Chapter 2.
The inverse, a deconvolution of the observed cross section, allows for a study of the 
underlying process at (improved) Born level. The radiative tails of the effective centre- 
of-mass distributions give access to energies th a t are not probed directly. The radiative 
returns fill the energy spectrum  between the LEPII energies and the Z peak, from which 
the Born cross sections at these intermediate energies can be calculated. This procedure 
allows for the combination of the data collected at different centre-of-mass energies.
Another advantage of combining the data  in this way is the possibility to study new 
physics processes at Born level, since most new physics contributions are calculated at 
tree level only. In order to look for their effects on tau  pair production either the radiative 
corrections have to be applied to them, or the tau  pair cross section must be deconvoluted to 
Born level. The la tter solution has the advantage th a t testing different models requires only 
one processing of the tau  pair results, as opposed to calculating the radiative corrections 
for each individual new physics model.
Figure 7.1 shows the distribution of the effective centre-of-mass energy y/s* for all data  
samples between 130 and 189 GeV. The points in this figure represent the selected tau
pair candidates, while the histograms show the corresponding signal and background ex­
pectations. The full selection, as described in Chapter 4, is applied, except for the cut 
on the effective centre-of-mass energy. Below 85 GeV the background dominates and this 
part of the distribution contains little information on the Born cross section of tau  pairs. 
Only events with a reconstructed centre-of-mass energy y/s* above 85 GeV are used in this 
analysis, which results in a to tal of 1173 events.
The observed numbers of t+t -  events in fixed energy intervals are compared to the 
expected numbers of events given a certain Born cross section. These Born level cross 
sections are reweighted with the radiator function, thus including the probability of losing 
a fraction of energy to ISR. This probability is of course different for each centre-of-mass
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Figure 7.1: The combined xfs' distribution from all data samples between 130 and 189 
GeV.
energy, i.e. for each data sample. The determination of the radiator function is explained 
in Section 7.2. The expected number of events is calculated per data sample using the 
luminosity collected at the centre-of-mass energy corresponding to the sample.
The effect of a wrong determination of x/s', as described in Section 4.3, has to be taken 
into account. The shift of events from a certain ‘true’ effective centre-of-mass energy to 
another value due to reconstruction imperfections can be described by a m igration matrix. 
The elements of this m atrix give the probability for an event w ith a certain effective centre- 
of-mass energy to be reconstructed w ith a different one. This m atrix is determined from 
Monte Carlo events and also includes the selection efficiency. After the application of the 
m igration m atrix to the expected y/s* distribution given a set of Born cross sections, the 
number of expected events describes the reconstructed effective centre-of-mass distribution 
for a given data sample. Section 7.3 discusses the effects leading to the mis-reconstruction 
of y/s* and the construction of the migration matrix.
The migration m atrix introduces correlations between the numbers of events in the 
different energy ranges. The Born cross sections are resolved in a combined fit to all data 
sets, thereby including these correlations.
V s ’ [ G e V ]
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7.2 QED radiator function
The observable cross section g (s) can be described by a convolution of the radiator kernel 
R  w ith the improved Dorn cross section GBorn, as mentioned in Section 2.3:
g (s) = I  R (s ,s ') aBorn(s') d S  (7.1)
J4m2
For the determination of the radiator function w ith Z F IT T E R , the following approximation 
is made:
r s2
a (s ,s '1 < s' < s'2) = R (S , s') GBorn (s ') ds'
J  sl
f S2
~  G Born (S 'W  R (s , s') ds' (7.2)J  s'1
The Dorn cross section GBorn is determined in the centre of the interval at s' where s' = 
(s1 + s'2)/2. The approximation assumes that at least one of the two functions GBorn or R  
is more or less constant in the integration interval si < s' < s'2. Around the Z peak this 
is clearly not the case for GBorn, but for all centre-of-mass energies used in this study the 
radiator function R  has reached its flat ta il in the proxim ity of the peak (see Figure 2.5). 
On the other hand, at high values of s' the radiator function rises steeply, but then the 
Dorn cross section GBorn is far enough from the Z resonance to be considered constant. In 
addition, the integration interval must be small enough w ith respect to the changes in the 
functions, to avoid artificial steps in the approximation. The average value of the radiator 
function in the interval si < s' < s'2 can now be calculated as:
s'
= Ss ?R{s , s ' )  ds/ ^ <7(S)S/ < s/ < s/2)
( } “  ( s 'i- 4 )  ~  K o m is ') A s ' ( " }
Both  the convoluted cross section a  and the Born cross section <7Born can be calculated w ith 
Z F IT T ER .. In  practice, the radiator function is determined as a function of xfs’ and y/s
instead of s' and s :
\ G (y ,x i < x < X2) ,s
GBorn(x) A x
where x = \/s', y = y/s and x = (x i + x2)/2. The radiator function thus obtained is shown 
in Figure 2.5(b). The probability for an event to have an effective centre-of-mass energy 
inside the interval x1 < x < x2 is then:
r x2
P (x ,y )  = / R (x ,y )d x  ~  R (x ,y )A x  (7.5)
J  Xi
Intervals of 500 M eV  are used for the determination of R . However, the analysis de­
scribed in the next sections is performed in bins of 10 GeV. The radiator function value in
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Figure 7.2: (a) The reconstructed versus the true value of the effective centre-of-mass 
energy xfs' for 189 GeV. (b ) The migration m atrix gives the probability for an event to be 
reconstructed with a value in bin i while it was generated with an effective centre-of-mass 
energy in bin j .
those bins is calculated as the average of all N  = 2 0  function values of R  inside the bin. 
The corresponding Born cross section is thus also an average over the bin width:
R
^Born
1 N ~ 
rx 2 
Jx  1f  "^Born dx 1
1X2 dx
N
"iy B^orn (%j ) 
j=l
(7.6)
(7.7)
7.3 M igration
The distribution of the generated, or ‘true’, effective centre-of-mass energy is different from 
the reconstructed y/s* distribution. This is only partially due to reconstruction resolutions. 
More importantly, the assumption made in the reconstruction of the effective centre-of- 
mass energy is not always valid. In  case no isolated photon is found in the detector, the 
reconstruction of the y/s* assumes that only one photon is emitted and that it escaped 
undetected into the beam pipe. The resulting momentum imbalance causes the tau pair 
to be boosted. The effective centre-of-mass energy is then determined from the angles of 
the outgoing particles by imposing four momentum conservation. However, when two or 
more photons are emitted in opposite directions, both escaping detection, Equation (4.2) 
no longer holds. As a result, the reconstructed effective centre-of-mass energy is larger 
than the true value. In  Figure 7.2 (a) the true y/s* is plotted against the reconstructed 
one for Monte Carlo events at 189 GeV. The distribution shows tails towards values of the 
reconstructed effective centre-of-mass energy larger than the true values. The probability 
for an event to be selected w ith a reconstructed y/s* in bin i while it was generated in bin j
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is obtained by dividing this distribution by the total number of events generated in bin j:
Nkel ■
4 m ; = ü f f  (7-8)
N k j denotes the number of selected events that has been generated in bin j  and recon­
structed in bin i and N f j  are all events that are generated w ith an effective centre-of-mass 
energy in bin j .  The index k refers to the centre-of-mass energy, y/sk, of the data sample. 
The efficiency for selecting events in bin j  is thus:
ek,j = ^3  A k,ij (7-9)
i
The migration m atrix A kyij corresponding to the distribution shown in Figure 7.2 (a) is 
shown in Figure 7.2 (b). Note that the m igration m atrix itself does not contain any infor­
mation about the true y/s* distribution, up to variations of the y/s* distribution w ithin the 
bin size.
7.4 Deconvolution
The deconvoluted cross sections are obtained by fitting the observed number of r +r~  events 
N data in an energy range v ^ i  < V s ' < \fsi2 to the expected number of events N exp given 
a certain Born cross section. In  Figure 7.1 the input to the fit is shown.
The number of events produced at a centre-of-mass energy y/sk w ith a value of xfs’ in 
bin j  is:
S ' l 'f  = C k a B<jR k<jA x  (7.10)
where a B¿  is the average Born cross section in bin j  and C k denotes the integrated lu­
minosity collected at centre-of-mass energy s/sü- R kj  is the radiator function in bin j  at 
centre-of-mass energy y/sk, calculated according to (7.6).
The expected number of events w ith reconstructed xfs’ in bin i for data sample k , 
N ^ f, is obtained by applying the migration m atrix A  to the number of events produced 
in the true effective centre-of-mass energy bins. Then the background is added, which 
contains contributions from non-r+r- processes as well as IS R  contamination and ISR- 
F S R  interference. Here IS R  contamination denotes t +t ~ pairs w ith a true xfs’ below the 
minimum of 85 G eV  but w ith a reconstructed xfs’ above it. The total number of expected 
events in xfs’ bin i from data sample k thus becomes:
N T  = £  A k„  N j 1 + N g  (7.11)
j
The expected number of events N exp is compared to the number of candidates found in 
the data, Ndata, in a binned likelihood fit. The number of data events per bin is considered 
to be independently distributed according to a Poisson distribution. The negative log 
likelihood thus becomes:
-  log L  = £  NXP -  N d f  log (N X P) (7.12)
k,i
This function is then minimised w ith respect to the average Born cross sections in the range 
of 85 to 189 GeV.
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7.5 Cross sections
The Born cross sections obtained from the fit are shown in Figure 7.3. The solid line shows 
the Standard Model predictions which agree well w ith the fitted cross sections. The lower 
plot shows the relative differences w ith the Standard Model predictions. The results are 
also given in Table 7.1, while the covariance m atrix is given in Table 7.2.
The largest observed discrepancy, found in the energy range from 135 to 145 GeV, results 
from an excess of events in this bin in all the y/s* distributions of the data collected above 
this energy. This can be seen in Figure 7.4, where the effective centre-of-mass distributions 
of all data sets are compared to both the Monte Carlo predictions (solid lines) and the 
predictions according to the best fit to the data (dashed lines).
Including data below 85 G eV  results in negative Born cross sections at these energies. 
This is simply due to the fact that the background expectation exceeds the number of 
selected candidates, as can be seen in Figure 7.4. W hen the data samples are fitted in­
d ividually more bins have negative fit results, which is a consequence of the bin-to-bin 
correlations introduced by the migration. W hen the statistics is increased, i.e. the data 
samples are combined or the bin sizes enlarged, these artefacts disappear.
The good description of the Z-peak in Figure 7.3 (a) indicates that the radiative tails 
of the y/s* distributions measured at L E P I I  still contain sufficient information on the Z 
lineshape to extract the mass of the Z boson. The measured Born cross sections are com­
pared w ith the predictions calculated w ith Z F IT T E R  for different values of the Z mass in 
a x 2 fit, taking into account the correlations between the fitted Born cross sections via the 
covariance m atrix V .
[GeV] ^Born [pb]
tt,SM r i I
^Born [P -*]
1 85 - 95 680.9 +61.1-58.7 ± 17.0 663.1
2 95 - 105 39.7 -+
 
to 
OO ..
 
2 
4 ± 1.0 69.9
3 105 - 115 35.1 +15.8-14.6 ± 0.9 19.4
4 115 - 125 13.4 +9.1-8.5 ± 0.3 11.9
5 125 - 135 9.3 +2.5-2.2 ± 0.2 8.8
6 135 - 145 13.1 +2.7-2.5 ± 0.3 7.1
7 145 - 155 4.4 +3.5-3.2 ± 0.1 5.9
8 155 - 165 4.2 +1.2-1.0 ± 0.1 5.0
9 165 - 175 4.7 +1.2-1.1 ± 0.1 4.4
10 175 - 185 4.3 +0.5-0.5 ± 0.1 3.8
11 185 - 195 3.2 +0.3-0.3 ± 0.1 3.4
Table 7.1: The Born cross sections obtained from data taken at centre-of-mass energies 
between 130 and 189 GeV. The last column contains the Standard Model predictions cal­
culated with Z F IT T E R , using M Z = 91.19 GeV.
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Figure 7.3: (a) The fitted Born cross section (points) for e+e- ^  t +t - compared with 
the Standard model prediction using M Z = 91.19 GeV from L E P I  (solid line). The dashed 
line shows the prediction using M Z = 91.84 GeV, which is the value obtained from a fit to 
the Born cross sections. (b) Comparison of the result with the Standard Model prediction, 
using the value from the L E P I  lineshape measurements for M Z.
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Figure 7.4: The number of events in data (points) compared to the number predicted by 
Monte Carlo (solid lines) and by the fit (dashed lines). The hatched histogram shows the 
background contributions.
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1 2 3 4 5 6 7 8 9 10 11
1 3556
2 -1019 917
3 70 -147 217
4 -19 13 -51 79
5 0.8 -1.0 3.3 -9.2 5.6
6 -1.4 -0.6 -0.2 0.3 -1.2 7.3
7 -4.8 -0.2 -0.5 -0.9 0.1 -2.1 15.0
8 0.04 -0.05 -0.08 -0.04 0.00 0.06 -1.2 1.1
9 0.05 -0.27 -0.13 -0.07 0.00 -0.02 -0.31 -0.13 1.24
10 0.05 -0.03 -0.02 -0.01 0.00 0.00 -0.04 0.00 -0.09 0.21
11 0.03 -0.01 -0.01 -0.01 0.00 0.00 -0.02 0.00 -0.02 -0.02 0.07
Table 7.2: The covariance m atrix corresponding to the fitted Born cross sections in pb2. 
The numbers in the first column and row correspond to the energy intervals of Table 7.1.
1 2 3 4 5 6 7 8 9 10 11
1 1
2 -0.56 1
3 0.08 -0.33 1
4 -0.04 0.05 -0.39 1
5 0.01 -0.01 0.10 -0.44 1
6 -0.01 -0.01 -0.01 0.01 -0.19 1
7 -0.02 0.00 -0.01 -0.02 0.01 -0.20 1
8 0.00 0.00 -0.01 0.00 0.00 0.02 -0.29 1
9 0.00 -0.01 -0.01 -0.01 0.00 -0.01 -0.07 -0.11 1
10 0.00 0.00 0.00 0.00 0.00 0.00 -0.02 0.00 -0.18 1
11 0.00 0.00 0.00 0.00 0.00 0.00 -0.02 0.00 -0.07 -0.16 1
Table 7.3: The correlation coefficients corresponding to the fitted Born cross sections. The 
numbers in the first column and row correspond to the energy intervals of Table 7.1.
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Figure 7.5: The x2 of the fit to the Born cross sections as a function of M Z. The minimum 
X 2 corresponds to a value for the mass of the Z boson of 91.84 GeV, indicated by the line. 
The band shows the size of the statistical uncertainty. The narrow dark band indicates the 
value obtained from the electroweak fit to the L E P I  data and its precision.
The x 2 for this fit is defined as:
X2 = E ( < “  -  f i ' M )  ( V - ' h  (< “  -  j ( M z ) )  (7.13)
i,j
where a™eas is the measured Dorn cross section in bin i and (M Z) the corresponding 
Z F IT T E R  prediction given a certain mass M Z. W hen the mass of the Z is fixed to the value 
obtained from the combined lineshape measurements at L E P I, 91.1876 ± 0.0021 GeV [16], 
the value of the x 2 function is found to be 20.7 for 11 degrees of freedom, which corresponds 
to a Confidence Level (C L ) of 3.7%.
Next the x 2 is minimised w ith respect to M Z. The x2 curve as a function of M Z is 
shown in Figure 7.5. The value for the Z boson mass corresponding to the minimum x 2 
is 91.84 GeV, which is in good agreement w ith the value obtained at L E P I, though 
significantly less precise. The minimum x2 is 19.9 for 10 degrees of freedom, corresponding 
to a Confidence Level of 3.1%. In  Figure 7.3 the expected Dorn cross sections for M Z = 
91.84 G eV  are indicated by the dashed line.
7.6 Systematics
The value of the Z mass is a useful tool to study possible systematic effects, since the 
Dorn cross sections are highly sensitive to the location of the Z peak. In  Figure 7.6 (a) the 
significance of the contributions of the different data samples is demonstrated. Clearly the 
189 G eV  sample dominates the determination of the Z position.
In  Figure 7.6 (b) the minimum x/s' value included in the fit is varied. The observed 
changes are mostly due to the fact that the 10 GeV energy ranges shift as a result of the
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variation of the starting point. As a result, the Z peak is sometimes included in a single 
energy bin and sometimes split over two. However, the objective of the deconvolution is 
not to determine the mass of the Z boson, but rather to obtain the Dorn cross sections at 
higher energies. The minimum of 85 G eV  is chosen because it gives the best distribution 
of the collected data over the different energy ranges. Especially at the highest energies, it 
distributes the 183 and 189 G eV  non-radiative events over two energy bins, thus allowing 
for the precise determination of the Dorn cross sections in these bins.
Variation of the size of the bins in which the Dorn cross sections are determined lead 
to small shifts in the fitted Z mass, as can be seen from Figure 7.6 (c). W hen the bins are 
chosen very wide, the fit result for the Z mass changes and its uncertainty becomes large, 
which can be understood as a loss of sensitivity. Too narrow bins w ill lead to large x 2 values 
and large fluctuations in the fitted Dorn cross sections, indicating insufficient statistics. The 
optimum is found to be at 10 GeV.
The size of the integration range for the radiator function (A x  in Equation (7.4)) is 
varied to check the valid ity of the approximation. The result of this variation is shown in 
Figure 7.6 (d). For values of A x  up to 1 G eV  no significant change is observed.
The systematic uncertainty described in Section 5.7 is used as an estimate for the un­
certainty due to the selection procedure on the Dorn cross sections. The relative systematic 
errors range between 1.9 and 3.1%, from which an average systematic uncertainty of 2.5% 
for the Dorn cross sections is derived.
7.7 Asymmetry
The deconvoluted Dorn cross sections can be used to look for indications of new physics 
contributions, as explained in Section 7.1. Most sensitivity to new physics processes can 
be found however in the interference w ith Standard Model processes, as the energy scale of 
these processes is far above the electroweak scale. These interference contributions usually 
have an asymmetric angular differential cross section and contribute little  to the integrated 
cross section. This makes it interesting to determine the differential cross section also at 
Dorn level. Due to the lim ited statistics of the data this is done in only two bins, forward 
and backward.
In  order to decide whether an event is forward or backward in the rest frame of the tau 
pair, the angles of the taus w ith respect to the beam must be calculated in this frame. The 
same assumption as for the reconstruction of the effective centre-of-mass energy is made, 
i.e. a single photon is emitted parallel to the beam. The momenta of the two taus in the 
lab frame (i.e. the detector) are derived from the measured polar angles, as explained in 
Appendix A. The boost of the tau pair in the lab frame is derived from its reconstructed 
effective centre-of-mass energy and the energy of the IS R  photon. Next, the two taus and 
the electron and positron after in itia l state radiation are brought back to their rest frame.
Figure 7.7 shows an example of the reconstruction of the tau momenta. Figure 7.7(a) 
shows an x-z projection of a tau pair candidate from the 189 G eV  data as seen in the 
detector. A  hard IS R  photon escapes into the beampipe (to the left), and the detected tau 
pair is boosted into the opposite direction. In  Figure 7.7(b) the reconstructed momenta in 
both the lab frame and the rest frame of the tau pair are shown schematically. The solid
101
7. 7. Asymmetry D o in  cross sections
>tu
o
N
>
tU
o
N
9 4
9 2  -
9 0  -
88
V s  [ G e V ]
75 80 85
>
tU
O
N
10 15
A V s , [ G e V ]
0 0 .5 1 1.5 2  
A x  [ G e V ]
Figure 7.6: Study of systematic effects on the Born cross section fit. The fitted  Z mass is 
shown for the individual data samples in (a), demonstrating their relative significance. The 
hatched band indicates the value obtained from the combined analysis and its uncertainty. 
In  (b ) the effect of the minimum value for y/s* is shown. In  (c) the size of the y/s* bins 
is varied and in (d) the intervals in which the radiator function is determined. The black 
line shows the value extracted from the L E P I  measurements. The black point indicates the 
value that is used for the results.
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arrows show the tau momenta in the lab frame, while the dashed arrows show them in 
the tau pair rest frame. Also the momentum of the IS R  photon is indicated by a dashed 
arrow. The photon momentum is found to be 73 GeV, and the momenta of the positive 
and negative tau in the lab frame are 80 and 36 G eV  respectively. In  their centre-of-mass 
frame the two taus have a momentum of 45 GeV, which makes the event compatible w ith 
a radiative return to the Z.
For the forward and backward Dorn cross sections, the same data are used as for the 
determination of the asymmetry in Chapter 6. The angle of the positive tau w ith respect 
to the positron direction is determined in the centre-of-mass frame of the two taus. If  this 
angle is smaller than 90 degrees the event is classified as forward, otherwise as backward. 
In  Figure 7.8 the effective centre-of-mass energy distribution is shown for the forward and 
backward events for the combination of all data between 130 and 189 GeV. The typical 
behaviour of the asymmetry as a function of the energy can already be observed in F ig ­
ures 7.8 and 7.9. Delow the Z pole the asymmetry is negative, reflected in the smaller 
number of forward than backward events. Around the Z pole the asymmetry becomes zero, 
and the numbers of forward and backward events are almost equal. Above the Z peak 
the asymmetry quickly rises and reaches its maximum near 130 GeV. A t higher energies 
the asymmetry slightly decreases, but the number of forward events is still larger than the 
number of backward events.
The distributions of the polar angles are given in Figure 7.9. Again, all the data from 
130 to 189 G eV  are combined in this Figure. Each histogram shows a different range for 
the reconstructed effective centre-of-mass energy \/s'. The data w ith an effective centre-of- 
mass energy between 75 to 85 G eV  are not used in the fit, because they are dominated by 
background.
The procedure described in section 7.4 is repeated for the forward and backward cross 
section separately. The radiator function, which is only related to in itia l state processes, 
is the same for the two samples. In  principle the m igration m atrix used for the total Dorn 
cross sections can be used for the forward and backward events. Decause the process leading
(a ) ■fflf
. 1
Figure 7.7: (a ) An event display of a tau pair candidate with a hard IS R  photon escaping 
into the beampipe (to the left). In  (b ) the reconstructed momenta are drawn schematically.
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Figure 7.8: The effective centre-of-mass energy distribution for (a ) forward and (b) back­
ward events from all data between 130 to 189 GeV. The points represent the data, the 
histograms the Monte Carlo expectation for signal and background.
to the mis-reconstruction of y/s*, i.e. a second photon emitted in opposite direction, takes 
place before the e+e- annihilation, it is as likely tu happen fur forward as fur backward 
events. However, for the measurement of the forward and backward cross sections a slightly 
different event sample is used than for the total Dorn cross section analysis. The extra 
condition of oppositely charged jets reduces the data sample and thus affects the efficiency. 
Since the efficiency is built into the migration matrix, the m igration m atrix is recalculated 
for this restricted sample.
The results for the forward and backward Dorn cross sections are shown in Figure 7.10 
and 7.11 respectively. They are also listed in Table 7.4, together w ith the Standard Model 
predictions.
7.8 Checks
The systematic uncertainty on the cross section measurement of Chapter 5 is used as an 
estimate for the systematic uncertainty on the forward and backward Dorn cross sections 
resulting from the selection procedure. Sim ilar to the Dorn cross section measurement, 
a relative uncertainty of 2.5% is assigned to the results of the previous section. This 
uncertainty, A<rsel, includes the uncertainty on the background expectation from both the 
selection procedure and the lim ited Monte Carlo statistics.
Mis-reconstruction of y/s* can translate in a wrong reconstruction of the boost of the tau 
pair and thus result in mis-determination of the angles. The effect of this mis-reconstruction 
is sim ilar to that of charge confusion. It  is studied w ith M C e+e- ^  t +t - events generated 
at 189 GeV.
Figures 7.13(a) and (b) show the angles calculated from the generated tau direction 
versus the reconstructed angles. In  (a) the reconstructed effective centre-of-mass energy is
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Figure 7.9: The angle of the positive tau with respect to the incoming positron beam in 
the centre-of-mass frame of the tau pair, for different effective centre-of-mass energy ranges. 
The data (points) from 130 to 189 G eV  are combined. The open and the hatched histograms 
show the M C  expectations for tau pairs and background respectively.
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\fs [GeV] ^ B o rn ,F  [P ^ ]
T T  ,SM  r 1 1 
^ B o rn ,F  I P U J ^ B o rn ,B  [P ^ ]
r r , S M  r i -I
C’ B o rn .B  I P U J
85 - 95 257.4 ' 329.7 412.3 I t s 333.5
95 - 105 76.5 11;* 52.3 -30.0 H î î 17.6
105 - 115 15.4 ' ¡1;; 16.8 10.4 1 | ' 2.6
115 - 125 9.2 H i 10.3 3-6 1.6
125 - 135 o o  +2.3 -2.0 7.5 0.1 la ? 1.3
135 - 145 11.0 H i 5.9 0 7 +0'8 u - 1 -0.6 1.2
145 - 155 0 7 +3'° u - 1 -2.6 4.8 1.8 1 Ü 1.1
155 - 165 o q +1.1 -0.9 4.1 0-8 H a 1.0
165 - 175 q q +1.0 -0.9 3.5 0-6 H I 0.9
175 - 185 o n  +0.5•J.U _ o  4 3.0 i q +0.3 -0.2 0.8
185 - 195 9 A +0.3 -0.2 2.6 0 7 +ai u - 1 -0.1 0.7
Table 7.4: The forward and backward Born cross sections obtained from a fit to all data 
from 130 to 189 GeV, compared to the Standard Model predictions.
between 85 and 95 GeV, while in (b) it is between 185 and 189 GeV. The events in the 
upper left (lower right) corners are reconstructed as forward (backward) while they actually 
are backward (forward). The dominant contribution to this effect comes from resolution 
effects, rather than from migration. This is demonstrated in Figure 7.13 (c) and (d), which 
show the difference between the generated and the reconstructed angles. The additional 
charge confusion depends on the effective centre-of-mass energy range and is estimated to be 
between 1% and 3%, which is almost neglible compared to the statistical uncertainties. Half 
of its effect on the measured cross sections is taken into account as a systematic uncertainty. 
A a cc, which is listed in Table 7.5.
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y/s [GeV] A<7sei
Forward
A a cc A (JSySt A (Jsei
Backward 
A (JCC A (JSySt
85 - 95 6.4 8.8 10.9 10.3 8.8 13.5
95 - 105 1.9 0.7 2.0 0.8 0.7 1.0
105 - 115 0.4 0.4 0.5 0.3 0.4 0.5
115 - 125 0.2 0.3 0.3 0.1 0.3 0.3
125 - 135 0.2 0.2 0.3 0.0 0.2 0.2
135 - 145 0.3 0.1 0.3 0.0 0.1 0.1
145 - 155 0.0 0.0 0.0 0.1 0.0 0.1
155 - 165 0.1 0.1 0.1 0.0 0.1 0.1
165 - 175 0.1 0.1 0.1 0.0 0.1 0.1
175 - 185 0.1 0.0 0.1 0.0 0.0 0.1
185 - 195 0.1 0.0 0.1 0.0 0.0 0.0
Table 7.5: The systematic uncertainties on the forward and backward Born cross sections 
in pb.
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Figure 7.10: The number of events in data (points) compared to the number predicted by 
Monte Carlo (solid lines) and by the best fit (dashed lines) for the various data sets. The 
hatched histogram shows the expected background.
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Figure 7.11: The number of events in data (points) compared to the number predicted 
by Monte Carlo (solid lines) and by the fit (dashed lines) for the various data sets. The 
hatched histogram shows the expected background.
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Figure 7.12: The Born cross sections for (a) the forward and (b ) the backward sample. The 
solid histograms show the Standard Model prediction.
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Figure 7.13: (a ) and (b) The polar angles in the tau pair restframe calculated from the 
generated tau direction, 9gen, versus those reconstructed from the measured polar angles, 
9rec, for Monte Carlo events at 189 GeV. The events in the upper left sector are reconstructed 
as forward events while they actually are backward, and vice versa for the events in the 
lower right sector; (c) and (d) the difference between the generated and the reconstructed 
angles for different energy ranges.
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Chapter 8 
Constraints on Low Scale Gravity
The production of tau pairs at energies above the Z pole is sensitive to New Physics (N P ) 
possibilities, as explained in Section 1.4. The measurements of the cross sections and 
asymmetries, presented in the previous chapters, do not show significant deviations from 
the Standard Model predictions and therefore large non-standard contributions can be 
excluded. B y  comparing the measurements to the predictions from the Standard Model 
(SM ) plus an additional non-standard contribution, lower lim its are sets on the energy scale 
of the New Physics scenario.
8.1 Introduction
An example of a N P  possibility is Low Scale quantum G ravity (L SG ). Models of this type 
have been proposed [15] as a solution to the hierarchy problem: the large difference between 
the typical energy scale at which electroweak interactions take place (M W 102 G eV ), and 
the scale where the gravitational force becomes strongly interacting, the Planck scale (M P 
~  1019 G eV ). In  models for LSG , it is assumed that the gravitons can propagate in a D- 
dimensional space, while the SM  particles are restricted to a 3+1 dimensional manifold, 
called brane.
The 5 = D  — 4 extra dimensions lead to deviations in the behaviour of gravity. The 
gravitational potential for two test masses m 1 ,m 2 at a distance r  is according to Gauss’s 
law in a D-dimensional world:
\ m im 2 1
V(r) “  “ M p ? H  (SX)
where M D is the Planck mass in D-dimensions. W hen the extra dimensions are compactified, 
this deviation in the behaviour of gravity only becomes noticeable at a distance much smaller 
than the size R  of the dimensions. Equation (8.1) is then only valid for r ^  R . If  the masses 
are placed further apart, at r ^  R , the potential exhibits the usual 1/r behaviour:
\ m m  1 , .V ( r ) --- rro— r-  (8.2)
V ' MD+2 R s r v y
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The Planck mass in D-dimensions is related to the large effective Planck mass in the 4­
dimensional picture:
Mp «  R s M l+ S (8.3)
where the constant of proportionality depends on the topology of the extra dimensions. 
The observed weakness of the gravitational force, or equivalently the large scale M P , is 
therefore not fundamental, but a consequence of the existence of more dimensions.
From Equation (8.3) the existence of a single extra dimension can immediately be ex­
cluded, since this would lead to a deviations of Newtonian gravity at distances w ithin our 
solar system. However, for a 5 = 2 scenario the transition of 1/r2 to 1/r4 behaviour of 
the gravitational force takes place at distances below 1 mm. Experiments to test gravity 
at these scales have only been performed recently [43]. Another possibility of testing the 
hypothesis of LSG  is to study its effect on tau pair production at relatively low energies.
A t energies below MD, the LSG  predictions for the interactions of gravitons w ith SM  
particles are described by an effective theory. The compactification of the extra dimensions 
introduces boundary conditions on the wave functions:
i 2n nx  ,
e R = 1 (8.4)
The n excitations are the so-called Kaluza-Klein (K K ) modes and are identified as the 
massless graviton in D-dimensions. A t low energies all modes couple identically to the SM  
particles on the brane. In  an effective theory, the set of all K K  modes, called a Kaluza-Klein 
tower, interacts w ith the SM  particles on the 4-dimensional brane. For instance, the process 
e+e- ^  t +t - can receive contributions from such interactions, which lead to deviations in 
the differential cross section. This can be interpreted as the exchange of a virtual massive 
graviton.
In  the presence of LSG  the Born level formula for the differential cross section of t +t - 
production reads [44, 45]:
/ d a (A ,M D) \ LSG = / d<7 \ SM 
y dcos9 J  \d co s9 j
as\
4M ?
2Q eQ T cos3 9 + ----S^ 2s2MzT!2A/r2 ( 2vevr cos3 9 -  aeaT{ l  -  3 cos2 9))
(s — M Z) + 1 Z1V1Z
s3\2 / ^
+ ----- o- (1 — 3 cos2 9 + 4 cos4 9 ) (8.5)
32ttM* v '  v ;
where vf and af are the vector and axial couplings of fermion f to the Z boson, given in 
section 2.1, and Q f its charge. M Z and r Z are the mass and the width of the Z boson. The 
angle 9 is the angle of the e+ w ith the t+ in the rest frame of the t +t - pair.
The first term on the right hand side of this equation refers to the Standard Model 
contribution to the differential cross section. The second term in this expression results from 
the interference between the 7 and Z propagator and the graviton. The third term contains 
the direct graviton exchange contribution. In  principle the LSG  contribution depends on 
both the dimensionless coupling A and the energy scale M D. W ithout knowledge of the full 
quantum theory A can not be calculated explicitly, but as it is of 0 (1 ), its precise value
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Figure 8.1: The change in the total and the forward and backward cross sections as a 
function of the energy scale of virtual graviton exchange. For A = — 1 the changes in the 
forward and backward cross sections are exchanged, while the total cross section remains 
the same.
is not very relevant compared to M D. B y  putting A = ±1, a single parameter A = A/MD 
can be used to describe the effects of this model. The sign of A determines whether the 
interference gives a constructive or destructive contribution to the differential cross section.
Figure 8.1 shows the contributions from graviton exchange to the total, forward and 
backward Born cross sections as a function of the scale M D at y/s = 189 GeV. As a result 
of the relatively large interference term, most sensitivity to low scale gravity (L S G ) can be 
found in the differential cross section, which is affected even at high values of M D. The 
contribution of the interference to the integrated cross section is zero, so that the total 
cross section is only sensitive to direct graviton exchange. As the contribution from pure 
graviton exchange is suppressed by a factor A2/M^ and thus vanishes rapidly w ith increasing 
values of M D, the best strategy for testing LSG  models is to investigate the differential cross 
sections.
8.2 Methods
The results obtained in the previous chapters are checked for their sensitivity to LSG  in 
two ways. The first method uses the Born cross section results, while the second is based 
on the polar angle distribution of the non-radiative events. Both  methods use a fit where 
the data are compared to the Standard Model (SM ) plus the LSG  prediction. The LSG  
contribution is calculated according to Equation (8.5) as a function of A = A/MD.
115
8.2. Methods Constia ints on low  Scale u iav ity
8.2.1 Born level cross sections
The Born cross sections described in the previous chapter are used to put lim its on LSG . In 
a x2 fit the measured Born cross sections are compared to the Standard Model prediction 
plus a LSG  contribution:
x2(A ) = E E ( " i  -  ‘C W X V - % to  -  j W )  (8.6)
FB ij
with
& = ^Born (8.7)
a exp (A ) = aBOrn + ^LOGn(A) (8.8)
where the summation over i and j  is over the energy ranges and the x 2 contributions from 
the forward and backward cross sections are summed. The a Born are the measured Born 
cross sections and ^BO[n and oBO™ the expectations for the SM  and the N P  respectively. 
The forward and backward cross section are used, as they are most sensitive to LSG , as 
explained before. The bin-to-bin correlations of the cross sections are included via the 
covariance matrices Vij . The confidence level (C L ) follows from an integration of the prob­
ab ility density function (p.d.f.) corresponding to the x 2. Lim its are placed at 95% CL.
In  Figure 8.2 the measured Born level forward and backward cross sections are compared 
to the expected cross sections including a LSG  contribution for an energy scale of M D = 
400 GeV. LSG  at this energy scale is clearly disfavoured by the data. These cross sections 
are compared in a x2 fit to the Standard Model prediction plus the LSG  expectation as a 
function of A = A/MD. Next, the resulting lower lim its on LSG  are expressed in terms of 
the cut-off scale 1/MD by setting A equal to +1 or —1.
8.2.2 R ew eighting non-radiative events
The second method uses the fact that the non-radiative differential cross section has little 
in itial state radiation and can therefore be approximated by the Born level differential 
cross section. B y  reweighting the selected e+e- t +t - Monte Carlo events, the LSG  
contribution can be included at Born level. Furthermore, the radiative corrections are now 
taken into account as well, assuming that they are the same for the new physics contribution. 
The scale for LSG  can be obtained from a likelihood fit to the data.
First, the selected Monte Carlo e+e- ^  t +t - events are reweighted individually at 
Born level in order to include the LSG  contribution in the differential cross section. The 
weights are calculated as:
, \ SM / , \ LSG da \ I I da+ 
d< 
dcos(?
B y  using the ’true’ (i.e. the generated) cos 9 in the calculation of the weights, effects like 
charge confusion and reconstruction resolution are taken into account. For the Standard
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Figure 8.2: The measured Born cross section compared with both the SM  and the SM + LSG  
predictions.
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Model differential cross section at Born level the following parametrisation is used
SM
_ ^SM,Born ( ^ , /
.....  1FB
da
d cos 6
S , f 0 i 2 n\ i ,iSM,Born r\ \ /q i n*\a ’ ( - (^ 1 + cos 9) + A fb  cos 9 ) (8.10)
The integrated cross section, a SM>Born, and the asymmetry, AFM’Born, are calculated w ith 
Z F IT T E R . The expression for the differential cross section of LSG , is given by the two last 
terms in Equation (8.5).
Next, the data are compared to the reweighted signal plus the background expectation 
in a given cos 9 range. A  likelihood function is constructed assuming independent Poisson 
statistics:
¿ (A ) nH i(A )N ieNi! (0.11)
w ith
H i(A )
Ni
NSlg(A ) + Nbbg
N^ata
where N fg(A ) denotes the reweighted signal contribution in bin i and Ndata the number 
of selected tau pair candidates. Nbg contains both background from processes other than
e+e_ t +t and IS R  contamination (i.e. tau pairs w ith a ‘true’ centre-of-mass energy
lower than the cut-off value for the non-radiative sample). The C L  is defined by the integral 
over the probability density function, which is constructed from the likelihood function using 
Bayes’ theorem:
P  (A )dA
C(A )dA
JÔ Â jd K
(0.12)
In  this method only the cos 9 distributions of the non-radiative samples are used. The 
combination of the different centre-of-mass energies is made by adding the log-likelihood 
curves of the individual samples. In  Figure 8.3 the effect of graviton exchange is demon­
strated for the 189 G eV  data. Again, the data disfavour LSG  at M D = 400 GeV.
8.3 Results
Figure 8.4 shows the results of both fit methods. In  Figure 8.4 (a) the A %2 curves are shown 
for A = ±1. The corresponding p.d.f.’s are shown in Figures 8.4(c) and (d), whereas the 
resulting confidence levels are given in Figures 8.4(e) and (f). For the calculation of the 
p.d.f. Equation (8.12) is used, where the integral in the denominator is over positive values 
of M d only. Also the integral of the p.d.f., for the determination of the C L, is over positive 
values of MD only.
In  Figure 8.4 (b) the likelihood curves are shown for both signs of A, after the combi­
nation of all non-radiative data samples. Figure 8.4 (c) and (d) shows the corresponding 
p.d.f.’s, while in Figure 8.4 (e) and (f) the resulting confidence levels are given. Again, the 
integrals in the calculation of the C L  are over positive values of MD only.
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Figure 8.3: The cos 9 distribution for the 189 G eV  data. The solid histogram shows the 
SM  predictions, while the SM + LSG  predictions are represented by the dashed and dotted 
histograms. The hatched histogram gives the background expectation.
The lower lim it on the energy scale for LSG  is determined at 95% C .L.:
Md > 470 GeV, A = +1 , 2 ^
} X 2 fit 
Md > 552 GeV, A = -1 ‘
M d > 510 GeV, A = +1 
M d > 538 GeV, A = -1
likelihood fit
The two methods give comparable results for the lower lim its of the energy scale for 
L SG  , even though they have a different approach and are based on slightly different data.
8.4 Discussion and Outlook
In  the preceding paragraphs two methods have been presented for testing the presence of 
deviations from the Standard Model behaviour of the process e+e- ^  t +t - . The method 
based on the measured angular distributions can only use the non-radiative events, since 
it assumes the valid ity of the Born approximation for the differential cross section. Most 
sensitivity to new physics can be found at high energies, i.e. in the non-radiative events. 
Moreover, the full cos 9 distribution is considered, which increases the sensitivity to new 
phenomena, compared to using merely the forward and backward cross sections. The 
method based on the Born cross section use the full statistics, including events w ith hard 
in itia l state radiation. Since most new physics contributions are only calculated at tree 
level, it allows for a transparent and straight forward analysis of these models.
The lim its obtained from the two methods for a specific model, low scale gravity, are 
comparable. The inclusion of more data might allow for the determination of the Born
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differential cross section in more cos 9 ranges than the present two. The improvement that 
this could give to the x2 method might lead to better results than those obtained from 
the likelihood fit method. Especially since the remaining L E P I I  data is collected at only 
slightly higher centre-of-mass energies, improvement of the lim its on N P  is to be found 
in exhausting the available statistics. The inclusion of the measurements of muon pair 
production would more than double the statistics, and thus give the opportunity to even 
further improve the limits.
The other L E P  experiments have also investigated the possibility of L SG  [46, 47, 48]. 
Figure 8.5 shows the resulting lower lim its at 95% C .L. derived from the tau pair analyses 
for the data up to 189 GeV. The results from the analyses described in this chapter are 
shown as well. The lim its obtained by the different experiments are all comparable.
Tau pair production is only one of the channels investigated at L E P  for L SG  effects and 
unfortunately not the most sensitive one. Sim ilar studies are made for the production of a 
pair of bosons [49] and for Bhabha scattering [50]. The lim its derived from these processes 
reach 1 TeV.
A t H E R A , the effect of L SG  on neutral current interactions in deep inelastic scattering is 
also studied [51]. The obtained exclusion lim its are 0.48 TeV and 0.72 TeV for A = +1 and 
A = — 1 respectively. The study of dielectron and diphoton production at the T EV A T R O N  
results in lim its of 1.1 for A = +1 and 1.0 TeV for A = —1.
These results are compared in Figure 8.6. C learly the lim its obtained from Bhabha 
scattering at L E P  and the T EV A T R O N  results are the most stringent.
The obtained lower lim its on the scale M D can be converted into distances R  at which 
the behaviour of the gravitational force would alter, using Equation (8.3). Table 8.1 gives 
an overview of the maximal distances where effects due to LSG  might be observable. A 
single extra dimension would have a size larger than our solar system, as already mentioned 
in the introduction of this chapter, and can thus be excluded. Also two extra dimensions 
can be excluded from a recent experiment, which reported no deviations from the standard 
behaviour of the gravitational force down to distances of 0.1 mm. The number of extra 
dimensions in which the gravitons propagate must thus be at least 3, for which the LSG  
models predict changes in gravitional behaviour at distances less than 0.01 ^m.
A = +1 
510 GeV 470 GeV
A = -1
538 GeV 552 GeV
S =  1 
0 = 2 
0 = 3
8.8 • I0 12 m 1.13 • 1013 m 
1.85 mm 2.18 mm 
0.01 ¿/m 0.01 ¿an
7.5 • 1012 m 7.0 • 1012 m 
1.66 mm 1.58 mm 
0.01 ¿an 0.01 ¿an
Table 8.1: The lim its on low scale gravity converted into distances up to which no deviations 
from Newtonian gravity are to be expected.
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Figure 8.4: (a ) The x 2 curve for X = ±1. (b ) The likelihood curves for X = ±1. (c) and 
(d ) The p .d .f for both the x 2 and the likelihood ht, for X = +1 and X = —1 respectively. 
The p .d .f.’s corresponding to the functions in (b) are actually the normalised likelihood 
functions. (e) and (f) C .L. for both the x2 and the likelihood ht, for X = +1and X = —1.
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Figure 8.5: The lower lim its for L S G  at 95% C.L. obtained from the study of e+e- ^  t+ t - 
by the four L E P  experiments. The results from both methods described in this chapter are 
shown on top.
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Figure 8.6: An overview of the lim its on the energy scale for L S G  obtained in other channels 
and at other accelerators.
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Appendix A
Under the assumption that a single photon escaped undetected in the beampipe, its energy 
can be calculated from the polar angles of the taus using energy and momentum conserva­
tion. In  this situation the transverse momentum of the photon is approximately zero and 
the tau momenta must therefore be back-to-back in the x-y plane, i.e. 0 i = 02 + n. The 
equations for momentum conservation then reduce to:
^2 P® = P i sin 9i — P 2 sin 02 = 0 (A.1)
^2 P z = P i cos 9i + P 2 cos 92 + P 7 cos 9Y = 0 (A .2)
where cos 9Y can be either +1 or —1. Solving for P 2 gives:
P i sin 9i
P2
P .
sin 92
P 1 cos 91 sin 92 + P 1 sin 91 cos 92
P i
sin 92
sin (91 + 92) | 
sin 92
which uses the fact that sin 92 is positive since 9 ranges from 0 to 180 degrees. 
the masses of the taus, their energies can be approximated by their momenta:
E i = 
E 2 =
P 2 m2 «
P 2 m? ~
P i
P2
(A.3)
(A.4)
(A.5)
Neglecting
(A .6)
(A .7)
B y  imposing energy conservation the momenta can now be solved:
V« = E i + E 2 + E 7 —— (A .8)
P i =
/- sin 92
(A.9)
sin 9\ + sin 92 + sin [9\ + 92)
P 2 =
sin 9\
\f Q (A .10)
sin 9\ + sin 92 + sin (9\ + 92)
P 7 =
!- | sin [9i + 92)\
(A.11)S sin 9\ + sin 92 + sin (9\ + 92) 
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Appendix B
An alternative method for the determination of the forward-backward asymmetry uses the 
fact that the differential cross section can be split in a symmetric (S ) and an antisymmetric 
(A ) part:
do_ _  cks + ^
dz dz dz
where z denotes cos 9. The forward and backward cross sections, defined by
(B ;2 )
° B~X = (B :,) 
where X  can be either A  or S , have the following properties:
&f ,s  = &b ,s  (B.4 )
&F,A = — &B,A (B.5 )
The asymmetry can then be expressed in terms of the symmetric and antisymmetric part 
of the cross section:
, &F,S + &F,A — &B,S — &B,A &F,A m  ^
-4fb = ---- -----------------  = ---- (B .6)
&F,S + &F,A + &B,S + &B,A & F,S
After a parametrision of the differential cross section by polynomials
^  = A 0 + A i^  + A 2^2 + A 3^3 + .. (B.7 )
dz
= £  (A 2Nz2N + A 2N +iz2N+i) (B .8)
N
the forward and backward cross sections become:
<7 F = f ^ d z  (B .9 )
Jo dz
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=  +  ( B 1 0 )
¿ 0 \2n+l 2n + 2j  V ; 
i 0 da
^ d z  ( B . l l )  
J- i  dz
= y  A ^ ± l )  (B.12)
\ On  _L 1 On  _L O 1 K Jn=o V 2n + 1 2n + 2
(B.13)
The forward-backward asymmetry A FB can now be expressed in terms of the coefficients oi 
these polynomials:
£. '
E= v "  2î;;.2 (b .h )n 2n+1
For example, the Born level parametrisation of the differential cross section for e+e
d& 3
+T+T
dz 8
yields:
^ (1 + s2) + 4 % rn~ (B.15)
1 A Born
A fb  = | - # t  = ^ F B n (B.16)
8 1 8 3
The asymmetry can thus be written as a ratio of the coefficients of the odd and even orders 
in z of the polynomial. This general expression is especially usefull in situations where the 
shape of the differential cross section is not known in terms of an analytical expression. An 
example of such a case is the forward-backward asymmetry of the inclusive sample in tau 
pair production above the Z resonance.
Chebyshev polynomials are used to parametrise the differential cross section of the 
process e+e- ^  t +t - :
d& n
—  = Y ,  A-nTn{z) (B.17)
dz n=0
n
Tn(z) = ]T  cr zr (B.18)
r=0
where the coefficients cr of the Chebyshev polynomials are given by
0 n + r  = odd
& =  i ('2  (  -}{n  + r ) )  -  (  + r ) -  1 \ A n + r =  ^  (B.19)
v U  ( n - r )  J  \ 2 ( n - r )  ) )
Chebyshev polynomials are chosen because they are orthogonal and therefore the cor­
relations between the parameters A n w ill be small. Furthermore, they are characterised by
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the fact that the even order Chebyshev polynomials are symmetric, whereas the odd order 
polynomials are anti-symmetric, which facilitates the separation of the symmetric and the 
anti-symmetric part of the differential cross section. The coefficients A n are determined in 
a binned x 2 fit to the measured differential cross sections.
The asymmetry expressed in terms of these coefficients is then:
4 ^2n=odd A n E r=o c r  /  (v + 1)  ^ ^
FB “  V ----- A T n r / ( r+ 1 )  ( 'A^ n=even -^n A r^=0 r ! \ ' )
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Summary
In  this thesis the process e+e- ^  t+ t- is studied at centre-of-mass energies above the Z 
resonance. The tau pair candidates are selected w ith the L3 detector at L E P . Doth the 
cross section and the forward-backward charge asymmetry are determined at centre-of-mass 
energies ranging from 130 G eV  to 189 GeV.
The nearby presence of the Z resonance greatly affects tau pair production. Theoretically 
the observables can be described by a convolution of the (improved) Born level variables 
w ith a radiator function. As a result, the effective centre-of-mass energy, \/s', shows a 
double peak structure, w ith peaks at the L E P  centre-of-mass energy and the Z resonance.
The effective centre-of-mass energy is reconstructed from the measured angles of the 
charged decay products of the two taus. Two samples are defined based on the effective 
centre-of-mass energy, one including the events w ith hard in itia l state radiation (\/s' > 75 
G eV ) and one containing only the non-radiative events (\/s' > 0.85 a/s).
For both samples, the cross section and asymmetry have been measured. The results are 
in good agreement w ith the Standard Model predictions. Due to the small cross sections 
at these centre-of-mass energies, the data samples are lim ited and the statistical uncertain­
ties are dominating. Contributions to the systematic uncertainty originate mostly from 
uncertainties in the expected background from Dhabha scattering and from two-photon 
processes.
Apart from the measurements of these convoluted observables, the Dorn level cross 
sections have been determined. Dy using the radiative events, measurements are obtained 
at energies not directly probed by L E P . In  addition, this approach allows for a combination 
of the data collected at different centre-of-mass energies. The Dorn cross sections are 
determined in a log likelihood fit to all data, in which effects of background, efficiency and 
migration of the effective centre-of-mass energy are included. The resulting cross sections 
are in good agreement w ith the Standard Model predictions.
The forward and backward cross sections are determined at Dorn level as well. For 
this analysis the angles in the tau pair centre-of-mass frame are reconstructed before the 
event is classified as forward or backward. The rest of the procedure is sim ilar to the 
determination of the total Dorn cross sections. The results compare well to the Standard 
Model predictions.
Decause of its small cross section above the Z resonance, tau pair production is sensitive 
to non-standard physics contributions. One class of new physics models is studied, which 
predicts the existence of gravitons propagating in extra dimensions. These gravitons inter­
act w ith the Standard Model particles in the usual 3+1 dimensional space at an energy scale 
M d close to the electroweak scale (M W ~  102 G eV ). The large Planck scale (M P «  1019 
G eV ) is in these models merely an effective scale in the 4 dimensional world.
Since no statistically significant deviations from the Standard Model are observed, 95% 
confidence level lower lim its of about 0.5 TeV are placed on the energy scale M D in these 
Low Scale G ravity (L SG ) models.

Samenvatting
In  de L E P  versneller op C E R N  in Geneve worden elektronen en hun antideeltjes, positro­
nen, versneld en op elkaar gebotst. Een van de mogelijke processen tijdens deze botsingen 
is dat twee deeltjes elkaar vernietigen. U it de energie die hierbij vrijkomt worden vervolgens 
opnieuw elementaire deeltjes gevormd, waaronder tau en anti-tau leptonen. De hoeveelheid 
taus die op deze wijze wordt geproduceerd is evenredig met de intensiteit van de elektronen- 
en positronenbundels en met de werkzame doorsnede voor tau-paar productie. De werkzame 
doorsnede is afhankelijk van de zwaartepuntsenergie van de botsende deeltjes. In  dit proef­
schrift zijn de metingen beschreven van de werkzame doorsnede voor tau-paarproductie bij 
zes verschillende energieen tussen 130 en 189 GeV, verricht met behulp van de L3 detector. 
Deze detector staat in hoofdstuk 3 beschreven. De selectieregels om tau-paren te kunnen 
onderscheiden van andere deeltjes staan uitvoerig in hoofdstuk 4 beschreven. De resultaten 
van de meting van de werkzame doorsnedes zijn te vinden in hoofdstuk 5. In  figuur 5.8 
staan de gemeten werkzame doorsnedes als functie van de zwaartepuntsenergie afgebeeld.
Behalve de totale hoeveelheid geproduceerde tau-paren zijn ook de voorwaartse en 
achterwaartse werkzame doorsnedes gemeten, en de asymmetrie tussen deze twee. Als 
een positief geladen tau lepton zich voortbeweegt in dezelfde richting als het positron (on­
der een hoek die minder is dan 90 graden), dan heet het voorwaarts en anders achterwaarts. 
D it is schematisch weergegeven in figuur 6.1. De voorwaartse-achterwaartse ladingsasym- 
metrie is ook gemeten bij 6 veschillende energieen, hetgeen beschreven is in hoofdstuk 6. 
In  figuur 6.8 zijn de meetresultaten van de asymmetrie weergegeven als een functie van de 
zwaartepuntsenergie.
De hierboven beschreven metingen zijn vergeleken met de voorspellingen van de theorie 
die dit soort processen beschrijft, het Standaard Model voor elektrozwakke wisselwerkingen. 
De meetresultaten bevestingen de voorspellingen van deze theorie.
Tijdens het vernietigingsproces ontstaat eerst een boson, dat vervolgens vervalt in een 
fermion en een anti-fermion. D it boson kan zowel een foton als een Z-boson zijn. In 
figuur 2.1 staan de zogenaamde Feynman diagrammen voor tau-paar produktie. Wanneer 
de zwaartepuntsenergie in de buurt is van de massa van het Z-boson, 91 GeV, treedt er 
resonantie op. D it houdt in dat er een grote hoeveelheid Z-bosonen geproduceerd wordt en 
zodoende ook veel tau-paren. B ij hogere energieen neemt de werkzame doorsnede weer af. 
en worden de bijdragen van fotonen en Z-bosonen ongeveer gelijk.
Als een elektron of positron energie verliest aan straling dan neemt ook de zwaarte- 
puntsenergie bij een botsing af. De kans hierop neemt sterk af naarmate het energieverlies 
groter is. U iteindelijk bepaalt de effectieve zwaartepuntsenergie van de botsing de grootte 
van de werkzame doorsnede en dus ook het aantal geproduceerde taus. Zodoende heeft een 
elektron-positronpaar dat zoveel energie mist dat de effectieve zwaartepuntsenergie weer 
in de buurt van de Z-resonantie komt een grote kans om een reactie aan te gaan en een 
tau-paar te produceren. D it heeft tot gevolg dat er in het energiespectrum van de gemeten 
tau-paren twee pieken te zien zijn: bij de hoogst mogelijke zwaartepuntsenergie, afkomstig 
van botsingen tussen electronen en positronen die geen energie hebben afgestraald, en bij de 
Z-resonantie. Een voorbeeld van zo’n spectrum met twee pieken is afgebeeld in figuur 4.8 (a).
Theoretisch is dit spectrum te beschrijven als een kans om een fractie energie door
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middel van straling te verliezen keer de werkzame doorsnede zonder stralingscorrecties, 
hetgeen Born niveau wordt genoemd. Door gebruik te maken van de energiespectra die 
op de verschillende energieen zijn gemeten is deze Born werkzame doorsnede te bepalen 
over een breed energiegebied, van 85 tot 189 GeV. Op deze manier kunnen niet alleen alle 
data worden gecombineerd, ook levert dit metingen op bij tussenliggende energieen. Deze 
analyse is beschreven in hoofdstuk 7. De resultaten ervan zijn afgebeeld in figuur 7.3. 
Ook deze metingen zijn vergeleken met de Standaard Model berekeningen en in goede 
overeenstemming hiermee gevonden.
Tenslotte is onderzocht of er enige aanwijzingen te vinden zijn die op de aanwezigheid van 
nieuwe processen duiden. Het feit dat alle resultaten overeenstemmen met de voorspellingen 
van het Standaard Model laat weinig ruimte voor bijdragen van zulke processen.
Een type proces is nader onderzocht, de productie van tau-paren door middel van 
uitwisseling van gravitonen bij relatief lage energie. In  de theorie die dit proces beschrijft 
wordt er vanuit gegaan dat gravitonen zich in meer ruimtelijke dimensies kunnen begeven 
dan de 3 waartoe de gewone deeltjes zich moeten beperken. D it zou verklaren waarom de 
waarneembare energieschaal voor gravitatie zoveel hoger ligt dan de typische schalen voor 
de andere fundamentele krachten. W at wij waarnemen is slechts de effectieve schaal in onze 
3+1 dimensie, terw ijl de werkelijke schaal in de hogere dimensies veel meer in de buurt van 
de andere energieschalen ligt.
De extra bijdragen die dit soort interacties levert aan tau-paar produktie kunnen worden 
berekend als een functie van de energieschaal, die is op te vatten als de effectieve massa 
van het uitgewisselde graviton. Voor grotere massa’s neemt de bijdrage sterk af, zoals 
te zien is in figuur 8.1 waar de berekende werkzame doorsnedes zijn uitgezet tegen de 
energieschaal. Door te onderzoeken welke bijdragen nog niet uitgesloten kunnen worden 
gegeven de statistische onzekerheid kan de minimale massa, oftewel de energieschaal, van 
dit type processen worden bepaald.
D it is op twee manieren gedaan. De eerste methode baseert zich op de hoekverdelin- 
gen van tau-paren die zijn geproduceerd zonder energieverlies. De hoekverdelingen zijn 
gevoeliger voor effecten van nieuwe processen dan de totale werkzame doorsnede. De ver­
andering in de hoekverdeling ten gevolge van graviton uitwisseling is gedemonstreerd in 
figuur 8.3 voor de taus die geselecteerd zijn bij 189 GeV. De tweede analyse gebruikt de 
Born werkzame doorsneden, gesplitst in de voorwaartse en achterwaartse taus. Deze metho­
de heeft als voordeel dat hiervoor alle geselecteerde tau-paren gebruikt kunnen worden. De 
effecten op Born niveau ten gevolge van de uitwisseling van een graviton met een massa van 
400 G eV  zijn aangegeven in figuur 8.2. De twee methoden blijken ongeveer even gevoelig 
voor de mogelijke effecten van graviton uitwisseling op lagere energieschalen. De minimale 
energieschaal voor dit type processen is bepaald op 500 G eV  met 95% zekerheid. Deze 
resultaten zijn ook uit te drukken in afstanden waarop Newtons gravitiewetten nog gelden. 
Voor een extra dimensie zou de zwaartekracht zich volgens deze theorie anders gaan gedra­
gen op afstanden binnen ons zonnestelsel, wat duidelijk niet het geval is. Voor twee extra 
dimensies zou dit pas gaan gebeuren op minder dan een tiende millimeter, hetgeen in een 
recentelijk experiment is aangetoond niet het geval te zijn. Voor drie dimensies verandert 
de zwaartekracht pas op afstanden kleiner dan 0.01 ^m, hetgeen niet direct is na te meten.
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