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Exceptional poles of local L-functions for GSp(4)
with respect to split Bessel models
Rainer Weissauer (Heidelberg)
Introduction. For the rank two symplectic group G over a nonarchimedean
local field k of characteristic char(k) 6=2 and for its similitude character λG :
G→k∗ we studyH-period functionals, i.e. C-linear functionals
ℓ : Π→ (C, ρ ◦ λG)
on irreducible admissible representations Π of G that are equivariant with
respect to a subgroup H of G that contains Sl(2, k)×Sl(2, k), the center
ZG of G and a certain torus T . Here ρ is a character of k
∗. If nontrivial
H-period functionals exist at all, the corresponding character ρ is uniquely
determined by Π and the dimension of the space of such functionals is ≤1.
If the central character of Π is trivial, this is related to more general results
for orthogonal groups [AGRS], [W]. We determine the irreducible admissible
representations of G for which such functionals exist (theorem 1.1). Except
for one-dimensional representations, the corresponding representationsΠ turn
out to be either Saito-Kurokawa type representations or representations of
type VId, in the notation of [ST94], and for simplicity we refer to them all as
representations of extended Saito-Kurokawa type. It is well known that these
are paramodular [RS07], have a unique split Bessel model Λ [RS16], and the
corresponding Bessel functional can be obtained from the functional ℓ above.
To any Bessel model Λ of an irreducible, admissible representation Π of G,
Piatetskii-Shapiro [PS97] associated a local L-factor LPS(s,Π,Λ), defined as
a product
LPS(s,Π,Λ) = LPSex (s,Π,Λ)L
PS
reg(s,Π,Λ)
of an exceptional L-factor LPSex (s,Π,Λ) and a regular L-factor L
PS
reg(s,Π,Λ).
As already observed by Piatetskii-Shapiro, a nontrivial exceptional L-factor
LPSex (s,Π,Λ) for a split Bessel modelΛ ofΠ gives rise to a nontrivialH-period
functional on Π. For split Bessel models we show the converse: The excep-
tional L-factor LPSex (s,Π,Λ) is nontrivial if and only if Π admits a nontrivial
H-equivariant functional, confirming an expectation formulated by Piatetskii-
Shapiro [PS97] for arbitrary Bessel models. For split Bessel models the reg-
ular part of the L-factor is LPSreg(s,Π,Λ)=L
PS
sreg(s,Π,Λ)L(µ⊗M, s) and the
two factors on the right side are described in [RW2] and [RW]. In this pa-
per we determine LPSex (s,Π,Λ) for split Bessel models and therefore complete
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Π LPSex (s,Π,Λ) L
PS
sreg(s,Π,Λ) L(µ⊗M, s)
IIb L(ν1/2χσ, s) 1 L(ν−1/2χσ, s)L(σ, s)L(χ2σ, s)
Vb L(ν1/2σ, s) 1 L(ν−1/2σ, s)L(ν1/2ξσ, s)
Vc L(ν1/2ξσ, s) 1 L(ν−1/2ξσ, s)L(ν1/2σ, s)
VIc L(ν1/2σ, s) L(ν1/2σ, s) L(ν−1/2σ, s)
VId L(ν1/2σ, s) L(ν1/2σ, s) L(ν−1/2σ, s)2
XIb L(ν1/2σ, s) 1 L(ν−1/2σ, s)
Table 1: List of exceptional Piateskii-Shapiro L-factors for split Bessel mod-
els. For representations Π not isomorphic to one contained in the
table, LPSex (s,Π,Λ)= 1 and L
PS(s,Π,Λ)=LPSreg(s,Π,Λ) holds for
all split Bessel models Λ. The notation for representations Π in the
left column uses the classification symbols of [ST94] and [RS07].
the computation of the local L-factors LPS(s,Π,Λ) in the split cases. For
anisotropic Bessel models the regular L-factors LPSreg(s,Π,Λ) have been deter-
mined by Danisman [D14], [D15], [D17] for all Π. Furthermore, the excep-
tional part LPSex (s,Π,Λ) has been computed for anisotropic Bessel models Λ
and non-generic cuspidal representations in [D15bis].
Our main result on the local Piatetskii-Shapiro L-function LPS(s,Π,Λ) for
split Bessel models, in terms of the local Tate L-factors, is contained in table
1 above. For a local Saito-Kurokawa representation Π, attached to an irre-
ducible generic smooth representation π of Gl(2, k) with trivial central char-
acter, and Π suitably normalized by a character twist (e.g. this replaces Vc
by its twist Vb), the results of the table above can be restated in the following
simple form
LPS(s,Π,Λ) = L(s−
1
2
)L(π, s)L(s+
1
2
) .
Of course, this is expected for the local Saito-Kurokawa representations Π.
Since the present paper is a sequel of [RW], notation from there is used to
considerable extent.
Outline of the proof. As the first step for the computation of the exceptional
poles of the Piatetskii-ShapiroL-function, we prove thatH-period functionals
only exist for the class of extended local Saito-Kurokawa representations. For
this, and also the further steps, we investigate a certain quotient spaceΠ of the
representation space of Π endowed with an action of the affine linear group
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Gla(2, k), where Gla(2, k) denotes the semidirect product of the linear group
Gl(2, k) and its two dimensional standard representation on k2. By abuse of
notation we often write Gla(2), Gl(2) etc. instead of Gla(2, k), Gl(2, k) etc.
if the meaning is clear from the context.
For a t.d. (totally disconnected topological) group G let CG be the category
of smooth complex representations of G and CfinG ⊆CG the full subcategory
of representations of finite length. In the previous paper [RW] we considered
Π∈CGla(2) and Mellin functors kρ :CGla(n)→CGla(n−1). In particular we use
the functors kρ : CGla(2)→CGla(1) and kχ : CGla(1)→CGla(0)= vecC, attached
to smooth characters ρ, χ of k∗ respectively, appear on the left hand side of
the next diagram. Notice, the product µ=χρ of these two characters in fact
defines a character µ of the center Z of the linear group Gl(2)⊆Gla(2). For
us, two exceptional choices µ= 1 and µ= ν2 will play a crucial role, the
first for the study of H-period functionals and the second for the study of
exceptional poles of LPS(s,Π,Λ).
The Bessel quotients Π˜ were investigated in [RW]. In most cases they define
perfect modules in CfinGla(1), hence their (T, χ)-coinvariant spaces Π˜(T,χ) are
one-dimensional vectorspaces for all smooth characters χ of T . It turns out
that for χ= ρ they realize the H-period functionals ℓ. Furthermore, for a
certain normalization of Π by a character twist, we can assume ρ=1. Besides
the H-period functionals ℓ or their Gl(2)-linear resp. Gla(1)-linear avatars ℓ :
Π→ (C, ρ◦det), or ℓ˜ : Π˜→ (C, ρ◦det) as in the diagram, certain companion
functionals f̂ : Π̂→ (C, νρ◦det) play an important role. We show that the
following diagram is commutative, where Π̂∈CfinGl(2) on the right side is the
central specialization Π̂=(Π|Gl(2))(Z,µ) of the restriction of Π∈CGla(2) to the
subgroup Gl(2)⊆Gla(2), i.e. the maximal quotient on which Z acts by the
character µ. Assuming µ=χρ we have
Π ∈ CG(ω)
f

ℓ

η

Π ∈ CGla(2)
kρ
wwww♦♦♦
♦♦
♦♦
♦♦
♦♦ (Z,µ)
'' ''❖❖
❖❖
❖❖
❖❖
❖❖
❖
C CGla(1) ∋ Π˜
ℓ˜
oo
kχ '' ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
Π̂ ∈ CGl(2)
WTwwww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦ f̂
// C
Π˜(T,χ)
3
Roughly speaking, the classification of the H-period functionals is obtained
from the left side of the diagram, for the particular choices ρ=1, χ=1 and
hence for µ=1. Each H-period functional factorizes over certain function-
als ℓ resp. ℓ˜ on Π and Π˜. We not only classify, but also construct ℓ from
functionals ℓ by glueing them along ℓ˜.
The investigation of the exceptional poles ofLPS(s,Π,Λ) is also related to the
left side of the diagram. However, now this leads to the choice of characters
ρ=1, χ=ν2 and hence µ=ν2. Finally everything boils down to determine the
image of the paramodular new vector vnew∈Π in the one-dimensional space
Π˜(T,χ) for the special choice ρ=1, χ=ν
2. Since controlling the image of vnew
under the maps on the left side of the diagram is difficult, we move to the right
side and modify ρ and χ, still leaving µ=ρχ constant. The Z-specialization
Π̂ of Π, defined by the character µ of the center Z of Gl(2), remains the
same for this modification. For the special choice ρ= ν and χ= ν in this
replacement, the H-period functionals on the extended Saito-Kurokawa rep-
resentationsΠ turn out to have some rather accessable companion functionals
f : Π̂→C. With the help of these companions f we are able to determine the
images of vnew in Π̂ for µ= ν
2. Having this information at hand, we return
to the relevant choice ρ=1, χ= ν2 and complete the discussion, using the
commutativity of the lower square of the diagram. This utilizes a compari-
son isomorphism, obtained from the fact dim(Π˜(T,χ))=1. Here WT denotes
a map of Waldspurger-Tunnell type for the group Gl(2), and eventually we
also consider a first order deformation WT ′ of it. Notice, in the cases where
Π is of extended Saito-Kurokawa type, µ=1 and µ= ν2 are precisely the
choices where the representation Π̂ of Gl(2) has one-dimensional irreducible
constituents.
Both the H-period functionals ℓ and their companion functionals f factorize
over η :Π→Π and are equivariant with respect to a unipotent subgroup N˜ of
G and are equivariant for a certain character also with respect to the maximal
split torus of G. This character is implicitly given by the central character
ω of Π and the characters ρ and χ introduced above. For representations of
extended Saito-Kurokawa type the space of such (ρ, χ)-functionals vanishes
unless ρ=1 or χ=ν; see the remark following lemma 5.1. This explains our
choices for χ and ρ if µ=ρχ is either µ=1 or µ=ν2.
Wondering why the cases µ=1 and µ= ν2 play such a prominent role, the
reader may find it helpful to look at the global picture. Poles of the global
L-series occur at s= 3
2
, giving rise to global H-periods, and s=−1
2
only, and
4
these two points are related to each other under s 7→1−s by the global func-
tional equation which switches the L-factors L(s− 1
2
) resp. L(s+ 1
2
) of the
global adelic L-function in the Saito-Kurokawa cases. The poles at s= 3
2
resp.
s=−1
2
arise from these two factors. Aside from the local normalization factor
δ
1/2
P = ν
3/2, the characters µ= δ
1/2
P ν
−3/2 and µ= δ
1/2
P ν
1/2 define the two ex-
ceptional characters µ=1 and µ=ν2. Locally there is also a functional equa-
tion for LPS(s,Π,Λ) relating the two exceptional points. Unfortunately, this
seems no help for computing the image of vnew under the (1, ν
2)-functionals
via the corresponding image under the (1, 1)-functionals ℓ (which are nonzero
for trivial reasons). But this difficulty can be resolved by the study of the in-
terpolating (ν, ν)-functionals f , whose particular nature also seems to be of
independent interest. In these functionals f the unique behaviour of Π at the
two exceptional ‘points’ is still encoded, in an almost symmetric way, as will
become clear later from the proof in the sections 6 and 7.
1 H-period functionals
For a t.d. topological group H let CH be the category of smooth H-modules.
The abelian categories CH do have enough injectives, which allows to define
Ext-groups by injective resolutions [BW]. For a character ω of the center of
H let CH(ω) denotes the category of smooth representations of H on which
the center ofH acts with the character ω. We fix a prime element π of k∗. Let
ν denote the normalized absolute value on k∗ normalized such that ν(π)=q−1
where q is the cardinality of the residue field.
For the symplectic group of similitudesG=GSp(4) in four variables over the
local field k, defined by
G =
{
g ∈ Gl(4, k)
∣∣∣ g′( 0 E
−E 0
)
g = λG(g) ·
(
0 E
−E 0
)}
,
let P =MN denote the Siegel parabolic subgroup with Levi component M
and unipotent radicalN as in [RW]. Notice, λG(g) defines the similitude char-
acter λG of G. The elements n in N are the upper block triangular matrices
in G and the elementsm inM are
m = tλ ·mA =
(
A 0
0 λ · (A′)−1
)
for (A, λ)∈Gl(2)×Gl(1). We put t˜=diag(t1, t2, t2, t1) and tλ=diag(E, λE)
for t1, t2, λ∈k
∗. Let ω be a fixed character of k∗, considered as a character
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of the center ZG of G via z · id 7→ω(z). Let κ∈M be the involutive element
mA for A=( 0 11 0 ). Let T denote the one-dimensional torus generated by the
matrices xλ=diag(λE,E) for λ∈k
∗ and T˜ the rank two torus generated by
all elements t˜ for t1, t2∈k
∗.
The subgroup H . In the following we consider a subgroup of G isomorphic
to Gl(2), defined by the fixed embedding
ι :
(
a b
c d
)
7→
[
a b
c d
]
:=


ad− bc 0 0 0
0 a 0 b
0 0 1 0
0 c 0 d

 .
By abuse of notation we identify this subgroup with Gl(2). So, if we write
Gl(2)⊆G, it is understood that we use the embedding chosen above. The
subgroup thus defined is contained in the Levi subgroup L of the Klingen
parabolic subgroup Q of G, as chosen in [RW]. Notice, L is isomorphic to
Gl(2)×ZG for the center ZG of G.
For the involution κ, the conjugate subgroup Gl(2)κ=κGl(2)κ−1 commutes
with the subgroupGl(2) ofG defined above. It is easy to see that the subgroup
H generated by Gl(2) and its conjugate Gl(2)κ in G is isomorphic to the
subgroup of Gl(2)×Gl(2) of elements h=(g1, g2)∈Gl(2)×Gl(2) such that
det(g1) = det(g2). For h= (g1, g2), viewed as an element of G under the
embedding (intκ ◦ ι)× ι, we have λG(h)=det(g1)=det(g2). By definition,
the involution κ∈G normalizes H . For a∈k we later consider the following
matrices sa∈Gl(2)
κ⊆H
sa =


1 0 a 0
0 1 0 0
0 0 1 0
0 0 0 1


and the subgroup 〈sa, a∈k〉 of G generated by these. H contains T and T˜ .
Bessel data. We consider
1. N˜=N ∩H , the group generated by the sa and κsaκ
−1 for a∈k,
2. R˜ := T˜ N˜ , the so called Bessel group contained in H
3. Λ:R˜→C∗, a character trivial on N˜ withΛ|Z=ω, henceΛ(t˜)=ρ(
t1
t2
)ω(t2)
for some character ρ of k∗ (split Bessel character) in the sense of [RW].
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If we replace (Π,Λ) by a twist (µ⊗Π, µ⊗Λ), in the twisted Bessel model
the data ω, ρ, ρ> are replaced by µ2ω, µρ, µρ> respectively.
Extended Saito-Kurokawa Representations. Irreducible smooth represen-
tation Π of G with a split Bessel model are of extendended Saito-Kurokawa
type if they belong to the Saito-Kurokawa cases IIb, Vbc, VIc, XIb or are of type
VId in the notations of [ST94], [RS07]. Locally they are the analog of the
P -CAP and B-CAP representations as in [PS83].
For an irreducible representation Π of G in CG(ω) and a smooth character ρ
of k∗ consider C-linear maps
ℓ : Π→ C
with the property that for all v∈Π and all h∈H the following holds
ℓ
(
Π(h)v
)
= ρ
(
λG(h)
)
·ℓ
(
v
)
.
We call such functionals H-period functionals with respect to ρ. If ℓ is anH-
period functional with respect to ρ, then ℓ>(v) :=ℓ(Π(κ)v) also is anH-period
functional with respect to ρ since κ normalizes H . Using the classification of
irreducible representations as in [ST94], our first main result will be
Theorem 1.1. For an irreducible admissible representation Π of G=GSp(4)
over the nonarchimedean local field k and a character ρ of k∗ the dimension
of the space of H-period functionals ℓ∈HomH(Π, ρ ◦λG) is at most one.
This space is nonzero if and only if Π is one of the representations of extended
Saito-Kurokawa type (cases IIb, Vbc, VIc, XIb,VId) or Π is one-dimensional. In
all these cases there is a unique character
ρ = ρ(Π) ,
only depending on Π, for which a nontrivialH-period functional exists on Π.
Proof. This theorem is obtained from the gluing theorem 1.4, which reduces
the assertions of theorem 1.1 to the later proposition 2.7 which will be proven
at the end of the next chapter.
Central character condition. Suppose ℓ is a nontrivial H-period functional
on Π and ω is the central character of the irreducible representation Π. Since
λG(t)= t
2 for t∈ZG and since ZG is contained in H , the H-equivariance of
ℓ implies ω(t)=ρ2(t). For ρ> :=ω/ρ the condition ω(t)=ρ2(t) gives ρ=ρ>
and ρ is smooth. Hence a necessary condition for the existence of nontrivial
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H-period functionals ℓ on Π with respect to ρ is the condition ρ=ρ>. So in
the following, we can make and therefore will make the
Assumption: ρ=ρ>.
Normalization. Let σ⊗Π denote the twist of Π with the one dimensional
representation σ ◦λG defined by a smooth character σ of k
∗. If the Jacquet
module JP (Π) of Π for the Siegel parabolic P is not trivial, then as in [RW]
we write Π= σ⊗Πnorm for some character σ, where Πnorm is normalized.
Up to isomorphism, the list of normalized representatives can be found in the
second column of [RW], table 1. We also define Vcnorm=Vb using the fact
Vc∼=χ0⊗Vb (for some quadratic character χ0).
Obviously for character twists
HomH(σ ⊗ Π, (σρ)◦λG) ∼= HomH(Π, ρ◦λG) .
Furthermore ρ(σ⊗Πnorm)=σρ(Πnorm) holds for the character ρ(Π) defined
by theorem 1.1, due to its characterization. This allows us to assume that
Π=Πnorm is normalized in the sense above. The reason for this normalization
will be the following: We find out later in lemma 2.4 that
ρ(Πnorm) = 1 .
This being said, we proceed by introducing the gluing construction of theorem
1.4 that allows to prove theorem 1.1 in section two.
The functional ℓ. For a representationΠ∈CG(ω), in [RS07], [RW], the space
of coinvariants Π=Π〈sa,a∈k〉 of Π with respect to the subgroup 〈sa, a∈k〉
∼=k
of the unipotent radical of the Siegel parabolic subgroup of G was consid-
ered. The C-vectorspace Π is a smooth module under a certain subgroup of
G that is isomorphic to the affine linear group Gla(2). Being the semi-direct
product of the linear group Gl(2) over k and the group of translations on the
2-dimensional standard representation k2 of Gl(2), by definition Gla(2) con-
tains the linear group Gl(2). Suitably chosen as a subgroup of G as in [RW],
section 4.2 this will be our fixed subgroup Gl(2) of G. It is contained in H
and together with its conjugate under κ it generates H . Let C2=CGla(2) be the
category of smooth representations of Gla(2). The categories of smooth rep-
resentations of affine linear group were first studied by Gelfand and Kazhdan.
The irreducible objectsM in these categories can be determined by Mackey’s
theory; see [BZ], [RS07].
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H contains the subgroup 〈sa〉 of G and ρ(λG(sa))=1. Hence H-period func-
tionals ℓ factorize over a functionals ℓ on the quotient spaceΠ=Π〈sa〉, defined
as the maximal quotient vectorspace of Π on which 〈sa〉 acts trivially
Π // //
ℓ ❃
❃❃
❃❃
❃❃
❃ Π
∃! ℓ
C
,
so that
ℓ ∈ HomGl(2)(Π, ρ◦det) ,
i.e. for all matrices [ a bc d ] in Gl(2)⊆Gla(2) and for all v∈Π
ℓ(
[
a b
c d
]
v) = ρ(ad− bc) · ℓ(v) .
Further factorizations. To analyze HomGl(2)(Π, ρ ◦det) we consider the
Bessel modules Π˜=ΠR˜,Λ. Here ΠR˜,Λ denotes the space of Λ-coinvariants of
Π for the subgroup R˜ with respect to the character
Λ(t˜) = ω(t2)ρ(
t1
t2
) = ρ(t1)ρ
>(t2)
of R˜ defining the Bessel datum. So it is the maximal quotient of Π on which
R˜ acts by the character Λ, where by definition R˜ is the group generated by
the torus T˜ and the vector group generated by the matrices sa, a∈ k and
κsaκ
−1, s∈ k. For more details we refer to [RW]. By the central character
condition ρ>=ρ we necessarily have
Λ(t˜) = ρ(t1)ρ(t2) = (ρ◦λG)(t˜) .
Each of the subgroups {0}⊆〈sa, a∈k〉⊆R˜⊆TR˜⊆H of G inherits a charac-
ter by restricting ρ◦λG. This character is trivial on N˜ , and coincides with the
Bessel character Λ(t˜) on T˜ . Furthermore (ρ◦λG)(xλ)=ρ(λ) on T . Hence the
inductive nature of taking coinvariants immediately gives surjective C-linear
maps
Π։ Π։ Π˜։ Π˜(T,ρ) .
The left map is T T˜ ·Gl(2)-equivariant, the second/third map is T -equivariant.
Since H contains 〈sa, a∈k〉 and T T˜ and Gl(2), the quotient Π։Π(H,ρ◦λG)
factorizes over the quotient Π։ Π˜(T,ρ)=Π˜ρ. Hence
9
Lemma 1.2. There exist canonical embeddings
HomH(Π, ρ◦λG) ⊆ HomGl(2)(Π, ρ◦det)
and
HomGl(2)(Π, ρ◦det) ⊆ HomC(Π˜ρ,C) .
If Π is an irreducible, non-generic representation, then dim(Π˜ρ)≤1.
Proof. Only the last assertion remains to be shown, and it follows from the
more general assertion [RW], thm. 5.22.
Glueing. The composite of the two inclusions given in lemma 1.2)
HomH(Π, ρ◦λG) ⊆ HomC(Π˜ρ,C)
is κ-equivariant. Indeed the involution κ acts on Bessel characters, mapping
Λ(t1, t2) to Λ
>(t1, t2)=Λ(t2, t1), with Λ
>=Λ by ρ=ρ>. Since κ commutes
with T and κ acts on Π˜ρ, we write ℓ 7→ ℓ
> for the induced action on the space
HomC(Π˜ρ,C) of linear maps. SinceH is generated byGl(2) and κGl(2)κ
−1,
these remarks imply
Lemma 1.3. Considered as subspaces of HomC(Π˜ρ,C), we obtain
HomH(Π, ρ◦λG) = HomGl(2)(Π, ρ◦det)
> ∩HomGl(2)(Π, ρ◦det) .
By the later proposition 2.7 for all irreducible generic representations Π we
haveHomGl(2)(Π, ρ◦det)=0. With this information at hand we may assume,
without restriction of generality, that in the last lemma 1.3 the representation
Π is non-generic. Then from lemma 1.2 we obtain
HomC(Π˜ρ,C) ≤ 1 .
By dimension reasons, this implies that the action of > on HomC(Π˜ρ,C)
automatically stabilizes the subspaceHomGl(2)(Π, ρ◦det), i.e.:
HomGl(2)(Π, ρ ◦ det)
> = HomGl(2)(Π, ρ ◦ det) .
Hence by lemma 1.3 and proposition 2.7 we obtain the next theorem.
Theorem 1.4. For irreducible representations Π of G, suppose the space of
H-period functionalsHomH(Π, ρ◦λG) is not zero. Then
HomH(Π, ρ◦λG) ∼= HomGl(2)(Π, ρ◦det)
10
and this space is one-dimensional1.
This ‘glueing theorem’ computes the H-period functionals in terms of the
simpler space HomGl(2)(Π, ρ◦det). To analyze the latter we more generally
study functionals in
HomGl(2)(M, ρ◦det)
for arbitrary modules M ∈ Cfin2 . Notice the following weaker, but related
result
Lemma 1.5. SupposeΠ is an irreducible representation in CG(ω) and ρ=ρ
>
holds. Let i∗(ρ◦det) denote the unique character of Gla(2) that restricts to
ρ◦det on the subgroup Gl(2) of Gla(2). Then
HomGla(2)(Π, i∗(ρ◦det)) = 0
(morphisms in the category CGla(2) ) unless Π is one-dimensional (case IVd).
Proof. We may assume that Π is normalized. For a Gla(2)-linear homomor-
phism
Π։ (C, ρ◦det)
the composite with η :Π։Π is trivial on the unipotent radical Rad(Q) of the
Klingen parabolic subgroup Q of G, hence factorizes over the unnormalized
Jaquet module JQ(Π)=ΠRad(Q) for the Klingen paraobolic Q. So, for the
proof it suffices to show µ 6=ρ for all irreducible one-dimensional constituents
π=µ◦det of JQ(Π) of dimension 1.
By table A.5 of [RS07], the characters µ that occur in JQ(Π) are:
IIIb µ=νχ1 and µ=ν (here ω=χ1)
IVc µ=ν2
IVd µ=1 where dim(Π)=1
VIc µ=ν
VId µ=ν.
For normalized Π in case IIIb we have ω=χ1 and χ1 6=ν
±2. By our assump-
tion ρ= ρ>, this implies ρ2=ω=χ1. If ρ=µ, this would imply χ1= ρ
2 ∈
{ν2χ21, ν
2} and hence χ1=ν
±2. A contradiction. Since ω=1 holds for nor-
malized representations in this list except for case IIIb, this implies ρ2=ω=1
and rules out all other cases where dim(Π)>1.
1The involution> then acts by a sign on this space. It is not difficult to show thatH-period
functionals are non-trivial on the paramodular new vector. This allows to compute this
sign in terms of the eigenvalue of the Atkin-Lehner involution on the space of paramodu-
lar new vectors, which is known by [RS07].
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2 The classification of the H-period functionals
Compact induction. For a metrizable t.d.-group G a left invariant Haar mea-
sure dg on C∞c (G) exists and is unique up to a constant. The modulus ∆G is
defined by
∫
G
f(g)dg=∆G(g0)
∫
G
f(gg0)dg for all f ∈C
∞
c (G). For a closed
subgroup ϕ :H →֒G put δ(h) = ∆G(h)
∆H(h)
for h∈H (the inverse to [C]). The
Hecke algebra C∞c (G) (as convolution algebra) is a smooth G-module under
left translation Lg0f(g)=f(g
−1
0 g), for f ∈C
∞
c (G). For a smooth G-module
(V, π) the action ofG extends to a natural action of the Hecke algebra C∞c (G)
on V . This defines endomorphisms π(f) :V →V for f ∈C∞c (G) such that
π(g)π(f)=π(Lgf) holds for all f ∈C
∞
c (G) and g∈G.
For smooth (V, π)∈CG the space (V, π)
−∞=HomG(C
∞
c (G), π) is a left G-
module via the action of G on C∞c (G) defined by Rg0f(g)=f(gg0)∆G(g0).
The map V ∋v 7→ (Tv :f 7→π(f)v)∈V
−∞ isG-equivariant and injective since
(V, π) is smooth. Its image is the subspace of all smooth vectors of (V, π)−∞,
in other words: (V, π) = ((V, π)−∞)∞. For an arbitrary G-module (W,Π)
the subspace W∞⊆W of smooth vectors is stable under G and defines the
smooth subrepresentation (W,Π)∞ of (W,Π). For µ∈CH the unnormalized
compact induced representation indGH(µ) is a smooth representation ofG. For
any representation (V, π) of G let ϕ∗(π) denote the restriction ϕ∗(π)(h) =
π(ϕ(h)) to a closed subgroup ϕ :H →֒G. If π is smooth, ϕ∗(π) is smooth.
Lemma 2.1. For a metrizable t.d.-groupG and a closed subgroup ϕ :H →֒G
and µ∈CH and π∈CG, Frobenius reciprocity gives
HomG(ind
G
H(µ⊗ δ), π)
∼= HomH(µ, ϕ
!(π)) ,
where ϕ!(π)=(ϕ∗(π−∞))∞. If dim(π)=1, then ϕ!(π)=ϕ∗(π).
Proof. The first assertion follows from [C], theorem 1.4 and formula (33). For
the second assertion we refer to [B], proposition 4.3.2 which for dim(π)=1
implies dim((C, π)−∞)=1, and therefore (C, π)=(C, π)−∞.
Digression on irreducible modules M . Up to isomorphism the irreducible
modules of the abelian category C2 are M =S2, M = j!i∗(µ) and M = i∗(π)
by [BZ]. Here µ is a smooth character of k∗ resp. π an irreducible smooth
representation of Gl(2, k). For the notation see [RW]. We now compute
HomGl(2)(M, ρ◦det) for these modulesM .
12
Lemma 2.2. For irreducible M ∈ C2, and irreducible representations π ∈
CGl(2) and smooth charactersµ, ρ of k
∗ the dimensions ofHomGl(2)(M |Gl(2), ρ◦
det) are
1. zero forM=S2,
2. zero forM=j!i∗(µ) except for ρ=ν
−1µ, where the dimension is 1,
3. zero forM= i∗(π) and π∈CGl(2) except if π∼=ρ◦det, where the dimen-
sion is 1.
Proof. TheGla(2)-module S2, restricted to the subgroupGl(2), is isomorphic
to the Gelfand-Graev representation ind
Gl(2)
U (ψgen). Since Gl(2) and U are
unimodular, lemma 2.1 implies
HomGl(2)(S2, ρ◦det) = HomU(ψgen, ρ◦det) .
Since det is trivial on U and ψgen is nontrivial on U , this gives the first claim.
For M = j!i∗(µ) and a smooth character µ of Gl(1) the module j!i∗(µ) is an
irreducible module in C2 which, restricted to Gl(2), becomes isomorphic to
ind
Gl(2)
Γ (µ) for the mirabolic subgroup Γ={h=(
a b
0 1 )|a∈k
∗, b∈k} in Gl(2).
Since ∆Γ(h)= |a|
−1 in this case, lemma 2.1 implies
HomGl(2)(j!i∗(µ), ρ◦det) = HomΓ((ν
−1µ)◦det, ρ◦det) .
Hence HomGl(2)(j!i∗(µ), ρ ◦ det) has dimension zero except for ν
−1µ= ρ
where the dimension is 1. This proves the second claim. The third claim
is obvious.
Exact sequences. For the remaining case π= ρ ◦det of 3. in lemma 2.2
we now turn to the study of HomGl(2)(Π, ρ◦det) for an irreducible module
Π∈CG(ω). We assume that the characters ρ of k
∗ satisfy the central character
condition ρ=ρ> and that Π is defined by Π as explained in section one.
First notice that Π contains a Gla(2)-submodule which is isomorphic to S
mΠ
2 .
Here mΠ is the dimension of the space of Whittaker models for Π. Further-
more, the quotient Q of Π by this submodule sits in an extension (in the
category C2)
0 // j!(A)
a // Q
b // i∗(B) // 0
where A := i∗(JP (Π)ψ)∈C1 and B :=JQ(Π)∈CGl(2). For this statement and
the notation used we refer to [RW], proof of cor. 4.12. Now apply lemma 2.2:
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a) SinceHomGl(2)(S
mΠ
2 |Gl(2), ρ◦det)=0 by lemma 2.2, right exactness of the
Hom-functor shows
HomGl(2)(Π, ρ◦det) = HomGl(2)(Q, ρ◦det) .
So we may replace Π by Q.
b) Restricting the Gla(2)-module Q to Gl(2)⊆Gla(2), we next make use of
the fact that for all irreducible representations Π∈CG(ω) of dimension > 1
and all characters ρ=ρ> the following holds:
HomGl(2)(B, ρ ◦ det) = 0 .
Indeed, since by composition with Π։Q։ i∗(B) any Gl(2)-linear func-
tional ℓ :B→ρ◦det extends to a Gla(2)-linear morphism ℓ :Π→ i∗(ρ◦det)
in C2, this assertion follows from lemma 1.5. So, again by the right exactness
of theHom-functor, we obtain the exact sequence
0→HomGl(2)(Q, ρ◦det)→HomGl(2)(j!(A), ρ◦det)→Ext
1
CGl(2)
(B, ρ◦det) .
c) Hence from step a) we obtain
Corollary 2.3. For irreducibleΠ∈CG(ω) of dimension dim(Π)>1 the space
HomGl(2)(Π, ρ◦det) is isomorphic to the kernel of the connecting morphism
δ : HomGl(2)(j!(A), ρ◦det)→Ext
1
CGl(2)
(B, ρ◦det) .
This corollary will be further explored in proposition 2.7 by a detailed study
of the spaces HomGl(2)(j!(A), ρ◦det) and Ext
1
CGl(2)
(B, ρ◦det).
We compute HomGl(2)(j!(A), ρ◦det) in the next lemma 2.4. For this we ex-
amine the irreducible constituents M = j!i∗(µ) of Π. By [RW], 4.12 these
are defined by characters µ=ν3/2χnorm that are associated to the irreducible
constituents χnorm of the T -module δ
−1/2
P ⊗JP (Π)ψ. The corresponding char-
acters χnorm of k
∗ are listed in the column ∆0=∆0(Π) of [RW], table 3. In
this table Π=Πnorm is assumed, i.e. Π is normalized. See also appendix
A.3 of loc. cit. In [RW] we identified characters of T with characters χ
of k∗ by the convention χ(xλ) := χ(λ). Now ρ= ν
−1µ= ν1/2χnorm is a
necessary condition for µ by lemma 2.2. Since χnorm ∈∆0(Π), therefore
HomGl(2)(j!(A), ρ◦det)=0 unless
ρ ∈ ν1/2∆0(Π) =: ∆+(Π) .
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If we study H-period functionals ℓ in HomH(Π, ρ◦λ), then also the central
character condition ρ=ρ> must be satisfied, and this implies the even stronger
condition
ρ = ρ> ∈ ∆+(Π) ,
which finally will imply the next lemma.
Lemma 2.4. For an irreducible representation Π∈CG(ω) the condition ρ=
ρ> ∈ ∆+(Π) uniquely determines ρ=ρ(Π) and can be satisfied only in the
cases IVb and VId and the Saito-Kurokawa cases IIb, Vbc, VIc and XIb. In these
casesHomGl(2)(j!(A), ρ◦det) is zero unless ρ=ρ(Π). For ρ=ρ(Π) we obtain
dim
(
HomGl(2)(j!(A), ρ◦det
)
= 1 .
If Π=Πnorm is normalized, A= i∗(ν), ρ(Π)=1 and ω=1 must hold.
Proof. For irreducible Π∈CG(ω) the condition ρ=ρ
> ∈ ∆+(Π) implies that
the Siegel Jacquet module JP (Π) cannot be zero. The list of ∆+(Π) with
this property can be found in [RW], table 1 and table 3 in the normalized
case Π=Πnorm; recall Vcnorm=Vb. By a character twist we can immediately
reduce to this situation. Then a case by case check of [RW], table 1 and table
3 shows that the conditionsΠ=Πnorm, ρ
2=ω and ρ∈ν1/2∆0(Π) imply ω=1.
Indeed case I is excluded since χ±11 χ
±1
2 6=ν, IIIab is excluded since χ1 6=ν
±2
resp. χ1 6=1 and X is excluded because ωcusp 6=ν
±1 and the central character
ω of Π is trivial in all remaining cases. Then ρ2=ω=1 implies that ρ must
be a quadratic character. This excludes IIa since χ21 6=ν
±1 and also excludes
the cases IVacd, Vad, VIab, XIa. It leaves the cases IVb, VId, IIb, Vb, VIc, and
XIb where ∆+(Π)={1}, hence ρ=1. Then ∆0(Π)=ν
−1/2∆+(Π)={ν
−1/2}
and therefore χ= ν3/2χnorm for χnorm ∈∆0(Π) implies A= i∗(ν). Hence
dim
(
HomGl(2)(j!(A), ρ◦det
)
=1 by lemma 2.2 since ρ=1 and µ=ν.
Discussion of Ext1CGl(2)(B, ρ◦det). To study the connecting map δ consid-
ered in corollary 2.3 it suffices to discuss the cases of irreducible representa-
tions Π of G for which HomGl(2)(j!(A), ρ◦det) is nonzero; see lemma 2.4.
We may also assume that Π=Πnorm is normalized.
Lemma 2.5. Suppose Π is an irreducible normalized representation of G in
CG(ω) of extended Saito-Kurokawa type or of type IVb. Then there exists an
exact sequence in C2
0 // j!i∗(ν)
a // Π
b // i∗(B) // 0
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whereB∈CGl(2) is a smooth representation ofGl(2) of finite length. B has the
following (a priori not necessarily semisimple) constituents, listed together
with their central characters ωi with respect to the center Z of Gl(2):
IIb ν⊗(χ1×ν
−1/2) and ν⊗(χ−11 ×ν
−1/2)with ω1, ω2∈{ν
3/2χ1, ν
3/2χ−11 }
Vb ν⊗(ν1/2χ0×ν
−1/2) with ω1=ν
2χ0
VIc ν ◦det with ω1=ν
2
XIb ∅
VId ν ◦det ⊕ (ν1/2×ν1/2) with ω1=ν
2 resp. ω2=ν
IVb Sp⊕(ν5/2×ν1/2) with ω1=1 resp. ω2=ν
3.
In this list χ20=1 and χ
2
1 6=ν
±1 and Sp denotes the Steinberg representation.
Proof. These representations Π, described in lemma 2.4, are all non-generic.
Hence mΠ=0 and Π=Q. Therefore Π is an extension of i∗(B) and j!(A)=
j!(ν) by lemma 2.4. The constituents of B for the representations Π can be
found in σ in [RS07], table A.5. Since Π is normalized, in the notations of
[RS07], table A.5 this means χ=χ1, σ=χ
−1
1 for case IIb and σ=1 in the other
cases. This immediately gives our assertions.
Lemma 2.6. Suppose ρ=ρ> and Π∈CG(ω) is irreducible representation as
in lemma 2.4. Then the group Ext1CGl(2)(B, ρ◦det) vanishes except for the
case IVb, where δ :HomGl(2)(j!(A), ρ◦det)→Ext
1
CGl(2)
(B, ρ◦det) is injective.
Proof. We use the well known fact that Ext1CGl(2)(M,N) vanishes if M,N
are smooth representations of Gl(2) on which the center Z of Gl(2) acts by
different central characters ωM 6=ωN ; see [BW], p.14-15. Using decalage we
apply this for the irreducible constituentsM of B and N=ρ◦det.
Since all normalized irreducible representations of lemma 2.4 have trivial cen-
tral character ω=1, the condition ρ=ρ> implies ρ2=1. Hence Z acts trivially
on N , whereas all irreducible constituents M of B, as listed in lemma 2.5,
have central character2 different from 1 (for IIb always χ1 6=ν
±1/2, χ1 6=ν
±3/2
holds) except in the case where Π is of type IVb.
So it only remains to show that δ is injective in the case where Π is of type
IVb. If this were not true, Π would admit a nontrivialH-period functional (cor.
2.3 and thm. 1.4) which is impossible by lemma 2.8.
2Later we are interested in Gl(2)-representations with exceptional central character µ=ν2.
Only for VIc, VId the constituents of B do have this central character since χ0 6=1 and
χ1 6= ν±3/2 always holds in the cases above. In the two cases VIc, VId the relevant
constituent with the exceptional central character µ= ν2 is the one-dimensional direct
summand ν ◦det of B.
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Proposition 2.7. For irreducible representations Π in CG(ω) and ρ=ρ
>
dim
(
HomGl(2)(Π, ρ◦det)
)
≤ 1 ,
and this dimension is nonzero if and only if Π is one-dimensional or belongs
to the local Saito-Kurokawa representationsΠ of extended type (i.e. the cases
IIb, Vbc, VIc, XIb and IVd) and furthermore ρ= ρ(Π) holds. If Π=Πnorm is
normalized, then ρ(Π)=1. Finally ρ(σ⊗Π)=σρ(Π) holds.
Proof. Cor. 2.3 describesHomGl(2)(Π, ρ◦det)
)
by the connecting morphisms
δ : HomGl(2)(j!(A), ρ◦det)→ Ext
1
CGl(2)
(B, ρ◦det) .
Lemma 2.4 lists the cases where HomGl(2)(j!(A), ρ◦det) 6=0, i.e. the cases
for Π listed in prop. 2.7 up to IVb. But δ=0 holds except for the case IVb,
where δ is injective. This was shown in lemma 2.6. The remaining assertions,
including ρ(Πnorm)=1, now immediately follow from lemma 2.4.
Appendix on Klingen induced representations
For the Klingen parabolic subgroupQ ofG the induced representations IndGQ(χ
′
⊠
τ) are defined by
(χ′ ⊠ τ)


t ∗ ∗ ∗
0 a ∗ b
0 0 ∗ 0
0 c ∗ d

 = χ′(t)τ
(
a b
c d
)
,
normalized by the additional factor δ
1/2
Q = |t
2/(ad−bc)|. The central character
of the induced representation is ω=χ′ωτ . The restriction of δ
1/2
Q χ
′
⊠τ to our
fixed subgroup Gl(2)⊆Q is νχ′⊗τ .
Lemma 2.8. For irreducible representations Π of type IVb there do not exist
nontrivialH-period functionals ℓ :Π→ρ◦λG.
Proof. We may assume that Π is normalized. Then a necessary condition for
the existence of ℓ is ρ=1 (lemma 1.4 and lemma 2.4). Π is a quotient of the
Klingen induced representation I=IndGQ(χ
′
⊠ τ) for χ′=ν2 and τ=Sp(ν−1)
by [RS07], (2.9). So νχ′⊗τ=Sp(ν2). Since H-period functionals are equiv-
ariant with respect to the group Hext generated by κ and H , for the proof
it suffices that I does not admit Hext-period functionals. It is easy to show
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G=
⋃
mQmH
ext for m=1 resp. for m=mA, where A is a unipotent lower
triangular matrix. So it suffices that there are no nontrivial Hext-functionals
indH
ext
m−1Qm∩Hext(δ
1/2
Q χ
′
⊠τ)→1, or by lemma 2.1 alternatively
HomΓ((δ
1/2
Q χ
′
⊠ τ)|Γ, δ) = 0
for δ attached to Γ:=m−1Qm∩H →֒H . For bothm=1, mA the groupmΓm
−1
contains all matrices [ ∗ ∗0 1 ]. If Π admits a H-period functional, then Sp(ν
2)
admits a nontrivial Gla(1)-equivariant functional Sp(ν
2)→(C, δ). It would
as a Gla(1)-morphism (C, ν
3)→(C, δ) factorize over the Jacquet module of
Sp(ν2) which is impossible since δ|Gla(1)=ν or ν
2 (for m=1 resp. m=mA).
Appendix on Extensions
Let Cn denote the categories CGla(n) for the affine linear groups Gla(n) over
k. Cn contains j!(Cn−1) as a full subcategory that is equivalent to Cn−1
[BZ] so that j!(Cn−1) is closed under extensions. [Indeed, for an extension
0→ j!(M1)→E→ j!(M2)→ 0 in Cn we obtain i
∗(E)= 0 from i∗j! and the
exactness of i∗. Hence E=j!j
!(E), and the extension comes from Cn−1 by ap-
plying the functor j!]. So, to computeExt
1-group it inductively suffices to un-
derstand the extensions in Ext1Cn(i∗(π),M) forM ∈Cn; or evenM ∈j!(Cn−1)
by [RW], lemma 4.1 since i∗(CGl(n)) is also closed under extensions.
Lemma 2.9. For π∈CGl(n)(ω) andM ∈j!(Cn−1) the natural map
Ext1Cn(i∗(π),M) −→ Ext
1
CGl(n)
(π,M |Gl(n))
is injective.
Proof. If an extension 0→ j!(M)→E→ i∗(π)→ 0 in Cn admits a Gl(n)-
linear splitting s :π→E|Gl(n), we now show that the affine part of the affine
linear group Gla(n) acts trivially on the image of s and hence s defines a
splitting in Cn. Indeed, the image of s is an eigenspace of the center Z of
Gl(n) with respect to the central character ω of π. Every vector v in the s-
image is fixed by a small open subgroup U of the affine part of Gla(n) by
smoothness of the representation E. Since conjugation by z∈Z acts on the
affine part of Gla(n) by rescaling, zxz
−1∈U holds for some z∈Z and hence
v=zxz−1v. Since z−1v=ω(z)−1 ·v, this implies xv=v for all x in the affine
part of Gla(n). Therefore s defines a Gla(n)-splitting of E.
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3 The Piatetskii-Shapiro L-function
Exceptional poles. For an irreducible representation Π∈CG(ω) and a Bessel
model ofΠ attached to someBessel characterΛ a localL-functionLPS(s,Π,Λ)
was defined by Piatetskii-Shapiro as a product
LPS(s,Π,Λ) = LPSex (s,Π,Λ)L
PS
reg(s,Π,Λ) .
More generally LPS(s,Π, µ,Λ), for smooth characters µ of k∗, was defined in
[PS97]. These new localL-factors coincide withLPS(s, µ⊗Π, µ⊗Λ). Recall
that µ⊗Λ(t˜)=µ(t1t2)Λ(t˜), which amounts to replace ρ 7→µρ, ρ
> 7→µρ>. So
we may assume µ=1 if we drop the assumption that Π is normalized.
In the following we discuss the extraordinary L-factor LPSex (s,Π,Λ) for split
Bessel models with the Bessel character ρ that describes Λ.
Lemma 3.1. For an irreducible representation Π∈CG(ω) and a split Bessel
model for Λ(t˜)=ρ(t1)ρ
>(t2) the L-factor L
PS
ex (s,Π,Λ) divides
L(s+
1
2
,Λ) = L(ρ, s +
1
2
)L(ρ>, s+
1
2
) .
Proof. By the definition in [PS97], section 4 and prop. 18 of [D17] the local
L-functions LPS(s,Π, µ,Λ) are the regularizing L-factors of the following
local zeta functions (with tt= t1t2 in our notation)
ZPS(s,Wv,Φ, µ) =
∫
k∗
(∫
KH
µ(det(k))ℓ(Π(( xE 00 E )k)v) µ(x)|x|
s− 3
2d∗x
×
∫
k∗×k∗
Φ((0, t)k)Λ(t)(µνs+
1
2 )(tt)d∗t
)
dk
forWv=Wv(g)=ℓ(Π(g)v) running over all functions in the Bessel model, i.e.
for a fixed Bessel functional ℓ :Π→C running over all v∈Π. Here KH is the
maximal compact subgroup of H⊆Gl(2)2 that stabilizes the lattice (o⊕o)2.
Furthermore Φ is an arbitrary function in C∞c ((k⊕k)
2). As in [D14], prop
2.5 one can also consider the regularizing L-factor of all
ZPSreg (s,Wv, µ) =
∫
k∗
ℓ(Π( xE 00 E )v) µ(x)|x|
s− 3
2d∗x ,
again for Wv running over functions in the Bessel model. This simplified
L-factor is the Euler factor L(µ⊗M, s) of the TS-module M = ν−3/2⊗
(βρ(Π))/(βρ(Π)
S) attached to the Bessel modelM of Π in [RW]. The factors
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L(µ⊗M, s) were computed in [RW]. There also occurs an additional subreg-
ular and an additional exceptional local L-factor in the Piateskii-Shapiro local
L-factor LPS(s,Π,Λ)=LPSex (s,ΠΛ)L
PS
reg(s,Π,Λ) where L
PS
reg(s,Π,Λ) is the
regularizing factor of all zeta integrals ZPS(s,Wv,Φ, µ) for Φ with the prop-
erty Φ(0, 0)= 0. The exceptional L-factor LPSex (s,Π,Λ) then takes care of
additional poles that arise if we also allow Φ(0, 0) 6=0. Hence to compute
LPSex (s,Π,Λ), it suffices to consider for Φ the characteristic function Φ0 of the
sublattice o2⊕o2⊆k2⊕k2. Since Φ0 isKH-invariant, one obtains∫
k∗×k∗
Φ0((0, t))Λ(t)(µ|
s+ 1
2 )(tt)d∗t = L(µρ, s+
1
2
)L(µρ>, s+
1
2
)
if µρ and µρ> are unramified and otherwise the integral is zero, so the zeta
integral ZPS(s,Wv,Φ0, µ) simplifies and becomes
ZPS(s,Wv,Φ0, µ) = L(µρ, s+
1
2
)L(µρ>, s+
1
2
)ZPSreg (s,W
av
v , µ)
for the averagesW avv (g)=
∫
KH
µ(det(k))ℓ(Π(( xE 00 E )k)v)dk underKH . Now
assume µ=1, which is achieved by passing from Π to µ⊗Π. Since µρ and
µρ> can be assumed to be unramified, µ⊗Π is a twist σ⊗Πnorm of a normal-
ized representation Πnorm by an unramified character σ=µρ. Since twisting
by an unramified character is essentially the same as shifting the variable s,
this implies that from now on we may assume without restriction of general-
ity that Π is normalized and that σ=1. Then the W avv (g) are nothing but the
Wv(g) attached to the vectors v∈Π
KH , i.e. the vectors v in the representation
space of Π that are invariant under the compact subgroup KH . So obviously,
LPSex (s,Π,Λ) is a divisor of L(ρ, s+
1
2
)L(ρ>, s+ 1
2
).
By the last remarks we see that from now on we may tacitly assume that Π is
normalized and µ=1 and we have seen
Lemma 3.2. LPSex (s,Π,Λ) divides the regularizing L-factor L(s) of all the
functions L(ρ, s+ 1
2
)L(ρ>, s+ 1
2
)ZPSreg (s,Wv, 1), where v runs over the KH-
spherical vectors of the representation Π.
H-period functionals arising from poles. As already observed by Piatetskii-
Shapiro [PS97] thm.4.2, see also [D17], a pole of the exceptional L-factor
LPSex (s,Π,Λ) at some point s0 gives rise to a nontrivialH-period functional
ℓ : Π −→ C
so that for h∈H (recall Π is normalized and µ=1)
ℓ(Π(h)v) = |det(h)|−(s0+
1
2
) · ℓ(v)
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holds, where det(h) for h=(g1, g2) is λG(h)=det(g1)=det(g2). In [PS97]
this is stated for simple poles only. But L(ρ, s+ 1
2
)L(ρ>, s+ 1
2
) a priori has
a double pole s0 for ρ= ρ
>, hence the following remarks are in order: If
LPSex (s,Π,Λ) has a pole at s0, then independent of the pole-order at s0
ℓ0(v) := lim
s→s0
ZPS(s,Wv,Φ, 1)
LPS(s,Π,Λ)
, Φ = Φ0
is a well defined nontrivial functional ℓ0 :Π→C (this is clear from the defini-
tion of LPS(s,Π,Λ) as a regularizing factor), and ℓ0 furthermore defines an
H-period functional. Since the functional ℓ0 does not change if we replace
Φ0 by any Schwartz function Φ with Φ(0)=1, the latter assertion easily fol-
lows from the fact that the origin of (k⊕k)2 is a fixed point of H . Indeed,
LPSreg(s,Π,Λ) by definition regularizes all Z
PS(s,Wv,Φ, 1) with Φ(0) = 0,
hence in the limit s→ s0 a pole of L
PS
ex (s,Π,Λ) at s0 annihilates the con-
tributions of all ZPS(s,Wv,Φ, 1) with Φ(0)=0.
Since s0 is a pole of L(ρ, s+
1
2
)L(ρ>, s+ 1
2
), hence ρνs0+
1
2 =1 or ρ>νs0+
1
2 =1.
Proposition 3.3. If for a split Bessel model with Bessel character Λ the local
L-function LPS(s,Π,Λ) admits an exceptional factor LPSex (s,Π,Λ) 6=1, then
ρ=ρ> and there exists a nontrivialH-period functional ℓ such that ℓ :Π−→C
such that ℓ(Π(h)v)=ρ(λ(h))ℓ(v) holds where ρ, ρ> are defined by Λ(t1, t2)=
ρ(t1)ρ
>(t2). Furthermore Π is one of the extended Saito-Kurokawa cases IIb,
Vb, VIc, XIb and VId and is obtained from a normalized representation by an
unramified character twist. Without restriction of generality Π is normalized,
and then ρ=1, i.e. Λ=1 and ω=1.
Proof. As already explained, for ρ or ρ> such an H-period functional does
exist in the presence of a nontrivial exceptional L-factor for the Bessel model
attached to Λ. If such a H-period functional exists, ρ>=ρ follows from the
central character condition and ρ must be unramified. So the proposition fol-
lows from theorem 1.1.
Lemma 3.4. For split Bessel models exceptional poles s0 of Lex(s,Π,Λ) are
disjoint from the set of poles of L(µ⊗M, s). If Π is normalized, then the
exceptional poles are located at s0=−1/2.
Proof. To show this we may assume that Π=Πnorm is normalized. Then,
by exchanging ρ and ρ> if necessary, we can assume ρ=1 for the split Bessel
character ρ in the situation of the last proposition. So any exceptional poles of
Lex(s,Π,Λ) are poles of L(ν
1/2, s)L(ων1/2, s). If an exceptional pole exists,
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we have seen that anH-period functional for Π exists. Hence ω=1must hold
(lemma 2.4). Therefore L(ν1/2, s)L(ων1/2, s) =L(ν1/2, s)2. So s0=−1/2
can be the only exceptional pole in the normalized case. The disjointness
of s0 to the set of poles of L(µ⊗M, s), that is claimed in the lemma, now
immediately follows from [RW], table 5 and χ21 6=ν
±1 and χ20=1 ([RS], table
2) where the regular poles are listed for normalized Π.
KH-spherical vectors. Suppose L
PS
ex (s,Π,Λ) 6=1. Then the L-function has
an exceptional pole and by prop. 3.3 the irreducible representation Π is of
type IIb, Vb, VIc, XIb, VId. Without restriction of generality we can assume that
Π is normalized and ρ=ω=1. This implies that Π is paramodular [RS07], so
Π contains a new vector vnew which is unique up to a constant.
By lemma 3.4, s0 =−1/2 is not a pole of L(µ⊗M, s). By lemma 3.2,
ZPSex (s,Π,Λ) divides the (auxiliary) regularizing L-factor L(s) of
L(s+
1
2
)2 · ZPSreg (s,Wv, 1)
for all the Bessel functions Wv of the KH-spherical vectors v in Π. This
means, we have to compute ZPSreg (s,Wv, 1) the Bessel functions Wv of the
KH-spherical vectors v in Π. The Bessel functionsWv are determined by the
images of the vectors v of Π in the Bessel model Π˜ of Π, i.e. the images of
v under the projection Π։ Π˜. As in [RW], 4.2 this projection factorizes over
the quotient
η : Π։ Π
which is a Gl(2)-module. The center Z of Gl(2)⊆G consists of elements
zλ = [ λ 00 λ ] = xλ · t˜
for t˜= diag(λ, 1, 1, λ)∈ T˜ and xλ∈T . We define τ := z
−1
π and consider the
unramified central character µ :Z→C∗ defined by µ(τ)=q2, i.e.
µ = ν2 .
Since the action of τ and x−1π ∈T on the Bessel model Π˜=βρ(Π) coincides
for the relevant Bessel character ρ=1, for all P ∈C[τ, τ−1] we obtain
WΠ(τ)v(x) = Wv(x/π) .
Therefore ZPSreg (s,WP (Π(τ))v, 1)=P (ν(π)
s−3/2)ZPSreg (s,Wv, 1). To study ex-
ceptional poles we need to compute the order of ZPSreg (s,WP (Π(τ))v, 1) at
s0=−1/2. Evaluation at s= s0 amounts to replace P (τ) by P (q
2). From
lemma 4.1 in the next section we obtain the following description of η(ΠKH).
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Lemma 3.5. Suppose the level N of the new vector vnew of Π is N =2m−ε
for ε∈{0, 1},m∈N. Then η(ΠKH)=C[τ−1] τ−m(q+τ)ε η(vnew).
Since µ(τ)−m(q+µ(τ))ε= q−2m(q+ q2)±ε 6=0, lemma 3.5 implies that L(s)
is completely determined by the order of ZPSreg (s,Wvnew , 1) at s= s0 for the
single Bessel function Wvnew attached to a new vector vnew. In the definition
of L(s), instead of considering all ZPSreg (s,Wv, 1) for arbitrary v∈Π
KH it suf-
fices to compute the single integral ZPSreg (s,Wvnew , 1) at s= s0 for v= vnew.
This implies
Corollary 3.6. Suppose Π is normalized and LPSex (s,Π,Λ) has a pole. Then
the auxiliary L-factor L(s) is L(s+ 1
2
)k for k=2, 1, 0 depending on whether
ZPSreg (s,Wvnew , 1) has a zero of order 0, 1 or ≥2 at s0=−
1
2
for the paramod-
ular new vector vnew.
In the situation of cor.3.6 a Bessel model Π˜=kρ(Π) of Π always exists for
ρ=1 and it defines a perfect Gla(1)-module ([RW], cor.6.9) with an exact
sequence
0→ E[ν]→ Π˜→ kρ(i∗(B))→ 0 .
By the perfectness of Π˜, the space Π˜T,χ of (T, χ)-coinvariants has dimension
1 for every smooth character χ of T and the quotient map
pχ : Π˜→ C ∼= Π˜T,χ
is described by the regularized zeta integrals Z(f, χ−1, s) at s= 0 ([RW],
3.5). Moreover, for χ= ν2 the regularized integrals ZPSreg (s+ s0,Wv, 1) and
the regularized integrals Z(Wv, χ
−1, s) coincide. Since s0 is not a pole of
L(µ⊗M, s), as follows from [RW], lemma 3.31, (see also [RW], lemma 3.34
concerning higher order vanishing), this implies
Lemma 3.7. ZPSreg (s0,Wv, 1)=c ·pχ(v) for χ=ν
2 and some constant c 6=0.
4 Paramodular vectors
Let KG be the maximal compact subgroup of unimodular matrices in G and
let KG(p
n)⊆KG denote the principal congruence subgroups. We defined
H⊆G and its maximal compact subgroup KH . Let Kn be the subgroup of
KG generated byKH andKG(p
n). Kn containsKG(p
n) as a normal subgroup
with finite quotient Kn/KG(p
n)∼=H(o/pn) so that KH is the intersection
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KH =
⋂
n≥0Kn. For any smooth representation Π of G on a vectorspace V
therefore
V KH =
⋃
n≥0
W (n)
is the increasing union · · ·⊆W (n)⊆W (n+1)⊆· · · of the subspaces of fixed
vectorsW (n)=V Kn of V underKn.
To understand the subspaces W (n) we will relate them to the spaces of
paramodular vectors in Π. For this we give a short overview on the rele-
vant results of [RS07]. Since in [RS07] the symplectic group as matrix group
is written using Witt’s rather than Siegel’s conventions, most matrices and
formulas in loc. cit. look different from ours. For the convenience of the
reader we therefore use matrix conventions for the group G as they are used
in [RS07] for the rest of this section.
This being said, the element τ ∈Gl(2)⊆H⊆G is then given by
τ−1 :=
[
π 0
0 π
]
:=


π2 0 0 0
0 π 0 0
0 0 π 0
0 0 0 1

 ,
and τ coincides with η, as defined in [RS07], form. (3.5), modulo the center
of G.
τ−1


a u1 u2 b
v1 α β u
′
2
v2 γ δ u
′
1
c v′2 v
′
1 d

 τ =


a πu1 πu2 π
2b
π−1v1 α β πu
′
2
π−1v2 γ δ πu
′
1
π−2c π−1v′2 π
−1v′1 d


implies
τ−n


o o o p−2n
p2n o o o
p2n o o o
p2n p2n p2n o

 τn =


o pn pn o
pn o o pn
pn o o pn
o pn pn o

 .
Hence, in terms of the paramodular groups K(pn), defined as in [RS07] p.
31, we get τ−nK(p2n)τn=Kn. For a smooth representation Π of Gad on a
vectorspace V , let V (n)=V K(p
n) be the space of paramodular vectors in V
of level n. Then
W (n) = τ−n(V (2n)) .
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Indeed v∈V (2n)⇐⇒K(p2n)v=v⇐⇒ τnKnτ
−nv=v⇐⇒Knτ
−nv= τ−nv,
where we write gv or g(v) instead of Π(g)(v).
Since we are only interested in the local irreducible representations of ex-
tended Saito-Kurokawa type, we can make the following
Assumption. Suppose Π is an irreducible normalized representation of G of
extended Saito-Kurokawa type IIb, Vb, Vc, VIc, VId, XIb.
Then, by a character twist, we may and therefore will assume that the central
character of Π is trivial; [RS07], table A.12 implies that a twist σ⊗Πnorm
is paramodular for type IIb, Vb, VIc, VId, XIb if and only if σ is unramified
except for Vb. Here the twist with unramified χ0σ adds the cases Vc. This
being said, we can normalize Π by an unramified twist. We remark: If Π
is not paramodular, all W (n) are zero and hence ΠKH =0 since V (2n) =
ηn(W (n)) consists of paramodular vectors, as explained below. This allows
to normalize Π and to replace the group G by its adjoint group Gad. An
equality of matrices in G for the rest of this section therefore, by abuse of
notation, will be understood be an equality in Gad.
Let N be the level of a paramodular irreducible representation V of G. Then
V (N) is generated by vnew. If N = 2m− ε for ε∈ {0, 1}, from the level
raising operator θ′=τ+
∑
a∈o/p saπ−N−1 ([RS07], lemma 3.2.2 ii)) we obtain
θ′(vnew)∈ V (N +1). Hence from [RS07], prop. 5.5.13 and the old form
principle of loc. cit. the following holds
1. W (m)=C ·τ−mvnew if ε=0,
2. W (m)=C ·τ−mθ′(vnew) if ε=1.
For the Q-linear quotient map η : Π։Π notice η(τ−1v) = [ π 00 π ]η(v) and
η(sav) = η(v) for all a∈ k. Hence we obtain η(θ
′(vnew)) = (τ + q)η(vnew)
in the case 2. above.
Lemma 4.1. dimW (n)=min(m+1−n, 0) holds for some integerm≥0 de-
fined by 2m=N −ε, ε{0, 1} above. Furthermore the Gla(2)-linear quotient
map η :Π։Π is injective on ΠKH such that
η(ΠKH) =
⊕
n≥m
[ π 00 π ]
n η(v)
holds for a basis vector v of W (m) =C · v, and η(v) in Π is invariant un-
der the compact group Gl(2, o).(pm)2 in Gla(2), but not invariant under
Gl(2, o).(pm−1)2.
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Lemma 4.1 almost immediately follows from the following list of properties
1.-5. if we take into account η(Σv)= q2[ π 00 π ]η(v): Under the assumption on
Π from above, there exists an integerm≥0 such that
1. W (n)=0 for n<m and dimW (m)=1.
2. W (m)=Cv so that v is invariant under

1 u v 0
0 1 0 ∗
0 0 1 ∗
0 0 0 1

 .
for all (u, v)∈(pm)2, but not all (u, v) in (pm−1)2.
3. dim(W (n))=n+1−m for all n≥m.
4. W (n+1)=W (n)+Σ(W (n)) holds for all n where
Σ =
q∑
a=1


1 0 0 a
0 1 0 0
0 0 1 0
0 0 0 1

 τ−1 ·
q∑
a=1


1 0 0 a
π
0 1 0 0
0 0 1 0
0 0 0 1

 .
5. V (N)=C ·vnew and V (N+1)=C ·θ
′(vnew) and v=vnew or v=θ
′(vnew),
depending on whether ε=0 or 1.
Proof. Under the assumption on Π at the beginning of the section there exists
an integer N =NΠ≥0 (level of Π) so that M =2m and N ≤M ≤N +1 for
an integerm≥0 such that the assertion made in the lemma holds. Assertions
1. and 3. follow from [RS07], theorem 5.6.1 i) and ii) and table A.12. In
particular Π is paramodular. For Assertion 2. notice τm(v)∈V (2m), so the
claim easily follows from [RS07], lemma 3.2.4. Since v and hence τm(v) is
invariant underK=Gl(2, o⊆Gl(2) and sinceK acts transitively on primitive
vectors in (pm−1)2 we can also extend the assertion (3.8) in loc. cit. on vectors
of type (u, v)=(u, 0) for arbitrary vectors (u, v)∈(pm−1)2.
By loc. cit, theorem 5.6.1 iii) all V (n) are generated from V (N) by applying
certain raising operators θ, θ′ together with τ , and on V (n) one has
θ′ := θ′n+1 := τ +
∑
a


1 0 0 a
πn+1
0 1 0 0
0 0 1 0
0 0 0 1


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by formula (3.7) loc.cit. By [RS07], proposition 5.5.13 our assumption on
Π implies θ= θ′. Hence V (n) is generated by θdτ eV (N) for d, e≥ 0 and
d+2e=n−N ; see also the corresponding assertions of prop. 5.5.12 for VId
and lemma 5.5.6 for the Saito-Kurokawa type representations Π. Table A.12
shows W (m)=V (N +1)=V (N) if N is odd, and W (m)=V (N) if N is
even. Hence
V (2n) =
n−m⊕
i=0
(θ′)2iτn−i−mV (2m) .
τn−m−iV (2m)⊆V (2n−2i) gives (θ′)2i=θ′2n−1 · · · θ
′
2n−2i+1, and the formula
τ−kθ′2k+ℓτ
k=θ′ℓ implies
(θ′)2iτn−i−mV (2m) = τn(θ′0τ
−1θ′1)
iτ−mV (2m) .
Hence τ−nV (2n)=
⊕n−m
i=0 (θ
′
0η
−1θ′1)
iτ−mV (2m) resp.
W (n) =
n−m⊕
i=0
(θ′0τ
−1θ′1)
i W (m)
for all n≥m. Notice θ′0τ
−1θ′1=θ
′
0θ
′
−1τ
−1. This proves the lemma.
5 The companion functionals f
For irreducible representations Π of extended Saito-Kurokawa type and the
specific pair of characters ρ= ν of T˜ and χ= ν of T we will now construct
R˜ ·T -linear auxiliary functionals called (ρ, χ)-functionals
f : Π→ (C, ρ⊠ χ) ,
satisfying f(Π(t˜xλ)v)=Λ(t˜)χ(λ)f(v) for all t˜∈ T˜ , xλ∈T and v in Π. The
construction for the particular case VId will be different from the construction
in the Saito-Kurokawa cases that we discuss first.
Saito-Kurokawa cases. Each local Saito-Kurokawa representation Π of type
IIa, Vb, VIc, XIb has a generic companion representation Πgen defined as fol-
lows: Both Π and Πgen are the only constituents of a suitably chosen induced
representation I = IndGP (π⊠ ν
1/2) for π ∈ CGl(2) induced from the Siegel
parabolic subgroup P as in [RW], table 1 (here we use normalized induction
and notation as in [RW]) such that there exists an exact sequence
0 // Π
u // I
v // Πgen // 0 ,
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dual to the situation defining Π as a Langlands quotient. To be concrete: We
choose π as ν−1/2χ1×ν
−1/2χ−11 , Sp(ν
−1/2χ0), Sp(ν
−1/2) and ν−1/2⊗πcusp
in the four cases respectively. The representation space of I is the space of
smooth functions f :G→σ such that g(pg)= δ
1/2
P (p)(π⊠ν
1/2)(p)f(g) holds
for all p∈P, g∈G. G acts on I by right translation. The central character
ω of I is trivial, so xλ and t
−1
λ act on I in the same way. The evaluation
eval :f(g) 7→f(e) at the unit element defines a P -equivariant map
eval : I ։ δ
1/2
P ⊗ (π ⊠ ν
1/2) .
The P -module on the right side is a trivial module of the unipotent radi-
cal N of P . The torus T ⊆P acts by the character χ(xλ) = ν(λ). Indeed,
δ
1/2
P (xλ)=ν
3/2(λ) and xλ acts on π⊠ν
1/2 by multiplication with ν1/2(λ−1)=
ν−1/2(λ). Since eval is equivariant with respect to the subgroups TS and
T˜ N˜ of P , we can apply the right exact Bessel functor βρ to the morphism
eval. By Waldspurger-Tunnell βρ(δ
1/2
P ⊗ (π⊠ν
1/2)) is a one-dimensional C-
vectorspace on which T acts by the character ν. Hence for χ=ν we obtain
TS-linear maps in C=CGla(1):
βρ(eval) : βρ(I) ։ (C, χ) = i∗(χ) .
i∗(χ)∈C is trivial as an S-module, so the morphism βν(eval) factorizes over
the map I˜ :=βρ(I)։π0(I˜) to the quotient space π0(I˜) of S-coinvariants (for
the notation see [RW]). Composed with the quotient map I։βρ(I) this de-
fines a TS-linear surjections
I ։ βρ(I)։ π0(βρ(I))։ i∗(ν) .
For generic representations Πgen by [RW], prop. 6.3 we have β
ρ(Πgen)=0.
Hence [RW], lemma 4.15 implies that βρ(u) is injective and this gives an
exact sequence
0 // βρ(Π)
βρ(u) // βρ(I)
βρ(v) // βρ(Πgen) // 0 .
Since π0 is an exact functor on CGla(1), lemma 4.15 of [RW] gives the exact
sequence of T -modules
0→ π0(Π˜)→ π0(I˜)→ π0(Π˜gen)→ 0 .
The companion representations Πgen of the Saito-Kurokawa representations
are of type IIa, Va, VIa, XIa. The normalized characters that occur in π0(Π˜gen)
are listed in the column ∆˜ of table 3, Multisets of [RW]. The T -character
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χ=ν corresponds to the following normalized T -character χnorm=ν
−3/2χ=
ν−1/2 by normalization, in the notations of loc.cit. By [RW], table 3 and
the conditions listed in table 1 of loc. cit. the character χnorm= ν
−1/2 does
not appear as constituent in the relevant modules π0(Π˜gen). Since T acts on
i∗(ν) by the character χ=ν, therefore the last exact sequence shows that the
map π0(e˜val◦ u˜) :π0(Π˜)→ i∗(ν) is an isomorphism. Hence for ρ=ν the map
f˜ :=βν(eval◦u) is surjective and T -linear and makes the following diagram
commutative
βν(Π)
  βν(u) //
f˜ ## ##●
●●
●●
●●
●●
●●
βν(I)
βν(eval)

i∗(ν).
If we compose f˜ with Π։Π։βν(Π), this yields functionals denoted f resp.
f on Π resp. Π. The nontrivial functional f :Π→C is (χ, ρ)-equivariant with
respect to the character χ⊠ρ=ν⊠ν of T˜ ×T so that f ∈HomR˜·T (Π, ν⊠ν).
The case VId. Now we discuss the irreducible representations of G in the
remaining case VId. In this case the representation I=IndGQ(1) (normalized
induction from the Klingen parabolic subgroup Q) decomposes into a direct
sum I∼=Π⊕Π′ of two irreducible representations; [W09], p.129. One of the
summands Π′ is normalized of type VIc and paramodular of level 1 [RS07].
The other one is Π which is normalized of type VId and paramodular of level
0 (spherical). Evaluation at the unit element e, on the space of functions defin-
ing the induced representation I , now gives a Q-linear map I։ (C, δ
1/2
Q ).
Composing this evaluation with the inclusion Π →֒ I , we obtain a Q-linear
map f :Π→C. This map is equivariant on the radical of Q and equivariant
for T˜ ×T up to a twist by ν⊠ν since the restriction of δ
1/2
Q toGl(2)⊆Q is the
character ν◦det. Furthermore, it is equivariant for the upper triangular matri-
ces in Gl(2)⊆Q. In other words, f defines an element in HomR˜·T (Π, ν⊠ν).
To show that f is nontrivial, we show f(vnew) 6=0 for the spherical vector
vnew ∈Π. Indeed eval is nontrivial on the spherical vector of I by Iwasawa
decomposition, so the claim immediately follows from the explicit construc-
tion of f in terms of eval. Since Π′ is paramodular of level one, it does not
contain the spherical vector of I . Therefore f 6=0, moreover f(vnew) 6=0 holds
for the spherical vector vnew inΠ. In the next lemmawe show that f generates
HomR˜·T (Π, ν⊠ν).
Lemma 5.1. For the normalized irreducible representations Π of extended
Saito-Kurokawa type dim(HomR˜·T (Π, ν⊠ν))=1 holds.
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Proof. By definitionHomR˜·T (Π, ν⊠ν)=HomC(βρ(Π)χ,C) for ρ=ν, χ=ν
holds. It is known that a normalized irreducible representation Π of extended
Saito-Kurokawa type does not have a Bessel model for ρ 6= 1. Hence the
Bessel module βρ(Π) has degree zero for ρ 6=1, so that βρ(Π)∼= π0(βρ(Π))
holds. The semisimplification of the T -module π0(βρ(Π)) is described by the
L-factor L(βρ(Π), s). By [RW], prop. 4.25 we know that
L(βρ(Π), s) = L(JP (Π)ψ, s)L(β
ρ(Π), s) .
For ρ 6=1, from [RW], prop. 6.3 we conclude βρ(Π)=0 for irreducible nor-
malized Π 6∼= Vd. This gives L(βρ(Π), s) = L(JP (Π)ψ, s) in our situation,
and the characters of the L-factors of L(JP (Π)ψ, s) are listed in the column
∆0(Π) of table 3 (multisets) in [RW], up to a shift by the normalization fac-
tor δ
1/2
P =ν
3/2. For the normalized irreducible representations Π of extended
Saito-Kurokawa type this table shows that L(ν, s) appears with multiplicity
one in L(JP (Π)ψ, s); indeed χ= ν corresponds to the normalized character
χnorm=ν
−1/2 in the column ∆0(Π). This completes the proof. It shows that
that βρ(Π)χ has dimension one for ρ=ν and χ=ν.
Remark. The same argument also implies dim(HomR˜·T (Π, ρ⊠χ))=0 for
all irreducible normalized representationsΠ of extended Saito-Kurokawa type
unless ρ=1 or χ=ν holds.
Lemma 5.2. The normalized representations Π of extended Saito-Kurokawa
type IIb, Vb, VIc, XIb and VId are paramodular representations. The space
HomR˜·T (Π, ν ⊠ ν) = C · f
is spanned by a (ν, ν)-functional f :Π→C which is nonzero on the paramod-
ular new vector vnew of the representation Π.
Proof. HomR˜·T (Π, ν⊠ν) has dimension one by lemma 5.1. We explicitely
constructed a generator f for all cases. In the case VId, where the new
vector vnew is spherical, we already have seen f(vnew) 6= 0. It remains to
show f(vnew) 6= 0 for the Saito-Kurokawa cases. We use that f was ex-
plicitely constructed from the evaluation eval at e on the induced represen-
tation IndGP (π⊠ ν
1/2). By [RS07], page 171 formula (5.38), quotation of
thm. 5.2.2 and prop. 5.5.5 part i) and ii) we obtain eval(vnew) = wnew
for the new vector of the representation δ
1/2
P ⊗ (π⊠ν
1/2)∈CGl(2) we induce
from. Hence it suffices to know that new vector of the Gl(2)-representation
δ
1/2
P ⊗ (π⊠ν
1/2) projects to a nonzero vector in δ
1/2
P (˜π⊠ν
1/2)∼=C. This pro-
jection is of Waldspurger-Tunnell type, so the desired property follows from
the next lemma.
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Lemma 5.3. For irreducible representations π∈CGl(2) of dimension >1 and
unramified characters ρ of k∗ the Waldspurger-Tunnell space of coinvariants
πρ of π, defined as the maximal quotient space of π on which all matrices
diag(1, δ), δ∈k∗ in Gl(2) act as ρ(δ), has dimension one. The quotient map
p :π։πρ is nontrivial on the Atkin-Lehner new vector wnew of π. The same
holds for the spherical vector wsph of the representation π=ν
1/2×ν−1/2.
Proof. Replacing π by a twist, we can assume ρ=1. The restriction of π to
{( ∗ ∗0 1 )}⊆Gl(2) defines a perfect Gla(1)-moduleM of degree 1 in all cases
3
considered ([RW], lemma 3.20). HenceM can be embedded in C∞b (k
∗), and
this defines the zeta integrals Z(g, s)=
∫
k∗
g(x)|x|sd∗x for g∈M . The pro-
jection p :π→πρ is realized as p(g)= lims→0Z(g, s)/L(M, s), up to a non-
vanishing constant that depends on the chosen embedding. For irreducible π
the L-factor L(M, s) agrees with the usual definition of L(π, s) after a shift
of variables s 7→ s−1/2. The zeta integral Z(gnew, s), attached to the Whit-
taker function gnew=Wwnew of the new vector wnew, is the L-factor of π up
to the constant Wnew(1) 6=0. For irreducible representations π this is well
known ([RS07], page 3). For the indecomposable representation π= ν1/2×
ν−1/2 the same holds for the spherical vector wsph. In this case L(M, s)=
L(1, s)L(ν, s). Indeed by [B], Exercise 4.6.2 Z(gsph, s)/gsph(1) is obtained
from
∑∞
m=0 t
mq−m/2Tr(Symm(diag(α1, α2)) by evaluation at t=q
−s. Here
we have α1=ν
1/2(π) and α2=ν
−1/2(π). Thus the L-factor Z(gsph, s) be-
comes (1− q−1/2α1t)
−1(1− q−1/2α2t)
−1gsph(1) evaluated at t= q
−s. Hence
Z(gsph, s)=L(1, s)L(ν, s)gsph(1), which proves our claim.
The functionals f˜ . For the extended Saito-Kurokawa representationsΠ let us
come back to lemma 2.5. We have already shown A= i∗(ν)∈C, so we obtain
for all cases an the exact sequence in C2
0→ j!i∗(ν)→ Π→ i∗(B)→ 0 .
We now apply the Bessel functor βν to this exact sequence. For the Mellin
transforms of characters ρ 6=1 ([RW], lemma 4.25) we know thatMρ(i∗(ν)=
kρ(j!i∗(ν))∼= i∗(ν) and M
ρ(i∗(ν))=k
ρ(j!i∗(ν))=0 holds . Since β
ρ(Π)=0
for ρ 6=1 [RW], prop. 6.3 for ρ= ν we therefore obtain the following long
exact sequence in CT
0 // kν(i∗(B))
δ // i∗(ν)
a // βν(Π)
f˜

b // kν(i∗(B)) // 0
i∗(ν)
,
3This would not be true for ν−1/2×ν1/2.
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taking into account βν(Π)=kν(Π) and βµ(Π)=kν(Π). For ρ=ν there does
not exist a Bessel model for Π. Hence βν(Π) and β
ν(Π) is a ST -module of
degree 0. Hence all modules in this long exact sequence are trivial S-modules.
If we compute the multiplicity of the character χ=ν of T in the T -modules
kν(i∗(B))∼=k
ν(i∗(B)), we obtain the next lemma which will give us another
interpretation of the functionals f˜=βν(f).
Lemma 5.4. For extended Saito-Kurokawa representations Π and the Bessel
character ρ=ν the following holds:
1. kν(i∗(B))=0 holds for Π of type IIb, Vb, Vc, XIb and the composition
f˜ ◦a induces an isomorphism
0 // i∗(ν)
∼
##●
●●
●●
●●
●●
a // βν(Π)
f˜

b // kν(i∗(B)) // 0
i∗(ν)
2. For Π of type VIc, VId on the other hand the map a is zero is zero, hence
b induces an isomorphism βν(Π)∼=kν(i∗(B))
b : βν(Π) ∼= i∗(ν)
so that f˜ factorizes over the quotient map b, inducing an isomorphism
kν(i∗(B))∼= i∗(ν)
// i∗(ν)
0 // βν(Π)
f˜ ∼

b
∼
// i∗(ν)
∼
{{
// 0
i∗(ν)
Proof. For the proof it suffices that kν(i∗(B))∼= i∗(ν) holds for VIc, VId and
that the T -character χ= ν does not appear as a constituent of kν(i∗(B)) for
IIb, Vb, Vc, XIb. This easily follows from the table in lemma 2.5 that lists the
constituents of B. Indeed, only constituents of B with the central character
ωi=χρ=ν
2 can contribute, but these only exist in the cases VIc and VId.
6 Specialization of Π with respect to (Z, µ)
For Π∈CG(ω) the quotient space Π is a Gla(2)-module by definition. Let Z
denote the center of Gl(2) considered as our fixed subgroup Gl(2)⊆Gla(2).
Let B denote the subgroup of upper triangular matrices in Gl(2).
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Lemma 6.1. Suppose Π∈CG(ω) admits a nontrivial split Bessel model and
is irreducible and not one of the generic representations of type VII,VIIIa,
IXa. Then for any character µ of Z the subspace M of Π spanned by µ-
eigenvectors of Z⊆Gl(2) in the representation space of Π∈CGl(2) is trivial:
M = Π
(Z,µ)
= 0 .
Proof. SupposeM 6=0. The center Z of Gl(2) consists in G of the elements
zλ = [ λ 00 λ ] = xλ · t˜
for t˜= diag(λ, 1, 1, λ)∈ T˜ and xλ∈T . Since T˜ commutes with S, we have
zλsbz
−1
λ = sλb. Hence M ⊆Π
S
, by the argument of the proof of lemma 2.9.
Since M is a Gl(2)-submodule of the Gla(2)-module Π and since the affine
subgroup V ⊆Gla(2) is generated by S⊆V under conjugation by Gl(2), it
easily follows thatM is contained in the subspace of V -invariant elements in
Π. ThusM⊆Π is contained in the subcategory i∗(CGl(2)) of C2 in the sense of
[RW], 4.0. Recall that i∗, i
∗, j!, j
! are exact functors such that i∗j!=0, j
!i∗=0
and 0→ j!j
!→ id→ i∗i
∗→0 holds. Since M is a submodule of Π, i∗(M) is
a submodule of i∗(Π). Since i∗(Π)∈CGl(2) is of finite length (lemma 2.5), so
is M = i∗i
∗(M). Hence dim(kρ(M))<∞ for all ρ. Since kρ is a left exact
functor and βρ=kρ ◦η holds ([RW], lemma 4.16), we obtain inclusions
kρ(M) →֒ kρ(Π) = βρ(Π) .
We supposed M 6=0. Hence i∗(M) 6=0 holds by our previous arguments and
M = i∗i
∗M is a constituent of i∗(B) defined as in lemma 2.5. By our as-
sumptions on Π we excluded type VII,VIIIa, IXa. So none of the irreducible
constituents of i∗(M) is supercuspidal; see [RS07] table A.5, [RS16], thm.
6.2.2. Hence there exists ρ such that kρ(M) 6=0 and hence βρ(Π) 6=0. This
assertion immediately follows from the description of kρ(M) in [RW], lemma
4.3. By [RW], prop. 6.3, βρ(Π) 6=0 is only possible for non-generic Π such
that either Π is of type IVd, Vd, VIb and therefore has no split Bessel model
(which is excluded by our assumptions); or ρ provides a split Bessel model
for Π. In this case βρ(Π) is a perfect TS-module by [RW], prop. 6.3.2. But
βρ(Π) is not perfect by [RW], lemma 3.13, since βρ(Π) contains the finite di-
mensional submodule kρ(M) 6=0 by our choice of ρ and hence κ(βρ(Π)) 6=0
holds by the definition of κ in [RW]. This is a contradiction, which proves
M=0.
(Z, µ)-specialization. Z(o) is compact. Hence for all M ∈CGl(2) the natural
map MZ(o)→MZ(o) from the space of Z(o)-invariants to the space of Z(o)-
coinvariants is an isomorphism. For unramified characters µ of Z putMµ
(n)
=
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(MZ(o))(zpi−µ(π))
n
andMµ(n)=(MZ(o))/(zπ−µ(π))
n where zλ=λ · ( 1 00 1 ). We
also writeM (Z,µ)=Mµ resp. M(Z,µ)=Mµ. Let Λ=C[τ, τ
−1] denote the ring
of Laurent polynomials in the variable τ . Let τ act on MZ(o) by the central
element z−1π =π
−1 · ( 1 00 1 ) of Gl(2). This makes the Gl(2)-moduleM
Z(o) into
a Λ-module so that both actions commute.
Remark. Since Λ is a principal ideal domain, whose prime elements are the
zπ−µ(π), the assertion Π
(Z,µ)
=0 for all smooth characters µ of Z (as in
lemma 6.1) implies thatMZ(o) is a torsion-free Λ-module. Since a torsionfree
module over a Dedekind ring is flat,MZ(o) then is a flat Λ-module.
Suppose the assertion of lemma 6.1 holds forΠ. Then for all integersm, such
that 1≤m≤n−1, the exact sequences
0→ Λ/(zπ − µ(π))
m → Λ/(zπ − µ(π))
n → Λ/(zπ − µ(π))
n−m → 0
and Λ-flatness, as explained in the last remark, give by tensoring for all n the
following exact sequences showing the ‘divisibility property’
0→ Πµ(m) → Πµ(n) → Πµ(n−m) → 0 .
In particular, the assertion Π
(Z,µ)
=0 implies that the kernels of the natural
quotient morphisms Πµ(n)։Πµ(n−1) are isomorphic to Πµ as a Gl(2)-module
Πµ ∼= Kern(Πµ(n) ։ Πµ(n−1)) .
For irreducible representations Π of extended local Saito-Kurokawa type re-
call from lemma 2.5 the exact sequence 0→ j!(A)→Π→ i∗(B)→ 0 for
A= i∗(ν). Since Π
(Z,µ)
=0 holds for extended local Saito-Kurokawa repre-
sentations by lemma 6.1, this implies Π
µ(n)
=0 for all n. Thus we obtain the
following exact sequences
(∗) 0→ i∗(B)
µ(n) → j!(A)µ(n) → Πµ(n) → i∗(B)µ(n) → 0 .
Notations. For smooth representations α, β of k∗ (not necessarily characters)
we consider the smooth representation α⊠β of B on the tensor product of
the representation spaces of α and β defined by (α⊠β)(b)=α(t1)⊗β(t2) for
b=( t1 ∗0 t2 )∈B. The (unnormalized) induced representation Ind
Gl(2)
B (α⊠β)
defines a smooth representation of Gl(2) denoted (ν−1/2α)×(ν1/2β).
By definition the functor j! (see [RW]) is defined by compact induction from
Gla(1) →֒Gla(2). The intersection of the image of Gla(1) with Gl(2)⊆
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Gla(2) is the mirabolic subgroup of the Borel subgroup B ⊆Gl(2) of up-
per triangular matrices. Using double induction, first from the mirabolic sub-
group of B to B, we obtain the Gl(2)-representation Ind
Gl(2)
B (ν⊠S). Indeed
ind k
∗
{1}(1)=S is the Schwartz space S =C
∞
c (k
∗), considered as k∗-module
with respect to the action (λ ·f)(t)= f(λt) for λ∈ k∗. In our situation, for
representations Π of extended Saito-Kurokawa type, we have A= i∗(ν) in the
sense of lemma 2.5. For such A, more generally for any A= i∗(χ) given by
some smooth representation χ of Gl(1), we have
Lemma 6.2. For A= i∗(χ)∈ C1 the restriction j!(A)|Gl(2) of j!(A)∈ C2 to
Gl(2) can be identified with the unnormalized induced representation from
the Borel subgroup B of upper triangular matrices Ind
Gl(2)
B (χ⊠S).
Let us return to our case A= i∗(ν). Notice S∼=ν
−1⊗S as k∗-module. Hence
in CGl(2)
Ind
Gl(2)
B (ν ⊠ S)
∼= Ind
Gl(2)
B (ν ⊠ (ν
−1 ⊗ S)) .
The space on the right consists of smooth functions f :Gl(2)→S such that
f(gb)= ν(a)ν−1(d)S(d)f(g) holds for b∈B with diagonal entries a and d,
where functions in S will be written as functions of the variable x∈k∗. Then
So
∗
=
⊕
n∈Z
C · 1πn·o∗
for the characteristic functions 1πn·o∗ of the subsets π
n · o∗ of k∗. We view
functions of the induced representation Ind
Gl(2)
B (ν⊠ (ν
−1⊗S)) as C-valued
functions f(g, x). In this sense zλ∈Z⊆Gl(2) acts on f(g, x) by (zλf)(g, x)=
f(gzλ, x)=f(zλg, x)=ν(λ)ν
−1(λ)f(g, λx)=f(g, λx). Thus functions f(g)∈
Ind
Gl(2)
B (ν⊠ν
−1⊗S)Z(o) have values in Λ:=
⊕
n∈ZC ·1πn·o∗ . The action of
Z on f :G→Λ factorizes over Z/Z(o)∼=τZ for τ =z−1π . Then τ
i(
∑
ajt
j)=∑
j ajt
i+j , and so we may identify Λ with the group ring C[τ, τ−1] of τZ, or
we may think of Λ as the ring of Laurent polynomials C[t, t−1] where tn cor-
responds to the function 1πn·o∗ by viewing t= τ as the indeterminate. In this
sense Ind
Gl(2)
B (ν⊠ν
−1⊗S)Z(o) becomes the Λ-module
I
Gl(2)
B (σΛ) := Ind
Gl(2)
B
(
ν ⊠ (ν−1 ⊗ Λ)
)
of smooth Λ valued function f :G→Λ such that f(bg)=σΛ(b)f(g) holds for
the character
σΛ : B → Λ
∗
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that sends b∈B with diagonal entries a and d to ν(a/d) · t−v(d) ∈Λ∗. The
action of G commutes with the action of Λ. For any Λ-module L this defines
a smooth representation in CGl(2) via the tensor product
I
Gl(2)
B (σΛ)⊗Λ L .
Since the functions in I
Gl(2)
B (σΛ) are smooth Λ-valued with compact support,
the tensor product with L commutes with induction. Hence the elements of
I
Gl(2)
B (σΛ)⊗ΛL can be considered as L-valued smooth functions f on G with
the property
f(bg) = σΛ(b)f(g) .
For any fixed unramified character µ :Z→C∗ let T denote the prime ele-
ment T= zπ −µ(π) of Λ. For any Λ-module we consider the decreasing
T-filtration Fi(L)=T
i ·L for i=0, 1, ... with F0(L)=L. For L=Λ we have
F0(Λ)/Fn(Λ)=Λ/T
nΛ=µ(n) as a Λ-module, i.e. as an unramified Z-module.
With this notation Πµ(n) =F0(Π
Zo
)/Fn(Π
Zo
). Unraveling the definitions, for
the Λ-module L=µ(n)=Λ/TnΛ we obtain from lemma 6.2
(j!(A)|Gl(2))µ(n) ∼= Ind
Gl(2)
B (σΛ)⊗Λ L
∼= Ind
Gl(2)
B (σΛ ⊗Λ L)
because induction is an exact functor. Ignoring theΛ-structure, as aB-module
σΛ⊗ΛL=ν⊠(ν
−1µ⊗1(n)) will be identified with the C-vectorspace Λ/TnΛ
such that b∈B acts by b ·v=ν(a/d)µ(d)τ−v(d)v for v∈Λ/TnΛ, whereas the
center Z acts by zλv=µ(λ)τ
v(λ) ·v. Hence, as a representation of Gl(2)
(j!(A)|Gl(2))µ(n) ∼= ν
1/2 × (ν−1/2µ⊗ 1(n)) .
The same arguments show
Lemma 6.3. For A=(νs)(m) the module (j!i∗(A))Z,µ has a composition se-
ries of modules of lengthm whose graded pieces are of the form
(j!i∗(ν
s))Z,µ ∼= ν
s−1/2 × (ν−s+1/2µ) .
Furthermore (j!i∗(A))
Z,µ=0 holds (divisibility property).
Proof. Induction is an exact functor and (νs)(m) has a composition series of
length m whose graded pieces are νs. Hence (j!i∗(A))Z,µ has a composition
series of lengthmwhose graded pieces are (j!i∗(ν
s))Z,µ. Since (j!i∗(ν
s))Z,µ=
0 by lemma 6.1, the claim reduces to the case m=1. Then the proof is the
same as in the special case s=1, n=1 discussed preceding the lemma.
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The Gl(2)-modules Π̂. For µ=ν2 put Π̂=Π(Z,µ). So Π̂ is the Z-specialization
of Π with respect to the character µ=ν2 of Z. From (∗) in the case n=1 we
obtain the following exact sequence of Gl(2)-modules
(∗∗) 0→ i∗(B)
(Z,µ) → ν1/2 × ν3/2 → Π̂→ i∗(B)(Z,µ) → 0 .
Since µ= ν2, lemma 2.5 implies i∗(B)(Z,µ)∼= i∗(B)
(Z,µ)=0 for IIb, Vbc, XIb
and i∗(B)(Z,µ)∼= i∗(B)
(Z,µ)=ν ◦det in the cases VIc, VId. By (∗∗) this imme-
diately gives the next lemma for the first three cases.
Lemma 6.4. The Gl(2)-module Π̂ is isomorphic to ν1/2×ν3/2 for the cases
IIb, Vbc, XIb and Π̂ is isomorphic to ν3/2×ν1/2 for the cases VIc, VId.
Proof. First notice: ν1/2×ν3/2 is an indecomposable with ν ◦det as a sub-
module and Sp(ν) as quotient: 0→ν ◦det→ν1/2×ν3/2→Sp(ν)→0. Hence
in the cases VIc, VId the above exact sequence (∗∗) for Π̂ and i∗(B)
(Z,µ)=
ν ◦det gives an exact sequence
0→ Sp(ν)→ Π̂→ ν ◦ det→ 0 .
So, for the proof of the lemma it suffices to show Π̂ 6∼= Sp(ν) ⊕ (ν ◦det).
Consider the commutative diagrams obtained from (∗) for µ= ν2 and n=1
and n=2
0 // ν ◦ det // (j!(A)|Gl(2))µ
k // Πµ
λ // ν ◦ det // 0
0 // ν ◦ det
0
OO
t
''
u // (j!(A)|Gl(2))µ(2)
pr
OOOO
v // Πµ(2)
pr
OOOO
// // ν ◦ det
∼
OO
// 0
(j!(A)|Gl(2))µ
?
i
OO
// Ω
?
w
OO
0
;;
where Ω denotes the kernel of the natural surjective quotient map Πµ(2)→Πµ.
Since lemma 6.1 holds in the cases VIc, VId, we have the divisibility property
Ω ∼= Πµ .
Similarly, the divisibility property following from lemma 6.3 implies that
both vertical sequences in the middle define short exact sequences. The
right vertical map is surjective by right exactness of coinvariants. Hence
it is bijective by dimension reasons. The left vertical map is zero since
T= zλ−µ(π) acts trivially ν ◦det for µ= ν
2. Hence the image of u is an-
nihilated by T, so u(ν ◦det) in the middle horizontal line is contained in
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T · (j!(A)|Gl(2))µ(2)= i(j!(A)|Gl(2))µ) and therefore is annihilated by pr. Hence
ν ◦det defines a submodule inKern(pr)∼=j!(A)|Gl(2))µ, the image of the first
lower vertical map i. Since induction defines an exact functor, or alternatively
by divisibilty, this first lower vertical map is the inclusion obtained from the
T-filtration on 1(2). The same holds for w by the divisibility property men-
tioned above. Since Π̂=Πµ has lenght two with the constituents ν ◦det and
Sp(ν), Πµ(2) has length 4 as a Gl(2)-module by divisibility. From this it is
not hard to unravel that Ω can be expressed purely in terms of the module
I :=(j!(A)|Gl(2))µ(2) , meaning
Ω ∼=
Kern
(
k ◦ pr : (j!(A)|Gl(2))µ(2) ։ Kern(λ)
)
u(ν ◦ det)
.
I has also length 4 as a Gl(2)-module with two constituents Sp(ν) and two
constituents ν ◦det. The quotient E := I/u(ν ◦det) has three constituents.
Kern(λ)∼= Sp(ν) is a natural quotient of E (under the map b of the next
diagram) and the kernel J :=Kern(b :E→Sp(ν)) in the next diagram by its
definition is isomorphic to Ω. Using this, our claim Π̂∼= ν3/2×ν1/2 follows
from Π̂=Πµ∼=Ω∼=J and the next lemma 6.5.
We remark that our arguments more generally show: If a smooth repre-
sentation M of Gl(2) fits into an exact sequence 0→ j!i∗(ν)|Gl(2)→M→
(ν ◦det)→0 of Gl(2)-modules andM (Z,ν
2)=0 holds, then its central special-
izationM(Z,ν2) is isomorphic to ν
3/2×ν1/2.
The Gl(2)-module I =(j!(A)|Gl(2))µ(2) is isomorphic to ν
1/2× (ν3/2⊗1(2));
see the remarks preceding lemma 6.3 for n=2. This isomorphism and the
exact sequence 0→ 1→ 1(2)→ 1→ defined by the T-filtration induces the
next exact sequence (∗∗∗) with submodule F1/F2∼=ν
1/2×ν3/2 and quotient
F0/F1∼=ν
1/2×ν3/2 (using the T-filtration on 1(2) and the exactness of induc-
tion)
(∗ ∗ ∗) 0→ ν1/2 × ν3/2 → I → ν1/2 × ν3/2 → 0 .
There are morphisms a : ν ◦det →֒ F1/F2 →֒ I and b : I։F0/F1։ Sp(ν),
unique up to nonvanishing constants. For the cokernel E of a, the morphisms
F1/F2 →֒I and b induce the maps a and b of the commutative diagram
Sp(ν) Sp(ν)
0 // Sp(ν)
0
::✈✈✈✈✈✈✈✈✈
a // E // //
b
OOOO
ν1/2 × ν3/2
c
OOOO
// 0
0 // Sp(ν) // J //
?
OO
ν ◦ det //
?
OO
0
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The map c is defined as the composition ν1/2×ν3/2∼=F0/F1։Sp(ν). Now,
for the kernel J of the morphism b the following holds
Lemma 6.5. J∼=ν3/2×ν1/2.
Proof. E has three constituents, namely ν◦det and twice Sp(ν). Hence J
has the two constituents ν◦det and Sp(ν). By Frobenius reciprocity either
J∼=ν◦det⊕Sp(ν) splits, or J is indecomposable so that J∼=ν3/2×ν1/2 holds.
Suppose J splits. Then the induced representation I with T-filtration (∗∗∗)
must contain a submodule M with two constituents of the form ν◦det, so
that these constituents occur in different layers of the filtration (∗∗∗) induced
by the exact sequence coming from the T-filtration F•. Hence the center Z
acts nontrivially on (ν−1 ◦det)⊗M . This implies M ∼= (ν◦det)⊗1(2) as a
Gl(2)-module, where Gl(2) acts on 1(2) by unipotent matrices involving the
logarithm of ν ◦det. From the splitting of J we hence conclude that
HomGl(2)(M, I) ⊇ HomGl(2)(M,M) ∼= HomGl(2)(1
(2), 1(2)) .
has dimension at least 2. Indeed, the right side has dimension 2. On the other
hand I∼=ν1/2×(ν3/2⊗1(2)). Hence by Frobenius reciprocity
HomGl(2)(M, I) = HomGl(2)
(
M, Ind
Gl(2)
B (ν ⊠ (ν ⊗ 1
(2)))
)
is isomorphic to the vectorspace
HomB
(
M, ν ⊠ (ν ⊗ 1(2))
)
.
The representation spaces of M and ν⊠ (ν⊗1(2)) are both isomorphic to C2
as vectorspaces. So, homomorphisms in HomB(M, ν⊠ (ν⊗1
(2))) are given
by 2×2-matrices that satisfy for all t1, t2∈k
∗ the conditions[
α β
γ δ
]
ν(t1t2)
[
1 log |t1t2|
0 1
]
= ν(t1)ν(t2)
[
1 log |t2|
0 1
] [
α β
γ δ
]
.
Notice, these equations are equivalent to the assertion that the matrix in
brackets with the entries α, β, γ, δ∈C defines a B-linear map from M |B to
ν⊠ (ν⊗1(2)) for the action of ( t1 ∗0 t2 )∈B defined by the B-modules M |B
resp. ν⊠ (ν⊗1(2)). Solving these equations for α, β, γ, δ gives α=δ=γ=0.
Hence the dimension of HomB(M, ν⊠ (ν⊗1
(2))) is at most one, as well as
the dimension of HomGl(2)(M, I) as shown by Frobenius reciprocity. This
contradicts the dimension estimate ≥2 found earlier. This contradiction im-
plies that J cannot split. Hence J ∼= ν3/2×ν1/2 follows.
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Proposition 6.6. The image of the paramodular new vector vnew of Π in Π̂
under the composite projection Π։Π։ Π̂ spans the one-dimensional space
Π̂K of spherical vectors in Π̂.
Proof. By lemma 6.4, for K=Gl(2, o) the subspace of K-spherical vectors
in Π̂ has dimension one for normalized representations of extended Saito-
Kurokawa type. Consider the functionals f : Π→ (C, ν⊠ ν) of lemma 5.2.
By their equivariance properties they factorize over the two quotient map η :
Π։Π and also over the (Z, ν2)-specialization Π։ Π̂. Indeed Z is contained
in Tsplit= T˜ ·T and the character ν⊠ν of T˜ ×T restricts to µ=ν
2 on Z. By
lemma 5.2 the image f(vnew) is nonzero, hence the image v̂new of vnew in Π̂ is
also nonzero. Since the images ofKH-spherical vectors of Π areK-spherical
in Π̂∈CGl(2), this implies our assertion.
7 The comparison isomorphism
For a smooth character χ of k∗ and a smooth representation π of Gl(2) con-
sider the quotient map defined by the (T, χ)-coinvariants
π ։ π(T,χ)
from the representation space π to the maximal quotient space π(T,χ) on which
T ⊆Gl(2) acts by the character χ. We identify T with k∗ by T ∋xλ 7→λ∈k
∗
for xλ=[ λ 00 1 ] in Gl(2). T is conjugate in Gl(2) to the subtorus of Gl(2) used
in lemma 5.3, so the results from that lemma show dim(π(T,χ)) = 1 for all
irreducible generic representations π∈CGl(2).
For π=Π̂ and extended Saito-Kurokawa representations Π and χ=ν2
Π̂(T,ν2) ∼= C
holds since dim(π(T,χ))=0 for π=ν◦det, and hence Π̂(T,ν2)∼=Sp(ν)(T,ν2)∼=C
by lemma 6.4. Recall T̂ =Π(Z,µ). If µ=χρ, then Π̂(T,ν2) is the maximal
quotient space of Π on which the diagonal split torus in Gl(2) acts with the
character χ⊠ρ. Notice, this diagonal torus is generated by T and Z.
Claim. For normalized Π of generalized Saito-Kurokawa type and ρ=1,
χ= ν2 there exists a unique (T, ν2)-equivariant map WT : Π̂→ kν2(k1(Π))
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making the following diagram commutative
Π ∈ CGla(2)
k1
wwww♦♦♦
♦♦
♦♦
♦♦
♦♦ (Z,ν2)
'' ''❖❖
❖❖
❖❖
❖❖
❖❖
❖
CGla(1) ∋ Π˜
k
ν2 '' ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
Π̂ ∈ CGl(2)
WTwwww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦
Π˜(T,ν2)
Proof. By definition, Π˜(T,ν2)=kχ(kρ(Π)) is the maximal quotient space of Π
on which the Borel subgroup B of Gl(2) acts by the character χ⊠ρ=ν2⊠1.
On this quotient the diagonal torus generated by T acts by ν2, and Z acts by
µ=ν2 and T˜ acts trivially. Since Z acts on Π̂ by the central character µ=ν2,
the universal property of coinvariant quotients for ρ=1 shows that there exists
a surjective C-linear map
φ : Π̂(T,ν2) ։ kν2(kρ(Π)) = kν2(βρ(Π)) .
All normalized extended Saito-Kurokawa representation have a split Bessel
model for the Bessel character ρ=1. Furthermore βρ(Π) is a perfect Gla(1)-
module ([RW] cor. 6.10). For perfectGla(1)-modulesM , dim(Mχ)=1 holds
for all smooth characters χ. Therefore
kν2(β1(Π)) ∼= C .
Hence the above comparison map φ is an isomorphism by dimension reasons.
The natural projection map Π̂։ Π̂(T,ν2) composed with φ gives us the desired
map
WT : Π̂→ kν2(k1(Π))
making the above diagram commutative.
Furthermore
Lemma 7.1. This map WT defines a universal (T, ν2)-coinvariant quotient
map on Π̂. It vanishes on Π̂K =C · v̂new for Π of type IIb, Vbc, XIb and it is
nontrivial on Π̂K=C · v̂new if Π of type VIc, VId.
Proof. The first assertion is obvious from the proof of the last claim. The
remaining assertions follow from lemma 5.3, lemma 6.4 and lemma 6.6.
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Up to a nonvanishing scalar, by [RW], lemma 3.31 the universal quotient map
pν2 : Π˜→kν2(Π˜)∼=C is given by the normalized zeta integral of some model
of the perfect Gla(1)-module Π˜
pν2(f) = lim
s→0
Z(f, ν−2, s)
L(Π˜, ν−2, s)
.
Since Z(f, ν−2, s) = ZPSreg (f, ν
−1/2, s) and L(Π˜, ν−2, s) = LPSreg(Π, ν
−1/2, s),
lemma 7.1 together with the claim above (commutativity of the last diagram)
implies that ords=− 1
2
(ZPSreg (s,Wnew, 1) is ≥ 1 for the cases IIb, Vbc, XIb and
that ords=− 1
2
(ZPSreg (s,Wnew, 1) is 0 for VIc, VId. By corollary 3.6 for VIc, VId
hence
L(s) = L(s+
1
2
)2 .
A modification of these arguments, that will be given in the next section, sim-
ilarly implies for the cases IIb, Vbc, XIb ords=− 1
2
(ZPSreg (s,Wnew, 1)=1, hence
L(s) = L(s+
1
2
) .
A first order deformation argument. For the cases IIb, Vbc, XIb and the
characters ρ=1, µ=χ=ν2 we now construct a mapWT ′making the diagram
Π ∈ CGla(2)
k1
wwww♦♦♦
♦♦
♦♦
♦♦
♦♦ (Z,µ(2))
'' ''❖❖
❖❖
❖❖
❖❖
❖❖
❖
CGla(1) ∋ Π˜
k
χ(2) '' ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
Π̂′ ∈ CGl(2)
WT ′wwww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦
Π˜(T,χ(2))
commutative. Concerning the notations first notice zπ=xπ t˜ for t˜∈ T˜ , where
(t1, t2)=(π, 1). So, if ρ acts trivially, then xπ and zπ can be identified. This
being said, we now explain the notations appearing in the diagram above:
• Π̂′ is the maximal quotient ofΠ on which T (o) and T2 for T=zπ−µ(π)
acts trivially.
• Π˜(T,χ(2)) is the maximal quotient of Π˜=β1(Π) on which T (o) and the
operator (xπ−χ(π))
2 acts trivially.
• k(T,χ(2)) the natural projection map, defined by the s-derivative of the
zeta integral on a model of Π˜ ([RW], lemma 3.31).
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• pr′ : Π̂′→ Π̂′
(T,χ(2))
is the maximal quotient of Π̂′ on which T (o) and the
operator (xπ−χ(π))
2 acts trivially.
To construct WT ′ we use similar arguments as for the construction of WT .
It is easy to show Π̂′
(T,χ(2))
∼=C2. Furthermore Π˜(T,χ(2))∼=C
2 ([RW], lemma
3.34 and primitivity). Since ρ= 1, T˜ acts trivially on Π˜ = β1(Π). Hence
xπ−χ(π)= zπ−µ(π) on Π˜. Therefore (zπ−µ(π))
2=0 holds on Π˜(T,χ(2)).
So the composition kχ(2) ◦k1 on the left canonically factorizes over the univer-
sal quotient map Π→ Π̂′. Since (xπ−χ(π))
2 acts trivially on Π˜(T,χ(2)), this
map further factorizes over the quotient Π̂′։ Π̂′
(T,χ(2))
, inducing a canonical
surjective C-linear quotient map
φ′ : Π̂′(T,χ(2)) ։ Π˜(T,χ(2))
by the universal property of coinvariants. Then WT ′ := (φ′)◦pr′ makes the
above diagram commutative and is a surjectiveC-linear map since kχ(2) ◦k1 is
surjective. By the same reason φ′ is surjective, so counting dimensions shows
φ′ : Π̂′(T,χ(2))
∼= Π˜(T,χ(2))
must be an isomorphism. We use this to show
Lemma 7.2. For the cases IIb, Vbc, XIb the mapWT ′ is nonzero on the space
ofK-spherical vectors (Π̂′)K , and (Π̂′)K contains the image v̂′new in Π̂
′ of the
new vector vnew from Π.
Proof. Notice, as a representation of Gl(2) there is the exact sequence
0→ Π̂→ Π̂′ → Π̂→ 0
defined by the T-filtration on Π
Z(o)
. Indeed Π̂′=(Π
Z(o)
)µ(2) and the quotient
on the right side is Π̂=(Π
Z(o)
)Z,µ. The submodule on the left is T · (Π
Z(o)
)µ(2) .
By the divisibility property, discussed in section 6 (i.e. by lemma 6.1), this
Gl(2)-module on the left is isomorphic to Π̂. Recall Π̂=ν1/2×ν3/2 by lemma
6.4, whose proof also implies (j!(A)|Gl(2))µ(2) ∼=Π̂
′ for A= i∗(ν). Hence Π̂
′
as a representation ofGl(2) is isomorphic to I , as given in the exact sequence
(∗∗∗) on page 38. So Π̂ has ν ◦det as unique nontrivial irreducible submod-
ule. The map WT ′ is trivial on the submodule ν ◦det →֒ Π̂∼=T · Π̂′, hence
factorizes over the quotient representation E= I/a(ν ◦det). But EK = JK ,
hence dim(EK)=1 by lemma 6.5. Hence EK is generated by the image of
the new vector vnew by lemma 6.6. SinceWT
′ restricted to J gives the usual
Waldspurger-Tunnel quotient map for J , we can invoke lemma 5.3. If we uti-
lize J∼=ν3/2×ν1/2 (lemma 6.5), this implies thatWT ′ is nonzero on the new
vector. This proves our claim.
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Still assume that Π is normalized of type IIb, Vbc, XIb. Let us now explain the
consequence of the last lemma for the exceptional pole order. Lemma 7.2 and
the commutativity of the last diagram imply that
kχ(2) : Π˜։ Π˜(T,χ(2))
does not vanish on the image of v˜new∈ Π˜. Hence the description of kχ(2) in
terms of the derivative of the normalized zeta integral on Π˜ of [RW], lemma
3.34 implies the following: Although ZPSreg (s, fnew, 1) vanishes at s=−
1
2
on
the Bessel function fnew of the new vector vnew attached to v˜new, its first
derivative d
ds
ZPSreg (s, fnew, 1) at s=−
1
2
does not vanish on fnew. Therefore
k = ords=− 1
2
ZPSreg (s, fnew, 1) = 1
holds for the cases IIb, Vbc, XIb. This determines the pole order ofZPSex (s,Π,Λ)
at s0 for the cases IIb, Vbc, XIb by corollary 3.6. Since this order is one, to-
gether with lemma 7.1 this finally completes the proof of the following main
theorem.
Theorem 7.3. The exceptional L-factors LPSex (s,Π,Λ) for smooth irreducible
representations Π of G with Bessel model Λ are given by table 1.
In table 1 we used the notation of [ST94] and [RS07] for the classification of
the irreducible representations of G.
Proof. We may assume that Π is normalized. We use our computation of the
auxiliaryL-factorL(s), which is the regularizingL-factor ofLPS(s,Wv,Φ0, µ)
for all Bessel functions Wv fixing Φ0 to be the characteristic function of the
lattice o2⊕o2. As stated at the end of section 7, we have L(s) =L(s+ 1
2
)
for the cases IIb, Vbc, XIb and by [RW2] LPSreg(s,Π,Λ)=L(µ⊗M, s). Hence
Lex(s,Π,Λ)=L(s). Thus Lex(s,Π,Λ)=L(s+
1
2
) holds for the cases IIb, Vbc,
XIb. Recall L(s) =L(s+ 1
2
)2 for VIc, VId. Since LPSsreg(s,Π,Λ)=L(s+
1
2
)
holds in these cases by [RW2], this implies
Lex(s,Π,Λ) = L(s)/L
PS
sreg(s,Π,Λ) = L(s+
1
2
)
in the two remaining cases VIc, VId. This determines Lex(s,Π,Λ) in all the
cases, where it is nontrivial.
Remark. Notice LPS(s,Π, µ,Λ)=LPS(s, µ⊗Π, µ⊗Λ) holds. Hence the
last theorem 7.3 describes all the exceptional L-factors LPS(s,Π, µ,Λ) for Π
, µ and split Bessel models Λ in the sense of Piateskii-Shapiro.
Remark. For cuspidal Π and split Bessel models LPS(s,Π,Λ)=1 holds for
the local L-factor. The analogous statement does not hold for anisotropic
Bessel models Λ as shown in [D15bis].
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