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The scientist does not study nature because it is useful to do
so. He studies it because he takes pleasure in it, and he
takes pleasure in it because it is beautiful. If nature were not
beautiful it would not be worth knowing, and life would not
be worth living. I am not speaking, of course, of the beauty
which strikes the senses, of the beauty of qualities and
appearances. I am far from despising this, but it has
nothing to do with science. What I mean is that more
intimate beauty which comes from the harmonious order of
its parts, and which a pure intelligence can grasp.
Henri Poincaré

Abstract
Volatile anaesthetics are widely used in clinical practice to induct and maintain anaes-
thesia through inhalation. The major atmospheric effects that may arise from emission
of volatile anaesthetics are their contributions to ozone depletion in the stratosphere and
to greenhouse global warming. In this thesis we present spectroscopic studies on UV-
radiation and electron interaction with three of the volatile anaesthetics currently in use,
sevoflurane (C4H3F7O), isoflurane (C3H2ClF5O) and halothane (C2HBrClF3), in order
to comprehensively describe the underlying molecular mechanisms of these molecules yield-
ing dissociation. Electron scattering elastic differential cross sections (DCS) by the three
mentioned molecules were measured for energies from 8.0 eV to 50 eV. The experimen-
tal DCSs and integral cross sections (ICSs) were compared with theoretical calculations,
performed by collaborating groups, using two different methodologies, the Schwinger mul-
tichannel method (SMC) and the independent atom model–screening corrected additivity
rule (IAM-SCAR). Moreover, we present, for the same compounds, results from VUV
photoabsorption measurements over the wavelength range 115-220 nm, together with ab
initio theoretical calculations of the vertical excitation energies and oscillator strength.
This combined experimental and theoretical study allows a comprehensive description
and characterization of the electronic states of these chemical compounds. The measured
photoabsorption cross sections were also used to calculate the photolysis lifetime of the
molecules in the Earth’s atmosphere from ground level up to the limit of the stratopause.
Keywords: Electron scattering, VUV photoabsorption, isoflurane, sevoflurane, halothane.
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Resumo
Anestésicos voláteis são amplamente utilizados na prática clínica, para induzir e manter
a anestesia, através da inalação. Os principais efeitos atmosféricos, que podem surgir da
emissão de anestésicos voláteis, são suas contribuições para o aquecimento global, e depleção
do ozônio na estratosfera. Nesta tese são apresentados estudos sobre interação de electrões e
radiação UV com três dos anestésicos voláteis atualmente em uso, sevoflurano (C4H3F7O),
isoflurano (C3H2ClF5O), e halotano (C2HBrClF3), a fim de descrever de forma abrangente
os mecanismos moleculares desses compostos. Secções eficazes diferenciais de dispersão
de elétrões pelas três moléculas citadas foram medidas para energias de 8,0 eV a 50 eV.
As DCSs e as ICSs experimentais foram comparados com cálculos teóricos, realizados
por grupos colaboradores, utilizando duas diferentes metodologias, o método multicanal
de Schwinger (SMC) e o "independent atom model–screening corrected additivity rule"
(IAM-SCAR). Também são apresentados, para os mesmos compostos, os resultados de
medidas de fotoabsorção UV na faixa de 115-220 nm, juntamente com cálculos teóricos
ab initio das energias de excitação verticais e força do oscilador. Este estudo teórico-
experimental permite uma descrição abrangente da caracterização dos estados eletrônicos
desses compostos químicos. Os espectros de fotoabsorção foram também utilizados para
calcular o tempo de vida de fotólise das moléculas citadas.
Palavras-chave: Dispersão de eletrões, espalhamento de elétrons, fotoabsorção, isofluorano,
sevofluorano, halotano.
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1
Introduction
There are two objectionable types of believers: those who
believe the incredible, and those who believe that ’belief’
must be discarded and replaced by ’the scientific method’.
— Max Born, Natural Philosophy of Cause and Chance
1.1 Volatile Anaesthetics
Volatile anaesthetics are commonly used during surgery and other medical, dental and
veterinary procedures, with the purpose of making the experience less unpleasant for the
patient. Two different types of chemical compounds are present in the most frequently used
volatile anaesthetics: nitrous oxide (N2O) and halogenated compounds. For the purpose
of this study, we will leave aside N2O and focus on the halogenated compounds, more
particularly on halothane, sevoflurane and isoflurane.
Methoxyflurane was the first halogenated anaesthetic ever used, in the 1950s, but
was phased out in the late 1970s due to medical side effects [1, 2]. Halothane was the
most extensively used inhalation anaesthetic until recently, it is no longer used in human
anaesthesiology in most developed countries, due to hepatic side effects [1, 3], but it is still
used in many underdeveloped countries and also in veterinary procedures. Desflurane is
not frequently used, it has several disadvantages which has precluded its use. The most
relevants are: it is difficult and expensive to synthesise; its high vapour pressure makes it
incompatible with the standard vaporizer machines; it has a pungent smell and can cause
irritation on the airways. Desflurane is only recommended to very specific patients, as
morbidly obese for example [4]. Enflurane was used from the 1970s to the 1990s [2, 5]
and was gradually replaced by isoflurane in the early 1980s, an isomer with some superior
medical properties, which continues to be used until today [1, 2, 6]. Sevoflurane is one of
1
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the most recently introduced inhalation anaesthetic, in the mid-1990s [2, 7] and also still
in use.
Halogenated compound Commercial name
Halothane Fluothane
Methoxyflurane Penthrane
Enflurane Ethrane
Isoflurane Forane
Desflurane Suprane
Sevoflurane Ultane
Table 1.1: Volatile halogenated anaesthetics compounds most commonly used in medical,
dental and veterinary procedures and their respective commercial names. Fluothane is a
registered trademark of Wyeth-Ayerst Laboratories, Inc., Penthrane, Ethrane, and Ultane
are registered trademarks of Abbott Laboratories, Forane and Suprane are registered
trademarks of Baxter Healthcare Corporation. Adapted from [8].
The halogenated compounds are liquid at room temperature, they are vaporized by the
anaesthesia machine and then administered to the patient through a mask or breathing
tube [8]. It is known that more than 80% of all the inhalation anaesthetic agent is exhaled
unchanged by the patient [9] and therefore emitted into the lower atmosphere, which may
have environmental consequences. In fact, for isoflurane and sevoflurane, less than 5% of
these anaesthetics are metabolised by the patient [8, 10]. Although the total amount of
these compounds used globally are not precisely known, it is estimated in the order of
10-12 kilotons per year [9, 11].
1.2 Environmental effects
With the exception of nitrous oxide, all volatile anaesthetics are halogenated chlorofluoro-
carbons or fluorinated hydrocarbons, which are potentially damaging to the Earth’s ozone
layer and also contribute to global warming. Although the environmental damage caused
by chlorofluorocarbons (CFC) compounds has been discussed since the early 1970s, the
first regulation of their use was set only in 1987, with the Montreal Protocol. "Recognizing
that worldwide emissions of certain substances can significantly deplete and otherwise mod-
ify the ozone layer in a manner that is likely to result in adverse effects on human health
and the environment"1, the Montreal Protocol regulated and restrained the use of CFC
and halogenated compounds for technical and industrial applications. However the use of
some compounds for medical applications was considered as "essential use"and therefore
remained unrestricted.
1citation from "1987 MONTREAL PROTOCOL ON SUBSTANCES THAT DEPLETE THE OZONE
LAYER AS AMENDED 1990, 1992, 1995, 1997, 1999, 2007, 2016".
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1.2.1 The Earth’s Atmosphere
The atmosphere of the Earth is a gaseous envelope and is divided in layers, according
to its temperature profile. It is composed by approximately 78% of nitrogen, 21% of
oxygen, and small amounts (less than 1%) of other gases, including carbon dioxide, with
a concentration of about 0.04% [9, 12]. The lowest layer is termed troposphere and its
temperature decreases with altitude. Its upper limit varies between an altitude of 18 km,
in the tropics, and 8 km, in polar regions. Being denser at low altitudes, this layer contains
about 75% of all the atmosphere’s mass. Atop the troposphere is located the stratosphere,
where temperature increases again with the altitude, and the border between them is the
tropospause, which is an inversion region. This temperature behaviour in the stratosphere
is due to the absorption of the sun’s ultraviolet (UV) radiation by the ozone layer, which
is mainly located in the lower portion of the stratosphere, at about 20 to 30 km in altitude,
however, the presence of ozone gas extends throughout the stratosphere, that reaches
50 km above the Earth’s surface. The stratosphere is followed by the mesosphere and
thermosphere, with upper limit of 80 and 500 km, respectively [9, 12]. Processes occurring
in these last two layers are not of interest in this study. Hence, in this work, the term
"atmosphere"is used to refer to the troposphere and stratosphere.
Figure 1.1: Representation of the incoming solar flux: 340 W/m2 solar energy that falls
on the Earth, 29% is reflected back into space, 23% of incoming energy is absorbed in
the atmosphere, and the remaining 48% is absorbed at the surface. NASA illustration by
Robert Simmon, taken from [13].
The Earth’s atmosphere receives energy radiated by the sun, which can be reflected
or absorbed and then partially re-emitted. This flow of incoming and outgoing energy is
known as Earth’s energy budget. The energy budget must balance in order to maintain
the average temperature on Earth stable over long periods of time. This means that the
incoming and outgoing energy have to be equal. The average effective solar flux of incident
energy arriving at the top of the atmosphere per unit of time is approximately 340 W/m2.
About 29% of this radiation is reflected back to space by atmospheric particles, clouds,
or bright ground surfaces like sea, ice, and snow. The incident energy absorbed in the
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atmosphere, by ozone, water vapour and other particles, is 78W/m2, and 163W/m2 passes
through the atmosphere and is absorbed by the Earth surface [12, 14, 15]. So together,
approximately 71% of incoming solar radiation is absorbed, and the same amount of energy
must leave the atmosphere, in order to balance the Earth’s energy budget, thus the average
temperature of the planet remains stable.
Three different processes lead the absorbed energy to leave the Earth’s surface, repre-
sented in Figure 1.2: Thermal radiation, evaporation and convection. About 17% of the
incident solar flux is re-emitted as thermal infrared energy, since the Earth works as a
blackbody at 288K, and therefore the emission peaks in the infrared spectrum. Approxi-
mately 25% is emitted in the form of latent heat, as the incoming solar energy evaporates
liquid water and its molecules are spread through the atmosphere. When they condense
back into rain, the latent heat is released to the surrounding atmosphere. Around 5% of
incoming solar energy leaves the surface through convection, by air in direct contact with
the surface heated by the sun.
Figure 1.2: Representation of the Earth’s surface energy emission. NASA illustration by
Robert Simmon. Taken from [13].
1.2.2 Greenhouse Effect
As occurs on the Earth’s surface, the energy flow into the atmosphere must be balanced, out
of the top of the atmosphere. The gases with the highest concentration in the atmosphere
(oxygen and nitrogen) are transparent to incoming sunlight (typically for higher wave-
lengths, i.e. above 150 nm) and to outgoing thermal infrared. However, some molecules
are stronger infrared absorbers than others, as water vapour, carbon dioxide, methane, and
other trace gases. Such molecules with high potential for absorbing infrared radiation are
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known as greenhouse gases. The transmittance of the Earth’s atmosphere in the infrared
region and the main molecular absorption bands are shown in Figure 1.3. In some regions
of the spectrum, the transmittance may be about 60% – 90%, but in others most of the
radiation is absorbed, due to the presence of infrared active bands of atmospheric molecules
such as O3, CO2 and H2O.
Figure 1.3: Transmittance of the Earth’s atmosphere in the infrared region and the main
molecular absorption bands. Taken from [12].
Of the infrared irradiated from the Earth’s surface, only 12% of incoming solar energy
escapes directly through the top of the atmosphere, the remaining 5% is absorbed by
greenhouse gas molecules present in the atmosphere, as shown in Fig. 1.4. When these
molecules absorb thermal infrared energy, their temperature increases and they radiate
thermal infrared energy back in all directions2. Heat radiated upward continues to en-
counter greenhouse gas molecules; those molecules absorb the heat, their temperature
rises, and the amount of heat they radiate increases. Above 5 km from the surface, the
concentration of greenhouse gases decreases considerably, so that the heat is irradiated
out of the atmosphere, which represents about 59% of the incoming solar energy [12, 13].
Once the molecules in atmosphere radiate thermal infrared energy in all directions,
some of it spreads downward and comes back into contact with the Earth’s surface, where
it is absorbed. This additional heating, that makes the temperature of the Earth’s surface
warmer than it would be if it were heated only by direct solar radiation, is the natural
greenhouse effect. If the Earth did not have an atmosphere, the temperature at the surface
of the planet would be about 30°C lower than it is currently. The natural greenhouse
2The amount of heat radiated is proportional to the fourth power of its temperature. If the temperature
of the Earth rises, the planet rapidly emits an increasing amount of heat to space. This large increase in
heat loss in response to a relatively smaller increase in temperature — referred to as radiative cooling —
is the primary mechanism that prevents unrestrained heating on Earth.
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Figure 1.4: Representation of the Earth’s atmosphere energy flux: About 23% of incoming
sunlight is absorbed directly by the atmosphere. Of the thermal infrared energy from
the surface, 12% passes through the atmosphere and escapes to space and around 5% is
transferred to the atmosphere. NASA illustration by Robert Simmon. Taken from [13].
effect maintains the average temperature on the surface of the Earth at around 15 degrees
Celsius.
The surface absorbs about 48% of the incoming solar radiation, while it only radiate
heat equivalent to 12% of the incoming radiation out of the atmosphere. As for the particles
in the atmosphere, they absorb about 23% of the radiation and emit out the equivalent to
59% of the incoming radiation. In other words, most solar heating happens at the surface,
while most radiative cooling happens in the atmosphere. Although the retention of thermal
energy by the greenhouse effect is a natural phenomena, the anthropogenic emissions are
increasing at a very high rate, which leads to an increase in the average temperature of
the planet.
The measure of the net energy change in the atmosphere is defined as radiative efficiency
(RE), which is strongly related to the effectiveness of a greenhouse gas in changing the
Earth’s atmosphere budget, and can be used to assess and compare anthropogenic and
natural drivers of climate change [16]. The radiative efficiency of a molecule is associated
with the presence of infrared absorption bands in the region of the spectrum where the
Earth’s transmittance is high, particularly between 7.5 µm and 14 µm. That is because
such molecules will absorb radiation at a wavelength that otherwise would be emitted out
of the top of the atmosphere. This is the case of the halothane3 molecule, which has peaks
3The transmittance spectra for isoflurane and sevoflurane molecules were not found in the literature,
however, both show fairly high values for radiance efficiency and global warming potential (Table 1.2)
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of infrared absorption between 7.5µm and 9µm, shown in Figure 1.5. In fact, its radiative
efficiency, of 0.13Wm−2ppb−1, is very high, which becomes quite clear when compared to
other relevant greenhouse gases, as we can see in table 1.2.
Figure 1.5: Transmittance of Halothane molecule, from [17].
The RE allows to obtain global warming potential (GWP), which is a measure of how
much heat the emissions of 1 ton of a gas will trap in atmosphere over a given period of
time, relative to the emissions of 1 ton of carbon dioxide (CO2), given by [16]:
GWPgas =
REgas
RECO2
τgas(1− e−t/τgas)
τCO2(1− e−t/τCO2 )
, (1.1)
where τ is the atmospheric lifetime of the compound, and t is the time horizon, usually
of 100 years. It is clear in equation 1.1 that the two most important characteristics of
a greenhouse compound are how efficiently it absorbs energy and how long it remains
in atmosphere. In addition to being a determining factor in the determination of the
GWP, the atmospheric lifetime plays a further role in the RE, since the heterogeneity
in the distribution of the molecules in the atmosphere depends on its residence time.
For molecules with lifetimes of less than a few months, the atmospheric distribution is
dependent on where and when the gases are emitted, and the global average may not reflect
the local atmospheric lifetimes. The atmospheric lifetime of the volatile anaesthetics will
be discussed further in section 1.2.3.
The values for the global warming potential and radiative efficiency of the volatile
anaesthetics and others molecules of notorious environmental interest are presented in
table 1.2. Although all greenhouse gases shown in the table are present in very small
atmospheric concentrations, collectively, these gases can have an appreciable influence
on radiative efficiency, which leads to a substantial contribution to the global radiation
budget. Since the beginning of the industrial revolution, atmospheric concentrations of
carbon dioxide have increased nearly 30%, methane concentrations have more than doubled,
obtained from frequency calculations.
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Chemical
formula
RE
(Wm−2ppb−1)
GWP
(100 years)
Halothane C2HBrClF3 0.13ae 41a
Sevoflurane C4H3F7O 0.35b 210b
Isoflurane C3H2ClF5O 0.45b 510b
e
Methane CH4 3.7 · 10−4cd 25cd
Carbon dioxide CO2 1.4 · 10−5cd 1cd
Nitrous oxide N2O 3.3 · 10−3cd 298cd
CFC-11 CCl3F 0.26a 4660a
Table 1.2: Properties of the volatile halogenated anaesthetics and main greenhouse gases.
Global warming potentials (GWP) are based on a 100 year time scale, and radiative
efficiency (RE) is expressed in parts per billion (ppb).
a Hodnebrog et. al. [16].
b Andersen et. al. [11].
c IPCC Fourth Assessment Report: Climate Change 2007 [18].
d Cherubini et. al [19].
e Vollmer et. al. [2].
and nitrous oxide concentrations have risen by about 15%. These increases have enhanced
the heat-trapping capability of the Earth’s atmosphere [12]. As for the volatile anaesthetics,
it is speculated that they were barely found in the atmosphere before the 1950s4, when
their industrial and clinical usage begun. However, recent studies show that there is a
significant concentration of these molecules in the Earth’s atmosphere (Table 1.3).
Clinical
introduction
Abundance
(ppb)
Emission
(tyr−1)
Halothane 1956 9.2 250
Isoflurane 1981 97 880
Sevoflurane 1993 130 1200
Table 1.3: Abundance and emission of volatile anaesthetics in the atmosphere, expressed
as dry air mole fractions in parts per billion (10−9), from [2].
The global emission of halothane has been declining, from 490t yr−1 in 2000 to
250 tyr−1 in 2014. In contrast, over the same period, isoflurane doubled its emission,
from 440 tyr−1 to 880 tyr−1, while for sevoflurane, the earliest emissions data are from
2004, of 1100 t, which rose to 1200 tyr−1 in 2014 [2].
1.2.3 The Ozone Layer
As mentioned before, most of the ozone present in the Earth’s atmosphere is concentrated
in the lower portion of the stratosphere. Ozone is a minor constituent of the Earth’s
atmosphere, composing only 0.2% of the atmospheric mass. However, located at an
4There is no data about the abundance of those molecules in the atmosphere before their clinical use.
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altitude above 20 km, where the gases are rarefied, the ozone layer extends for about
10km.
Also known as ozone shield, this region of the Earth’s stratosphere absorbs most of the
sun’s UV radiation between 210−300nm, as can be observed in the absorption spectrum of
ozone, in Figure 1.6. The absorption of radiation at high altitudes, prevents it reaching the
surface of the planet, acting as a shield, and this is essential for life on Earth [20–23]. At
low dosage, UV radiation is beneficial to human beings, while at high dosage it can be very
dangerous and has harmful effects. The high exposure to UV radiation has some immediate
health effects, such as damages in the epithelial cells [24, 25], alteration of the DNA [26–
28] and releases organic substances that promote inflammation and dilation of the blood
vessels [29, 30]. In the long term, UV radiation high exposure can induce degenerative
changes in cells, fibrous tissues and blood vessels, cause inflammatory reactions in the eyes
[31], with chronic effects such as cancer and cataracts [32], and lead to premature aging of
the skin [33], melanoma and non-melanoma skin cancer [34–36].
Figure 1.6: Absorption spectrum of ozone in the wavelength region 190-330nm, from [12].
The ozone molecule is a triatomic allotrope of oxygen, much less stable than the di-
atomic O2, constantly formed and destroyed in the stratosphere by natural photolysis.
Photolysis or photo-dissociation is a chemical process in which the absorption of electro-
magnetic radiation results in the breaking of chemical bonds of a molecule, i.e., dissociation.
When sunlight UV radiation bellow 240nm [20, 37] is absorbed by oxygen molecules, it
may excite the O2 molecule, initially in a triplet ground state (3Σ−u ) . This excitation can
lead to the dissociation into two oxygen atoms, one in the ground triplet state O(3P ) and
one in a metastable excited state O(1D) [12]:
O2(3Σ−u )+hν→O2(3Σ−g )→O(3P )+O(1P ). (1.2)
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Atomic oxygen, which is very unstable, reacts with O2 to form O3, as shown in Figure 1.7.
This process occurs in the presence of a third element (M), an atom or molecule, capable
of absorbing the energy released by the exothermic reaction:
O+O2+M →O3+M, (1.3)
The same figure also shows a second process in the "ozone-oxygen cycle", when UV radiation
of 240− 315nm is absorbed by ozone, which is then excited and may be dissociated into a
O2 molecule and an oxygen atom. Usually this atomic oxygen quickly reacts with another
oxygen atom to form O2, or with an oxygen molecule to form another ozone molecule.
Other pathway for the ozone destruction is the reaction between two O3 molecules, forming
three molecules of O2 [12, 20–23].
Figure 1.7: Representation of the ozone molecule formation (left) and destruction (right).
Adapted from [38].
Over the Earth’s lifetime, the ozone concentration in the atmosphere has maintained a
dynamic balance, through the cyclical mechanism of formation and destruction. However,
in the early 1970’s, the scientific community found evidence that anthropogenic emis-
sion of gases was disrupting this balance, resulting in depletion of the ozone layer. The
monitoring of the ozone layer began in 1956, when the British Antarctic Survey started
the measurements using a Dobson spectrophotometer at the Halley Bay Observatory on
Antarctica, with the related data shown in Figure 1.8 in red, leading to the first publication
on depletion of the ozone layer, in 1985 [39].
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Between 1980 and 1994, satellite data from the total ozone mapping spectrometer
(TOMS), together with data from the Halley Bay Observatory, have shown that the
deflection of the ozone layer increased dramatically, reaching concentrations below 200
Dobson5 (Figure 1.8). The Ozone Monitoring Instrument (OMI), the latest generation
technology in ozone monitoring, is flying on board NASA’s Aura satellite since 2005, can
distinguish between aerosol types, such as smoke, dust, and sulphates, which provides
more accurate data [40].
Figure 1.8: Concentration of ozone above Antarctica: data from the ground Dobson
spectrophotometer at the Halley Bay Observatory in red, satellite data by the total ozone
mapping spectrometer (TOMS) in green, and by the ozone monitoring instrument (OMI)
in blue, from [40].
Earth’s natural shield became drastically thin over the years, especially above the
south pole. This large thin spot in the polar region has been termed the ozone hole.
Several studies relate the cause of depletion in the ozone layer to atmospheric chemistry,
particularly caused by the increased concentration of CFC gases [42–44] and halogenated
compounds [45–50], among many others. Nowadays the relation between depletion of
the ozone layer and the emission of these gases is very well established, despite some
controversial opinions. The production of chlorofluorocarbons and halogenated compounds
for industrial, commercial and medical purposes yielded a large increase in the presence of
these in the stratosphere. Once exposed to UV radiation, these compounds may dissociate
by photolysis, releasing atoms of chlorine, bromine, nitrogen, hydrogen and others. As the
ozone molecule and atomic oxygen are both highly unstable, they easily react with these
atoms. The reaction of such atoms with the first, represents an additional mechanism
for destruction of the ozone molecule. While the reaction with the second results in
fewer atomic oxygen available in the stratosphere, which means fewer ozone molecules
5Dobson is the unit commonly used for measuring the concentration of ozone. One Dobson is the
amount of ozone required to create a 0.01mm layer of pure ozone at 1atm and 0◦C and corresponds to
2.69 · 1016 molecules of ozone for every square centimetre of area.
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Figure 1.9: Monitoring the ozone hole over Antartica, from the ozone mapping spectrometer
(TOMS) instrument, on the Nimbus satellite, between 1979 and 2003, and by the Royal
Netherlands Meteorological Institute’s ozone monitoring instrument (OMI) on NASA’s
Aura satellite from 2004 to present. Purple and dark blue areas are part of the ozone hole,
adapted from [41].
being formed, since the efficiency of O3 formation is sensitive to the presence of atomic
oxygen. In other words, the anthropogenic emission of chlorofluorocarbons and halogenated
compounds interferes in the dynamic balance of the "ozone-oxygen cycle", with ozone
molecules being destroyed at a much higher rate than being created.
The ozone concentration has been monitored by several research institutes and envi-
ronmental agencies in the past decades. It is estimated that about 80% of chlorine and
bromine currently present in the stratosphere are a consequence of anthropogenic sources
[41]. In the 1990’s, a new lower ozone concentration fell below 100 Dobson units for the first
time. Since then, concentrations below 100 Dobson have been commonly reported. The
global recognition of the destructive potential of CFC emission led to the 1989 Montreal
Protocol, banning the production of ozone-depleting chemicals. However, as mentioned
before, some substances considered of essential use have remained uncontrolled, among
them are the inhalable anaesthetics.
Most portion of the inhaled doses of anaesthetics will end up in the troposphere, but
the amount of each species that will reach the stratosphere, and thereby potentially affect
the ozone layer, is determined by its lifetime. It must be considered that the solar radiation
that reaches the Earth’s surface is limited to wavelengths grater than 292 nm (below 4.2
eV) and only photons with wavelengths grater than 180 nm (below 6.9 eV) are able to
penetrate altitudes below 30km [51–53]. The lifetime of a trace gas in the troposphere
depends mainly on its chemical reaction with the hydroxyl (OH) radical, which is the main
12
1.2. ENVIRONMENTAL EFFECTS
Figure 1.10: Energy profile of the solar actinic flux in atmosphere for several altitudes,
from [51].
homogeneous sink for these species in the troposphere, while most significant stratospheric
loss occurs due to photolysis. Thus, the total atmospheric lifetime of a compound (τcomp)
must consider both chemical and photochemical lifetimes.
τcomp =
(
1
τOH
+ 1
τphoto
)−1
(1.4)
The effectiveness of any anthropogenic compound in damaging the ozone layer is
generally expressed by the ozone depletion potential (ODP), which is given relatively to a
standard compound, the trichlorofluoromethane (CFC-11). The ODP will depend on de
molecular weight of the species (M ), its lifetime (τ) in the atmosphere, and is given by:
ODP = τcomp
τCFC11
×MCFC11
Mcomp
× nCl+αnBr3 (1.5)
where nCl and nBr are, respectively, the number of Cl and Br atoms in the molecule of
interest, and α is the relative effectiveness in destroying ozone in the stratosphere between
these two atoms 6.
The CFC-11 compound, which is used as a reference, and thus its ODP is 1, has a very
long lifetime in the troposphere, and therefore 100% of the emitted compound reaches the
6It is estimated that the efficiency of bromine to destroy ozone molecules in the stratosphere is between
35 and 80 times higher than that of chlorine [54], because of the significant differences of the α local value.
The global average of the relative effectiveness α in the lower stratosphere is calculated by Daniel et. al.
[55] as 50.
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stratosphere as listed in Table 1.4. In 1985 it was estimated that CFC-11 was the source of
about 22% of the total amount of chlorine present in the atmosphere [48]. However, CFC
total emissions were reduced considerably since the Montreal Protocol, CFC-11 including,
while the use of halogenated volatile anaesthetic, and consequently its emission into the
atmosphere, has grown significantly in the last 50 years. Therefore, the effects of these
anaesthetics on the ozone layer should be taken into account.
Chemical
formula
τOH
(years)
τphoto
(years)
τcomp
(years) ODP
Imput into
stratosphere (%)
Halothane C2HBrClF3 7.0 105 6.6 1.56 13.2
Sevoflurane C4H3F7O 4.0 - 4.0 0 12.6
Isoflurane C3H2ClF5O 5.9 3130 5.9 0.03 14.6
CFC-11 CCl3F - 50 50 1.00 100
Table 1.4: Tropospheric lifetime (τOH), stratospheric lifetime (τphoto) up to 36 km, ODP
value of the halogenated volatile anaesthetics, together with the percentage of each com-
pound that does not degrade in the troposphere, and therefore, reaches the stratosphere.
Calculated by Langbein et. al. [9].
Halothane is the inhaled anaesthetic most dangerous for the ozone layer, with a large
ODP value of 1.56. Although its emission has been declining over the years, since many
countries have ceased its prescription to patients, several underdeveloped countries still do
it, in addition to its continuing use for veterinary purposes. Therefore, the concentration
of halothane in the atmosphere, that was of 9.2 parts per billion in 2015 [2], should not
be overlooked.
The isoflurane molecule has a lifetime in the stratosphere of 5.9 years, which amounts
12.6% of its total anthropogenic emissions reaching the stratosphere. Its ODP is 0.03
and may be considered small, but taking into account its significant abundance in the
atmosphere, 97 parts per billion [2], the effects of isoflurane on depletion of the ozone layer
can not be disregarded.
Sevoflurane molecule has no role in the depletion of the ozone layer, because it has no
bromine or chlorine atoms in its composition, and therefore its ODP is zero. According
to Daniel and co-workers [55], fluorine atoms "have a negligible impact on ozone because
of rapid conversion to tightly bound fluorine reservoir species". Despite this, sevoflurane
is one of the objects of this study due to its high environmental impact related to global
warming.
In the literature, the data found for the stratospheric lifetimes, and ODP values of
anaesthetics are considerably discrepant. These vary from 1.0 to 7.0 years for halothane,
0.6 to 2.2 years for sevoflurane and 2.0 to 3.2 for isoflurane [2, 11, 16, 54]. In most cases,
the studies consider in their calculations the OH concentration at ground level, making
the lifetime value to be underestimated. In the data from Langbein and co-workers [9],
presented in Table 1.4, the tropospheric lifetime was calculated from the experimental OH
rate coefficients considering the variation of the OH concentration with altitude.
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1.3 Summary
In the present work, VUV photoabsorption spectra have been measured for the anaesthetics
between 5.6 to 10.8 eV (220-115 nm). Quantum chemical calculation were performed
to determine the excitation energies of the neutral molecules in order to complement
electronic state spectroscopy studies, low-lying excited singlet valence and Rydberg states
are investigated and assigned. The Rydberg series converging to the ionisation energy
limits are identified according to the magnitude of the quantum defects. The measured
absolute cross-sections have been used to calculate the photolysis lifetimes of the molecules
in the Earth’s atmosphere.
For a complete spectroscopic investigation of the subject molecules, we also performed a
experimental study on the elastic differential cross section (DCS) and integral cross section
(ICS) for electron interactions with the anaesthetics in the energy range from 7 to 50 eV.
The measurements were complemented with calculations of DCS and ICS performed by
collaborating groups, obtained using two different theoretical methodologies.
Energetic electrons in the upper atmosphere can yield ionization and secondary electron
processes, where the latter may trigger elastic and inelastic scattering within the medium.
In such elastic scattering processes, the collision dynamics can be probed through wild range
of angular distribution. As so, differential elastic scattering measurements also represent
a key step to determine the role of the electronic structure. Furthermore, the inelastic
processes related to energy loss, give information on the chemical nature of those molecular
compounds. Such electron energy loss spectra can give a more complete characterization
of the electronic state of the studied molecules, including information about the transitions
to triplet states.
Low-energy to intermediate electron-impact DCSs are obtained using two different
but complementary theoretical methodologies, the Schwinger multichannel method im-
plemented with pseudopotentials (SMCPP) and the independent atom model–screening
corrected additivity rule plus interference (IAM-SCAR+I). This methodology together
with experimental data has recently proven to provide an accurate description of the
electron scattering processes in different molecular targets
This thesis has been organized in seven chapters, where in chapter two we present the
basic concepts of molecular theory used in this work. Chapter three presents in detail
the experimental procedures and calculation methods used. In chapters four and five,
are presented the results obtained concerning the characterization of electronic states
by synchrotron radiation and concerning electron-molecule collision, respectively, for the
anaesthetics. Chapter six show the characterization of electronic states by synchrotron
radiation of Methanol, being a well-known and widely studied molecule of environmental
interest, has the purpose of a prototype molecule for comparison. Chapter seven brings
the final considerations about this work, and presents suggestions for future works.
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Chapter
2
Molecular Theory
Not explaining science seems to me perverse. When
you’re in love, you want to tell the world. My lifelong love
affair with science
— Carl Sagan, The Demon-Haunted World: Science as a
Candle in the Dark
This chapter describes the main concepts of electron-molecule and photon-molecule
interactions. It begins with general considerations about molecular electronic structure,
electronic transitions and the description of the molecular target. Section 2.2 is dedi-
cated to electron collisions with molecules, which comprises the electron scattering theory;
and section 2.3 is devoted to photoabsorption, in which photo-molecule interactions and
generalized oscillator strengths are considered.
2.1 Molecular Structure and Interactions
2.1.1 Target Description
When dealing with molecular interaction, whether this is with radiation or with a particle,
it is necessary first to consider, besides the interaction itself, the description of the target
molecule.
For this purpose, the molecule is described as a problem of N electrons with M nuclei,
using the Born-Oppenheimer fixed nuclei approximation, which considers the decoupling
between the electronic and the nuclear parts of the molecule. Therefore, the Hamiltonian
of the target is
He =−
N∑
i=1
1
2∇
2
i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
, (2.1)
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in atomic units1, were the first term is related to the kinetic energy of the electrons, the
second is related to the Coulomb interaction between the electrons and the nuclei and the
third the repulsion between electrons [56, 57].
In most cases, obtaining the exact numerical solution for the many electron system
is computationally impracticable. For this reason an approximation method is required.
The Hartree-Fock approximation [58, 59] is a variational method used to obtain the wave
function of the fundamental electronic state of the molecule, and its formalism is described
in appendix A. It is the most used approximation method in quantum chemistry for this
purpose, and it was used in the calculations presented in this work. This method uses a
single Slater determinant to describe the electronic wave function ψ which, considering a
closed-shell target, can be written as:
ψ = 1√
N !
N/2∑
i=1
(−1)piPi{χ1(~r1,ω1),χ2(~r2,ω2), · · · ,χN (~rN ,ωN )}, (2.2)
where Pi is the operator responsible for the i-th permutation of ~ri and pi, which can be
written in the form of a determinant. The Slater determinant is given in terms of the
spin-orbitals χi(~r,ω), were ~r is the position and ω is the spin state. Spin-orbital is a wave
function that describes each electron of the molecule, given by
χ(~r,ω) = ϕ(~r)α(ω) ou χ(~r,ω) = ϕ(~r)β(ω) (2.3)
where ϕ depends only on the spatial coordinates of an electron, known as the molecular
orbitals, α and β represent the up and down spins, respectively.
Molecular orbitals are described through a set of base functions {φµ}, which are the
expansion of molecular orbitals in terms of k atomic orbitals:
ϕi =
k∑
µ=1
Cµiφµ. (2.4)
The wave function of the ground state of the target molecule, the eigenstate |ψ〉, is
described as a set of base functions in the form of Cartesian Gaussian functions2 [61] that
describes the molecular orbitals, and are defined as
φ(x,y,z) =N`mn(x−x0)`(y− y0)m(z− z0)ne−α|~r−~r0|2 , (2.5)
1The calculations in molecular physics are usually expressed in terms of atomic units, where the Planck’s
constant, the mass and charge of electrons are equal to 1 (~ = me = e = 1). The atomic unit of length
is the Bohr radius, given by h2
mee2
≡ 1 bohr , and the atomic unit of energy is expressed by Eh = e
2
a0
≡ 1
hartree. Unit conversion is made by the relation 1a0 = 0.529Å and 1 hartree = 27.211eV .
2Cartesian Gaussian functions are use for the expansion of the scattering wave function in order to
be applicable to polyatomic molecular targets with arbitrary geometries. The square integrable (L2 type)
feature in this type of function allows to put all exit channels in a Green’s function, which is presented in
section 3.4.1. The strategy is based on the fact that 2-electron integrals involving 4 Cartesian Gaussian
functions or one-plane wave and 3 Cartesian Gaussian functions could be evaluated analytically As a result
the variational method would be transformed in simple matrix multiplications involving these integrals [60,
61].
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where N`mn is the constant of normalization, ~r = (x,y,z) is the position, ~r0 = (x0,y0,z0)
is the position were the wave function is centred, α is the Gaussian exponent, and `, m
and n are whole numbers.
The Hartree-Fock calculations used in the target description (and also the scattering
calculations later) depend, in terms of processing time, on the set of basis functions used
to describe the atomic orbitals of the target molecule. The more electrons need to be
described, the bigger the set of basis functions should be, and consequently, the longer the
processing time.
2.1.2 Molecular Electronic Transitions
Electrons occupy the orbitals in a molecule according to its internal energy, the configu-
ration that corresponds to the lowest electronic energy is known as the ground state. The
absorption of energy by molecules may lead to electronic transitions, which involve changes
in the distribution of electrons over the molecule, and the electron is excited to an upper
orbital. Such process is usually described as vertical transition, meaning that the molecular
geometry is preserved, and known as the Frank-Condon principle [62, 63]. There are two
types of excited electronic states: valence and Rydberg states. There is also the possibility
of a mixed character excited state, combining both valence and Rydberg states. Two types
of mixed character may occur in electronic transitions and excited states: delocalization
of the frontier orbitals involved in electronic transitions (i.e. the valence/Rydberg states)
and the combination of more than one one-electron excitations in an electronic transition
[64].
Valence transition is the promotion of a single electron from an occupied orbital into
an unoccupied orbital of the valence shell. Valence states are described in terms of σ,pi,
(bonding) σ∗,pi∗ (anti-bonding) and n (non-bonding) orbitals. In general, electrons in the
σ orbitals are more strongly bound to the nuclei than the pi bond and n electrons, thus
requiring more energy to be excited.
A Rydberg transition is the excitation of one electron into orbitals corresponding to
higher energy levels (higher principal quantum number) than the valence orbitals. Rydberg
states can be seen as an electron in an orbital with a large radius, distant from the core,
resembling a hydrogen-like molecule. Because of their large size, typical Rydberg orbital
are non-bonding rather than bonding or anti-bonding [65].
Rydberg states occur in series whose energy obey the Rydberg formula [65–68]:
En = IE− R(n− δ)2 (2.6)
where IE is the ionization energy towards which the series converges, R is the Rydberg
constant (13.606 eV), δ is the quantum defect and n is the principal quantum number.
The quantum defect δ expresses the deviation from the hydrogen-like behaviour, and it
is helpful in the assignment of the Rydberg state. Considering atomic species belonging
to the second row of the periodic table, states for which 0.7 ≤ δ ≤ 1.1 are labelled "s",
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those with 0.3 ≤ δ ≤ 0.7 are "p" states and those with 0 ≤ δ ≤ 0.3 are "d" states [62, 63,
65]. From the experimental point of view, Rydberg states appear generally in electronic
excitation spectra as sharp and intense peaks, in contrast with valence states, that show
up as a large and diffuse structure.
2.1.3 Vibrational Excitation
Vibrational spectroscopy is related to the motion of nuclei to each other within the molecule,
where the equilibrium positions of vibrations are determined by the balance of repulsive
forces between positively charged nuclei, the repulsive forces of the electrons surrounding
each nucleus, and the attractive forces between the nucleus and the electrons throughout
the part of the molecule.
When all these forces are balanced in order to obtain a minimum state of energy,
the inter-nuclear equilibrium distances are defined as bonding lengths. For a molecule
containing N nuclei, their positions and motions can be described by 3N coordinate values.
The number of vibrational modes is given by 3N-6 (or 3N-5 for linear molecules), since
nuclear rotations and translations do not affect the vibration motion [62, 69, 70]. As a
consequence, each vibrational mode can be treated as a harmonic oscillator approximation,
and the total vibrational energy of the molecule is given by the sum of all its n vibrational
modes, with νj frequency:
Evib =
n∑
j=1
hνj
(
vj +
1
2
)
, (2.7)
where vj = 0,1,2,3 . . .
Figure 2.1: Vibrational progressions and sequences in the electronic spectrum of a diatomic
molecule, from [71].
At low temperatures, the molecules start out in the v = 0 vibrational level, which is the
ground vibrational state, and have energy equal to 1/2hνj . When the molecule absorbs a
quantum of energy, a vibrational transition from v = 0 to v = 1 is induced, this is refereed
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to as fundamental vibrational transition. Transitions from the ground vibrational state to
a v > 1 state are termed overtone. At room temperature, the ground state molecules may
have different amounts of vibrational energy, some will be unexcited, while others may have
one or more quanta of vibrational energy. The number of vibrationally excited molecules on
the ground state increases exponentially with temperature, and the relative concentration
of molecules with two distinct vibrational energies, i.e. the relative population of molecular
occupancy between two vibrational species3 is estimated based in the Maxwell-Boltzmann
distribution [72–76]. The relative population ratio (nj/ni) between the species j and i,
with respectively energies j and i, is given by the Boltzmann’s factor:
nj
ni
= e
−j/kT
e−i/kT
= e−∆/kT , (2.8)
where k is the Boltzmann constant and T is temperature.
An electronic transition accompanying by one of more sets of vibrational bands are
referred to as vibronic transitions, which in turn can be classified as progressions or
sequences bands. A group of transitions with common lower or upper level is referred to as
progression, while a sequence involves a series of vibrational transitions with the same value
of ∆v [71, 77], as Figure 2.1 shows. It is important to notice that the Boltzmann factor is
a dominant factor of such sequence bands, and its members are generally closely spaced.
Long sequences are observed mostly in emissions, due to the population requirements.
2.2 Collision Theory - Electron Scattering
To describe the process of electron scattering by a target, let us consider an incident
electron (e−) with well defined energy and initial wave vector ~ki that collides with a fixed
target (AB) in the laboratory reference, where the incidence direction is along the z-axis
(~ki = kizˆ), and is scattered with final vector wave ~kf . The scattered electrons are then
measured by a detector outside the region of influence of the interaction potential. The
detector records the angle at which the particles were scattered after the collision [56].
Several processes may occur during a collision, which are known as scattering channels.
The scattering channels are classified as either elastic or inelastic. They are termed elastic
scattering when the kinetic energy of the incident electron is conserved, i.e. there is no
transfer of energy between the incident electron and the target during the collision, with the
exception of rotational excitation. Inelastic scattering occurs when the electron transfers
some kinetic energy to the target. In this case, many different channels are possible, such
as excitation and/or ionization of the target4.
3It is convenient to think of all the molecules that have the same vibrational energy as a “chemical”
species, with the purpose of simplifying its description.
4The ∗ represents the excited state of an atom or molecule.
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Figure 2.2: Representation of the collision process, were an electron with ~ki initial mo-
mentum interacts with a target, and is scattered with ~kf final momentum, adapted from
[56].
AB+ e− −→AB+ e−
AB+ e− −→AB∗+ e−
AB+ e− −→AB++2e−
Elastic scattering
Electronic excitation
Ionization
The collision process is described as fast when the velocity of the incoming electron is
large compared to that of the target electrons, in this case the incident electron act as a
perturbation on the target. In the cases were the velocity of the incident electron is close
to that of the target, the incoming electron can be coupled to the target, forming a tem-
porary negative ion, which later may induce fragmentation of the target molecule, though
dissociative electron attachment, or the detachment of the electron from the molecule,
known as auto-detachment.
AB+ e− −→ [AB−]∗ −→AB∗+ e−
AB+ e− −→ [AB−]−→A−+B∗ Auto-detachmentFragmentation
A channel is said to be open if the process is allowed by the energy conservation laws,
otherwise it is a closed channel.
2.2.1 Stationary Wave-Function for Scattering
The stationary eigenstates of the incident particle are obtained by solving the time-
independent Schrödinger equation,
H|Ψ (~r)〉= E|Ψ (~r)〉, (2.9)
were |Ψ (~r)〉 is the eigenstate of the scattered particle, with energy E, representing the total
energy of the collision. H is the Hamiltonian of the free particle, which interacts with a
potential V , and is expressed as:
H = p
2
2m +V. (2.10)
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The solution for the Schrödinger equation, in the coordinate system described in Figure 2.3
in a region out of the potential range (asymptotic behaviour), is a superposition of a plane
wave (eikz) which propagates along the direction of incidence and a spherical wave(eikr/r)
modulated by the scattering amplitude f(k,θ,φ) that depends on the angles θ and φ, and
the wave vector module k, with a normalization constant N ,
Ψ (~r) −→
r→∞N
[
eikz + f(k,θ,φ)e
ikr
r
]
. (2.11)
Figure 2.3: Representation of the coordinate system in the laboratory’s frame, where the
incident wave with momentum ~ki in z direction focuses on the target, and is scattered
with a final momentum ~kf . θ is the scattering angle and r2dΩ is the solid angle. From
[56].
2.2.2 Scattering Cross Section
The analyses of the collision phenomena are expressed quantitatively in terms of the cross
section, which is the probability of a certain process (channel) to occur. The DCS is
obtained using the scattering amplitude f(k,θ,φ) [56, 70, 78],
dσ
dΩ
= |f(k,θ,φ)|2. (2.12)
For the ICS, the integration over the solid angle is performed, considering all the possible
orientations for the scattering.
σ =
∫
|f(k,θ,φ)|2dΩ . (2.13)
The cross section is defined by Bransden and Joachain [70] as:
"The cross-section for a certain type of event in a given collision as the
ratio of the the number of events of this type per unit of time, per unit scattered,
to the flux of the incident particles with respect to the target".
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In other words, considering the scattering process described in the beginning of this
section in a classical point of view, the cross section σ is the constant of proportionality
between the number of scattered electrons Nsc and the number of incoming electrons N inc,
along with an element of volume ∆Ω.
Nsc (∆Ω) = σ (∆Ω)N inc. (2.14)
The cross section σ (∆Ω) represents the part of the area in the target that scatters into
∆Ω, and is expressed in units of area 5. For an elemental solid angle dΩ, the cross section
σ (∆Ω), where dΩ= sinθdθdφ, the quantity dσ/dΩ is the DCS and gives the probability
of a given scattering channel in terms of the angles at which the particle is scattered. The
ICS gives the probability of a scattering channel in all possible directions, and can be
obtained through DCS integration.
2.2.3 Method of Partial Waves
The scattering amplitude contains the information concerning the scattering process, and
one way of obtaining it is through the method of partial waves [70, 78, 79]. The simplest
scenario for describing the method of partial waves is the scattering of a low-energy
particle by a central potential. The stationary eigenstates are obtained by solving the
time-independent Schrödinger equation, as described in section 2.2.1, whereas, the potential
energy of the free particle Hamiltonian (equation 2.10) depends only on the distance r
from the origin of the system, V = V (r).
In this case, the scattering wave function Ψ , which is the solution of the Schrödinger’s
equation, can be expressed through a expansion in partial waves, with a radial part R`(k,r)
and an angular part, given by spherical harmonics Y m` (θ,φ), such as
Ψ (k,~r) =
∞∑
`=0
+∑`
m=−`
C`m(k)R`(k,r)Y m` (θ,φ), (2.15)
where ` and m correspond to the quantum numbers of angular momentum and magnetic
moment, respectively, and C`m(k) are the expansion coefficients. Thus, the Schrödinger
equation can be written as[
d2
dr2
+ k2− `(`+1)
r2
−U(r)
]
rR`(k,r) = 0, (2.16)
where k = (2mE)1/2/~ is the system’s energy, with E = p2/(2m), `(` + 1)/r2 is the
centrifugal potential barrier of the incident particle associated with an angular momentum
`, and U = 2mV/~2 is the reduced potential of the target.
Applying the conditions for the asymptotic behaviour in the scattering wave function,
given by equation 2.11, one obtain the scattering amplitude expressed in partial waves:
f(θ) = 1
k
∞∑
`=0
(2`+1)eiδ` sinδ`P`(cosθ), (2.17)
5The cross sections are commonly expressed in Mbarn. 1barn= 10−28m2
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were δ` is the phase shift [56, 70, 78] and P`(cosθ) are Legendre’s polynomials. The phase
shift can be found using the expression [56, 70, 78],
tanδ` =−k
∫ ∞
0
`(k,r)U(r)R`(k,r)r2dr, (2.18)
where `(k,r) is the spherical Bessel function, U(r) is the reduced potential, and R`(k,r)
is the radial function.
Thereupon, equations 2.12 and 2.13 are obtained and the integral cross section as a
function of partial waves is given by:
σ ≡
∫
dΩ
dσ
dΩ
= 4pi
k2
∞∑
`=0
(2`+1)sin2 δ`(k) =
∞∑
`=0
σ`, (2.19)
were
σ` =
4pi
k2
(2`+1)sin2 δ`, (2.20)
is the contribution of each partial wave for the integral cross section. Thus it is essential to
obtain the scattering amplitude, the phase shift carries the information of the interaction
between the target and the incident particle.
2.2.4 The Optical Theorem
An important, and very useful, property of the scattering amplitude is known as the optical
theorem, and was described for the first time by Feenberg [80]. It relates the imaginary
part of a forward scattering (θ = 0) to the total cross section [70, 80, 81]. For θ = 0,
scattering amplitudes expressed in partial waves (equation 2.17) become
f(θ = 0) = 1
k
∞∑
`=0
(2`+1)eiδ` sinδ`, (2.21)
f(θ = 0) = 1
k
∞∑
`=0
(2`+1)(cosδ` sinδ`+ isin2 δ`), (2.22)
Comparing the above expression with equation 2.19, one has the optical theorem, given
by:
σtotal =
4pi
k
Im [f(θ = 0)] . (2.23)
2.3 VUV Photoabsorption
The region of the electromagnetic spectrum below 200 nm (about 6.2 eV ) is known as
vacuum ultraviolet (VUV) region. Ultraviolet and visible radiation are very important for
the study and characterisation in molecular spectroscopy. The energy of the photons in
these wavelength regions is sufficient to cause electronic and vibrational excitation, when
absorbed by molecules.
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The use of synchrotron radiation in this type of studies is extremely important because
it is possible to obtain intense, highly collimated and highly polarized coherent radiation
in the plane of the storage ring with very high spectral resolution. This high intensity
with wide spectral space when combined with other properties, such as a high level of
polarization and collimation makes synchrotron radiation a powerful tool for research in
physics, chemistry, biology and medicine, as well as in technological applications [69].
2.3.1 Photoabsorption Cross Section
When a monochromatic photon beam of known intensity I0 is incident upon an absorbing
sample, a fraction of this light is absorbed, with negligible losses caused by scattering. The
photoabsorption process is proportional to the path length X and the particle density N.
The constant of proportionality σ is defined as the total photoabsorption cross section,
which is dependent of the photon energy. The attenuation of the radiation intensity is
given by the Beer-Lambert law, expressed as
dI =−I0Nσdx. (2.24)
Integrating over the transmitted intensity of the radiation IT along the path length leads
to ∫ IT
I0
dI
I
=−
∫ X
0
σNdx, (2.25)
ln
(
IT
I0
)
=−σNX. (2.26)
That can also be written as
IT = I0e−nσx. (2.27)
Therefore, when the transmitted intensity of radiation IT is measured from an incident
beam of well-known intensity I0, it is very simple to find the cross section σ, which
represents the absorbed radiation. The photoabsorption cross section is clearly related to
the quantity
A= ln
(
I0
IT
)
, (2.28)
which is the absorbance [63].
The photoabsorption cross section of UV radiation provides results in molecular spec-
troscopic systems, giving extremely important information for a better understanding of
the interaction between radiation and matter, such as the Rydberg and valence excited
states, and vibrational states of the studied molecule.
2.3.2 Absorption intensity
As a result of the absorption process, there is a transition in the molecular target from the
initial state i to a final state j. Considering n particles of the sample target, restricted in a
slab of area A and thickness dx as shown in Figure 2.4, the transition rate W,ij [63, 82], is
− dn
dt
= nWij . (2.29)
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Figure 2.4: Sketch of the photoabsorption within the volume A.dx. Taken from [63].
This process leads to a reduction of the electromagnetic energy through the slab dx,
by an amount of −hν dndt . The absorbed intensity Iabs is defined as the energy absorbed
per unit of time, then the loss in intensity of the radiation dI along dx is:
dI =−dIabs =−hν dN
dt
dx=−hνNWijdx. (2.30)
where N = nAdx is the absorber number density and hν is the photon energy.
The transition rate Wij is related to Einstein’s coefficient for induced absorption of
electromagnetic radiation by molecules in thermal equilibrium, Bij [63, 83], by:
Wij =Bijρ(ν), (2.31)
where ρ(ν) = I(ν)c is the density of radiation. The Einstein coefficient for absorption is
expressed, in the electric dipole approximation, using the electric dipole operator µij , as
Bij =
1
6ε0}2
|〈ψj |µij |ψi〉|2 . (2.32)
The integral 〈ψj |µij |ψi〉 is the transition dipole moment, which is the electric dipole moment
associated with the transition between two states. ε0 is the permittivity of the free space,
and one should remember that }= h/2pi. Combining equations 2.30, 2.31, and 2.32 gives:
dI =− 16cε0}2 IhνijN |〈ψj |µij |ψi〉|
2 dx. (2.33)
The attenuation of the intensity may be related to a measurable macroscopic quantity,
the photoabsorption cross section σ, by the Beer-Lambert law. Combining equations 2.24
and 2.33 results in:
σ = hνij
c
1
6ε0}2
|〈ψj |µij |ψi〉|2 , (2.34)
or
σ = hνij
c
Bij . (2.35)
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2.3.3 Oscillator Strengths
The concept of oscillator strength emerges from a classical model of the electrical and
optical behaviour of matter, dated from the 19th century. In this model, the electromag-
netic radiation forces oscillations in the electrons of an atom, that otherwise were in a
position of equilibrium with respect to the atom. The electrons actually have a statistical
distribution of positions which is fixed under equilibrium conditions but is disturbed by
weak perturbation, in the form of oscillations. Thus, the concept of oscillator strength
continued to be used to designate the free oscillations of this distribution in atoms and
molecules. The oscillator strength is a dynamical parameter which bears on numerous
phenomena [84].
For sufficiently low radiation frequencies6, the Einstein’s coefficient and therefore, the
transition moment is related to the oscillator strength of a discrete transition by the
following expression [85, 86]:
fij =
4meε0h
e2
νijBij , (2.36)
so, for a discrete transition:
fij =
4ε0mec
e2
σ. (2.37)
For a continuous absorption, the integral over the wavelength should be considered:
fij =
4ε0mec
e2
∫
σ(ν)dν, (2.38)
where fij , that is a pure number, is referred to as the optical oscillator strength. After
proceeding with the derivative of expression 2.38 as a function of the energy:
d
dE
[fij ] =
4ε0mec
e2
d
dE
[∫
σ(ν)dν
]
, (2.39)
one deducts the spectral density of oscillator strength, given by
df
dE
= mec
hpie2
σ(E). (2.40)
The following chapter describes the theoretical and experimental methods for obtaining
the photoabsorption and the electron scattering cross sections.
6The concept of low radiation frequencies, for this purpose, implies that the wavelength is much larger
than the molecular absorber, and thereby the photon momentum and the Compton scattering can be
neglected.
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3
Methods and Materials
There are two objectionable types of believers: those who
believe the incredible, and those who believe that ’belief’
must be discarded and replaced by ’the scientific method’.
— Max Born, Natural Philosophy of Cause and Chance
In this work two distinct equipments were used to perform a set of comprehensive
experimental measurements: an electron impact spectrometer for scattering measurements
and a VUV beamline of a synchrotron storage ring for photoabsorption measurements.
Additionally, theoretical calculations were performed, to help interpreting the results, using
three different methods: electronic excitation study was performed using the Gaussian
package at the University of Lille; the calculations for DCS and ICS were performed by in-
dependent atom model - screening corrections additivity rule (IAM-SCAR) and Schwinger
multichannel method implemented with pseudopotential (SMC-PP) methods, both pro-
vided from the joint research activities, in Consejo Superior de Investigaciones Científicas
(CSIC), Spain, and in Universidade Federal do Paraná (UFPR), Brazil, respectively.
This chapter describes all the experimental set-ups and the major working procedures,
as well as a brief description of the calculation methods used in this study.
3.1 Electron-Molecule Impact Spectrometer
For the electron-molecule collision measurements a high resolution electron energy loss
spectrometer (HREELS) fully installed at the atomic and molecular collision laboratory
(LCAM), Centre of Physics and Technological Research (CEFITEC), Universidade NOVA
de Lisboa was used to obtain elastic electron measurements from selected molecules where
DCS and ICS were obtained.
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3.1.1 HREELS Apparatus Description
The HREELS apparatus is a commercial cross beam spectrometer, where the target gas
and the electron beam intersect each other with a 90º angle, modified for gas phase
measurement. The electron beam is generated in an electron gun, passes through a
set of electrostatic lenses and an electron monochromator until it reaches the collision
region, where interaction with the sample beam occurs. After the collision, the scattered
electron at the chosen angle passes through another set of lenses and lastly is detected
by a channeltron electron multiplier that sends the signal to the computer. The analyzer
is assembled in a rotatable system, which allows the adjustment of the scattering angle
from 0° to 120°. However, there is a restriction regarding small angles (typically < 7°)
where the discrimination between scattered electron beam and incident electron beam is
difficult to discern, due to the detector acceptance angle. From the experimental point
of view, a background spectrum was subtracted from the scattering measurements. Yet,
as the angle decreases, this background contribution (i.e. the primary beam) has a very
significant magnitude increased, compare to the scattered beam, so all angular dependent
cross section values were obtained for scattering angles greater than 7°.
The electron impact energy range varies from 5 to 100 eV. The resolution of the
measurements, that is given by the full width at half maximum (FWHM) of the elastic
peak, is typically between 100 and 250 meV. Figure 3.1 shows an image of LCAM’s
spectrometer and Figure 3.2 is a schematic representation of the HREEL spectrometer.
Figure 3.1: Picture of the HREELS apparatus, LCAM at faculty of science and technology
of NOVA university of Lisbon (FCT-UNL)
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The collision chamber, that encompasses the electron gun, the monochromator, the
collision region, the analyser and the internal detection system, is made of mu-metal,
which is a nickel–iron ferromagnetic material. This provides an effective magnetic shield,
avoiding that any magnetic field, and particularly that of the Earth, affects the electrons’
trajectories.
Figure 3.2: Schematic representation of the HREELS apparatus where numbers are related
to: #1 electron gun, #2 monochromator, #3 set of lenses, #4 collision region, #5 Faraday
cup, #6 set of lenses, #7 analyzer and #8 detection system. Adapted from [63].
◦ Electron Gun
The source of the electron beam is a v-shape toroidal tungsten filament of 1.25 mm
thickness assembled at LCAM, exclusively for this apparatus. An electrical current around
2.5 A heats the filament, leading to emission of electrons by thermoionic effect. As for
the other components of the electron gun, there are the Wehnelt grid and the A3 focus,
referred in region #1 of Figure 3.2. The former is a cylindrical electrode responsible for
the extraction of the electrons whereas the later has the purpose of focussing the emitted
electrons onto the entrance slit of the monochromator [63, 87, 88]. The energy distribution
of the electron beam at this point is considerably large, around 500 meV , and the total
emission measured in the grid is proximally 5 · 10−6A.
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◦ Monochromator
The monochromator is an energy selector to improve the energy resolution delivered
by the heated filament, referred in region #2 of Figure 3.2 and schematically represented
in Figure 3.3.
Figure 3.3: Schematic representation of the hemispherical electrostatic monochromator.
From [63].
It consists of a pair of spherical electrodes with a curvature of 150° and separated by
9.5mm, whereupon the pass energy E0 is defined by the constant voltage Vp applied to
the electrodes [63, 87, 89].
E0 =
qVp(
b2− a2
ab
) (3.1)
where q is the electronic charge, a and b are the inner and outer radius, respectively, as
shown in Figure 3.3.
The entrance and exit slits are diametrically opposed in reference to the centre of the
hemispheres. An adjustable constant magnetic field is applied to the monochromator,
in order to help the spherical electrodes in leading the electron beam from the entrance
to the exit slit. The energy resolution ∆E of the outgoing electrons, delivered by the
monochromator is given by:
∆E
E0
= ∆S2r0
+ 14α
2 (3.2)
where ∆S is the entrance slit width and α is the angular divergence of the incoming beam
between the entrance and exit slit [63, 87, 89, 90].
In order to accelerate the electrons up to the proper pass energy, both entrance and
exit slits are biased to a V0 potential. From there, the energy of the incident electrons Ei
is:
Ei = qV0+E0+C (3.3)
where C is a constant which depends on the surface potentials and the thermal energy of
the electrons emitted by the filament.
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A heating device is fixed on the selector and maintains it to approximately 150◦C, in
order to reduce the adsorption of the gas target molecule on the surfaces and consequently
avoid creating surface potentials [63].
◦ Monochromator’s Set of Lenses
A set of electrostatic lenses, labelled #3 in Figure 3.1, are placed after the exit slit
of the monochromator and are responsible for focusing the electron beam to the collision
region, where it will cross the target beam. The first lens element has the same V0 potential
as the exit slit. The next element is composed by two pairs of plates used to centre the
electron beam, named xy shift. Next, the beam is guided by the lens focus with a V1
potential and the last element is grounded (VG = 0 V ). The focusing strength is controlled
by the ratio V1/V0 whilst the ratio VG/V1 changes the energy of the image point [63].
◦ Collision region
The collision region is delimited by a molybdenum cylinder, pierced by a circular slit of
130° and 8mm length, which allows the entrance of the incident electron beam for different
scattering angles. The cylinder is fixed to the optical bench along with the analyzer, in the
same rotating plate. The angular position of the analyzer, and consequently the position
of the rotating plate, set the scattering angle of the measurement, ranging from 0° to 120º.
A hypodermic needle of 1 mm diameter enters from the bottom of the cylinder, in the
scattering centre, allowing the gas target beam, to intersect the electron beam. These
elements are all grounded.
◦ Faraday cup
The Faraday cup is mounted along with the cylinder of the collision region, and gives
the electron’s current transmitted through the collision region. It is composed by a an
outer cylinder, and a collector electrode placed inside, isolated from the cylinder. The
collector is biased by a constant power supply of 12 V and connected to an electrometer.
The typical current value measured at the Faraday cup is about 0.1− 0.5 · 10−10A.
◦ Analyzer
The analyzer is identical to the monochromator. It is used to energetically analyse the
electrons scattered at a certain angle θ. A set of lenses, identical to the monochromator exit
lenses, except for the xy shift element, is used to focus the scattered electron coming from
the collision region onto the entrance slit of the analyser. The analyser and its set of lenses
are referred as regions #7 and #6 in Figure 3.2, respectively. As in the monochromator,
the third element of the set of lenses is at the same potential, Vret, as the entrance slit
of the analyser, known as the retarding potential. Hence, electrons allowed to enter the
energy selector must have a residual energy Er:
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Er = Ei−El ≥ qVret (3.4)
where Ei is the electron impact energy, the initial energy of the incident electron beam
in the collision region, and El is the amount of energy lost by the electron during the
collision, i.e. the amount of energy that is transferred to the molecular target during the
interaction. Assuming an optimal adjustment of the analyser lens potential, the electrons
will be focused to the analyser exit slit with de following condition:
Er = E0+ qVret (3.5)
where E0 is the pass energy of the analyser.
This condition allows scanning for the scattered electrons that lost a specifically chosen
amount of energy, by varying the retarding potential Vret. Furthermore, electrons with
lower energy than the pass energy can not be analysed, which precludes the scan of very
low residual electrons [63, 87].
◦ Detection system
The incoming signal from the analyser is amplified by an electron multiplier of the contin-
uous dynode type channeltron. It is made of lead glass partially reduced, which has the
ability to conduct electrons. The typical resistance is 50 MΩ and a 2.5 kV drop is applied
to its terminals. When an electron enters the device and hits the surface, it generates a
cascade of secondary electrons. The inner field of the device accelerates the latter and
each electron also generates other several secondary electrons, and so on, which results
in a controlled amplification of the incoming signal in a very short time, in the order of
nanoseconds, turning into a detectable electron current at the output. The gain of an
electron multiplier (G), typically of the order of 107, is given by the ratio of the output
current Iout to the number of output pulses N :
G= Iout
Nqe−
(3.6)
Besides having high gains, such devices have little background noise, also known as
black current. This appears even in the absence of an input signal, therefore, is produced
by the device itself, and the typical value of the noise is of the order of 10−4 electrons per
second [63, 87].
The output signal from the electron multiplier channeltron is pre-amplified and sent
to a counter that accumulates the number of pulses during a chosen time period. The
cumulative total is then sent to the desktop computer where it is further divided by the
counting time, in order to give the detection rate in number of counts per second and then
sent to the data acquisition system.
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◦ Data acquisition system
In the desktop computer, the data acquisition system is a LabVIEW based software,
exclusively developed for this apparatus. Apart from the analogic and power electronics,
in order to operate the HREELS some additional digital instrumentation is needed, in
particular two Digital to Analog Converters (DAC) and a HP universal frequency counter.
The first DAC used allowed us to control the pedestal voltage, for this a octal formatted
string is sent with the desired voltage by a simple linear expression, given that this DAC
has a 12 bit resolution, the maximum voltage corresponds to 212-1 (decimal) while the
minimum voltage to 0, and for the lens voltage a 16 bit DAC was used instead. Once the
desired voltages are applied, in order to measure a signal, a formatted string had to be sent
to the pulse counter, which will give a start counting signal and for how long it should last,
where no command for stopping the counting is needed, once the specified counting time
finishes the counter stops automatically. Once the counting is done a command to read
the current output provides the amount of counts acquired and an additional command
to clear the pulse counter is used after each reading to ensure that the counter will be
ready for the next cycle. Communications between all devices were made through a GPIB
interface, where a fixed computer acted as a master to all instruments and all devices as
terminals. The code was written in LabVIEW, where the GPIB was interfaced through
National Instrument’s VISA driver.
◦ Sample admission system
The sample admission system transports the gas target to the collision region, through
a needle. The system currently supports liquid or pressurized gas samples. A needle valve
admits the sample from its container into the system, which allows a very precise control
of the sample amount. An ionisation gauge mounted in the collision chamber gives a direct
measurement of the pressure, which is connected to a pressure security system, that is
activated when the pressure rises to 2.5 · 10−5 mbar, shutting down the power supplies
to the elements inside the chamber, thus protecting the integrity of those that can be
damaged at high pressures. The base pressure inside the chamber reaches 3.0 · 10−7 mbar,
and after admission of the gas sample it is maintained between 1.0 ·10−5 to 1.5 ·10−5 mbar,
this ensures that the scattering process is a two-body interaction process [91].
The collision chamber inlet may be closed by a safety valve, isolating the sample supply
to it. This makes the maintenance of the apparatus easier and safer, and also allows the
degassing of the liquid samples in three cycles of freeze-pump-thaw.
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3.1.2 HREELS Operating Mode
In this work, two different types of measurements were performed, an angle resolved
electron energy loss at a fixed impact energy and an angle resolved elastic scattering at
fixed impact energy.
After the collision with the target, the electrons are scattered with a residual energy
distribution, that is recorded in terms of their intensities versus the energy loss. It is there-
fore possible to analyse the elastic peak, i.e. electrons that are scattered at a particular
scattering angle with no energy loss, as well as the energy loss or excitation energy trans-
ferred to the target, considering that the initial impact energy is well-known. Scanning the
residual electron energy is achieved by applying a retarded voltage to the third element of
the analyzer set of lenses, also known as the retarding potential.
Electron beam optimisation is performed by a set of preliminary tests in the Faraday
cup, that are related to a fine tuning of the monochromator and its set of lenses, with
the purpose of obtaining a current in the order of 10−11A in the electrometer. Next, the
potentials are re-adjusted in order to obtain an optimal well-resolved sharp elastic peak at
a small angle (usually 7◦), the intensity of the scattered electron beam in the elastic peak
depends on the molecular target, as well as the FWHM, determining the accuracy of the
measurements. The precision depends on the step size used for a particularly scan, that is
typically 20 meV.
The calibration of the incident electron beam’s energy is also performed in terms of
the elastic peak, which corresponds to a zero energy loss. The energy value recorded by
the data acquisition system, at the exact central position of the elastic peak, during a
scan, corresponds to the energy shift. A simple subtraction allows the determination of
the precise incident energy. Such a shift is essential, so that the entire curve corresponding
to the elastic peak may be displayed by the software.
For each specific incident energy and scattering angle, a spectrum is obtained through a
set of several scans, in order to accomplish a reasonable signal-to-noise ratio statistical data
analyses, where each of the scans is individually verified and treated for black current, and
any scan that shows signal from external sources is rejected. In this way, the methodology
to obtain DCS is achieved by adjusting area the of a Gaussian curve to the respective
spectrum. Since these values are not absolute, due to the absence of the relative flow
system, they are normalized to the calculated data.
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3.2 Photoabsorption Spectrometer
The VUV photoabsorption spectra were measured at the AU-UV beam line on the
ASTRID2, at the Department of Physics and Astronomy, Aarhus University, Denmark.
The beam was designed to cover the low photon energy region about 700 to 100 nm
(1.77 to 12.39 eV ). The monochromator provides a high flux with high resolution, and
preserves the high degree of linear polarization of the synchrotron radiation source. The
synchrotron radiation, with the selected wavelength, passes through a static gas sample,
after that a photomultiplier is used to measure the transmitted light.
(a) ASTRID2 storage ring. (b) Photoabsorption apparatus.
Figure 3.4: Left: Representation of ASTRID2 storage ring (in colour) with ASTRID in
the background. Right: Schematic diagram of the gas phase photoabsorption apparatus.
Both from [92].
3.2.1 ASTRID2 Apparatus Description
The AU-UV beam line was originally commissioned for Aarhus storage ring in Denmark
(ASTRID) in 2000, as UV1 beam line [92] and is described in detail in Eden at al [93]. In
September 2013 the Aarhus storage ring in Denmark 3rd generation light source (ASTRID2)
(schematically shown in Fig. 3.4a), has experienced significant changes.
The energy of the circulating electrons in ASTRID2 is 580 MeV, it has a horizontal
emittance of 12 nm and the source is optimized to produce synchrotron radiation in the
few eV to 1 keV energy range. Beam lifetime is effectively infinite using top-up of the
electron current with ASTRID. ASTRID2 has a diameter of 15 m.
◦ The ultraviolet beamline of ASTRID2
The original ASTRID beam line, at 1.70m of distance from the source to the first mirror,
could not be directly attached to the new storage ring ASTRID2, as a radiation protection
wall had to be accommodated. Therefore, a set of pre-optical mirrors, comprised by a
toroidal mirror (TM1) and a plane mirror (PM), were installed to image the source to an
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intermediate focus (IF), schematically depicted in Fig. 3.5, which acts as a source for the
existing beam line without further alteration. From there, a toroidal mirror (TM2) focuses
the incoming beam onto the entrance slit of the monochromator (ENS), which is typically
set to 100 µm for photoabsorption measurements. The light then passes to a toroidal
grating (G). There are two gratings available, a high energy grating with a line density of
2000 lines/mm covering 100 to 350 nm (12.40 to 3.54 eV ) and a low energy grating with
a line density of 1000 lines/mm covering 160 to 700 nm (7.75 to 1.77 eV ), the wavelength
is scanned by a simple rotation of the grating. The light exits the monochromator via
a moveable slit (EXS), also set to 100 µm, and passes through a lithium fluorine (LiF)
window which separates the beam line from the ultra-high vacuum chamber at the end
of the station experiment. The monochromator has been designed to provide a high
flux with a high resolution and to preserve the high degree of linear polarization of the
synchrotron. The resolution of the monochromator, using the primary grating for high
resolution photoabsorption measurements, has been measured as better as 0.08 nm over
the operational range of the grating, close to the calculated value of 0.075nm [93, 94].
Figure 3.5: Schematic diagram of the gas phase photoabsorption apparatus, taken from
[92].
◦ The VUV photoabsorption apparatus
The apparatus used for measuring of photoabsorption spectra has also undergone several
alterations with the implementation of ASTRID2. The new chamber, shown in Fig 3.4b,
which allows heating up to 80◦C of the sample during measurements, has a path length of
15.5cm and is fitted with a heated 1Torr Baratron capacitance manometer (Setra model
774).
After entering the absorption cell athwart the LiF window, the synchrotron radiation
passes through a static gas sample. The light exits the cell through a magnesium difluorine
(MgF2) window, which sets the lower limit of detectable light to 115nm. A photomultiplier
tube (PMT) detector is used to measure the transmitted light intensity. The gap between
the detector and the absorption cell is evacuated using a scroll pump, for measurements
below 200nm, Above 200nm, air is allowed into this gap to let oxygen absorb higher
orders of light (at half the chosen wavelength) which may be passing through the cell.
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Hence, photoabsorption measurements can be performed with spectrally pure radiation
from 115nm to 320nm, ensuring artefact-free spectra [92–95].
3.2.2 ASTRID2 Operating Mode
Using the intensity of the transmitted light and a background scan recorded with the
cell evacuated, the absolute photoabsorption cross-sections (σ) are obtained using the
Beer-Lambert law:
IT = I0e−nσx (3.7)
where IT and I0 are the detector signal transmitted through a gas and for an evacuated
cell (background), respectively, n is the molecular density, which depends on the pressure
measurement, and x is the cell path length, that is 15.5cm.
First a spectrum of the whole wavelength range is performed, in order to evaluate the
structure as a whole. After that, the VUV spectrum is recorded in small sections, typically
of 5 or 10nm, with at least 1nm overlap to the adjoining sections. For each section of the
spectrum, a scan with no gas in the cell is recorded (I0). Then, an appropriate pressure of
sample for each range is selected so that the incoming light was attenuated by 40%-50%,
which is low enough to prevent line saturation effects and two scans of the sample in a
static gas cell are recorded (IT ). The cell is then evacuated and a second scan of the empty
cell is recorded. Consistency between the two IT scans recorded and the good overlap of
the sections of the spectrum indicated no pressure changes of the sample in the cell during
the time-scale of the measurements.
ASTRID2 is operated in a so-called top-up mode, keeping the stored electron beam
current (and thus the intensity for a given wavelength) quasi constant by adding small
amounts of current to ASTRID2 to make up for the constant beam decay. The beam
current thus varies about 5% during a scan, and this is taken into account by recording
and normalizing to an accurately determined beam current.
3.3 IAM-SCAR Method
The independent atom model (IAM) method assumes that when an electron scatters from
a molecule, this process can be described by the interaction of an electron with the atomic
constituents in the corresponding positions, so the electron–molecule collision is reduced
to the problem of a collision with individual atoms. This approximation does not consider
the simultaneous interaction of the incident electron with more than one atom. For this
reason, despite the excellent behaviour for medium to large energies, good results for low
energies (bellow 20 eV ) are not to be expected due to its semiclassical nature [96, 97].
The screen corrected additivity rule (SCAR) procedure [96] incorporates the geometrical
screening corrections, that is neglected by the IAM method in its simplest description.
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3.3.1 Scattering amplitude
In the procedure used for calculating the corresponding atomic cross-section, the elec-
tron–atom interaction is represented by the approximate ab initio1 optical potential
Vopt(r) = VS(r)+Ve(r)+Vp(r)+ iV a(r), (3.8)
where the imaginary part V a(r) stems for the absorption potential in complete form,
proposed for the quasifree absorption model potential [98], and the real part V (r) is the
effective atomic potential including three terms: VS(r) is the static potential calculated
by using the charge density deduced from Hartree-Fock [58] atomic wave functions2; Ve(r)
is the exchange potential for which the semiclassical energy-dependent formula derived by
Riley and Truhlar [99] is used; and Vp(r) represents the target polarization potential [100].
In order to obtain the l-th partial wave phase shift δl = λ+ iµl, the scattering equation
for the µl(r) radial wave functions has been numerically integrated [101] by means of an
adaptive-step-size fourth-order Runge-Kutta algorithm [102] based on the variable-phase
technique [103]. Once the corresponding δl phase shifts are obtained for the above potential,
the elastic differential cross section result from the method of partial wave, shown in section
2.2.3, is given by the following expressions:
f(θ) = 1
k
∞∑
`=0
(2`+1)eiδ` sinδ`P`(cosθ), (3.9)
dσ
dΩ
= |f(k,θ,φ)|2. (3.10)
For the elastic scattering process, calculations were carried out without the absorption
therm iV a(r) in equation 3.8, and for the inelastic scattering this complex term remains.
3.3.2 Screen corrected additivity rule
Within the IAM methodology, calculation of the collision cross sections proceeds by means
of the approximate expression for multi-centre dispersion [104]
F (θ) =
∑
atoms
fi(θ)ei~q.~ri (3.11)
where ~q is the momentum transfer, ~ri are the atomic positions and fi(θ) are the atomic
scattering amplitudes. According to the optical theorem, shown in section 2.2.4, the total
cross section is then [98]
σtotal =
4pi
k
Im [F (θ = 0)] = 4pi
k
∑
atoms
Im [fi(θ = 0)] . (3.12)
In this method the overlapping between total atomic cross sections is calculated for
every constituent atom with respect to all the other atoms of the molecule [105], screening
1Ab initio is a latin expression that means "from the beginning". By ab initio calculations is understood
theoretical modelling processes that do not require the input of experimental data.
2The Hartree-Fock method is explained in detail in appendix A
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corrections for molecular total cross sections can be introduced by means of a modified
additivity rule [97]
σtotal =
∑
i
Siσ
total
i ,
σelastic =
∑
i
Siσ
elastic
i ,
(3.13)
where the screening correction coefficients Si account for the geometrical overlapping of
the atoms in the molecule as seen by the incident electrons [96, 97, 105, 106]. The Si factor
is basically a 1−Si fraction of each atom that are geometrically hidden by the surrounding
atoms, which means that the incident flux in each atom is reduced by the Si factor. Those
multiple overlappings can be approximately calculated in a recurrent way, considering for
each additional atom the screening with the previously corrected ones [105].
Si =
N∑
k=1
(−1)k+1ki
k! (3.14)
Here N is the number of atoms of the molecule, and each ki parameter arises from k-atoms
overlapping and results from the sequence
1i = 1,
ki =
N −K +1
N − 1
∑
j(,1)
σj
(k−1)
j
αij
, (K = 2, ...,N)
(3.15)
where the sum extends over all the atoms of the molecule except for the ith one. It can be
noted that this treatment allows an approximate calculation of the multiple overlapping
in arbitrary molecules, requiring only the corresponding atomic cross sections and the
relative positions of its constituent atoms, without limitations from molecular symmetry
considerations and using no adjustable parameters, where correction to the range of validity
of the IAM-SCAR method might be extended down to about 20eV [96, 97, 105–107].
The DCS calculation, both for elastic and inelastic scattering, needs some additional
considerations: a detail treatment is very difficult, for this reason a semiclassical interpre-
tation is used, which gives a very good approximation in a simple approach.
It is important to notice that due to the average geometrical screening of the rest of
the molecule the flux of incident electrons in each atom is reduced in a Si factor (
√
Si
factor for the scattering amplitude). However, the scattering amplitude of the outgoing
molecular wave for the direct interaction with the atom is not
√
Sifi, but Sifi. That
happens because the outgoing wave of the atom is reduced again in another
√
Si factor by
the other atoms, i.e. the rest of the molecule, as represented in Figure 3.6.
Thereby, two distinctive contributions in the DCS should be consider, one contribution
of the direct interaction with the atom and a second ensuing redispersed contribution, for
both elastic and inelastic DCS.
dσ
dΩ
= dσ
direct
dΩ
+ dσ
redispersed
dΩ
. (3.16)
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Figure 3.6: Schematic analysis of the screening coefficients for wave amplitudes correspond-
ing to direct and redispersed contributions to the observed differential cross section, taken
from [97].
So, the resulting expression for the DCS, considering both contribution is:
dσ
dΩ
 (1−Xs) σ−σD4pi +
[
1+Xs
(
σ
σD
− 1
)]
dσD
dΩ
(3.17)
Where σD, XS and dσDdΩ are defined by
σD =
∑
i
S2i σi, (3.18)
dσ
dΩ
=
∑
i,j
SiSjfi(θ)f∗j (θ)
sin(qrij)
qrij
, (3.19)
and
Xs ≈
∫ pi/4
0
dσD
dΩ sinθdθ∫ pi
0
dσD
dΩ sinθdθ
(3.20)
considering that q = 2k sin(θ/2) is the momentum transfer and sin(qrij)/(qrij) = 1 for
i= j.
From the above description of the IAM-SCAR procedure, it is obvious that vibrational
and rotational excitations are not considered in this calculation. However, for polar
molecules additional dipole-induced excitation cross sections can be considered. Basically,
the calculation is performed for differential and integral rotational excitation cross sections
for a free electric dipole in the framework of the first Born approximation (FBA) which
can be incorporated into the IAM-SCAR calculation by just adding the results as an
independent channel [96].
In this work, the calculations with the IAM-SCAR method were performed by the
work group of Professor Gustavo García, CSIC Madrid, Spain.
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3.4 SMC Method
The Schwinger multichannel (SMC) method [78] is an ab initio method that uses (N +1)-
particles3 square integrable basis functions to obtain the scattering amplitude for electron-
molecule collisions [56, 60, 108–111]. Based on the Schwinger variational principle [112],
it is applicable to polyatomic molecular targets with arbitrary geometries.
The first step is the description of the target-molecule, which requires the solution for
the Schrödinger equation for the problem of multiple electrons:
He|ψ〉= E0|ψ〉, (3.21)
were E0 is the eigenvalues of the electronic Hamiltonian He, and |ψ〉 its eigenstate. The
wave function of the ground state of the target molecule is obtained with the Hartree-Fock
method4 [58], where the description of the target molecule was presented in section 2.1.1.
3.4.1 Schwinger variational principle
Based on the Schwinger variational principle [78, 79, 113, 114], the SMC method is a
variational strategy that considers the fixed nuclei Born-Oppenheimer approximation and
includes important effects such as exchange, polarization, and electronic multichannel
coupling.
The scattering wave function (the eigenstates Ψ~ki,f ) is given by the Lippmann-Schwinger
equation [56, 78, 115, 116]:
|Ψ (±)~ki,f 〉= |S~ki,f 〉+G
(±)
0 V |Ψ (±)~ki,f 〉, (3.22)
that is basically the solution of the Schrödinger equation for the electron-molecule collision
problem, given the sum of the general solution S~ki,f (without considering the interaction
between the incident electron and the molecular target) with a particular solution obtained
by the method of Green’s function. The V operator is the potential of interaction of the
incident electron with the target-molecule, and G0 is the Green function which carries the
boundary conditions, given by
G
(±)
0 = lim→0
1
E−H0± i . (3.23)
that considers the total energy of the collision E and the Hamiltonian without interaction
H0 = TN+1+He (3.24)
where TN+1 is the operator of kinetic energy of the incident electron [56, 60, 79, 113],
the term i is a mathematical tool, inserted in the denominator to remove any possible
3The notation (N +1) represents the N electrons of the molecular target plus the incident electron.
4The Hartree-Fock method is explained in detail in appendix A.
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singularity of the function, and the superscript (±) is associated with the behaviour of the
wave function in the asymptotic region5.
The equation 3.22 is multiplied by the interaction potential V and then projected into
the open channels. After some considerations and mathematical strategies6 one obtains
A(±)|Ψ (±)i,f 〉= V |Si,f 〉 (3.25)
with
A≡ H
N +1 −
HP +PH
2 +
V P +PV
2 −V GPV, (3.26)
in which H = E −H0, P is a projector onto the open energy-allowed target electronic
channels, and GP is the free-particle Green’s function projected onto the P space.
The scattering amplitude is then given by the bilinear form of the Schwinger variational
principle:
[f(~ki,~kf )] =− 12pi
[
〈Sf |V |Ψ (+)i 〉+ 〈Ψ (−)f |V |Si〉− 〈Ψ (−)f |A(+)|Ψ (+)i 〉
]
. (3.27)
Since the scattering amplitude is expanded in a set of integrable square base functions,
the method has limitations regarding long range interactions. For molecules with perma-
nent dipole momentum, a procedure known as Born closure is used to fix that issue. In
this procedure the physical information contained in the lower partial waves is recovered
using the scattering amplitude of the dipole potential obtained by the FBA [78, 116] to
complete the scattering amplitude obtained by the SMC method.
In the Schwinger multichannel method, the calculations can be performed at two ap-
proximation levels: the static-exchange (SE), and the static-exchange plus polarization
(SE+P) approximations. In the SE approximation, only Coulomb’s and exchange inter-
action are taken into account. In this approach the incident electron interacts with a
static configuration of the electronic cloud of the molecule which does not provide a sat-
isfactory description of the scattering process for lower energies (typically below 10 eV),
but it is quite reasonable for higher energies. In the SE+P approximation are included
the temporary electron cloud deformation effects of the target molecule due to the longer
interaction with the incident electron in the low energy regime, which provides a more
precise description of the scattering process for such cases.
A particularity of these calculations is the implementation of the method using pseu-
dopotentials [117]. In the low energy scattering process, the incident electron does not
interact with the atomic core, only valence electrons are accessible. Thus, it is possible to
replace the innermost electrons of the molecule with a pseudopotential, in the description
5In the (±) superscript, the (+) sign means an outgoing wave, where there is an incidence plane
wave and a divergent spherical wave scattered, the (-) sign means an incoming wave, where incidence of a
convergent spherical wave and a scattered plane wave. Although it does not have a physical meaning, it is
quite useful in terms of calculation.
6The strategy for numerical evaluation of the residue of the V GP V term was developed by Gibson and
is explained in detail in [60].
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of the target molecule, without any loss in the description of the scattering process. Im-
plementation using pseudopotentials has the advantage of reducing computational cost in
scattering calculations, especially for large molecules.
In this work, the SMC method implemented with pseudopotentials in the SE and
SE+P levels were used to calculate elastic differential cross-section, and were performed
by the group of Professor Márcio Bettega, UFPR Curitiba, Brazil.
3.5 Gaussian
Ab initio calculations of the electronic structure and electronic excitation were performed
with time dependent density functional theory (TD-DFT) to determine the excitation
energies of neutral molecules [118].
The density functional theory (DFT) calculations were performed using the LC-ωPBE
long range corrected functional [119–121] and has been implemented with the Gaussian 09
code [122], using Dunning’s basis sets aug-cc-pVTZ and aug-cc-pVQZ [123] for all atoms,
and a set of diffuse (5s5p2d) orbitals, taken from Kaufmann et al. [124] were added to the
centre of each molecule. The nature of the transitions was assessed by visual inspection
of the natural transition orbitals (NTOs) [125], computed for each calculated triplet and
singlet transitions [118]. Then the properties of the excited states (energies and oscillator
strengths in the length gauge) were obtained using TD-DFT for both triplet and singlet
states.
Those calculations were performed during a short term scientific mission (STSM) at
the Universitè de Lille 1, under the supervision of Professor Denis Duflot, Lille, France.
45

Chapter
4
Results: Electron Scattering
But the reason I call myself by my childhood name is to
remind myself that a scientist must also be absolutely like
a child. If he sees a thing, he must say that he sees it,
whether it was what he thought he was going to see or not.
See first, think later, then test. But always see first.
Otherwise you will only see what you were expecting.
— Douglas Adams, So Long and Thanks for All the Fish
4.1 Introduction
In this chapter we present the experimental results concerning elastic electron scattering by
sevoflurane (C4H3F7O), isoflurane (C3H2ClF5O), and halothane (C2HBrClF3) molecules.
Differential cross sections (DCS) were measured in the incident electron energy range from
10 to 50 eV, in a high-resolution electron energy loss spectrometer (HREELS), described
in section 3.1.
Figure 4.1: Representation of the isoflurane, sevoflurane and halotane molecules.
To assist in the interpretation of the results, the experimental data is combined with
theoretical studies, obtained using two different but complementary methodologies: the
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Schwinger multichannel method implemented with pseudopotentials (SMC−PP ), indepen-
dent atom model - screening corrections additivity rule plus interference (IAM-SCAR+I)1.
Both methods were performed by collaborating work groups, and are described in chapter
3. These methods are complementary because, although the IAM-SCAR+I method has
been proved to be very successful in describing the electron scattering process at interme-
diate to high energies (above 20eV) [126, 127], for low-energies the description does not
follow the experimental findings, due to the interactions of the low energy incident electron
with more than one atom of the target molecule at a time [97, 128] (more significant at
lower energy due to the interaction time). On the other hand, the SMC-PP method has a
very well-established efficacy in elastic scattering up to 20 eV of electron incident energies,
whereas above this energy, the calculations tend to overestimate the experimental data.
That is due to the inelastic channels that are considered closed, even though they should
be open at those energies. As a consequence, there is no flux loss from the elastic channel
into the inelastic ones, responsible for lowering the magnitude of the elastic cross sections
[60], as actually happens. This joint experimental and theoretical procedure has provided
an accurate description of the electron scattering processes in different molecular targets
[129, 130]. It has been recently implemented in our laboratory in the case of electron
scattering from acetone [131], chlorobenzene [132], and dichloroethane [133]. As far as we
are aware, no other experimental elastic DCSs data of sevoflurane, isoflurane or halothane
are available in the literature to compare with.
4.2 Experimental Details
In the experimental results presented in this chapter, the energy resolution (full width
at half maximum, FWHM) of the incident electron beam was typically 230 meV. The
incident electron current was of a few nA, depending on the initial electron energy, and
the calibration of the energy loss scale has been obtained according to the position of the
elastic peak, as discussed in section 3.1.2. The absolute scale of the present differential
cross sections (DCSs) was set by the close comparison with theoretical results.
The experimental uncertainties of the differential cross sections lie in the range of
18%–35%. To estimate the uncertainty value (ET ), one must consider the instability of
beam current (EA) and of the target gas pressure (EB), the number of total counts N
(EC = 1/
√
N), which is associated with the statistical accuracy, and the Gaussian fitting
error (ED).
ET =
√
E2A+E2B +E2C +E2D (4.1)
High uncertainties (∼ 35%) appear at the highest measured scattering angles, this is because
at these angles the total number of counts is very small, leading to a high value of EC . This
1All the data presented in this work, obtained through the independent atom model (IAM), were
calculated using the screening-corrected additivity rule (SCAR) and including the interference terms, i.e.,
obtained through the IAM-SCAR+I procedure. However, it may be referred to, throughout this work, as
IAM-SCAR, or only IAM, for the sake of simplification.
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very low number of counts per second, leading to the inability of obtaining a reasonable
signal-to-noise ratio, is also the reason why it was not possible to get experimental values
for scattering angles higher than 70°, for sevoflurane and isoflurane molecules, and 100°,
for halothane.
The present set of data has been obtained for electron scattering angles starting at 8°,
so the dipole driven behaviour is not particularly enhanced among the DCS data, since
the effects of the molecular dipole are most often seen at very small scattering angles.
However the polarizability effect may contribute as the main factor, since elastic electron
scattering is electron-energy-dependent and may either enhance or decrease the scattering
cross section, as stated by Dolmatov et al. [134].
The integral cross sections (ICS) were obtained from the measured DCSs, extrapolated
for scattering angles θ > 70° and θ < 10°, by using the calculated angular distributions
from the present IAM-SCAR+I calculations. Uncertainties on the integral cross sections
are estimated to be about 20%.
4.3 Sevoflurane
Sevoflurane physicochemical properties relevant to the present electron scattering experi-
ments are related to a permanent dipole moment of 2.27D [135] and a molecular polari-
zability (α) of significant magnitude, 8.95Å3 [136]. The sample for which measurements
were taken, is a sevoflurane liquid sample, supplied from Alfa Aesar, with a quoted purity
of ≥ 98% (under the name fluoromethyl 1,1,1,3,3,3-hexafluoroisopropyl ether, and CAS
number 28523-86-6). The sample was degassed by repeated freeze-thaw pumped cycles.
The overall energy resolution of the incident electron beam was about 230 meV for 10
eV electron impact energy and better than 180 meV for 20, 30 and 50 eV electron impact
energies. Since the experimental data have been obtained for electron impact energies
≥ 10 eV, and no appreciable vibrational contributions are expected in comparison with
the elastic signal, the low-lying vibrational modes of sevoflurane [137] are not expected to
make any significant contribution to the measured elastic cross sections.
The experimental data on electron scattering elastic differential cross sections (DCS)
are shown in Figure 4.2 at four different impact energies, 10, 20, 30 and 50 eV for scattering
angles from 8° to 70°, together with the complementary theoretical models. The absolute
scale of the experimental elastic DCS is obtained through normalization with the IAM-
SCAR+I calculation2, at 20° scattering angle for 10, 20 and 30 eV, and at 30° scattering
angle for 50 eV. The experimental normalized DCSs are tabulated as numerical values in
Table 4.1.
The differential cross sections, in Figure 4.2, show that at 10 eV of electron incident
energy there are two minima, the first around 50° and the second between 110° and
2The DCSs calculated using the independent atom model with (IAM-SCAR+I+Rot) and without
(IAM-SCAR+I) considering the dipole interactions have practically identical magnitudes for angles higher
than 10°. Therefore, the normalization of the experimental data using any of them is similar.
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Figure 4.2: Differential cross sections (DCS) for electron scattering from sevoflurane
molecule in the incident electron impact energy region 10–50 eV. Theoretical elastic
scattering DCSs were obtained at the SMC-PP and IAM-SCAR+I levels.
120°. In the DCS obtained by the IAM-SCAR method these two structures are very
recognizable, although not very prominent, while in the SMC cross section, the second
minimum is extremely subtle. The two minima remain present in the DCSs for all the
energies, and for both calculated methods, where the second shifts to lower scattering
angles with the increase of the incident electron energy. In the IAM-SCAR cross section
the second minimum also becomes more pronounced as the energy increases. This explains
why we were not able to perform measurements at 100°. The calculations using both
methods show a good agreement with the experimental data. At low scattering angles,
the experimental data seems to overestimate the SMC cross section, but this is reasonable
since the calculations have been performed without the Born closure procedure, which
takes into account the effects of the permanent dipole moment, very significant at low
scattering angles.
Interestingly to observe from a close inspection of Figure 4.2 is that the IAM-SCAR+I
calculated differential cross sections, agree very well with the SMC-PP method for low-
scattering angles, for all the energies investigated. This is another assertion of the validation
of both methods in the description of elastic differential cross section. Given the experimen-
tal restriction to obtain reliable DCSs above 70° scattering angle, notwithstanding, above
20 eV electron impact, the shape of the differential cross sections are perfectly described
by the two theoretical methods, where a third discernible minimum at 30° is also visible.
In Figure 4.3 we show the elastic integral cross section obtained from the experimental
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Figure 4.3: Integral cross sections (10−20m2) including the experimental data on electron
scattering from sevoflurane molecule together with the theoretical calculations using the
SMC-PP and the IAM-SCAR+I methods. Also included the IAM-SCAR+I+Rot cross
section.
Angle 10 eV 20 eV 30 eV 50 eV
8° 180.9 170.0
10° 83.4 108.0 142.2 45.2
20° 27.6 23.7 17.1
30° 6.3 4.1 4.9
50° 4.8 3.3 3.4 1.9
70° 3.3 3.5 1.6 1.2
ICS 61.6 55.1 51.1 44.1
Table 4.1: Experimental differential and integral cross sections (10−20m2) for elastic scat-
tering from sevoflurane molecule. Typical errors on the DCSs are 20% - 30% and for the
ICSs are ∼ 20%.
elastic DCS, compared with the theoretical ICS calculated from both models. The experi-
mental data is in perfect agreement with the IAM-SCAR+I ICS, and although the ICS from
the SMC method shows a somewhat smaller magnitude, it is not very discrepant, within
the estimated uncertainty of the data obtained from the experimental measurements. It is
also possible to observe, in the total cross section obtained from the IAM-SCAR method,
shown in Figure 4.3, that the inelastic scattering channels are opened around the electron
incident energy of 11 eV3, Such is also reinforced by the VUV spectrum of sevoflurane that
shows several excited electronic states already operative above 9.0 eV [138].
3The ionization energies calculated through OVGF+P3 propagator method are shown in chapter 5.
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4.4 Isoflurane
The relevant properties of the isoflurane molecule in the present electron scattering process
are the permanent dipole moments and the molecular polarizability, which are 2.47D [139],
and α = 9.10Å3 [136], respectively. The sample was degassed by repeated freeze-thaw
pumped cycles.
Alfa Aesar was also the supplier of the isoflurane liquid sample used in the measurements,
with a quoted purity of ≥ 97% (under the name 1-chloro-2,2,2-trifluoroethyl difluoromethyl
ether, and CAS number 26675-46-7).
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Figure 4.4: Differential cross sections (DCS) for electron scattering from isoflurane molecule
in the incident electron impact energy region 10–50 eV. Calculated elastic scattering DCSs
were obtained at the SMC-PP and IAM-SCAR+I levels.
The absolute scale of the experimental DCS is obtained by normalization with the
IAM-SCAR+I calculation, at 30° scattering angle. Like in sevoflurane, no significant
contribution of the the low-lying vibrational modes are expected in the measured elastic
cross section for the isoflurane molecule [140], and any possible contribution of vibrational
modes would not be resolved with the energy resolution achieved in these experiments.
The experimental normalized DCSs are tabulated as numerical values in Table 4.2. The
overall energy resolution of the incident electron beam was ∼ 150 meV for 10 eV electron
impact energy, ∼ 200 meV for 20 eV, and ∼ 240 meV for 30 and 50 eV electron impact
energies.
The elastic differential cross sections for experimental electron scattering by isoflurane
molecules are presented in Figure 4.4, and show a very good agreement with the calculated
DCS obtained by both IAM-SCAR and SMC methods, for all incident electron energies
measured. For 10 eV, the theoretical SMC elastic differential cross section presents a
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minimum, between 40° and 50°. For the incident electron energy of 20 eV, a minimum
shows up between 30° and 40°. For higher energies, 30 and 50 eV, the minimum moves
to an even smaller angle, and appears between 20º and 30°, for both energies, but less
pronounced. Despite such structures are neither present in the experimental data, nor in
the IAM-SCAR cross section, the two theoretical models show a good agreement, especially
for 20 and 30 eV electron incident energies. The cross-section from the IAM-SCAR method
presents a broad minimum near 110° for all energies. In the SMC method, such structure
is only observed at 50 eV, with a very subtle shape around 80°.
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Figure 4.5: Integral cross sections (10−20m2) including the experimental data on electron
scattering from isoflurane molecule together with the theoretical calculations using the
SMC-PP and the IAM-SCAR+I methods. Also included the IAM-SCAR+I+Rot cross
section.
It is worth mentioning that the DCSs calculated using the IAM-SCAR method, with
and without considering the dipole interactions, labelled respectively "Elastic+Rot" and
"Elastic" in Figure 4.4, are practically identical for almost the entire angular range, except
for angles smaller than 10°. Due to the large dipole moment of isoflurane, this was indeed
expected, since the significant increase in the forward scattering angles is a characteristic
behaviour for polar molecules.
The integral cross section is shown in Figure 4.5. It is possible to observe a very good
agreement between the experimental data and that obtained by the independent atom
model IAM-SCAR. For low energies, the IAM-SCAR method shows a larger magnitude
than the SMC cross section, yet they have a similar behaviour. The difference in magnitude
between the two theoretical models is attenuated as the energy increases, and at high
energies, both elastic cross sections converge. This is easily understood when one considers
that the SMC method calculations were performed at the static-exchange SE approximation
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Angle 10 eV 20 eV 30 eV 50 eV
8° 95.5 172.8 170.6
10° 68.0 97.0 121.6 125.2
20° 35.2 27.4 14.3 13.0
30° 14.3 9.3 6.9 5.4
50° 7.2 4.6 2.9 2.2
70° 5.3 3.2 2.1 1.0
ICS 68.9 57.2 48.2 44.3
Table 4.2: Experimental differential and integral cross sections (10−20m2) for elastic scat-
tering from isoflurane molecule. The errors on the DCSs are 23%− 35% and for the ICS
are ∼ 20%.
level, and the effects of deformation of the target’s electronic cloud due to the interaction
with the incident electron was not included. This effect is quite significant in the integral
cross section at low energies. We also observe in the total cross section, shown in the
dotted line, that the inelastic scattering channels are opened around 11 eV of the electron
incident energy, similar to sevoflurane molecule. Moreover, the isoflurane electronic state
spectroscopy explored by experimental and theoretical methods is related to low-lying
electronic states above 7.0 eV [138] The SMC integral cross section underestimate the
one from IAM-SCAR, although it follows the same trend. At high energies both models
converge.
4.5 Halothane
Halothane is an halogenated hydrocarbon that contains two heavy halogen atoms, chlorine
and bromine. Its permanent dipole moment, 1.41D [141], is not so high in comparison
with other anaesthetics studied in this work. The polarizability of halothane molecule is
α= 9.37Å [142].
The electron collision measurements were performed using a liquid sample supplied
from Sigma Aldrich with a quoted purity of ≥ 99% (under the name of 2-bromo-2-chloro-
1,1,1-trifluoroethane and CAS number 151-67-7). The sample was degassed by repeated
freeze-thaw pumped cycles.
Unlike the molecules mentioned earlier, some vibrational contributions were observed in
the elastic scattering measurements performed for the halothane molecule. Distinguishable
structures were observed in the elastic peak Gaussian fitting, at an incident energy of
10eV. Such contributions are corroborated by previous study of the vibrational modes of
halothane [17], and were subtracted from the elastic peak in order to obtain a exclusively
elastic contribution.
The experimental data of the elastic DCS of this molecule was normalized with the
IAM-SCAR+I calculation, at 20° scattering angle for 10 eV and at 30° for all the other
incident electron energies, in order to obtain the absolute scale. The tabulated numerical
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Figure 4.6: Differential cross sections (DCS) for electron scattering from halothane molecule
in the incident electron impact energy region 10–50 eV. Calculated elastic scattering
DCSs were obtained at the SMC-PP in the static exchange (SE) and static exchange plus
polarization (SE+P) and IAM-SCAR+I levels.
values of the experimental normalized DCSs are shown in Table 4.3. The energy resolution
for the measurements with halothane was ∼ 180 meV for 10 eV electron impact energy
and ∼ 250 meV for all other electron impact energies.
A close inspection at Figure 4.6 shows that the elastic cross sections calculated by the
independent atom method have a very good overlap with the experimental data. The
DCS exhibits one distinct minimum at the scattering angle located between 110° and
120° for 10 eV electron incident energy. For other energies, some weak features are barely
discernible. As far as SMC calculations are concerned, we also observe a reasonably good
agreement especially for 20 and 30 eV, although it presents a structure that does not
appear in the experimental measurements. This structure is a minimum that appears
around 50° scattering angle, for 10 eV electron incident energy. For 20 and 30 eV it shows
up between 30° and 40°, and for 50 eV is less prominent and appears between 20° and 30º.
At 50 eV, we see a significant discrepancy for 100° scattering angle, however, as previously
mentioned, it is not expected that the SMC method gives very precise description of the
scattering process.
The integral cross section obtained from the experimental data in Figure 4.7, and, as in
isoflurane and in sevoflurane ICSs, shows a remarkable concordance with the IAM-SCAR
model. The calculations by the SMC method were performed in the static exchange plus
polarization SE+P level. The polarization effect takes into account the deformation of the
electronic cloud of the target molecule, due to the charge of the incident electron. This
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Angle 10 eV 20 eV 30 eV 50 eV
8° 674.7 191.37 123.9 131.9
10° 53.7 67.6 71.7 53.9
20° 29.4 12.5 11.7 11.0
30° 7.5 12.4 7.2 4.5
50° 5.9 3.4 2.3 1.2
70° 3.3 1.9 1.3 0.7
100 1.4 2.1 1.2 0.7
ICS 66.3 55.7 45.0 32.0
Table 4.3: Experimental differential and integral cross sections (10−20m2) for elastic scat-
tering from halothane molecule. The errors on the DCSs are 19%− 26% and for the ICS
are ∼ 20%.
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Figure 4.7: Integral cross sections (10−20m2) including the experimental data on electron
scattering from halothane molecule together with the theoretical calculations using the
SMC-PP and the IAM-SCAR+I methods. Also included the IAM-SCAR+I+Rot cross
section.
effect is very relevant in very low energy collisions4, which we can observe in the ICS. There
is also the inclusion of the Born closure procedure5, which improves the description of the
long range interactions, such as permanent dipolar momentum, shown as the grey line in
Figure 4.7. The ICS obtained from the Schwinger method also shows a good agreement
with the experimental data, although it is slightly underestimated.
4As previous mentioned in section 3.4.1, at very low incident electron energy, there is a longer interaction
with the target molecule, causing a significant polarization of its electronic cloud, which leads to an increase
in the magnitude of the cross section.
5The Born closure procedure was mentioned earlier in section 3.4.1.
56
4.6. DISCUSSION
4.6 Discussion
The main focus of this contribution was to describe the scattering dynamics in electron
collisions with anaesthetic compounds in the low- to intermediate-energy region and to
validate the use of two different but complementary theoretical methods.
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Figure 4.8: Comparative integral cross sections of isoflurane (light blue), sevoflurane (black)
and halothane (dark blue) molecules, theoretical and experimental (circles and "X"). The
dotted lines shows the SMC calculations. The dashed lines shows elastic scattering with
the inclusion of rotational effects (in the small frame), while the straight line is without
such effect, both from IAM-SCAR+I method.
In Figure 4.8 we show a comparison between the integral electron scattering cross
sections for the three molecules studied in this work, sevoflurane (black), isoflurane (light
blue) and halothane (dark blue). The solid line shows the IAM-SCAR+I calculations
for the three molecules, while the ICS obtained from SMC are presented as a dotted
line. It is possible to observe that, although the Schwinger data are underestimated, the
same tendency between the three different molecules, observed on the IAM-SCAR data,
is preserved: sevoflurane being the one with the greatest magnitude and halothane having
the smallest in both methods. It can be noted that at 10eV the calculated ICSs for the
three molecules follow the same trend. The dashed line in the inset shows the elastic
scattering with the inclusion of rotational effects, while the solid line is without such effect,
both from the IAM-SCAR calculations.
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The experimental data also shows a good agreement for the three molecules at 10,
20 and 30 eV. For 50 eV, isoflurane and sevoflurane experimental ICSs are in perfect
coincidence, while for halothane the magnitude is about 30% lower.
As far as these molecules are concerned, we have presented for the first time a joint
experimental and theoretical investigation on the elastic differential cross sections. Below
20 eV electron impact, these results have shown a reasonable agreement between our
experimental data and the SMC-PP method whereas above this energy the IAM-SCAR+I
method describes very well the experimental findings. Also interesting to note is the
excellent agreement of the IAM-SCAR+I calculation, including rotational excitations, to
describe below 20 eV the asymptotic behaviour of the experimental DCS in the forward
direction. Finally, for the entire energy region investigated, 10 - 50 eV, the methodology
implemented shows the relevance of combining both theoretical methods to help describing
the experimental finds.
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Chapter
5
Results: Electronic State
Spectroscopy of key Selected
Anaesthetics Molecules
"We are not to tell nature what she’s gotta be... She’s
always got better imagination than we have.
— Richard P. Feynman, Photons: Corpuscles of Light
In this chapter we report results on the electronic state spectroscopy of isoflurane and
sevoflurane molecules by high resolution photoabsorption spectroscopy and comprehensive
ab initio theoretical calculations on the lowest-lying valence (singlet and triplet), Rydberg
and ionisation states. Our results are discussed with a comparison with other data, where
available, including photoabsorption studies of halothane, previously explored at LCAM,
together with the photolysis rates of these molecules calculated from 0 to 50 km altitude
in the Earth’s atmosphere.
Photoabsorption spectra were recorded using the UV beam line of the ASTRID2
synchrotron facility at Aarhus University, Denmark over the photon range of 5.0–10.8
eV. The experimental apparatus has been described in section 3.2. Ab initio calculations
were performed within the Gaussian 09 package [122]. The ground-state geometries were
optimized at theDFT/LC−ωPBE level [120, 121] [19]. For H, C, F, O and Cl, a Dunning’s
aug-cc-pVTZ basis set was used [123, 143]. The electronic spectra were calculated at the
TD−DFT/LC −ωPBE/aug− cc− pV TZ level, using an extended basis set consisting
of a (5s5p2d) set of Rydberg orbitals located at the mass centre of the molecule (aug-
cc-pVTZ+R basis set). The exponents were obtained using the method proposed by
Kaufmann et al. [124]. The oscillator strengths were obtained using the length gauge. The
lowest vertical ionization energies were obtained from Koopmans’ theorem and also with
the Partial Third Order (P3) at the LC −ωPBE/aug− cc− pV TZ geometries [144] and
Outer Valence Greens Function (OVGF) [145] propagator methods.
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A literature survey reveals a UV absorption spectrum of anaesthetics in the range
200–350nm (6.20–3.54eV) by Langbein et al.[9] in order to obtain the atmospheric lifetimes
of these compounds, however they state that "all three anaesthetics had substantial UV
absorption only below 250 nm", it is not shown the absorption spectrum for sevoflurane,
and for isoflurane the spectrum is presented only in the 200-230 nm range, which does not
overlap the range investigated in our work, making a comparison impossible. A vibrational
assignment of sevoflurane, (CF3)2CHOCH2F reported by Dom et al. [12] and non-linear
Raman spectroscopy of sevoflurane and isoflurane by Nagashima and co-workers [13]. As
far as molecular structures of isoflurane and sevoflurane are concerned, ab initio methods
have been used by Lesarri et al. [10], Ren and Li [9] and Tang et al. [14]. Finally we
note experiments on negative ion formation through dissociative electron attachment to
isoflurane and enflurane by Matias et al. [15].
5.1 Sevoflurane
5.1.1 Eletronic structure of sevoflurane
From the present ab initio calculations at the LC−ωPBE/aug−cc−pV TZ level, sevoflu-
rane has C1 symmetry in its electronic ground state and the calculated electron configura-
tion of the outermost valence orbitals of the X˜1A ground state is: . . . 44a2 45a2 46a2 47a2
48a2 49a2.
Figure 5.1: Representation of the four highest occupied molecular orbital (HOMOs) of
sevoflurane, obtained by LC-ωPBE/aug-cc-pVTZ calculations using Gaussian 09 [122] and
visualized using Chemcraft software [146].
Examination of the ground-state molecular orbitals (MOs), in Figure 5.1, shows that the
highest occupied molecular orbital (HOMO), 49a, the second highest occupied molecular
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orbital (HOMO-1), 48a, and the third highest occupied molecular orbital (HOMO-2), 47a,
have mainly O lone pair character. We can anticipate that promotion of nO electrons
will result in the absence of vibrational excitation features since these do not participate
in C − O bonding. The lowest unoccupied molecular orbital (LUMO), 50a, is mixed
3s/σ∗ character and the second lowest unoccupied molecular orbital (LUMO+1), 51a, is of
antibonding valence character σ∗(C−O), where the present theoretical studies have shown
considerable overlap of the lowest Rydberg states with valence states mainly involving the
C −O bond.
5.1.2 Electronic excitation of sevoflurane
Figure 5.2 shows the VUV photoabsorption spectrum of sevoflurane (C4H3F7O) in the
5.0–10.8 eV photon energy range. The calculated transition energies, oscillator strengths,
and the main character of the wave function are shown in Table 5.1 for singlet and triplet
states (TD-DFT results). A close inspection of this table reveals a reasonably good
agreement between experiment and theory, within ±0.5eV, which is reasonable given the
level of accuracy of the calculations. Some members of the Rydberg series are tentatively
assigned for the first time with the help of the calculated vertical ionisation energys (IEs)
at different levels of theory, presented in Table 5.2. The lowest energy 12.275 eV (49a)−1
has been used to calculate the quantum defects associated with transitions to Rydberg
orbitals.
Figure 5.2: VUV photoabsorption cross-section of sevoflurane.
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The major photoabsorption band of sevoflurane is classified mainly as valence transitions
of 1(σ∗← nO) character and members of Rydberg series converging to the lowest ionisation
energies. We now discuss the valence and Rydberg excitation of sevoflurane highlighting
the most relevant features assigned with the help of theoretical calculations.
5.1.2.1 Valence singlet excitation of sevoflurane
Some of the excited states of sevoflurane were assigned as valence/Rydberg mixed character,
but most of them as Rydberg orbitals, as shown in Table 5.1. The photoabsorption
spectrum of sevoflurane in Figure 5.2 shows that the lowest-lying singlet electronic state
has a vertical value at 8.87(5) eV (4.1 Mb), which is in reasonably good agreement
with the calculation result of 9.1794eV. Here this transition is assigned to 31A← X˜1A,
(3s/σ∗← nO, 49a) with a calculated oscillator strength fL = 0.012. The other two major
broad bands centred at 9.85(6) and 10.43(6) eV, with local cross-section values of 13.3
and 18.1 Mb, can be classified mainly as Rydberg transitions due to the promotion of
an electron from the HOMO (49a) to 3p and 3d unoccupied MOs, and will be discussed
latter. The representation of all molecular orbitals of the electronic transitions are shown
in appendix B.
5.1.2.2 Valence triplet excitation of sevoflurane
As far as we are aware, these are the first set of theoretical calculations on the lowest-
lying triplet states of sevoflurane presented in blue in Table 5.1. Although the VUV
photo-absorption data shown in Figure 5.2 is related to optically allowed transitions,
the particularly low intensities observed at 8 eV may be related to optically forbidden
transitions. We note that in these energy regions the poor signal-to-noise ratio due to
the considerable low cross-section values (< 0.1 Mb) in the present experiments make it
difficult to obtain smoother VUV profiles.
The theoretical calculations in Table 5.1 report the sevoflurane lowest valence/Rydberg
triplet transition energies calculated at the TD−DFT/LC−ωPBE/aug−cc−pV TZ+R
level. The lowest lying electronic state at 8.757 eV is assigned to the 13A← X˜1A, (3s/σ∗nO,
49a) transition but is 1.5eV above the weakest feature at 7.230 eV. Unfortunately we are
not aware of any available data in the literature to compare with.
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5.1.2.3 Ionisation energies of sevoflurane
Table 5.2 presents the calculated vertical ionisation energies (IEs) for sevoflurane at different
levels of theory where intensities have been obtained with the LC−ωPBE/aug−cc−pV TZ
geometry. A general overview of the tabulated values reveal that all the theoretical methods
agree reasonably well with each other with the exception of Koopmans’ theorem. Such
discrepancy is not surprising in view of the improper electron correlation (and relaxation)
treatment in the Koopmans’ theorem. We are not aware of any experimental ionisation
energies to compare with our calculations. However, our experience with several other
molecular targets, in particular for the anaesthetic halothane [147] and more recently in
the case of the XF4 (X=C, Si and Ge) molecules [29,30], reveals that the P3 and OVGF
results are very close to each other and reproduce the experimental data reasonably well, to
within 0.6 eV. In order to assign the sevoflurane lowest lying Rydberg members converging
to the ionic electronic ground state only, we have used the vertical IE value of 12.275 eV
(Table 5.2).
Orbital Koopmans’ OVGF P3 P3+
E(eV) E(eV) PS E(eV) PS E(eV) PS
31a−1 20.991 19.034 0.907 19.022 0.902 18.828 0.896
32a−1 20.503 18.666 0.908 18.565 0.904 18.378 0.898
33a−1 20.201 18.122 0.910 17.980 0.907 17.777 0.900
34a−1 19.985 17.833 0.910 17.684 0.907 17.474 0.901
35a−1 19.815 17.837 0.910 17.754 0.905 17.568 0.900
36a−1 19.727 17.579 0.910 17.431 0.906 17.220 0.900
37a−1 19.640 17.483 0.910 17.334 0.906 17.120 0.900
38a−1 18.857 16.803 0.912 16.661 0.907 16.454 0.902
39a−1 18.768 16.681 0.911 16.535 0.907 16.326 0.901
40a−1 18.484 16.376 0.911 16.212 0.907 16.001 0.901
41a−1 18.419 16.338 0.911 16.181 0.907 15.971 0.901
42a−1 18.316 16.079 0.910 15.897 0.907 15.676 0.901
43a−1 18.085 15.862 0.910 15.662 0.907 15.442 0.901
44a−1 17.604 15.623 0.908 15.588 0.903 15.373 0.897
45a−1 17.280 15.355 0.910 15.328 0.905 15.136 0.900
46a−1 16.901 15.128 0.911 15.228 0.904 15.068 0.900
47a−1 15.614 14.160 0.914 14.286 0.909 14.167 0.906
48a−1 14.814 13.427 0.913 13.406 0.910 13.268 0.906
49a−1 13.867 12.275 0.910 12.375 0.906 12.219 0.901
Table 5.2: Vertical ionization energies and intensities (pole strengths PS) of sevoflurane
molecule, obtained from Koopmans’ theorem and also with the Partial Third Order (P3) at
the LC-ωPBE/aug-cc-pVTZ geometries [144] and Outer Valence Greens Function (OVGF)
[148] propagator methods.
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5.1.2.4 Rydberg excitation of sevoflurane
The peak positions, En, in the photoabsorption spectra consisting of structures super-
imposed on diffuse features extending to the lowest ionisation energies (IEs), have been
compared using the Rydberg formula
En = Ei− R(n− δ)2 (5.1)
where Ei is the ionisation energy, n is the principal quantum number of the Rydberg orbital
of energy En, R is the Rydberg energy constant (13.61 eV), and δ the quantum defect
resulting from the penetration of the Rydberg orbital into the core. The first members of
the Rydberg features in the spectra are proposed with the quantum defect calculations as
our only guide, so the values in Table 5.3 are just tentative assignments. Higher members
of the Rydberg series, where n > 4 members are expected to lie, were not attempted since
these features are beyond the energy region investigated. The identification of Rydberg
states was based more firmly on the symmetry and shape of the single occupied orbitals
and the values of the oscillator strengths (Table 5.1).
For the members of the Rydberg series converging to the ionic electronic ground state,
we have assigned 3s, 4s, 3p and 4d features at 8.87(5), 10.43(6), 9.85(6) and 10.43(6) eV
with quantum defects 1.00, 0.97, 0.63 and 0.28. Note that the 8.87(5) eV feature has mixed
valence/ Rydberg character, 3s/σ∗← 49a, although the rather broad nature of the band
correlates to the dissociative σ∗ character of the 3s orbital.
Vertical energy δ Assignment
(49a) → ns(a)
8.87(5)(s) 1.00 3s
10.43(6)(b) 0.97 4s
(49a) → np(a)
9.85(6)(s) 0.63 3p
(49a) → nd(a)
10.43(6)(b) 0.28 3d
Table 5.3: Energies1 (eV), quantum defects (δ), and assignments of the ns, np and nd Ryd-
berg series converging to the ionic electronic ground state (49a)−1, with IE1 = 12.275eV .
(s) means a shoulder;
(b) means a broad feature.
1The last decimal of energy value is given in brackets for these less revolved features.
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5.2 Isoflurane
5.2.1 Electronic structure of isoflurane
Sevoflurane (C4H3F7O) and isoflurane (C3H2ClF5O) molecules, represented in 5.3, are
very similar, the main difference is the presence of a chlorine atom in the later, as a
substitute of the CF3 group in the former. Thus, it is not surprising that its electronic states
have several resemblances. Like sevoflurane molecule, isoflurane also has C1 symmetry
and, from de calculations at the LC −ωPBE level, the outermost valence orbitals of the
X˜1A ground state is: . . . 40a2 41a2 42a2 43a2 44a2 45a2.
Figure 5.3: Representation of the sevoflurane (left) and isoflurane (right) formulas.
Figure 5.4: Representation of the five highest occupied molecular orbital (HOMOs) of
isoflurane molecule, obtained by LC-ωPBE/aug-cc-pVTZ calculations using Gaussian 09
package [122] and visualized using Chemcraft software [146].
The ground-state MOs, in Figure 5.4, show that in the case of isoflurane the highest
occupied molecular orbital (HOMO), 45a, and the second highest (HOMO-1), 44a, have Cl
lone pair character, and the third highest occupied molecular orbital (HOMO-2), 43a, has
O lone pair character. Promotion of nCl electrons will result in the absence of vibrational
excitation features, because these do not participate in C−Cl bonding. As far as the lowest
unoccupied molecular orbitals are concerned, for isoflurane the (LUMO), 46a, is mainly
σ∗(C −Cl) and the (LUMO+1), 47a, of σ∗(C −O) antibonding character. In the same
way as for sevoflurane, a considerable overlap of the lowest Rydberg states with valence
states mainly involving the C −O bond are shown in the present theoretical calculations.
The calculated transition energies, oscillator strengths, and the main character of the wave
function is shown in Table 5.4 for singlet and triplet states and the calculated vertical
IEs are presented in Table 5.5 and the lowest ionisation energy at 12.316 eV (45a)−1 have
been used to calculate isoflurane quantum defects associated with transitions to Rydberg
orbitals.
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5.2.2 Electronic excitation of isoflurane
The VUV photoabsorption spectrum of isoflurane (C3H2ClF5O) is shown in Figure 5.5 and
the calculated vertical excitation energies and oscillator strengths (singlet and triplet states)
are presented in Table 5.4, in which it is possible to observe a good agreement between
experiment and theory, with the same level of accuracy as shown for sevoflurane. The
representation of all the molecular orbitals of corresponding to the electronic transitions
are shown in appendix C. This is the first assignments for some members of the Rydberg
series, with the help of the calculated vertical ionisation energies (IEs) at different levels
of theory.
Figure 5.5: VUV photoabsorption cross section of isoflurane molecule.
For isoflurane, the major photoabsorption band is classified as valence transitions of
1(σ∗← nCl) character. In fact, by carefully observing the Table 5.4, it can be observed that
the vast majority of the transitions are to orbitals that have exclusive valence character,
with only a few transitions to the Rydberg or mixed character orbitals. The broad and
structureless nature of the VUV features may be indicative of dissociative-like character
of the valence transitions, which is not surprising since the electronic excitation is mainly
restricted to the promotion of chlorine lone pair electrons to σ∗ antibonding orbitals.
Additionally, we note in the photoabsorption profiles in Figure 5.5 the contribution of an
underlying signal above 8.5eV which may be related to dissociative and/or pre-dissociative
states contributing to a shift upwards from the base line of the VUV spectra. It is
interesting to note that previous comprehensive description of the anaesthetic halothane
(CF3CHBrCl) electronic state spectroscopy [147] such behaviour has also been reported,
although at slightly lower excitation energy ( 7eV ).
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5.2.2.1 Valence singlet excitation of isoflurane
Figure 5.5 shows isoflurane photoabsorption spectra in the 5.5–10.8 eV range, where several
broad bands have been assigned to transitions from occupied molecular orbitals to valence
and/or Rydberg orbitals, as listed in Table 5.4. The lowest-lying excited state at 7.64(4)
eV (0.5 Mb) is assigned to the 41A ← X˜1A (σ∗(C − Cl), 44a) transition according to
the theoretical calculation. The second absorption band with the most prominent feature
in the VUV spectrum at 9.096 eV and a local cross-section of 27.5 Mb, is assigned to a
(σ∗(C−Cl)← 41a) transition. Other weak features in the VUV spectrum are barely visible
at 9.59(6), 9.74(0) and 10.105 eV and are tentatively assigned to (3s/σ∗(C −Cl)← 44a),
(3p← 44a) and (3p/σ∗(C−O)← 43a) transitions respectively, where the Rydberg character
will be discussed in section 5.2.2.4. Note that the (3s/σ∗(C −Cl)← 44a) transition has a
calculated oscillator strength (∼ 0.06) similar to the most intense transition at 9.096 eV
and a term value of 2.72 eV which is too low for a Rydberg excitation. Thus this transition
is assigned mainly of valence character.
5.2.2.2 Valence triplet excitation of isoflurane
As for sevoflurane, we are not aware of any previous theoretical calculations on the lowest-
lying triplet states of isoflurane.
A close inspection of the MOs, in Figure 5.4, reveals that the HOMO (45a) also shows
some σ(C−C) character while the HOMO-1 (44a) has some σ(C−O) character. The lowest
valence triplet transition energy calculated at the TD−DFT/LC − ωPBE/aug− cc−
pV TZ +R level assigns the features at 6.696 eV to 13A← X˜1A, (σ∗(C −Cl)← nCl,45a)
and at 6.929 eV to 23A← X˜1A, (σ∗(C −Cl)← nCl,44a) (Table 5.4). However, the cross-
section in the low photon energy of Figure 5.5 reveals three features at 6.358, 6.498 and
6.65(9) eV with an average energy spacing of 0.151 eV ( 1220cm−1). The origin of the band,
ν0−0, is tentatively assigned to be 6.358 eV. The infrared spectrum of isoflurane has been
reported by Andersen and co-workers [149] where intense absorption features are observed
between 1100 and 1250cm−1. Although the authors do not give any assignments for those
peaks, the fine structure energy spacing in the VUV spectrum is tentatively assigned to νA
corresponding to the C−O stretching mode from the ground state frequency of acetic acid
0.147 eV (1182cm−1) [150]. Due to the considerable similarity in the C−O−C geometry
between isoflurane and sevoflurane, such an assumption seems reasonable since the work
of Andersen et al. [11] for products of chlorine atom initiated oxidation of sevoflurane
reveal an infrared feature at 1123cm−1 assigned to the ν(C−O) stretching mode. Another
possibility is contamination in the sample during the measurements.
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5.2.2.3 Ionisation energies of isoflurane
The vertical ionisation energies (IEs) of isoflurane are presented in Table 5.5 at different
levels of theory where intensities have been obtained with the LC−ωPBE/aug−cc−pV TZ
geometry. Alike with sevoflurane, the IEs of isoflurane obtained though OVGF, P3 and
P3+ methods agree very well with each other, only the Koopmans’ theorem shows some
discrepancy, for the reason mentioned above. We are not aware of any experimental
ionisation energies to compare with our calculations. The first vertical IE value of 12.316
eV was used in order to assign the lowest lying Rydberg members converging to the ionic
electronic ground state.
Orbital Koopmans’ OVGF P3 P3+
E(eV) E(eV) PS E(eV) PS E(eV) PS
31a−1 20.007 17.830 0.907 17.673 0.904 17.457 0.897
32a−1 19.923 17.728 0.908 17.554 0.905 17.331 0.899
33a−1 19.184 17.104 0.908 16.915 0.905 16.697 0.898
34a−1 18.943 16.935 0.907 16.826 0.903 16.614 0.897
35a−1 18.845 16.905 0.909 16.798 0.904 16.601 0.899
36a−1 18.588 16.520 0.909 16.374 0.905 16.162 0.899
37a−1 18.350 16.300 0.907 16.212 0.902 16.007 0.897
38a−1 18.236 16.011 0.909 15.801 0.906 15.575 0.899
39a−1 18.149 16.186 0.909 16.028 0.905 15.817 0.899
40a−1 17.553 15.666 0.905 15.728 0.899 15.535 0.894
41a−1 16.569 15.060 0.914 15.176 0.907 15.057 0.904
42a−1 15.828 14.230 0.906 14.261 0.902 14.094 0.897
43a−1 14.377 12.970 0.907 13.082 0.903 12.945 0.899
44a−1 13.481 12.595 0.907 12.541 0.903 12.514 0.902
45a−1 13.182 12.316 0.910 12.301 0.906 12.276 0.905
Table 5.5: Vertical ionization energies and intensities (pole strengths PS) of isoflurane
molecule, obtained from Koopmans’ theorem and also with the Partial Third Order (P3) at
the LC-ωPBE/aug-cc-pVTZ geometries [144] and Outer Valence Greens Function (OVGF)
[148] propagator methods.
5.2.2.4 Rydberg excitation of isoflurane
In the same way as in section 5.1.2.4, the values in Table 5.6 are just tentative assignments,
since the first members of the Rydberg features in the spectra are proposed with the
quantum defect calculations as our only guide. The identification of Rydberg states was
based more firmly on the symmetry and shape of the single occupied orbitals and the values
of the oscillator strengths. Unlike for sevoflurane, there are only few Rydberg orbitals
within the first low-lying excited states of isoflurane, and most of them have a mixed valence
character, as shown in Table 5.4. The feature at 9.59(6) eV in the VUV photoabsorption
spectrum of isoflurane (Figure 5.5) is mainly valence in character, σ∗(C − Cl) ← 44a,
but could have a Rydberg character as predicted by the calculations and assigned to the
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3s ← 44a transition, although with a low quantum defect (δ = 0.76) for an ns series.
However the feature at 9.096 eV fits much better a 3s Rydberg member with a quantum
defect δ = 0.94. The other lowest-lying members of the np and np’ series are assigned at
9.74(0) and 10.105 eV with δ = 0.70 and δ = 0.52.
Vertical energy δ Assignment
(44a) → ns(a)
9.096 0.94 3s
(44a) → np(a)
9.74(0)(s) 0.70 3p
(49a) → np′(a)
10.105 0.52 3p’
Table 5.6: Energies2 (eV), quantum defects (δ), and assignments of the ns, np and nd Ry-
dberg series converging to the ionic electronic ground state (45a)−1, with IE1 = 12.316eV ,
of isoflurane.
(s) means a shoulder.
5.3 Discussion
The absolute cross-sections can be used in combination with solar actinic flux, measured
as a function of wavelength, to estimate the photolysis rates of the molecules in the
atmosphere. The photolysis rates J were calculated considering the spectroradiometry
technique, where we used the solar actinic flux F (z,λ)3, the experimental photoabsorption
cross section σ(λ) and the quantum yield for dissociation φ(λ)4 [152]:
J =
∫ ∫
F (z,λ)σ(λ)φ(λ)dλdz. (5.2)
The photolysis lifetime is therefore simply reciprocal of the total photolysis rate, giving
by J−1.
Longer photolysis lifetimes of several hundreds of sunlit days were calculated for both
sevoflurane and isoflurane, at altitudes below the stratopause. This indicates that these
anaesthetics cannot be broken up efficiently by VUV absorption at these altitudes. However,
once in the stratosphere, UV photoabsorption may be the dominant process that releases
halogen atoms that can degrade the ozone layer.
The work of Andersen et al. [11], reports a comprehensive study on the reactions
of isoflurane and sevoflurane with chlorine atoms and OH radicals. Sevoflurane has a
2The last decimal of energy value is given in brackets for these less revolved features.
3The solar actinic flux data used in the calculation of the photolysis rate is from a NASA report [53].
4The quantum yield for dissociation gives the rate of absorptions that results in dissociation of the target
molecule, since this rate is not known for the anaesthetics subject of this work, in the present photolysis
rate calculations, we assume to be unity. Studies have shown that the quantum yield for dissociation of
halogenated compounds are usually very close to one [151], suggesting that this is a good estimated value.
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rate coefficient for reactions with chlorine atoms at room temperature of (1.1± 0.1)×
10−13cm3molecule−1s−1 while for isoflurane this is (4.5± 0.8)× 10−15cm3molecule−1s−1
[11]. In the case of sevoflurane the room temperature rate coefficients for OH radicals
are (7.3± 2.2)× 10−14cm3molecule−1s−1 while for isoflurane the value is (1.5± 0.2)×
10−14cm3molecule−1s−1 [11]. As far as atmospheric implications are concerned, these
authors have pointed out that the interaction of isoflurane and sevoflurane with OH
radicals and Cl atoms can determine their fate in the Earth’s atmosphere, although the
concentration of Cl atoms is not sufficient to determine the lifetime of these anaesthetics [11].
Additionally, the reactions initiated by the degradation products of these anaesthetics are
not of environmental concern [11], yet these may provide one of the main sink mechanism
of isoflurane and sevoflurane in the Earth’s atmosphere. Nonetheless, compared with OH
radical reactions for halothane, (1.5× 10−14cm3molecule−1s−1 [54, 147]) UV photolysis
is not expected to play a significant role in the tropospheric removal of the halothane
molecules. Therefore, compared with radical reactions, UV photolysis is not expected to
play a significant role in the tropospheric removal of these molecules.
At 20km, isoflurane has a photolysis lifetime of ∼ 80 years, sevoflurane of ∼ 50 years.
Above to 30km, the lifetime rates drops to less than two years for sevoflurane, less than
one year for isoflurane. For halothane5 the calculation showed less than 100 sunlit days at
altitudes above 20 km and less than a day above 30 km.
5The photoabsorption measurements of halothane molecule used for the calculation of the photolysis
rate were carried out by LCAM research group prior to this work, and published by Ferreira da Silva at
al.[147]. Such is shown here for the purpose of comparison.
72
Chapter
6
Results: Electronic State
Spectroscopy of Methanol
"While I am describing to you how nature works, you
won’t understand why nature works that way. But you see,
nobody understands that..
— Richard P. Feynman, QED: The Strange Theory of
Light and Matter
Methanol is a molecule notorious for its greenhouse potential that occurs naturally
during the decomposition of organic matter, and that is one of the reasons it’s present in
significant amounts in the Earth’s atmosphere. It is the second most abundant tropospheric
volatile organic compound, with mixing ratios regularly exceeding 10 parts per billion
[153]. Another factor leading to an increase in the emissions of such species into the lower
atmosphere is the current urgent need to use alcohols as renewable energy sources, making
the interaction of alcohols with UV radiation extremely relevant from the environmental
point of view [154]. It is the simplest of the alcohols, being extensively explored in the
literature [154–159], which makes it a prototype molecule, and its comparison with other
molecules of environmental interest a very useful tool. Methanol is also a vital molecule
within the interstellar chemistry because the UV photodissociation of condensed methanol
is thought to be the main mechanism that drives the formation of more complex molecules
which are incorporated into the protoplanetary disks of new solar systems [155–159].
In this chapter we report results on the electronic state spectroscopy of methanol
molecules by high resolution photoabsorption spectroscopy and comprehensive ab initio
theoretical calculations on the lowest-lying valence (singlet and triplet), Rydberg and
ionisation states.
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6.1 Electronic structure of methanol
Methanol has Cs symmetry in its electronic ground state, with representations available A’
and A”. The ab initio calculations at the LC−ωPBE, were performed with two different
sets of basis functions: the aug − cc− pV TZ [123, 143] already used for the molecules
above, and the aug−cc−pV QZ [124], both using the same extended set of diffuse functions
(5s5p2d) located at the mass centre of the molecule for a better description of the Rydberg
orbitals, as mentioned for the anaesthetics. The electronic configuration of the ground
state X˜1A′ of methanol is: 1a′2 2a′2 3a′2 4a′2 5a′2 1a′′2 6a′2 7a′2 2a′′2.
Figure 6.1: Representation of the two highest occupied molecular orbitals (HOMO and
HOMO-1) of methanol, obtained by LC-ωPBE/aug-cc-pVTZ calculations using Gaussian
09 [122] and visualized using Chemcraft software [146].
The highest occupied molecular orbital (HOMO), 2a′′, is primarily the lone pair orbital
of oxygen atom O(2p), perpendicular to the plane of the molecule, and the second highest
occupied molecular orbital (HOMO-1) is a combination of C(2p), O(2p) and H(1s) atomic
orbitals, both are shown in Figure 6.1.
6.1.1 Electronic excitation of methanol
In the photoabsorption cross section of methanol (CH3OH), shown in Figure 6.2, there
are four clearly distinct main structures: a weak continuous feature lying between 6.0-7.5
eV, two sharp intense vibronic structures, peaking at about 7.7 eV and 8.2 eV and a well-
pronounced continuous increasing structure with some weak features, above 8.9 eV. The
vertical excitation energies and oscillator strengths (singlet and triplet states), calculated
at TD−DFT/LC−ωPBE level for the two sets of basis functions, are presented in Table
6.1.
The assignment of the transitions show some discrepancies from the available informa-
tion in the literature. The week continuum lying between 6.0− 7.5eV was first assigned
as a transition to an unoccupied valence orbital (σ∗) [160–162] and latter re-assigned as
a transition to a Rydberg orbital [163–165]. The two sharp vibronic progressions are
both transitions to a 3p Rydberg states, were it is possible to identify some vibrational
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Figure 6.2: VUV photoabsorption cross-section of methanol.
structures. The pronounced increasing structure consists of an overlap of several transi-
tions, with small spacings, which makes very difficult the identification of each one in the
photoabsorption spectrum, as well as assignment of the vibrational modes present in this
region.
6.1.1.1 Valence excitation of methanol
As shown in Table 6.1, the excited states are here assigned as valence/Rydberg mixed
character or strictly Rydberg orbitals.
The continuous smooth feature lying between 6.0− 7.5eV presents a broad and weak
structure. This is a characteristic shape of a valence orbital, previously assigned in refer-
ences [160–162]. In 1970, Robin and Kuebler [163] assigned this transition to a 3s Rydberg
orbital. According to this study "the big-orbit, Rydberg nature of the first three singlet
upper states of methanol can be demonstrated using the unique effect of high pressure gases
on Rydberg transitions" [163, 166]. The same study also compares methanol (CH3OH)
with water (HOH), together with a set of other X −OH molecules, where it is pointed
out that "the first broad band at 6.8 eV in both the electron impact and optical spectra of
methanol seems to be analogous to the broad, featureless band at 7.44 eV in water"[163]. In
2002, Cheng et al. [165] reported that the first excited state of methanol is well described
as a 3s Rydberg orbital rather than a valence character, through the inspection of the
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electronic density of the lowest unoccupied molecular orbital (LUMO) of the ground state
calculated with TD−DFT method.
Figure 6.3: Geometry of methanol for (a) the ground state, (b) the first excited state
3s/σ∗(OH), which is nearly dissociative, (c) the second and (d) third excited states, both
3p Rydberg orbitals and eclipsed. Calculations were performed in TD-DFT level, using
Q-Chem code, version 4.3 [167].
Nevertheless, we can not ignore the high value of the quantum defect obtained in this
work, both for the experimental and for the theoretical data, of 1.20 and 1.16, respectively1,
such also highlighted by Salahub and Sandorfy [161]. Furthermore, the calculations for
the molecular geometries, in Figure 6.3, show a distortion of the equilibrium geometry in
the first excited state, at the O−H bond, which means an antibonding valence orbital
must be involved, since transitions from a nonbonding valence orbital to a purely Rydberg
orbital should not result in a change of the distances between the atoms [168]. For this
reason, we chose to assign the lowest unoccupied molecular orbital (LUMO) of methanol
as being a valence/Rydberg mixed character 3s/σ∗ orbital.
1The quantum defects of methanol, together with the Rydberg series, are presented in Table 6.2.
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6.1.1.2 Rydberg excitation of methanol
All the excited states of methanol have a Rydberg character, some of them mixed with
valence orbitals. The first structure of the VUV photoabsorption spectrum, in Figure 6.2
peaks at 6.753 eV, with a maximum of 0.61 Mb, in excellent agreement with previous
studies [160, 161, 169]. The two absorption bands with sharp vibronic structures, with
peaks at 7.72 and 8.32 eV, are both assigned to 3p Rydberg transition, following the
classification of Robin [163, 164] and Nee, Suto and Lee [169]. The calculated energies
for each transition, and their respective assignment, are presented in Table 6.1, and the
representation of all molecular orbitals are shown in appendix D. The calculations show
that the third and the forth exited states are almost degenerated, with calculated energies
of 8.424 and 8.429eV for the aug− cc− pV QZ +R set of basis function, and energies of
8.421 and 8.425 eV for aug− cc− pV TZ+R, however these are not distinguishable in the
photoabsorption spectrum.
We have performed calculations of the first members of the Rydberg series for methanol
(Table 6.2), and the quantum defects are used only as an additional tool for the assignment.
The identification of Rydberg states was based more firmly on the symmetry and shape
of the single occupied orbitals and the values of the oscillator strengths (Table 6.1).
For the members of the Rydberg series converging to the ionic electronic ground state
(10.94 eV), we have assigned 3s, 4s 5s, features at 6.745, 9.231 and 9.983 and 10.43(6)
eV with quantum defects of the first two members of 1.19, and the third of 1.22. This is
notoriously considered a very high value for a s orbital, but Robin’s studies regarding the
effects of high pressure gases on Rydberg transitions [163, 164] were taken into account,
as was discussed in section 6.1.1.1. Note that the 6.745 eV feature has mixed valence/
Rydberg character, 3s/σ∗.
Vertical energy δ Assignment
(18a”) → ns
6.745 1.19 3s
9.231 1.19 4s
9.983 1.22 5s
(18a”) → np
7.72(0)(s) 0.94 3p
9.492(s) 1.06 4p
10.101(s) 1.05 5p
(18a”) → np′
8.315 0.72 3p’
9.641 0.76 4p’
10.221 0.65 5p’
Table 6.2: Energies (eV), quantum defects (δ), and assignments of the ns, np and np’
Rydberg series converging to the ionic electronic ground state (18a′′)−1, with IE1 =
10.94eV , of methanol.
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6.1.1.3 Ionisation energies of methanol
Photo-ionisation of methanol has been extensively investigated over the years by several
groups [170–174]. The experimental data of the first ionisation energy, which corresponds
to the removal of an electron from de 2a′′ orbital, ranges from 10.83 to 10.96 eV among
the several studies available in the literature. In this study we take the ionisation energies
from Robin [163, 164], listed in Table 6.3.
Orbital E(eV)
2a′′−1 10.94
7a′−1 12.62
6a′−1 15.21
1a′′−1 15.64
5a′−1 17.62
4a′−1 22.65
3a′−1 32.20
2a′−1 292.3
1a′−1 538.9
Table 6.3: Experimental vertical ionisation energies (eV) of methanol, from [163, 164].
6.1.1.4 Vibrational excitation of methanol
At least five vibrational modes are clearly identified in the photoabsorption spectrum of
methanol, in Figure 6.2. The calculated harmonic modes2 for the ground state and the
first four excited states of methanol are shown in Table 6.5, along with the experimental
data in Figure 6.4.
The first excited state, assigned to a transition to a 3s/σ∗ orbital has a smooth week
structure in the VUV spectrum, with no visible fine structure, but the calculated harmonic
modes are presented in Table 6.5.
The second excited state of methanol is a vibronic structure between 7.6 and 8.2 eV,
assigned to a 3p Rydberg transition, were it is possible to observe four distinct vibrational
modes: the O−H stretching (∼ 3311cm−1, ν1), the CH3 rocking (∼ 1066cm−1, ν10 or
ν9), C −O stretching (∼ 786− 806cm−1, ν11) and the CH3 torsion (∼ 517− 548cm−1,
ν12), shown in Figure 6.4. The assignment of the harmonic modes was made based on
the theoretical calculations for the second excited state, shown in Table 6.5, where the
frequency of the CH3 torsion mode in the first 3pσ state is 425.84cm−1. The ν11 vibrational
mode (C−O stretching) is consistent with previous works, Sominska and Gedanken [175]
reported an harmonic of frequency 825cm−1, Cheng et al. [165] of 806cm−1, and Nee,
Suto and Lee [169] of 870cm−1.
2The calculations of the harmonic modes of methanol were performed by the collaboration reasarch
group in Lille University, France, in the purpose of this study.
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Figure 6.4: VUV photoabsorption spectrum in the energy range of the first and second
vibronic structure of methanol.
Only one additional harmonic frequency was reported by Nee, Suto and Lee, of 620−
520cm−1, while Cheng et al. [165] [165] reported harmonics of 3322, 1087 and 573cm−1,
assign to O−H stretching, C −O−H bending and CH3 wagging modes, respectively.
In the region between 8.2 and 8.9 eV, the calculations show two nearly degenerated
transitions from HOMO to 3ppi(A′′) and to 3pσ′(A′), but they are not distinguishable
in the photoabsorption spectrum. In this range of energy, two vibrational modes of
∼ 1004− 1034cm−1 and ∼ 222− 272cm−1 are discernible. The first, CH3 rocking (ν10
or ν9) is also reported by Cheng et al. [165] and Sominska and Gedanken [175], both with
values of ∼ 1050cm−1, the second, CH3 torsion ν12, was only observed by Cheng et al.
[165], at of ∼ 198cm−1. In this region there is a significant difference in the harmonic
frequency of the torsion mode, 146.88cm−1 for the calculations of the third excited state,
3ppi, shown in Table 6.5. A third is also observed, at ∼ 1049− 1314cm−1, and is probably
a combination of O−H bending (ν8) and CH3 rocking (ν10 or ν9) modes.
There are two shoulders (at 8.260 and 8.288 eV) that appear in the left of the electronic
transition (at 8.315 eV), with spacing of ∼ 222cm−1. It is reasonable to assume that the
CH3 torsion (ν12) begins at 8.60 eV. Another possibility is that these weak features are
sequence bands, due to closely spaced members and the high population for vibrational
excitation in the ground state at room temperature [71, 74, 75, 77].
80
6.1. ELECTRONIC STRUCTURE OF METHANOL
Rydberg state Vibrational level Energy ∆ν Assignment
3pσ ν1 = 0 7.72eV O-H stretching
ν1 = 1 8.13eV 3311cm−1
ν10 = 0 7.72eV CH3 rocking
ν10 = 1 7.86eV 1065cm−1
ν11 = 0 7.72eV C-O stretching
ν11 = 1 7.82eV 817cm−1
ν11 = 2 7.92eV 798cm−1
ν12 = 0 7.72eV CH3 torsion
ν12 = 2 7.79eV 548cm−1
ν12 = 4 7.86eV 517cm−1
ν12 = 6 7.92eV 548cm−1
ν12 = 8 7.99eV 597cm−1
ν12 = 10 8.05eV 508cm−1
3pσ′/3ppi ν10 = 0 8.31eV CH3 rocking
ν10 = 1 8.44eV 1008cm−1
ν10 = 2 8.57eV 1056cm−1
ν12 = 0 8.26eV CH3 torsion
ν12 = 1 8.29eV 226cm−1
ν12 = 2 8.31eV 217cm−1
ν12 = 3 8.34eV 218cm−1
ν12 = 4 8.38eV 274cm−1
ν8+ ν10 a 8.57eV O-H bending + CH3 rocking
ν8+ ν10 a 8.86eV 2371cm−1
Table 6.4: Experimental energies and vibrational frequencies (∆ν, in cm−1) for vibrational
levels of the Rydberg states.
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Figure 6.5: VUV photoabsorption spectrum in the range of energy of the third vibronic
structure of methanol molecule.
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CHAPTER 6. RESULTS: ELECTRONIC STATE SPECTROSCOPY OF
METHANOL
Exp.a (cm−1) Calculatedb (cm−1) Sym. Mode
Ground State (staggered)
222 301 a” ν12 CH3 torsion
1004 1040 a’ ν11 C-O stretching
1066 1077 a’ ν10 CH3 rocking
1170 a” ν9 CH3 rocking
1314 1366 a’ ν8 O-H bending
1477 a’ ν7 C-H in-plane sym. bending
1498 a” ν6 C-H out-plane asym. bend
1508 a’ ν5 C-H in-plane asym. bend
2993 a’ ν4 C-H parallel sym. stretch
3039 a” ν3 C-H perp. asym. stretch
3106 a’ ν2 C-H perp. asym. stretch
3311 3826 a’ ν1 O-H stretch
3s/σ∗(OH)(staggered)
18 a” CH3 torsion
454 a’ O-H bending
923 a” CH3 rocking
961 a’ C-O stretching
1035 a’ O-H bending
1174 a’ C-H in-plane asym. bending
1294 a’ C-H in-plane sym. bending
1460 a” C-H out-plane asym. bending
1500 a’ CH3 rocking
2706 a” C-H perp. asym. stretching
2768 a’ C-H paral. sym. stretching
3064 a’ C-H perp. asym. stretching
first 3pσ(eclipsed)
425 a” CH3 torsion
781 a’ C-O stretching
979 a” CH3 rocking
1012 a’ CH3 rocking
1158 a’ C-H in-plane sym. bending
1252 a’ O-H bending
1315 a” C-H out-plane asym. bending
1451 a’ C-H in-plane asym. bending
2964 a’ C-H paral. sym. stretching
3114 a” C-H perp. asym. stretching
3184 a’ C-H perp. asym. stretching
3556 a’ O-H stretching
first 3ppi(eclipsed)
146 a” CH3 torsion
773 a’ CH3 rocking
957 a” CH3 rocking
1092 a’ C-H in-plane sym. bending
1196 a’ C-O stretching
1255 a” C-H out-plane asym. bending
1291 a’ O-H bending
1449 a’ C-H in-plane asym. bending
2909 a” C-H perp. asym. stretching
2928 a’ C-H paral. sym. stretching
3093 a’ C-H perp. asym. stretching
3705 a’ O-H stretching
Table 6.5: The vibrational frequencies (in cm−1) a observed in the VUV photoabsorption
spectra of methanol b and calculated by the collaboration research group in Lille.
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6.2. DISCUSSION
The last structure of the VUV methanol spectrum, above 8.8eV, shows some weak
vibrational features overlapping with a large increasing continuous structure. According to
the theoretical calculations most of the electronic transitions in this regions are concentrated
around 9.6eV and 10.1eV, all of them are listed and assigned in Table 6.1.
Nee et al. [169] associated those structures to transitions related with higher Rydberg
states, however, as noted in the aforementioned study, only a comparison with isotopic
data can confirm this assumptions. In this range of energy, shown in Figure 6.5, it is
also possible to identify the C −O stretching vibrational mode (ν11), with frequencies of
853−872cm−1, the CH3 rocking (ν10), with frequencies of 1003−1070cm−1, and also two
other harmonics, of 595− 603cm−1 and 616− 660cm−1, both probably associated with
the CH3 torsion (ν12). Nee et al. [169] identifies another Rydberg series, nd initiating
with n= 3 at 8.99eV (72500 cm−1), which coincides with the beginning of a CH3 torsion
vibrational mode (ν12). Unfortunately, due to the successive overlaps, we were not able to
identify in the spectrum (Figure 6.5) where this series begins.
6.2 Discussion
The photolysis rates methanol were estimated considering the spectroradiometry technique,
where were used the solar actinic flux F (λ) from the literature [176], the experimental
photoabsorption cross section σ(λ) and the quantum yield for dissociation3 [152] using
Equation 5.2.
Methanol has a calculated photolysis lifetime of approximate 13 years at 20km, the
life time drops to 108 days at 30km, which implies that VUV absorption cannot efficiently
break methanol in the lower troposphere. Above 30km, the lifetime rates decrease to less
than 100 sunlit days. Nonetheless, the work of Jiménez, Gilles and Ravishankara [177]
studied the kinetics of the reaction of the hydroxyl radical with methanol as a function
of the temperature given as 3.6± 0.8exp−(415±70)/T ×10−13cm3molecule−1s−1, and most
studies available in literature agree well with an average value for room temperature of
9.4×10−13cm3molecule−1s−1 [178–181]. With a tropospheric lifetime of 10 to 14 days [153,
182–184] the reaction with OH is the main sink mechanism for methanol molecules in the
troposphere. Indeed, studies on the global budget of methanol [182] report that gas-phase
oxidation by OH is responsible for 63% of the global sink balancing, from the total source
of 206Tg/yr, which means that photolysis plays a minor role in the tropospheric removal
of methanol.
3In the present photolysis rate calculations, we assume the quantum yield for dissociation to be unity.
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Chapter
7
Final Considerations
"And whereas sense and memory are but knowledge of fact,
which is a thing past and irrevocable, science is the
knowledge of consequences, and dependence of one fact
upon another."
— Thomas Robbes, Leviathan
7.1 Conclusions
In this thesis we have presented studies for characterization of electronic states of molecules
with environmental impact, through VUV-photoabsorption and elastic electron scattering
by some of the volatile anaesthetics currently in use, in order to comprehensively describe
the underlying molecular mechanisms of these molecules.
The main focus of this contribution, regarding the electron-molecule collision stud-
ies, was to validate the use of two different but complementary theoretical methods to
describe the scattering dynamics in elastic electron collisions with sevoflurane, isoflurane
and halothane anaesthetic compounds in the low- to intermediate-energy region. As far as
these molecules are concerned, we have presented for the first time a joint experimental
and theoretical investigation on the elastic differential cross sections. Below 20 eV electron
impact, these results have shown a reasonable agreement between our experimental data
and the Schwinger multichannel method whereas above this energy the independent atom
model method describes very well the experimental findings. Also interesting to note is
the excellent agreement of the IAM-SCAR+I calculation, including rotational excitations,
to describe below 20 eV the asymptotic behaviour of the experimental DCS in the forward
direction. Finally, for the entire energy region investigated, 10-50 eV, the methodology
implemented shows the relevance of combining both theoretical methods to help describing
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CHAPTER 7. FINAL CONSIDERATIONS
the experimental finds. This joint work opens up the possibility to extend these studies
to other molecular targets.
Moreover, we present, for isoflurane, sevoflurane and methanol molecules, results from
VUV photoabsorption measurements over the energy range 5-10.8eV, together with ab
initio theoretical calculations of the vertical excitation energies and oscillator strengths.
This combined experimental and theoretical study allows a comprehensive description and
characterization of the electronic states of these chemical compounds, and also provided the
first reliable set of absolute photoabsorption cross sections available and electron excitation
transitions for sevoflurane, isoflurane. The measured photoabsorption cross sections were
also used to calculate the photolysis lifetime of the molecules in the Earth’s atmosphere
from ground level up to the limit of the stratopause. Absorption bands attributed to valence
and Rydberg transitions were observed, and a number of new assignments proposed on
the basis of comparisons with the present ab initio calculations. Regarding the methanol
molecule, we were able to observe more transitions than in previous works, and reassigned
some of the transitions and the vibrational modes. Such was possible because we have
employed more diffuse sets of bases functions and also because the measurements were
performed in a high-resolution (∆λ= 0.075nm) experimental set up.
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7.2. FUTURE WORK
7.2 Future Work
A priority for future work would be the electron-molecule collision energy loss measurements
of sevoflurane, isoflurane and halothane molecules, in dipolar and non-dipolar conditions,
particular the later to record the first time experimental evidence of transitions to triplet
states in the halothane molecule, already predicted by theoretical calculations. In fact,
such measurements were planned to be performed within the scope of this work, however
due to time constraints that was not possible to do in due time.
It would also be quite interesting to perform the same set of measurements (VUV-
photoabsorption and electron-molecule collision), and the related calculations, for other
anaesthetics, as Enflurane and Desflurane.
For a fairly complete characterization of the electronic states of volatile anaesthetics
that are environmental relevant, we intend to perform electron induced fragmentation
measurements, through ion-molecule collision experiments, as far as photo-ionization and
dissociative electron attachment measurements.
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Appendix
A
Hartree-Fock Method
The Hartree-Fock Method [58] is the most used approximation in quantum chemistry,
capable of providing a good approximate solution to the problem of many electrons. The
main idea of the method is to simplify the problem of many electrons in order to make
possible its computational implementation.
The method uses a single Slater determinant to describe the electronic wave function,
which already carries the antisymmetric character of the problem of many electrons, and for
that uses the spin-orbitals. Where the molecular orbitals are expanded in terms of a base
of atomic orbitals, represented by functions of the Gaussian-Cartesian type, whereupon
coefficients are found through the self-consistent method, and constitute the set of basic
functions that describes the molecule [56].
A.1 The Slater Determinant
The wave function χi(~r,ω) to one electron, that describes its spatial distribution and its
spin, is called spin-orbital. To describe the wave function of a N electrons system, it’s
used a combination of spin-orbitals of each electron that obeys the Pauli’s principle of the
exclusion named Slater Determinant [185], which allows to use N functions spin-orbitals
(which refers to a single electron), instead of finding a wave function that depends on the
coordinates of N electrons.
ψ = ψ(~r1,~r2, . . . ,~rN ,ω) = (N !)−1/2
∣∣∣∣∣∣∣∣∣∣∣
χi(~r1,ω1) χj(~r1,ω1) · · · χk(~r1,ω1)
χi(~r2,ω2) χj(~r2,ω2) · · · χk(~r2),ω2
...
...
...
χi(~rN ,ωN ) χj(~rN ,ωN ) · · · χk(~rN ,ωN )
∣∣∣∣∣∣∣∣∣∣∣
(A.1)
χ(~r,ω) = ϕ(~r)α(ω) or χ(~r,ω) = ϕ(~r)β(ω)
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were ϕ are functions merely of the spatial coordinates of an electron, called molecular
orbitals, α represents the spin up and β represents the spin down.
A.2 Hartree-Fock Approximation
The essence of the Hartree-Fock approximation is to replace the problem of many electrons,
by a simpler problem, of a single electron, where the electron-electron repulsion is treated
as a mean repulsion (mean field approximation). The objective is to obtain a solution of
the Schrödinger equation for the problem of many electrons:
He|ψ〉= E0|ψ〉. (A.2)
were (2.1) is the electronic Hamiltonian of the system, given by:
He =−
N∑
i=1
1
2∇
2
i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
. (A.3)
The first term of the Hamiltonian refers to the kinetic energy of the electrons, the second
term refers to the Coulomb interaction between the electrons and nuclei, and the third
one to the repulsion between electrons.
As we consider closed-shell systems, the spin part is summed, leaving only the spatial
part. This is because there is no correlation in the motion between electrons with opposed
spins, which is the case of electrons in a closed-shell orbital. Only the motion of electrons
with parallel spins is correlated. We will then have only N/2 molecular orbitals, each of
them doubly occupied, corresponding to a singlet type state.
The expectation value of the electronic energy of the ground state is given by:
E0 = 〈ψ|He|ψ〉, (A.4)
As the variational method always gives us an upper-value approximation, the wave function
that brings us closer to the exact solution of the Hamiltonian operator is one that minimizes
the functional of the expectation value:
E[ϕ] =
∑
a
〈ϕa|h|ϕa〉+ 12
∑
a,b
(〈ϕaϕb|ϕaϕb〉− 〈ϕaϕb|ϕbϕa〉). (A.5)
The minimization criterion is met by the Hartree-Fock equation:
F(i)|ϕa(~ri)〉= a|ϕa(~ri)〉. (A.6)
were a is the energy associated with the φa orbital and F(i) is the effective Hamiltonian
of a single electron, called Fock operator and given by
F(i) =−12∇
2
i −
N∑
A=1
ZA
~riA
+ υHF (i), (A.7)
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being, the first and second terms of the Fock operator, the contributions of kinetic energy
and interaction with nuclei, respectively; and υHF (i) is the effective potential felt by the
i-th electrons due to all the others, called Fock potential and is given by
υHF (i) =
N/2∑
j
[2Jj(i)−Kj(i)], (A.8)
were
Jj(~ra)ϕi(~ra) =
[∫
d~rbϕ
∗
j (~rb)
1
|~ra−~rb|
ϕj(~rb)
]
ϕi(~ra), (A.9)
and
Kj(~ra)ϕi(~ra) =
[∫
d~rbϕ
∗
j (~rb)
1
|~ra−~rb|
ϕi(~rb)
]
ϕj(~ra), (A.10)
are respectively the Coulomb and exchange operators. The Coulomb operator (Jj) rep-
resents the Coulomb repulsion between two electrons and the exchange operator (Kj)
arises from the antisymmetric nature of the determinant and does not have a classical
interpretation.
In the Hartee-Fock equation (A.6), the eigenstates are the spins-orbitals and eigenvalues
are their respective energies. Since the Fock operator depends on the operators Jj and Kj ,
which in turn depend on the spin-orbitals, it is clear that the Fock operator depends on its
eigenstates. These factors make the exact solution of these integral-differential equations
for molecules impossible. The problem is solved by expanding each molecular orbital into
a set of k known basis-functions [186] of Gaussian type:
ϕi =
k∑
µ=1
Cµiφµ. (A.11)
We define the overlap matrix between two atomic orbitals (which does not necessarily have
to be orthogonal):
Sµν =
∫
d~r1φ
∗
µ(~r1)φν(~r1), (A.12)
and the Fock matrix, which is the matrix representation of the Fock operator F(~r1) with
a set of base functions φµ and corresponds to the effective Hamiltonian of a molecule:
Fµν =
∫
d~r1φ
∗
µ(~r1)F(~r1)φν(~r1), (A.13)
which can also be written as:
Fµν = Tµν +V nucµν +Gµν , (A.14)
were Tµν refers to the kinetic energy of one electron, V nucµν to the electron-nuclei interaction
and Gµν to the electron-electron interaction, given by:
Tµν =
∫
d~r1φµ(~r1)
[
−12∇
2
1
]
φν(~r1), (A.15)
V nucµν =
∫
d~r1φµ(~r1)
 M∑
A=1
− ZA|~r1−~rA
φν(~r1), (A.16)
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Gµν =
∑
µν
Pλσ
[
(µν|σλ)− 12(µλ|σν)
]
, (A.17)
were Pλσ is the density matrix and (µν|σλ) are integral of two electrons:
Pλσ = 2
N/2∑
i=1
CλiCσi, (A.18)
(µν|λσ) =
∫
d~r1
∫
d~r2φ
∗
µ(~r1)φν(~r1)
1
|~r1−~r2|φ
∗
λ(~r2)φσ(~r2). (A.19)
Such expansion converts the Hartree-Fock equation into a set of algebraic equations
that can be solved matrically, called Hartree-Fock-Roothaan Equations which are given by:
k∑
ν=1
FµνCνi = i
k∑
ν=1
SµνCνi. (A.20)
were Cνi is the matrix of the expansion coefficients.
A.3 The method of Self-Consistent Field
Once the set of basis functions has been defined, as well as its geometry and the charges of
the atoms in the molecule, the next step to find the wave function |ψ0〉 is to find the Fock
Matrix for the closed-shell system, which in turn depends on the matrix of coefficients C,
also unknown. Therefore the self consistent field (SCF) computational method is used.
The SCF method consists in the following steps:
1. The integrals for one electron (equations A.15 and A.16), for the interaction between
two electrons (equation A.19) and the overlap matrix (equation A.19) are calculates
2. The diagonalization of the overlap matrix and the normalization of the set of base
functions are performed.
3. A “guess function” is chosen for the P density matrix, which will works as a starting
point.
4. The matrix G is calculated using the equation A.17 and the integrals (µν|σλ).
5. The Fock matrix F (1) is built from the equation (A.14).
6. The eigenvalue problem (equation A.20) is solved, thus determining a set of coeffi-
cients C(1).
7. Builds up a new P matrix by the equation A.18, using the new set of coefficients.
8. The G matrix and the Fock matrix F (2) are recalculated.
9. The new Fock matrix is used to solve the new eigenvalue problem and determine a
new set of coefficients C(2).
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10. The process repeats itself several times, until there is convergence in the electronic
energy of the ground state and finally the coefficient matrix C and the eigenvalues
Ei that describe the molecular orbitals are obtained.
The electronic energy, which is the convergence parameter, is calculated by:
E0 =
1
2
∑
µ
∑
ν
Pµν(Tµν +V nucµν +Fµν). (A.21)
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Appendix
B
Natural Transitions Orbitals of
Sevoflurane Molecule
(a) 3s/σ∗ (b) HOMO
Figure B.1: 13A : 3s/σ∗ ←HOMO
(a) 3p (b) HOMO
Figure B.2: 23A : 3p ←HOMO
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APPENDIX B. NATURAL TRANSITIONS ORBITALS OF
SEVOFLURANE MOLECULE
(a) σ∗(C −Cl) (b) HOMO
Figure B.3: 31A : 3s/σ∗ ← HOMO
(a) 3p (b) HOMO
Figure B.4: 43A : 3p ← HOMO
(a) 3p (b) HOMO-4
Figure B.5: 51A : 3p ← HOMO
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(a) 3p (b) HOMO
(c) 3s/σ(C −O) (d) HOMO
Figure B.6: 63A : 3p ←HOMO
+3s/σ∗ ←HOMO− 1
(a) 3p (b) HOMO
Figure B.7: 71A : 3p ← HOMO
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APPENDIX B. NATURAL TRANSITIONS ORBITALS OF
SEVOFLURANE MOLECULE
(a) 3p (b) HOMO
Figure B.8: 83A : 3p ← HOMO
(a) 3d (b) HOMO
Figure B.9: 93A : 3d ← HOMO
(a) 3p (b) HOMO
(c) 3s/σ∗ (d) HOMO
Figure B.10: 101A : 3p ←HOMO
+3s/σ∗ ←HOMO− 1
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(a) 3p (b) HOMO
Figure B.11: 111A : 3p ← HOMO
(a) 3p (b) HOMO-1
Figure B.12: 123A : 3p ← HOMO− 1
(a) 3d (b) HOMO
Figure B.13: 133A : 3d ← HOMO
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APPENDIX B. NATURAL TRANSITIONS ORBITALS OF
SEVOFLURANE MOLECULE
(a) 3p (b) HOMO-1
(c) 3d (d) HOMO
Figure B.14: 141A : 3p ←HOMO
+3p ←HOMO− 1
(a) 3p (b) HOMO
(c) 3p (d) HOMO-1
Figure B.15: 151A : 3p ←HOMO
+3p ←HOMO− 1
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(a) 3p (b) HOMO-1
(c) 3s/σ∗ (d) HOMO-3
Figure B.16: 161A : 3p ←HOMO
+3s/σ∗ ←HOMO− 3
(a) 4s (b) HOMO
Figure B.17: 1731A : 4s ← HOMO
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APPENDIX B. NATURAL TRANSITIONS ORBITALS OF
SEVOFLURANE MOLECULE
(a) 3d (b) HOMO
(c) 3d (d) HOMO-1
Figure B.18: 183A : 3d ←HOMO
+3d ←HOMO− 1
(a) 3p (b) HOMO
Figure B.19: 191A : 3p ← HOMO
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(a) 3d (b) HOMO
(c) σ∗ (d) HOMO-2
Figure B.20: 203A : 3d ←HOMO
+σ∗ ←HOMO− 2
(a) 3d (b) HOMO
Figure B.21: 211A : 3d ←HOMO
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APPENDIX B. NATURAL TRANSITIONS ORBITALS OF
SEVOFLURANE MOLECULE
(a) 3d (b) HOMO
(c) 3s/σ∗ (d) HOMO-3
Figure B.22: 223A : 3d ←HOMO
+3s/σ∗ ←HOMO− 3
(a) 3d (b) HOMO
(c) 3p (d) HOMO-1
Figure B.23: 231A : 3d ←HOMO
+3p ←HOMO− 1
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(a) 3d (b) HOMO
(c) 3s/σ∗ (d) HOMO-3
Figure B.24: 243A : 3d ←HOMO
+3s/σ∗ ←HOMO− 3
(a) 3d (b) HOMO
Figure B.25: 251A : 3d ← HOMO
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APPENDIX B. NATURAL TRANSITIONS ORBITALS OF
SEVOFLURANE MOLECULE
(a) 4p (b) HOMO
Figure B.26: 263A : 4p ← HOMO
(a) 3d (b) HOMO
(c) 3s/σ∗ (d) HOMO-3
Figure B.27: 271A : 3d ←HOMO
+3s/σ∗ ←HOMO− 3
(a) 3d (b) HOMO
Figure B.28: 281A : 3d ← HOMO
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Appendix
C
Natural Transitions Orbitals of
Isoflurane Molecule
(a) σ∗(C −Cl) (b) HOMO
Figure C.1: 13A : σ∗(C −Cl) ←HOMO
(a) σ∗(C −Cl) (b) HOMO-1
Figure C.2: 23A : σ∗(C −Cl) ←HOMO− 1
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APPENDIX C. NATURAL TRANSITIONS ORBITALS OF ISOFLURANE
MOLECULE
(a) σ∗(C −Cl) (b) HOMO
Figure C.3: 31A : σ∗(C −Cl) ← HOMO
(a) σ∗(C −Cl) (b) HOMO-1
Figure C.4: 41A : σ∗(C −Cl) ← HOMO− 1
(a) σ∗(C −Cl) (b) HOMO-4
Figure C.5: 53A : σ∗(C −Cl) ← HOMO− 4
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(a) σ∗(C −O) (b) HOMO-2
Figure C.6: 63A : σ∗(C −O) ← HOMO− 2
(a) 3s/σ∗(C −H) (b) HOMO
Figure C.7: 73A : 3s/σ∗(C −H) ← HOMO
(a) σ∗(C −Cl) (b) HOMO-4
Figure C.8: 81A : σ∗(C −Cl) ← HOMO− 4
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APPENDIX C. NATURAL TRANSITIONS ORBITALS OF ISOFLURANE
MOLECULE
(a) σ∗(C −O) (b) HOMO
Figure C.9: 93A : σ∗(C −O) ← HOMO
(a) 3s/σ∗(C −H) (b) HOMO
Figure C.10: 101A : 3s/σ∗ ← HOMO(C −H)
(a) σ∗(C −O) (b) HOMO-4
Figure C.11: 111A : σ∗(C −O) ← HOMO− 4
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(a) 3s/σ∗(C −Cl) (b) HOMO
Figure C.12: 123A : 3s/σ∗(C −Cl) ← HOMO
(a) 3s/σ∗(C −Cl) (b) HOMO
Figure C.13: 131A : 3s/σ∗(C −Cl) ← HOMO
(a) σ∗(C −Cl) (b) HOMO-3
(c) σ(C −O) (d) HOMO
Figure C.14: 143A : σ∗(C −Cl) ←HOMO− 3
+σ∗(C −O) ←HOMO
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MOLECULE
(a) 3s/σ∗ (b) HOMO-1
(c) 3s/σ(C −O) (d) HOMO-2
Figure C.15: 153A : 3s/σ∗ ←HOMO− 1
+3s/σ∗(C −O) ←HOMO− 2
(a) σ∗(C −O) (b) HOMO
Figure C.16: 163A : σ∗(C −O) ← HOMO
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(a) σ∗(C −O) (b) HOMO
Figure C.17: 171A : σ∗(C −O) ← HOMO
(a) 3s/σ∗ (b) HOMO-4
Figure C.18: 183A : 3s/σ∗ ← HOMO− 4
(a) 3p (b) HOMO
Figure C.19: 193A : 3p ← HOMO
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(a) 3s/σ∗ (b) HOMO-4
Figure C.20: 201A : 3s/σ∗(C −O) ← HOMO− 4
(a) 3s/σ∗ (b) HOMO-1
(c) 3s/σ(C −O) (d) HOMO-2
Figure C.21: 213A : 3s/σ∗ ←HOMO− 1
+3s/σ∗(C −O) ←HOMO− 2
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(a) 3p (b) HOMO-1
Figure C.22: 221A : 3p ← HOMO− 1
(a) σ∗ (b) HOMO-4
Figure C.23: 233A : σ∗(C −O) ← HOMO− 2
(a) 3p/σ∗ (b) HOMO-1
Figure C.24: 243A : 3p/σ∗(C −O) ← HOMO− 1
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(a) σ∗ (b) HOMO-2
Figure C.25: 253A : σ∗(C −O) ← HOMO− 2
(a) 3p/σ∗ (b) HOMO-2
Figure C.26: 261A : 3p/σ∗(C −O) ← HOMO− 2
(a) 3p (b) HOMO-1
Figure C.27: 273A : 3p ← HOMO− 1
(a) 3p (b) HOMO-3
Figure C.28: 283A : 3p ← HOMO− 3
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Natural Transitions Orbitals of
Methanol Molecule
(a) 3s/σ∗(O−H) (b) HOMO(2a′′)
Figure D.1: 13A′′ : 3s/σ∗(O−H) ← HOMO (2a′′)
(a) 3s/σ∗(O−H) (b) HOMO(2a′′)
Figure D.2: 21A′′ : 3s/σ∗(O−H) ← HOMO (2a′′)
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(a) 3pσ (b) HOMO(2a′′)
Figure D.3: 33A′ : 3pσ ← HOMO (2a′′)
(a) 3pσ (b) HOMO(2a′′)
Figure D.4: 41A′′ : 3pσ ← HOMO (2a′′)
(a) 3ppi (b) HOMO(2a′′)
Figure D.5: 53A′ : 3ppi ← HOMO (2a′′)
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(a) 3pσ′ (b) HOMO(2a′′)
Figure D.6: 63A′′ : 3pσ′ ← HOMO (2a′′)
(a) 3s/σ∗(O−H) (b) HOMO− 1(7a′)
Figure D.7: 73A′ : 3s/σ∗(O−H) ← HOMO− 1(7a′)
(a) 3ppi (b) HOMO(2a′′)
Figure D.8: 81A′ : 3p/pi ← HOMO (2a′′)
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(a) 3pσ′ (b) HOMO(2a′′)
Figure D.9: 91A′ : 3pσ ← HOMO (2a′′)
(a) 3s/σ∗(O−H) (b) HOMO− 1(7a′)
Figure D.10: 101A′ : 3s/σ∗(O−H) ← HOMO− 1(7a′)
(a) 3dσ (b) HOMO(2a′′)
Figure D.11: 113A′′ : 3dσ ← HOMO (2a′′)
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(a) 3dσ (b) HOMO(2a′′)
Figure D.12: 121A′′ : 3dσ ← HOMO (2a′′)
(a) 3dσ′ (b) HOMO(2a′′)
Figure D.13: 133A′′ : 3dσ′ ← HOMO (2a′′)
(a) 3dpi (b) HOMO− 1(7a′)
Figure D.14: 143A′ : 3dpi ← HOMO− 1(7a′)
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(a) 3dσ (b) HOMO(2a′′)
Figure D.15: 151A′′ : 3dσ ← HOMO (2a′′)
(a) 3dσ′′ (b) HOMO(2a′′)
Figure D.16: 163A′′ : 3dσ′′ ← HOMO (2a′′)
(a) 3dpi′ (b) HOMO(2a′′)
Figure D.17: 173A′ : 3dpi′ ← HOMO (2a′′)
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(a) 3dpi (b) HOMO(2a′′)
Figure D.18: 181A′ : 3dpi ← HOMO (2a′′)
(a) 3dσ′′ (b) HOMO(2a′′)
Figure D.19: 191A′′ : 3dσ′′ ← HOMO (2a′′)
(a) 3dσ′ (b) HOMO(2a′′)
(c) 3ppi′ (d) HOMO− 1(7a′)
Figure D.20: 203A′ : 3dσ′ ← HOMO (2a′′)
+ 3ppi′ ← HOMO− 1(7a′)
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(a) 3d/σ∗ (b) HOMO(2a′′)
Figure D.21: 213A′′ : 3d/σ∗ ← HOMO (2a′′)
(a) 3d/σ∗ (b) HOMO(2a′′)
Figure D.22: 221A′′ : 3d/σ∗ ← HOMO (2a′′)
(a) 3d/σ∗ (b) HOMO(2a′′)
Figure D.23: 231A′ : 3d/σ∗ ← HOMO (2a′′)
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(a) 4p/σ∗ (b) HOMO(2a′′)
Figure D.24: 243A′′ : 4p/σ∗ ← HOMO (2a′′)
(a) 4p/σ∗ (b) HOMO(2a′′)
Figure D.25: 251A′′ : 4p/σ∗ ← HOMO (2a′′)
(a) 4ppi (b) HOMO(2a′′)
Figure D.26: 263A′′ : 4ppi ← HOMO (2a′′)
125
APPENDIX D. NATURAL TRANSITIONS ORBITALS OF METHANOL
MOLECULE
(a) 3p/σ∗ (b) HOMO− 1(7a′)
Figure D.27: 271A′ : 3p/σ∗ ← HOMO (7a′)
(a) 4p/σ∗ (b) HOMO(2a′′)
Figure D.28: 283A′′ : 4p/σ∗ ← HOMO (2a′′)
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