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Topological semimetals, such as those with condensed-matter realizations of Dirac and Weyl
fermions, have been shown theoretically and experimentally to exhibit arc-like surface states. How-
ever, whereas the surface Fermi arcs in Weyl semimetals are topological consequences of the Weyl
points themselves, the surface Fermi arcs in Dirac semimetals are not directly related to the bulk
Dirac points. Therefore, it has remained an open and pressing question as to whether any truly
topological bulk-boundary correspondence exists for Dirac semimetals. In this work, we discover a
family of Dirac semimetals that exhibit topological boundary states in two fewer dimensions than
their bulk as a universal, direct consequence of their bulk Dirac points. These boundary states
manifest as flat-band-like Fermi arcs on 1D sample hinges that connect the projections of the bulk
3D Dirac points. We show that these “higher-order Fermi arcs” (HOFAs) can be realized with or
without time-reversal symmetry, and that they persist even in Dirac semimetals with topological
surface states. Using Topological Quantum Chemistry (TQC), we develop a realistic, generalizable
model of a Dirac semimetal with HOFA states by coupling stacks of magnetized 2D insulators com-
posed of spin-1/2 s and dx2−y2 orbitals. When decoupled, each layer is, surprisingly, topologically
equivalent to a recently introduced spinless model of a quantized quadrupole insulator (QI). We
develop a rigorous nested Jackiw-Rebbi formulation of corner-mode phases in terms of angular mo-
mentum eigenvalues, which we employ to analytically derive the corner states of the QI, and thus
the low-energy theory of HOFAs. Uniquely, our extensive TQC- and Jackiw-Rebbi-based charac-
terization of HOFA states allows for their immediate prediction in real materials. Furthermore, our
analysis reveals a rich set of topological phases derived from QIs, including 2D crystalline and fragile
topological insulators (TIs). Using (nested) Wilson loops and analytic theory, we show how the edge
modes of 2D topological (crystalline) insulators evolve into HOFA states. Crucially, our analysis
reveals that fragile TIs also exhibit corner modes with fractional charge, which can be observed
on the hinges of a previously unrecognized “fragile” variant of a topological Dirac semimetal. We
conclude by presenting ab initio calculations demonstrating the presence of HOFAs in established
and candidate Dirac semimetals, including both the room- (α) and intermediate-temperature (α′′)
phases of Cd3As2 (space groups (SGs) 142 (I41/acd1
′) and 137 (P42/nmc1′), respectively), KMgBi
in SG 129 (P4/nmm1′), and rutile-structure (β′-) PtO2 in SG 136 (P42/mnm1′). We also demon-
strate that an external electric field can convert β′-PtO2 into a fragile topological Dirac semimetal
with gapped surface states and fractionally charged Kramers pairs of hinge states.
Since the realization that the Fermi surface of graphene
is characterized not only by its bulk 2D Dirac cones,
but also by 1D arc-like states along zigzag edges1, there
has been an ongoing effort to identify bulk-gapless sys-
tems with topological boundary modes. This effort has
yielded a wide variety of 3D nodal semimetals with topo-
logical states on their 2D faces, including systems with
bulk Weyl2–4 and unconventional5–9 fermions. Despite
the presence of bulk gapless points in these semimet-
als, bands are still generically gapped in momentum
space away from the nodal points, allowing for topo-
logical invariants to be defined along closed surfaces in
the Brillouin zone (BZ)2,10,11. Nontrivial values of these
invariants necessitate the presence of topological sur-
face bands. Examples include the surface Fermi arcs
in Weyl2–4 and unconventional chiral semimetals6–9,12–15,
and topological boundary polarization modes, such as the
solitons in the Su-Schrieffer-Heeger (SSH) and Rice-Mele
chains16,17, the aforementioned Fermi arcs in graphene1,
and the drumhead surface states in centrosymmetric
nodal-line semimetals11. Researchers have also identi-
fied 3D Dirac semimetals with arc-like surface states
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2that resemble the Fermi arcs of Weyl semimetals10,18–20.
However, unlike the surface states of Weyl, nodal-line,
and unconventional chiral semimetals, the surface Fermi
arcs in Dirac semimetals can be disconnected and re-
moved without breaking a symmetry or closing a gap21,
and therefore are not topological consequences of the
bulk Dirac points themselves. It has thus remained an
open question as to whether 3D Dirac points can ac-
tually exhibit robust, nontrivial topology with spectro-
scopic consequences. In this work, we exploit the the-
ory of Topological Quantum Chemistry (TQC)22 and re-
cent advances in higher-order and fragile topology to dis-
cover a large family of 3D Dirac semimetals that exhibit
intrinsic, polarization- (quadrupole-) nontrivial “higher-
order Fermi-arc” (HOFA) states on their 1D hinges as di-
rect, topological consequences of their bulk Dirac points,
definitively diagnosing condensed matter Dirac fermions
as higher-order topological. The HOFA states introduced
in this work represent the first robust consequence of a
topological bulk-hinge correspondence in experimentally
established 3D solid-state semimetals, and may be ob-
servable through experimental probes such as scanning
tunneling microscopy (STM) and nonlocal quantum os-
cillation measurements. We support our findings with
extensive analytic, tight-binding, and first-principles cal-
culations, as detailed below.
To begin, we review the crucial distinctions between
topological polarization boundary modes and the surface
states of topological insulators (TIs). Whereas in topo-
logical (crystalline) insulators23,24 the Bloch wavefunc-
tions do not admit a description in terms of symmetric,
exponentially localized Wannier functions22,25,26, insulat-
ing phases with only quantized electric polarization con-
versely do admit a Wannier description; the quantized
polarization leads to a nontrivial Berry phase indicating
the positions of the electronic Wannier centers relative to
the ionic positions22,27. In these insulators, such as the
SSH chain16,17, the Berry phase is quantized by the pres-
ence of a crystal symmetry, typically mirror reflection M
or spatial inversion I (Fig. 1(b)). Correspondingly, the
boundary between insulators with differing polarizations
forms a domain wall that binds a topological soliton of
fractional charge16,17, though the energy of this mode
may “float” away from zero if particle-hole symmetry is
broken. Nevertheless, as observed in polyacetylene16,28,
zigzag-terminated graphene29, and nodal-line semimet-
als11,30,31, topological polarization boundary modes can
still frequently lie near the Fermi energy in real materials.
By reinterpreting one of the momenta as an external
parameter, a subset of topological semimetals and (crys-
talline) insulators, can be reexpressed as the adiabatic,
cyclic tuning of an insulator with quantized electric po-
larization in one fewer dimension25. For example, the
y-directed (hybrid) Wannier centers of a Chern insulator
exhibit spectral flow as a function of the momentum kx,
which can be indicated by the product of parity eigenval-
ues if I symmetry is present25,37. Reinterpreting kx as
an external tuning parameter, we can recast the Chern
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FIG. 1: (a) Terminology for the bulk and boundary of 2D and
3D systems. (b) A y-directed 1D SSH chain with quantized
polarization, enforced by either 3D inversion I or 1D mir-
ror symmetry along the chain (e.g., the operation My, which
takes y → −y)16,17. (c) In a 2D crystal with I symmetry,
kx can be treated as a parameter that periodically tunes be-
tween a y-directed SSH chain (double black lines in (c) and
(d)) with zero polarization (kx = 0) and another with e/2
polarization (kx = pi), yielding a Chern insulator
17,25 with
chiral edge modes (blue lines). (d) In a 2D crystal with My
symmetry instead of I, the Hamiltonian at each value of kx
is equivalent to that of a y-directed SSH chain with a quan-
tized polarization of 0 or e/2; because the polarization cannot
change continuously, a periodic tuning cycle indexed by kx be-
tween SSH polarizations 0 and e/2 must pass through a pair
of gapless points. This yields a 2D band-inverted semimetal
with topological polarization modes (red lines) analogous to
those in zigzag-terminated graphene1,29. (e) A Z2 quantized
quadrupole insulator (QI)32 invariant under wallpaper group
p4m. (f) A C4z-broken, mirror-preserving pumping cycle of
a QI (double black lines in (f) and (g)) is equivalent to a 3D
2nd-order Chern insulator33–36 with chiral hinge modes (blue
lines), whereas (g) a p4m-preserving cycle is equivalent to a
3D Dirac semimetal with higher-order Fermi arcs (HOFAs)
on its 1D hinges (red lines).
number, C, as a nontrivial tuning cycle (Thouless pump)
of a 1D SSH chain; as kx is tuned from 0 to 2pi, charge eC
is pumped across the unit cell of the crystal. If the cycle
is I-symmetric, then C mod 2 can be detected by (twice)
the change in quantized polarization between effective y-
directed SSH chains at kx = 0 and kx = pi
17,37. We show
this schematically in Fig. 1(c). In a crystalline semimetal,
the presence of additional symmetries in the tuning cycle
can force the gap to close at certain values of kx. For in-
stance, adding (spinless) time-reversal (T ) symmetry to
the I-symmetric Thouless pump obstructs the presence
of a nonzero Chern number; in order for the polarization
3to change by e/2 from kx = 0 to kx = pi, there must be a
gapless point11 at some k∗x ∈ (0, pi), with a time-reversed
partner at −k∗x. A similar gapless point occurs when the
polarization of an SSH chain in line group pm is period-
ically tuned (Fig. 1(d)). There, taking the mirror to be
My, each value in parameter space indexed by the pe-
riodic tuning parameter kx corresponds to a y-directed
SSH chain with a quantized polarization indicated by the
mirror eigenvalues of the occupied bands38; each time the
polarization jumps between 0 and pi, a robust gapless
point forms because the crossing bands carry different
mirror eigenvalues.
Recently these arguments were generalized to higher
electric multipole moments. In Ref. 32, the authors
demonstrated the theoretical existence of spinless insu-
lators with threaded flux that exhibit trivial dipole mo-
ments, but topologically quantized electric quadrupole
and octupole moments, and which host boundary (cor-
ner) modes in two and three dimensions fewer than the
bulk, respectively (Fig. 1(a,e)). Many of these corner-
mode phases32,33,35 can be identified by their bulk sym-
metry eigenvalues, exploiting the theory of band repre-
sentations22,39–42. As shown in recent independent pro-
posals, imposing combinations of rotational, rotoinver-
sion, and T symmetries allows for 3D topological insu-
lating crystals that are equivalent to nontrivial pumping
cycles of quantized quadrupole insulators (QIs)33–36,43,
or other 2D phases with corner modes42,44–47. These
3D “higher-order TIs”33–36,44–46,48,49 host chiral or he-
lical modes not on their 2D faces, but instead on their
1D hinges (Fig. 1(a,f)).
In this work, we present the discovery of higher-order
(polarization) topology and HOFA states in a large fam-
ily of previously identified Dirac semimetals, completing
the set of interrelated (higher-order) topological insula-
tors and semimetals shown in Fig. 1. We demonstrate
the intrinsic, topological nature of the HOFA states,
by performing several extensive calculations that bridge
the significant gap between previously established theo-
retical concepts and the candidate real-material HOFA
Dirac semimetals identified in this work. First, we use
TQC22 to formulate a new, spinful model of a QI de-
rived from s−d-orbital hybridization in a magnetic layer
group, and show that it is topologically equivalent to the
spinless model with staggered magnetic flux proposed
in Ref. 32 (Appendix B). This puts the QI (s − d hy-
bridization) on the same physical foundation as previ-
ous dipole insulators, such as the SSH chain16,17 (s − p
hybridization). We then prove using band representa-
tions that the QI is an “obstructed atomic limit” with
localizable Wannier functions22 (Appendix C). Next, we
use crystal symmetry to develop an extensive, angular-
momentum-based, nested Jackiw-Rebbi50 formulation of
intrinsic corner modes in order to analytically obtain the
bound states of the s−d-hybridized QI (Appendix F) and
to relate them to SSH (anti)solitons (Figs. 1(e) and Ap-
pendix F). Because our construction employs an isotropic
(i.e. cylindrical) boundary, it represents the first analytic
formulation of the QI in which the presence of intrinsic
0D boundary modes can be separated from the extrinsic
effects of the singular curvature of sharp corners. Fur-
thermore, because our construction is explicit, general,
and rigorous, it can also be employed to predict and
analyze other corner-mode phases46,47,51. Through our
TQC-based model of a QI and our Jackiw-Rebbi analy-
sis, we discover a new example of a “fragile” TI38–40,47,52
that exhibits the same corner charges as a QI modulo
e; because these charges are a property of the fragile
bands closest to the Fermi energy, they persist even when
the valence manifold of the fragile phase is trivialized
by additional (trivial) bands (Appendices D and F 3),
as is expected to occur in real materials. Stacking our
spinful, TQC-based model of a QI in 3D, we construct
both T -symmetric and T -breaking realizations of Dirac
semimetals with “higher-order Fermi arcs” (HOFAs) on
their 1D hinges (Fig. 1(a,g)), i.e. in two fewer dimensions
than their bulk. Furthermore, unlike the surface Fermi
“arcs” in Dirac semimetals, which can be removed by
symmetry- and bulk-band-order-preserving potentials21,
HOFA states represent a direct, topological boundary
consequence of the bulk Dirac points.
Crucially, because our analysis is derived from TQC,
atomic orbitals, and symmetry-based (nested) Jackiw-
Rebbi domain walls, it allows the immediate connection
to real materials, unlike recent toy models with HOFA
states (i.e., the flux-lattice and particle-hole symmetric
semimetallic models in Refs. 53,54, respectively) that ap-
peared while we were expanding our material search to
fragile and experimentally favorable structural phases of
established topological Dirac semimetals. Specifically,
while one can naively stack the spinless QI and obtain
a toy-model HOFA state, without the careful symmetry-
and orbital-based analysis developed in this work, the re-
sulting HOFA states bear no clear connection to 2D TIs
(Appendices F 1 and F 2), TCIs (Appendix F 3), fragile
phases (Appendices D and F 3), or to 3D Dirac points
in real materials (Appendices G 1 and H). Furthermore,
in this work, we explicitly relax particle-hole symmetry,
which numerous other works, such as Ref. 54 centrally
exploit. Because particle-hole is not generically a sym-
metry of real materials, it can protect corner (and thus
HOFA) states that appear in toy models, but which are
not observable in real materials. This can be understood
by making an analogy to the SSH model of polyacety-
lene16,17. Specifically, while real polyacetylene exhibits
only Z2 polarization topology16,17, the particle-hole sym-
metric toy-model SSH chain exhibits strong, Z-valued
topology (Class AIII in the nomenclature of Ref. 55).
We predict previously unidentified HOFAs and re-
lated fragile-phase corner charges (Appendix F 3) in
established candidate Dirac semimetals. We present
ab initio and tight-binding calculations demonstrating
the presence of HOFAs in the intermediate-temperature
(α′′) phase of the well-studied Dirac semimetal Cd3As2
in space group (SG) 137 (P42/nmc1
′)10,18,56,57 and
in the candidate Dirac semimetals KMgBi in SG 129
4(P4/nmm1′)58,59 and rutile-structure (β′-) PtO2 in SG
136 (P42/mnm1
′)60,61 (here and throughout, we follow
Ref. 62 in using primes to denote antiunitary group ele-
ments). We also use symmetry arguments to predict that
the archetypal room-temperature (α) phase of Cd3As2 in
SG 142 (I41/acd1
′) exhibits a related variant of HOFA
states that derive from relaxing the reflection symme-
tries of the QI phase (Appendix G 1 b). Finally, we also
demonstrate that, in the presence of an external electric
field, the topological Dirac semimetal phase of β′-PtO2
can be converted into a new variant of “fragile” topolog-
ical Dirac semimetal that displays HOFA states coexist-
ing with a new type of fractionally charged corner (hinge)
state.
We begin by providing a more physical formulation of
the 2D QI introduced in Ref. 32 using atomic orbitals,
which clarifies the connection with the SSH chain. We
place spin-1/2 s and dx2−y2 orbitals at the center (1a
Wyckoff position) of a square unit cell in 2D (Fig. 2(a))
and then, following Ref. 32, impose the symmetries of
wallpaper group p4m, which is generated by Mx and C4z
about the 1a position in Fig. 2, as well as 2D square
lattice translations (For the distinctions between wallpa-
per and layer groups and their relationship to topological
semimetals and insulators, see Ref. 48). In addition to
the symmetries of p4m, we will first additionally impose
Mz and T symmetries to explore 2D phases with spin-
orbit coupling (SOC), and then subsequently relax Mz
and T with magnetism to induce the QI. Eliminating all
non-essential symmetries and degeneracies, we form the
Hamiltonian:
H(~k) = t1τz[cos(kx) + cos(ky)] + t2τx[cos(kx)− cos(ky)]
+ vmτ
z + tPH1τσ[cos(kx) + cos(ky)]
+ vsτ
yσz sin(kx) sin(ky), (1)
where τ (σ) indexes the s, d-orbital (spin) degree of free-
dom and 1τσ is the 4 × 4 identity. Here, vm produces
on-site orbital splitting, t1 (t2) is first-neighbor hop-
ping between the same (opposite) orbital, tPH is spin-
and orbital-independent first-neighbor hopping that ex-
plicitly breaks particle-hole symmetry, and vs represents
second-neighbor SOC (Appendix A). Eq. (1) is invari-
ant under the symmetries of layer group p4/mmm1′ (Ta-
ble I). Since I = MxMyMz is given by the identity ma-
trix and {Mx,My} = 0 in the representation in Table I,
our model with four spinful orbitals (Eq. (1)) exhibits
the same bulk symmetry eigenvalues and symmetry al-
gebra as the original, spinless QI model in Ref. 32. The
bulk bands of Eq. (1), due to the presence of I × T
symmetry, are twofold degenerate (Fig. 2(b,c)). In Ap-
pendices E and F, we additionally explore new QIs and
HOFA-semimetals with p− d hybridization.
To diagnose the topology of Eq. (1), we examine the
x-directed Wilson loop (holonomy) matrix38,40,63, a bulk
quantity defined by:
W(kx0,ky) ≡ Pei
∫ kx0+2pi
kx0
dkxAx(kx,ky), (2)
(a) (b)
(c) (d) (e)
(f) (g) (h)
(i) (j) (k)
(l) (m) (n)
FIG. 2: (a) T -symmetric layer group p4/mmm1′ reduces to
type-III magnetic layer group62 p4/m′mm under the appli-
cation of a magnetic potential with no net magnetic moment
in each unit cell (Appendix C); this can be achieved by plac-
ing spin-1/2 magnetic moments (red arrows in (a)) at the 4d
Wyckoff position with orientations related by C4z and Mx,y.
(b) BZ and (c) bulk bands for a model (Eq. (1)) that respects
p4/mmm1′ (Table I), which has Mz and T symmetries, as
well as the symmetries of p4/m′mm in (a); this model is con-
structed from s and dx2−y2 orbitals at the 1a Wyckoff po-
sition. Eq. (1) can be tuned between a trivial and a mirror
TCI phase (f), distinguished by their (d,g) ribbon edge spec-
tra and (e,h) x-directed Wilson loops plotted as functions of
ky (Eq. (2)). (i) Relaxing Mz while preserving C2z and T
by introducing Eq. (3) to Eq. (1), (k) we realize a four-band
model with the same Wilson loop winding as the 2D TCI
phase in (f-h), but (j) without topological edge states. The
Wilson loop in (k) can either be trivialized by the addition of
more orbitals to the model (Appendix D), or gapped by the
magnetic potential depicted in (a). (l) Upon gapping (m) the
surface and (n) Wilson bands with magnetism that breaks Mz
while preserving magnetic wallpaper group48,62 p4m, which
we accomplish by adding the potential in Eq. (4), the Wan-
nier centers of the topological phases in (f-k) localize at the
1b position (Appendix C), realizing an insulator topologically
equivalent to the QI introduced in Ref. 32 (Appendix B).
where P indicates that the integral is path-ordered and
Ax(k)ij ≡ i〈ui(k)|∂kxuj(k)〉 is the matrix-valued Berry
connection. The eigenvalues θ(ky) ofW are gauge invari-
ant and form bands in one fewer dimension than that of
the bulk, with connectivity and degeneracy constrained
by the symmetries of the x-projected edge symmetry
5Symmetries of 2D Hamiltonians H(kx, ky)
g gH(gkx, gky)g−1
Mx σ
xH(−kx, ky)σx
My σ
yH(kx,−ky)σy
C4z τ
z
(
1σ−iσz√
2
)
H(ky,−kx)τz
(
1σ+iσ
z
√
2
)
Mz σ
zH(kx, ky)σz
I H(−kx,−ky)
T σyH∗(−kx,−ky)σy
Symmetries of 3D Hamiltonians H(kx, ky, kz)
g gH(gkx, gky, gkz)g−1
Mx σ
xH(−kx, ky, kz)σx
My σ
yH(kx,−ky, kz)σy
C4z τ
z
(
1σ−iσz√
2
)
H(ky,−kx, kz)τz
(
1σ+iσ
z
√
2
)
Mz σ
zH(kx, ky,−kz)σz
I H(−kx,−ky,−kz)
T σyH∗(−kx,−ky,−kz)σy
TABLE I: The symmetry representation of the 2D and 3D
s−d-hybridized models in the main text (Eqs. (1), (3), (4), (5),
and (6)). These models derive from Eq. (1), which contains
the symmetries (wallpaper group48 p4m) of a QI32,33 (Ap-
pendix C), as well as Mz, I = MxMyMz, and T .
group48, as well as by the representations of bulk symme-
tries38. At half filling, Eq. (1) exhibits two topologically
distinct insulating phases (Fig. 2(c,f)), indicated by the
relative ordering of the Kramers pairs of C4z eigenvalues
of the occupied bands at Γ and M (Fig. 2(b))32. In Fig. 2,
we show the Wilson spectra computed from the lower two
bands of Eq. (1) in the uninverted (trivial) phase (e) and
in the inverted (nontrivial) phase (h). As we will de-
tail below, we then also calculate the Wilson spectrum
of Eq. (1) in the presence of potentials that break Mz
symmetry while either preserving (k) or breaking (n) T
symmetry; we also compare the Wilson loop spectra to
the surface states of tight-binding Hamiltonians calcu-
lated in a ribbon geometry (d,g,j,m).
Using Eq. (2), we identify the nontrivial phase of
Eq. (1) as a topological crystalline insulator (TCI)48,64
with mirror Chern number CMz = 2 (Fig. 2(g,h)). By
introducing a term that breaks Mz and I while preserv-
ing the symmetries of wallpaper group p4m1′ (generated
by Mx,y, C4z, and T )48,62:
VMz (
~k) = vMz [τ
zσy sin(kx)− τzσx sin(ky)] , (3)
we can gap the edge states of this TCI (Fig. 2(j)). How-
ever, its two-band x-directed Wilson loop still winds
(Fig. 2(k)). This phenomenon is related to recently iden-
tified fragile topological phases38–40,47,52, whose Wilson
loops can be rendered topologically trivial by the in-
troduction of trivial bands. In Appendix D, we show
how the topological Wilson connectivity of this four-band
model is unstable to the addition of spinful s orbitals at
the 2c position of p4m1′. In both the TCI (Eq. (1)) and
fragile (Eqs. (1) and (3)) phases, T symmetry obstructs
the presence of singly degenerate corner modes; however
we find that the Mz-broken fragile phase, when the over-
all system is kept at a constant half filling, still exhibits
three-quarters-filled Kramers pairs of corner modes that
can float into the bulk gap (Appendices D and F 3). We
show in Appendix F 3 that, as this fragile phase can be
connected to a QI by restoring T symmetry without clos-
ing a bulk or edge gap, its corner modes still exhibit
the same charges as the QI modulo e. CMz = 2 TCI
phases in layer group p4/mmm1′ have been proposed in
XY (X=Sn, Te; Y=S, Se, Te) monolayers65. However
because band inversion in these XY monolayers occurs
at the X and X ′ points (Fig. 2(b)) between bands with
different I eigenvalues, rather than at the Γ or M points
between bands with different pairs of C4z eigenvalues, XY
monolayers will realize a different insulating phase than
the fragile phase of Eqs. (1) and (3) when Mz is broken
with a substrate or an external field (Appendix F 3).
To induce the QI phase (Fig. 2(l)), we first set vMz = 0
in Eq. (3); this restores Mz and I symmetries. We then
instead add to Eq. (1) a term that anticommutes with
H(~k) in its particle-hole symmetric limit (tPH → 0):
U(~k) = u[τyσy sin(kx) + τ
yσx sin(ky)]. (4)
Eq. (4) breaks Mz, I, and T while preserving the unitary
symmetries of p4m and the magnetic antiunitary symme-
tries Mz ×T and I × T , the latter of which continues to
enforce a twofold band degeneracy (Fig. 2(l)). The new
Hamiltonian H(~k)+U(~k) (Eqs. (1) and (4)) therefore has
the symmetry of magnetic layer group p4/m′mm, a su-
pergroup of p4m. We note that because U(~k) preserves
two orthogonal mirrors, Mx,y, it cannot be induced by a
constant Zeeman field alone, and must instead come from
several internal magnetic moments or applied quadrupo-
lar magnetism. An example of a configuration of spin-1/2
magnetic moments that, like U(~k), lowers the symmetry
of p4/mmm1′ to p4/m′mm is shown in (Fig. 2(a)). When
Eq. (4) is added to Eq. (1), the surface states and Wilson
spectrum gap (Fig. 2(m,n)), but gapped, SSH-like states
remain bound to the 1D edges32,33 (Appendix F 5). By
projecting onto one of the eigenstates of W (for exam-
ple the lower Wilson band in Fig. 2(n)), a second, nested
Wilson loop can be computed in the y direction, and
displays a nested Berry phase θ2 of 0 (pi) if this mag-
netic insulator is in a trivial (quadrupole) phase32. For
all nonzero values of u in Eq. (4), transitions between
QI and trivial phases occur when the bulk gap closes at
Γ(M) for 2t1 = −(+)vm, with |vmt1 | < (>)2 characteriz-
ing the QI (trivial) phase. As we show in Appendix B,
the Hamiltonian H(~k) +U(~k) (Eqs. (1) and (4)) is topo-
logically equivalent to the quadrupole model introduced
in Ref. 32. We can also choose to reintroduce VMz (
~k)
(Eq. (3)) to Eqs. (1) and (4), which, as it is invariant
under p4m, will preserve the QI phase if it does not close
a bulk or edge gap, even though it breaks the combined
6magnetic symmetries Mz×T and I×T in p4/m′mm, the
(magnetic) layer group of Eqs. (1) and (4). For weak vMz
this therefore results in a QI phase in p4m with singly
degenerate bands, and for stronger values, it can induce a
crystalline semimetallic phase (Appendix A). It also fol-
lows from the theory of band representations22,39,40 that
the QI phase of Eqs. (1) and (4) with (without) Eq. (3)
is an obstructed atomic limit22 with the two occupied
Wannier orbitals shifted to the 1b Wyckoff position of
p4m (p4/m′mm) (Appendix C).
In Appendices F 1 through F 4, we construct a mi-
croscopic picture of the phase transitions between the
TCI, fragile, and QI phases of the tight-binding Hamil-
tonians given by Eq. (1) with the potentials in Eqs. (3)
and (4); we also examine the phase transition between
a tight-binding model of a pz − dx2−y2-hybridized 2D TI
(Appendix E 2) and a different formulation of a QI in
p4/m′mm, which we also introduce in this work. Specifi-
cally in Appendices F 1 and F 2, we derive the low-energy
k ·p theories of pz−dx2−y2 - and s−pz-hybridized 2D TIs
whose atoms lie at the 1a position of p4/mmm1′, and
analytically solve for the bound states on their corners
when their edge states are gapped with p4m-symmetric
magnetism. We find that the p−d- (s−p-) hybridized TI
evolves into a QI (trivial insulator) when p4m-symmetric
magnetism is introduced, precisely because the inverted
bands exhibit different (the same) Kramers pairs of C4z
eigenvalues, such that the symmetry eigenvalues of the
occupied bands (do not) match those of a QI in p4m
(Appendix C). We then show in Appendix F 3 that the
edge states of a CMz = 2 TCI (such as the s − dx2−y2-
hybridized TCI phase of Eq. (1)) can gap under an Mz-
breaking, T -symmetric potential (such as Eq. (3)) into
four Kramers pairs of corner modes that, if the total sys-
tem filling is fixed at 1/2, are quarter- (three-quarters-
), half-, or fully filled depending on the C4z eigenvalues
of the inverted bulk bands. We then demonstrate that
the quarter-filled and three-quarters-filled cases evolve
into QIs under p4m-preserving magnetism, also indicat-
ing that the s − d-hybridized TCI phase of Eq. (1), like
the p − d-hybridized 2D TI in Appendices E 2 and F 1,
can transition into a QI when its edge states are gapped
with p4m-symmetric, Mz-breaking magnetism. In Ap-
pendix F 3 a, we explain this by using TQC22,39,40 to
show that the s − d-hybridized TCI phase of Eq. (1)
exhibits the same quadrupole moment (modulo e) as a
pz−dx2−y2-hybridized 2D TI (when their edge states are
gapped by breaking Mz and T ).
We now stack the previous 2D models into 3D to cre-
ate physically motivated Hamiltonians modeling solid
state materials that are equivalent to tuning cycles of
Eqs. (1), (3), and (4) (Fig. 1(f,g)). In this work, we re-
strict focus to gapless tuning cycles, which are equivalent
3D topological semimetals. We begin constructing 3D
models by stacking Eq. (1) in the z direction, adding a
term (tHτ
z cos(kz)) that varies the gaps at kx = ky = 0, pi
as functions of kz, and adding Eq. (4) with a modulation
(a)
(d) (e)
(f) (g) (h)
(b)
𝜃2(𝑘𝑧)
തΓ തΓതZ
0
2𝜋
(c)
𝜋
FIG. 3: (a) The BZ, (c) bulk bands, and (f) hinge bands
of a z-directed rod of a T -broken 3D Dirac semimetal with
HOFAs in magnetic SG P4/m′mm (Eq. (5)). The Hamilto-
nian of each kz slice describes either a trivial insulator or a
QI, and the bulk Dirac points occur at the quantum critical
points between the two phases. (d) HOFAs can also be real-
ized in a closely related T -symmetric Dirac semimetal in SG
123 P4/mmm1′ (Eq. (6)). (g) Here, the Hamiltonian of the
kz = 0 plane is in the 2D TCI phase
10 shown in Fig. 2(f,g),
and therefore there is no gap in the hinge-projected surface
states at Γ¯. (e) Upon breaking Mz and I symmetries by
adding Eq. (3) to Eq. (6), which reduces the symmetry to
SG 99 (P4mm1′), (h) the face TCI cones gap as they did
previously in Fig. 2(i-k), resulting in a noncentrosymmetric
Dirac semimetal without surface states21 whose only topolog-
ical boundary modes are HOFA states. In (h), two sets of
weakly split HOFAs meet in Kramers pairs at Γ¯; if the sys-
tem is filling is fixed to 1/2 (i.e., to the filling of the Dirac
points), then one set of HOFA states in (h) is half-filled and
carries a topological quadrupole moment, and the other set is
fully filled, and is topologically trivial. At Γ¯, this implies that
the Kramers pairs of hinge states are three-quarters filled,
and that they exhibit the same quadrupole moment (modulo
e) as a QI (Appendix F 3). The Hamiltonian of the kz = 0
plane in (e,h) exhibits the same fragile topology as the 2D
model in Fig. 2(i-k) (Appendix D), implying that the hinge
states at Γ¯ are equivalent to the fractionally charged cor-
ner modes of a 2D fragile TI. The model (Eqs. (6) and (3))
shown in (e,h) therefore represents a new variant of topo-
logical semimetal, one which carries observable signatures of
fragile topology. (b) The 3D semimetallic phases of Eqs. (5)
and (6), whether or not Eq. (3) is additionally present, exhibit
the same quadrupole-quantized nested Berry phase32 θ2(kz).
governed by one of two distinct interlayer coupling terms:
HH1(~k) = H(~k) + U(~k) + tHτz cos(kz), (5)
HH2(~k) = H(~k) + U(~k) sin(kz) + tHτz cos(kz). (6)
In addition to respecting the symmetries of magnetic SG
7P4mm (number 99.163 in the BNS notation62), the space
group generated by adding translations in the z direction
to62 p4m, HH1(~k) respects the antiunitary symmetries
Mz×T and I×T , whereas HH2(~k) individually respects
Mz, I, and T (Table I). To tune HH1,2(~k) in 3D Dirac
semimetal phases, we invert bands by setting vm < 0,
t1 > 0, and tuning tH . When |tH | > 2t1 + vm, a pair of
Dirac points forms along the ΓZ line (Fig. 3(c)). View-
ing H(kx, ky) on each constant-kz slice of the 3D BZ as a
2D system, these Dirac points are equivalent to the crit-
ical point between trivial and QI phases (Appendix E 1).
To see this, note that the Dirac points are formed by in-
verting bands with different pairs of C4z eigenvalues in a
3D BZ for which slices indexed by kz are invariant under
magnetic supergroups of p4m (Appendix E). For both
Eqs. (5) and (6), the QI-nontrivial BZ slices are identi-
fied by the bulk nested Wilson loop32 parameterized as a
function of kz (Fig. 3(b)). When |tH | is further increased
beyond 2t1−vm, an additional pair of Dirac points forms
along MA; we analyze the HOFA-state structure of this
semimetal in Appendix E 1. We note that similar results
were obtained in Ref. 53 in toy models of magnetic Dirac
semimetals. However, in this work, we also uniquely
discover HOFA states in T -symmetric Dirac and Weyl
semimetals, allowing their prediction in real materials,
which we will address shortly.
We first search for HOFA states in the 3D Dirac
semimetal phase of HH1(~k) (Eq. (5)) that only exhibits
a pair of Dirac points along ΓZ (specific parameters are
listed in Appendix A). In Eq. (5), T symmetry is broken,
and therefore the 2D Hamiltonians of all kz-indexed BZ
planes (including kz = 0, pi) describe either trivial insu-
lators or QIs. Calculating the hinge and surface states of
the Dirac semimetal phase of Eq. (5) in a rod geometry
that is finite in the x and y directions (Fig. 3(f)), we ob-
serve the absence of 2D surface states and the presence
of HOFAs spanning the projections of the bulk 3D Dirac
points along the 1D hinges. If the bulk Dirac points are
gapped by breaking C4z while preserving mirror symme-
try, the HOFA states can evolve into the chiral hinge
modes of a 3D (magnetic) higher-order TI (axion in-
sulator)33,46,47. Though HH1(~k) provides the simplest
realization of a HOFA Dirac semimetal without surface
states, it also requires the complicated mirror-preserving
magnetism of magnetic SG P4/m′mm (123.341 in the
BNS notation62), which cannot be realized in a con-
stant external field or with ferromagnetism. As the num-
ber of known magnetic structures is small compared to
the number of known materials66, it is difficult to iden-
tify material candidates for the magnetic HOFA Dirac
semimetal phase ofHH1(~k). However, we do find that the
antiferromagnetic phase of the Dirac semimetal CeSbTe
in magnetic space group Pc4/ncc (130.432 in the BNS
notation62) is closely related67, and may exhibit HOFA
states (Appendix G 1 a).
Fortunately, we discover that topological HOFA states
are also present in T -symmetric Dirac semimetals. To
see this, we tune HH2(~k) (Eq. (6)) into the parameter
regime 2t1 + vm < |tH | < 2t1 − vm (specific parameters
for Fig. 3(d,g) are detailed in Appendix A) to realize a T -
symmetric Dirac semimetal in SG 123 (P4/mmm1′) with
a time-reversed pair of Dirac points along ΓZ and with
mirror Chern number CMz = 2 (0) at kz = 0 (pi). As with
the magnetic Dirac semimetal phase of HH1(~k) (Eq. (5)),
the bulk bands ofHH2(~k) (Fig. 3(d)) are twofold degener-
ate throughout the BZ as a consequence of I×T symme-
try (Table I). Crucially, while this 3D model (HH2(~k) in
Eq. (6)) is T -symmetric, 2D planes of the BZ indexed by
kz 6= 0, pi are still invariant under magnetic layer group
p4/m′mm, and thus can still be topologically equivalent
to QIs. In the Dirac semimetal phase of HH2(~k), there
are two kinds of topological boundary modes: mirror
TCI cones on Mz-preserving 2D faces at kz = 0, and
singly-degenerate HOFAs on each of the four 1D hinges
connecting the projections of the TCI cones to those of
the bulk Dirac points (Fig. 3(g)). Furthermore, we rec-
ognize that U(~k) sin(kz) in Eq. (6), which acts in each
kz 6= 0, pi BZ slice like the p4m-symmetric magnetism
(Eq. (4)) depicted in Fig. 2(a), is also equivalent to the
bulk spin-orbit term previously introduced in Ref. 21 to
destabilize the surface Fermi arcs of a Dirac semimetal.
As with the 2D TCI in Fig. 2(j), the (100)-surface
states of the TCI-nontrivial plane at kz = 0 of the 3D
Dirac semimetal phase of HH2(~k) can be gapped by
breaking Mz while preserving T . We accomplish this by
adding VMz (
~k) in Eq. (3) to Eq. (6); this breaks Mz and
I while preserving p4m, T , and z-direction lattice trans-
lations, lowering the overall symmetry to SG 99 P4mm1′
(Table I). In Fig. 3(e,h), we respectively plot the bulk and
hinge bands of the noncentrosymmetric Dirac semimetal
phase resulting from adding Eq. (3) to Eq. (6). We
observe that the previous mirror TCI surface states of
Eq. (6) have become split and, instead, there are four
hinge-localized Kramers pairs of states at Γ¯ in Fig. 3(h).
These eight states become weakly split into two sets of
HOFA states at kz 6= 0; as described in Appendix F 3,
if we fix the overall system filling to 1/2 (i.e., to the
filling of the Dirac points), then one of the sets of four
HOFA states in Fig. 3(h) is half-filled and carries a topo-
logical quadrupole moment, and the other set is fully
filled, and is topologically trivial. This implies that the
Kramers pairs of hinge states at Γ¯ in Fig. 3(h) are three-
quarters-filled and exhibit the same quadrupole moment
(modulo e) as a QI (Appendix F 3). In this noncen-
trosymmetric Dirac semimetal phase (Eqs. (3) and (6)),
the Hamiltonian of the kz = 0 plane exhibits the same
fragile topology as the 2D insulator in Fig. 2(l-n), and
the anomalous, fractionally charged Kramers pairs of
states on each hinge at kz = 0 represent an observ-
able signature of the fragile bands (or of an obstructed
atomic limit that can be decomposed into the sum of
fragile bands and unobstructed atomic limits47,51) (Ap-
pendix F 3). Therefore, the noncentrosymmetric Dirac
semimetal phase of Eqs. (3) and (6) represents a “fragile”
8topological Dirac semimetal – a new variant of topologi-
cal Dirac semimetal that is equivalent to a tuning cycle
between a 2D fragile phase and a trivial insulator. Be-
cause the 3D Dirac semimetal phase of Eqs. (3) and (6)
respects fourfold rotation and T symmetries, then the ap-
pearance of quarter-empty (or -filled) Kramers pairs of
hinge states at Γ¯ (where the overall system filling is fixed
to the filling of the Dirac points) indicates that the occu-
pied bands at kz = 0 contain the fragile valence bands of
the 2D model described by Eqs. (1) and (3). This occurs
because the band inversion that creates the Dirac points
along ΓZ in Eqs. (3) and (6) also drives the Hamiltonian
of the kz = 0 plane to exhibit the same C4z eigenvalues
as a QI in p4m (Appendix F 3). While not every fragile
phase exhibits intrinsic (anomalous) corner modes (for
example, two superposed copies of the I-symmetric frag-
ile TIs examined in Refs. 46,47,51 combine to form an
insulator that is also fragile, but one without anomalous
corner states), our results imply for the first time that
specific corner states (or state counting imbalances, as
discussed in Appendix F 3) can still represent a robust
signature of a valence manifold that can be decomposed
into the sum of unobstructed (trivial) atomic limits and
fragile bands, when crystal symmetries and band connec-
tivity are taken into account.
Alternatively, we can formulate a model of a 3D Dirac
semimetal from hybridized layers of pz and dx2−y2 or-
bitals in which the Hamiltonian of the kz = 0 plane in-
stead characterizes a 2D TI23, as occurs in the experi-
mentally confirmed Dirac semimetals10,18,20,56,57 Cd3As2
and19 Na3Bi. To realize HOFAs as the only boundary
(surface and hinge) modes in a semimetal with TI surface
cones, unlike with the Dirac semimetal phase of HH2(~k)
(Eq. (6)), one must break T symmetry (Appendix F 1),
or apply strain to drive additional band inversions (Ap-
pendix E 1). In Appendix E 2, we present a model of a
p−d-hybridized Dirac semimetal with coexisting TI sur-
face states and HOFA hinge states. We also note that the
three T -symmetric semimetal models presented in this
work – the TCI-nontrivial10 Dirac semimetal phase of
Eq. (6), the fragile topological Dirac semimetal phase of
Eqs. (3) and (6), and the p−d-hybridized Dirac semimetal
in Appendix E 2 – all exhibit the same number of half-
filled HOFA states at kz 6= 0 (where the system filling
is fixed to the filling of the bulk Dirac points), despite
displaying differing numbers of gapped surface states at
kz 6= 0, pi. This reinforces the notion that the surface
states of Dirac semimetals are not themselves a topologi-
cal consequence of the bulk Dirac points, but rather only
appear due to the topology of high-symmetry planes, and
are not required to connect to the surface projections of
the bulk Dirac points21.
Most surprisingly, the Dirac points in Fig. 3 display
the same k · p Hamiltonian as the bulk nodes10,18 in
the centrosymmetric structural (α and α′′) phases of
the experimentally established Dirac semimetal18,20,56
Cd3As2 (Fig. 4(a)). This is because HH2(~k) in Eq. (6),
which respects symmorphic SG 123 P4/mmm1′, and
Space Groups Admitting Dirac Points with HOFA States
Point Group Name Point Group Symbol SG Numbers
C4v 4mm1
′ 99 – 110
D4h 4/mmm1
′ 123 – 142
Oh m3¯m1
′ 221 – 230
TABLE II: Space groups (SGs) that admit Dirac points with
HOFA states derived from the QI introduced in Ref. 32. All
of these SGs have point groups that contain C4v. We ob-
tain this list of SGs by combining the nested Jackiw-Rebbi
formulation of the QI in Appendix F with an analysis of the
crystallographic rod groups in Appendix G. In all of these
SGs, semimetals with Dirac points along lines with 4mm or
4/m′mm symmetry will exhibit intrinsic HOFA states when
cut into nanorods that preserve fourfold axes and are thick
compared to the in-plane lattice spacing. This list is a com-
plete enumeration of the SGs that permit Dirac semimetals
with HOFA states directly related to the QI introduced in
Ref. 32; alternative realizations of Dirac and Weyl semimet-
als with HOFA states derived from other 2D magnetic insu-
lators with corner states are also possible (Refs. 46,47 and
Appendix G 1 b).
Cd3As2 in its room- (high-) temperature α (α
′′) phase,
which respects nonsymmorphic SG 137 P42/nmc1
′ (SG
142 I41/acd1
′), have little groups along their respective
kx = ky = 0 lines with isomorphic unitary subgroups
(Fig. 3(a) and Appendices E 1 and G 1 a). Both the α
and α′′ structural phases of Cd3As2 exhibit the same bulk
topology – they both host a time-reversed pair of Dirac
points along kx = ky = 0, and are equivalent at kz = 0 to
2D TIs due to a band inversion between the 5s orbitals
of Cd and the mj = ±3/2 subset of the 4px,y orbitals of
As18. In terms of the s−p- and s−d-hybridized semimet-
als and TIs analyzed in Appendices E 2, F 1, F 2, and F 3,
the topology of the α and α′′ structural phases of Cd3As2
can be understood by noting that the mj = ±3/2 subset
of spinful px,y orbitals exhibits the same parity eigenval-
ues as spinful pz orbitals and the same fourfold rotation
eigenvalues as spinful dx2−y2 orbitals22. This implies that
the bulk topology of Cd3As2 (Appendix H 2) is equiva-
lent to the superposition of an s − pz-hybridized 3D TI
and an s−dx2−y2 -hybridized topological Dirac semimetal
with HOFA states (or equivalently, to the pz − dx2−y2
HOFA Dirac semimetal in Appendix E 2). Using an an-
alytic formulation of topological (intrinsic) HOFA states
derived in Appendices F 1 through F 4, we find that the
k · p theory and symmetries of α-Cd3As2 imply the pres-
ence of HOFA states on the hinges of (001)- (z-) axis-
directed samples, which have recently been synthesized
in experiment68. Though the α phase is body-centered
and respects x- and y-normal glide reflections, instead of
Mx,y like Eq. (6), we respectively provide proofs in Ap-
pendices G 2 and G 1 b demonstrating that body-centered
and glide-symmetric Dirac semimetals also exhibit topo-
logical HOFA states like those in Fig. 3(f-h).
The symmetries and k · p theory of the Dirac points
of Eq. (6) additionally imply that the primitive tetrago-
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FIG. 4: (a) Bulk bands incorporating the effects of SOC of α′′-
Cd3As2 in SG 137 (P42/nmc1
′)10,18,20,56,57. This semimetal
exhibits T -reversed pairs of bulk 3D Dirac cones as well as
2D TI cones on its faces as a consequence of the nontrivial
Z2 topology of the kz = 0 plane (Appendix H 2)10,18–20. (c)
The hinge spectrum of the k · p model of α′′-Cd3As2 intro-
duced in Ref. 18 exhibits previously undetected HOFA states
connecting the projections of the bulk Dirac cones (white) to
the hinge projection of the topological face cones (blue). (b)
Bulk bands incorporating the effects of SOC and (d) hinge
states of the candidate tilted Dirac semimetal KMgBi in SG
129 (P4/nmm1′)58,59. (d) Zooming into the green boxed re-
gion, HOFAs are clearly visible connecting the projections
of the bulk, tilted 3D Dirac points (white) to the projec-
tions of surface 2D TI cones (blue) (Appendix H 1). The
bulk band structures in (a) and (b) were obtained from first-
principles, and then used to fit tight-binding models whose
hinge Green’s functions are shown in (c) and (d), respectively
(Appendices H 2 and H 1, respectively).
nal (α′′) phase of Cd3As2 should also exhibit topological
HOFA states. Although the α′′ phase naturally occurs at
high temperatures (475 –600 ◦C)56, it can be stabilized in
single crystalline form at room temperature and below by
2% zinc doping57; as Zn is isoelectronic to Cd, this dop-
ing will not affect the Fermi level. Calculating the hinge
spectrum of the original k ·p model introduced in Ref. 18
for α′′-Cd3As2, we confirm our prediction of previously
overlooked HOFAs (Fig. 4(c) and Appendix H 2). This
suggests a clear route towards predicting additional can-
didate Dirac semimetals with HOFA states: using the
low-energy theory of the QI (Appendix F), we determine
that strong-SOC Dirac semimetals with SGs that contain
point group 4mm (C4v) will exhibit HOFA states when
they are cut into nanorods or exhibit step edge config-
urations that preserve fourfold axes (Table II). This is
analogous to the helical hinge modes in the HOTI bis-
muth, which are only observable in samples that are cut
into nanowires (or terminated with step edge configura-
tions) that preserve bulk rotation and I symmetries49. A
number of candidate Dirac semimetals have already been
identified in the SGs in Table II, including the aforemen-
tioned α and α′′ phases of Cd3As2, the rutile-structure
(β′-) phase of PtO2 in SG 136 (P42/mnm1′)60,61, and
families of tilted Dirac semimetals related to VAl3 in SG
139 (I4/mmm1′)69, YPd2Sn in SG 225 (Fm3¯m1′)70, and
KMgBi in SG 129 (P4/nmm1′)58,59.
Of the candidate HOFA semimetals that we identified,
we highlight KMgBi and β′-PtO2 because of their sim-
ple geometries. KMgBi has recently been identified as
a topological semimetal with critically tilted bulk Dirac
cones58, and its electronic properties have been examined
in experiment59. In Fig. 4, we plot the bulk bands (b) cal-
culated from first principles, and the hinge spectrum (d)
of a lattice tight-binding model of KMgBi fit to the bands
in (b) (Appendix H 1). We find that the kz = 0 plane of
KMgBi exhibits the topology of a 2D TI (Appendix H 1),
in agreement with the surface-state calculation in Ref. 58.
In the vicinity of kz = 0 (Fig. 4(c)), HOFAs are clearly
visible connecting the hinge projections of the bulk 3D
Dirac points (white) to the projections of 2D surface TI
cones at kz = 0 (blue). This boundary mode structure
is captured by the model of a p − d-hybridized Dirac
semimetal in Appendix E 2.
In Fig. 5, we also examine the bulk and hinge spectra of
the candidate Dirac semimetal β′-PtO2. Single crystals
of PtO2 in its rutile-structure (β
′) phase have previously
been prepared in experiment60, and its bulk and surface
electronic structure were examined in a previous theoret-
ical work61. In β′-PtO2, the Hamiltonian of the kz = 0
plane is equivalent to a 2D TCI with mirror Chern num-
ber CMz = 2; therefore β
′-PtO2 is more closely related
to the s − d-hybridized HOFA semimetal model intro-
duced in this work (Eq. (6)) than it is to α′′-Cd3As2 and
KMgBi, which at kz = 0 are instead equivalent to 2D
TIs (Fig. 4 and Appendix H). In Fig. 5, we plot the bulk
bands (a) and hinge spectrum (b) of β′-PtO2 calculated
from first principles, as detailed in Appendix H 3. In the
spectrum of a single hinge (Fig. 5(b)), we observe two
narrowly split HOFA states connecting the hinge pro-
jections of the bulk 3D Dirac points to the projections
of the surface 2D TCI cones. Fixing the system filling
to that of the bulk Dirac points, we observe that, simi-
lar to the hinge spectrum of the fragile topological Dirac
semimetal in Fig. 3(h), only one of the HOFA states on
each hinge of β′-PtO2 is half-filled. Specifically, we find
the lower HOFA state in energy in Fig. 5(b) is half filled,
and therefore carries a topological quadrupole moment
(Appendix F 3), and the other HOFA state is unoccu-
pied, and is therefore topologically trivial.
Because the TCI surface cones in β′-PtO2 are only
protected by Mz symmetry, they can be gapped without
breaking T symmetry, unlike the 2D TI surface cones
in α′′-Cd3As2 and KMgBi (Appendix F 1). To preserve
the bulk Dirac points and intrinsic HOFA states in β′-
PtO2 while gapping the surface TCI cones, we must break
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FIG. 5: (a) Bulk bands incorporating the effects of SOC of the candidate Dirac semimetal β′-PtO2 in SG 136 (P42/mnm1′)60,61.
Unlike in the Dirac semimetals α′′-Cd3As2 and KMgBi examined in Fig. 4, the kz = 0 plane of β′-PtO2 is equivalent to a
2D TCI with mirror Chern number CMz = 2 (Ref. 61 and Appendix H 3). (b) The hinge spectrum of β
′-PtO2 exhibits two,
narrowly split HOFA states connecting the hinge projections of the bulk 3D Dirac points (white) to the projections of two
surface TCI cones at kz = 0 (blue). Fixing the system filling to that of the bulk Dirac points, we find that the lower HOFA
state in energy in (b) is half-filled, and therefore exhibits a topological quadrupole moment, and the higher state is unoccupied,
and is thus topologically trivial, as discussed in Appendices F 3 and H 3. (c) In the presence of a z-directed external electric
field, the surface TCI cones in β′-PtO2 become gapped (blue), allowing for the two HOFA states to meet at kz = 0 in a quarter-
filled Kramers pair of corner modes that is characteristic of the fragile phase introduced in this work (Fig. 2(i-k), Fig. 3(e,h),
and Appendices D, F 3, and H 3). The bulk band structure in (a) was obtained from first-principles, and then used to fit a
tight-binding model whose hinge Green’s functions in the absence and presence of an external electric field are shown in (b)
and (c), respectively (Appendix H 3).
Mz (and hence I) symmetry while preserving the 42
screw, x-directed n-glide reflection, T , and lattice trans-
lation symmetries of SG 136 (P42/mnm1
′). Though this
cannot be accomplished by uniaxial strain, which either
manifests as symmetry-preserving stretching in the z di-
rection or as a translation-breaking strain gradient, these
symmetry requirements can be satisfied in experiment
by applying an external electric field that is spatially
constant (or slowly varying on the scale of the lattice
spacing) along the z- (c-) axis of a fourfold-symmetric
β′-PtO2 sample. Implementing the effects of an exter-
nal electric field into our Green’s function calculation of
the hinge states in β′-PtO2 (Fig. 5(c)), we observe that
the TCI cones have become gapped, and that the HOFA
states instead meet in a Kramers pair of quarter-filled
corner modes at kz = 0.
Furthermore, because the kz = 0 plane of β
′-PtO2
both exhibits the topology of a CMz = 2 TCI and carries
the same bulk fourfold rotation eigenvalues as a QI in
p4m (Appendix C), then the quarter-filled corner modes
that appear at kz = 0 in the hinge spectrum of β
′-PtO2
when its TCI surface states are gapped with an external
electric field (Fig. 5(c)) indicate that the valence mani-
fold at kz = 0 can be separated into trivial bands and
fragile bands with the same topology as the 2D fragile
phase introduced in this work (Eqs. (1) and (3)). Specif-
ically, β′-PtO2 only differs from a trivial (unobstructed)
atomic limit without Dirac points or hinge states by a
single inversion at the Γ point between bands with the
same parity eigenvalues and different fourfold rotation
eigenvalues (Fig. 5(a) and Appendix H 3). Therefore, the
band inversion in β′-PtO2 drives the kz = 0 plane into
the same CMz = 2 TCI phase as that of Eq. (1), which
necessarily gaps into an insulator with fragile bands and
fractionally charged Kramers pairs of corner modes when
Mz is relaxed while preserving fourfold rotation and T
(Appendix F 3). Whether the entire valence manifold at
kz = 0 is fragile or an obstructed atomic limit depends on
the precise details of the bands below the Fermi energy,
and for the case of the fragile phase introduced in this
work (Eqs. (1) and (3)), uniquely cannot be inferred from
the symmetry eigenvalues of the occupied bands (Ap-
pendix D), unlike the fragile phases examined in previous
works38–40,47,52. Nevertheless, like the I-symmetric frag-
ile phases with corner modes introduced in Refs. 46,47,
the fragile phase of Eqs. (1) and (3) still exhibits anoma-
lous (intrinsic) corner modes when trivial bands (i.e. un-
obstructed atomic limits without corner states) are in-
troduced below the Fermi energy. Therefore, because
the kz = 0 plane of β
′-PtO2 can be decomposed into a
set of trivial bands without corner states and the inverted
bands at the Fermi energy, it still exhibits the fractionally
charged corner states shown in Fig. 5(c) when Mz is re-
laxed while preserving T and fourfold rotation, whether
or not the entire valence manifold at kz = 0 is fragile or
an obstructed atomic limit. We draw further connection
11
between β′-PtO2 and the model of an s − d-hybridized,
noncentrosymmetric, fragile topological Dirac semimetal
introduced in this work (Eqs. (3) and (6) and Fig. 3(e,h))
by noting that the quarter-filled corner modes at kz = 0
in Fig. 5(c) represent the particle-hole conjugates of the
three-quarters-filled fragile-phase corner modes observ-
able at kz = 0 in Fig. 3(h) (Appendices F 3 and H 3).
The HOFA states introduced in this work may be
detectable through transport and STM experiments49.
Though our analysis has focused on nanowire geome-
tries, HOFA states may also be observable through
momentum-resolved probes of fourfold-symmetric ar-
rangements of step edges on the surfaces of Dirac
semimetals with the SGs in Table II. Nonlocal quantum
oscillation experiments71 and SQUID measurements49
performed on materials with HOFA states are likely to
show interesting signatures reflecting the reduced dimen-
sionality of the hinge modes. By generalizing the analysis
performed in this work, further examples of topological
semimetals with HOFA states should be readily discover-
able, including HOFA Dirac semimetals with sixfold sym-
metries and, as discussed in Appendices F 4 and G 1 b,
high-fold-rotation Weyl semimetals with coexisting sur-
face Fermi arcs and HOFA states. Additionally, our
atomic-orbital description of QIs with s−d hybridization
suggests the possibility of quadrupolar generalizations of
polyacetylene16,28. Finally, because the analytic expres-
sion that we obtain for the bound (corner) states of the
QI in Appendix F 1, when the reflection symmetries of
p4m are relaxed, can be expressed as the superposition
of 1 + 2n (i.e. an odd number) of quadrupole moments
whose direction is a free parameter but whose magnitude
is fixed to e/2 (Appendix F 4), then it bears similarities
with recent gauge-theory descriptions of fractons with
anomalous “tensor” charges72.
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Appendix A: Tight-Binding Parameters for Figures 2 and 3 of the Main Text
Here, we list the specific model parameters used to generate the figures in the main text. All plots shown in this paper
were generated using the tight-binding, slab (ribbon), and Wilson loop functionality of the PythTB package73. The
nested Wilson loop shown in Fig. 3(b) of the main text was calculated by modifying the PythTB functions relating
to Wannier centers and Berry phase. For convenience, we reproduce in this appendix the Hamiltonians and potentials
introduced in this main text of this work. First, in the main text, we formulated a 2D time-reversal- (T -) symmetric
Hamiltonian (Eq. (1) of the main text):
H(~k) = t1τz[cos(kx) + cos(ky)] + t2τx[cos(kx)− cos(ky)] + vmτz
+ tPH1τσ[cos(kx) + cos(ky)] + vsτ
yσz sin(kx) sin(ky), (A1)
that was invariant under layer group48,62,74–76 p4/mmm1′, whose generating symmetries are represented by:
MxH(kx, ky)M−1x = σxH(−kx, ky)σx, MzH(kx, ky)M−1z = σzH(kx, ky)σz,
C4zH(kx, ky)C−14z = τz
(
1σ − iσz√
2
)
H(ky,−kx)τz
(
1σ + iσ
z
√
2
)
, T H(kx, ky)T −1 = σyH∗(−kx,−ky)σy. (A2)
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We also introduced the Mz- (and I-) breaking, T -symmetric potential VMz (~k) (Eq. (3) of the main text),
VMz (
~k) = vMz [τ
zσy sin(kx)− τzσx sin(ky)] , (A3)
and the Mz-, I-, and T -breaking, Mz ×T - (and I × T -) symmetric quadrupolar magnetic potential U(~k) (Eq. (4) of
the main text).
U(~k) = u[τyσy sin(kx) + τ
yσx sin(ky)]. (A4)
2D Insulators
Trivial 
Insulator
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𝑀𝑧- and 𝑇-
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FIG. 6: Relationship between the phases of the 2D and 3D models introduced in this work. The 2D T -symmetric Hamiltonian
in Eq (A1) can be tuned between trivial and and topological crystalline insulating (TCI) phases. From the TCI phase,
breaking Mz and keeping time-reversal (T ), accomplished by the introduction of VMz (~k) in Eq. (A3), results in a phase with
“fragile” topology39,40,46,47,51,52,77–88. Conversely, starting in the TCI phase and breaking T while keeping the product Mz×T ,
accomplished through the introduction of U(~k) in Eq. (A4), results in a quadrupole insulating (QI) phase. By introducing the
magnetic potential U(~k) into the fragile topological phase, or by introducing the Mz×T -breaking potential VMz (~k) into the QI
in p4/m′mm, a QI can be realized in the type-I magnetic group62,89 p4mm. In this work, this Mz ×T -broken QI is realized in
2D Brillouin zone (BZ) planes indexed by kz 6= 0, pi in Fig. 3(e,h) of the main text. In 3D, an Mz×T -symmetric magnetic Dirac
semimetal with higher-order Fermi arcs (HOFAs) is realized by HH1(~k) (Eq. (A5)), and a T - and Mz-symmetric centro- (I-)
symmetric Dirac semimetal with HOFAs is realized by HH2(~k) (Eq. (A6)). Finally, the T - and Mz-symmetric HOFA semimetal
phase of HH2(~k) (Eq. (A6)) can be reduced to a noncentrosymmetric HOFA Dirac semimetal without surface states through
the introduction of VMz (~k) in Eq. (A3). For both the 2D and 3D phases, the layer and space groups are listed, respectively,
using the expanded Shubnikov magnetic group notation62,89. The specific parameters used to realize the 2D and 3D phases
highlighted in this work are listed in Tables III and IV, respectively.
In Fig. 6, we show the relationships between the 2D insulating phases highlighted in Fig. 2 of the main text, which
are realized using the parameters listed in Table III. Beginning with the trivial (uninverted) phase of the Mz- and
T -symmetric 2D Hamiltonian in Eq. (A1), we tune vm to invert bands with different C4z eigenvalues and the same
parity eigenvalues at Γ, while keeping the bulk bands uninverted at the other TRIM points. This induces a 2D spinful
topological crystalline insulator (TCI)10,64 with mirror Chern number CMz = 2. This TCI phase can be reduced to an
insulating phase with “fragile” topology39,40,46,47,51,52,77–88 through the introduction of nonzero vMz in the Mz- and
I-breaking, T -symmetric potential VMz (~k) in Eq. (A3). The CMz = 2 TCI phase can also be reduced to a T -broken
quadrupole insulating (QI) phase32,33,35,90–98 through the introduction of nonzero u in the T -, Mz-, and I-breaking
potential U(~k) in Eq. (A4). Crucially, although these fragile and QI phases are topologically distinct, we show in
Appendix F 3 that they both exhibit quadrupolar 0D corner modes with charges ±e/2 mod e when half filled, even
though the occupied bands of the fragile phase are not Wannierizable, i.e., they do not admit a description in terms
of symmetric, exponentially localized Wannier functions22,25,26,40. By introducing the magnetic potential U(~k) into
the fragile topological phase, or by introducing the Mz × T -breaking potential VMz (~k) into the QI in p4/m′mm, a
QI can be realized in the type-I magnetic group62,89 p4mm. We do not explicitly show an I × T -broken QI phase in
2D, but we do present in Fig. 3(e,h) of the main text a 3D model of a Dirac semimetal in which an I × T -broken QI
phase occurs in 2D Brillouin zone (BZ) planes indexed by kz 6= 0, pi.
For the 3D semimetallic phases shown in Fig. 3 of the main text, we used the parameters listed in Table IV in the
3D Hamiltonians:
HH1(~k) = H(~k) + U(~k) + tHτz cos(kz) (A5)
HH2(~k) = H(~k) + U(~k) sin(kz) + tHτz cos(kz). (A6)
Eq. (A6) is invariant under the symmetries of space group (SG) 123 P4/mmm1′, whose generating symmetries are
14
Parameters for the 2D Models in Fig. 2 of the Main Text
Phase Panels Equations t1 t2 vm tPH vs vMz u
Trivial Insulator (c-e) (A1) 2 1.5 −5 0.1 1.3 0 0
Mz- and T -Symmetric CMz = 2 TCI (f-h) (A1) 2 1.5 −1.5 0.1 1.3 0 0
T -Symmetric, Mz-Broken Fragile TI (i-k) (A1) and (A3) 2 1.5 −1.5 0.1 1.3 0.4 0
Mz × T -Symmetric Quadrupole (l-n) (A1) and (A4) 2 1.5 −1.5 0.1 1.3 0 0.5
TABLE III: Parameters used in Eqs. (A1), (A3), and (A4) to realize the 2D insulating phases shown in Fig. 2 and Fig. 6 of the
main text.
represented by:
MxH(kx, ky, kz)M−1x = σxH(−kx, ky, kz)σx, MzH(kx, ky, kz)M−1z = σzH(kx, ky,−kz)σz,
C4zH(kx, ky, kz)C−14z = τz
(
1σ − iσz√
2
)
H(ky,−kx, kz)τz
(
1σ + iσ
z
√
2
)
, T H(kx, ky, kz)T −1 = σyH∗(−kx,−ky,−kz)σy,
(A7)
whereas Eq. (A5) is only invariant under magnetic SG P4/m′mm (123.341 in the BNS notation62), whose generating
symmetries are Mx, C4z, and Mz × T as represented in Eq. (A7). Additionally, in Fig. 3(e,h) of the main text, we
show a noncentrosymmetric Dirac semimetal in SG 99 P4mm1′ that results from breaking Mz (and I) symmetry
while keeping the other symmetries of SG 123 in P4/mmm1′ through the addition of Eq. (A3) to Eq. (A6).
Parameters for the 3D Models in Fig. 3 of the Main Text
Phase Panels Equations t1 t2 vm tPH vs tH u (HH1) u (HH2) vMz
Mz × T -Symmetric Magnetic HOFA Dirac (c,f) (A5) 1 2 −1.5 0.1 1.3 2.8 0.5 0 0
Mz- and T -Symmetric HOFA Dirac (d,g) (A6) 1 2 −1.5 0.1 1.3 2.8 0 0.5 0
T -Symmetric HOFA Dirac without 2D Surface States (e,h) (A6) and (A3) 1.5 0.4 −1.5 0.1 1.3 2.3 0 0.5 0.3
TABLE IV: Parameters used in Eqs. (A3), (A4), (A5), and (A6) to realize the 3D semimetallic phases shown in Fig. 3 of the
main text and Fig. 6.
All three of the Dirac semimetal phases listed in Table IV exhibit higher-order Fermi arcs (HOFAs) along their 1D
hinges. The Mz×T -symmetric magnetic Dirac semimetal (HH1(~k) in Eq. (A5)) and the Mz- and T -symmetric Dirac
semimetal (HH2(~k) in Eq. (A6)) both exhibit twofold band degeneracies at generic k points due the presence of the
combined antiunitary symmetry I × T . Of these, the T -symmetric semimetal also exhibits a topologically nontrivial
plane at kz = 0, for which the 2D mirror Chern number CMz = 2. Finally, by relaxing Mz (and I) symmetry while
keeping T by adding Eq. (A3) to Eq. (A6), we realize a new variant of a topological Dirac semimetal10 without
topological surface states, but with topological hinge states connected to the 0D corner states of a 2D fragile phase
(Fig. 3(h) of the main text). Specifically, for the noncentrosymmetric Dirac semimetal phase of Eqs. (A3) and (A6),
the Hamiltonian of the kz = 0 plane exhibits fragile topology and Kramers pairs of corner modes, and the kz planes
between kz = 0 and the Dirac points are equivalent to Mz×T -broken QIs in wallpaper group p4m (layer group p4mm).
This “fragile” topological Dirac semimetal therefore represents a gapless tuning cycle between a 2D fragile phase and
a trivial insulator, similar to the gapped pumping cycles between 2D fragile and trivial phases that characterize
higher-order TIs (HOTIs)47. Like with the (magnetic) HOTIs analyzed in Ref. 47, when trivial bands are added to
the fragile topological Dirac semimetal phase of Eqs. (A3) and (A6), the Hamiltonian of the kz = 0 plane no longer
describes a fragile phase, but instead characterizes an obstructed atomic limit with the same corner modes as the
fragile phase from which it originated (Appendix D and Refs. 46,47).
Appendix B: Topological Equivalence of the Spinful s-d Hybridized Model and Spinless Flux-Threaded
Model of Quadrupole Insulators
Here, we show that the spinful s − dx2−y2-hybridized model of a QI introduced in this paper (Eqs. (1) and (4) of
the main text, reproduced in Eqs. (A1) and (A4), respectively) is topologically equivalent to the spinless QI model
with threaded flux introduced in Ref. 32. We begin with the T -broken Hamiltonian formed by adding Eqs. (A1) and
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(A4):
HM (~k) = H(~k) + U(~k). (B1)
Eq. (B1) is invariant under the action of the type-III magnetic layer group p4/m′mm, which is generated by:
{C4z|00}, {Mx|00}, {Mz × T |00}, (B2)
as well as the 2D lattice translations Tx,y. Throughout this work, we have employed the magnetic group labeling
convention of Refs. 62,89, for which the combined operation of mirror and time-reversal (for this layer group, the
operation Mz × T ) is denoted as m′. The dispersion relation of Eq. (B1) can be calculated explicitly and compared
to that of the quadrupole model in Ref. 32 (Eq. (6) in Ref. 32). Because the QI model introduced in Ref. 32 is
particle-hole symmetric, we begin by tuning the quadrupole model introduced in this work (Eqs. (A1) and (A4)) to
the particle-hole symmetric limit in which tPH = vs = 0, while keeping all of the other symmetries of p4/m
′mm. In
this limit, the spectrum of Eqs. (A1) and (A4) is given by:
E2(~k) = t21
[
cos2(kx) + cos
2(ky) + 2 cos(kx) cos(ky)
]
+ v2m + t
2
2
[
cos2(kx) + cos
2(ky)− 2 cos(kx) cos(ky)
]
+ 2t1vm [cos(kx) + cos(ky)] + u
2
[
sin2(kx) + sin
2(ky)
]
, (B3)
where bands are doubly degenerate due to the presence of the combined antiunitary symmetry I×T = MxMy(Mz×T ).
In the limit that:
t1 = t2 =
1√
2
u = t, (B4)
Eq. (B3) reduces to:
E2(~k) = 4t2 + v2m + 2tvm [cos(kx) + cos(ky)] . (B5)
We can perform the substitution:
t =
λ√
2
, vm = γ
√
2, (B6)
under which the dispersion relation of this spinful s − d-hybridized model (Eq. (B5)) becomes exactly equal to that
of the spinless, flux-threaded model of a QI in Ref. 32 (Eq. (6) in Ref. 32). As with the earlier QI model in Eq. (6) in
Ref. 32, our model displays gap closures at Γ for γ/λ = −1 and at M for γ/λ = 1. Calculating the nested Wilson loop
of the lower two bands of Eq. (B1), we confirm that they exhibit a nested Berry phase of 0 for |γ/λ| > 1 and a nested
Berry phase of pi for |γ/λ| < 1. This nested Berry phase is also symmetry-indicated by the eigenvalues of C4z of the
occupied corepresentations at Γ and M33. In both models, the representations of the mirror symmetries Mx and My
anticommute at all four TRIM points, such that states at the TRIM points are twofold degenerate despite the absence
of time-reversal symmetry. In the trivial insulating phases of both models, the occupied bands at both C4z-invariant
TRIM points have the same C4z eigenvalues: λC4z (Γ) = λC4z (M) = (1± i)/
√
2 or λC4z (Γ) = λC4z (M) = −(1± i)/
√
2.
In the QI phases of both models, either Γ or M has an occupied pair of states with C4z eigenvalues λC4z = (1± i)/
√
2,
whereas the other C4z-invariant TRIM point has an occupied pair with λC4z = −(1 ± i)/
√
2. This can also be
understood from the elementary band representations (EBRs) induced from the site-symmetry representations of
spinful s and d orbitals22,33,39–42,77–79,99–104 (see Appendix C).
Furthermore, we can show that within each of the two phases of Eq. (B1), there exist points in parameter space at
which both models are unitarily related through a k-independent transformation. As the QI phase is distinguished
from a trivial insulator with Wannier orbitals located on the unit-cell atoms (i.e. an unobstructed atomic limit22) by
a Z2 topological invariant32,33, it follows that all points in parameter space with the same symmetry are in topolog-
ically equivalent phases as long as one can tune between them without closing a gap16,17,22–27,105–109. Therefore, to
demonstrate the overall topological equivalence between the two models, we only need to demonstrate the topological
equivalence between them at one point in parameter space within each of the two gapped phases of the different
models.
We begin in the limit that both models have the same dispersion relations. The model of a QI introduced in Eq. (6)
of Ref. 32 can be written as:
H′(~k) = (γ + λ cos(kx))Γ1 + (γ + λ cos(ky))Γ2 + λ sin(kx)Γ3 + λ sin(ky)Γ4, (B7)
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whereas the T -broken s−d-hybridized model in Eq. (B1) with the substitutions in Eqs. (B4) and (B6) can be written
as
HM (~k) =
(
γ
√
2 +
λ√
2
[cos(kx) + cos(ky)]
)
Γ˜1 +
λ√
2
(
cos(kx)− cos(ky)
)
Γ˜2 + λ sin(kx)Γ˜3 + λ sin(ky)Γ˜4, (B8)
where {Γi} and {Γ˜i} are sets of four-component Dirac matrices that each separately form a Clifford algebra. Without
loss of generality, we choose the matrix representations:
Γi = Γ˜i, for i = 1 to 5, (B9)
and develop for each phase an exact transformation matrix at one point in parameter space. We note that, because
the coefficients of Γ3,4 and Γ˜3,4 in Eqs. (B7) and (B8), respectively, are proportional to the same functions of k, we
expect that the k-dependence of the unitary transformation that maps H′(~k) to HM (~k) will lie in the subspace of Γ1,2
for generic values of k.
We first consider relating the two models’ trivial (normal) insulating (NI) phases, defined as exhibiting a nested
Berry phase of 0. The quadrupole moments of the insulating phases of both Hamiltonians are entirely determined by
a single parameter: the ratio |γ/λ|. Both models are gapless only when |γ| = |λ|, and both are topologically trivial
for |γ| > |λ|. We first consider the limit λ→ 0, which defines:
H′NI(~k) = (γ)Γ1 + (γ)Γ2, (B10)
and
HM,NI(~k) = (γ
√
2)Γ1. (B11)
Expressing the Hamiltonians as vectors of coefficients of the Dirac matrices:
HM (~k) = ~v(~k) · ~Γ, H′(~k) = ~v′(~k) · ~Γ, (B12)
it is trivial to show that for v′ = V¯ v,
V¯ =
(
R
(
pi
4
)
0
0 1
)
, (B13)
where R
(
pi
4
)
is an orthogonal rotation matrix in the 2× 2 Γ1,2 subspace:
R
(pi
4
)
=
(
1/
√
2 −1/√2
1/
√
2 1/
√
2
)
. (B14)
As V¯ is k-independent, both models’ trivial phases are topologically equivalent.
We now relate the QI phases of both models. A characteristic point within this phase can be obtained by choosing
γ/λ = 0, which defines:
H′QI(~k) = λ cos(kx)Γ1 + λ cos(ky)Γ2 + λ sin(kx)Γ3 + λ sin(ky)Γ4 (B15)
and
HM,QI(~k) = λ√
2
(cos(kx) + cos(ky)) Γ1 +
λ√
2
(cos(kx)− cos(ky)) Γ2 + λ sin(kx)Γ3 + λ sin(ky)Γ4. (B16)
Again expressing the transformation matrix V¯ in terms of the vectors of the coefficients of the Dirac matrices
(Eq. (B12)) for each Hamiltonian, the transformation v′ = V¯ v is satisfied by:
V¯ =
(
S
(
pi
4
)
0
0 1
)
, (B17)
where S
(
pi
4
)
is an orthogonal rotoinversion matrix in the 2× 2 Γ1,2 subspace:
S
(pi
4
)
=
(
1/
√
2 1/
√
2
1/
√
2 −1/√2
)
. (B18)
As V¯ is here also k-independent, both models’ QI phases are topologically equivalent.
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Appendix C: Quadrupole Insulators in Spinful Magnetic Wallpaper Group p4m as Obstructed Atomic Limits
We analyze the EBRs22,39,99–103 of the four-band, T -broken model of a s− dx2−y2-hybridized quadrupole insulator
(QI) introduced in this paper (Eqs. (A1) and (A4)). In this section, we show that the QI phase of this model, and
consequently the QI phase of the topologically equivalent model introduced in Ref. 32 (Appendix B), is an obstructed
atomic limit22 of a 2D magnetic wallpaper (or layer) group. Our model consists of two spin-1/2 s and two spin-1/2
dx2−y2 orbitals at the 1a Wyckoff position of type-I magnetic wallpaper group p4m, which is generated by C4z and
Mx:
{C4z|00}, {Mx|00}, (C1)
as well as the 2D lattice translations Tx,y. Our analysis in this section will also apply to the type-III magnetic layer
group62 p4/m′mm, which has an additional I × T symmetry:
{IT |00}, (C2)
such that:
p4/m′mm = (E)p4m ∪ (I × T )p4m, (C3)
where E is the identity operation. By examining all momentum space (co)representations of these two
groups22,89,101–103, we find that the additional generator that separates them, I×T , does not increase the connectivity
of any of the double valued EBRs of either 2D magnetic group. More specifically, because the little co-groups of the
Γ and M points are isomorphic to 4mm, and the little co-group of the X point is isomorphic to mm2 (Fig. 2(b)
of the main text), the double-valued (co)representations at all of the TRIM points are already twofold degenerate
whether or not I × T is present; the additional antiunitary symmetry simply serves in p4/m′mm to enforce twofold
band degeneracies at all of the other points in the BZ (and to make the Wilson loop particle-hole symmetric at each
k point38,48,110–112). Here, and throughout this work, the little co-group is defined as the little group modulo lattice
translations22,89. We also note that, in position space, the addition to p4m of {IT |00} does not change the locations,
multiplicities, or group-subgroup relations of the site-symmetry groups of any of the Wyckoff positions. Therefore,
we can perform the more general analysis here of the Wannier description of band representations of wallpaper group
p4m, and conclude that the same analysis applies to its supergroup p4/m′mm. As the original model of a QI is
topologically equivalent to a spinful model in p4/m′mm (Appendix B), and as the models introduced in this work
(Appendix A) describe QIs in both p4/m′mm (Eqs. (A1) and (A4)) and p4m ((Eqs. (A1), (A3), and (A4)) our more
general analysis in this section of (obstructed) atomic limits in p4m applies to both the original spinless QI model
introduced in Ref. 32 as well as to all of the QI models introduced in this work.
To understand the band representations that correspond to the QI phase, we first examine the C4z-invariant,
multiplicity-one maximal Wyckoff positions of the type-I magnetic wallpaper group p4m and the irreducible rep-
resentations of their site-symmetry groups. The site-symmetry groups of the 1a and 1b Wyckoff positions of p4m
are isomorphic to the point group 4mm, and the site-symmetry group of the 2c position is isomorphic to the point
group mm2 (Fig. 2(a) of the main text). Consulting the point group tables on the Bilbao Crystallographic Server
(BCS)22,113, we find that a spinless s orbital transforms as the 1D single-valued irreducible representation A1, whereas
a spinless dx2−y2 orbital, whose wavefunction is odd under diagonal mirror Mx±y and C4z, transforms as the irre-
ducible representation B1. To add spin, we consult the direct product tables of Altmann and Herzig (Table 52.9 on
page 491 of Ref. 114),
A1 ⊗ E¯1/2 = E¯1/2 ≡ E¯1, B1 ⊗ E¯1/2 = E¯3/2 ≡ E¯2, (C4)
where for convenience, we provide double-valued irreducible representations in both the notation of Altmann and
Herzig114 (E¯1/2,3/2) and that of the BCS
101–103,113 (E¯1,2). The notation of Altmann and Herzig in particular provides
some physical intuition for these representations: E¯1/2 corresponds to the spin-1/2 representation of a spinful s
orbital, and E¯3/2 corresponds to the mj = ±3/2 piece of the J = 5/2 representation of spinful d orbitals6–9,114. Both
double-valued irreducible representations E¯1,2 are two-dimensional, and their dimension does not double when T (or
I × T ) is introduced. These representations correspond to doubly-degenerate pairs of spinful atomic orbitals with
different complex-conjugate pairs of C4z eigenvalues:
χE¯1(C4z) =
1 + i√
2
+
1− i√
2
=
√
2, χE¯2(C4z) =
−1 + i√
2
+
−1− i√
2
= −
√
2, (C5)
where χρ(h) is the character of the unitary symmetry h in the irreducible representation ρ, and is equal to the sum of
the eigenvalues of h in ρ. The twofold degeneracy of states characterized by E¯1,2 is here enforced by {Mx,My} = 0,
instead of T , which is absent for the calculations in this section (we will later also enforce T symmetry in Appendix D).
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Finally, before detailing the EBRs of p4m, we establish the set of possible little co-group representations at the
high-symmetry points in the BZ (Fig. 2(b) of the main text). Because wallpaper group p4m is symmorphic, it is
sufficient to examine the little co-group at each high-symmetry point. The little co-groups of Γ and M (Fig. 2(b)
of the main text) are isomorphic to 4mm, which has two double-valued representations, denoted ρ¯6,7. When we are
referring to the little co-group representation at Γ, we will write:
Γ¯7 ≡ E¯1 ≡ ρ¯7, Γ¯6 ≡ E¯2 ≡ ρ¯6, (C6)
while at M :
M¯7 ≡ E¯1 ≡ ρ¯7, M¯6 ≡ E¯2 ≡ ρ¯6, (C7)
such, that, incorporating Eq. (C5), the characters of the little co-group representations ρ¯6,7 are:
χρ¯6(C4z) = −
√
2, χρ¯7(C4z) =
√
2. (C8)
At the X and X ′ points, the little co-groups are isomorphic to the double-valued point group mm2, which has only a
single double-valued irreducible representation E¯, which is two-dimensional and corresponds to a pair of states with
Mx,y eigenvalues ±i. This twofold degeneracy does not require time-reversal symmetry; instead, it is enforced by the
anticommutation relation {Mx,My} = 0.
In the four-band quadrupole Hamiltonian (Eqs. (A1) and (A4)), the T -symmetric spin-orbit coupling term
vsτ
yσz sin(kx) sin(ky) and quadrupolar magnetic term u[τ
yσy sin(kx) + τ
yσx sin(ky)] vanish at the Γ (kx = ky = 0)
and M (kx = ky = pi) points, and the Hamiltonian at these points takes the simplified form:
H(Γ) = (2t1 + vm)τz + 2tPH1τσ, H(M) = (−2t1 + vm)τz − 2tPH1τσ, (C9)
where eigenstates can be indexed by their spinless fourfold rotation eigenvalues. Most precisely, because none of the
terms in Eq. (C9) contain σ matrices, Eq. (C9) exhibits SU(2) spin rotation symmetry, in addition to the spinful C4z
symmetry inherited from Eqs. (A1) and (A4):
C4z = τ
z
(
1− iσz√
2
)
. (C10)
The combination of SU(2) spin rotation symmetry and spinful C4z results in an additional spinless fourfold rotation
symmetry, represented at the Γ and M points by:
C˜4z = τ
z. (C11)
The states that transform as s (d) orbitals correspond to its positive (negative) eigenvalues. We find that the trivial and
QI phases of the s−d-hybridized model introduced in this work can be distinguished by the irreducible representations
of their occupied bands at Γ and at M , which are determined by the numerical prefactors of τz in Eq. (C9) using the
values in Table III. The trivial phase displays either ρ¯7 or ρ¯6 at both Γ and at M ; the QI phase displays ρ¯6 at Γ and
ρ¯7 at M , or ρ¯7 at Γ and ρ¯6 at M , in agreement with the results of Ref. 33.
To relate these momentum-space representations to EBRs, we induce the site-symmetry irreducible representations
of spinful s and dx2−y2 orbitals (E¯1,2, respectively) at the 1a and 1b Wyckoff positions into G = p4m and then
subduce onto Γ and M . As we have previously shown that the only symmetry indicators in p4m are the pairs of
C4z eigenvalues within each occupied irreducible representation at Γ and at M , we can deduce all of the relevant
information by calculating the character of C4z in the subduced representations at the Γ and M points following the
procedure in Ref. 101. Since the Wyckoff positions are multiplicity-one, the formula simplifies to:
χ
~k
G(h) ≡ e−i(R~k)·~tχ˜[ρ({E| − ~t}h)], (C12)
where:
χ˜[ρ(g)] =
{
χ[ρ(g)] if g ∈ G~q
0 if g 6∈ G~q,
(C13)
and:
~t ≡ h~q − ~q. (C14)
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In Eqs. (C12) – (C14), G~q is the site-symmetry group at ~q, h is an element of the little group at ~k and R is the
rotational part of h, such that h = {R|v}. Applying Eq. (C14) to h = {C4z|00}, we find that for the 1a position,
~t = h~q1a − ~q1a = ~0, while for the 1b position, ~t = h~q1b − ~q1b = −~Tx, where ~Tx denotes a lattice translation in the x
direction. Thus, from Eq. (C12), an EBR induced from the 1a position has characters:
χΓ(C4z) = χ
M (C4z) = χ˜
1a(C4z), (C15)
While for the 1b position,
χΓ(C4z) = −χM (C4z) = χ˜1b(C4z). (C16)
The two possible EBRs induced from each site are described in Table V; the same information can be found using
the BANDREP tool on the BCS22,101–103. Each of the EBRs shown in this table is twofold connected, with nonde-
generate bands along all lines and the plane of the BZ away from the TRIM points and with twofold degeneracies at
the TRIM points where Mx,y intersect and anticommute. In p4/m
′mm, the layer supergroup of p4m, all of the EBRs
maintain the same connectivity and symmetry eigenvalues. In wallpaper group p4m, singly degenerate bands along
the four high-symmetry mirror lines Mx,y and Mx±y can be labeled with either ±i mirror eigenvalues and bands at
the TRIM points come in doublets with complex conjugate pairs of mirror eigenvalues. Conversely, in layer group
p4/m′mm, all of the bands along the mirror lines and at the TRIM points come in doublets with complex conjugate
pairs of mirror eigenvalues related by I × T symmetry. Furthermore, in p4/m′mm, bands at generic momenta in
the 2D BZ also appear in doublets protected by I × T symmetry. Therefore, when bands are inverted at Γ in our
four-band model in p4/m′mm (Eqs. (A1) and (A4)), the model is only gapless at a single point in parameter space
at Γ. Conversely, for a four-band model in p4m with two occupied bands, depending on the band dispersion, the
model either directly transitions from a trivial phase to a QI (as occurs in the fragile topological Dirac semimetal
in Fig. 3(e,h) of the main text), or instead transitions from a trivial insulator (or QI) into a 2D semimetal with 8n
twofold degenerate nodal points protected by Mx,y and Mx±y symmetries74. In this work, we specifically restrict
consideration to models in p4m that transition between trivial insulators and QIs when bands are inverted at Γ.
Spinful Atomic Site-Symmetry Wyckoff Representation Representation
Orbitals Representation of 4mm Position of p4m Subduced at Γ Subduced at M
s E¯1 1a ρ¯7 ρ¯7
dx2−y2 E¯2 1a ρ¯6 ρ¯6
s E¯1 1b ρ¯7 ρ¯6
dx2−y2 E¯2 1b ρ¯6 ρ¯7
TABLE V: The elementary band representations (EBRs) induced into type-I magnetic wallpaper group p4m from the double-
valued site symmetry representations that transform as spinful s and dx2−y2 orbitals at the 1a and 1b Wyckoff positions
(Fig. 2(a) of the main text), and the resulting subduced little group representations at Γ and M (Fig. 2(b) of the main text),
employing the notation in Eqs. (C6) and (C7). Band inversion at Γ or M between irreducible representations ρ¯6 and ρ¯7 for
bands induced from orbitals at the 1a position results in a set of occupied bands with the same symmetry eigenvalues as an
EBR induced from the 1b position. All representations were obtained using the point group113 and BANDREP22,101–103 tools
on the Bilbao Crystallographic Server (BCS).
We now show that the QI phase that results from inverting bands originating from spinful s and d orbitals at the 1a
position of p4m is an obstructed atomic limit with Wannier centers at the 1b position. From the contents of Table V,
it is clear that when 1a bands from s and d orbitals are inverted at Γ in a four-band model, the bottom two bands
will have the same symmetry eigenvalues as bands from the 1b position (ρ¯6 at Γ and ρ¯7 at M). To formally show
that the resulting insulator is an obstructed atomic limit, we look at the common Wyckoff position 4d (Fig. 2(a) of
the main text), which lies at (±x,±x), such that:
G1a ∩G1b = G4d, (C17)
where G4d is isomorphic to point group
113,115,116 m, as its only symmetry is Mx±y. For both of the one-dimensional
irreducible representations 1E¯ and 2E¯ of G4d we find that
89,102:
(1,2E¯)4d ↑ G1a = (E¯1)1a ⊕ (E¯2)1a, (1,2E¯)4d ↑ G1b = (E¯1)1b ⊕ (E¯2)1b, (C18)
where (σ¯)~q is the EBR induced from the site-symmetry representation σ¯ of the site-symmetry group of the Wyckoff
position at ~q. From this we can conclude the equivalence22,39,40,77–79,99–103,117:
[E¯1 ⊕ E¯2]1a ↑ G ≡ [E¯1 ⊕ E¯2]1b ↑ G, (C19)
20
where G = p4m. To define just (E¯2)1b in terms of other EBRs, we introduce the symbol 	,
[E¯1 ⊕ E¯2]1a ↑ G	 [E¯1]1b ↑ G ≡ [E¯2]1b ↑ G, (C20)
where an equivalence formed with 	 is only defined if a corresponding equivalence with ⊕ of the form of Eq. (C19)
is also defined. From this it is clear that we can realize, via induction of four bands from the 1a position and band
inversion, an occupied pair of bands that is equivalent to an EBR induced from the 1b position, or an obstructed
atomic limit22,39. This highlights the direct similarity between the QI and the nontrivial (obstructed atomic limit)
phase of the SSH model. In the SSH chain, which is a 1D chain with inversion centers at the 1a and 1b positions, the
induction of two bands from the 1a position and band inversion analogously gives, at half filling, an occupied band
that is equivalent to an EBR induced from the 1b position22 (Fig. 7(a,b)). Furthermore, more physically, the SSH
transition can be expressed as s − p hybridization16,17,22, whereas in this section we have shown that the QI phase
results from s− d hybridization.
Eq. (C20) shows that the four bands corresponding to spinful s and d orbitals at the 1a position of p4m can realize
a trivial insulator at half-filling; that is, the valence (and conduction) bands possess localized, symmetric Wannier
functions centered at the 1a position. When the gap closes and reopens, the valence bands still possess a Wannier
description, but one which instead corresponds to s or d orbitals centered at the 1b position. In the intermediate
gapless regime, it is not well-defined to compute the Wannier functions of only two bands, but one can compute the
Wannier functions of both the valence and conduction bands and observe that they correspond to orbitals centered
at the 4d position (x, x), where x is a gauge-dependent quantity22,118. We view this entire process as a Wannier
center homotopy, where the gap closing and reopening “slides” the Wannier orbitals along the 4d position in a p4m-
symmetric manner (Fig. 7(c)), ultimately realizing an atomic insulator with Wannier centers lying on a different
Wyckoff position (1b) than the ionic centers (1a) (Fig. 7(d)). This corresponds to an obstructed atomic limit in the
language of Refs. 22,39.
We emphasize that the transition between a trivial insulator and the QI obstructed atomic limit in p4m can only
be realized as a function of a single-parameter in a spinful (double-valued) 2D magnetic group; unlike with the spinful
SSH or Rice-Mele chains16,17, there is no analogous T -symmetric limit of the quadrupole as an obstructed atomic
limit (as opposed to a bipartite atomic-limit transition) with the symmetries of p4m and single-parameter phase
transitions. Specifically, the singly-degenerate (magnetic spinful or spinless)16,17 and T -symmetric (spinful, nonmag-
netic)119 formulations of the SSH chain are both Wannierizable22, and differ from trivial insulators (unobstructed
atomic limits) by phase transitions characterized by a single parameter16,17,119 (analogous to γ/λ in the text following
Eq. (B6)). Conversely, as we will show in Appendix D, the Wannier description of the QI established in this section
is no longer valid when T symmetry is restored; instead the analogous set of occupied bands exhibits fragile topology.
Since topological phases that are not Wannierizable do not exist in 1D38,120, this fragile phase represents one of the
simplest topological obstructions to forming an obstructed atomic limit (though another commonly cited example
occurs in magnetic layer groups with only I symmetry38,46,47,51,84,86). In fact, the results of Appendix D imply that
with both T symmetry and the symmetries of p4m, an obstructed atomic limit from 1a to 1b can only be realized
with a minimum of eight total bands (specifically because Wannier orbitals at the intermediate 4d (x, x) position
must be doubly degenerate). An example of a closely related obstructed atomic limit with four occupied (and four
unoccupied) bands in p41′ (p4m1′ with broken Mx,y) was introduced in Ref. 35, and is implied in that work to differ
from a trivial insulator through a phase transition that is a function of more than one parameter (when only physical
(space/layer group) symmetries are enforced). Furthermore, we can show that eight-band phase transitions between
1a trivial insulators and 1b obstructed atomic limits in p4m1′ must also be functions of more than one parameter.
Specifically, because neither wallpaper group p4m1′ nor its layer supergroup p4/mmm1′ host symmetry-stabilized
four-dimensional corepresentations48,74,89 (though there is a single four-dimensional (including spin) corepresentation
when SOC is neglected89,102), then all band-inversion transitions in p4m1′ and p4/mmm1′ involving eight bands must
be functions of more than one parameter, and cannot occur simultaneously without fine tuning. Therefore, instead
of being driven by a single band inversion, like the QI32,33, an obstructed atomic limit with four valence and four
conduction bands from 1a to 1b in p4m1′ generically represents an example of a 2D corner-mode phase driven by
“double band inversion”, analogous to the I-symmetric corner-mode phases analyzed in Refs. 46,47,83,85,86.
Finally, we analyze the multipole moments of the QI phase and compare them to the dipole moment of the spinful,
T -broken (magnetic) SSH chain16,17. The spinful magnetic SSH chain can be considered a spin-polarized half-filled
1D crystal in magnetic rod group (p1¯)RG (Ref. 62,76 and Appendix G), which is generated by:
{I|0}, {E|1}, (C21)
where E is the identity operation. We consider this chain to have lattice spacing a and two total bands originating
from spin-up s and p orbitals at the 1a position (x = 0) with a gap at half filling; the lower (occupied) and upper
(unoccupied) bands each form a Wannier orbital, initially located at the 1a position (Fig. 7(a)). When a gap is
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FIG. 7: (a) The Wannier center homotopy for the spinful, T -broken (magnetic) SSH chain16,17 in magnetic rod group (p1¯)RG
(Refs. 62,76 and Appendix G). In the trivial phase, one Wannier orbital at the 1a position is occupied. If a gap closes between
two bands from spin-up s and p orbitals at 1a, then there are sufficient Wannier orbitals to “slide” them out along the general
position (x) to the 1b position in an I-symmetric manner; the location x of the two Wannier centers is a gauge-dependent
quantity22,118. (b) When the two orbitals are slid to the 1b position and the bulk gap is reopened, a Wannier description of
just the lower band is again allowed. When the lower band is again occupied, the resulting state now exhibits a dipole moment
(Eq. (C22)) of e/2 (modulo e) per unit cell (dashed rectangle in (b)). (c) The Wannier center homotopy for a QI in magnetic
wallpaper group p4m. In the trivial phase, two Wannier orbitals at the 1a position are occupied. If a gap closes between
four bands from pairs of spinful s and d orbitals at the 1a position, then there are sufficient Wannier orbitals to “slide” them
out along along the 4d position (Fig. 2(a) of the main text) to the 1b position in a p4m-invariant manner. When the gap is
closed, the location of the four Wannier centers at 4d (x, x) again becomes a gauge-dependent quantity22,118. (d) When the four
orbitals are slid to the 1b position and the gap between the lower two and upper two bands is reopened, a Wannier description
of just the lower two bands is again allowed. When these lower two bands are occupied, the resulting state exhibits trivial x-
and y-directed dipole moments (modulo e) (Eq. (C25)), and a nontrivial xy quadrupole moment (Eq. (C27)) of e/2 (modulo
e) per unit cell (dashed square in (d)), in agreement with the value obtained for the spinless, flux-threaded QI introduced in
Ref. 32.
closed between the occupied and unoccupied bands at a 1D TRIM point, a Wannier description of the valence and
conduction bands taken together is still admitted, and the two Wannier orbitals of these bands may then “slide”
along the general position 2c (x) in an I-symmetric manner. More precisely, the location ±x of these two Wannier
orbitals becomes a gauge-dependent quantity22,118. If the two Wannier orbitals remain at the 1a position or slide
all the way to the 1b position (x = a/2), a Wannier description of only the lower band in energy is again permitted
after a symmetry-preserving gap is reopened, and specifically characterizes an obstructed atomic limit if the Wannier
orbital of the occupied band occupies the 1b position22. In this obstructed atomic limit, the inversion eigenvalues
of the occupied band indicate whether it is induced from a spinful s or p orbital at the 1b position22. To calculate
the dipole moment of each unit cell of the spinful magnetic SSH obstructed atomic limit, we use the charge counting
depicted in Fig. 7(b) in which an uncovered atom (charge +e) lies at x = 0 (1a) and an electron occupying a Wannier
orbital (charge −e) lies at x = a/2 (1b):
PSSH =
∑
i
qixi = −(e)(a/2) = −ae/2. (C22)
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We confirm that PSSH is nontrivial by calculating:(
1
a
)
PSSH mod e = e/2, (C23)
which coincides with the established value for the polarization of the singly-degenerate (magnetic) SSH chain16,17.
For the QI phase, we now exploit the Wannier center homotopy to perform the analogous analysis. As established
in this section and depicted in Fig. 7(d), the QI is an obstructed atomic limit in magnetic wallpaper group p4m
formed from ions (charge +2e) lying at (x, y) = (0, 0) (1a) and two occupied Wannier orbitals (charge −2e) lying at
(a/2, a/2) (1b). First, using Eq. (C22), we calculate the x- and y-directed dipole moments of the QI unit cell:
PQIx =
∑
i
qixi = −2e(a/2) = −ae, PQIy =
∑
i
qiyi = −2e(a/2) = −ae. (C24)
As in Eq. (C23), to determine whether PQIx,y are nontrivial, we calculate the dipole moments in the units of a (i.e. the
dipole densities) modulo e: (
1
a
)
PQIx mod e =
(
1
a
)
PQIy mod e = 0, (C25)
which reveals that both PQIx,y exhibit the same values as the trivial phase of the spinful magnetic SSH chain (Fig. 7(a,b)).
We then calculate the bulk quadrupole moment per unit cell using the standard formulation in Ref. 121:
Qab =
1
2
∑
i
qi(3r
a
i r
b
i − |~ri|2δab), (C26)
finding that Qxy, in particular, is nonzero (Fig. 7(d)):
Qxy,QI =
3
2
∑
i
qixiyi = −3
2
(
2ea2
4
)
= −
(
3a2
2
)
e
2
. (C27)
As previously with the dipole moments in Eqs. (C23) and (C25), Qxy can also be expressed as a multipole (quadrupole)
density with the units of charge32. Analogously to the simplest dipole, which is a rod centered at the origin with
length a and alternating charges ±e on its ends, the simplest xy-quadrupole is a square centered at the origin with
side-length a and alternating charges ±e on its corners121, for which Qxy = 3a2/2 (Eq. (C27)). We therefore express
Qxy,QI in the reduced units of 3a2/2 and confirm that it is nontrivial by calculating its value modulo32 e:(
2
3a2
)
Qxy,QI mod e = e/2, (C28)
which agrees with the value obtained for the spinless, flux-threaded QI model in Ref. 32.
Appendix D: Fragile Topology in Wallpaper Group p4m1′
In this section, we explore the consequences of restoring T -symmetry to wallpaper group p4m (Appendix C).
We therefore analyze the EBRs of the T -symmetric wallpaper group p4m1′, and apply the group theory of band
representations22,33,39–42,77–79,99–104 to a T -symmetric, Mz-broken limit of the 2D model introduced in this work
(Eqs. (A1) and (A3)). We show that, despite respecting the same unitary symmetries and exhibiting the same
eigenvalues as a QI (Appendix C), this model instead hosts two valence and two conduction bands that exhibit
“fragile,” topology39,40,46,47,51,52,77–88 as a consequence of the additional presence of T symmetry.
We again consider spinful s and d orbitals at the 1a position of a wallpaper group with C4z and Mx,y. However,
we now also impose T symmetry, such that the symmetry group is instead the wallpaper group:
G = p4m1′, (D1)
the type-II nonmagnetic62 (T -symmetric) supergroup of the QI wallpaper group p4m (Appendix C). The site-
symmetry groups of the 1a and 1b positions of G are isomorphic to 4mm1′. The corepresentations of 4mm1′ have the
same symmetry eigenvalues and dimensions as the irreducible representations of its unitary subgroup 4mm, namely
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E¯1,2, whose C4z eigenvalues are given in Eq. (C8). Therefore, the EBRs induced from these corepresentations display
the same symmetry eigenvalues as those in Table V.
However, we observe an important difference between the T -broken case (Appendix C) and the T -symmetric case.
If we start with a four-band, T -symmetric model whose two valence (conduction) bands are equivalent to EBRs
induced from s (d) orbitals on the 1a position and then invert bands at Γ, the resulting valence (conduction) bands
have the same little group corepresentations at Γ and at M as the EBRs induced from d (s) orbitals at the 1b
position. Therefore, they display the same little group corepresentations as the valence bands of a T -broken QI in
p4m. However, when we calculate the x-directed Wilson loop of the T -symmetric valence bands (Fig. 2(k) of the main
text), it now winds. This winding indicates that the valence bands are not Wannierizable22,25,26,107, and therefore
reveals that they do not characterize an obstructed atomic limit like the QI phase previously analyzed in Appendix C.
Instead, as we will show in this section, the presence of T symmetry enforces a Kramers doubling at the 4d Wyckoff
position of p4m1′ that obstructs the formation of the Wannier center homotopy of the QI (Fig. 7(c)). This obstruction
prevents the two occupied bands from being smoothly deformed into EBRs induced from the 1b position. Specifically,
unlike previously in Appendix C, the two occupied bands are no longer homotopically equivalent to a 1b atomic limit
in the presence of T symmetry22,101.
We formally reveal the obstruction by again attempting to form a homotopy through the 4d position at (x, x),
which was previously accomplished successfully in Appendix C for the type-I magnetic wallpaper group p4m. We
again look at the 4d Wyckoff position, whose site-symmetry group satisfies:
G1a ∩G1b = G4d. (D2)
In the presence of T symmetry, G4d is isomorphic to m1′. Therefore, unlike in Appendix C where the 4d position
admitted two one-dimensional irreducible representations 1,2E¯ distinguished by their mirror eigenvalues ±i, here T
symmetry enforces that G4d has only a single, two-dimensional corepresentation
89,102 1E¯2E¯. When induced into
its site-symmetry supergroups G1a and G1b,
1E¯2E¯ crucially results in a sum of twice as many EBRs as previously
(Eq. (C18)):
(1E¯2E¯)4d ↑ G1a = (2E¯1)1a ⊕ (2E¯2)1a, (1E¯2E¯)4d ↑ G1b = (2E¯1)1b ⊕ (2E¯2)1b, (D3)
where (σ¯)~q is the EBR induced from the site-symmetry representation σ¯ of the Wyckoff position at ~q, and where:
(2E¯i)~q = (E¯i)~q ⊕ (E¯i)~q. (D4)
From this we can conclude the equivalence of band representations:
[2E¯1 ⊕ 2E¯2]1a ↑ G ≡ [2E¯1 ⊕ 2E¯2]1b ↑ G, (D5)
Eq. (D5) shows that the set of eight bands consisting of EBRs induced from two Kramers pairs of spinful s orbitals
and two Kramers pairs of spinful d orbitals at the 1a position is identical to the eight bands consisting of two Kramers
pairs of spinful s orbitals and two Kramers pairs of spinful d orbitals on the 1b position. However, no such statement
can be made for four bands induced from just one Kramers pair of s orbitals plus one Kramers pair of d orbitals.
Therefore, in p4m1′, if four bands are induced from one Kramers pair of spinful s and one Kramers pair of spinful
d orbitals at the 1a position, and then a gap is closed and reopened such that the C4z eigenvalues of the lower two
bands, which we denote as F , are no longer the same at Γ and M (which is always generically admitted because there
are no connectivity-4 representation-enforced semimetals22,74,102,103,122 in p4m1′), neither the two valence nor the two
conduction bands will be equivalent to an atomic insulator. This inequivalence holds even though these bands carry
the same symmetry eigenvalues as bands induced from Kramers pairs of s or d orbitals at the 1b position (Table V).
Formally, this can be understood as a failure of the Wannier center homotopy depicted in Fig. 7(c,d) in the presence
of T symmetry. When T symmetry is absent, four Wannier orbitals may slide from the 1a to the 1b position along
the 4d position in a manner that respects the symmetries of type-I magnetic wallpaper group p4m. However, when
T -symmetry is present, four orbitals are insufficient to satisfy the analogous process in p4m1′, as Kramers’ theorem
mandates that spinful Wannier orbitals be twofold degenerate at each of the four sites of the 4d Wyckoff position. As
shown in numerous works39,40,46,47,51,52,77–88, if a set of bands fails to satisfy a Wannier center homotopy because of
an insufficient number of occupied Wannier orbitals, then those bands exhibit “fragile” topology. Therefore, the two
bands denoted as F in the previous paragraph represent a fragile topological phase in p4m1′ that exhibits the same
symmetry eigenvalues as a QI obstructed atomic limit in p4m (Eq. (C20)), which itself exhibits the same symmetry
eigenvalues as an EBR induced from a Kramers pair of spinful d orbitals the 1b position of p4m1′ (Table V):
F
I≡ [E¯1 ⊕ E¯2]1a ↑ G	 [E¯1]1b ↑ G I≡ [E¯2]1b, (D6)
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where G = p4m1′ (unlike previously in Eq. (C20)). The symbol
I≡ in Eq. (D6) denotes an “irreducible-representation
equivalence” – a weaker form of equivalence than previously employed in Appendix C in which bands simply exhibit the
same set of (co)representations39,40,47,51,77,82. A more detailed discussion of these contrasting notions of equivalence
will appear in Ref. 77.
Crucially, unlike the fragile bands previously analyzed in Refs. 39,47,52,79–81,86,87, F is already irreducible-
representation-equivalent to a linear combination of EBRs with only positive coefficients (as opposed to the 	 in
Eq. (D6)), which was previously determined in Ref. 39 to be a necessary (but not sufficient) condition for a set of
bands to be Wannierizable. We are only able to deduce that F is not Wannierizable by attempting (and failing) to
derive a four-band Wannier center homotopy between 1a and 1b in p4m1′ (Eqs. (D1) through (D5)). F therefore
represents a new variant of fragile phase that eludes the symmetry-eigenvalue-based diagnosis schemes previously
employed in Refs. 39,47,52,79–81,86,87.
Before analyzing F with tight-binding models, we will demonstrate that when an EBR from the 2c position of
p4m1′, which lies at (1/2, 0), (0, 1/2), is added to F , the resulting set of bands remains irreducible-representation-
equivalent to a sum of EBRs with only positive coefficients, as well as (when the two fragile conduction bands F˜ are
taken into account) contains the same C4z symmetry eigenvalues as bands that satisfy the eight-band Wannier center
homotopy from 1a to 1b in p4m1′ derived in Eqs. (D1) through (D5). First, we note that Eq. (D5) implies that:
[E¯1 ⊕ E¯2]1a ↑ G I≡ [E¯1 ⊕ E¯2]1b ↑ G. (D7)
Therefore, if F characterizes the (fragile) valence bands of a four-band model in p4m1′ originating from spinful s and d
orbitals at the 1a position, then the conduction bands of this model F˜ , which are also fragile (Eqs. (D1) through (D5)),
satisfy:
F˜
I≡ [E¯1 ⊕ E¯2]1a ↑ G	 F I≡ [E¯1]1b. (D8)
Next, we form an equivalence between EBRs induced from the 1a position of p4m1′ and EBRs induced from the
2c position. The 2c position is invariant under site-symmetry group mm21′ and has a unique two-dimensional
corepresentation89,102 E¯ due to the anticommutation relation {Mx,My} = 0. We first examine the 4e position at
(x, 0), (0, x), which interpolates between 1a and 2c (Fig. 2(a) of the main text and Ref. 89). The site-symmetry group
G4e of the 4e Wyckoff position is isomorphic to point group
113 m1′, and therefore, like the 4d position, has a single
corepresentation 1E¯2E¯. G4e satisfies:
G1a ∩G2c = G4e, (D9)
where:
|G1a|/|G4e| = 4, |G2c|/|G4e| = 2, (D10)
where |G| is the number of elements in G; thus, |G|/|H| = N indicates that |H| is an index-N subgroup of G. We
also compute:
(1E¯2E¯)4e ↑ G1a = (2E¯1)1a ⊕ (2E¯2)1a, (1E¯2E¯)4e ↑ G2c = (2E¯)2c, (D11)
which implies that:
[2E¯1 ⊕ 2E¯2]1a ↑ G ≡ [2E¯]2c ↑ G. (D12)
Eq. (D12) displays a similar issue as in Eq. (C20): we are unable to define an equivalence between bands induced
from 2c and single copies of bands induced from the 1a position. However, we can still use Eq. (D12) to define an
irreducible-representation equivalence:
[E¯1 ⊕ E¯2]1a ↑ G I≡ [E¯]2c ↑ G. (D13)
We then combine Eqs. (D6), (D7), (D8), and (D13) to deduce that:
F ⊕ F˜ ⊕ [E¯]2c ↑ G I≡ [2E¯1 ⊕ 2E¯2]1b ↑ G. (D14)
To conclude, Eq. (D14) implies that the fragile valence and conduction bands F and F˜ , which originated from spinful
s and d orbitals at the 1a position of p4m1′, along with bands induced from spinful s orbitals at the 2c position of
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FIG. 8: (a-c) The bulk bands and (d-f) x-directed Wilson loop, (g-i) (x+ y)-directed Wilson loop, and (j-l) (2x+ y)-directed
Wilson loop over the lower six bands (P6) of HF (~k) in Eq. (D15) with additional Kramers pairs of s orbitals placed at the
2c position of wallpaper group p4m1′ (Fig. 2(a) of the main text) and coupled through Eq. (D16). Figures are plotted for
vC = 0, 4, and 8 in Eq. (D16), respectively. In the inset panels, we show narrowly avoided crossings in the energy and Wilson
spectra. These three Wilson loops span the set of symmetry-inequivalent Wilson loops (where only one Wilson loop without
edge-projecting symmetries48, the (2x+ y)-directed Wilson loop, is plotted for simplicity). We observe that the addition of 2c
orbitals trivializes all of the six-band Wilson loops of this model, even though the bands from the 2c orbitals remain separated
from the original two occupied bands (P2 in (c)) by an energy gap, which is explicitly shown along high-symmetry lines in (b)
and (c), and was additionally numerically confirmed throughout the BZ interior.
p4m1′, exhibit the same symmetry eigenvalues as eight bands induced from the 1b position. As shown in Eq. (D5),
this implies that if those eight bands could also be formed into maximally localized, symmetric Wannier functions at
1b, then they could also be freely “slid” to 1a while respecting the symmetries of p4m1′.
Though Eq. (D14) does not on its own additionally imply that F ⊕ [E¯]2c ↑ G is Wannierizable, we will also
numerically demonstrate in this section that a tight-binding model in p4m1′ with the occupied bands F ⊕ [E¯]2c ↑ G
exhibits trivial winding in all symmetry-inequivalent Wilson loops. Here, we define symmetry-inequivalent Wilson
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loops as sets of Wilson loops that that are not related to each other by bulk crystal symmetries, and where in this
section, for convenience, we only sample one Wilson loop (the (2x+ y)-directed Wilson loop) that does not preserve
any edge-projecting crystal symmetry48 (aside from perpendicular lattice translations).
To numerically demonstrate the removal of Wilson loop winding, which we here refer to as the “trivialization” of
the Wilson loop, we begin by reproducing the tight-binding model that realizes the two sets of bands with fragile
topology shown in Fig. 2(i-k) of the main text:
HF (~k) = t1τz[cos(kx) + cos(ky)] + t2τx[cos(kx)− cos(ky)] + vmτz
+ tPH1τσ[cos(kx) + cos(ky)] + vsτ
yσz sin(kx) sin(ky)
+ vMz [τ
zσy sin(kx)− τzσx sin(ky)] . (D15)
HF (~k) is invariant under wallpaper group p4m1′. To tune Eq. (D15) into a fragile phase with the occupied bands F
(Eq. (D6)), we choose the parameters t1 = 5, t2 = 1.5, vm = −1.5, tPH = 0.1, vs = 1.3, and vMz = 0.4. In its fragile
phase, the spectrum of HF (~k) exhibits two sets of bands separated by an energy gap at half filling. When placed
on a ribbon geometry, the fragile phase of Eq. (D15) exhibits no edge modes (Fig. 2(j) of the main text), but when
placed on a finite-sized square, it exhibits four Kramers pairs of corner modes (Appendix F 3) that, depending on the
energetics (here, the value of t2), can “float” into the gap, as seen at Γ¯ in Fig. 3(h) of the main text. As shown in
Appendix F 3, even when the corner modes lie within the bulk manifolds, the fragile phase can still be distinguished
from a trivial insulator by counting the number of states above and below the gap in the energy spectrum calculated
with square (open) boundary conditions.
1𝑎
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FIG. 9: Schematic of the hopping terms added in VC(~k) (Eq. (D16)) to trivialize the fragile valence bands F of Eq. (D15)
(Fig. 8). The symbols at each Wyckoff position of T -symmetric wallpaper group p4m1′ represent Kramers pairs of spinful
orbitals; there are two s and two d orbitals at 1a, and two s orbitals at each site of the 2c position. The hopping terms vC and
vCS in Eq. (D16) couple the d orbitals at 1a to the s orbitals at 2c; there are no terms that couple the s orbitals at 1a to the
s orbitals at 2c.
The x-directed Wilson loop over the lower two bands (or alternatively over the upper two bands) of the fragile
phase of Eq. (D15) exhibits the same winding as would a TCI with mirror Chern number CMz = 2, even though
Mz is broken when vMz 6= 0 (conversely, when vMz is tuned to zero without closing a bulk gap, an edge gap closes
and the lower two bands actually do characterize a CMz = 2 TCI (Fig. 2(f-h) of the main text)). Unlike in a
2D TCI phase, the x-directed Wilson loop over the lower two bands of the fragile phase of Eq. (D15) (Fig. 2(k))
exhibits crossings that are not protected by the corepresentations of the (10)-edge line group48,62,76 pm1′. Instead,
the Wilson crossings in Fig. 2(k) are only protected by bulk symmetries (specifically C2z × T ); more specific details
regarding C2z×T -protected Wilson crossings are discussed in Refs. 40,79. In this work, we demonstrate, through the
addition of spinful s orbitals at the 2c position, that the winding Wilson spectrum of the valence bands of Eq. (D15)
becomes trivialized, a hallmark of “fragile,” topology39,40,46,47,51,52,77–88. We choose to place the additional orbitals
at the 2c position, rather than at the 1a position, which we have already demonstrated can relieve the obstruction
27
to forming an obstructed atomic limit (Eq. (D5)), because the particular couplings that trivialize the set of Wilson
spectra in this model are considerably easier to deduce using bands from 2c, and because bands from 2c can be
irreducible-representation-equivalent to bands from 1a (Eq. (D13)).
To demonstrate how the winding of the Wilson spectrum of the lower two bands of Eq. (D15) is fragile, we introduce
spinful s orbitals at the 2c position (Fig. 9) through the addition of the terms:
VC(~k) = vµPµs + vC
[
µx1 cos
(
kx
2
)
+ µx2 cos
(
ky
2
)]
+ vCS
[
µx1σ
y sin
(
kx
2
)
+ µx2σ
x sin
(
ky
2
)]
, (D16)
where µx1 (µ
x
2) represents sublattice hopping between the dx2−y2 orbitals at the 1a position and the s orbitals at the
x = 1/2, y = 0 (x = 0, y = 1/2) site of the 2c position, and where Pµs is a projection matrix into the 2c s-orbital
subspace of the eight-band Hamiltonian HF (~k) + VC(~k). As shown in Fig. 9, vC (vCS) represents (spin-) orbital
coupling between Kramers pairs of spinful s orbitals at the 2c position and spinful dx2−y2 orbitals at the 1a position,
and vµ represents a chemical potential on the 2c s orbitals in HF (~k) + VC(~k) (Eqs. (D15) and (D16)); there is no
hopping between the spinful s orbitals at 1a and the s orbitals at 2c. We then calculate the bulk band structure
and x-, (x + y)-, and (2x + y)-directed Wilson loops over the lower six bands of the eight-band Hamiltonian using
the parameters vµ = 8.25vm; vC = 0, 4, and 8; and vCS = 0.45vC (Fig. 8). As the bulk BZ (Fig. 2(b) of the main
text) has independent mirror lines along kx,y = 0, pi and kx = ±ky, these three Wilson loops comprise the set of
symmetry-inequivalent Wilson loops that pass through the Γ point. Aside from the (2x + y)-directed Wilson loop,
there are of course other, low-symmetry Wilson loops, but they will exhibit spectra adiabatically related to that of
the (2x+ y)-directed loop. As can be observed in Fig. 8(f,i,l), all possible Wilson spectra over the lower six bands of
this model (P6 in Fig. 8(a-c)) become trivialized when the two fragile bands are coupled to four bands from spinful
s orbitals at the 2c position, even though the bands from these s orbitals are separated from the bands with fragile
topology by an energy gap (which is explicitly shown along high-symmetry lines in Fig. 8(b,c), and was additionally
numerically confirmed throughout the BZ interior). However, if the Wilson projector for the same system is chosen
over just the two fragile valence bands (P2 in Fig. 8(c)), then the Wilson loop still winds (Fig. 10), despite the presence
of the additional bands. This is further explored in Refs. 40,47.
𝑃2 Wilson Loops(a) (b) (c)
FIG. 10: (a) The x-directed, (b) (x + y)-directed, and (c) (2x + y)-directed Wilson loops over the fragile valence bands of
Eq. (D15) (P2 in Fig. 8(c)), which remain separated from additional bands from the 2c position by an energy gap (this is shown
along high-symmetry lines in Fig. 8(c), and was additionally numerically confirmed throughout the BZ interior). Figures are
plotted using the same parameters as Fig. 8(c). All three Wilson loops (a-c) still wind40, even though the Wilson loops over
the lower 6 bands (P6) have become trivialized by the additional trivial bands from the 2c position (Fig. 8(f,i,l)).
Appendix E: Alternative Realizations of T -Symmetric HOFA Semimetals
In the main text, we presented two realizations of T -symmetric Dirac semimetals with HOFAs: in Fig. 3(d,g) of
the main text, we showed a tetragonal Dirac semimetal characterized by a nontrivial plane with mirror Chern number
CMz = 2 at kz = 0, and in Fig. 3(e,h) of the main text, we showed a tetragonal Dirac semimetal with broken Mz
and I symmetries, for which the kz = 0 plane is in the fragile topological phase examined in Appendix D. Here,
we present two additional realizations of T -symmetric Dirac semimetals with HOFA states. There are likely many
more semimetallic systems with other variants of HOFAs, including both those with 4mm-symmetric Dirac points
representative of the quantum critical point of the QI phase32, and also additional HOFA semimetals with nodal
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features equivalent to other 2D atomic limit or fragile transitions35,46,104. For simplicity, we will focus in this section
on HOFA semimetals within the same space group (SG 123 P4/mmm1′) that vary by the locations and multiplicities
of their Dirac points and by their bulk symmetry (parity) eigenvalues, and leave for future works the enumeration of
all possible 2D one-parameter atomic-limit and fragile-phase transitions (Appendix D), and their corresponding 3D
HOFA semimetals.
1. HOFA Semimetals with Band Inversion on a Line
One of the simplest realizations of a T -symmetric Dirac semimetal for which the only boundary modes are hinge-
localized Fermi arcs occurs when there are multiple inversions between bands with distinct C4z eigenvalues along
4mm-invariant lines in a HOFA-supporting SG (Appendix G). Though we do not present material candidates in this
work with this band inversion structure, we do formulate in this section tight-binding models with multiple band
inversions, and show that they exhibit HOFAs as their only boundary (surface and hinge) modes.
(b)(a) (c) (d)
FIG. 11: Time-reversal-symmetric Dirac semimetals in tetragonal space group 123 P4/mmm1′ with four Dirac points. The
transition between 2D trivial insulating and QI phases can be driven by band inversion at either kx = ky = 0 or at kx = ky = pi
(Appendix C and Refs. 32,33). Therefore, in a 3D system with BZ planes invariant under type-I magnetic wallpaper group
p4m or its supergroup p4/m′mm, such as a crystal in SG 123 P4/mmm1′, 3D Dirac points along both ΓZ and MA represent
quadrupole transitions. Therefore, a z-directed rod (Fig. 1(a) of the main text) of either (a) a Dirac semimetal with two Dirac
points along ΓZ (and two related by T symmetry along ZΓ) or of (c) a Dirac semimetal with one Dirac point along ΓZ and
one along MA (in addition to their time-reversal partners), will exhibit (b,d) HOFAs spanning the projections of the 3D bulk
Dirac points as its only boundary modes.
To begin, consider a Dirac semimetal in SG 123 (P4/mmm1′) formed from orbitals at the 1a Wyckoff position
({x, y, z} = {0, 0, 0}) that exhibits four total Dirac points along the kx = ky = 0 line (Fig 11(a)). Each one of these
Dirac points is formed by an inversion of the irreducible corepresentations ρ¯6,7 of the little group of this BZ line
(Appendix C). The Hamiltonian of each 2D plane of the BZ indexed by kz (H(kz)) is therefore characterized by a Z2
quantity dictating whether it is equivalent to a 2D trivial insulator or to a QI with corner modes. This Z2 number
is determined at each kz by the C4z eigenvalues of the occupied corepresentations along the two BZ lines with 4mm
symmetry: ΓZ (kx = ky = 0) and MA (kx = ky = pi). Specifically, using the results of Appendix C, along ΓZ and
MA, the occupied bands at a fixed value of kz exhibit the following set of corepresentations:
{ρ¯}0,pi(kz) = a(kz)0,piρ¯7 ⊕ b(kz)0,piρ¯6, (E1)
where a(kz)0,pi and b(kz)0,pi are integers indicating the multiplicities of corepresentations ρ¯7,6 in the set {ρ¯} and where:
a0,pi(kz) + b0,pi(kz) = ν/2, (E2)
where ν/2 is equal to half the number of occupied bands, as dim ρ¯6 = dim ρ¯7 = 2, and where 0, pi indicate BZ lines at
kx = ky = 0, pi, respectively. When a0(kz) = api(kz) (and hence b0(kz) = bpi(kz)), Table V implies that the symmetry
eigenvalues of this BZ plane indexed by kz match those of a 2D spinful magnetic atomic insulator with p4m symmetry
and ν/2 pairs of spinful orbitals at the 1a position (though again here, as in Appendix C, the spinful orbitals are
paired by Mx,y, and not by T ). Conversely if a0(kz) 6= api(kz) (and hence b0(kz) 6= bpi(kz)), the symmetry eigenvalues
of the bands in the BZ plane at kz match those of a 2D spinful magnetic atomic insulator with ν/2−|a0(kz)−api(kz)|
pairs of spinful atomic orbitals at 1a and |a0(kz)− api(kz)| pairs at 1b.
Continuing, we consider advancing kz until we encounter a gapless (Dirac) point along either ΓZ or MA. A Dirac
point along ΓZ changes a0(kz) and b0(kz) by one; similarly a Dirac point along MA changes api(kz) and bpi(kz) by
one. Thus, the symmetry eigenvalues of the occupied bands in the 2D planes above or below a Dirac point are the
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same as those of 2D atomic insulators which differ by one in their number of Wannier centers at the 1a position.
Consequently, if there is a Dirac point along ΓZ that lies above kz1 and below kz2, then:
a0(kz2) = a0(kz1)± 1, b0(kz2) = b0(kz1)∓ 1, api(kz2) = api(kz1), bpi(kz2) = bpi(kz1), (E3)
and thus H(kz2) is equivalent to a 2D insulator with one fewer pair of Wannier orbitals at 1a and one more pair at 1b.
Because the values of a0,pi(kz) and b0,pi(kz) are not independent (Eq. (E2)), we can therefore restrict our discussion to
changes in a0,pi(kz), which combined with Eq. (E2), is sufficient information to determine the (polarization) topology
of kz-indexed planes in this semimetal. If we now assume that a0(kz1) = api(kz1), then H(kz2) will therefore be
nontrivial and exhibit QI corner states. If there is then a second Dirac point along ΓZ lying above kz2 and below kz3,
then:
a0(kz3) = a0(kz2)± 1, api(kz3) = api(kz2), (E4)
leading to an overall relation:
a0(kz3) = a0(kz1) or a0(kz3) = a0(kz1)± 2. (E5)
Therefore, H(kz3) is equivalent to a 2D insulator with either the same number of Wannier orbitals at 1a (a0(kz3) =
a0(kz1) = api(kz3)) as H(kz1), or to one with two pairs of Wannier orbitals at 1b (a0(kz3) = a0(kz1)± 2 = api(kz3)±
2). However, keeping only the symmetries of magnetic wallpaper group p4m or its layer supergroup p4/m′mm
(Appendix C), a set of bands containing only trivial bands and two copies of the QI exhibits a net-trivial quadrupole
moment33 of e mod e = 0. Therefore, both of the possibilities in Eq. (E5) imply the absence of protected QI corner
states at kz3. We can realize this semimetal by tuning parameters to place two, time-reversed pairs of QI-nontrivial
regions at kz values away from the TRIM points (Fig. 11(b)). If the symmetry indicators at the kz = 0, pi planes are
otherwise trivial (e.g. the symmetry eigenvalues do not indicate 2D quantum spin Hall or mirror Chern CMz = 2
phases10,23,37,123), and if all the non-symmetry-indicated Wilson loops are trivial (ruling out the case of CMz = 4n
where n is a nonzero integer124), then this semimetal will not exhibit any topological surface states on its 2D faces10,
and will only exhibit HOFAs connecting the hinge projections of its four bulk 3D Dirac points. We realize a Dirac
semimetal in this phase (Fig. 11(a,b)) by introducing the term:
VH2(~k) = tH2 cos(2kz), (E6)
to HH2(~k) in Eq. (A6), and choosing the parameters:
t1 = 2, t2 = 1.5, vm = −1.5, tPH = 0.1, vs = 1.3, vMz = 0, tH = 1.6, u(HH2) = 0.5, tH2 = −4.5. (E7)
A similar configuration of HOFAs can also be achieved in a Dirac semimetal in SG 123 (P4/mmm1′) that is formed
from orbitals at the 1a Wyckoff position and exhibits a time-reversed pair of Dirac points along kx,y = 0 and a
time-reversed pair along kx,y = pi (Fig. 11(c)). To explain this, we follow the same logic as previously and place a
Dirac point along ΓZ at a value of kz between kz1,2 where kz2 > kz1 > 0. The Dirac point between kz1 and kz2 has
a time-reversal partner with kz < 0, to which the following arguments also apply. At kz2,
a0(kz2) = a0(kz1)± 1, api(kz2) = api(kz1), (E8)
again indicating that H(kz2) is equivalent to a 2D insulator with one fewer pair of Wannier orbitals at 1a and one
pair at 1b, and specifically is equivalent to a QI if a0(kz1) = api(kz1). We then place a second Dirac crossing instead
along MA (kx = ky = pi) above kz2 and below a third momentum kz3 for which kz3 > kz2, such that:
a0(kz3) = a0(kz2), api(kz3) = api(kz2)± 1, (E9)
which indicates that H(kz3) is equivalent to a 2D insulator with either the same number of Wannier orbitals at 1a
(a0(kz3) = api(kz3)) as H(kz1), or to one with two pairs of Wannier orbitals at 1b (a0(kz3) = api(kz3) ± 2), both of
which correspondingly carry a trivial quadrupole moment of e mod e = 0 and do not exhibit corner states. The
Dirac point between kz2 and kz3 also has a time-reversal partner with kz < 0, to which these arguments also apply.
We realize a semimetal in SG 123 P4/mmm1′ with this configuration of Dirac points (Fig. 11(c)) by choosing in
Eqs. (A6) and (E6) the parameters:
t1 = 2, t2 = 1.5, vm = −1.5, tPH = 0.1, vs = 1.3, vMz = 0, tH = 6.4, u(HH2) = 0.5, tH2 = 0. (E10)
Plotting the bands of Eqs. (A6) and (E6) with the parameters in Eq. (E10) on a z-directed rod (Fig. 11(d)), it is
clear that HOFA states connect the projections of the bulk Dirac points along ΓZ to those along MA, and that there
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are no other boundary modes. Specifically, at kz = 0, pi, the C4z eigenvalues of the occupied bands are the same at
kx = ky = 0, pi, and match those of either a trivial insulator or a TCI with
124 CMz mod 4 = 0. Through calculations
of the x-directed Wilson loop and the (100)-surface states (the results of which are implicit in the rod bands shown
in Fig. 11(d)), we confirm that the Hamiltonians of the kz = 0, pi planes are topologically trivial (CMz = 0).
Finally, for completeness, we note that depending on the values of a0,pi(kz) and b0,pi(kz), sets of four occupied bands
can exhibit the same symmetry eigenvalues as either superposed atomic limits at the 1a and 1b position of p4m, or a
single, four-band atomic limit at the 2c position (Eqs. (D7) and (D13)). Specifically, because placing pairs of spinful
s orbitals at the 2c position of p4m (Fig. 2(a) of the main text) induces four bands with the combined symmetry
eigenvalues of bands from s orbitals at the 1a and 1b positions (Appendix C and Refs. 22,101–103), then, for generic
numbers of occupied bands with different complex-conjugate pairs of C4z eigenvalues, a change of a0,pi(kz) indicates
either a shift of two occupied (and two unoccupied) Wannier orbitals from 1a to 1b or a shift of four occupied (and four
unoccupied) Wannier orbitals from 1a and 1b to 2c. We emphasize this point because the irreducible-representation
equivalence between EBRs from 1a plus 1b and EBRs from 2c in p4m is key to understanding atomic-limit transitions
in nonsymmorphic 2D wallpaper groups48,62, such as p4g, which, while largely beyond the scope of this work, can
also exhibit corner modes125 that are equivalent to the HOFA states of 4mm-symmetric nonsymmorphic 3D Dirac
semimetals (Appendix G 1 a).
2. pz − dx2−y2-Hybridized HOFA Dirac Semimetals
We can also realize a T -symmetric semimetal with HOFA states in SG 123 P4/mmm1′ by substituting the s orbitals
used to form HH2(~k) in Eq. (A6) with pz orbitals, still at the 1a position. We first discuss how the representations of
crystalline symmetries are different under this orbital substitution than in the s − d-hybridized cases highlighted in
the main text, and then demonstrate how this difference affects the topology in kz-indexed BZ planes.
𝑡𝑥𝑦 , 𝑣𝑠
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FIG. 12: (a) The BZ115,116,126 of SG 123 P4/mmm1′. (b) Schematic of the hoppings of the model of a p− d-hybridized HOFA
semimetal in Eq. (E15). Only one set of hoppings is shown per term in Eq. (E15); the full set of hoppings is generated by
transforming the arrows in (b) under the symmetries of SG 123 P4/mmm1′.
The site-symmetry group of the 1a position of SG 123 is 4/mmm1′ (D4h), which is an index-2 supergroup of 4mm1′:
4/mmm1′ = (E)4mm1′ ∪ (I)4mm1′. (E11)
As Ih = hI for all h ∈ 4mm1′, then there are simply twice as many corepresentations of 4/mmm1′ as there are of
4mm1′, each of which takes the form E¯1,2/g,u where g (u) indicates a two-dimensional corepresentation with positive
(negative) inversion eigenvalues89,113. Specifically, the pz orbitals transform as E¯1,u and the dx2−y2 orbitals transform
as E¯2,g. When these corepresentations are induced into the space group G = P4/mmm1
′ and then subduced onto
the TRIM points at kx = ky = 0, pi (Fig. 12(a)), the resulting little co-group corepresentations are
22,101–103:
(E¯1u ↑ G) ↓ Γ ≡ (E¯1u ↑ G) ↓ Z ≡ (E¯1u ↑ G) ↓M ≡ (E¯1u ↑ G) ↓ A ≡ ρ¯−7 ,
(E¯2g ↑ G) ↓ Γ ≡ (E¯2g ↑ G) ↓ Z ≡ (E¯2g ↑ G) ↓M ≡ (E¯2g ↑ G) ↓ A ≡ ρ¯+6 ,
(E12)
31
where placing I-odd (E¯1,2u) (-even (E¯1,2g)) orbitals at 1a results in all little co-group corepresentations having negative
(positive) inversion eigenvalues, whose sum is given by the characters:
χρ¯+6,7
(I) = +2, χρ¯−6,7(I) = −2. (E13)
The little co-group corepresentations ρ¯±6,7 also inherit the C4z characters of the corepresentations ρ¯6,7 of their I-broken
subgroups 4mm and 4/m′mm (Eq. (C8)):
χρ¯±6
(C4z) = −
√
2, χρ¯±7
(C4z) =
√
2. (E14)
Crucially, BZ planes indexed by kz 6= 0, pi are only invariant under magnetic layer group p4/m′mm, and thus, as
discussed in Appendices C and E 1, their Hamiltonians are equivalent to 2D trivial insulators or QIs as indicated only
by the number of occupied bands labeled by ρ¯6 at kx = ky = 0, pi (discussed in the text following Eq. (E5)). Therefore,
whether all of the valence bands of a Dirac semimetal in SG 123 P4/mmm1′ have the same inversion eigenvalues
at the C4z-invariant TRIM points (kx = ky = 0, pi, kz = 0, pi), or if some of the inversion eigenvalues are different,
the semimetal will still exhibit HOFA states, because the (obstructed-atomic-limit, specifically QI) topology of the
kz-indexed planes away from the TRIM points is unaffected by the topology in high-symmetry planes elsewhere in
the BZ. Consequently, a Dirac semimetal in SG 123 P4/mmm1′ should exhibit HOFA states whether it is formed
from hybridized s and dx2−y2 orbitals or from pz and dx2−y2 orbitals.
To demonstrate this, we form a tight-binding model with pz and dx2−y2 orbitals placed at the 1a position of SG
123 P4/mmm1′:
H(~k) = [tz1 cos(kz) + tz2 cos(kz)× (cos(kx) + cos(ky))] τz + txy [cos(kx) + cos(ky)] τz
+ tPH cos(kz)1τσ + vs [sin(kx)τ
xσy + sin(ky)τ
xσx] + vQ1τ
y sin(kz) [cos(kx)− cos(ky)]
+ vQ2τ
xσz sin(kx) sin(ky) sin(kz), (E15)
where τ indicates the orbital degree of freedom, σ indicates the T -odd spin degree of freedom, and where 1τσ is the
4 × 4 identity. All of the terms in Eq. (E15) correspond to nearest-neighbor hopping, except for the quadrupolar
SOC terms vQ1 and vQ2, which correspond to second-neighbor hopping in the xy-plane and third-neighbor hopping
along the xyz diagonal, respectively (Fig. 12(b)). These terms, like U(~k) sin(kz) in Eqs. (A4) and (A6) for the s− d-
hybridized Dirac semimetal, are equivalent to the term employed in Ref. 21 to disconnect the surface Fermi arcs of
Dirac semimetals. Specifically, vQ1,2 enforce the breaking of T - and Mz symmetries in kz-indexed BZ planes away
from kz = 0, pi, and gap the surface states at generic values of kz 6= 0, pi. When vQ1,2 in Eq. (E15) (and u in Eqs. (A4)
and (A6)) are strong, this causes the surface states to close off into rings with a narrow width in kz, as opposed to
connecting all the way to the surface projections of the bulk Dirac points (Fig. 13(c,g)). This is allowed because
unlike in Weyl semimetals, the surface Fermi arcs in Dirac semimetals are not protected by a robust bulk topological
invariant, and are rather just a consequence of the continuity of surface states from topological surface TI and TCI
cones to trivial surface states in the vicinities of the projections of bulk Dirac points that can be pushed away from
the Fermi energy by bulk SOC21,127–129. This causes the surface states of Dirac semimetals to either appear in closed
loops disconnected from the projections of the bulk Dirac points (Fig. 13(c,g) and Refs. 21,127,129), or allows them
to be completely absent, depending on the topology in high-symmetry BZ planes10,128.
The generating symmetries of the p − d-hybridized model in Eq. (E15) are represented at the eight TRIM points
by:
T = iσyK, I = τz, Mx,y = −iσx,y, (E16)
and by an additional C4z symmetry at the four C4z-invariant TRIM points:
C4z = τ
z
(
1− iσz√
2
)
, (E17)
where the prefactor of τz in Eq. (E17) reflects that pz (dx2−y2) orbitals are even (odd) under C4z. Eqs. (E16) and (E17)
also imply the presence of C2z and Mz symmetries, which are represented at each TRIM point by:
C2z = (C4z)
2 = −iσz, Mz = IC2z = −iτzσz. (E18)
To form a semimetal with broken particle-hole symmetry and Dirac points along ΓZ, we choose in Eq. (E15) the
parameters:
tz1 = 0.9, tz2 = 0.9, txy = 1, tPH = 0.1, vs = 0.8, vQ1 = 0.6, vQ2 = 0.25. (E19)
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FIG. 13: A comparison between HOFA semimetals in SG 123 P4/mmm1′ formed from (a-d) s − dx2−y2 hybridization and
(e-h) pz − dx2−y2 hybridization. (a) Bulk bands of the s − dx2−y2 -hybridized, I-, Mz-, and T -symmetric Dirac semimetal
described by HH2(~k) in Eq. (A6) and highlighted in the main text, plotted using the parameters in Table IV. Here, all of
the occupied bands at kz = 0 have the same inversion eigenvalues, and this plane is QSH-trivial. However, because spin-1/2
corepresentations and spin-3/2 corepresentations with the same inversion eigenvalues and opposite pairs of C4z eigenvalues
(ρ¯+6,7 in Eqs. (E13) and (E14)) are inverted at Γ relative to those at M , the Hamiltonian of the kz = 0 plane is equivalent
to a mirror TCI with mirror Chern number10,124 CMz = 2 (Table VII), as indicated by (b) the x-directed Wilson spectrum
and (c) (100)-surface states. In the surface spectrum in (c), the only surface-localized states are a time-reversed pair of TCI
cones at kz = 0; the remains of four Fermi arcs (and their time-reversal partners), which appear in four tightly grouped pairs
(white arrows), can be seen connecting the TCI cones at kz = 0 to the projections of the bulk Dirac points (red arrows). As
there is no topological invariant that requires these surface Fermi arcs to cross the Fermi energy21,127–129, they can be gapped
out; here that is accomplished by the bulk quadrupolar SOC term U(~k) sin(kz) in Eq. (A6). (d) z-directed rod bands of the
s − d-hybridized semimetal; HOFA states are clearly visible connecting the hinge projections of the bulk Dirac points to the
projections of the topological surface cones. (e) Bulk bands of the pz − dx2−y2 -hybridized, I-, Mz-, and T -symmetric Dirac
semimetal described by Eq. (E15). Here, states with opposite inversion eigenvalues (ρ¯−7 and ρ¯
+
6 in Eqs. (E13) and (E14)) are
inverted at Γ relative to those at M (Eq. (E22)), and therefore by the Fu-Kane parity criterion37, the Hamiltonian of the kz = 0
plane is equivalent to a 2D TI (Table VI), as indicated by its (f) x-directed Wilson spectrum and (g) (100)-surface states. In
the surface spectrum in (g), the only surface-localized state is a TI cone at kz = 0, ky = pi; the (extremely) faint remains of
two Fermi arcs (and their time-reversal partners) (white arrows) can be seen connecting the TI cones to the projections of the
bulk Dirac points (red arrows). These surface Fermi arcs have been almost completely gapped out by bulk quadrupolar SOC
(vQ1,2 in Eq (E15)). (h) z-directed rod bands of the p − d-hybridized semimetal; HOFA states are clearly visible connecting
the hinge projections of the bulk Dirac points to the projections of the topological surface cones, as they were in (d).
In Fig. 13, we plot the bulk bands, x-directed Wilson bands at kz = 0, (100)-surface states, and z-directed rod bands
of (a-d) the s−d-hybridized Dirac semimetal highlighted in the main text (Eq. (A6)) and of (e-h) the p−d-hybridized
Dirac semimetal described by Eq. (E15). Along the four C2z-invariant lines of the BZ at kx,y = 0, pi, Eq. (E15) takes
the simplified form:
H(0, 0, kz) = [(tz1 + 2tz2) cos(kz) + 2txy]τz + a cos(kz)1τσ,
H(pi, pi, kz) = [(tz1 − 2tz2) cos(kz)− 2txy]τz + a cos(kz)1τσ,
H(0, pi, kz) = H(pi, 0, kz) = tz1 cos(kz)τz + a cos(kz)1τσ, (E20)
which, as,
[τz,H(0, 0, kz)] = [τz,H(pi, pi, kz)] = [τz,H(0, pi, kz)] = 0, (E21)
indicates that the inversion and C4z eigenvalues of the occupied states at the TRIM points at half filling in Eq. (E15)
in its Dirac semimetallic phase are entirely determined by the signs of the prefactors of τz in Eq. (E20). Defining
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σ¯(~k) as the corepresentation of the two occupied bands at ~k, we find that:
σ¯(Γ) = ρ¯−7 , σ¯(Z) = σ¯(M) = σ¯(A) = ρ¯
+
6 , σ¯(X) = σ¯(X
′) = %¯−5 , σ¯(R) = σ¯(R
′) = %¯+5 , (E22)
where the C4z-symmetric points Γ, Z, M, and A have little co-groups isomorphic to 4/mmm1
′ and therefore the
corepresentations in Eq. (E12). Conversely, the X and R (and X ′ and R′) points are not C4z symmetric, and therefore
they have little co-groups isomorphic to mmm1′, which has two, two-dimensional corepresentations89,101–103,113:
(E¯1,2/g,u ↑ G) ↓ X ≡ (E¯1,2/g,u ↑ G) ↓ R ≡ %¯+,−5 , (E23)
with inversion characters:
χ%¯±5
(I) = ±2. (E24)
We observe that the only TRIM points with negative inversion eigenvalues are Γ, X, and X ′, which all lie in the kz = 0
plane. Using the results of Refs. 42,124, we can express the mirror Chern numbers CMz (0, pi) of the Hamiltonians of
the kz = 0, pi planes in terms of the occupied corepresentations:
CMz (kz = 0, pi) mod 4 =
([
n0,0,kz (ρ¯
−
7 ) + npi,pi,kz (ρ¯
−
7 )
]
+ 2
[
n0,0,kz (ρ¯
+
6 ) + npi,pi,kz (ρ¯
+
6 )
]
+ 3
[
n0,0,kz (ρ¯
−
6 ) + npi,pi,kz (ρ¯
−
6 )
]
+ 2npi,0,kz (%¯
−
5 )
)
mod 4, (E25)
where nkx,ky,kz (σ¯) is equal to the number of copies of the corepresentation σ¯ that appear in the valence mani-
fold41,42,44,124,130 at ~k = (kx, ky, kz), where we restrict kz = 0, pi, and where CMz mod 2 is equivalent to the Fu-Kane
parity index z2 for a 2D TI
37. For the p − d-hybridized semimetal described by Eq. (E15) with the parameters in
Eq. (E19), Eq. (E22) implies the values of nkx,ky,kz (σ¯) shown in Table VI. As shown in Table VI, for the p−d-hybridized
HOFA Dirac semimetal in Eq. (E15), the Hamiltonian of the kz = 0 plane is equivalent to a 2D TI, whereas the Hamil-
tonian of the kz = pi plane exhibits the same symmetry eigenvalues as a trivial insulator
41,42,44,124,130. This is the same
high-symmetry-plane topology that occurs in many previously identified centrosymmetric 3D Dirac semimetals10,21,
such as Na3Bi
131–133 and two of the candidate HOFA-semimetals highlighted in this work (Fig. 4 of the main text
and Appendix H): KMgBi58,59,134 and Cd3As2
18,20. In Fig. 13(f,g), we show the x-directed Wilson loop at kz = 0
and the (100)-surface states of Eq. (E15), respectively. The Wilson loop exhibits the characteristic winding of a 2D
TI, and the surface spectrum correspondingly consists of a single twofold-degenerate cone at kz = 0, ky = pi.
Number of Each Occupied Corepresentation in Eq. (E25) for
the p− d-Hybridized HOFA Dirac Semimetal in Eq. (E15)
kz = 0 n0,0,0(ρ¯
−
7 ) n0,0,0(ρ¯
+
6 ) n0,0,0(ρ¯
−
6 ) npi,pi,0(ρ¯
−
7 ) npi,pi,0(ρ¯
+
6 ) npi,pi,0(ρ¯
−
6 ) npi,0,0(%¯
−
5 )
Number 1 0 0 0 1 0 1
CMz (0) mod 4 = 1, z2(0) = 1
kz = pi n0,0,pi(ρ¯
−
7 ) n0,0,pi(ρ¯
+
6 ) n0,0,pi(ρ¯
−
6 ) npi,pi,pi(ρ¯
−
7 ) npi,pi,pi(ρ¯
+
6 ) npi,pi,pi(ρ¯
−
6 ) npi,0,pi(%¯
−
5 )
Number 0 1 0 0 1 0 0
CMz (pi) mod 4 = 0, z2(pi) = 0
TABLE VI: The number of occupied corepresentations, mirror Chern numbers CMz (kz) (modulo 4)
42,124 (Eq. (E25)), and 2D
TI indices37 z2(kz) (CMz mod 2) for the p−d-hybridized HOFA Dirac semimetal in Eq. (E15) with the parameters in Eq. (E19).
The Hamiltonian of the kz = 0 plane is equivalent to a 2D TI, whereas the Hamiltonian of the kz = pi plane exhibits the same
symmetry eigenvalues as a trivial insulator41,42,44,124,130.
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Number of Each Occupied Corepresentation in Eq. (E25) for
the s− d-Hybridized HOFA Dirac Semimetal in the Main Text (Eq. (A6))
kz = 0 n0,0,0(ρ¯
−
7 ) n0,0,0(ρ¯
+
6 ) n0,0,0(ρ¯
−
6 ) npi,pi,0(ρ¯
−
7 ) npi,pi,0(ρ¯
+
6 ) npi,pi,0(ρ¯
−
6 ) npi,0,0(%¯
−
5 )
Number 0 1 0 0 0 0 0
CMz (0) mod 4 = 2, z2(0) = 0
kz = pi n0,0,pi(ρ¯
−
7 ) n0,0,pi(ρ¯
+
6 ) n0,0,pi(ρ¯
−
6 ) npi,pi,pi(ρ¯
−
7 ) npi,pi,pi(ρ¯
+
6 ) npi,pi,pi(ρ¯
−
6 ) npi,0,pi(%¯
−
5 )
Number 0 0 0 0 0 0 0
CMz (pi) mod 4 = 0, z2(pi) = 0
TABLE VII: The number of occupied corepresentations, mirror Chern numbers CMz (kz) (modulo 4)
42,124 (Eq. (E25)), and 2D
TI indices37 z2(kz) (CMz mod 2) for the s− d-hybridized HOFA Dirac semimetal highlighted in the main text (Eq. (A6) with
the parameters in Table IV). The Hamiltonian of the kz = 0 plane is equivalent to a 2D TCI with CMz mod 4 = 2, whereas
the Hamiltonian of the kz = pi plane exhibits the same symmetry eigenvalues as a trivial insulator
41,42,44,124,130.
Conversely, in the s− d-hybridized HOFA Dirac semimetal highlighted in the main text (Eq. (A6)), neither of the
high-symmetry BZ planes indexed by kz is topologically equivalent to a 2D TI. Instead, as shown in Table VII, in
the s − d-hybridized HOFA Dirac semimetal in Eq. (A6) with the parameters in Table IV, the Hamiltonian of the
kz = 0 plane is equivalent to a 2D TCI
10 (CMz mod 4 = 2). This occurs because, unlike in the p − d-hybridized
semimetal (Eq. (E22)), all of the bulk corepresentations σ¯ in the s − d-hybridized semimetal have positive inversion
characters χσ¯(I). In the surface states of both the s − d-hybridized semimetal (Fig. 13(c)) and Eq. (A6)) and the
p−d-hybridized semimetal (Fig. 13(g) and Eq. (E15)), only the gapped remnants of surface Fermi arcs (white arrows)
are visible connecting the TI cones at kz = 0 (TCI cones of the s−d-hybridized model in (c)) to the projections of the
bulk Dirac points (red arrows). In both models, bulk quadrupolar SOC (U(~k) sin(kz) in Eq. (A6) and the vQ1,2 terms
in Eq. (E15)) has gapped the surface Fermi arc states and pushed them away from the Fermi energy, as described in
Refs. 21,127–129. Calculating the bands of a z-directed rod of the p− d-hybridized semimetal described by Eq. (E15)
(Fig. 13(h)), we observe four HOFA states connecting the projections of the bulk 3D Dirac points to those of the 2D
face cones at kz = 0, the same number observed in the rod bands of the s− d-hybridized semimetal (Fig. 13(d)).
Appendix F: Evolution of the 1D Edge States of 2D TIs to the Corner Modes of QIs and Fragile Topological
Phases
In this section, we use low-energy field theory to track the evolution of the 1D edge modes of a 2D TI and TCI
in the presence of symmetry-breaking potentials. Specifically, we show that the presence of quadrupolar magnetism
(i.e., magnetism that preserves type-I wallpaper group62 p4m) can gap the edge states of a 2D TI and TCI and leave
behind zero-dimensional corner modes. In a 3D crystal, the Hamiltonians of 2D planes of the BZ indexed by kz can
characterize 2D TIs and TCIs10 at the T - (or Mz-) invariant values of kz. Thus, in a space group with BZ planes
that preserve the crystal symmetries of the QI phase (Appendix C), one can consider the Hamiltonian of a BZ plane
indexed by kz 6= 0, pi as equivalent to a 2D T -broken insulator with bulk quadrupolar magnetism. In this description,
the low-energy theory derived here tracks the evolution in kz of the 2D TI and TCI surface states of a 3D topological
Dirac semimetal into the HOFA states on its 1D hinges as the strength of the effective magnetism in each 2D plane
grows with increasing kz. During the final stages of preparing this complete work, the low-energy k · p theory of a
related QI was also analyzed in Ref. 135, though that work did not relate their k ·p theory to TIs, TCIs, HOFA states,
and fragile topology, as we do in this section.
However, it is important to note that not every 2D TI and TCI can be gapped into a QI; only topological (crystalline)
insulators with the same symmetries and occupied bulk C4z eigenvalues as those of the QI obstructed atomic limit
(Appendices C and E 1) can transition into QIs when gapped with quadrupolar magnetism, although other symmetries
can also realize 2D insulators with topological corner states35,46,90–98,104. We show in Appendix F 1 that a 2D TI
formed of hybridized pz and dx2−y2 orbitals at the 1a position of wallpaper group p4m1′ or layer group p4/mmm1′
(Appendix C) gaps into a QI under p4m-preserving magnetism. We then show in Appendix F 2 that a very similar
2D TI, formed instead of s and pz orbitals, gaps into a trivial insulator under p4m-preserving magnetism. Then, in
Appendix F 3, we show that the edge modes of the 2D TCI phase of Eq. (A1) can evolve into two different kinds of 0D
corner states, depending on the symmetries that are broken. Specifically, depending on whether T or Mz are broken
while preserving p4m, the resulting 2D phase is either a QI or a fragile TI with the same corner charges (modulo e)
and symmetry eigenvalues (Eq. (D6)) as a QI. If we break T , the resulting phase is a QI, whether or not Mz × T is
preserved (Appendix C), whereas if we keep T and break Mz, the resulting phase is fragile (Appendix D). We first
show that if Mz- and T - symmetries are broken while p4m is preserved, the edge states of this 2D TCI evolve into
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the singly degenerate spinful corner states of a Mz × T -broken 2D QI in p4m (Appendix A). This Mz × T -broken
QI phase appears in the kz 6= 0 planes with HOFAs in the 3D Dirac semimetal in Fig. 3(e,h) of the main text.
Returning to the 2D TCI phase of Eq. (A1), we then show that if just Mz symmetry is broken while preserving
p4m1′ (and without closing the bulk gap), the 1D TCI edge states evolve into the quarter-filled Kramers pairs of
corner modes35,136 of the fragile topological phase39,40,46,47,51,52,77–88 discussed in Appendix D (equivalent to the
Hamiltonian of the kz = 0 plane of the fragile topological Dirac semimetal in Fig. 3(e,h) of the main text). Finally, in
Appendix F 4, we show that the topological corner modes of a 4mm-symmetric QI or fragile phase remain anomalous
when the system is cut into in a geometry that breaks Mx,y while preserving C4z. This is a necessary intermediate
step in demonstrating that topological HOFA states are still present in nonsymmorphic Dirac semimetals (such as the
archetypal Dirac semimetal α-Cd3As2 in SG 142 (I41/acd1
′)10,18,56,57) whose glide reflections are formed from the
combination of Mx,y and lattice translations in the xy-plane, which cannot be preserved in z- (fourfold-axis-) directed
nanorod geometries (Appendix G 1 b).
We also numerically calculate in Appendix F 5 the position-space localization of the bulk and surface states of a
HOFA Dirac semimetal terminated in a slab geometry. We find that 2D BZ planes with Hamiltonians equivalent to
QIs bind gapped edge Fermi arc-like states137, and that 2D planes equivalent to trivial insulators generically have no
edge states. Taking planes at successive values of kz passing through one of the bulk Dirac points, we find that the
localization lengths of all surface (and hinge) states diverge exactly at the Dirac point. We therefore find no evidence
supporting the presence of the additional surface cones bound to the 2D face projections of the bulk Dirac points.
1. Gapping the Edge Modes of a 2D Topological Insulator with Quadrupolar Magnetism
We will first show that a 2D TI in layer group p4/mmm1′ (equivalent to the Hamiltonian of the kz = 0 plane of
Eq. (E15)), formed of pz and dx2−y2 orbitals at the 1a position (Fig. 2(a) of the main text), gaps into a 2D QI in the
presence of magnetism that preserves the symmetries of 2D point group 4mm. We begin with this p − d-hybridized
2D TI, instead of the s−d-hybridized 2D TCI (Fig. 2(f-h) of the main text and Eq. (A1)) that is more closely related
to the original formulation of the QI32, because the bulk k · p theory of a p − d-hybridized TI is simpler to analyze
due to its linear dispersion. In Appendix F 3, we perform the analogous analysis of the quadratically dispersing
s − d-hybridized TCI. In four-band models of both pz − dx2−y2-hybridized 2D TIs and s − dx2−y2 -hybridized 2D
TCIs, the bands of the two models exhibit the same C4z eigenvalues (Appendix E 2). Instead, as shown in Tables VI
and VII, the valence and conduction bands of the two insulators are distinguished by their parity eigenvalues. As
we will see in this section and in Appendix F 3, when I, Mz, and T symmetries are broken while p4m is preserved,
both pz − dx2−y2-hybridized 2D TIs and s − dx2−y2-hybridized 2D TCIs (formed from orbitals at the 1a position of
p4/mmm1′ as shown in Appendices C and E 2) evolve into QIs.
To demonstrate the presence of the 0D boundary modes in the QI phase that results from gapping a p−d-hybridized
2D TI in layer group p4/mmm1′, we will first derive the low-energy continuum k · p theory for the bulk of a p − d-
hybridized 2D TI. We will then use this k · p theory to solve a nested pair of Jackiw-Rebbi domain wall problems50,
i.e. one for the (gapped) 1D edge states and another for the 0D corner states.
To form the bulk k · p Hamiltonian of a 2D p − d-hybridized TI23, we begin by expanding Eq. (E15) about the Γ
point to linear order and fixing kz = 0:
HΓ(~k) = mτz + vkxτxσy + vkyτxσx, (F1)
where we have taken tPH → 0, have combined all of the terms proportional to τz into a single coefficient m, and have
relabeled vs → v. We also note that in Eq. (E15), we have suppressed factors of the lattice constants ax,y = a; it
will be useful for future approximations to highlight that most precisely, v = vsa, where we have specialized to units
where a = 1. Eq. (F1) has the symmetries of the little co-group of the Γ point, which is isomorphic to point group
4/mmm1′. The Hamiltonian transforms for each symmetry g ∈ 4/mmm1′ under:
HΓ(kx, ky)→ gHΓ(gkxg−1, gkyg−1)g−1, (F2)
given in the notation of Refs. 38,48,111,112,120,138,139. We summarize this transformation as:
g : gHΓ(gkxg−1, gkyg−1)g−1. (F3)
In the notation of Eq. (F3), HΓ(kx, ky) transforms in the symmetry representation given by:
T : σyH∗Γ(−kx,−ky)σy, Mz : τzσzHΓ(kx, ky)τzσz, Mx : σxHΓ(−kx, ky)σx,
My : σ
yHΓ(kx,−ky)σy, C4z : τz
(
1σ − iσz√
2
)
HΓ(ky,−kx)τz
(
1σ + iσ
z
√
2
)
, (F4)
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where 1σ is the 2 × 2 identity in σ space. Eq. (F4) implies an inversion symmetry I = MxMyMz that transforms
HΓ(kx, ky) under the representation:
I : τzHΓ(−kx,−ky)τz. (F5)
The τz contributions to Mz, I, and C4z in Eqs. (F4) and (F5) reflect that HΓ(~k) describes a 2D TI formed of
hybridized pz and dx2−y2 orbitals, as pz (dx2−y2) orbitals are odd (even) under Mz and I and even (odd) under C4z.
HΓ(~k) also exhibits a unitary particle-hole symmetry:
{HΓ(~k),Π} = 0, Π = τxσz, (F6)
which we will relax in future steps in this calculation. Eq. (F1) also respects a second unitary particle-hole symmetry:
{HΓ(~k), Π˜} = 0, Π˜ = τy. (F7)
We then Fourier transform HΓ(~k) such that kx,y → −i∂x,y, and take m to have a spatial dependence m→ m(x, y).
Specifically, we choose the bulk gap m(x, y) to be strongly negative within a region bounded by a circle of radius
R a, and strongly positive for values outside of this circle; we also take m(x, y) to be isotropic in θ = tan−1(y/x).
This distribution of m suggests that the position-space Hamiltonian is more naturally described in polar coordinates,
and therefore we transform:
∂x = cos(θ)∂r − 1
r
sin(θ)∂θ,
∂y = sin(θ)∂r +
1
r
cos(θ)∂θ, (F8)
such that the Hamiltonian in Eq. (F1) now takes the form:
HΓ(r, θ) = m(r)τz − ivτx
[
σ1(θ)∂r +
1
r
σ2(θ)∂θ
]
, (F9)
where, through a canonical transformation,
σ1(θ) = sin(θ)σx + cos(θ)σy =
(
0 −ieiθ
ie−iθ 0
)
,
σ2(θ) = cos(θ)σx − sin(θ)σy =
(
0 eiθ
e−iθ 0
)
,
{σ1(θ), σ2(θ)} = 0, σ1(θ)σ2(θ) = −iσz. (F10)
In this section, we employ a similar notation for the position-space, polar-coordinate forms of the symmetries of
HΓ(r, θ) as we previously employed in Eq. (F3); for each symmetry g, the Hamiltonian transforms under:
HΓ(r, θ)→ gHΓ(grg−1, gθg−1)g−1. (F11)
We summarize this transformation as:
g : gHΓ(grg−1, gθg−1)g−1. (F12)
In the notation of Eq. (F12), HΓ(r, θ) transforms in the symmetry representation given by:
T : σyH∗Γ(r, θ)σy, Mz : τzσzHΓ(r, θ)τzσz, Mx : σxHΓ(r, pi − θ)σx,
My : σ
yHΓ(r,−θ)σy, C4z : τz
(
1σ − iσz√
2
)
HΓ(r, θ + pi/2)τz
(
1σ + iσ
z
√
2
)
,
I : τzHΓ(r, θ + pi)τz, (F13)
and both particle-hole symmetries remain in the same form as previously in Eqs. (F6) and (F7):
{HΓ(r, θ),Π} = 0, Π = τxσz, (F14)
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and:
{HΓ(r, θ), Π˜} = 0, Π˜ = τy. (F15)
We search for zero-energy bound states of Eq. (F9) on a disc geometry:
HΓ(r, θ)|ψ(r, θ)〉 = 0. (F16)
To solve Eq. (F16), we separate variables by left-multiplying by τx; after canceling a factor of −i:[
m(r)τy + vσ1(θ)∂r
] |ψ(r, θ)〉 = −v
r
σ2(θ)∂θ|ψ(r, θ)〉. (F17)
Because we are only interested in solving Eq. (F17) in the (linear) k ·p regime, we will use a series of approximations to
find a diagonal solution; though these approximations are not strictly necessary, they provide considerable convenience
in the early stages of this calculation while ultimately not affecting the final (topological) result. First, we recognize
that the bound state |ψ(r, θ)〉 is almost entirely localized at r ≈ R, where m(r)→ 0. As R a, where a is the lattice
spacing and v ∝ a, the right-hand side of Eq. (F17) vanishes to leading order:[
m(r)τy + vσ1(θ)∂r
] |ψ(r, θ)〉 ≈ 0. (F18)
We note that Eq. (F17) can still be exactly solved without exploiting this approximation (it is the k · p differential
equation for the edge states of a circular 2D TI, whose exact solution is a 1D Dirac fermion subject to the effects
of curvature140,141). Nevertheless, for the purpose of the explicit proofs in this section, Eq. (F18) is advantageous in
that it can be diagonalized simply by left-multiplying by τy and integrating, which allows us to circumvent at this
stage of the calculation some of the complications that arise from the circular geometry (e.g. the fact that ∂θ acts on
σ1,2(θ) and the 1/r dependence of the right-hand side of Eq. (F17)):
|ψ1,2(r, θ)〉 = 1√
N
e−
1
v
∫ r
R
m(r′)dr′ |τy±σ1±(θ)〉 = R(r)|τy±σ1±(θ)〉, (F19)
where the normalization constant N has the units of length squared, as the radial part of the measure in polar
coordinates is rdr: ∫ ∞
0
rdr|R(r)|2 = 1. (F20)
In Eq. (F19):
|τy±σ1±(θ)〉 = |τy±〉 ⊗ |σ1±(θ)〉, (F21)
where |τ i±, σj±〉 are the eigenstates with eigenvalues ±1 of the 2 × 2 Pauli matrices τ i and σj . To leading order,
Eq. (F19) indicates that there are two nondispersing zero modes localized on the boundary of this circle with radius
R, or close to the region where m(r) = 0. We note that, in the limit that the mass m(r′) in Eq. (F19) is rapidly
changing in the vicinity of r ≈ R (i.e., that
∣∣∣dm(r′)dr′ ∣∣∣ vR2 ), the radial component R(r) simplifies:
|R(r)|2 → 1
r
δ(r −R). (F22)
However, more generally, like with the SSH chain16,17, the presence or absence of zero modes of the form of Eq. (F19)
that are localized in the vicinity of r ≈ R does not depend on the form of m(r) – it only depends on whether m(r)
changes sign at142 r = R.
For subsequent calculations, we will find that the symmetries of the edge Hamiltonian appear in a more familiar
form in the rotated basis:
|φ1(r, θ)〉 = 1√
2
(|ψ1(r, θ)〉+ |ψ2(r, θ)〉) = R(r)√
2

−eiθ
0
0
1
 = R(r)|ξ1(θ)〉
|φ2(r, θ)〉 = − ie
−iθ
√
2
(|ψ1(r, θ)〉 − |ψ2(r, θ)〉) = R(r)√
2

0
e−iθ
1
0
 = R(r)|ξ2(θ)〉, (F23)
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a transformation that we are free to make because |φ1,2(θ)〉 are degenerate (zero modes) at all values of θ at this stage
of the calculation.
We now perturbatively restore the angular velocity term from Eq. (F9) by projecting it into the basis of the edge
states of |φ1,2(r, θ)〉, integrating out r, and exploiting Eq. (F22):
HTIedge,ij(θ) = −iv〈φi(r, θ)|
1
r
τxσ2(θ)∂θ|φj(r, θ)〉
= −iv
∫ ∞
0
rdr
( |R(r)|2
r
)[〈〈ξi(θ)|τxσ2(θ)|∂θξj(θ)〉〉+ 〈〈ξi(θ)|τxσ2(θ)|ξj(θ)〉〉∂θ]
HTIedge(θ) =
v
R
(
1
2
1s + is
z∂θ
)
, (F24)
where sz is a Pauli matrix and 1s is the identity matrix in the 2 × 2 basis of |φ1,2(r, θ)〉, the 〈〈 and 〉〉 symbols in
the second line indicate θ-independent contractions over 4 × 4 matrices. The constant term (v/2R)1s arises due to
the action of ∂θ on |φ1,2(r, θ)〉 in Eq. (F24). The form of this term depends on the choice of gauge in Eq. (F23); it
will be useful for future calculations to note that the constant term disappears under the anti- (4pi-) periodic gauge
transformation:
|ξ1(r, θ)〉 → e−iθ/2|ξ1(r, θ)〉 = |ξ˜1(r, θ)〉, |ξ2(r, θ)〉 → eiθ/2|ξ2(r, θ)〉 = |ξ˜2(r, θ)〉, (F25)
where |∂θ ξ˜1,2〉 are the positive and negative eigenstates of τxσ2(θ):
|ξ˜1(θ)〉 = 1√
2

−e iθ2
0
0
e−
iθ
2
 , |∂θ ξ˜1(θ)〉 = i2√2

−e iθ2
0
0
−e− iθ2
 , τxσ2(θ)|∂θ ξ˜1(θ)〉 = i2√2

−e iθ2
0
0
−e− iθ2

|ξ˜2(θ)〉 = 1√
2

0
e−
iθ
2
e
iθ
2
0
 , |∂θ ξ˜2(θ)〉 = i2√2

0
−e− iθ2
e
iθ
2
0
 , τxσ2(θ)|∂θ ξ˜2(θ)〉 = i2√2

0
e−
iθ
2
−e iθ2
0
 , (F26)
such that in Eq. (F24):
〈〈ξ˜i(θ)|τxσ2(θ)|ξ˜j(θ)〉〉 = 0 for i, j = 1, 2. (F27)
In the basis of |φ1,2(r, θ)〉, the symmetries from Eq. (F13) transform HTIedge(θ) under the representation:
T : sy(HTIedge(θ))∗sy, Mz : szHTIedge(θ)sz, Mx : sxHTIedge(pi − θ)sx,
My : s
yHTIedge(−θ)sy, C4z :
(
1s − isz√
2
)
HTIedge(θ + pi/2)
(
1s + is
z
√
2
)
,
I : HTIedge(θ + pi), (F28)
Crucially, in the basis of |φ1,2(r, θ)〉, the particle-hole symmetry from Eq. (F14) takes a θ-dependent form:
Π(θ) = s1(θ), (F29)
where:
s1(θ) = cos(θ)sx − sin(θ)sy =
(
0 eiθ
e−iθ 0
)
,
s2(θ) = sin(θ)sx + cos(θ)sy =
(
0 −ieiθ
ie−iθ 0
)
,
{s1(θ), s2(θ)} = 0, s1(θ)s2(θ) = isz. (F30)
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The θ dependence of particle-hole symmetry in Eq. (F29) and the presence of the constant term (v/2R)1s in Eq. (F24)
reflect the extrinsic curvature of the circular boundary. Though (v/2R)1s moves the center of the spectrum away
from E = 0, the θ-dependent particle-hole symmetry is still preserved, as the Hamiltonian acts on θ:
{HTIedge(θ),Π(θ)} = 0, (F31)
where specifically:
∂θs
1(θ) = −s2(θ) + s1(θ)∂θ. (F32)
As in Eq. (F15), Eq. (F24) similarly also respects a second theta-dependent particle-hole symmetry of the form:
Π˜(θ) = s2(θ), (F33)
where:
∂θs
2(θ) = s1(θ) + s2(θ)∂θ. (F34)
Though many previous works have demonstrated the presence of localized 0D modes in systems with sharp cor-
ners32,33,35,90–98, for which the curvature is zero on the edges and singular on the corners, our explicit calculation of
the QI boundary states in a geometry with constant curvature (i.e., on a disc) will allow us to separate the extrinsic
effects of sharp corners from the intrinsic (higher-order) topological bulk-boundary (-corner) correspondence of QIs.
It is also important to note that, as HTIedge(θ) describes the edge Hamiltonian at r ∼ R, it is invariant under fewer
symmetry restrictions than a Hamiltonian localized in a region containing r = 0 (i.e., the origin of the symmetry
operations of the point group 4/mmm1′). At generic values of θ, HTIedge(θ) (Eq. (F24)) is only invariant under the
θ-preserving action of T and Mz in Eq. (F28); the other symmetries of 4/mmm1′ act at generic angles θ to relate
HTIedge(θ) to its value at another, symmetry-related generic angle θ′. Point group 4/mmm1′ also has four mirror lines
in the xy-plane113 (Fig. 2(a) of the main text), Mx,y and Mx±y that fix the angles:
θ˜n = npi/4, n ∈ Z, (F35)
such that one of Mx,y or Mx±y is a symmetry of HTIedge(θ) at each θ˜n:
Mx,yHTIedge(θ˜n)M−1x,y or Mx±yHTIedge(θ˜n)M−1x±y. (F36)
When Mz and T symmetries are broken to gap the TI edge states, we will see that QI-nontrivial 0D states become
bound to the θ˜n, i.e., the fixed points (angles) of point group 4mm.
We now gap HTIedge(θ) (Eq. (F24)) by introducing quadrupolar (p4m-preserving) magnetism. We begin by proposing
the most general r-independent bulk potential to add to HΓ(r, θ) (Eq. (F9)):
U(θ) =
∞∑
Lz=0
∑
µ=±
mµLzΓ
Lz,µfµLz (θ), (F37)
where ΓLz,µ is a 4× 4 matrix in the basis of τ ⊗ σ and f±Lz (θ) is a real circular harmonic121,143–145:
f+Lz (θ) = cos(Lzθ), f
−
Lz
(θ) = sin(Lzθ), (F38)
with angular momentum Lz. The sum in Eq. (F37) is taken over all possible products of 4 × 4 matrices and f±Lz (θ)
that respect the symmetries of point group 4mm (the point group of p4m). In terms of the more familiar spherical
harmonics, the functions f±Lz (θ) derive from the set of “cubic harmonics”
145, i.e., the real-valued linear combinations
of the spherical harmonics that define the angular dependence of the wavefunctions of the atomic orbitals144,145.
Specifically, choosing the z-axis to be the plane normal, the real circular harmonics are obtained by taking z → 0
in the subset of cubic harmonics (atomic orbitals) for which the total angular momentum L equals the magnitude
of the z-component of the angular momentum Lz, which we refer to as the angular momentum of the circular
harmonic121,143–145 (Eq. (F38)).
We next explicitly expand Eq. (F37) by choosing all possible mass terms that respect the symmetries of 4mm
(Eq. (F13)) while containing 4 × 4 matrices ΓLz,µ that anticommute with the Dirac matrix coefficients of the bulk
mass and angular velocity terms in HΓ(r, θ) (Eq. (F9)): m(r)τz and −i(v/r)τxσ2(θ)∂θ, respectively. This guarantees
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that the terms in U(θ), when individually added to HΓ(r, θ), strictly enlarge the bulk gap and open an edge gap49.
Expressing U(θ) as a sum of terms that respect the symmetries of 4mm (C4z and Mx,y in Eq. (F13)):
U(θ) = τxσz
[
m−2 sin(2θ) +m
−
6 sin(6θ) +m
−
10 sin(10θ) + . . .
]
+ τy
[
m+2 cos(2θ) +m
+
6 cos(6θ) +m
+
10 cos(10θ) + . . .
]
+ τxσ1(θ)
[
m+0 +m
+
4 cos(4θ) +m
+
8 cos(8θ) + . . .
]
+ τyσ2(θ)
[
m−4 sin(4θ) +m
−
8 sin(8θ) +m
−
12 sin(12θ) + . . .
]
. (F39)
We observe that the terms in U(θ) group into circular harmonics of increasing Lz multiplied by one of four 4 × 4
matrices. We then project U(θ) into the basis of the edge modes |φ1,2(r, θ)〉, following the procedure in Eq. (F24) and
Ref. 49:
Uedge,ij(θ) = 〈φi(r, θ)|U(θ)|φj(r, θ)〉
=
∑
Lz,µ
mµLz 〈φi(r, θ)|ΓLz,µ|φj(r, θ)〉f
µ
Lz
(θ), (F40)
Uedge(θ) = s
1(θ)
[
m−2 sin(2θ) +m
−
6 sin(6θ) +m
−
10 sin(10θ) + . . .
]
+ s2(θ)
[
m+2 cos(2θ) +m
+
6 cos(6θ) +m
+
10 cos(10θ) + . . .
]
. (F41)
We observe that the terms in U(θ) that commute with τyσ1(θ) (m±2+4a) have nonzero edge projections, whereas
the terms that anticommute with τyσ1(θ) (m±4a) project to zero in Uedge(θ) and hence do not open an edge gap.
The nonzero terms in Uedge(θ) break I, Mz, and T symmetries in the bulk and on the edge, while respecting the
combined magnetic symmetries I × T and Mz × T (Eq. (F28)). To understand this result, we form the expression
for the projector into the positive eigenspace of τyσ1(θ), i.e. the space of eigenvectors with eigenvalues λτyσ1(θ) = 1:
Pλτyσ1(θ)=1 =
1+ τyσ1(θ)
2
. (F42)
In order for a generic 4× 4 matrix ΓLz,µ to have a nonzero projection into the basis of |φ1,2(r, θ)〉, it must satisfy:
Pλτyσ1(θ)=1Γ
Lz,µPλτyσ1(θ)=1 6= 0. (F43)
Eq. (F43) can only be satisfied if:
{τyσ1(θ),ΓLz,µ} 6= 0. (F44)
As the basis of edge states |φ1,2(r, θ)〉 is formed from linear combinations of the positive eigenstates of τyσ1(θ)
(Eq. (F23)), then Eqs. (F42), (F43), and (F44) imply that the m±4a terms in U(θ) (Eq. (F39)) project to zero in
Uedge(θ) (Eq. (F41)). This indicates that, for the p− d-hybridized TI in this section, bulk p4m-preserving magnetism
can only open an edge gap with:
LQIz = 2 + 4a, a ∈ Z, (F45)
where the m±2 terms in Eq. (F41), in particular, are proportional to the circular harmonics of dx2−y2 and dxy orbitals,
respectively121,143–145.
We next confirm that Uedge(θ) is proportional to the representations of Mx,y and Mx±y = C±14z Mx (Eq. (F28)) at
the first four mirror-invariant points in θ (Eq. (F35)):
U
(
0
)
∝ sy, U
(
pi
4
)
∝ (sx − sy), U
(
pi
2
)
∝ −sx, U
(
3pi
4
)
∝ (sx + sy), (F46)
and thus verify that Uedge(θ) respects the mirror symmetries at those points. We define the edge Hamiltonian of the
QI to be:
HQIedge(θ) = HTIedge(θ) + Uedge(θ). (F47)
If we truncate Uedge(θ) (Eq. (F41)) to its leading two Lz = 2 terms, HQIedge(θ) exhibits a gap in the long-wavelength
limit of:
∆(θ) = 2
√
(m−2 )2 sin
2(2θ) + (m+2 )
2 cos2(2θ). (F48)
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With this formality established, we now show that Eq. (F47) exhibits a quantized quadrupole moment. We will
first demonstrate this in a particle-hole-symmetric limit, after which we will show that the quadrupole moment
of Eq. (F47) remains quantized when particle-hole symmetry is relaxed. Particle-hole symmetry as represented in
Eq. (F29) (Π(θ) = s1(θ)) is also a symmetry of all of the m+
LQIz
mass terms (but not the m−
LQIz
terms) in Eq. (F41)
(most generally, as indicated in Eq. (F33), there is a also second particle-hole symmetry Π˜(θ) = s2(θ) that is also
a symmetry of HTIedge and only the m−LQIz mass terms in Eq. (F41)). In the specific particle-hole symmetric limit of
Eq. (F47) in which the only particle-hole symmetry is Π(θ) = s1(θ), we can first choose m+2 to be the only nonzero
mass term in Uedge(θ). In this limit, HQIedge(θ) is gapless at θ = θn, where the first four independent values of θn are:
θn = pi/4 + npi/2, n ∈ {0, 1, 2, 3}. (F49)
We then solve for the zero modes bound at θn, or at the values of θ at which cos(2θ) changes sign, by formulating a
Jackiw-Rebbi problem: [
v
R
(
1
2
1s + is
z∂θ
)
+m+2 cos(2θ)s
2(θ)
]
|Θ˜(θ)〉 = 0. (F50)
We will solve for the bound states of Eq. (F50) in two steps: first we will remove the constant curvature term (v/2R)1s
in Eq. (F50) by transforming |Θ˜(θ)〉 into the antiperiodic gauge in Eq. (F25), which will allow Eq. (F50) to be solved
using the same method that we used for Eq. (F18). We will then Taylor expand Eq. (F50) around θn (Eq. (F49)) to
solve for 0D bound states at each θn.
We first explicitly demonstrate that transforming |Θ˜(θ)〉 into a wavefunction |Θ(θ)〉 in an antiperiodic gauge removes
the constant curvature term in Eq. (F50). We express the transformation between |Θ˜(θ)〉 and |Θ(θ)〉 as:
|Θ˜(θ)〉 = U(θ)|Θ(θ)〉. (F51)
In order for the constant term to vanish, |Θ˜(θ)〉 must satisfy:(
1
2
1s + is
z∂θ
)
|Θ˜(θ)〉 = isz∂θ|Θ(θ)〉, (F52)
such that |Θ(θ)〉 behaves as if it is a θ-independent eigenstate of a linear Hamiltonian without curvature146. Eqs. (F51)
and (F52) imply that:
isz∂θU(θ) = −1
2
U(θ), (F53)
which is satisfied by:
U(θ) =
(
eiθ/2 0
0 e−iθ/2
)
. (F54)
The antiperiodicity of Eq. (F54) reflects that curvature in a circular (cylindrical) geometry acts as an effective pi
flux141. While one might be concerned by the antiperiodic boundary conditions of |Θ(θ)〉 in Eqs. (F51) and (F54), we
note that |Θ(θ)〉 will only be used here as the wavefunction of a single 0D bound state that is exponentially localized
within a small vicinity of one of the angles θn (Eq. (F49)). We postulate that, for the wavefunction of each 0D
bound state at θ = θn, 2pi periodicity can be restored, by adding a θ-dependent local gauge transformation into the
gapped region far away from θn. For sufficiently large circular boundaries in the thermodynamic limit, these smooth,
but highly localized, gauge transformations should have a negligible effect on the (gauge-independent) spectrum44,
because, for each 0D bound state, the 2pi-periodicity-restoring gauge transformation can be placed in a region where
the bound state wavefunction is nearly zero (i.e., at θn + pi for each bound state at θn). By substituting Eq. (F51)
into Eq. (F50), we remove the constant curvature term:[
i
v
R
sz∂θ +m
+
2 cos(2θ)s
2(θ)
]
|Θ(θ)〉 = 0. (F55)
We next expand Eq. (F55) around θ = θn +  (Eq. (F49)), where  is a small parameter, to form an angular
Jackiw-Rebbi problem for the zero-energy normalizable bound state at each θn:[
i
v
R
sz∂ − (−1)nmθs2(θn)
]
|Θ(θn, )〉 = 0, (F56)
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where θn is given in Eq. (F49) such that s
2(θn) is the matrix s
2(θ) in Eq. (F30) evaluated at θn, and where:
m+2 cos[2(θn + )]→ −2m+2  sgn[sin(2θn)] = −(−1)nmθ, (F57)
where mθ = 2m
+
2 . The factor of −(−1)n in Eq. (F56) enforces that, for increasing , the domain-wall mass
m+2 cos(2θ) → −(−1)nmθ in Eq. (F57) exhibits a derivative with the respective signs {−,+,−,+} at θn =
{pi/4, 3pi/4, 5pi/4, 7pi/4}. Next, we solve Eq. (F57) for all values of θn by left-multiplying by s2(θn) (exploiting that
Eq. (F30) can be rearranged to obtain szs2(θn) = −is1(θn)), and then integrating (exploiting that 2/2 =
∫ 
0
′d′).
We find that, over the circumference of the circle, there are four bound states of the form:
|Θ(θn, )〉 = 1√
N
e−λ(θn)(−1)
n mθR
2v 
2 |s1(θn)〉λ(θn),
=
1√
N
e−
mθR
2v 
2 |s1(θn)〉λ(θn), (F58)
where we have simplified by exploiting that |s1(θn)〉λ(θn) is the eigenstate of s1(θn) with eigenvalue:
λ(θn) = (−1)n. (F59)
We therefore find that when m+2 is the only nonzero mass term in Eq. (F41), there are Jackiw-Rebbi zero modes
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localized to the zeroes θn of cos(2θ):
|Θ(pi/4, )〉 ∝ |s1(pi/4)〉+, |Θ(3pi/4, )〉 ∝ |s1(3pi/4)〉−, |Θ(5pi/4, )〉 ∝ |s1(5pi/4)〉+, |Θ(7pi/4, )〉 ∝ |s1(7pi/4)〉−,
(F60)
where all of the coefficients in the proportionalities are real and of the form of the Gaussian exponential in Eq. (F58).
As {C4z, s1(θ)} = 0 ({Mx,y, s1(θ)} = 0), acting with C4z (Mx,y) on a positive eigenstate of s1(θn) transforms it to a
negative eigenstate of s1(C4zθnC
−1
4z ) (s
1(Mx,yθnM
−1
x,y)) (Eq. (F12)). The set of four states in Eq. (F60) is left invariant
under C4z and Mx,y, and thus the four zero modes as a set respect the symmetries of point group 4mm.
By observing the profile of m+2 cos(2θ) and choosing the convention in which the n = 0 corner mode is positively
charged, we determine that the zero modes in Eq. (F60) are (anti-) solitons at θ = pi/4, 5pi/4 (3pi/4, 7pi/4) which
acquire a charge16,17,147,148 +e/2 (−e/2) when C4z is “softly” broken32 to C2z (Fig. 14(a)). Specifically, in this work,
we use the convention in which valence states, when occupied, carry a charge e, and conduction states, when occupied,
carry a charge −e. The four zero modes in Eq. (F60) are formed from a 4mm-symmetry related set of two valence and
two conduction states, each of which is half filled on the average, and can therefore be expressed as fully filled or empty
linear combinations of valence (electron) and conduction (hole) states (i.e., solitons and antisolitons) with fractional
charge16,17,148. Each 0D bound state then individually carries a charge ±e/2, depending on whether its wavefunction
is an even (soliton) or an odd (antisoliton) linear combination of a valence and a conduction state. However, whereas
the energy spectrum of the disc still respects the full point group 4mm, the charge assignment of the bound states
(corner modes) only respects C2z; like in the SSH chain
148, we take this symmetry breaking to be “soft” in the sense
that the number of electrons (i.e., the filling of the bound states) does not affect the energy spectrum itself. This
charge distribution can be summarized as:
q(θn) = qn =
e
2
(−1)n. (F61)
The zero modes occupy the 4b Wyckoff positions (±x,±x) of point group113 4mm (Fig. 15). As s1(θn) ∝ sx− (+) sy
for even (odd) n (Eq. (F30)), these four zero modes are eigenstates of the diagonal mirrors Mx∓y (Eq. (F46)). In
every direction, this distribution of charge (Eq. (F61)) has a zero dipole moment (Eq. (C22)). To determine the
xy-quadrupole moment, we reexpress Eq. (C27) as the sum of contributions from n charged particles confined to a
ring of radius R:
Qxy =
3
2
∑
n
qnxnyn =
3R2
4
∑
n
qn sin(2θn), (F62)
where qn is defined in Eq. (F61). For the four 0D modes in our calculation, which have fractional charges given by
Eq. (F61) and lie at the zeroes of cos(2θ), Eq. (F62) indicates that Qxy = (3R2)e/2. To compare this with the value
obtained through the Wannier description of the QI in Appendix C of Qxy = e/2 per square unit cell in the units of
3a2/2, where a is the lattice spacing, we can imagine that the four 0D states in Fig. 14 occupy the corners of a 2D
square crystal with N unit cells and an overall diagonal length of 2R. For this square, the quadrupole moment of
the corner modes is Qxy = e/2 in the units of 3a2N/2, or 3a2/2 per unit cell, in agreement with the bulk quadrupole
moment obtained in Appendix C.
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FIG. 14: (a) The corner modes of the QI can be considered two Jackiw-Rebbi solitons and two antisolitions in the particle-
hole-symmetric limit that m+2 is the only nonzero mass in Eq. (F41). In this limit, there are therefore (N/2) − 2 states in
the valence and conduction manifolds, where N is the total number of states. When the four zero modes are half-filled, they
exhibit a charge distribution (Eq. (F61)) with an e/2 quadrupole moment about r = 0 (Eq. (F65)). (b) When one of the m−2+4a
terms in Eq. (F41) is perturbatively introduced, particle-hole symmetry Π(θ) (Eq. (F29)) is broken and all four 0D modes are
uniformly raised in energy (Eq. (F70)); this is the same effect as introducing an identity term in the basis of the four 0D modes.
However, if this pattern of boundary modes remains half-filled throughout the breaking of particle-hole symmetry, then the
four modes still exhibit an e/2 quadrupole moment; only the chemical potential has shifted such that EF 6= 0. The QI phase
can thus be identified in a T -broken, spinful, p4m-symmetric insulator by drawing a line across a gap in the energy spectrum
calculated with open boundary conditions (OBC) and counting the number of states below the gap35, and then by comparing
that number to the number of states below the same gap calculated with periodic boundary conditions (PBC). If the difference
in the number of states below the gap is 2 + 4a, where a ∈ Z, then the system is a QI (Eq. (F65)). In (a) and (b), we depict
schematic OBC spectra of a QI; in both cases, the number of states below the four corner modes is (N/2) − 2, whereas the
number of states below the gap in the PBC spectrum is implied to be N/2 in both (a) and (b). The difference of 2, combined
with the presence of spinful 4mm symmetry, indicates that the bulk is a QI.
To see that this e/2 quadrupole moment is a general bulk property, and not merely a unique feature of the m+2
term in Eq. (F41), we perform two more analyses: we first consider setting m+2 → 0 in Eq. (F41) and instead tuning
one of the other mass terms away from zero, and we then demonstrate that the quadrupole moment survives under
the relaxation of particle-hole symmetry via the introduction of multiple nonzero mass terms in Eq. (F41).
Before breaking particle-hole symmetry, we first consider how the previous analysis in Eqs. (F49) to (F62) is
modified by instead taking m+6 cos(6θ)s
2(θ) to be the only nonzero term in Eq. (F41). The Lz = 6 circular harmonic
cos(6θ) has 12 zeroes on a circle, which occur at pi/12 +npi/6 where n is an integer between 0 and 11. More generally,
we can state that for a general circular harmonic cos(Lzθ), it will have 2Lz zeroes located at:
θn = pi/(2Lz) + npi/Lz, n ∈ {0, 1, . . . , 2Lz − 1}. (F63)
For the specific case of Lz = L
QI
z = 2 + 4a (Eq. (F45)) for the m
±
LQIz
mass terms in Eq. (F41), Eq. (F63) implies
that each mass term will individually contribute 2Lz = 4 + 8a 0D zero modes. As the first derivative of any circular
harmonic is at an extremum at a zero of that harmonic and alternates in sign at each zero in increasing θ (Eq. (F38)),
then Eqs. (F56) and (F61) also apply here, without further modification. We can therefore conclude that introducing
m+6 to the p − d-hybridized TI in this section as the only mass term results in a circular boundary with 6 solitons
and 6 antisolitions, i.e. 0D modes with alternating charge ±e/2 localized at the θn in Eq. (F63) for Lz = 6. This
charge distribution is still characterized by Eq. (F61), with n taken most generally over the range 0 to 2Lz − 1, and
thus here specifically from n = 0 to 11. Four of these charges, those with:
n4b = {0, 3, 6, 9} (F64)
lie at the same locations, i.e., the 4b position of 4mm (Fig. 15), as did the four charges with Qxy = e/2 for the Lz = 2
case in Fig. 14. The remaining 8 charges occupy the general position (8c) (Fig. 15). We use Eq. (F62) to express the
quadrupole moment of these 12 charges (Eq. (F61)) as a sum over the contributions from those at 4b and those at 8c:
Qxy =
3R2
4
 ∑
n∈n4b
qn sin(2θn) +
∑
n 6∈n4b
qn sin(2θn)
 (F65)
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FIG. 15: The Wyckoff positions of point group113 4mm, generated by Mx,y and C4z. Mirrors are indicated by dashed lines. In
point groups, the first Wyckoff position is labeled 1o, to highlight that the origin is a special fixed point in polar (cylindrical)
and spherical coordinates. The general position, 8c, is not pictured. In 4mm, there is only one maximal Wyckoff position22:
the 1o position (site-symmetry group 4mm); the 4a and 4b positions (site-symmetry group m) are non-maximal, because m is
a subgroup of 4mm. This is different than in wallpaper group48,62 p4m, which is generated by adding 2D translations to 4mm,
in which there are two maximal Wyckoff positions with site-symmetry group 4mm (1a and 1b in Fig. 2(a)).
where by direct computation we confirm that the charges occupying 4b contribute again contribute a Qxy of e/2 in
the units of 3R2, as they did previously for the m+2 mass term (see the text following Eq. (F62)), and the charges
at 8c (i.e. those not at 4b) contribute a net-zero Qxy. This is because, within each quadrant, there are two sites in
the 8c position with opposite charges ±e/2 but with the same value for sin(2θn), because the charges are related by
Mx±y, which takes θ → ±pi/2 − θ. This implies that any set of 0D modes of alternating charge placed at the 8c
position of 4mm will have a net-zero quadrupole moment. We therefore conclude that the m+6 term also only provides
an e/2 quadrupole moment if it is the only nonzero term in Uedge(θ). Furthermore, as all of the terms proportional
to s2(θ) in Eq. (F41) are circular harmonics of the form cos(Lzθ) where Lz = L
QI
z (Eq. (F45)), then we can conclude
from Eqs. (F63) and (F65) that introducing any term proportional to s2(θ) in Uedge(θ) results in a collection of 0D
bound states that decomposes into four modes at the 4b position and a remaining multiple of 8 modes at the general
position, for which the overall quadrupole moment Qxy = e/2.
We also note the previous analysis of the quadrupole moments of the m+2,6 mass terms can also, with minor
modifications, be applied to any of the terms in Uedge(θ) proportional tom
−
LQIz
. Using the transformation s1(θ)↔ s2(θ)
in Eqs. (F29) to Eq. (F56), we can conclude that if the only nonzero mass term in Uedge(θ) is proportional to s
1(θ),
it will be proportional to a circular harmonic of the form sin(Lzθ) where Lz = L
QI
z (Eq. (F45)), and will therefore
exhibit a configuration of 2Lz 0D states of alternating charges ±e/2 localized on the r = R boundary at:
θsn = npi/Lz, n ∈ {0, 1, . . . , 2Lz − 1}. (F66)
These states will instead decompose into 4 modes of alternating charges occupying the 4a position (±x, 0); (0,±x)
of 4mm113 (Fig. 15) and multiples of 8 states of alternating charge occupying the general position. Plugging the
coordinates and charges (Eq. (F61)) of the (anti)solitions at 4a, as well as those at 8c, into Eq. (F62):
Qxy =
3R2
4
 ∑
n∈n4a
qn sin(2θn) +
∑
n 6∈n4a
qn sin(2θn)
 = 3R2 (0 + 0) . (F67)
However, we can also define an x2 − y2 quadrupole moment121 by rotating Eq. (F62) by pi/4:
Qx
2−y2 =
3R2
4
∑
n
qn cos(2θn), (F68)
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for which, using the (anti)soliton locations θsn in Eq. (F66) and charge assignments in Eq. (F61):
Qx
2−y2 =
3R2
4
 ∑
n∈n4a
qn cos(2θn) +
∑
n 6∈n4a
qn cos(2θn)
 = 3R2 (e/2 + 0) . (F69)
Therefore, as long as there exists a particle-hole symmetry of the form of either s1(θ) or s2(θ), the introduction to a
2D TI of a term in Uedge(θ) proportional to a circular harmonic with Lz = L
QI
z = 2 + 4a will result in a distribution
of boundary zero modes with an e/2 quadrupole moment, be it Qxy = e/2 or Qx
2−y2 = e/2.
Finally, to demonstrate the robustness of this result, we show that the corner-mode quadrupole moment persists
in the presence of multiple nonzero mass terms (both m±2+4a) in Uedge(θ), which generically results in the relaxation
of all particle-hole symmetries. To accomplish this, we begin by keeping m+2 6= 0 and m−2+4a = 0 and perturba-
tively introduce one of the other m+2+4a terms in Uedge(θ) (Eq. (F41)). The added term, which is proportional to
m+2+4a cos[(2 + 4a)θ]s
2(θ), is equal to zero at the four values of θn in Eq. (F49) where cos(2θ) is zero (i.e., the 4b
Wyckoff position in Fig. 15), as well as at 8a additional values of θ that correspond to the 8c Wyckoff position in
4mm. As shown in Eqs. (F65) and (F69), respectively, any set of alternating solitons and antisolitons occupying the
8c position of 4mm contribute net-zero Qxy and Qx
2−y2 quadrupole moments. Therefore, the additional m+2+4a mass
term does not affect the existing e/2 xy quadrupole moment from the m+2 term.
We next, setting all of the m+2+4a mass terms in Eq. (F41) back to zero except for m
+
2 , consider the effect of
adding one of the terms proportional to m−2+4a sin[(2 + 4a)θ]s
1(θ). Adding one of these m−2+4a terms explicitly breaks
particle-hole symmetry (Eq. (F29)). At each θn in Eq. (F49), we calculate the first-order energy correction:
∆E(θn) = m
−
2+4a sin[(2 + 4a)θn]〈s1(θn)|λ(θn)s1(θn)|s1(θn)〉λ(θn)
= m−2+4aλ(θn) sin[(2 + 4a)θn]
= m−2+4a(−1)n(−1)n(−1)a
= m−2+4a(−1)a, (F70)
where we have exploited that λ(θn) = (−1)n (Eq. (F59)) and that:
sin[(2 + 4a)θn] = (−1)n(−1)a, (F71)
because sin(LQIz θ) (Eq. (F45)) is always at an extremum at a zero θn of cos 2θ, which are coincident with the zeroes
of cos(LQIz θ). Eq. (F70) indicates that, beginning with m
+
2 as the only nonzero mass term in Eq. (F41), adding any of
the m−2+4a mass terms causes all four (anti)solitons at θn to shift together in energy in a 4mm-symmetric manner, such
that the spectrum no longer exhibits zero modes (Fig. 14(b)). Nevertheless, if the system is half-filled, then within a
perturbative range in m−2+4a, half of the 0D modes will still be occupied under softly broken C4z symmetry, resulting
in a charge distribution with an e/2 quadrupole moment (Eq. (F62)). We therefore conclude that the 4mm-symmetric
p − d-hybridized TI highlighted in this section can gap into a QI because it admits the presence of a bulk magnetic
term with a nonzero edge projection and which is proportional to a circular harmonic with Lz = L
QI
z (Eq. (F45)).
The preservation of the quantized quadrupole moment away from the particle-hole-symmetric limit is in agreement
with the conclusions of Wilczek in Ref. 149, in which it is stated that when the masses at Jackiw-Rebbi domain walls
are made complex (i.e. more than one Pauli matrix is present), there will no longer generically be zero-energy bound
states, but the overall distribution of bound charge will remain preserved and reflect the accumulated phase in the
complex mass over the domain wall. This can also be understood from a field-theory perspective by considering the
Goldstone-Wilczek formulation148,150.
2. Gapping the Edge Modes of a 2D TI into an Magnetic Insulator with Zero Quadrupole Moment
We will now show that a 2D TI in layer group p4/mmm1′, formed of s and pz orbitals at the 1a position (Fig. 2(a)
of the main text), gaps trivially in the presence of magnetism that preserves the symmetries of wallpaper group p4m,
unlike the previous p− d-hybridized TI in Appendix F 1. We will see that this difference arises because, unlike in the
previous p− d-hybridized TI (Eq. (F1)), the bulk C4z eigenvalues of the occupied bands of an s− p-hybridized TI do
not match those of a QI (Appendices C and E 1). The k · p Hamiltonian of a 2D s− p-hybridized TI is:
HΓ(~k) = mτz + vkxτxσy − vkyτxσx, (F72)
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where we have again suppressed factors of the lattice constants ax,y = a. We note that Eq. (F1) is almost identical to
the previous k ·p Hamiltonian of a p−d-hybridized TI (Eq. (F1)); the only difference between the two equations is the
minus sign on the ky velocity term. In the notation of Eq. (F3), HΓ(kx, ky) (Eq. (F72)) transforms in the symmetry
representation given by:
T : σyH∗Γ(−kx,−ky)σy, Mz : τzσzHΓ(kx, ky)τzσz, Mx : σxHΓ(−kx, ky)σx,
My : σ
yHΓ(kx,−ky)σy, C4z :
(
1σ − iσz√
2
)
HΓ(ky,−kx)
(
1σ + iσ
z
√
2
)
, (F73)
where 1σ is the 2 × 2 identity in σ space. Eq. (F73) implies an inversion symmetry I = MxMyMz that transforms
HΓ(kx, ky) under the representation:
I : τzHΓ(−kx,−ky)τz. (F74)
The presence of τz in Mz and I, and the absence of τz in C4z in Eqs. (F73) and (F74) reflect that HΓ(~k) describes a
2D TI formed of hybridized s and pz orbitals, as s (pz) orbitals are even (odd) under Mz and I and even under C4z.
Specifically, unlike previously in the symmetry representation of the p− d-hybridized TI in Eq. (F4) (and like in the
symmetry representation of the k · p theory of the s − d-hybridized TCI phase of Eq. (A1) that will be analyzed in
Appendix F 3), there is no prefactor of τz in the representation of C4z in Eq. (F73), because the valence and conduction
bands of an s−pz-hybridized TI have the same C4z eigenvalues (though they have different parity eigenvalues). HΓ(~k)
also exhibits the same pair of unitary particle-hole symmetries as previously in Eqs. (F6) and (F7):
{HΓ(~k),Π} = 0, Π = τy, (F75)
and:
{HΓ(~k), Π˜} = 0, Π˜ = τxσz, (F76)
which we will again relax in future steps in this calculation, as we did previously in in Appendix F 1. We note that
the choice of which particle-hole representation to label with a tilde is arbitrary; the choice of Π = τy in Eq. (F75)
is only distinct from the previous choice in Eq. (F6) to simplify notation in expressions that will arise later in this
section.
As mentioned previously, Eq. (F72), is nearly identical to the k · p Hamiltonian of a pz − dx2−y2 -hybridized TI
analyzed in Appendix F 1 (it only differs from Eq. (F1) by the minus sign of vkyτ
xσx). Nevertheless, the two
Hamiltonians cannot be transformed into each other by a unitary transformation that preserves the handedness of
the spin and momentum sectors of rotations about the z axis. Specifically, if we require that C4z is defined as the
transformation:
kx → ky, ky → −kx, σx → σy, σy → −σx, (F77)
then the unitary transformation U = σy that converts Eq. (F72) into Eq. (F1) also changes the sign of σz in C4z
in Eq. (F73). Under this transformation, C4z would continue to rotate momentum counterclockwise as specified in
Eq. (F77), however it would now rotate the spins clockwise about σz. Therefore we cannot simultaneously transform
Eq. (F72) into Eq. (F1) while preserving a physical definition of C4z. This can also be understood by recognizing that
in Eq (F72), unlike in Eq. (F1), both the valence and conduction bands have the same complex-conjugate pairs of C4z
eigenvalues (they can still be inverted because they possess different inversion eigenvalues138). We will show in this
section that, unlike previously in Appendix F 1, because the valence and conduction bands of the s − pz-hybridized
TI in Eq. (F72) exhibit the same C4z eigenvalues, then, when Eq. (F72) is terminated in a disc geometry and its
edge states are gapped with p4m-symmetric magnetism, the resulting 0D bound states exhibit a topologically trivial
quadrupole moment of Qxy mod e = Qx
2−y2 mod e = 0.
We again Fourier transform kx,y → −i∂x,y and search for Jackiw-Rebbi bound states on the boundary of a circular
region of a large radius R  a for which sgn[m(r)] = sgn(r − R). We note that, because Eqs. (F1) and (F72) both
describe 2D TIs, then the first (bulk-to-edge) Jackiw-Rebbi calculation performed to obtain the edge zero modes will
be identical in this section to the previous calculation performed Appendix F 1; spectral differences between the two
TIs will only begin to manifest when we gap the edge spectrum with p4m-symmetric magnetism.
The Hamiltonian in Eq. (F72), when converted to polar coordinates using Eq. (F8), takes the same form as Eq. (F9):
HΓ(r, θ) = m(r)τz − ivτx
[
σ¯1(θ)∂r +
1
r
σ¯2(θ)∂θ
]
, (F78)
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but through a different the canonical transformation than Eq. (F10):
σ¯1(θ) = sin(θ)σx − cos(θ)σy =
(
0 ie−iθ
−ieiθ 0
)
,
σ¯2(θ) = cos(θ)σx + sin(θ)σy =
(
0 e−iθ
eiθ 0
)
,
{σ¯1(θ), σ¯2(θ)} = 0, σ¯1(θ)σ¯2(θ) = iσz. (F79)
In the notation of Eq. (F12), HΓ(r, θ) transforms in the symmetry representation given by:
T : σyH∗Γ(r, θ)σy, Mz : τzσzHΓ(r, θ)τzσz, Mx : σxHΓ(r, pi − θ)σx,
My : σ
yHΓ(r,−θ)σy, C4z :
(
1σ − iσz√
2
)
HΓ(r, θ + pi/2)
(
1σ + iσ
z
√
2
)
,
I : τzHΓ(r, θ + pi)τz, (F80)
and the particle-hole symmetries remain the same as previously in Eqs. (F75) and (F76):
{HΓ(r, θ),Π} = 0, Π = τy. (F81)
and:
{HΓ(r, θ), Π˜} = 0, Π˜ = τxσz. (F82)
Once again, we form a Jackiw-Rebbi problem for the bound states of Eq. (F78):
HΓ(r, θ)|ψ(r, θ)〉 = 0, (F83)
which, following the procedure in Eqs. (F16), (F17), and (F18), we simplify to:[
m(r)τy + vσ¯1(θ)∂r
] |ψ(r, θ)〉 ≈ 0, (F84)
by left-multiplying by τx, canceling a factor of −i, and recognizing that (1/r) ∼ (1/R)→ 0 for a bound state localized
at the radius R of a large circle with R a where a is the lattice spacing. We solve Eq. (F84) by left-multiplying by
τy and integrating:
|ψ1,2(r, θ)〉 = 1√
N
e−
1
v
∫ r
R
m(r′)dr′ |τy±σ¯1±(θ)〉 = R(r)|τy±σ¯1±(θ)〉, (F85)
where:
|τy±σ¯1±(θ)〉 = |τy±〉 ⊗ |σ¯1±(θ)〉, (F86)
where |τ i±, σj±〉 are the eigenstates with eigenvalues ±1 of the 2× 2 Pauli matrices τ i and σj .
As in Appendix F 1, we will find that the symmetries of the edge Hamiltonian appear in a more familiar form in
the rotated basis:
|φ¯1(r, θ)〉 = −ie
iθ
√
2
(|ψ1(r, θ)〉 − |ψ2(r, θ)〉) = R(r)√
2

0
−eiθ
1
0

|φ¯2(r, θ)〉 = 1√
2
(|ψ1(r, θ)〉+ |ψ2(r, θ)〉) = R(r)√
2

e−iθ
0
0
1
 , (F87)
where, as previously in Eq. (F23), we are free to make this transformation because |φ¯1,2(θ)〉 are degenerate (zero
modes) at all values of θ at this stage of the calculation.
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To leading order, Eq. (F85) indicates that there are two nondispersing zero modes localized on the boundary of
the circular domain wall with radius R, or close to the region where m(r) = 0. Again, perturbatively restoring the
angular velocity term −i(v/r)τxσ¯2(θ)∂θ and projecting into the basis of the edge states |φ¯1,2(r, θ)〉 using Eq. (F24),
we realize the edge Hamiltonian:
HTIedge(θ) = −
v
R
(
1
2
1s + is
z∂θ
)
, (F88)
where sz is a Pauli matrix and 1s is the identity matrix in the 2× 2 basis of |φ¯1,2(r, θ)〉, and where, as previously in
Eq. (F24), the action of ∂θ on the edge states |φ¯1,2(r, θ)〉 results in the presence of a gauge-dependent constant term,
which is −(v/2R)1s for the choice of gauge in Eq. (F87). Eq. (F88), the edge Hamiltonian of a s− p-hybridized TI,
is identical to Eq. (F24), the previous edge Hamiltonian of a p− d-hybridized TI (up to an overall minus sign).
In the basis of |φ¯1,2(r, θ)〉, the symmetries from Eq. (F80) transform HTIedge(θ) under the representation:
T : sy(HTIedge(θ))∗sy, Mz : szHTIedge(θ)sz, Mx : sxHTIedge(pi − θ)sx,
My : s
yHTIedge(−θ)sy, C4z :
(
1s − isz√
2
)
HTIedge(θ + pi/2)
(
1s + is
z
√
2
)
,
I : HTIedge(θ + pi), (F89)
which is identical to the previous edge symmetry representation in Eq. (F28). However, because the bulk repre-
sentations of C4z are different in Eqs. (F13) and (F80), we will see that when p4m-symmetric magnetic masses are
added to gap the edge states (Eq. (F88)), a different configuration of (quadrupole-trivial) zero modes emerges in the
s − p-hybridized case than previously appeared for the p − d-hybridized 2D TI in Appendix F 1. Specifically, while
the bulk symmetry representations of C4z are different in the p − d-hybridized 2D TI in Eq. (F13) and in the s − p-
hybridized 2D TI in Eq. (F80), that difference does not carry over into the symmetry representation of the 2× 2 edge
Hamiltonians of the two TIs (Eqs. (F28) and (F89), respectively). This occurs because the edge Hamiltonian of any
2D TI characterizes a twofold, spin-1/2 fermion in 1D140, and because there is, up to unitarily equivalent expressions,
only one way to represent spinful C4z symmetry in the 2 × 2 basis of spin-1/2 Pauli matrices σi (as opposed to in
the 4 × 4 basis of orbital τ i and spin σi matrices of the bulk Hamiltonians in Eqs. (F1) and (F72), in which there
are two inequivalent ways to represent C4z). Nevertheless and crucially, as we will shortly see, the corner spectrum
of a 2D TI gapped with p4m-symmetric magnetism (i.e. the number and quadrupole moment of the 0D modes on its
boundary), depends on the bulk representation of C4z, and not the edge representation, and thus still distinguishes
between p− d-hybridized TIs and s− p-hybridized TIs.
As previously (Eq. (F29)), in the basis of |φ¯1,2(r, θ)〉, the particle-hole symmetries from Eqs. (F81) and (F82) take
θ-dependent forms:
Π(θ) = s¯2(θ), Π˜(θ) = s¯1(θ), (F90)
where:
s¯1(θ) = cos(θ)sx + sin(θ)sy =
(
0 e−iθ
eiθ 0
)
,
s¯2(θ) = sin(θ)sx − cos(θ)sy =
(
0 ie−iθ
−ieiθ 0
)
,
{s¯1(θ), s¯2(θ)} = 0, s¯1(θ)s¯2(θ) = −isz, (F91)
and as previously in Eqs. (F31) through (F34), the θ dependence of Π(θ) and Π˜(θ) in Eq. (F90) maintain both
representations of particle-hole symmetry through the relations:
∂θ s¯
1(θ) = −s¯2(θ) + s¯1(θ)∂θ, ∂θ s¯2(θ) = s¯1(θ) + s¯2(θ)∂θ. (F92)
We now add magnetic terms that preserve the symmetries of p4m. Here, there are manifest differences between
these terms and the corresponding terms in Appendix F 1. We again work in the long-wavelength limit and propose the
most general r-independent bulk mass term U(θ) in the form of Eq. (F37), whose terms individually anticommute with
the Dirac matrix coefficients of the mass (m(r)τz) and angular velocity (−i(v/r)τxσ¯2(θ)∂θ) terms in Eq. (F78) while
respecting the bulk representations of Mx,y and C4z in Eq. (F80). We express U(θ) as a sum of terms proportional
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to circular harmonics of increasing Lz (Eq. (F38)):
U(θ) = τxσz
[
m−4 sin(4θ) +m
−
8 sin(8θ) +m
−
12 sin(12θ) + . . .
]
+ τy
[
m+0 +m
+
4 cos(4θ) +m
+
8 cos(8θ) + . . .
]
+ τxσ¯1(θ)
[
m˜+0 + m˜
+
4 cos(4θ) + m˜
+
8 cos(8θ) + . . .
]
+ τyσ¯2(θ)
[
m˜−4 sin(4θ) + m˜
−
8 sin(8θ) + m˜
−
12 sin(12θ) + . . .
]
, (F93)
and observe that the terms group into circular harmonics with ∆Lz = 4 multiplied by one of four 4× 4 matrices. We
then, as was done to generate Eq. (F41), project U(θ) into the basis of the edge modes |φ¯1,2(r, θ)〉:
Uedge,ij(θ) = 〈φ¯i(r, θ)|U(θ)|φ¯j(r, θ)〉
=
∑
Lz,µ
mµLz 〈φ¯i(r, θ)|ΓLz,µ|φ¯j(r, θ)〉f
µ
Lz
(θ), (F94)
Uedge(θ) = s¯
1(θ)
[
m−4 sin(4θ) +m
−
8 sin(8θ) +m
−
12 sin(12θ) + . . .
]
+ s¯2(θ)
[
m+0 +m
+
4 cos(4θ) +m
+
8 cos(8θ) + . . .
]
, (F95)
where, in agreement with Eqs. (F42), (F43), and (F44), the terms in U(θ) that commute with τyσ¯1(θ) (m±4a) have
nonzero edge projections, whereas the terms that anticommute with τyσ¯1(θ) (m˜±4a) project to zero in Uedge(θ). The
nonzero terms in Uedge(θ) break I, Mz, and T symmetries, while respecting the combined magnetic symmetries I×T
and Mz ×T (Eq. (F89)) (though, as shown in Appendix C, the antiunitary magnetic symmetries I ×T and Mz ×T ,
while symmetries of the original QI model in Ref. 32, are not necessary to protect the QI phase). As previously in
Appendix. F 1, half of the mass terms in Eq. (F95) only respect one of the particle-hole symmetries in Eq. (F90) (the
m−Lz terms and Π(θ) = s¯
2(θ)) and the other terms only respect the other particle-hole symmetry (the m+Lz terms and
Π˜(θ) = s¯1(θ)). Therefore, when mass terms from both the m±Lz sets are nonzero, particle-hole symmetry is broken.
Unlike previously in Appendix F 1, Eq. (F95) indicates that, for the s − p-hybridized TI in this section, bulk
p4m-preserving magnetism can only open an edge gap with:
LNIz = 4a, a ∈ Z, (F96)
where the m−4 and m
+
0 terms in Eq. (F95), in particular, are proportional to the circular harmonics of gxy(x2−y2) and
s orbitals, respectively121,143–145. This result is markedly different than the previous conclusion in Appendix F 1 that,
for a p−d-hybridized TI gapped with p4m-preserving magnetism, LQIz = 2+4a (Eq. (F45)). We label Eq. (F96) with
the typical abbreviation for a normal (trivial) insulator (NI) because, as we will shortly demonstrate, it implies that
p4m-preserving magnetism can only gap an s− pz-hybridized TI into a magnetic insulator with a trivial quadrupole
moment.
We define the edge Hamiltonian to be:
HNIedge(θ) = HTIedge(θ) + Uedge(θ). (F97)
If we truncate Uedge(θ) (Eq. (F95)) to its leading m
−
4 and m
+
0 terms, HNIedge(θ) exhibits a gap in the long-wavelength
limit of:
∆(θ) = 2
√
(m−4 )2 sin
2(4θ) + (m+0 )
2. (F98)
We can understand why Hedge(θ) does not exhibit a topological quadrupole moment from several perspectives.
First, we can begin in the limit where m+0 is the only nonzero mass term in Eq. (F95). In this limit, Hedge(θ) is
simply gapped at all values of θ, as opposed to Eq. (F48), which binds 0D modes when either m±Lz is nonzero. As
shown previously in Appendix F 1, an edge (and bulk) quadrupole moment is only topological if its value remains
fixed (modulo e and up to a choice of orientation, as shown in the text surrounding Eq. (F68)) in the presence of
any linear combination of symmetry-allowed mass terms. If there are no edge solitons at all, then Qxy = Qx
2−y2 = 0
trivially.
We can further understand the absence of a topological quadrupole moment by next beginning in the limit that
m−4 is the only nonzero mass in Eq. (F95), and then perturbatively reintroducing other mass terms. When m
−
4 is the
only nonzero mass, the system is particle-hole symmetric (Eq. (F90)) and the spectrum is gapless at eight values of θ:
θn = npi/4, for n ∈ {0, 2, . . . , 7}. (F99)
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FIG. 16: (a) For an s−pz-hybridized 2D TI with p4m symmetry, quadrupolar magnetism can generically result in the presence of
8a, a ∈ Z (Eq. (F96)) edge solitons (including zero in the case where m+0 is the only nonzero mass term in Eq. (F95)). All of these
symmetry-allowed soliton configurations exhibit the same, trivial (net-zero) xy and x2 − y2 quadrupole moments (Eqs. (F105)
and (F106)). (a) As an example, consider the case in which m−4 is, at first, the only nonzero mass term in Eq. (F95). This
results in eight Jackiw-Rebbi 0D bound states at θn = npi/4 (Eq. (F99)), in the presence of particle-hole symmetry (Eq. (F90)).
However, when particle-hole symmetry is relaxed as other symmetry-allowed mass terms are reintroduced, half of the modes
can float up and half can float down in energy in a 4mm-symmetric manner (Eq. (F107)). In both (a) and (b), the occupied
0D modes do not exhibit a topological quadrupole moment (Eqs. (F105) and (F106)).
We search for zero-energy bound states at each of the θn by forming the Jackiw-Rebbi problem:[
− v
R
(
1
2
1s + is
z∂θ
)
+m−4 sin(4θ)s¯
1(θ)
]
|Θ˜(θ)〉 = 0, (F100)
which we simplify by using the identical procedure in Eqs. (F50) to (F56) to remove the constant curvature term
−(v/2R)1s and then expanding θ in a small range  around each angle θn in Eq. (F99):[
−i v
R
sz∂ + (−1)nmθs¯1(θn)
]
|Θ(θn, )〉 = 0, (F101)
where mθ = 4m
−
4 . We solve Eq. (F101) by left-multiplying by s¯
1(θ) and integrating:
|Θ(θn, )〉 = 1√
N
e−
mθR
2v 
2 |s¯2(θn)〉λ(θn), (F102)
where we have simplified by exploiting that |s¯2(θn)〉λ(θn) is the eigenstate of s¯2(θn) with eigenvalue:
λ(θn) = (−1)n. (F103)
We therefore find that when m−4 is the only nonzero mass, there are eight Jackiw-Rebbi zero modes
50 bound to zeroes
of sin(4θ), in agreement with the result obtained in Eq. (F66) for a general edge mass term proportional to a circular
harmonic sin(Lzθ). These eight modes are alternately, in increasing θ, solitions with charge e/2 and antisolitions
with charge16,17,147,148 −e/2, a charge distribution that can still be summarized using Eq. (F61) (up to an overall
sign reflecting an offset in indexing between the (anti)solitons in this and the previous problem (Appendix F 1)). The
four solitons (antisolitons) therefore occupy the 4a (4b) Wyckoff position of point group113 4mm (Fig. 15). For this
arrangement of charges,
n4a = {0, 2, 4, 6}, n4b = {1, 3, 5, 7}, (F104)
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in Eq. (F99). Using Eqs. (F61), (F62), (F68) to calculate the quadrupole moments of these (anti)solitions, both:
Qxy =
3R2e
8
( ∑
n∈n4a
sin(2θn)−
∑
n∈n4b
sin(2θn)
)
= 0, (F105)
and:
Qx
2−y2 =
3R2e
8
( ∑
n∈n4a
cos(2θn)−
∑
n∈n4b
cos(2θn)
)
= 0. (F106)
The overall quadrupole moment is therefore topologically trivial.
Furthermore, and crucially, we can also show that any linear combination of nonzero mass terms in Eq. (F95)
contributes a trivial quadrupole moment (modulo e). First, using the results of Eqs. (F66) through (F69), we deduce
that if any single term in Uedge(θ) is nonzero while the other terms are zero, the resulting configuration of zero modes
will consist of (up to the overall sign of the charge) four solitions at 4a, four antisolitons at 4b, and multiples of eight
charges at the general position 8c (Fig. 15). As Eqs. (F65) and (F69) show that any set of charges of alternating sign
occupying the general position has Qxy = Qx
2−y2 = 0, then this, along with Eqs. (F105) and (F106) implies, that
all of the terms in Uedge(θ) (Eq. (F95)) individually lead to a configuration of zero modes with trivial quadrupole
moments.
We can now explore the effects of adding other mass terms in Uedge(θ) (Eq. (F95)) while keeping m
−
4 6= 0. First,
we consider turning on one of the other mass terms proportional to m−4a sin[(4a)θ]s¯
1(θ). This term will be zero at all
of the θn in Eq. (F99) where sin(4θ) is zero, as well as at 8(a − 1) additional values of θ that correspond to the 8c
Wyckoff position in 4mm (Fig. 15). Unlike in the previous discussion in the text following Eq. (F65), in which the
0D modes at 8c had alternating charges, in this case, the 8(a− 1) modes at 8c will either all be solitons with charge
e/2 or antisolitons with charge −e/2. However, by direct computation using Eqs. (F65) and (F69), we confirm that
any set of solitons or antisolitons occupying the 8c position of 4mm contributes net-zero Qxy and Qx
2−y2 quadrupole
moments, and therefore the overall quadrupole moment remains trivial.
We next consider, beginning in the limit that m−4 is the only nonzero mass term in Eq. (F95), the effect of
perturbatively introducing a term proportional to m+4a cos[(4a)θ]s¯
2(θ). Adding one of these m+4a terms explicitly
breaks particle-hole symmetry (Eq. (F90)). At each θn in Eq. (F99), we calculate the first-order energy correction:
∆E(θn) = m
+
4a cos[(4a)θn]〈s¯2(θn)|λ(θn)s¯2(θn)|s¯2(θn)〉λ(θn)
= m+4aλ(θn) cos[(4a)θn]
= m+4a(−1)n(−1)na
= m+4a[(−1)n](a+1), (F107)
where we have exploited that λ(θn) = (−1)n (Eq. (F103)) and that:
cos[(4a)θn] = (−1)na, (F108)
because cos[(4a)θ] is always at an extremum at a zero θn of sin(4θ), which are coincident with the zeroes of sin(Lzθ)
for Lz = L
NI
z (Eq. (F96)). Eq. (F107) implies that if a is even, then the eight 0D states in Fig. 16(a) will split into
two sets of four states in a 4mm-symmetric manner, and that if a is odd, then all eight states will shift together
in energy by the same amount. For example, if a = 0 in Eq. (F107), then the sign of ∆E(θn) will alternate with
increasing θ, such that four of the modes move down in energy and four of the modes move up in energy while the
Fermi level stays in the center (Fig. 16). As this leads to all four of the lower (upper) 0D modes at either the 4a
or 4b (4b or 4a) position being occupied (unoccupied) (Fig. 15), the particle-hole-broken system continues to exhibit
a trivial quadrupole moment at half filling (Eqs. (F105) and (F106)). Because mass terms proportional to m+4a in
Eq. (F95) with both odd and even values of a are allowed by symmetry, then generically, the eight corner states in
Fig. 16(a) will always appear split into groups of four states with trivial quadrupole moments.
We therefore conclude that the p4m-symmetric s − pz-hybridized TI highlighted in this section cannot gap into a
QI because it does not admit a bulk magnetic mass term that has a nonzero edge projection and is proportional to
a circular harmonic with Lz = L
QI
z = 2 + 4a (Eq. (F45)). This occurs precisely because the valence and conduction
bands of the k · p Hamiltonian (Eq. (F72)) have the same complex-conjugate pairs of C4z eigenvalues, which forces
all possible 4mm-symmetric magnetic mass terms (Eq. (F93)) to be proportional to circular harmonics with Lz =
LNIz = 4a (Eq. (F96)), which we have shown to generate (anti)solition configurations with trivial quadrupole moments
(Eqs. (F105) and (F106)).
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3. Gapping the Edge Modes of a 2D TCI with CMz = 2 with Quadrupolar Magnetism
In this section, we show that the specific 2D TCI10,64 with mirror Chern number CMz = 2 in layer group p4/mmm1
′
highlighted in this work (Eq. (A1)), equivalent to the Hamiltonian of the kz = 0 plane of HH2(~k) in Eq. (A6), gaps
into a QI in the presence of magnetism that preserves wallpaper group p4m while breaking Mz and T . We further
schematically and numerically show that this TCI gaps into a fragile phase with fractionally charged, quarter-filled
(or quarter-empty) Kramers pairs of corner modes under a p4m-preserving potential that breaks Mz while preserving
T . It is important to note that not every 2D TCI can gap to realize fractionally charged 0D states; only TCIs with
occupied bands with the same bulk C4z eigenvalues as those of a QI-nontrivial obstructed atomic limit (Appendices C
and E 1) can gap into a QI or fragile TI that exhibits the same corner charges (modulo e) as the QI model introduced
in Ref. 32. We also again emphasize that, as stated in the text before Eq. (F78), Qxy and Qx
2−y2 are only strictly
calculable through Eqs. (F62) and (F68) for a CMz = 2 TCI when Mz symmetry is relaxed. Therefore, as was done
previously for the TIs in Appendices F 1 and F 2, we will show in this section that by counting the C4z eigenvalues of
the occupied bands of a 2D TCI, we can still determine the quadrupole moment that it will exhibit (modulo e) when
Mz is relaxed.
FIG. 17: The x-directed ribbon bands of the s − dx2−y2 2D TCI described by Eq. (A1), plotted73 in the limit that tPH = 0,
t1 = vm = −t2 = vs/2 = 2. As indicated by the ribbon spectrum, the two occupied bands of this TCI exhibits a mirror
Chern number CMz = 2, which can also be determined by direct computation using Eq. (E25). Unlike in the (diagonal-mirror-
symmetric BZ plane of the) experimentally confirmed TCI phase in SnTe151, the TCI phase of Eq. (A1) is driven by a band
inversion between states at kx = ky = 0 with the same parity eigenvalues and different C4z eigenvalues. Conversely, in SnTe
(both in monolayer form65 and in the diagonal-mirror-symmetric BZ plane of a 3D crystal64,151), the CMz = 2 phase is instead
driven by band inversion at (kx, ky) = (pi, 0) and (0, pi) between bands with opposite parity eigenvalues. Therefore, as shown
in this section, even though the two CMz = 2 TCI phases are topologically equivalent, they will gap into different corner-mode
phases when Mz and I are relaxed, because they exhibit different C4z eigenvalues.
First, we note that the 2D TCI phase highlighted in this work is in this sense distinct from other previous examples
of spinful TCIs64,151. Whereas the mirror Chern number CMz = 2 in many previously highlighted TCI phases, such as
those in (monolayers65 and mirror-symmetric planes in 3D crystals64,151 of) SnTe151, originated from band-inversion
between states with opposite parity eigenvalues at two C4z-related TRIM points (e.g. (kx, ky) = (pi, 0) and (0, pi)),
in the TCI phase of Eq. (A1), the bulk topology instead originates from band inversion at a single, C4z-invariant
TRIM point between states with the same parity eigenvalues and different C4z eigenvalues (Eq. (E25)). In both TCIs,
the band within each Mz sector undergoes a direct transition from exhibiting Chern number C = 0 to C = ±2.
However, in our model (Eq. (A1)), this change in Chern number ∆C = ±2 is driven by a change in the occupied C4z
eigenvalues at Γ ((kx, ky) = (0, 0)), without a corresponding change in the occupied parity eigenvalues at Γ, or at any
other TRIM point. This allows our model to realize a transition from a trivial insulator to a CMz = 2 TCI while
still exhibing the same C4z eigenvalues as a QI (as well as the same C4z eigenvalues as the 2D p − d-hybridized TI
highlighted in Appendix F 1). Therefore, like the previous p− d-hybridized TI, when we break Mz and T symmetries
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while keeping p4m, we will see that the 2D TCI phase of Eq. (A1) gaps into a QI. However, as we will also see in this
section, unlike for the previous p − d-hybridized TI in Appendix F 1, we can also realize a corner-mode phase with
a nontrivial quadrupole moment without breaking T . Specifically, we can gap the edge states of the TCI phase of
Eq. (A1) by breaking Mz while keeping T symmetry, which we will see results in an insulator (which is fragile, and
not Wannierizable like the QI (Appendices C and D)) that also exhibits corner modes for which Qxy mod e = e/2 or
Qx
2−y2 mod e = e/2.
We begin by expanding Eq. (A1) about the Γ point to quadratic order in ~k:
HΓ(kx, ky) = [vm + t(2− 1
2
(k2x + k
2
y))]τ
z + C1(k
2
x − k2y)τx + 2C2kxkyτyσz, (F109)
where we have set tPH = 0 and:
t = t1, C1 = −t2/2, C2 = vs/2. (F110)
In the notation of Eq. (F3), HΓ(kx, ky) (Eq. (F109)) transforms in the symmetry representation given by:
T : σyH∗Γ(−kx,−ky)σy, Mz : σzHΓ(kx, ky)σz, Mx : σxHΓ(−kx, ky)σx,
My : σ
yHΓ(kx,−ky)σy, C4z : τz
(
1σ − iσz√
2
)
HΓ(ky,−kx)τz
(
1σ + iσ
z
√
2
)
, (F111)
where 1σ is the 2× 2 identity in σ space. Eq. (F111) implies an inversion symmetry I = MxMyMz that transforms
HΓ(kx, ky) under the representation:
I : HΓ(−kx,−ky). (F112)
The τz contribution to only C4z in Eqs. (F111) and (F112) reflects that Eq. (F109) describes a 2D TCI formed of
hybridized s and dx2−y2 orbitals, as s (dx2−y2) orbitals are even under Mx,y,z and I and even (odd) under C4z.
Unlike in Appendices F 1 and F 2, Eq. (F109) is quadratic, and thus eludes the (relatively) straightforward Jackiw-
Rebbi analysis performed in those sections. Therefore, to determine the corner modes that result from gapping the
TCI edge states, we will employ two distinct approaches. First, in Appendix F 3 a, we will use EBRs to show that
the particular s − d-hybridized TCI described by Eq. (A1) exhibits the combined quadrupole moments (modulo e)
of the p − d- and s − p-hybridized 2D TIs analytically examined in Appendices F 1 and F 2, respectively. Next, in
Appendix F 3 b, to further draw connection between the fragile phase in p4m1′ examined in Appendix D and the QI,
we will use symmetry arguments and the results of numerical calculations, in conjunction with the analytic results
derived in Appendices F 1 and F 2, to determine the corner spectrum and charges of the particle-hole-asymmetric
fragile phase from Appendix D by smoothly deforming the corner spectrum of the Π-symmetric QI phase of Eqs. (A1)
and (A4). We will find in particular that even though this fragile phase is T -symmetric, it still displays Kramers
pairs of corner modes, that, because they originate from an imbalanced number of valence and conduction states (6
and 2), which is allowed because Π symmetry is absent, still exhibit the same quadrupole moment Qxy mod e = e/2
or Qx
2−y2 mod e = e/2 as the corner modes of a magnetic QI in p4m when the overall system is half filled.
a. The Quadrupole Moment of an s− d-Hybridized TCI from EBRs
We begin by introducing the EBRs of layer group48,62,74–76:
G = p4/mmm1′, (F113)
which we will use to determine the quadrupole moment of the s−d-hybridized TCI highlighted in this work (Eq. (A1))
when its edge states are gapped with Mz-breaking, p4m-symmetric magnetism. Using the BANDREP tool on the
BCS22,101–103, we induce the following EBRs from the 1a Wyckoff position of G (Fig. 2(a)):
(s)1a ↑ G ≡
(
ρ¯+7
)
Γ
⊕ (%¯+5 )X ⊕ (ρ¯+7 )M
(pz)1a ↑ G ≡
(
ρ¯−7
)
Γ
⊕ (%¯−5 )X ⊕ (ρ¯−7 )M(
dx2−y2
)
1a
↑ G ≡ (ρ¯+6 )Γ ⊕ (%¯+5 )X ⊕ (ρ¯+6 )M , (F114)
where we have employed the shorthand of Ref. 47 in which, in the left-hand side of Eq. (F114), (σ¯)~q is the EBR induced
from the corepresentation of the site-symmetry group of the Wyckoff position at ~q that transforms as the (Kramers
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pair of) atomic orbitals σ¯, and where, in the right-hand side of Eq. (F114), (ρ¯)~k is the corepresentation subduced at
the TRIM point ~k. In Eq. (F115), all of the position- and momentum-space corepresentations are two-dimensional,
and we do not show corepresentations at the X ′ point ((kx, ky) = (0, pi)), because they are fixed to be the same
as the corepresentations at the X point ((kx, ky) = (pi, 0)) by C4z symmetry. In terms of their C4z and parity (I)
eigenvalues, as discussed in Appendix E 2:
χρ¯±6,7
(I) = ±2, χρ¯±6 (C4z) = −
√
2, χρ¯±7
(C4z) =
√
2, χ%¯±5
(I) = ±2, (F115)
where χρ¯(h) is the character of the unitary symmetry h in the corepresentation ρ¯, and is equal to the sum of the
eigenvalues of h in ρ¯, and where χ%¯±5
(C4z) does not appear because the X point in p4/mmm1
′ is not invariant under
C4z.
Next, to form the topological valence bands of the 2D phases analyzed in this section and in Appendices F 1 and F 2,
we invert bands at the Γ point between pairs of EBRs from Eq. (F114):
[2D TI]pz−dx2−y2 ≡
(
ρ¯−7
)
Γ
⊕ (%¯+5 )X ⊕ (ρ¯+6 )M
[2D TI]s−pz ≡
(
ρ¯+7
)
Γ
⊕ (%¯−5 )X ⊕ (ρ¯−7 )M
[2D TCI]s−dx2−y2 ≡
(
ρ¯+7
)
Γ
⊕ (%¯+5 )X ⊕ (ρ¯+6 )M , (F116)
for which, in the convention of Eq. (E25), we calculate the mirror Chern numbers CMz and Z2 TI indices z2 to be:
CMz
(
[2D TI]pz−dx2−y2
)
mod 4 = −1, CMz
(
[2D TI]s−pz
)
mod 4 = −1, CMz
(
[2D TCI]s−dx2−y2
)
mod 4 = 2,
z2
(
[2D TI]pz−dx2−y2
)
= 1, z2
(
[2D TI]s−pz
)
= 1, z2
(
[2D TCI]s−dx2−y2
)
= 0. (F117)
Crucially, Eqs. (F114) and (F116) imply the equivalence:
[2D TI]pz−dx2−y2 ⊕ [2D TI]s−pz ≡ [2D TCI]s−dx2−y2 ⊕ (pz)1a ↑ G. (F118)
In Appendix F 1 (F 2) we showed that 2D TIs formed from p − d-hybridization (s − pz-hybridization) transition
into QIs (trivial insulators) upon gapping their edge states with p4m-symmetric magnetism. This implies that
when p4m-symmetric magnetism is applied to an insulator whose occupied bands are given by the left-hand side of
Eq. (F118), then this insulator will transition into a QI (i.e. an insulator whose bulk bands and corner modes exhibit
Qxy mod e = e/2 or Qx
2−y2 mod e = e/2). Furthermore, because (pz)1a ↑ G is an unobstructed (trivial) atomic limit
at the 1a position, then it will not exhibit a quadrupole moment under the application of p4m-symmetric magnetism
(Appendix C). Therefore, because the left- and right-hand sides of Eq. (F118) must characterize equivalent, QI-
nontrivial insulators in the presence of p4m-symmetric magnetism, we conclude that the s− d-hybridized TCI phase
of Eq. (A1) will transition into a QI under Mz-breaking, p4m-symmetric magnetism.
b. Fractionally Charged Corner Modes in a Fragile Phase in p4m1′
In this section, we will use symmetry arguments bolstered by numerical observations to show that the QI phase of
Eqs. (A1) and (A4) can transition into a fragile TI in p4m1′ (Appendix D) that exhibits the same corner charges as
a QI (taken modulo e). Because we previously showed in Appendix F 3 a that the specific s − d-hybridized TCI in
Eq. (F109) can transition into a QI under breaking Mz and T , then this will allow us to conclude that the same TCI
can transition into a fragile phase with corner charges when Mz is broken while preserving T (Fig. 18). We begin by
expanding Eqs. (A1) and (A4) to linear order about the Γ point:
HQ(~k) = mτz + uτy(σykx + σxky), (F119)
in the limit that tPH = 0 and where m = 2t1 + vm. Eq. (F119) is the bulk k · p theory of a QI with Mz × T
and Π symmetries (Appendix A); it is specifically invariant under C4z, Mx,y, Mz × T , and I × T in the symmetry
representation in Eqs. (F111) and (F112). We note that, because Eq. (F119) originates from Eqs. (A1) and (A4),
then, in the limit that u → 0, Eq. (F119) reduces to the linear k · p Hamiltonian of the 2D TCI phase of Eq. (A1),
which is just given by the mτz terms in Eqs. (F109) and (F119). As HQ(~k) does not contain terms proportional to
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τx or τyσz, which only arise in a quadratic-order expansion of Eq. (A1), then it is slightly underconstrained, and
exhibits additional, artificial symmetries:
T˜ : τzσyH∗Q(−~k)τzσy, I˜ : τzHQ(−~k)τz, (F120)
in the notation of Eq. (F3). Notably, under a unitary transformation:
U =
1√
2
(1τσ + iτ
z) , (F121)
which rotates τx,y while preserving τz and all of the spin matrices σi:
τy → τx, τx → −τy, τz → τz, (F122)
Eq. (F119) transforms into:
H˜Q(~k) = UH˜Q(~k)U† = mτz + uτx(σykx + σxky), (F123)
and the symmetries as represented in Eqs. (F111) and (F120) transform into:
T˜ : σyH˜∗Q(−kx,−ky)σy, I˜ : τzH˜Q(−kx,−ky)τz, Mx : σxH˜Q(−kx, ky)σx,
My : σ
yH˜Q(kx,−ky)σy, C4z : τz
(
1σ − iσz√
2
)
H˜Q(ky,−kx)τz
(
1σ + iσ
z
√
2
)
,
M˜z : τ
zσzH˜Q(kx, ky)τzσz, (F124)
where M˜z = I˜M−1x M−1y . Eqs. (F123) and (F124) are exactly equal to, respectively, the k · p Hamiltonian (Eq. (F1))
and the symmetry representation (Eq. (F4)) of the 2D pz−dx2−y2 -hybridized TI previously analyzed in Appendix F 1.
Therefore, we conclude that when Fourier transformed and placed on a disc geometry, Eq. (F123) will only admit
bulk, edge-projecting mass terms with LQIz = 2 + 4a (Eq. (F45)), and will therefore, exhibit a configuration of 0D
(anti)solitons on its boundary with a nontrivial quadrupole moment Qxy mod e = e/2 (Eq. (F62)) or Qx
2−y2 mod e =
e/2 (Eq. (F69)), as depicted in Fig. 19(a). Because Eq. (F119) (and hence Eq. (F123)) originated from adding Eq. (A4)
to Eq. (A1) to gap its TCI edge states without closing a bulk gap, then this implies that the 2D s − d-hybridized
TCI phase of Eq. (A1) gaps into the same Π-symmetric QI as does a p − d-hybridized 2D TI (Appendix F 1) when
their edge states are gapped by breaking Mz and T while preserving p4m, in agreement with the result obtained from
EBRs in Appendix F 3 a.
Next, we will exploit this result to demonstrate that a T -symmetric fragile phase in p4m1′ that is connected to a
(T -broken) p4m-symmetric QI without closing a bulk or edge gap also exhibits fractionally charged corner modes.
We will first use symmetry arguments (bolstered by explicit numerical calculations) to track the effects of introducing
Eq. (A3) and tuning vMz to be nonzero. The QI phase of Eq. (A1) and (A4) is invariant under p4m and Mz × T
symmetries (magnetic layer group62,76 p4/m′mm), as well as Π symmetry, where specifically the terms proportional
to u in Eq. (A4) break T and Mz symmetries while preserving their product Mz × T . We begin by assuming that
u is large, and that this corresponds to the dominant mass term in Eq. (F39) being m+2 cos(2θ), giving the Lz = 2
distribution of corner charges in Fig. 19(a), which we observe in our numerical calculations (e.g., the hinge states in
Fig. 3(f-h) of the main text). We next break Mz × T and particle-hole symmetries by introducing nonzero vMz in
Eq. (A3); particle-hole symmetry is specifically broken because, when vMz is nonzero, there are no 4 × 4 matrices
that anticommute with the combination of Eqs. (A1), (A4), and (A3). In the bulk spectrum, because Mx,y are
still enforced, and I = MxMyMz, vMz also breaks I × T in the bulk, causing bands to become singly degenerate
(observable at kz 6= 0, pi in the bulk band structure of the fragile topological Dirac semimetal in Fig. 3(e) of the main
text). Tuning vMz away from zero does not change the filling of the four corner modes, but does allow additional,
QI-trivial corner modes to float into the gap (Fig. 19(b)). We depict this process in Fig. 19(b) as the donation from
the valence and conduction manifolds of eight additional corner charges (four from each manifold), representative
of the zero modes of a QI-trivial Lz = 4 mass term (Eq. (F96)) split with a p4m-symmetric, Π-breaking potential
(Fig. 16(b)). More generally, as shown in Eq. (F95), QI-trivial 0D states (i.e. those that do not carry a Qxy or
Qx
2−y2 modulo e of e/2 (Eqs. (F65) and (F69), respectively)) can appear in any arrangement consistent with a linear
combination of circular harmonics with Lz = L
NI
z = 4a (Eq. (F96)) (energetically split in a manner respecting the
symmetries of p4m (Fig. 16)); we are in this section only choosing the Lz = 4 harmonic to be associated with nonzero
vMz because it is the harmonic with the smallest Lz that is consistent with the trivial corner (hinge) states that we
observe in our numerics (Fig. 3(h) of the main text). As with all of the Lz 6= 0 mass terms in Eq. (F95), the Lz = 4
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2D TCI with
𝑀𝑧, 𝑇, and Π
QI with
𝑀𝑧 × 𝑇 and Π
Fragile Phase
with 𝑇
QI without
𝑀𝑧 × 𝑇 or Π
0 𝑢
𝑣𝑀𝑧
FIG. 18: Schematic for the analysis in this section of the bulk, edge, and corner spectra of related QI, fragile, and s − d-
hybridized TCI phases (Appendix A). Even though the 2D CMz = 2 TCI in p4/mmm1
′ examined in this section originates
from s − d hybridization (Eqs. (F109) through (F112)), when the symmetries are lowered to p4/m′mm, it transitions into a
particle-hole- (Π-) symmetric QI whose linear k · p theory (Eq. (F119)) can be mapped to the k · p theory of a (magnetically
gapped) pz − dx2−y2 TI (Eq. (F1)), which we previously analyzed in Appendix F 1. We can therefore schematically work
backwards from this Π-symmetric QI phase (black arrows) to avoid performing the more complicated analysis of the edge and
corner modes of the quadratic k ·p theory of a Π-symmetric CMz = 2 TCI (Eq. (F109) and Fig. 17). This allows us to exploit the
previous analytic expressions for the boundary (corner) modes and quadrupole moments of a Π-symmetric QI in Appendix F 1
to infer the evolution of the edge and corner spectra of our 2D models in Appendix A through the direct transition from the
Π-symmetric TCI to the Π-symmetric QI (white arrow), as well as through the transition from a Π-broken QI to a T -symmetric
fragile TI in p4m1′ with fractionally charged corner modes (Fig. 19).
mass term creates four (occupied) modes of the same charge (which we here take to be e) at the same angles as
the (QI-nontrivial) m+2 cos(2θ) term in Eq. (F41), as well as four (unoccupied) modes with a different charge (here
0) at four angles that are offset from the first four angles by pi/4; the eight total 0D boundary modes originating
from the Lz = 4 mass term are equivalent to the QI-trivial bound states of an s− pz-hybridized 2D TI gapped with
p4m-symmetric magnetism (Fig. 16(b) and Appendix F 3 a). We depict this Π-breaking arrangement of QI-trivial and
non-trivial corner modes in Fig. 19(b).
Next, we begin to restore T symmetry by tuning u towards zero in Eq. (A4), while keeping vMz 6= 0 in Eq. (A3);
in our numerical calculations using the parameters in Table III, this causes the four unoccupied QI-trivial corner
modes to return to the conduction manifold and the fully occupied trivial corner modes to approach the nontrivial
0D states in energy (Fig. 19(c)). This process can specifically be observed in the rod bands near kz = 0 of the
noncentrosymmetric fragile topological Dirac semimetal shown in Fig. 3(h) of the main text, in which a QI-trivial set
of HOFAs from the valence manifold begins to approach the QI-nontrivial HOFAs at the spectral center. Specifically,
in Fig. 3(h) of the main text, near kz = 0, kz acts exactly like u to break Mz and T , because the SOC term in Eq. (A6)
is proportional to u sin(kz). Next, we set u = 0 while keeping vMz 6= 0, resulting in the preservation of the bulk and
edge gaps and the restoration of T symmetry (Fig. 18). As shown in Appendix D, the resulting insulator has the bulk
symmetries of T -symmetric wallpaper group p4m1′, and exhibits fragile topology. To satisfy Kramers’ theorem in
the fragile phase, the trivial corner modes join with the half-filled, nontrivial corner modes to form 3/4-filled Kramers
pairs of corner states, which carry alternating charges 3e/2 and e/2 (Fig. 19(d) and kz = 0 in Fig. 3(h) of the main
text). Taken modulo e, this is the same charge per corner as the original Π-symmetric QI in Fig. 19(a), indicating that
this fragile phase represents a previously unrecognized example of an insulator without maximally localized symmetric
Wannier functions22,25,26,39,40,47,52,77–79,83,85,107, but with a nontrivial multipole moment32,33. This is consistent with
our determination in Appendix F 3 a that the specific s − d-hybridized TCI phase of Eq. (A1) exhibits the same
nontrivial (e/2) quadrupole moment as a p − d-hybridized 2D TI when their edge states are respectively gapped.
Because Π-symmetry can be strongly broken in this fragile phase, then these Kramers pairs of corner states may not
necessarily appear as midgap modes. Nevertheless, because they are accompanied by an anomalous mismatch in the
number of states in the valence and conduction manifolds, their presence in the spectrum can still be detected by
counting the number of states above and below the gap in the energy spectrum of a 2D, p4m1′-symmetric insulator.
Specifically, the corner modes of this fragile phase (or of the obstructed atomic limit that results from adding trivial
bands (Appendix D)) can be diagnosed by calculating the energy spectrum with open boundary conditions (OBC)
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FIG. 19: (a) The half-filled corner modes of a particle-hole- (Π-) symmetric QI, characterized by u 6= 0 and vMz = 0 in
Eqs. (A1), (A3), and (A4) (Fig. 14(a)). In terms of Mz and T symmetries, both u and vMz break Mz, whereas u (vMz ) breaks
(respects) T symmetry; both u and Mz respect the symmetries of p4m (Eq. (A2)). (b) Keeping u 6= 0, we can introduce
eight more corner modes by breaking Π-symmetry through the introduction of nonzero vMz in Eq. (A3). These eight modes
are equivalent to the QI-trivial corner states of the 2D s− pz-hybridized TI gapped with p4m-symmetric magnetism shown in
Fig. 16(b); as shown in the text surrounding Eq. (F107), the eight trivial modes generically appear in two energetically-split
sets of four 4mm-symmetry-related states. (c) Further breaking Π symmetry and reducing the strength of u in Eq. (A4), we
return the four empty, QI-trivial corner modes to the conduction manifold, and push the four occupied trivial corner modes
closer to the half-filled (QI-nontrivial) modes in energy. We numerically observe this process in the rod bands near kz = 0 in
Fig. 3(h) of the main text, in which a trivial set of HOFAs from the valence manifold begins to approach the HOFAs at the
spectral center. (d) Turning u completely to zero while keeping vMz 6= 0, we keep the bulk and edge gap open and restore T
symmetry, resulting in the fragile phase detailed in Appendix D. The restoration of T symmetry forces the corner modes to
become doubly degenerate, as they characterize spinful electrons (Fig. 3(h)). However, as we have not closed a bulk or edge gap,
the filling of the corner modes persists from the Π-symmetric QI phase in (a), resulting in quarter-filled (and quarter-empty)
corner modes that exhibit the same xy quadrupole moment, taken modulo e, as the corner modes of a magnetic QI in p4m
(Appendix F 1). This is consistent with our determination in Appendix F 3 a that the specific s − d-hybridized TCI phase of
Eq. (A1) exhibits the same nontrivial (e/2) quadrupole moment as a p− d-hybridized 2D TI when the edge states of the two
insulators are respectively gapped. The eight corner modes in (d) modes are not pinned to E = 0, as Π is strongly broken.
Nevertheless, as there are eight corner modes and the valence and conduction manifolds differ by four states, acting on the
modes with a chemical potential that pushes them into one of the bulk manifolds while preserving the bulk and edge gaps will
not resolve the (anomalous47,136) mismatch between the number of states in the valence and conduction manifolds.
and periodic boundary conditions (PBC) and comparing the number of states below an energy gap; if the number
of states below the gap in the OBC and PBC spectra differs by 6 + 8Z (or 2 + 8Z) then an anomalous number of
fragile-phase corner modes are present in the spectrum47,136 (though, depending on energetics, the states themselves
may lie within the bulk manifolds) (Fig. 19(d)). Finally, we tune vMz → 0, which closes the edge gap, restores T ,
Π, and Mz symmetries, and induces a CMz = 2 TCI phase (Fig. 2(f-h) of the main text). Because the topology of
our model is indifferent to the order in which parameters are tuned as long as the bulk gap is not closed and the
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symmetries of p4m are not broken, then this process must be equivalent to the reverse of the direct transition from
the Π-symmetric TCI to the Π-symmetric QI with four 0D corner states (Fig. 18, white arrow).
The 3/4-filled corner modes that appear in the p4m1′-symmetric fragile phase (Fig. 19(d)) can also be understood
from the perspective of the two pairs of helical edge states of the parent mirror TCI phase (Fig. 18). Naively, one
might expect that for all CMz = 2 TCIs with p4m symmetry, each pair of edge states gaps under a p4m-symmetric,
Mz-breaking potential to give four ±e/2-charged corner modes, resulting in an overall trivial quadrupole moment
(taken modulo e). However, because the C4z eigenvalues of the specific 2D TCI in Eq. (A1) match those of a QI (as
well as those of a p − d-hybridized 2D TI), as shown in Eq. (F118), then the we instead observe that the two pairs
of helical modes gap differently when Mz is broken. Specifically, one pair of helical modes gaps to give an anomalous
configuration of corner charges with:
Lz,1 = L
QI
z = 2 + 4a, a ∈ Z, (F125)
where LQIz is derived in the text surrounding Eq. (F45), and the other pair gaps to give a non-anomalous configuration
of corner charges with:
Lz,2 = L
NI
z = 4a, a ∈ Z, (F126)
where LNIz is derived in the text surrounding Eq. (F96). When the TCI gaps directly into the QI through the
introduction of u, which breaks Mz and T while preserving p4m, then Lz,1 and Lz,2 are free to take their minimum
values of 2 and 0, respectively. However, when the TCI gaps into a p4m1′-symmetric fragile phase, then T symmetry
requires Lz,2 to be a nonzero multiple of 4 (Eq. (F96)), so that there are fully-filled (or empty) modes at the 4b
position of 4mm (Fig. 15) to pair with the existing QI corner states. These quarter-filled (or quarter-empty) Kramers
pairs of fragile-phase corner modes are depicted in Fig. 19(d) and appear in our numerical calculations (kz = 0 in
Fig. 3(h) of the main text). Our discovery that 2D TCIs with the same number of edge states, depending on their
bulk symmetry eigenvalues, can gap to give different corner-mode phases is reminiscent of a similar phenomenon
that occurs in 3D TCIs and higher-order topological insulators (HOTIs)41,42,44. Specifically, in a 3D TCI, each 2D
surface is characterized by pairs of twofold Dirac cones from bulk double band inversion, which can be deformed into
unstable fourfold Dirac cones46,48,152, and can therefore be gapped by breaking crystal symmetries while preserving
T 34,41,42,44,46. Depending on the bulk symmetry eigenvalues, the pairs of twofold Dirac cones gap to provide either
an integer (non-anomalous) or a half-integer (anomalous) contribution to the surface quantum spin Hall effect48,51,
which taken over all Dirac cones and surfaces, determines the presence or absence of intrinsic helical hinge modes,
and thus whether the 3D TCI has transitioned into a HOTI or a trivial insulator. Because HOTIs can be expressed
as pumping cycles of QIs and other 2D corner-mode phases33–35,47 there is likely a more explicit link between the 2D
and 3D cases.
Finally, we note that the observation that six (or two) of the eight fragile-phase corner modes (four Kramers pairs)
are filled is subtly in agreement with the results of Appendices C and D. To see this, we first briefly summarize
the details of the Wannier center homotopy for a half-filled QI, which we will then adapt to analyze the analogous
homotopy of the three-quarters-filled trivialized fragile phase in p4m1′ examined in Appendix D. In Appendix C,
we developed a Wannier center homotopy of the QI obstructed atomic limit (Fig. 7(c,d)). In this homotopy, four
Wannier centers “slide” from the 1a to the 1b Wyckoff position of p4m (Fig. 2(a) of the main text), representing the
transition between a trivial insulator with two valence and two conduction bands both originating from orbitals at the
1a position, and an obstructed atomic limit with two valence and two conduction bands, which can each be formed
into maximally localized, symmetric Wannier orbitals at the 1b position (Fig. 7(c,d)). When this pattern of Wannier
center “sliding” is terminated on the boundary of a finite-sized QI, four of the bulk Wannier orbitals (one per corner)
become the 0D corner states of the QI. As there are four Wannier orbitals in the Wannier center homotopy, and two
orbitals originate from valence bands if the system remains half-filled, then we conclude that each of the four corner
states is half-filled, in agreement with the results of Appendix F 1.
A similar analysis reveals that the 3/4-filled corner modes of the fragile phase analyzed in this section can also
originate from a Wannier center homotopy, even though they can appear on the corners of an insulator that is not
Wannierizable. When our four-band fragile model in p4m1′ (Eqs. (A1) and (A3)) is half-filled, the two valence and two
conduction bands each exhibit fragile topology. In Appendix D, we proposed through an irreducible-representation
equivalence (Eq. (D14)) and demonstrated numerically (Fig. 8) that this obstruction to forming a Wannier description
can be lifted by introducing four (trivial) valence bands. Taken over the now six total valence bands (two fragile and
four trivial) and two fragile conduction bands, a homotopic description of sliding eight Wannier centers from the 1a
to the 1b position of p4m1′ can be formed (Eq. (D5)). When this eight-band pattern of sliding Wannier orbitals is
terminated on the boundary of a finite-sized system, it results in eight corner states (one Kramers pair per corner).
Counting the occupancy of the eight sliding Wannier centers, as stated previously, six originate from valence bands and
two originate from conduction bands, yielding an overall 3/4-filled, eight-band obstructed atomic limit that carries the
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same corner degeneracy and charges as the original four-band fragile insulator at half filling (Fig. 19(d)). Specifically,
because unobstructed (trivial) atomic limits do not exhibit corner charges along a boundary with a trivial insulator
with atoms at the same Wyckoff positions (Appendix C), then we conclude that the 3/4-filled Kramers pairs of corner
modes must be a consequence of the (fragile) topology of the two valence bands (and the two conduction bands) of
our original four-band model (Eqs. (A1) and (A3)). This equivalence between the corner charges of a fragile phase
(the four-band fragile TI in p4m1′ characterized by Eqs. (A1) and (A3)) at one filling (here 1/2) and those of an
obstructed atomic limit at a (sometimes) different filling (here 3/4) is also explored in Ref. 47, and can be inferred
from the results of Ref. 94.
4. Relaxation of Mx,y Symmetry in QIs and Related Fragile Phases
In this section, we discuss the consequences of relaxing Mx,y symmetry while preserving C4z symmetry on the
corner spectra of the previous QI and fragile phases (Appendices F 1 and F 3, respectively). First, we begin with the
T -broken QI phase in p4m, and then later, we subsequently reintroduce T symmetry to analyze the fragile phase in
p4m1′ discussed in Appendices D and F 3.
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FIG. 20: (a) The Wyckoff positions of point group113 4, generated by C4z. The 4a position characterizes four points at
C4z-related angles with an overall free angular parameter ϑ. (b) Breaking Mx,y while preserving C4z for the QI (Fig. 14),
allows the four corner modes to rotate freely as a set; however, as long as the bulk and edge gaps remain open and C4z is
preserved, there will remain an anomalous absence of LQIz = 2 + 4n, n ∈ Z (Eq. (F45)) states from the valence manifold of the
open-boundary-condition (OBC) spectrum relative to the spectrum calculated with periodic boundary conditions (PBC). (c)
Breaking Mx,y while preserving C4z and T for the fragile phase in p4m1′ described in Appendix F 3 similarly allows the four,
three-quarters-filled (or quarter-filled) Kramers pairs of corner states to freely rotate as a set; however, if a bulk or edge gap is
not closed and C4z and T are preserved, there will remain an anomalous absence of 6 + 8n (or 2 + 8n) states from the valence
manifold of the OBC spectrum relative to the PBC spectrum.
In Appendix F 1, we showed that the QI with Mx,y and C4z symmetries can be diagnosed by observing that
LQIz = 2 + 4n, n ∈ Z (Eq. (F45)) states are missing from the valence (and conduction) manifolds of the spectrum
of a p4m-symmetric insulator calculated with 4mm-symmetric open boundary conditions (OBC), relative to the
spectrum calculated with periodic boundary conditions (PBC) (Fig. 14). When the LQIz missing states from the
valence manifold appear in the bulk gap, they, along with LQIz states from the conduction manifold, represent four
corner modes localized to either the 4a or the 4b Wyckoff position of point group 4mm (as well as 8n trivial states
localized at the general position 8c (Fig. 15)). Specifically, because of the in-plane mirrors Mx,y, if only four states
are present at the same energy in the OBC spectrum, then they must appear in a finite-sized QI with 4mm at the
fixed angles of either Mx,y (4a):
θ4a = npi/2, n ∈ Z, (F127)
or at the fixed angles of Mx±y (4b):
θ4b = npi/2 + pi/4, n ∈ Z. (F128)
Next, we consider introducing a perturbation that breaks Mx,y symmetries while preserving C4z and does not close
a bulk gap. Using the point group tables on the BCS113, we determine that this perturbation transforms as the
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irreducible representation5,48,153,154 A2 of 4mm, because:
χA2(C4z) = χA2(C2z) = 1, χA2(Mx,y) = −1, (F129)
where χρ(h) is the character of the symmetry h in the irreducible representation
113,114. Applying an A2 perturbation
reduces the point group of the finite-sized QI from 4mm to 4. As shown in Fig. 20(a), point group 4 does not
distinguish between any points on a circle; instead it only hosts a 4a position that labels four C4z-related angles:
θ˜4a = θ4b + ϑ, (F130)
where θ4b refers to the coordinates of the 4b sites of 4mm (Eq. (F128)) and ϑ is a free angle. Here, we have chosen
ϑ with respect to the 4b position of 4mm, rather than the 4a position, because the corner modes of previous QI
models32,33 with 4mm appeared at 4b. In terms of the circular harmonics f±Lz (θ) whose zeroes determine the locations
of the QI corner modes (Eqs. (F37) through (F60)), the reduction from 4mm to 4 removes the distinction between
f+Lz (θ) and f
−
Lz
(θ), resulting in a new set of circular harmonics given by:
fϑLz (θ) = cos [Lz(θ − ϑ)] . (F131)
Eq. (F131) implies that perturbatively relaxing Mx,y unpins the four corner modes from the fixed angles of 4mm
(Fig. 20(b)), permitting them to be rotated by a symmetry-allowed boundary term that does not change the bulk
topology. This allows the quadrupole moment of the corner modes (Eqs. (F62) and (F68)) to freely rotate between
Qxy = e/2, Qx
2−y2 = 0; Qxy = 0, Qx
2−y2 = e/2; and all intermediate values with a total quadrupole moment of e/2.
However, and crucially, because C4z symmetry still relates the four corner modes to each other, a bulk-gap-preserving
chemical potential can only move the four corner modes together in energy (and rotate them as a whole about the
origin (1o in Fig. 20(a))), but it cannot lift the anomalous absence of LQIz states from the valence and conduction
manifolds in the OBC spectrum. Therefore, if a QI is terminated on a boundary that only preserves C4z, but not
Mx,y, it will still exhibit four anomalous corner modes with an e/2 quadrupole moment whose orientation is a free
parameter ϑ. This is analogous to the e/2 dipole moment of the inversion- (I)- and C2z ×T - protected fragile phases
introduced in Refs. 46,47. In the fragile phases in those works, the bulk (fragile or obstructed-atomic-limit) topology
guaranteed the presence of 2+4a corner modes that exhibit a net e/2 dipole moment. However, unlike the symmetries
of 4mm (Fig. 15) neither I nor C2z ×T fixes any points on the boundary of a circle (they only relate pairs of points).
Therefore, the direction of the anomalous e/2 dipole moment of the corner modes of the fragile phases in Refs. 46,47
is a free parameter, analogous to ϑ in Eq. (F131).
We note that, in this section, we only consider the case in which Mx,y is perturbatively broken in the bulk.
This guarantees that the bulk gap does not close when Mx,y is broken, and keeps the bulk bands adiabatically
connected to those of a QI. This also allows us to avoid symmetry-allowed intermediate Chern insulating phases
between a trivial insulator and a QI in wallpaper group48,74 p4, the Mx,y-broken subgroup of p4m. Specifically,
if the bulk in-plane mirrors of p4m are preserved, then bands at Γ and M remain twofold degenerate, and the
(C4z) eigenvalues of the occupied bands only distinguish between QI and trivial phases (Appendix C). Conversely,
if Mx,y are broken, then bands at all TRIM points become singly degenerate. With only singly-degenerate bands,
then transitions between trivial insulating and QI phases can only be facilitated through multiple, independent band
inversions. However, unlike with wallpaper group p4m, a system with only C4z symmetry can generically pass
through intermediate Chern insulating phases when singly-degenerate bands with different C4z (or C2z) eigenvalues
are inverted124. Therefore, because the phase boundaries separating trivial, Chern, and quadrupole insulators in p4
are considerably more complicated than the simple boundary separating trivial and QI phases in p4m (Appendix C),
we leave the complete analysis of QI transitions in p4 for future works.
Finally, we note that the arguments in this section also apply to the corner modes of the fragile phase in p4m1′
examined in Appendix F 3 with minimal modification. As shown in Fig. 19, the eight three-quarters-filled (or quarter-
empty) corner modes of a fragile phase in p4m1′ are localized at the 4a or 4b Wyckoff position of 4mm1′ (Fig. 15), the
point group generated by adding T to 4mm. Here, the presence of T symmetry requires that all states are at least
twofold degenerate; therefore, the constraints imposed by C4z and T symmetry require that a bulk-gap-preserving
chemical potential moves all eight corner states together in energy. When Mx,y are relaxed without breaking C4z or
T , then the point group of the finite-sized system is reduced from 4mm1′ to 41′, and the eight corner modes can be
rotated as a set by a free angle ϑ (Fig. 20(c)). However, as previously with the QI, because a C4z- and T -preserving
potential that does not close the bulk or edge gap must move all eight corner modes together in energy, then the
valence manifold of the OBC spectrum will still display an anomalous absence of 6 + 8n (or 2 + 8n) states when
calculated relative to the PBC spectrum. Therefore, if this fragile phase is terminated on a boundary that only
preserves C4z and T , but not Mx,y, it will still exhibit four anomalous Kramers pairs of corner modes with an e/2
quadrupole moment whose orientation is a free parameter ϑ (though, due to strongly broken particle-hole symmetry,
the corner modes may be buried in the valence or conduction manifolds in the OBC spectrum).
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5. Numerical Investigations of the Surface States of HOFA Dirac Points
A Dirac point in a HOFA semimetal represents the bulk quantum critical point between QI and trivial phases
(Appendices C and E 1). In previous works, QI phase transitions have been shown to be accompanied by changes
in the edge polarization that correspond to “edge” quantum critical points32,33,53,137. It is therefore natural to ask
whether there are additional states in the surface spectrum (besides the projections of the bulk Dirac points) that
would be representative of a QI edge gap closure, analogous to the surface states of the higher-order “surface-only”
semimetals proposed in Ref. 53, which appeared while this extensive work was in preparation. To accomplish this,
we begin with the T -broken model of a HOFA semimetal in Eq. (A5), and place it on a slab geometry that is infinite
in the y and z directions and finite with 500 layers in the x direction. Here, this semimetallic system, while not
particle-hole symmetric, still features bulk Dirac crossings at kx = ky = 0, kz = k
±
d that lie in the spectral center N/2
(Fig. 3(c) of the main text), where N = 500×4, with the factor of 4 coming from the two spin-1/2 s and two spin-1/2
d orbitals in each unit cell. This guarantees that, taking Ed to be the energy of the bulk Dirac points at kz = kd, the
spectrum at each k point near kd exhibits N/2 states with energy E > Ed and N/2 states with energy E ≤ Ed.
(a) (b) (c) (d)
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FIG. 21: (a) Energy spectrum of the T -broken Dirac semimetal in Eq. (A5), plotted as a function of kz in the vicinity of kd for
a Dirac point located at kx = ky = 0, kz = kd, and restricting to the 64 states closest to the center of the spectrum E = Ed.
Above and below Ed, the spectrum at each k point exhibits N/2 states, where N is the total number of states in a slab with
N/4 layers, where the factor of 4 originates from the two spin-1/2 s and two spin-1/2 d orbitals in each unit cell. We take
ky = 0 for all calculations. Two pairs of gapped surface Fermi arc states, whose splitting m˜ in energy (a) scales as u sin(kd−kz)
in Eq. (A5), can be observed at kz < kd. At fixed values of kz less than kd (but still closer to kd than to kz = 0), the surface
Fermi arc states also exhibit an increasing energy gap with increasing |ky| (not pictured). (b) Orbital-summed wavefunction
magnitude
∑
s,d,σ |ψ|2 of states in (a) at kb, plotted as a function of layer index along x, the finite direction of the slab; exactly
four states can be observed localized on the two ±x-normal boundaries, corresponding to the gapped Fermi arc states in (a).
(c) Orbital-summed wavefunction magnitude of the states at kc in (a); all of these states are localized in the bulk; i.e. they are
centered about layer index 250 and decay as layer index approaches the boundary values of 1 and 500. (d) Orbital-summed
wavefunction magnitude of the states exactly at the bulk Dirac point at kd. All of the system states are perfectly delocalized;
we do not detect additional surface states.
We plot in Fig. 21(b,c,d) the orbital-summed wavefunction magnitude
∑
s,d,σ |ψ|2 of the 64 energy eigenstates
nearest E = Ed as a function of kz, taking ky=0 (Fig. 21(a)). We define kb (kc) to be a point at ky = 0 with
kz < (>) kd (Fig. 21(a)). We then define a state to be edge localized if more than 75% of its probability density lies
within within the first or the last 100 layers of the slab. If a state exhibits equal probability density on all layers,
we consider it to be delocalized. If a state is neither edge localized nor delocalized, then we consider it to be bulk
localized. At ky = 0, kz = kb, all of the modes are bulk localized, except for two pairs of gapped surface Fermi arc
states (Fig. 21(a,b)), whose splitting m˜ in energy scales as u sin(kd−kz) in Eq. (A5). Remaining at ky = 0 and taking
increasing values of kz that pass through the bulk Dirac point at kd, all of the states become perfectly delocalized
at kz = kd (i.e., they display equal probability density on all layers), and then become bulk localized at kc > kd
(Fig. 21(a,c,d)). It is clear that, aside from the four surface Fermi arc states at k < kd, which separate into groups
of two arcs on each of the two slab surfaces, there are no additional bound states on the 2D faces of this system; at
kz = kd, all of the modes in the bulk and on the faces and hinges become delocalized. We therefore do not observe
any signatures of additional surface states bound to the projections of the bulk 3D Dirac points.
Appendix G: Space Groups Supporting Dirac Semimetals with Quadrupolar HOFA States
In this section, we deduce the set of 3D space groups (SGs) capable of hosting Dirac semimetal phases with HOFA
states. For the purposes of this work, we restrict consideration to Dirac points equivalent to the critical point between
2D QI and trivial phases, as discussed in Appendices C and E 1. Other nodal points equivalent to other 2D critical
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points occur in other SGs (both with and without SOC46,47), and if the symmetries that enforce their anomalous
corner (hinge) modes can be preserved on a rod, they will also exhibit HOFAs46; we leave the complete enumeration
of such bulk nodal points and variants of HOFA states for future works. In Appendix G 1, we use the symmetries
of quasi-one-dimensional rods, known as the crystallographic “rod groups76,” to derive a set of SGs in which Dirac
semimetals exhibit HOFA states derived from QIs. In real materials, unlike in the models examined in this work,
there are generically multiple kinds of atoms, each with different valence atomic orbitals, occupying different Wyckoff
positions throughout the unit cell155. Therefore, instead of searching for candidate HOFA semimetals by restricting to
specific cases of atomic-orbital hybridization (e.g., s−dx2−y2- or pz−dx2−y2-hybridization at the 1a position, like the
models in Eqs. (A6) and (E15) respectively), we will exploit the analysis in Appendices F 1 through F 4 to perform the
more general search for topological semimetals whose low-energy theories bind and position-space symmetries protect
QI-nontrivial corner- (hinge-) states. We will find that HOFA states are generically present on the hinges of Dirac
semimetals whose SGs have point group113 4mm (or higher) when they are cut into rods that preserve a fourfold
axis. Then, in Appendix G 2, we will demonstrate that body-centered Dirac semimetals can also exhibit HOFA states,
even though fourfold axes do not coincide with crystal lattice vectors in body-centered SGs89. Specifically, when a
body-centered Dirac semimetal is cut into a rod that preserves a fourfold axis, the lattice vectors of the finite-sized
rod cannot coincide with the original lattice vectors of the bulk crystal, and so one might be concerned that HOFA
states do not appear along the rod, due to the same zone-folding effects that negate the presence of edge states on
armchair-terminated graphene1,29,156–158. However, by explicitly performing the BZ folding from a Dirac semimetal
in a body-centered SG to a rod that preserves a fourfold axis, we will show that HOFA states are still generically
present on the rod hinges. We find that this occurs because the 3D HOFA Dirac points examined in this work arise
from band inversion (“enforced semimetals” in nomenclature of Ref. 159), and are thus free to shift in momentum
along high-symmetry BZ lines, whereas, conversely, the Dirac points in graphene are pinned by band connectivity
to the high-symmetry BZ points1,22 K and K ′ (“enforced semimetal with Fermi degeneracy” in the nomenclature of
Ref. 159).
In this work, we define a rod as a 1D crystal that is invariant under 3D symmetry operations; the symmetries of
these systems are given by the rod groups62,76. For our purposes, we specialize to the crystallographic rod groups,
which only contain symmetry elements that are also allowed in the 3D space groups76. We introduce the subscript RG
to distinguish the symbols for rod groups from those for layer groups48,62,74,75, as there are rod groups and layer groups
whose symbols are otherwise indistinguishable62,76 (e.g., (p4mm1′)RG and p4mm1′). Each of the crystallographic rod
groups, when in-plane lattice translations Tx,y are added to it, is isomorphic to a 3D space group. For example, the
T -symmetric rod group (p4mm1′)RG is generated by Tz, C4z, and Mx, and is related to SG 99 P4mm1′ by:
P4mm1′ ≡ E(p4mm1′)RG ∪ Tx(p4mm1′)RG, (G1)
where E is the identity operation and the other in-plane translation Ty is generated by C4z × Tx.
In Appendix G 1, we will specifically show that when Dirac semimetals whose SGs have point group113,115,116 4mm
(or higher) are cut into a rod whose rod group has point group 4 (or higher), the rod will exhibit quadrupolar HOFA
states. From an experimental perspective, the theoretical process of “cutting a 3D crystal into a quasi-1D rod with
point group 4” is equivalent to growing or cutting a sample into a nanowire whose long axis is coincident with a
bulk fourfold axis. It is possible that HOFA states may also be observable through momentum-resolved probes of the
interior hinges of the pits of C4-symmetric arrangements of step edges, as high-symmetry step edge configurations
have been shown in experiment to exhibit the same d− 2-dimensional hinge states as nanowires49.
1. Symmetry Conditions for Dirac Points with HOFA States Derived from QIs
In this section, we derive the symmetry conditions for Dirac semimetals to exhibit anomalous HOFA states derived
from QIs. We divide this process into two steps, based on the analyses performed in Appendices F 1, E 1, and F 4.
First, in Appendix G 1 a, we use the results of Appendices F 1 and E 1 to show the more narrow result that Dirac
semimetals whose SGs have point group 4mm or higher will exhibit HOFA states pinned to the fixed angles of 4mm
(i.e., the 4a or 4b position in Fig. 15) if they can be cut into rods with 4mm (or higher) symmetry. In these Dirac
semimetals, the HOFA states are pinned to the same angles (the 4a or 4b position in Fig. 15) at all values of k along
the rod axis (Fig. 22(b)). Then, in Appendix G 1 b, we use the results of Appendix F 4 to further extend consideration
to tetragonal and cubic SGs with bulk 4mm symmetry that cannot be cut into rods with point group 4mm, but
which nevertheless support Dirac semimetals with HOFA states. In these Dirac semimetals, the quadrupolar HOFAs
generically appear at each rod k point at free angles related by fourfold symmetry (Fig. 20). The list of SGs supporting
HOFA Dirac semimetals obtained in Appendix G 1 b consequently includes the list of SGs obtained in Appendix G 1 a;
we therefore reproduce the more general list from Appendix G 1 b in Table II of the main text.
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FIG. 22: (a) In 2D, a finite-sized region in position space with the bulk topology of a QI will exhibit corner states bound to
reflection-fixed angles (i.e. θ4a,4bn in Eqs. (G2) and (G3) and Fig. 15) if the point group of the QI region has 4mm (or higher)
symmetry (Appendix F). (b) Extrapolating to 3D, a Dirac semimetal with bulk 4mm (or higher) symmetry will exhibit HOFA
states that are fixed to θ = θ4a,4bn if, in position space, it is cut into a rod that has a fourfold axis (either a rotation or a screw
axis) and two perpendicular reflections (either mirrors or glides whose fractional translations are parallel to the fourfold axis).
This implies that the rod is symmetric under the action of a rod group76 that is a supergroup of either (p4mm)RG, (p42cm)RG,
(p42mc)RG, or (p4cc)RG. The T -symmetric rod supergroups of these (magnetic62) rod groups are provided in Table VIII. Note
that unlike a nanorod of a higher-order topological insulator33–36,44–46,48,49, the HOFA semimetal nanorod in (b) is gapless in
its interior (and possibly also on its faces (Appendix E 2)), because of its bulk (and possible surface) nodal points. Nevertheless,
in the limit that translation in the z direction is still approximately preserved, the HOFA states depicted in (b) may still be
detected through momentum-resolved probes along the hinges of the rod.
a. Dirac Semimetals with HOFA States Pinned to Fixed Angles
We begin by determining the SGs in which Dirac semimetals, when cut into 4mm-symmetric rods, exhibit HOFA
states that are pinned at each QI-nontrivial rod k point (Appendix E 1) to high-symmetry angles corresponding to
the 4a or 4b Wyckoff position of point group 4mm (Fig. 15). For the 4a position, these angles are113,115,116:
θ4an = {0, pi/2, pi, 3pi/2}, (G2)
and for the 4b position, the angles are:
θ4bn = {pi/4, 3pi/4, 5pi/4, 7pi/4}. (G3)
We note that, as we will subsequently see in Appendix G 1 b, the list of SGs obtained in this section is not the most
general list of SGs in which Dirac semimetals exhibit quadrupolar HOFA states. For completeness, however, we will
still here complete the more restrictive tabulation of the SGs that support Dirac semimetals with HOFAs pinned to
θ4a,4bn (Eqs. (G2) and (G3)) as an intermediate step towards the complete list that will appear in Appendix G 1 b (and
is reproduced in Table II of the main text) of SGs supporting Dirac semimetals with HOFA states directly derived
from the specific QI phase introduced in Ref. 32.
To obtain the relevant SGs, we first analyze the conditions that allowed the low-energy theory of the 2D QI in
Appendix F to exhibit corner modes pinned to θ4a,4bn in Eqs. (G2) and (G3). In Appendix F, we demonstrated that the
presence of four corner modes localized to θ4a,4bn in the low-energy theory of a 2D QI occurred under three conditions:
1. The bulk differed from a trivial (unobstructed) atomic limit through a band inversion at a k point whose little
co-group had a subgroup (possibly itself) isomorphic to 4mm.
2. The finite-sized QI region in position space (i.e. in Appendix F, the circle whose interior was a QI) was invariant
under the action of point group 4mm (Fig. 22(a)).
3. The valence and conduction bands of the bulk k·p theory had different complex-conjugate pairs of C4z eigenvalues
(i.e., transformed under different (co)representations of 4mm (Appendix C)).
These constraints guarantee that the presence of 0D modes, which localize on the corners of a square geometry5,32,34,49,
is a consequence of a topological quadrupole moment Qxy = e/2 or Qx
2−y2 = e/2 (Eqs. (F62) and (F68)) that cannot
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be removed without breaking a symmetry or closing a bulk gap (Appendix F). If C4z is relaxed, then the boundary mass
terms may change locally, allowing for corner modes to be removed by surface gap closures32,33. In this work, we are
only concerned with systems that exhibit boundary states (both edge (surface) and corner (hinge)) as a consequence
of their bulk topology. This focus allows us to predict and analyze robust, intrinsic d − 2-dimensional modes based
on bulk topology, as opposed to predicting extrinsic corner (hinge) states whose presence depends on surface physics.
We therefore exclude 2D insulators whose anomalous corner modes may be removed by closing an edge (i.e. Wilson)
gap without closing a bulk gap, such as the QI phases without fourfold rotation symmetry in Refs. 32,33. When these
constraints are extended to 3D semimetals, we therefore also exclude the “surface-only” HOFA-semimetal phases
introduced in Ref. 53, in which the presence of HOFA states is entirely dependent on the details of surface potentials,
and is thus not a consequence of the bulk topology and difficult to predict in real materials through density functional
theory.
To identify 3D SGs that support Dirac semimetals with HOFA states pinned to θ4a,4bn in Eqs. (G2) and (G3), we
therefore require three conditions:
1. There exist lines in the BZ whose little groups contain 4mm.
2. When a crystal in this SG is cut into a rod that is finite in two dimensions and infinite along the direction of
the fourfold axis from condition 1, its rod group has a point group that contains 4mm. This implies that the
finite-sized rod is symmetric under the action of a rod group76 that is a (possibly T -symmetric) supergroup of
one of the type-I magnetic rod groups62,76,160 (p4mm)RG, (p42cm)RG, (p42mc)RG, or (p4cc)RG, as those are
the lowest-symmetry rod groups that contain these symmetries.
3. The BZ line from condition 1 must have at least two distinct two-dimensional (co)representations, characterized
by different complex-conjugate pairs of C4z eigenvalues, that can cross to form a symmetry-stabilized Dirac
point. As shown in Appendix E 1, this, along with the reflection symmetries from condition 1, guarantees that
this Dirac point is equivalent to the critical point between 2D trivial and QI phases. This condition excludes,
for example, BZ lines in nonsymmorphic SGs along which additional crystal symmetries beyond 4mm act to
make corepresentations fourfold degenerate74,89,102.
In order to cut a 3D crystal into a rod with a point group that contains 4mm, that crystal must have two reflection
planes (mirrors or glides) that intersect on a fourfold axis (rotation or screw); for z-directed rods, this requirement
necessarily excludes glide reflections with translations in the xy-plane, which cannot be preserved on a rod. The rod
group of this rod is a subgroup of the 3D space group of the crystal; cutting an infinite 3D crystal into a rod only
lowers the overall symmetry. Therefore, to identify the relevant SGs, we begin by enumerating the rod groups with
point groups that contain 4mm, of which the nonmagnetic examples are given in Table VIII.
T -Symmetric Rod Groups with Point Group 4mm1′ or 4/mmm1′
RG Symbol RG Number Isomorphic SG Number RG Symbol RG Number Isomorphic SG Number
(p4mm1′)RG 34 99 (p4/mmm1′)RG 39 123
(p42cm1
′)RG 35 101 (p42/mmc1′)RG 38 131
(p42mc1
′)RG 105 (p42/mcm1′)RG 132
(p4cc1′)RG 36 103 (p4/mcc1′)RG 40 124
TABLE VIII: Crystallographic rod groups76 with T symmetry and whose point groups contain 4mm. We also list the numbers
of their isomorphic space groups under the addition of in-plane lattice translations Tx and Ty (Eq. (G1)). Because the rod groups
are subperiodic groups that are finite in all directions in the xy-plane and infinite in the z (c) direction76, they do not distinguish
between symmetries such as the glide reflections gx = {Mx|00 12} and gx+y = {Mx+y|00 12}. For example, rod group 35 can
either characterize a rod with gx = {Mx|00 12} symmetry ((p42cm1′)RG) or a rod with gx = {Mx|00 12} symmetry ((p42mc1′)RG),
which are listed under different “settings” of rod group 35 on the BCS115,116. However, when in-plane lattice translations are
added to a rod group to convert it into a space group, gx and gx+y are no longer related by a translation-preserving unitary
transformation. Therefore, one rod group can become two different space groups depending on the orientation of its in-plane
crystal symmetries76,115,116 relative to the added in-plane lattice translations. In all of the nonsymmorphic rod groups in
this table (i.e. those whose symbols contain the letter c), the glide reflections and screw symmetries only contain fractional
translations in the z direction (along the rod axis), because translations in the xy-plane are not symmetries of z-directed rods.
Three of the rod groups in Table VIII are noncentrosymmetric (34 – 36) and three are their centrosymmetric
supergroups (38–40). In particular, the three noncentrosymmetric rod groups are isomorphic, under the addition
of in-plane lattice translations, to SGs 99, 101, 103, and 105 (both SGs 101 and 105 have the same symmetries as
rod group 35 under the addition of in-plane lattice translations (Table VIII)). Consequently, all T -symmetric space
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groups that characterize crystals that can be cut into rods with point group 4mm1′ or its supergroup 4/mmm1′ are
necessarily supergroups of these four space groups. For a Dirac semimetal in one of these SGs, if the Dirac points lie
along an axis of fourfold rotation, then a rod cut from this crystal along the same axis will exhibit HOFA states, as
such a Dirac point is necessarily equivalent to the critical point between 2D trivial and QI phases (Appendix E 1). We
obtain these space groups by using MINSUP on the BCS115,116,161 to find all of the supergroups of the space groups
listed in Table VIII. We then impose conditions 1 and 3 explicitly by using Refs. 22,89,101–103 to identify the BZ
lines that admit fourfold Dirac points. Specifically, these lines have little groups with with 4mm (or higher) symmetry
and have at least two, two-dimensional corepresentations; when bands with different corepresentations cross along
these lines, a fourfold Dirac point forms18. This excludes, for example, BZ lines in nonsymmorphic SGs along which
additional crystal symmetries combine with 4mm to make all corepresentations four-dimensional74,89,102 (e.g., MA
in SG 129 P4/nmm1′). The full list of space groups and BZ lines is listed in Table IX.
Space Groups Admitting Dirac Points with Reflection-Fixed HOFA States
SG Symbol SG Number SG Symbol SG Number SG Symbol SG Number
P4mm1′ 99† P4/mcc1′ 124† I4/mmm1′ 139
P42cm1
′ 101† P4/nmm1′ 129 I4/mcm1′ 140
P4cc1′ 103† P4/ncc1′ 130 Pm3¯m1′ 221‡
P42mc1
′ 105† P42/mmc1′ 131† Pm3¯n1′ 223‡
I4mm1′ 107 P42/mcm1′ 132† Fm3¯m1′ 225
I4cm1′ 108 P42/nmc1′ 137 Fm3¯c1′ 226
P4/mmm1′ 123† P42/ncm1′ 138 Im3¯m1′ 229
TABLE IX: Space groups that admit Dirac points with HOFA states derived from the QI introduced in Ref. 32 and pinned
to reflection-fixed rod hinges (i.e to θ4a,4bn in Eqs. (G2) and (G3) and in Fig. 15). These groups comprise the supergroups
of the isomorphic space groups listed in Table VIII, obtained using MINSUP on the BCS115,116,161. For all of these SGs,
HOFA Dirac points are always allowed to form along ΓZ in tetragonal SGs (ΓM if body-centered) and ΓX in cubic SGs (ΓH if
face-centered) (Fig. 23). In a subset of the primitive tetragonal groups, denoted with †, HOFA Dirac points may also form along
MA. In a subset of the primitive cubic groups, denoted with ‡, HOFA Dirac points may also form along MR. Quadrupolar
HOFA states are also supported in Dirac semimetals in additional SGs, if we relax that constraint that the HOFA states at
each QI-nontrivial rod k point are bound to θ4a,4bn (Eqs. (G2) and (G3)); a complete tabulation of all SGs supporting Dirac
semimetals with free-angle HOFA states is provided in Appendix G 1 b and is reproduced in Table II of the main text.
(a) (b) (c) (d) (e)
FIG. 23: The bulk Brillouin zones (BZs), highlighting the k-paths from Ref. 126 and labeling according to the BCS conven-
tion115,116, of the space groups that support Dirac semimetals with HOFA states (Table IX). The lattices of these space groups
are (a) primitive tetragonal, (b) body-centered tetragonal, (c) primitive cubic, (d) face-centered cubic, and (e) body-centered
cubic.
We note that the preceding arguments contain a subtlety when applied to the space supergroups of the rod groups
in Table VIII with fourfold screw axes (rod groups 35 and 38). Along momentum-space lines with a fourfold screw
axis defined by a b/4 fractional lattice translation:
s4bz = C4zTb/4, (G4)
as well as with two orthogonal reflections (e.g., the line ΓZ in SG 105 P42mc1
′), the symmetries in the basis of the
four bands nearest a Dirac point can be represented by74,152:
s4bz = τ
z
(
1σ − iσz√
2
)
Λ(kz) = C4zΛ(kz), Mx,y = iσ
x,y, (G5)
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where:
Λ(kz) = e
ibkz
4 = eikzts . (G6)
While ts = 1/2 in the units of the z-direction lattice spacing for the 42 screw in SG 105, more generally, the values
ts = 1/4, 3/4 are also allowed in other SGs with fourfold screws
89. At first, the symmetry representations in Eq. (G5)
appear distinct from those employed in Appendix F 1 to characterize the corner modes of a QI (Eq. (F4)). However,
we note that, in the absence of antiunitary symmetries, such as T or I × T (which are present in T - and centro- (I-)
symmetric SGs), we are free to rotate the phases of the representations of crystal symmetries without changing their
commutation relations74,75. Specifically, here, we are also permitted to employ the symmetry representation:
C¯4bz = s4bzΛ
∗(kz) = τz
(
1σ − iσz√
2
)
, Mx,y = iσ
x,y, (G7)
where we have labeled C¯4bz with a bar to emphasize that it is not the representation of a real C4z symmetry, but is
rather an alternative representation of the fourfold screw symmetry s4bz. Eq. (G7), is identical to the representation
used in Appendix F 1 to predict QI corner modes (Eq. (F4)). Therefore, a Dirac point with the nonsymmorphic
symmetry representation in Eq. (G5) is described by the same k · p Hamiltonian as a Dirac point with the sym-
morphic symmetry representation in Eq. (G7), in agreement with the methods employed in Ref. 18 to characterize
the band-inversion Dirac points in the nonsymmorphic Dirac semimetal Cd3As2. Furthermore, even though the
eigenvalues of screw symmetries, unlike the eigenvalues of rotations, depend on the choice of BZ (i.e., are not 2pi-
periodic)48,74,111,112,152, within each BZ, two bands can still be unambiguously labeled with distinct pairs of fourfold
screw eigenvalues. Crucially, because, within each 2D BZ slice (here indexed by kz), the presence or absence of QI-
nontrivial corner modes (HOFA states) only depends on the difference in fourfold rotation eigenvalues between the
valence and conduction bands (Appendices F 1 and F 2), and because we have already shown that symmorphic Dirac
semimetals with 4mm (or higher) point-group symmetry exhibit HOFA states when cut into rods with point group
4mm (or higher), then Eq. (G7) allows us to conclude that noncentrosymmetric nonsymmorphic Dirac semimetals
with point group 4mm also exhibit HOFA states.
Furthermore, we can show that Eq. (G7) also applies in I- (centro-) and T -symmetric nonsymmorphic Dirac
semimetals. Specifically, the HOFA Dirac points analyzed in this work occur away from TRIM points, and therefore,
in an I- and T - symmetric Dirac semimetal, the Hamiltonian in the vicinity of each Dirac point only respects the
combined magnetic symmetry I×T (in addition to 4mm). We can incorporate I×T into the symmetry representation
in Eq. (G7) by choosing a representation for I × T that neither commutes nor anticommutes with75 C¯4z. However,
because, in the bulk, I × T only serves to make bands doubly degenerate away from74 kx,y = 0, and, on the corners,
it does not change the anomalous QI state counting in Fig. 14, then we conclude that I × T - and fourfold-screw-
symmetry-enforced Dirac points also exhibit intrinsic HOFA states. This argument only breaks down when both I
and T are individually enforced, which can only occur at TRIM points, and thus does not apply to the band-inversion
Dirac points discussed in this work. While previous works have also introduced nonsymmorphic-symmetry-enforced
fourfold Dirac74,75,152,162,163 (and eightfold double-Dirac5,6) points that are specifically pinned to TRIM points, we
will leave a detailed analysis of potential higher-order topology in these enforced semimetals for future works, though
we do predict that enforced semimetals should also exhibit higher-order topological effects. Additionally, because our
arguments here do not depend on the details of the exact phase Λ(kz) in Eq. (G5), then they will also apply without
further modification to the Dirac semimetals with free-angle HOFA states enforced by 41 (ts = 1/4) and 43 (ts = 3/4)
screw symmetries that will be introduced in Appendix G 1 b.
Finally, we note that, as implied from the discussion in the main text and HH1(~k) (Eq. (A5)), HOFA states are
also permitted in some magnetic Dirac semimetals. However, as the number of known magnetic structures is small
compared to the number of known materials66,155, it is relatively difficult to identify magnetic materials candidates.
Therefore, we leave the complete enumeration of all magnetic space groups that admit Dirac semimetals with HOFA
states for future works. However, as examples, by applying the procedure used to generate Tables VIII and IX to
the magnetic rod and space groups, we conclude that magnetic Dirac points with HOFAs may form along ΓZ in
magnetic SGs P4/m′mm (123.341 in the Belov-Nerenova-Smirnova (BNS) notation62) and Pc4/ncc (130.432 in the
BNS notation). The first group is that of our model, HH1(~k) in Eq. (A5), and the second group characterizes the
antiferromagnetic (AFM) Dirac semimetal phase of CeSbTe67. As the Dirac points in the AFM phase of CeSbTe
lie along lines with 4mm symmetry and its magnetic space group contains P4cc, CeSbTe will exhibit reflection-fixed
HOFA states when cut into a rod with (p4cc)RG (or higher) symmetry (though the HOFA states may be difficult to
separate from the hinge projections of bulk and surface states in CeSbTe).
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b. Dirac Semimetals with HOFA States at Free Angles
In this section, building upon the previous discussion in Appendix G 1 a, we will develop the most general list of
SGs in which Dirac semimetals exhibit HOFA states derived from the QI model introduced in Ref. 32. Previously, in
Appendix G 1 a, we showed that if both infinite crystals and finite-sized rods of a Dirac semimetal preserve fourfold
axes and two in-plane reflection symmetries (i.e, have point groups that contain 4mm), then the semimetal will exhibit
HOFA states fixed to the rod hinges at θ = θ4a,4bn in Eqs. (G2) and (G3) and Fig. 15. However, we also previously
showed in Appendix F 4 that if a 2D QI is formed from band inversion about a k point whose little co-group contains
4mm, then its four corner modes remain anomalous when the system is terminated in anMx,y-breaking, C4z-symmetric
geometry. In this lower-symmetry geometry with point group113 4, the corner modes become unpinned from the fixed
angles of 4mm, and their e/2 quantized quadrupole moment becomes free to lie at any intermediate angle between
xy and x2 − y2 (Fig. 20). Exploiting this result, we will determine in this section a list of SGs whose bulk crystals
support 4mm-symmetric HOFA Dirac points, even though they cannot all be cut into rods that simultaneously
preserve fourfold axes and in-plane reflections. Specifically, in some of these SGs, the in-plane reflections (mirrors and
glides) also contain in-plane translations relative to the fourfold axes; when they are cut into rods that preserve one
of their fourfold axes, their in-plane reflections are necessarily broken. The list of SGs that we obtain in this section
will contain the SGs previously tabulated in Table IX, as well as additional SGs with bulk 4mm symmetry.
First, we will explain our restriction in this section to SGs with point group 4mm or higher, and not to SGs with
point group 4 or higher. In SGs with point group 4mm, bands along at least one fourfold axis are generically twofold
degenerate, because the double-valued (spinful) in-plane reflections of 4mm anticommute (Appendix C). Therefore,
along a line with 4mm symmetry, there are two distinct corepresentations with different fourfold rotation eigenvalues,
which can cross to form a symmetry-stabilized Dirac point (Appendix E 1). However in lower symmetry SGs with
only point group 4, then absent additional symmetries, bands are generically singly degenerate along fourfold axes
away from the TRIM points, and can only cross to form Weyl points9,164. Additionally, while other SGs with other
point groups (such as113,115,116 4/m1′) also exhibit twofold degenerate corepresentations along fourfold axes that can
cross to form symmetry-stabilized Dirac points, we have not explicitly analyzed QI-nontrivial obstructed atomic limits
and fragile phases in those SGs. We will, for now, consider HOFA states in these SGs beyond the scope of the present
work due to our focus on Dirac semimetals directly derived from the QI phase introduced in Ref. 32. Therefore,
we will only focus in this work on Dirac semimetals whose infinite crystals have point group 4mm, even though our
results imply that even more semimetallic phases exist with HOFA states derived from other variants of QIs and 2D
corner-mode phases.
To identify 3D SGs that support Dirac semimetals with QI-nontrivial HOFA states at unpinned rod angles, we
will find that, unlike previously in Appendix G 1 a, there is only one independent condition. To see how the three
previous conditions from Appendix G 1 a reduce in this section to a single independent condition, we focus on the
group-subgroup relations of the rod, point, and space groups.
To begin, we previously established in Appendix G 1 a that for 2D BZ planes in the vicinity of a bulk Dirac point
to exhibit the same bulk topology as a QI, the little group along the high-symmetry BZ line of the Dirac point must
have 4mm or higher symmetry (condition 1 in Appendix G 1 a). Therefore, we require that:
1. The SG of the bulk crystal must have point group 4mm or higher.
For the purposes of identifying SGs that support Dirac semimetals with HOFA states, this requirement subsumes
condition 1 in Appendix G 1 a, because BZ lines cannot have 4mm symmetry if the point group of the SG of the
crystal does not contain89 4mm. Specifically, because we will ultimately obtain in this section a much larger list of
SGs than previously obtained in Appendix G 1 a (Table IX), then we will only focus here on whether or not an SG
can support any Dirac point with HOFA states, and will not further determine the specific BZ lines along which such
a Dirac point can form, as we did previously in Table IX.
Under this looser restriction, because point groups 4mm and 4/m′mm both host pairs of two-dimensional
(co)representations with different fourfold rotation eigenvalues, then all of the Γ-point-intersecting BZ lines in SGs
with point group 4mm or higher also satisfy condition 3 from Appendix G 1 a. Specifically, because translations only
act as phases in momentum space74,89,102,152, then all SGs with point group 4mm or higher contain at least one
fourfold axis in momentum space that intersects the Γ point along which k points have little groups that are either
isomorphic to 4mm or to 4/m′mm. For example, taking the fourfold axis to lie along the z direction, whether the x
and y (in-plane) reflections of an SG with point group 4mm are mirrors or glides, they can still be represented the
same way along kx = ky = 0 (i.e. along a line intersecting the Γ point (~k = ~0)) because in-plane translations are
represented as exp(ikx,y/b) where b depends on the specific SG
89, and because translations along the z axis only act
as an overall phase that can be removed by a unitary transformation away from the TRIM points (Eq. (G7)). Using
the TRIM point labeling in Fig. 23, we identify the BZ lines that always support HOFA Dirac points in crystals in
these SGs as ΓZ and ΓM in primitive and body-centered tetragonal crystals, respectively, and ΓX, ΓX, and ΓH
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in primitive, face-centered, and body-centered cubic crystals, respectively. Additionally we note that, as previously
discussed in Appendix G 1 a, some SGs host more than one line that satisfies the previous conditions 1 and 3 from
Appendix G 1 a (such as MA in SG 123 P4/mmm1′). However, we also again note that in many nonsymmorphic
SGs, such as SG 100 P4bm1′, some BZ lines with 4mm symmetry instead exhibit a single four-dimensional corepre-
sentation, due to the commutation relations between the nonsymmorphic crystal symmetries48,74,89. In summary, for
the purposes of this section, both conditions 1 and 3 from Appendix G 1 a are redundant with the requirement that
the SG of the bulk crystal must have point group 4mm or higher.
Finally, for a Dirac semimetal whose SG contains point group 4mm to exhibit HOFA states, we require that when
this semimetal is cut into a rod that is finite in two dimensions and infinite along the direction of its fourfold axis,
its rod group contains enough symmetries to preserve the nontrivial topology of its intrinsic (anomalous) HOFA
states. As discussed earlier in this section, we previously determined in Appendix F 4 that the minimum symmetry
requirement for QI-nontrivial 0D states in 2D is fourfold rotation. When this constraint is applied to HOFA states
in 3D rods, it is promoted to the constraint that the rod respects a rod group with a fourfold (rotation or screw)
axis. This supersedes the more restrictive requirement in condition 2 of Appendix G 1 a that the rod respects both a
fourfold axis as well as perpendicular in-plane reflections. The requirement that a rod respects a fourfold axis can be
reexpressed as the statement that the rod group76 has a point group that contains point group 4. All of the rod groups
with point group 4 or higher are necessarily supergroups of one of the type-I magnetic rod groups62,76,160 (p4)RG,
(p41)RG, (p42)RG, or (p43)RG, as those are the lowest-symmetry rod groups that contain fourfold axes. Crucially, we
find that all SGs with point group 4mm or higher are supergroups of these four rod groups, and therefore characterize
crystals that can be cut into rods with fourfold axes. Therefore, the requirement that a Dirac semimetal can be cut
into a rod with a fourfold axis, which was obtained by relaxing the reflection-symmetry requirement in condition
2 in Appendix F 4, is also redundant with the simple restriction in this section to SGs with point group 4mm or
higher. Furthermore, as discussed in the text surrounding Eq. (G7), because the representation of fourfold screw
symmetry in the vicinity of Dirac points in screw-symmetric Dirac semimetals can be rotated into the same form as
the representation of fourfold rotation in symmorphic Dirac semimetals, then we predict the presence of HOFA states
in both symmorphic and nonsymmorphic Dirac semimetals whose SGs have point group 4mm or higher. Additionally,
in Appendix G 2, we will show that body-centered Dirac semimetals with 4mm symmetry can generically be cut into
rods that preserve a fourfold axis, even though they do not preserve the body-centered lattice vectors of the uncut
crystal, and that, consequently, they also exhibit HOFA states. We have therefore shown that that all semimetals in
SGs with point group 4mm or higher hosting Dirac points along BZ lines with little groups that contain point group
4mm or 4/m′mm can be cut into nanorod geometries that exhibit anomalous (i.e. intrinsic) HOFA states. In Table X
we summarize this result and enumerate the SGs with point group 4mm or higher that support Dirac semimetals
with HOFA states derived from QIs.
Space Groups Admitting Dirac Points with HOFA States
Point Group Name Point Group Symbol SG Numbers
C4v 4mm1
′ 99 – 110
D4h 4/mmm1
′ 123 – 142
Oh m3¯m1
′ 221 – 230
TABLE X: Space groups that admit Dirac points with HOFA states derived from the QI introduced in Ref. 32. This list includes
all of the SGs listed in Table IX, which contains the more restrictive set of SGs for which Dirac semimetals can be cut into rods
that exhibit HOFA states pinned to the high-symmetry rod hinges at θ = θ4a,4bn in Eqs. (G2) and (G3) and Fig. 15. In addition
to those SGs, this table also includes SGs whose reflections contain in-plane lattice translations, such that they are either glide
reflections with in-plane fractional lattice translations (e.g., gx = {Mx| 12 12 0} in SG 100 P4bm1′) or mirror reflections that do
not coincide with the bulk fourfold axes (e.g., Mx+y = {Mx+y| 12 12 0} and C4z = {C4z|000} in SG 100 P4bm1′), neither of which
can be preserved in a rod geometry that also preserves a fourfold axis. For all of the SGs in this table, semimetals with Dirac
points along lines with 4mm or 4/m′mm symmetry will exhibit intrinsic HOFA states when cut into nanorods that preserve
fourfold axes and are thick compared to the in-plane lattice spacing. This list is reproduced in Table II of the main text.
Though in some of the SGs in Table X (i.e. those also listed in Table IX), the in-plane reflections coincide with
the fourfold axes and do not contain in-plane translations, other SGs (such as SG 100 P4bm1′) contain in-plane glide
reflections with in-plane lattice translations (i.e. {Mx| 12 120}), which cannot be preserved in a fourfold-symmetric rod
geometry. Nevertheless, we can take nanorods in these SGs to be sufficiently thick for the glide symmetries to be
approximately preserved in the bulk, such that 4mm-symmetric Dirac points are only weakly split when in-plane
lattice translations are broken in the finite-sized rod geometry. Specifically, while the angle ϑ by which the HOFA
states are rotated is uncontrollably large (Fig. 20), the weak breaking of glide symmetry still preserves the bulk band
ordering, guaranteeing that the HOFA states remain an intrinsic consequence of the bulk Dirac points.
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We finally note that, more generally, breaking in-plane reflections in the bulk while preserving a fourfold axis will
split a 4mm-symmetric Dirac point into Weyl points whose arrangement and Chern numbers are restricted by fourfold
rotation symmetry164 (conversely, the Dirac points can be fully gapped by breaking fourfold rotation symmetry in
the bulk). Most interestingly, this implies that if a fourfold-symmetric Weyl semimetal can be deformed into a Dirac
semimetal with HOFA states, then it will also exhibit intrinsic HOFA states at free angles coexisting with topological
surface Fermi arcs if the Dirac point was split into a pair of Weyl points along the fourfold axis. Specifically, in this
Weyl semimetal, taking kz to lie along the fourfold axis and considering 2D BZ planes at increasing values of kz, one
will pass first from a trivial insulator into a 2D Chern insulating phase when kz is increased through the first Weyl
point. Then, continuing to increase kz, when one passes over the second Weyl point, one will pass from the Chern
insulating phase into a 2D corner-mode phases that exhibits a free-angle quadrupole moment (Appendix F 4). In
the Chern insulating phase, the surface Fermi arcs are equivalent to the chiral edge states of the intermediate Chern
insulating phases separating trivial and QI phases in wallpaper group p4 discussed in Appendix F 4. Because the band
connectivity, topology, and Fermi surfaces of this HOFA Weyl semimetal are considerably more complicated than those
of the HOFA Dirac semimetals introduced in this work, then we leave the analysis and complete enumeration of HOFA
Weyl semimetals for future works.
2. HOFA States in Body-Centered Dirac Semimetals
When a body-centered Dirac semimetal is cut into a rod that preserves a fourfold axis, as was prescribed in
Appendices G 1 a and G 1 b to observe HOFA states, the lattice vector of the finite-sized rod (i.e. the direction and
length along which it is periodic) cannot coincide with the original lattice vectors of the bulk crystal, because fourfold
axes and lattice vectors do not coincide in body-centered SGs89. Therefore, one might be concerned that HOFA
states do not appear on the rod, due to zone-folding effects similar to those that negate the presence of edge states
on armchair-terminated graphene1,29,156–158, which we will review in this section. We make this analogy to graphene,
because the flat-band-like Fermi arc states in graphene can be considered the “first-order” analogs of the HOFA states
analyzed in this work. However, we will show in this section that body-centered tetragonal and cubic Dirac semimetals
still generically exhibit HOFA states, because their Dirac points are free to shift along high-symmetry lines, whereas
the Dirac points in graphene are pinned to high-symmetry BZ points.
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FIG. 24: (a) The position-space 2D honeycomb lattice of graphene, which can be terminated with either zigzag or armchair
edges1. For the zigzag termination of graphene, the edge lattice vector tx¯ is the same as the bulk lattice vector t2. However, for
armchair-terminated graphene, the edge lattice vector ty¯ is equal to a linear combination of bulk lattice vectors 2t1 + t2. (b)
The 2D bulk and edge Brillouin Zones (BZs) of graphene. The termination dependence of the edge lattice vector in graphene is
reflected in where the bulk high-symmetry BZ points project in the edge BZ. For a zigzag-terminated edge, the Dirac points at
K and K′ project to different points (triangles) on the 1D edge BZ. These projections are spanned by boundary polarization
modes, i.e., arc-like flat-band edge states29,156–158, that are the “first-order” analogs of the HOFA states analyzed in this work.
However, on armchair-terminated edges, the K and K′ points both project to the same surface TRIM point Γ¯, and therefore,
as there is no region between the projections of the bulk Dirac points in the 1D armchair edge BZ, there are no edge Fermi
arcs158.
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First, we will review how geometry and periodicity explain the absence of flat-band-like edge Fermi arcs in armchair-
terminated graphene. Then, by explicitly performing the BZ folding from a Dirac semimetal in a body-centered SG
to a rod that preserves a fourfold axis, we will show that HOFA states are still generically present on the rod hinges.
We begin by reviewing graphene, a two-dimensional honeycomb carbon lattice1,158. The electronic structure of
graphene is characterized by two spin-degenerate Dirac cones lying at the high-symmetry BZ points1 K and K ′
(Fig. 24(b)). Graphene sheets can be terminated with either zigzag or armchair edges (Fig. 24(a)). It has been
extensively demonstrated that while zigzag edges exhibit nearly flat surface Fermi arcs, armchair edges do not exhibit
low-energy boundary modes29,156–158. To explain this phenomenon, we employ arguments from Ref. 158, and analyze
the relationship between edge and bulk periodicity. On zigzag edges, the edge lattice vector (tx¯) is the same length
and direction as the bulk lattice vector t2. Consequently, in the edge BZ (Fig. 24(b)), the bulk Dirac points at K
and K ′, which have different kx momentum coordiantes, project to different points. Due to the presence of bulk
mirror and inversion symmetries, their projections are spanned by Fermi arcs “protected” by the dipole moments of
the effective 1D Hamiltonians along the BZ lines that project to them29,156–158. Conversely, in armchair-terminated
graphene, the edge lattice vector ty¯ (Fig. 24(a)) spans multiple unit cells; specifically, ty¯ = 2t1 + t2. Consequently,
in the armchair edge BZ (Fig. 24(b)), the edge reciprocal lattice vector ky¯ is shorter than the bulk reciprocal lattice
vector k1, and the K and K
′ points project to the same point: the edge TRIM point Γ¯. Therefore, there is no region
in the armchair edge BZ spanning the projections of the bulk Dirac points, and thus armchair terminations do not
exhibit edge states at low energies29,156–158.
We can extend the same arguments to 3D body-centered crystals to calculate the hinge projections of bulk Dirac
points capable of supporting HOFA states. In Tables IX and X, we show that Dirac points with HOFA states may only
form in body-centered crystals along the fourfold axis ΓZ (ΓM) in tetragonal SGs (Fig. 23(a) and (b), respectively),
and along the fourfold axes ΓX (ΓH) in cubic SGs (Fig. 23(c,d) and (e), respectively). Therefore, following the
arguments in Appendix G 1, HOFAs may form on the hinges of z-directed rods of semimetals in these SGs (and,
up to equivalence, on the hinges of rods oriented along the x, y, and z directions in cubic systems). However, in
body-centered tetragonal and cubic SGs, the kz axis is not parallel to the lattice vectors
89,115,116. Specifically, in
tetragonal SGs, the fourfold axis lies along the z direction, whereas the reciprocal lattice vectors are:
~k1 =
(
0,
2pi
a
,
2pi
c
)
, ~k2 =
(
2pi
a
, 0,
2pi
c
)
, ~k3 =
(
2pi
a
,
2pi
a
, 0
)
. (G8)
Therefore when a crystal with a body-centered tetragonal or cubic SG is cut into a rod that preserves a fourfold axis
and exhibits a lattice periodicity of c in the z direction, distinct points within the bulk BZ will be folded onto the
same point in the rod BZ, analogous to armchair-terminated graphene (Fig. 24(b)).
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FIG. 25: (a) The full 3D bulk BZ115,116,126, (b) the bulk BZ slice at kz = 0, and (c) the bulk BZ slice at kz = pi/c of a
body-centered tetragonal crystal, where c is the lattice periodicity in the z direction (though, as shown in Eq. (G8), kz = 2pi/c
is not a reciprocal lattice vector). (d) In the 1D hinge BZ of a z-directed rod, all of the points in the planes at kz = 0, 2pi/c
project to the hinge TRIM point Γ¯, and all of the points at kz = ±pi/c project to the hinge TRIM point Z¯. As long as Dirac
points along a fourfold axis in the BZ do not lie exactly in the kz = ±pi/c planes, there will be a finite distance between their
projections in the 1D hinge BZ, allowing for the presence of HOFA states under the symmetry conditions in Appendix G 1.
We show in Fig. 25(b,c) the bulk BZ planes that project to hinge TRIM points (Fig. 25(d)); note that the Γ and
M points in successive BZs lie in the same planes at kz = 0, 2pi/c, where c is the lattice spacing in the c direction
(though in the bulk crystal, 2pi/c is not a reciprocal lattice vector (Eq. (G8))). Therefore, all of the points in these
planes project to the hinge TRIM point Γ¯ (Fig. 25(d)). The N and P points and their time-reversal and fourfold
rotation partners N ′ and P ′ also lie in the same bulk BZ planes at kz = ±pi/c (Fig. 25(c)), and all project to the
same hinge TRIM point Z¯. Therefore, if a Dirac point along ΓM lies exactly at pi/c, its time-reversal partner will
also lie in the same plane in the next BZ, and both Dirac points will project to Z¯. This situation is analogous to the
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armchair termination of graphene (Fig. 24(b)): because both Dirac points project to the same point in the hinge BZ,
there is no region between their projections for HOFA states to span, and so HOFAs will not be present. However,
as the SGs in Table X do not contain additional symmetries that can force Dirac points to lie exactly at kz = pi/c,
it is extremely unlikely for band-inversion-driven18,74 Dirac points in real materials to lie in these planes. Therefore,
HOFAs should still be generic features of fourfold-symmetric rods of body-centered Dirac semimetals with the SGs
listed in Table X.
The difference between armchair-terminated graphene and body-centered HOFA Dirac semimetals can be summa-
rized by recognizing that the 3D HOFA Dirac points analyzed in this section arise from band inversion, and are thus
free to shift in momentum along high-symmetry BZ lines (they are “enforced semimetals” in nomenclature of Ref. 159),
whereas, conversely, the Dirac points in graphene are pinned by band connectivity to the high-symmetry BZ points1,22
K and K ′ (graphene is an “enforced semimetal with Fermi degeneracy” in the nomenclature of Ref. 159). For example,
if the Dirac points in a body-centered 3D semimetal were instead hypothetically characterized by four-dimensional
corepresentations162 pinned to the P and P ′ points (Fig. 25(a,c)), then they would lie exactly at kz = ±pi/c, and
would not exhibit HOFA states (Fig. 25(d)).
Appendix H: First-Principles Calculation Details
1. HOFA States in KMgBi
Among the previously synthesized materials that fulfill the criteria for HOFAs derived in Appendix G (Table X), we
identify the candidate HOFA Dirac semimetal KMgBi in SG 129 (P4/nmm1′)58,59,134 (Inorganic Crystal Structure
Database (ICSD)155 No. 616748, further details available at22,115,116,159 https://topologicalquantumchemistry.
org/#/detail/616748). We calculate the electronic structure of KMgBi from first principles with the projector
augmented wave (PAW)165 method as implemented in the VASP package166,167 (Fig. 26(a,b) and Fig. 4 of the main
text). In KMgBi, the Bi atoms occupy the 2c Wyckoff position and each exhibit an oxidation state of 3−; this implies
that all 6 occupied bands near the Fermi energy (EF ) arise from Bi p orbitals in the limit of vanishing spin-orbit
coupling (SOC) (Fig. 26(a)). As there are two Bi atoms per unit cell, these p-orbitals can form bonding and anti-
bonding states. In SG 129, the Γ and Z points have little co-groups isomorphic to point group 4/mmm1′ (D4h), and
points along the line ΓZ have little groups isomorphic to magnetic point group 4/m′mm (Appendix C). We therefore
label bands at Γ and Z using the notation employed in Appendix C (Eqs. (C6) and (C7)) and Appendix E 2 (Eq. (E12))
for the irreducible corepresentations of 4/mmm1′ (Eqs. (C8), (E14), and (E13)). In this notation, ρi indicates the ith
irreducible representation of 4mm, the I- (and I × T -) broken unitary subgroup of 4/mmm1′ (and 4/m′mm); bars
indicate double-valued (co)representations; and the corepresentations of 4/mmm1′ at Γ and at Z are labeled with
additional ± superscripts to indicate whether they have positive or negative parity (I) eigenvalues. Specifically, the
numbering for ρi is chosen to match the order of irreducible representations displayed in the REPRESENTATIONS:
DBG tool on the BCS22,102 for the Γ point of the unitary subgroup of SG 99 P4mm1′, which is isomorphic to 4mm.
At Γ and Z, in the absence of SOC, the bonding and antibonding states nearest the Fermi energy are characterized
by the single-valued corepresentations ρ+1 and ρ
−
5 , respectively
102,103,113 (Fig. 26(a)). In terms of the corepresentations
of point group113 4/mmm1′:
ρ+1 ≡ A1g, ρ−5 ≡ Eu. (H1)
In first-principles calculations incorporating the effects of SOC, SOC drives a band inversion in KMgBi at Γ between
states labeled by double-valued corepresentations with opposite inversion characters (parity eigenvalues). Specifically,
after this SOC-driven band inversion, the states just above and below EF at Γ are characterized by ρ¯
−
6 and ρ¯
+
7 ,
respectively (Fig. 26(b)), whose C4z and I inversion characters are respectively given by:
χρ¯−6
(C4z) =
−1 + i√
2
+
−1− i√
2
= −
√
2, χρ¯+7
(C4z) =
1 + i√
2
+
1− i√
2
=
√
2, χρ¯−6
(I) = −2, χρ¯+7 (I) = 2, (H2)
where χρ(g) is the character of the unitary symmetry g in the irreducible representation ρ, and is equivalent to
the trace of the matrix representation of g (i.e., the sum of the symmetry eigenvalues of g in ρ). In terms of the
corepresentations of point group113 4/mmm1′:
ρ¯−6 ≡ E¯2u, ρ¯+7 ≡ E¯1g. (H3)
Because, SOC drives bands with opposite parity eigenvalues to become inverted at Γ, the Hamiltonian of the kz = 0
plane of KMgBi is topologically equivalent to a 2D TI, as occurs in many other topological semimetals10, such as
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FIG. 26: The electronic structure of KMgBi in SG 129 P4/nmm1′ as calculated from first principles. Bands (a) without and
(b) with spin-orbit coupling (SOC), labeled by the single- and double-valued corepresentations, respectively, of point group
4/mmm1′ (D4h), to which the little co-groups at Γ and Z are isomorphic. In (a), the highest valence band comes from an
antibonding combination of Bi p orbitals, and the lowest conduction band comes from a K s orbital. In (b), the effects of
SOC drive a band inversion along ΓZ, resulting in a time-reversed pair of symmetry-stabilized Dirac points at kx = ky = 0,
kz = ±kcz, where kcz = 0.06085 (2pi/c). (c) Bands fitted from the k · p Hamiltonian in Eq. (H4) (red) to the bands obtained
from first-principles calculations (black). (d) The nested Wilson loop of the k · p Hamiltonian in Eq. (H4) with the parameters
in Table XI. To obtain the nested Wilson phase θ2(kz) in (d), we first calculate the x-directed Wilson loop W1(ky, kz) over the
lower two bulk bands, and then calculate the y-directed nested Wilson loop32,33,47 over the lower Wilson band of W1(ky, kz).
The resulting nested Wilson loop W2(kz) has only a single eigenvalue θ2(kz) at each value of kz, and indicates a nontrivial
nested Berry phase of pi for the values of kz with HOFA states in Fig. 4(d) of the main text (0 < |kz| < kcz).
Na3Bi
19,21,127,131–133, both the room- (α) and intermediate-temperature (α′′) phases of Cd3As2 (Refs. 10,18,20,168,169
and Appendix H 2), and WC170. Specifically, incorporating the effects of SOC in KMgBi, the product of the parity
eigenvalues per Kramers pair up to the Fermi energy is positive at Γ and negative at X, X ′, and M . The Hamiltonian
of the kz = 0 plane is therefore Z2-nontrival by the Fu-Kane parity index37. As shown in Fig. 26(b), because the
bands that cross along ΓZ are labeled by ρ¯−6 and ρ¯
+
7 at the TRIM points, then the Hamiltonian of the kz = 0 plane
also exhibits the same fourfold rotation eigenvalues as a QI in p4m (Appendices C and F 1). This indicates that, at
intermediate values of kz, bands must be labeled by ρ¯6,7, and implies that their crossing (Dirac) points must exhibit
HOFA states when projected to the hinges of fourfold-symmetric nanorods (Appendices E 1 and G).
TABLE XI: The parameters used to fit the bands of the k · p theory in Eq. (H4) to the first-principles electronic structure of
KMgBi in the vicinity of the Γ point (Fig. 26(c)).
C0 (eV) C1 (eV/A˚
2) C2 (eV/A˚
2) A (eV/A˚) M0 (eV) M1 (eV/A˚
2) M2 (eV/A˚
2) B1 (eV/A˚
3) B2 (eV/A˚
3)
-0.06595 31.58273 7.89568 2.51327 -0.06595 -31.58273 -13.42266 -124.0251 0
To demonstrate the presence of hinge-localized HOFAs in KMgBi, we form a p4m, I-, and T -symmetric, four-band
k ·p theory near the Γ point. We choose the basis in which bands characterized by ρ¯+7 are labeled |s, ↑〉 and |s, ↓〉, and
bands characterized by ρ¯−6 are labeled |px + ipy, ↑〉 and |px − ipy, ↓〉. It is important to note that, because we are here
using px,y orbitals, and not pz orbitals, then the spinful states labeled by |px + ipy, ↑〉 and |px − ipy, ↓〉 exhibit the
73
same fourfold rotation eigenvalues (but not the same parity eigenvalues) as spinful dx2−y2 orbitals (Appendices C, F 1,
and F 2); therefore, as shown in Appendix F 1, we expect Eq. (H4) to exhibit the same HOFA states as the p − d-
hybridized Dirac semimetal in Appendix E 2. Using these four states, we formulate a k · p Hamiltonian that is the
same to quadratic order as the one introduced in Ref. 18 for the Dirac points in the centrosymmetric phases of Cd3As2
(in Appendix H 2, we detail calculations showing HOFA states in α′′-Cd3As2):
HΓ(~k) = 0(~k) +

M(~k) Ak+ 0 B
∗(~k)
Ak− −M(~k) B∗(~k) 0
0 B(~k) M(~k) −Ak−
B(~k) 0 −Ak+ −M(~k)
 ,
where:
0(~k) = C0 + C1k
2
z + C2(k
2
x + k
2
y), k± = kx ± iky, B(~k) = B1kczk2+ +B2kczk2−,
M(~k) = M0 −M1k2z −M2(k2x + k2y). (H4)
We chose M0,M1,M2 < 0 to reproduce the band inversion, and set 0(~k)→ 0 for simplicity. Using our first-principles
calculations, we predict that the two Dirac points in KMgBi are located at (0, 0,±kcz) with kcz = 0.06085 (2pi/c) =
0.046 A˚−1. Using the energy ordering of the irreducible representations ρ¯6,7 (Appendices C and E 1) and the nested
Wilson loop32,33 (Fig. 26(d)), we deduce that kz slices with topological quadrupole moments and hinge-localized
HOFA states occur between 0 < |kz| < kcz. Fitting the model in Eq. (H4) to the calculated electronic structure
(Fig. 26(c)), we obtain the k · p parameters listed in Table XI.
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FIG. 27: The band structure of a square, z-directed rod of a tight-binding model obtained from the k · p theory in Eq. (H4)
and fit to the first-principles electronic structure of KMgBi in the vicinity of the Γ point (Fig. 26(c)) using the parameters in
Table XI. Because the rod preserves spinful I × T symmetry (or alternatively, because the rod preserves the spinful x and y
reflection symmetries of Eq. (H4), whose representations anticommute), the bands are doubly degenerate74,89. Fixing the rod
filling to that of the bulk Dirac points, we label the two highest valence (lowest conduction) bands in red (blue). Though the
hinge projection of the bulk Dirac point at kcz = 0.06085 (2pi/c) is split by finite-size effects, we still observe four, half-filled
HOFA states at 0 < |kz| < kcz (which are split into two occupied (red) and two unoccupied (blue) HOFA states by finite-size
effects).
We then map this fitted k · p theory to a lattice tight-binding model, following the procedure employed in Ref. 18.
Next, we cut the lattice tight-binding model into a fourfold-symmetric (square) rod that is finite in the x and y
directions and infinite in the z direction and calculate its bulk, surface, and hinge states (Fig. 27); in particular, we
observe that the four hinge states closest to the Fermi energy are half-filled, in agreement with the characterization
of the corner modes of a QI in Fig. 14. However, because the spinful rod groups do not host symmetry-stabilized
four-dimensional corepresentations away from rod TRIM points89,102, then there is no crystal symmetry that can force
the bands corresponding to the bulk Dirac points and HOFA hinge states to appear in strict fourfold degeneracies in
the rod bands in Fig. 27; instead, their fourfold degeneracy is only restored in the thermodynamic limit that states
along the rod do not hybridize. Therefore, because of finite-size effects, the hinge projections of the bulk Dirac points
and the HOFA hinge states split into two sets of states in the rod bands in Fig. 27.
Next, to visualize the HOFA state that appears on a single hinge of a macroscopic, z-directed sample of KMgBi, we
perform a hinge Green’s function calculation, the results of which are shown in Fig. 4(d) of the main text. To isolate
the surface and corner (hinge) states, we first form a slab of the tight-binding model in Eq. (H4) that is infinite in
the z direction, semi-infinite in the x direction, and large (∼ 60 unit cells) in the y direction. We then employ hinge
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Green’s functions to calculate the hinge states localized on just a single edge of the semi-infinite slab (Fig. 4(d) of the
main text). We observe clear HOFA states connecting the hinge projections of the bulk 3D Dirac points to the hinge
projections of the 2D topological surface cones of the Z2-nontrivial bulk plane at kz = 0 (Fig. 4(d) of the main text).
Unlike in our previous rod calculation (Fig. 27), the semi-infinite slab used to calculate the hinge Green’s function
exhibits strongly broken fourfold rotation symmetry, and is therefore not strictly required to exhibit topological HOFA
states, which may be removed through surface gap closures, analogous to the corner modes of the C4z-broken QI in
Ref. 32. Nevertheless, in the Green’s function of a single hinge (Fig. 4(d) of the main text), we still observe the same,
isolated, half-filled HOFA state as is present on each of the four hinges in the fourfold-symmetric rod tight-binding
calculation (Fig. 27) that we performed to confirm the presence of intrinsic HOFA states in KMgBi. We postulate
that this is because the slab still has 90-degree corners, like in the square rod calculation (Fig. 27), and because it is
very (infinitely) large in the xy-plane compared to the hoppings in Eq. (H4); therefore, at most (if not all) kz points
with HOFA states in the hinge Green’s function calculation (Fig. 4(d) of the main text), a very large suface potential
may be required to change the sign of the surface (edge) gap from its value in the fourfold-symmetric rod calculation
(Fig. 27).
2. HOFA States in α′′-Cd3As2
We also find that the criteria for HOFAs in Appendix G (Table X) are satisfied by the archetypal Dirac semimetal
Cd3As2 in both its room- (α) and intermediate-temperature (α
′′) phases (SGs 142 (I41/acd1′) and 137 (P42/nmc1′),
respectively)18,20,56,171. Because of its simple primitive tetragonal Bravais lattice, we here focus on α′′-Cd3As2, though
the calculations performed in this section could also be adapted to characterize the HOFA states in α-Cd3As2 after
carefully mapping its body-centered lattice to a primitive tetragonal rod (Appendix G 2).
The α′′ phase of Cd3As2 (ICSD155 No. 609930) has been extensively studied in theoretical works18,56,171, and
has been stabilized in experiment in single crystalline form at room temperature and below by 2% zinc doping57.
Furthermore, as Zn is isoelectronic to Cd, this doping should not affect the Fermi level. In Fig. 28(b,a), we show
the electronic structure of α′′-Cd3As2 calculated from first principles with and without incorporating the effects of
SOC, respectively, obtained using the same methodology previously employed to calculate the electronic structure of
KMgBi (Appendix H 1). As with KMgBi in Appendix H 1, the little co-group of the Γ point is isomorphic to point
group 4/mmm1′ (D4h) (though unlike in KMgBi, the little co-group of the Z point is here not isomorphic to a point
group74,89,152, because of the projective action of the fractional lattice translation in the 42 screw symmetry in SG 137
P42/nmc1
′). The representation labels of the bands in Fig. 28(a,b) were obtained from first principles, are given in
the convention previously established in Appendix H 1, and agree with the results of previous investigations18,20,56,171
of α′′-Cd3As2. In terms of the corepresentations of point group113 4/mmm1′, the single-valued corepresentations in
Fig. 28(a) are related by the equivalences:
ρ+1 ≡ A1g, ρ−3 ≡ A2u, ρ−5 ≡ Eu. (H5)
When the effects of SOC are incorporated, the corepresentations at Γ are labeled by ρ¯−6 , ρ¯
+
7 , where the s42z and I
characters of ρ−6 and ρ¯
+
7 were previously given in Eq. (H2) (s42z exhibits the same set of eigenvalues and commutation
relations with other spatial symmetries as C4z at the Γ point of any SG
89), and where the s42z and I characters of
ρ¯−7 are:
χρ¯−7
(s42z) =
1 + i√
2
+
1− i√
2
=
√
2, χρ¯−7
(I) = −2. (H6)
In terms of the double-valued corepresentations of point group113 4/mmm1′:
ρ¯−6 ≡ E¯2u, ρ¯+7 ≡ E¯1g, ρ¯−7 ≡ E¯1u. (H7)
Away from the TRIM points Γ and Z, bands along ΓZ cross to form a time-reversed pair of symmetry-stabilized
Dirac points at kx = ky = 0, kz = ±kcz, where kcz = 0.125 (2pi/c) (Fig. 28(b)), where the crossed bands are labeled by
ρ¯6,7 of 4mm with an additional I×T symmetry whose symmetry-representation commutation relations contain phases
that reflect the 42 screw symmetry in SG 137 P42/nmc1
′ (Appendices C and G 1 a). Furthermore, α′′-Cd3As2 crystals
in SG 137 are theoretically capable of being shaped into nanowires with fourfold axes, as discussed in the caption
of and text surrounding Table X (indeed nanowires172 and z- (c-axis-) directed samples68 of the room-temperature
(α) phase of Cd3As2 in SG 142 (I41/acd1
′) have already been synthesized in experiment). Therefore, as shown in
Appendices E 1 and G, a c-axis-directed, 42-screw-symmetric nanowire of α
′′-Cd3As2 should exhibit HOFA states on
its 1D hinges.
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FIG. 28: The electronic structure of α′′-Cd3As2 in SG 137 P42/nmc1′ calculated from first principles. Bands (a) without and
(b) with spin-orbit coupling, labeled by the single- and double-valued corepresentations, respectively, of point group 4/mmm1′
(D4h), to which the little co-group at Γ is isomorphic. (c) Bands fitted from the k · p Hamiltonian in Eq. (H4) (green) to the
bands obtained from first-principles calculations (black).
To demonstrate the presence of HOFA states in α′′-Cd3As2, we follow the same procedure previously employed
for KMgBi in Appendix H 1. We introduce the k · p Hamiltonian in Eq. (H4) to model the electronic structure of
α′′-Cd3As2 calculated from first principles (Fig. 28(b)). Unlike previously with KMgBi, there is an additional subtlety
in using Eq. (H4) to model the low-energy electronic structure of α′′-Cd3As2. As shown in Fig. 28(b) and discussed
in detail in Ref. 18, the electronic structure of α′′-Cd3As2 features multiple band inversions and split representations
at the Γ point: specifically, after incorporating the effects of SOC, the inverted bands closest to the Fermi energy
are labeled by corepresentations with different s42z eigenvalues and the same parity eigenvalues (ρ¯
−
6,7), and there
is a second, larger band inversion, also at Γ, between bands with opposite parity eigenvalues (the valence band of
which is labeled with ρ¯+7 ). To simplify the description of the bands at the Fermi energy, we follow the procedure
developed in Ref. 18, and use a four-band tight-binding model in which the valence states at Γ closest to the Fermi
energy (ρ¯−7 ) in Fig. 28(b) are replaced with states labeled by ρ¯
+
7 , reflecting the summed parity and fourfold rotation
eigenvalues of the entire valence manifold at Γ. As shown in Ref. 18, this simplified description still captures the
band inversion in α′′-Cd3As2 between Kramers pairs of Cd 5s orbitals and the mj = ±3/2 subset of spinful As 4px,y
orbitals, because spinful mj = ±3/2 p orbitals (i.e. px + ipy, ↑ and px − ipy, ↓ orbitals) were previously shown in
Appendix H 1 to exhibit the same fourfold rotation eigenvalues (but not the same parity eigenvalues) as spinful dx2−y2
orbitals (Appendices C, F 1, and F 2).
TABLE XII: The parameters used to fit the bands of the k · p theory in Eq. (H4) to the first-principles electronic structure of
α′′-Cd3As2 in the vicinity of the Γ point (Fig. 28(c)).
C0 (eV) C1 (eV/A˚
2) C2 (eV/A˚
2) A (eV/A˚) M0 (eV) M1 (eV/A˚
2) M2 (eV/A˚
2) B1 (eV/A˚
3) B2 (eV/A˚
3)
-0.066 9.8696 12.23831 0.62832 -0.07 -18.16007 -18.94964 124.025106 0
Next, we fit the bands of the simplified k · p theory in Eq. (H4) to the first-principles electronic structure of α′′-
Cd3As2 (Fig. 28), obtaining the fitting parameters listed in Table XII. We then map this fitted k ·p theory to a lattice
tight-binding model, which we place on a fourfold-symmetric rod finite in the x and y directions, and calculate its
surface and hinge states (Fig. 29). In α′′-Cd3As2, it is well documented that the Hamiltonian of the kz = 0 plane
is equivalent to a 2D TI10,20,169, whose edge states correspondingly manifest as rod surface states at kz = 0. In
both the complete DFT description of α′′-Cd3As2 (Fig. 28(b)) and in Eq. (H4) with the fitting parameters listed in
Table XII, the Hamiltonian of the kz = 0 plane also exhibits the same fourfold rotation eigenvalues as a QI in p4m
(Appendices C and F 1). As shown in Appendix F 1, this indicates that the TI surface states at kz = 0 will gap into
HOFA hinge states away from kz = 0. In our rod calculation, we also observe four, half-filled hinge states connecting
the hinge projections of the bulk 3D Dirac points to the projections of the 2D TI cones at kz = 0. Finally, using the
semi-infinite slab construction described in Appendix H 1, we use hinge Green’s functions to calculate the states on a
single hinge of a large, z-directed crystal of α′′-Cd3As2, the results of which are shown in Fig. 4(c) of the main text.
The hinge spectrum exhibits clear HOFA states connecting the hinge projections of the bulk 3D Dirac points to the
hinge projections of the 2D topological surface cones of the 2D-TI-equivalent bulk plane at kz = 0.
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FIG. 29: The band structure of a square, z-directed rod of a tight-binding model obtained from the k · p theory in Eq. (H4)
and fit to the first-principles electronic structure of α′′-Cd3As2 in the vicinity of the Γ point (Fig. 28(c)) using the parameters
in Table XII. Because the rod preserves spinful I × T symmetry (or alternatively, because the rod preserves the spinful x and
y reflection symmetries of Eq. (H4), whose representations anticommute), the bands are doubly degenerate74,89. Fixing the
rod filling to that of the bulk Dirac points at kz = ±kcz, where kcz = 0.125 (2pi/c), we label the two highest valence (lowest
conduction) bands in red (blue). We observe four, half-filled HOFA states connecting the hinge projection of the surface TI
cone at kz = 0 to hinge projection of a bulk Dirac point.
3. HOFA States and Fragile Corner Modes in β′-PtO2
Finally, we also use first-principles and tight-binding calculations to demonstrate the presence of HOFA states
and related fragile-phase corner modes in the candidate Dirac semimetal60,61,173,174 PtO2 in its rutile-structure
(β′) phase (SG 136 (P42/mnm1′), ICSD155 No. 647316, further details available at22,115,116,159 https://
topologicalquantumchemistry.org/#/detail/647316), which satisfies the criteria for HOFA states derived in Ap-
pendix G. In β′-PtO2, the Pt atoms occupy the 2a Wyckoff position and the O atoms occupy the 4f position. In
Fig. 30(b,a), we respectively show the electronic structure of β′-PtO2 with and without incorporating the effects of
SOC, calculated using the same methodology previously employed for KMgBi (Appendix H 1). Even before incor-
porating the effects of SOC, spin-degenerate bands in β′-PtO2 are already strongly inverted at Γ. Specifically, the
valence and conduction bands in β′-PtO2 (Fig. 30(a,b)) only cross in the vicinity of inverted bands at the Γ point,
though there are also additional electron and hole pockets from bands that do not connect across the gap nearest the
Fermi energy. In the absence of SOC, the inverted states at Γ are labeled by the single-valued corepresentations ρ+3,4 of
the little co-group of the Γ point of SG 136, which is isomorphic to point group 4/mmm1′ (D4h), and where corepre-
sentations are labeled using the convention previously established in Appendix H 1. In terms of the corepresentations
of point group113 4/mmm1′, the single-valued corepresentations in Fig. 30(a) are related by the equivalences:
ρ+3 ≡ A2g, ρ+4 ≡ B2g. (H8)
When the effects of SOC are incorporated (Fig. 30(b)), the nodal lines near Γ split into a time-reversed pair of Dirac
points located at ~k = (0, 0,±kcz), where kcz = 0.1663 (2pi/c) = 0.33386 A˚−1. In the electronic structure of β′-PtO2
incorporating SOC, the bands closest to the Fermi energy at Γ are labeled by ρ¯+6,7, whose s42z and I characters were
previously listed in Eqs. (H2) and (H6), and which are related to the corepresentations of 4/mmm1′ through the
equivalences:
ρ¯+6 ≡ E¯2g, ρ¯+7 ≡ E¯1g, (H9)
again noting, as we did previously in Appendix H 2, that s42z exhibits the same set of eigenvalues and commutation
relations with other spatial symmetries as C4z at the Γ point of any SG
89.
Unlike, in the previous HOFA Dirac semimetals KMgBi and α′′-Cd3As2 (Appendices H 1 and H 2, respectively),
because the Dirac points in β′-PtO2 originate from a single band inversion between bands with the same parity
eigenvalues (Eqs. (H2) and (H6)), the Hamiltonian of the kz = 0 plane is not equivalent to a 2D TI. Instead, because
the inverted bands exhibit different fourfold rotation eigenvalues (and the same parity eigenvalues), the Hamiltonian
of the kz = 0 plane of β
′-PtO2 is equivalent to a CMz = 2 mirror TCI
10,42,61,124 (Eq. (E25)). As in the model of
an s − d-hybridized 3D Dirac semimetal introduced in this work (Eqs. (A1) and (A6)), the nontrivial mirror Chern
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FIG. 30: The electronic structure of β′-PtO2 in SG 136 P42/mnm1′. Bands (a) without and (b) with spin-orbit coupling,
labeled by the single- and double-valued corepresentations, respectively, of point group 4/mmm1′ (D4h), to which the little
co-group at Γ is isomorphic. (c) Bands fitted from the k · p Hamiltonian in Eq. (H10) (red) to the bands obtained from
first-principles calculations (black). The Dirac points in β′-PtO2 lie along ΓZ in (b,c).
TABLE XIII: The parameters used to fit the bands of the k · p theory in Eq. (H10) to the first-principles electronic structure
of β′-PtO2 in the vicinity of the Γ point (Fig. 30(c)).
0 (eV) 1 (eV/A˚
2) 2 (eV/A˚
2) M0 (eV) M1 (eV/A˚
2) M2 (eV/A˚
2) A (eV/A˚) B (eV/A˚) C (eV/A˚)
-0.04 2.3 4.023 0.45 -4.90 -8.046 1.6 1.3 0.4
number CMz = 2 of the Hamiltonian of the kz = 0 plane necessitates the presence of two, twofold degenerate TCI
cones at kz = 0 on Mz-preserving surfaces (Fig. 13(b,c)). We note that the Hamiltonian of the kz = 0 plane also
exhibits the same fourfold rotation eigenvalues as a QI in p4m (Appendices C and F 3); as shown in Appendix F 3,
this indicates that the TCI surface states at kz = 0 will gap into HOFA hinge states away from kz = 0.
To calculate the HOFA states in β′-PtO2, we first form a 4 × 4 k · p Hamiltonian of the bands closest to the
Dirac points at the Fermi energy. Because the inverted bands in β′-PtO2 have different parity and fourfold rotation
eigenvalues than in KMgBi and α′′-Cd3As2, then we cannot employ the previous model of Eq. (H4). Instead, we begin
by defining a different four-band basis in which the two states labeled with ρ¯+7 (ρ¯
+
6 ) are denoted as
∣∣± 12〉 (∣∣± 32〉),
which we summarize in a Pauli-matrix notation in which τ indexes orbital components (i.e. J = 12 ,
3
2 ) and σ indexes
spin components (i.e., sgn(mj) = sgn(± 12 ) or sgn(± 32 )). In this basis, the four-band k · p Hamiltonian of the bands
closest to the Fermi energy in β′-PtO2 takes the form:
HΓ(~k) = (~k)1τσ +M(~k)τ
z +A(k2x − k2y)τx + τy(Bkxkyσz + Ckykzσx + Ckxkzσy), (H10)
where 1τσ is the 4× 4 identity and:
(~k) = 0 + 1k
2
z + 2(k
2
x + k
2
y), M(
~k) = M0 +M1k
2
z +M2(k
2
x + k
2
y). (H11)
In particular, Eq (H10) is identical to the k · p Hamiltonian of the Γ point of the four-band model of an s − d
hybridized Dirac semimetal in SG 123 P4/mmm1′ introduced in this work (Eqs. (A1) and (A6)), and therefore
satisfies the symmetry representation used throughout this work (Table I of the main text). To model the electronic
structure of β′-PtO2, we map the k · p theory in Eq. (H10) to a lattice tight-binding model, which we then fit to the
electronic structure of β′-PtO2. From this, we obtain the fitting parameters listed in Table XIII.
Next, to identify and characterize the hinge states in β′-PtO2 we follow the procedure detailed in Appendix H 1.
First, we calculate the bands of a fourfold-symmetric, z-directed rod of the lattice tight-binding model obtained from
Eq. (H10). In agreement with analysis performed throughout this work, when we fix the system filling to that of the
Dirac points, we observe in Fig. 31(a) a single, half-filled set of four HOFA states connecting the hinge projections
of the bulk Dirac points to the projections of the 2D TCI cones at kz = 0 (which have been gapped by finite-size
effects, as indicated by the blue arrows in Fig. 31(a)), as well as a second set of empty HOFA states above them in
energy. As previously discussed in Appendix H 1, because the spinful rod groups do not host symmetry-stabilized
four-dimensional corepresentations away from rod TRIM points89,102, then there is no crystal symmetry that can force
the HOFA hinge states to appear in strict fourfold degeneracies in the rod bands in Fig. 31; instead, their fourfold
degeneracy is only restored in the thermodynamic limit that states along the rod do not hybridize. Therefore, because
of finite-size effects, the eight HOFA hinge states in Fig. 31(a) split into four sets of two states, which are labeled, in
increasing energy, with red, blue, orange, and black.
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FIG. 31: (a,b) The band structures of square, z-directed rods of tight-binding models obtained from the k ·p theory in Eq. (H10)
and fit to the first-principles electronic structure of β′-PtO2 in the vicinity of the Γ point (Fig. 30(c)) using the parameters in
Table XIII, plotted respectively in the absence (a) and presence (b) of an external electric field modeled by setting D = 0.04
(eV/A˚) in Eq. (H12). Because the rod in (a) preserves spinful I × T symmetry (or alternatively, because the rod in (a)
preserves the spinful x and y reflection symmetries of Eq. (H10), whose representations anticommute), the bands in (a) are
doubly degenerate74,89; in (b), even though I ×T is broken by the external electric field, the anticommuting x and y reflections
are still preserved, and the rod bands remain doubly degenerate. In (a,b), fixing the rod filling to that of the bulk Dirac
points, we label the two highest valence (lowest conduction) bands in red (blue), and label the next two highest valence (lowest
conduction) bands in green (orange). In (a), the TCI surface states at kz = 0 are split by finite-size effects (blue arrows in (a)
at kz = 0), but we still observe eight hinge-localized surface states spanning from kz = 0 to the hinge projection of the bulk
Dirac point at kcz = 0.1663 (2pi/c); these eight bands correspond to the bands labeled in red, blue, and orange, as well as the
black pair of conduction bands immediately above the orange pair of bands. Of these eight states, only two (the red bands) are
filled. When the effects of an external field are incorporated in (b), the TCI surface states split in the hinge spectrum calculated
through hinge Green’s functions (Fig. 5(c) of the main text), but the rod spectrum remains nearly identical to (a) ((a) and (b)
are only distinguished by the growing gap at kz = 0 between the red and green pairs of bands, and by the shrinking gap at
kz = 0 between the orange pair of bands and the lowest black pair of conduction bands). In (b), we interpret the eight HOFA
states identified in (a) as connecting to four, quarter-filled Kramers pairs of states at kz = 0 (blue circles in (b) at kz = 0)
whose eightfold degneracy is split in the rod spectrum by finite-size effects, and which correspond to the Kramers pairs of hinge
states at kz = 0 in the hinge Green’s function shown in Fig. 5(c) of the main text.
To isolate the states on a single hinge, we then calculate the hinge Green’s function of a semi-infinite slab (Ap-
pendix H 1), which we plot in Fig. 5(b) of the main text. At each hinge k point between |kz| = 0, kcz we observe
two narrowly split hinge states with an overall one-quarter filling. This agrees with the analysis performed in Ap-
pendix F 3. Specifically, the hinge spectrum at each k point with HOFA states in Fig. 5(b) of the main text represents
the particle-hole conjugate of the particle-hole-broken QI corner spectrum in Fig. 19(c).
Crucially, unlike the surface 2D TI cones in KMgBi and α′′-Cd3As2 (Appendices H 1 and H 2, respectively), the
surface 2D TCI cones in β′-PtO2 are only protected by Mz symmetry, and therefore can be gapped without breaking
T symmetry. As shown in the main text and discussed in detail in Appendices D and F 3, breaking Mz while keeping
fourfold rotation, in-plane reflection, and T symmetries gaps the surface cones of a CMz = 2 2D TCI formed from band
inversion at Γ (such as the kz = 0 plane of β
′-PtO2) into the Kramers pairs of corner modes of a fragile topological
phase. Because the corner states are a manifestation of an anomalous absence of (2 + 8n or 6 + 8n) states from
the valence manifold in the kz = 0 plane, and are a property of the inverted (fragile) bands near the Fermi energy
(Appendix F 3), then they remain present even when trivial bands below the Fermi energy are added to trivialize the
fragile valence manifold. To gap the surface TCI cones in our model of β′-PtO2, we introduce a term that breaks Mz
and I symmetries while preserving fourfold rotation, in-plane reflection, and T symmetries:
HelΓ (
~k) = HΓ(~k) +Dτ
z(σxky − σykx), (H12)
where HΓ(~k) is given in Eq. (H10). The D term in Eq. (H12) can be induced in experiment by directing an external
electric field that is spatially constant (or slowly varying on the scale of the lattice spacing) along the z- (c-) axis of
a 42-screw-symmetric nanorod of β
′-PtO2. To demonstrate the presence of fragile-phase corner charges in β′-PtO2 in
an external field, we set D = 0.04 (eV/A˚) in Eq. (H12) and again calculate the bands of a fourfold-symmetric rod and
the hinge Green’s function of a semi-infinite slab (Appendix H 1). In the rod calculation (Fig. 31(b)), we observe that
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the electric field term in Eq. (H12) shifts in energy the four Kramers pairs of hinge states (blue circles in Fig. 31(b) at
kz = 0) that resulted from gapping the TCI surface states at kz = 0 (the surface states were already largely split by
finite-size effects in (a)); only two of the eight hinge states at kz = 0 (the red states) are filled when the system filling
is fixed to that of the Dirac points. Even though our rod calculation preserves fourfold rotation and T symmetry,
because the spinful rod groups do not host symmetry-stabilized eight-dimensional corepresentations89,102, then there
is no crystal symmetry that can force the bands corresponding to the eight Kramers pairs of fragile-phase corner
modes at kz = 0 in Fig. 31(b) to appear in a strict eightfold degeneracy; instead, their eightfold degeneracy is only
restored in the thermodynamic limit that states along the rod do not hybridize.
Finally calculating the hinge Green’s function of a z-directed macroscopic sample of β′-PtO2 in the presence of a
z-directed electric field (Fig. 5(c) of the main text), we observe well-isolated, quarter-filled fragile-phase corner modes
at kz = 0 connected to narrowly split pairs of half-filled and fully unoccupied HOFA states, in agreement with the
analysis in Appendix F 3. Specifically, the quarter-filled corner states at kz = 0 in Fig. 5(c) of the main text represent
the particle-hole conjugates of the three-quarters-filled fragile-phase corner modes observable at kz = 0 in the rod
bands of the model of an s−d-hybridized, noncentrosymmetric, fragile topological Dirac semimetal introduced in this
work (Fig. 3(h) of the main text and Appendix F 3).
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