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ABSTRACT
Integration of Kirillov form on a coadjoint orbit of Virasoro algebra yields the
coupling of a background field to Polyakov’s two dimensional quantum gravity. This
background field is used to be called the diffeomorphism field. Einstein’s gravity is
dynamically trivial in two dimensions. Moreover, the diffeomorphism field can be in-
terpreted as the gravitational analog of a Yang-Mills field. This raises the question of
whether the diffeomorphism field exists in higher dimensions, and plays an essential
role in gravity. With this motivation, several dynamical theories for the diffeomor-
phism field have been constructed by mimicking construction of Yang-Mills theory
from Kac-Moody algebra.
This thesis constitutes a further development for obtaining a consistent dynamical
theory of the diffeomorphism field. The previously proposed theories are thoroughly
examined, certain subtleties and problems in them have been discovered and made
apparent. Some of these problems have been solved, and for others possible routes
to follow have been laid down. Finally, alternative geometric approaches are investi-
gated.
iv
PUBLIC ABSTRACT
In 1687, Isaac Newton proposed a theory of gravity that successfully explained
phenomena ranging from the free-fall of an object to the orbiting of the planets around
the Sun. However, improved astronomical observations showed both qualitative and
quantitative problems with Newton’s theory. The bending of light and the observed
perihelion shift of Mercury are among the phenomena for which Newton’s theory
could not provide an accurate explanation.
In 1915, Albert Einstein proposed another theory of gravity, called general relativ-
ity, which is entirely different in its interpretation of gravity, yet reduces to Newton’s
theory for weak gravitational interaction. General relativity has provided a successful
description of gravity in the Solar system and explained the large scale structure of
the Universe.
However, new problems arose for which general relativity could not provide a sat-
isfactory explanation, in particular, the dark energy/matter problem. Visible matter
is insufficient to explain the observed expansion rate of the Universe. Moreover, Ein-
stein’s theory is not compatible with quantum mechanics, by now, the most successful
theory of physics. Hence, a further extension is needed.
A method frequently used in theoretical physics is to study models in lower di-
mensions where normally inaccessible mathematical features are present. Conformal
field theories in two dimensions, and a particular subset of them blended with super-
symmetry, string theories have been the central theme in theoretical physics in the
last thirty years. This thesis is on the diffeomorphism field, which is discovered in the
study of two-dimensional quantum gravity, and is being developed in hope of solving
some of the problems stated above.
v
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1CHAPTER 1
INTRODUCTION
The diffeomorphism field is introduced to the physics literature in [1]. The authors
obtained geometric actions by integrating the Kirillov form on the coadjoint orbits
of Kac-Moody (KM) and Virasoro algebras, two infinite-dimensional and centrally
extended Lie algebras1. These algebras are reviewed in Sections 2.3 and 2.4.
The parts of the geometric actions coming from the centers of KM and Virasoro
algebras are, respectively, Wess-Zumino-Witten (WZW) action [4] and Polyakov’s two
dimensional quantum gravity (P2DG) action in lightcone gauge (LCG) [5], describing
bosonization of the gauge and gravitational coupling of the chiral fermions in 2D.
WZW and P2DG theories are reviewed in Sections 3.1 and 3.2, and the construction
of the geometric actions on the coadjoint orbits of KM and Virasoro algebras in
Sections 3.3 and 3.4.
The remaining terms in the geometric actions suggest the following. The non-
central part of the KM coadjoint element can be identified as a background Yang-Mills
(YM) field coupled to the WZW field [6], [7]. Similarly, the non-central part of the
Virasoro coadjoint element can be identified as a background rank-two field coupled
to the Polyakov field. This rank-two field and its higher dimensional extensions are
called the diffeomorphism field, or the diff field in short. P2DG action in LCG is
considered [8] as the gravitational analog of WZW action. Diff field is, in the same
sense, the gravitational analog of YM field, which is central to the Standard Model.
In 2D, Einstein tensor identically vanishes so Einstein’s theory of gravity does
not provide dynamics for the spacetime metric. Einstein-Hilbert action yields Euler-
characteristic, providing only topological information about the spacetime. There-
1A similar analysis was also done in [3].
2fore, dynamics for gravity can arise only from quantum anomalies. P2DG action is
originally introduced as the effective action encoding the conformal anomaly [9] and
carries dynamical information. Since the background diff field couples to the Polyakov
metric, it provides a source for cosmological constant and its dynamics would affect
the spacetime. In particular, it may solve the dark energy puzzle.
If the 2D result, that the diff field is the gravitational analog of the YM field,
holds in higher dimensions then the graviton may not be described by the spacetime
metric or derivable from it, as has been thought. Alternatively, the diff field theory
may be constructed in a way to encompass Einstein’s theory to fix the quantization
problem. These are currently speculative statements, yet suggesting the motivation
of pursuing research on this subject. See, for instance, [10] for a quantum gravity
theory on a circle suggested along a similar idea.
There are two distinct approaches for constructing a dynamical theory for the
diff field, leaving aside the most recent approach to be discussed at the end. In
the first approach, Virasoro coadjoint action is considered as the Lie derivative of
a rank-two object. This rank-two object is not a tensor due to the central term in
its Lie derivative. Therefore, covariantization2 can not yield a scalar under general
coordinate transformations (GCTs) formed only from the diff field and its derivatives.
One needs to introduce other objects, which also do transform inhomogeneously, into
the theory in order to get a GCT-scalar Lagrangian.
Affine connection (metric or not) also transforms inhomogeneously. In fact, in 1D,
it is easy to obtain a particular functional of connection coefficients that transform in
the same way as a Virasoro coadjoint element (Section 2.4.4). However, extension of
this relation to higher dimensions is highly nontrivial (Section 2.4.5), so this approach
2By covariantization we mean lifting the space and time indices of tensors to space-
time indices, and lifting the partial spatial and temporal derivatives to covariant spacetime
derivatives.
3has been mostly evaded. Two places, where this approach is held, are [11] and [12].
The former claims to obtain a covariant action for the diff field. The latter is the
theory of a (1, 3)-field. We restrict our attention to the examination of rank-two
proposals for the diff field in this thesis.
In the second approach, one considers a rank-two tensor whose field theory yields
a constraint equation such that this constraint equation reduces in 1D to the isotropy
equation on Virasoro coadjoint orbits. This constraint is called the diff-Gauss law
since the analogous constraint of YM theory is the Gauss law, which reduces in 1D to
the isotropy equation on the KM coadjoint orbit. Since the main field of the theory is
proposed to be a tensor, covariantization yields a GCT-scalar. This is the approach
that has been followed the most.
There are two subcases to consider in the second approach. One can introduce
the diff-Gauss law as an implicit constraint i.e. one imposed on the phase space
via an equivalence relation (invariance under the field lift of the Virasoro coadjoint
transformation). In [2] authors followed this approach using [13] as a guide. They
introduced the Virasoro analog of the Wilson loop, and obtained a finite reduction
(i.e. a theory with a finite-dimensional phase space) of the diff field theory. We
review [13] in Section 5.2, and [2] in Section 5.3.
In the other subcase ( [14], [15], [16], [17], [18] ) the diff-Gauss law is made explicit
i.e. introduced into the action. This method is called the transverse action method.
By this method one recovers the gauge-invariant YM action from the gauge-fixed
contents of it. We do this construction in Section 4.2. An important part of this
thesis, Chapters 4, 5 and 6, is devoted to the examination of the tranverse formalism.
Let us outline the transverse formalism procedure to obtain the YM Lagrangian from
the KM algebra, and the diff field Lagrangian from the Virasoro algebra.
It is known that the coadjoint action, ad∗ΛA of KM algebra is equivalent to the
4gauge transformation, δΛA1 of a YM field in 1D. In 2D, it can be identified as the
residual gauge transformation of the spatial component of a YM field Aµ, in the
temporal gauge A0 = 0. To build the transverse Lagrangian associated with the KM
algebra one uses the latter identification. Introducing a conjugate momentum pi1 to
A1 one can obtain the gauge transformation of A1 through the Poisson bracket (PB)
relation δA1 = {A1,
∫
ΛG}. The generator G of the transformation is the well-known
Gauss law.
Next, one introduces a Lagrangian formed from the symplectic term ∂0A1pi
1, the
Hamiltonian pi1pi1 and the Gauss law times a Lagrange multiplier λ. Introducing
3 an
ansatz of the form pi1 = ∂0A1+... one recomputes the momentum from the constructed
Lagrangian. This yields the YM momentum for λ = A0, and the YM Lagrangian in
2D, ∼ pi1pi1 = F 01F01. One can straightforwardly lift this to higher dimensions, and
covariantize. Note that upon covariantization gauge structure of the YM theory is
preserved. That is, A0 is still nondynamical, and the Gauss law is still a first-class
constraint generating time-independent gauge transformations of Ai.
With the lead from KM-YM pair, one lifts the transformation of a Virasoro coad-
joint element D to the Lie derivative of a rank-two object Dµν , the diff field. This
transformation has a third-order inhomogeneous term ∂µ∂ν∂λξ
λ. Hence, Dµν does not
transform as a tensor at this point. In 2D, one can recover the transformation of D
as the Lie derivative of D11 under spatial, time-independent coordinate transforma-
tions. Introducing a conjugate momentum X11 to D11, one obtains the operator G1
generating δD11, namely, the diff-Gauss law. This operator is called the diff-Gauss
law because it is introduced precisely in the same way as the ordinary Gauss law.
Therefore, it is expected, in the end, to be a first-class constraint generating the Lie
3In the references listed above YM form of the momentum was directly assumed. Since
in the diff field case we do not know the final result to be reached, we proposed an ansatz
that could deduce the YM form.
5derivative δDij as a local symmetry of the theory just as the first-class constraint
Gauss law generates the gauge symmetry δAi.
Using the corresponding ingredients, i.e. the symplectic term ∂0DijX
ij, the
Hamiltonian X ijXij, and the diff-Gauss law Gi times its Lagrange multiplier D
i
0 , one
obtains a Lagrangian. Then one introduces the analogous ansatz4 X11 = ∂0D11 + · · ·
for the momentum, inserts it in the Lagrangian, and recomputes the momentum from
the constructed Lagrangian. With this momentum the Lagrangian attains the same
form as in YM theory ∼ X ijXij.
The following step is covariantization just as in the YM case. However, at the
starting point we had a nontensor rank-two field. Covariant derivative is not defined
on such an object and even if we blindly applied the covariant derivative formula of a
rank-two tensor to it, such a derivative would preserve non-covariance of the object.
Similarly, contraction of spacetime indices of such an object and its derivatives will not
yield a GCT-scalar Lagrangian. Hence, at this point diff field is regarded as a tensor.
Moreover, upon covariantization the Lagrange multiplier D i0 becomes dynamical, and
the diff-Gauss law is no more obtained as a constraint. Hence, contrary to the YM
case, at this step we lose connection to the origins of the theory. This is expected
because in the diff field case the local symmetry itself is coordinate invariance.
We construct the transverse action for the diff field in Section 4.3. Its supersym-
metric extension is obtained in Section 4.5 using [19] as a guide. We analyze the
transverse diff theory in 2D Minkowski spacetime before covariantization in Section
4Note that in the references stated above, the momentum was taken as X = D˙. We
observed that with this choice one does not recover back the same momentum from the
constructed Lagrangian. In fact the same kind of choice in the gauge theory case does not
yield YM Lagrangian.
The new ansatz leads to the momentum squared form of the diff Lagrangian, and one
obtains three and four-point self-interaction terms of the diff field, again in analogy with
the YM theory. To distinguish the modified and old theories in the analysis, we call the
latter, the BLRY theory. Whenever we would like to exemplify a computational technique
we use BLRY theory rather than the full theory for simplicity.
66.2, and the covariantized theory in Sections 5.4 and 5.5.
Interactions of the diff field is obtained by a prescription that emerges from exam-
ining the structure of the self-interaction of the diff field [16] in the transverse action.
When this prescription is applied to the point particle and spinor interactions, the
resulting expression suggests that the diff field is a perturbation to the spacetime met-
ric. We review interactions of the diff field in Section 4.4. Motivated by the coadjoint
action of the semidirect product of Virasoro and KM algebras, we treat the diff field
as transforming nontrivially under gauge transformations5. We examine application
of the interaction prescription to the spin-one coupling with this treatment.
Note that even if we turn off covariantization, and treat diff field as a nontensor,
the diff-Gauss law turns out to be inconsistent for the chosen standard kinetic term
(Section 6.3). In the Dirac-Hamiltonian analysis, new constraints arise, and these are
all derivable from the kinetic term. The diff-Gauss law turns out to be second-class
unless the kinetic term itself is a constraint. Hence, we turn the kinetic term into
a constraint. Then the diff-Gauss law becomes a first-class constraint, and no new
constraints arise. In this case, however, dynamics is lost (Section 6.4). We investigate
an alternative kinetic term in Section 6.5.
Note that although covariant transverse diff theory is inconsistent with its own
philosophy, it has mathematically consistent subcases i.e. gauge-fixed reductions
without constraint inconsistencies. Namely, it is not a theory with local Virasoro
symmetry, and the motivation coming from geometric actions is lost (i.e. diff field
being the gravitational analog of the gauge field), but it still provides subcases with
dynamical content (momenta, field equations and so on) that is related to the Virasoro
algebra in some way (e.g. appearance of the KdV equation and its variants). One
such case is in a gauge we call the chiral gauge. The diff-Gauss law does not arise, as
5In [11] also the diff field is treated this way.
7the field equation of D i0 component reduces to 0 = 0. In 2D, in this gauge, covariant
transverse theory reduces to a theory with two decoupled fields (one a function of
time only and the other a function of space only) which seems to be related to the
geometric action associated with the direct product of two Virasoro algebras (Section
3.6). We investigate this in Section 5.4.
In Section 6.6, we review the tranverse method, outline all its problems and dis-
cuss how they are related. We decide that the most important issue in the theory is
covariantization. We abandon covariantization and go back to the approach of treat-
ing the diff field as a nontensor. We look for alternative ways to recover covariance.
We investigate complementing6 the diff field with connection coefficients (using the
results of Section 2.4.5) and propose modifications which recover full covariance for
the interactions of the diff field while keeping spatial covariance of the diff Lagrangian.
Problems of the transverse theory lead us to investigate alternative methods to
obtain a theory of the diff field. One such method is the Euler-Poincare formalism,
an alternative Lagrangian formalism suited for Lie groups (Section 7.1). Application
of this formalism to diff field, however, leads to a dynamical theory within a coadjoint
orbit, rather than producing dynamics with gauge degrees of freedom lying on the
orbits i.e. with the diff-Gauss law being a first-class constraint generating the Virasoro
coadjoint transformation as a local symmetry.
Next, we extensively examine the analog of the Wilson loop for the diff field in
Section 7.2. For this we follow the references [20], [10]. The latter claims to obtain
the Virasoro analog of the theory in [13], just as [2], but we believe the Wilson loop
6As we mentioned above, in [11], a covariant theory of the diff field is proposed along
similar lines i.e. by introducing connection coefficients into the action. We could not verify
their result, but it would be interesting to investigate how this theory may be related to
the transverse theory, or whether it actually fulfills our goal by providing a gauge theory of
the diff field. For this one needs to check whether the theory provides the diff-Gauss law
as a first-class constraint generating a coordinate transformation that reduces in 1D to the
Virasoro coadjoint action.
8to be used for such a theory should be associated with the operator ∇(3) (introduced
in Section 7.2.2 ) rather than the Hill operator ∇(2). Indeed, in [2] a Wilson loop
associated with ∇(3) was introduced, but we believe its implementation was incom-
plete (Section 7.2.6). We produce results associated with ∇(3) that may be needed
for future research on this project.
As the final part of the thesis we review an entirely different approach proposed
recently [21] to obtain a dynamical diff theory. Diff field is identified as part of a TW
projective connection. The authors introduce a curvature-squared type action for the
diff field based on this identification. We are going to provide a quick summary of this
work in Section 7.3. Our focus in this thesis is on the clarification of the relationship
between TW connections and diff field. This is investigated in Section 7.4.
Let us also briefly discuss the notation and the conventions used in the thesis.
Throughout the thesis, summation convention is used both for algebraic and tensorial
sums unless there is potential confusion. Derivative of a quantity with respect to a
variable is frequently denoted by a subscript, e.g., ∂/∂ρ =: ∂ρ. In 1D, derivative with
respect to a single coordinate is denoted by a prime unless it is a temporal parameter,
in which case it is denoted by a dot. In 2D, derivative with respect to time and space
is also be denoted by a dot and a prime, respectively.
The sign convention for the metric is (+t,−x,−x, · · · ). To avoid culmination of
negative signs, in any dimensions we write
√
g for the metric determinant even when
g is negative; what is implied is
√|g|. Certain sections require additional notational
and conventional changes, they are noted beforehand.
Analogs of objects of the YM theory are named with ”diff-...” in the case of the
diff field e.g. diff-Gauss law, diff-Wilson loop etc.
9CHAPTER 2
PRELIMINARIES
2.1 Coadjoint Orbits and Kirillov Form
2.1.1 Adjoint Action
Let G be a Lie group and g its Lie algebra. Consider the conjugation map by a
fixed element g ∈ G
Cg : G→ G : h 7→ ghg−1 (2.1)
and its pushforward
Adg ≡ (Cg)∗ : g→ g (2.2)
For X ∈ g we can explicitly write
AdgX =
d
dt
(Rg−1 ◦ Lg ◦ exp(tX))
∣∣∣∣
t=0
(2.3)
For matrix groups this simplifies to
AdgX = gXg
−1 (2.4)
The map
Ad : G× g→ g : (g,X) 7→ AdgX (2.5)
defines an action of G on its Lie algebra g called the adjoint action. Any group action
on a vector space defines a representation of the group; g is a vector space. The
representation for the adjoint action is defined by
Ad : G 7→ gl(g) : g 7→ Adg (2.6)
and is called the adjoint representation. Using the properties of the pushforward and
the group one can show that Ad indeed satisfies the properties of a representation
Adg ◦ Adh = Adgh and (Adg)−1 = Adg−1 (2.7)
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Adjoint representation of G induces a representation of its Lie algebra g defined by
ad ≡ Ad∗ : g→ gl(g) : X 7→ adX (2.8)
We shall call this the infinitesimal adjoint action and it can be explicitly written as
adX =
d
dt
∣∣∣∣
t=0
Adexp tX (2.9)
One can show using the flow of X ∈ g that its action on Y ∈ g yields
adXY = LXY = [X, Y ] (2.10)
Using the Jacobi identity on g one can show that ad is indeed a representation of g
ad[X,Y ] = [adX , adY ] (2.11)
2.1.2 Coadjoint Action
Let V and W be vector spaces, and let A : V → W be a linear map. The dual
map A∗ : W ∗ → V ∗ is defined by
(A∗b)(v) ≡ b(Av) (2.12)
where b ∈ W ∗, v ∈ V . g is a vector space and the adjoint action Adg : g → g is a
linear map. Hence we can define its dual, (Adg)
∗ : g∗ → g∗ , as
[(Adg)
∗b] (u) ≡ b(Adgu) (2.13)
where b ∈ g∗ and u ∈ g.
Vectors in g are often called adjoint vectors and ones in g∗ are called coadjoint
vectors. Thus, a coadjoint vector is a linear functional on g. This is often written in
the form of a ’pairing’, a linear map 〈 | 〉 : g∗ × g→ R
〈b|u〉 ≡ b(u) (2.14)
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The coadjoint action of g ∈ G on g∗, denoted Ad∗g, is defined by
Ad∗g ≡ (Adg−1)∗ (2.15)
The reason for g−1 on the right hand side is to make the pairing invariant under the
action of the group. That is, if b ∈ g∗ and u ∈ g then we have
〈
Ad∗gb|Adgu
〉
= 〈b|Adg−1Adgu〉 = 〈b|u〉 (2.16)
Practically one first introduces a pairing, then obtain the coadjoint action by declaring
invariance of the pairing.
The set g∗ is a vector space just as g. Therefore, similar to the adjoint case, we
can define the coadjoint representation of the group from the coadjoint action.
The induced infinitesimal coadjoint action ad∗v : g
∗ → Tg∗ ∼= g∗ is defined by
(ad∗vb)u ≡ −b(advu) = −b([v, u]) (2.17)
One can obtain this from the invariance condition (2.16) by considering the one-
parameter subgroup generated by v ∈ g i.e. g = exp(tv), differentiating with respect
to t, and evaluating at t = 0. Then the infinitesimal form of invariance follows:
v ∗ 〈b|u〉 = 〈v ∗ b|u〉+ 〈b|v ∗ u〉
= 〈ad∗vb|u〉+ 〈b|advu〉
=− b([v, u]) + b([v, u]) = 0 (2.18)
The isotropy group Gb of b ∈ g∗ under the coadjoint action is defined by
Gb ≡ {g ∈ G | Ad∗gb = b} (2.19)
and is a subgroup of G. The isotropy algebra gb of b is the Lie subalgebra of g that
generates the isotropy group Gb. It is given by
gb = {u ∈ g | ad∗ub = 0} (2.20)
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The equation ad∗ub = 0 is called the isotropy equation for the coadjoint element b. We
will construct transverse actions in Chapter 4 by lifting isotropy equations of algebras
to constraint equations of the corresponding field theory.
2.1.3 Coadjoint Orbits and Kirillov Form
The coadjoint orbit of b0 ∈ g∗ is defined by
Orb(b0) ≡ {b ∈ g∗ | ∃g ∈ G st b = Ad∗gb0} (2.21)
and is a subspace of g∗. Kirillov [22] showed that every coadjoint orbit of a Lie group
G is naturally equipped with a symplectic structure Ω (called the Kirillov form) that
is invariant under the action of G. A symplectic structure is a two-form that is
non-degenerate and closed.
Ω is defined as follows. The (coadjoint) action of two adjoint vectors u, u′ ∈ g on
b ∈ g∗ yield two coadjoint vectors a, a′ that are tangent to the orbit at b :
a ≡ ad∗ub and a′ ≡ ad∗u′b (2.22)
Then the Kirillov form Ω is defined as
Ω(a, a′) ≡ 〈b|[u, u′]〉 (2.23)
Ω is antisymmetric because of the commutator on the right. The pairing isG-invariant
by definition, so Ω is G-invariant :
Ω(a, a′) = 〈b|[u, u′]〉 = 〈bg|[u, u′]g〉 =
〈
bg|[ug, u′g]
〉
= Ω(ag, a
′
g) (2.24)
where bg ≡ Ad∗gb , ug ≡ Adgu , ag ≡ ad∗ugbg and g, g′ ∈ G. If a = ad∗ub is a nonzero
coadjoint vector then b is nonzero by linearity of ad∗. Then there must be an adjoint
vector v (that does not commute with u) such that (ad∗ub)v = −〈b|[u, v]〉 6= 0 so that
Ω is nondegenerate.
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In order to prove1 closure of Ω we use the invariant formula for exterior derivatives.
For a two-form λ and vector fields u, v, w on a manifold M it reads
dλ(u, v, w) = u · ∇(λ(v, w)) + v · ∇(λ(w, u)) + w · ∇(λ(u, v))
− λ([u, v], w)− λ([w, u], v)− λ([v, w], u) (2.25)
The adjoint vectors u, v, w ∈ g define the coadjoint tangent vectors bu, bv, bw on the
orbit, where bu ≡ ad∗ub ∈ Tbg∗ ∼= g∗. The Kirillov form Ω ∈ Λ2(Orb(b)) acts on a pair
of (tangent) coadjoint vectors on the orbit, and dΩ on three of them. The invariant
formula in this case reads
dΩ(bu, bv, bw) = bu · ∇(Ω(bv, bw)) + bv · ∇(Ω(bw, bu)) + bw · ∇(Ω(bu, bv))
− Ω([bu, bv], bw)− Ω([bw, bu], bv)− Ω([bv, bw], bu) (2.26)
Consider the first term on the right, bu · ∇(Ω(bv, bw)). It represents the change of
Ω(bv, bw) = 〈b|[v, w]〉 in bu direction, so is equal to the action of the adjoint element
u on the pairing, which is zero by invariance of the pairing. Thus the first line on the
right in (2.26) vanishes.
Now, consider the first term in the second line. Since ad∗ is a representation of g
we have
Ω([bu, bv], bw) = Ω([ad
∗
ub, ad
∗
vb], ad
∗
wb)
= Ω(ad∗[u,v]b, ad
∗
wb) = Ω(b[u,v], bw) = b([[u, v], w]) (2.27)
Thus the terms in the second line add up to zero by Jacobi identity on g and linearity
of b. This completes the proof of dΩ = 0.
1The proof here is from [23]. For a rigorous proof see e.g. [24] Chapter 14.
14
2.2 Construction of Geometric Actions on Coadjoint Orbits
2.2.1 Mechanics on Space of Paths in Phase Space
Symplectic structure Ω is the main ingredient of Hamiltonian mechanics. Hamil-
ton’s equations describing the dynamics of a physical system can be written as
ιXHΩ = dH (2.28)
where H is the Hamiltonian, XH is the Hamiltonian vector field whose flow describes
the evolution. Let Γ = {ξi} be the phase space. Then we can explicitly write
Ωij ξ˙
j = ∂ξiH (2.29)
In most cases, the symplectic structure is not only closed but also (globally) exact so
that we can write it as the exterior derivative of the so called ”canonical one-form”,
denoted by θ , i.e. Ω = dθ. Then the action can be written as
S =
∫
θ −Hdt (2.30)
Consider a simple example, that of a two-dimensional phase space Γ = {(p, q)}
with ω = dp ∧ dq and θ = pdq. The action then reads
S =
∫
(pdq −Hdt) =
∫
dt (pq˙ −H) =
∫
dt L (2.31)
For coadjoint orbits, however, we do not, in general, enjoy this simplification.
Balachandran et al [25] [26] discusses an extension of symplectic mechanics when
symplectic structure is not exact. Below is the outline.
Instead of the phase space Γ we consider the space of paths on Γ, denoted PΓ.
The points on PΓ can be defined by fixing a point P0 in Γ . Then an element of PΓ
is a path from P0 to some other point ξ in Γ. We may parametrize these paths as
γ ∈ {γ(λ) | 0 ≤ λ ≤ 1, γ(0) = P0, γ(1) = ξ} (2.32)
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Introducing also the time coordinate τ we get time-dependent paths, γ(λ, τ) where
γ(λ = 0, τ) = P0 and γ(λ = 1, τ) = ξ(τ). Here, {ξ(τ)} is a possible trajectory to be
followed by the system. That is, we would like to obtain an action functional whose
extremization yields equations only on {ξ(τ)}. As λ and τ vary, the paths γ(λ, τ)
sweep out a two-surface m in Γ (See Figure 2.1). Its boundary is given by
∂m = ∂m1 ∪ ∂m2 ∪ ∂m3 (2.33)
where
∂m1 = {ξ(τ) | τi ≤ τ ≤ τf} = AB
∂m2 = {γ(λ, τi) | 0 ≤ λ ≤ 1} = P0A
∂m3 = {γ(λ, τf ) | 0 ≤ λ ≤ 1} = P0B (2.34)
Figure 2.1: The Two-surface m Traced by the Paths
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The Hamiltonian H is lifted to a functional H˜ on paths, as∫ 1
0
dλ H˜[γ(λ, τ)] = H[γ(1, τ)] = H[ξ(τ)] (2.35)
Then the action functional can be defined as
S =
∫
m
(Ω− H˜ dλ ∧ dτ) (2.36)
or, in coordinates, as
S =
∫
Ωij∂λγ
i∂τγ
jdλdτ −
∫
∂m1
Hdτ (2.37)
Under variations, the point P0 and the end paths ∂m2 and ∂m3 are to be held fixed.
Equations of motion derived by varying the paths γ then become
0 = δS =
∫
∂m1
Ωijdγ
iδγj −
∫
∂m1
∂γiHδγ
idτ (2.38)
where dΩ = 0 is used. This recovers Hamilton’s equations on ∂m1 = {ξ(τ)} = AB
Ωij γ˙
i = ∂γiH (2.39)
2.2.2 Geometric Actions on Coadjoint Orbits
We choose to consider theories with vanishing Hamiltonian. The symplectic struc-
ture is the Kirillov form on coadjoint orbits of the infinite-dimensional Lie algebras,
Kac-Moody and Virasoro. The Kirillov form is non-exact in each case, so we will
employ the results of the previous section. Then according to (2.36), the action func-
tional (called the geometric action) is given simply by the integral of the Kirillov form
on an orbit
S =
∫
Orb
Ω (2.40)
The orbit is parametrized as a two-surface {(λ, τ)} so that we need to construct
adjoint vectors uτ , uλ and coadjoint (tangent) vectors bτ = ad
∗
uτ (b), bλ = ad
∗
uλ
(b)
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describing changes in τ and λ directions for a suitably chosen coadjoint vector b =
b(τ, λ). Then using (2.23) the action can be explicitly written as
S =
∫
Orb(b)
dλ dτ Ω(bτ , bλ) =
∫
Orb(b)
dλ dτ 〈b|[uτ , uλ]〉 (2.41)
This will be done in the next chapter. The central part of the constructed geo-
metric action will turn out to be the WZW action in the KM case and P2DG action
in LCG in the Virasoro case.
2.3 Kac-Moody Algebra
For our purposes Kac-Moody (KM) algebra and the geometric action on its coad-
joint orbits play secondary roles. Therefore, we will not get into detail as much as we
do for the Virasoro algebra. The main references for this section are [27], [28] and [4].
2.3.1 Loop Group, Loop Algebra and Its Central Extension
Let G be a compact, connected, semi-simple Lie group. Then its Lie algebra g
is semi-simple with Killing form δab so that the structure constants with fully upper
indices fabc are defined and are fully antisymmetric. The commutation relations for
g can then be written in a basis {T a} as
[T a, T b] = ifabcT c (2.42)
Since G is connected, any element g of G can be obtained by exponentiation of an
algebra element, i.e. g = exp(−iT aθa) with parameters θa.
A smooth map γ from circle S1 = {z ∈ C : |z| = 1} to G is called a loop in G.
The set of loops forms a Lie group, called the loop group of G, denoted LG, with the
group multiplication defined by
(γ1 · γ2)(z) ≡ γ1(z)γ2(z) (2.43)
On the right, group multiplication of G is implied.
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To obtain the Lie algebra Lg of LG consider its connected component consisting
of maps γ : S1 → G that can be continuously deformed to the constant map γ(z) = 1.
Then any element of this subset of LG can be obtained using functions θa(z) defined
on the unit circle as γ(z) = exp(−iT aθa(z)).
For elements near the identity map we have γ(z) ≈ 1 − iT aθa(z). Making a
Laurent expansion, θa(z) = θ
n
az
n, we see that the composite objects
Jan ≡ T azn (2.44)
are generators for the loop group. Indeed for elements near the identity we have
γ(z) ≈ 1− iJanθna . Using (2.42) and (2.44) we get the commutation relations
[Jam, J
b
n] = if
abcJ cm+n (2.45)
for the loop algebra Lg. Note that {Ja0 } generate a subgroup of LG isomorphic to its
base group G.
Since G is compact, picking up a Hermitian basis of G-generators, T a† = T a, the
loop generators satisfy Ja†n = J
a
−n, where z
∗ = z−1 is used. Such a representation of
loop algebra basis generates unitary loops γ(z) for real θna and |z| = 1.
The Kac-Moody algebra (or, more explicitly, the untwisted affine Kac-Moody
algebra) associated with a compact finite-dimensional Lie algebra g is the central
extension of the loop algebra Lg, defined by the commutation relations
[Jam, J
b
n] = if
abcJ cm+n + kmδ
abδm+n (2.46)
For the detailed arguments leading to this form of the central extension see [27]. For
a mathematically more precise way of expressing central extension, see (2.58).
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2.3.2 Current Algebra
The loop algebra and its central extension appear in a variety of physical theories.
Here, we analyze one such theory2, namely, that of free massless quarks in 2D. These
quarks can be represented by N massless Majorana fermions ψi (i = 1, · · · , N). The
action reads
S =
i
2
∫
d2x ψkγ
µ∂µψ
k (2.47)
where ψ = ψTγ0. This action leads to the Dirac equation
γµ∂µψ
k = 0 (2.48)
Using the chirality matrix3 γc we can decompose ψ = (ψ− ψ+)T with γcψ± = ∓ψ±.
Then the Dirac equation yields the Weyl equations for the chiral components
∂+ψ− = 0 = ∂−ψ+ (2.49)
Therefore, we have ψ− = ψ−(x−) and ψ+ = ψ+(x+), and the equations for ψ− and
ψ+ are decoupled in the massless case.
Upon quantization we get the anticommutation relations which can be written in
terms of the chiral components as
{ψi±(x), ψj±(y)} = ~δ(x− y)δij (2.50)
{ψi+(x), ψj−(y)} = 0 (2.51)
Since dynamics of the chiral components are decoupled in the massless case, the
theory described has an internal O(N)×O(N) symmetry at the classical level. Gen-
erators of O(N) can be taken as T a = iMa, where Ma are N ×N real, antisymmetric
2Later we are going to see the same current algebra appearing in the WZW theory.
3See Section B.1 for the conventions in 2D.
20
matrices satisfying
[Ma,M b] = fabcM c (2.52)
Associated with this symmetry are the (classically) conserved chiral currents
Ja± =
1
2
ψT±T
aψ± (2.53)
Their conservation read
∂−J+ = 0 = ∂+J− (2.54)
so that Ja+ (J
a
−) is a function of x
+ (x−) only, as implied by (2.49).
Quantization yields the following commutation relations
[Ja±(x), J
b
±(y)] = i~fabcJ c±(x)δ(x− y) +
i~2
2pi
kδabδ′(x− y) (2.55a)
[Ja±(x), J
b
∓(y)] = 0 (2.55b)
This algebra is none other than the KM algebra (2.46). The c-number term, appearing
upon quantization, is also known as the Schwinger term. Presence of the ~2 coefficient
emphasizes that this is a second-order quantum effect (i.e. corresponds to a 1-loop
Feynman diagram).
The energy momentum tensor for this theory is given by
T µν =
i
4
(
ψγµ
↔
∂ νψ + ψγ
ν
↔
∂µψ
)
(2.56)
It is traceless so the theory is classically conformally invariant. Upon quantization
its Laurent modes {Ln} satisfy
[Lm, Ln] = (m− n)Lm+n + c
12
m(m2 − 1)δm,−n (2.57)
with c = N/2. This is the Virasoro algebra. We will discuss the Virasoro algebra in
detail in Section 2.4.
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2.3.3 Coadjoint Action of Kac-Moody Algebra
For the purposes of construction of the geometric action on the coadjoint orbits
of the Kac-Moody (KM) algebra we are going to use the conventions set in [28].
The KM algebra is defined by
[Jam, J
b
n] = f
abcJ cm+n + kmδm+nδ
abI
[Jam, I] = [I, I] = 0 (2.58)
where fabc are the structure constants of the semi-simple Lie algebra g underlying
KM algebra, δab is the Killing metric, I is the generator for the central charge, and
k is a constant. Structure constants are taken real and (Jam)
† = −Ja−m, so that k is
also real. (See Section 2.3.1 and for more details [27].)
A general Lie algebra element is written as
Λ + αkI = ΛnaJ
a
n + αkI =
∮
dz
2pii
Tr Λ(z)J(z) + αkI
≡ (Λ(z), α) (2.59)
where Λ(z) = Λa(z)T a , J(z) = Ja(z)T a , Tr T aT b = δab , Λa(z) = znΛan and
Ja(z) = z−n−1Jan. The contour integral is around the origin in the complex z−plane
and the following is used: ∮
dz
2pii
zp−1 = δp (2.60)
The commutator between two general elements with central charges becomes
[Λ + αkI,Σ + βkI]
=
∮
dz
2pii
Tr [Λ(z),Σ(z)]J(z) + k
∮
dz
2pii
Tr ∂zΛ(z)Σ(z)I
≡
(
[Λ,Σ] ,
∮
dz
2pii
Tr ∂zΛ(z)Σ(z)
)
(2.61)
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This defines the action of KM algebra on itself, i.e., the ad-action. The center of the
commutator is defined through the so-called two-cocyle
ω((Λ, α), (Σ, β)) ≡
∮
dz
2pii
Tr ∂zΛ(z)Σ(z) (2.62)
A finite group element,
g = exp(Σ + βkI) = exp
(∮
dz
2pii
Tr Σ(z)J(z) + βkI
)
≡ exp Σ(z), (2.63)
acts on the algebra as (Λ(z), α) 7→ (Λg(z), αg) ≡ Adg(Λ(z), α) where
(Λg(z), αg) =
(
g(z)Λ(z)g−1(z), α +
∮
dz
2pii
Tr ∂zg(z)Λ(z)g
−1(z)
)
(2.64)
Infinitesimal reduction of (2.64) yields back (2.61).
We will denote a coadjoint vector by (A(z), a). The pairing 〈 | 〉 : G∗ × G → R is
chosen as
〈(A(z), a)|(Λ(z), α)〉 =
∮
dz
2pii
Tr A(z)Λ(z) + aα (2.65)
The coadjoint action (A(z), a) 7→ (Ag(z), ag) ≡ Ad∗g(A(z), a) is then defined by in-
variance of the pairing under the action of g :
〈(Ag(z), ag)|(Λg(z), αg)〉 != 〈(A(z), a)|(Λ(z), α)〉 (2.66)
Using (2.64) and (2.65), this condition yields
Ag(z) = g(z)A(z)g
−1(z)− a∂zg(z)g−1(z)
ag = a (2.67)
Notice that the coadjoint element A can be identified as a gauge field in 1D. Alterna-
tively, (2.67) can be identified as a time-independent gauge transformation of A1 = A
component of a Yang-Mills field Aµ in 2D.
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2.4 Virasoro Algebra
2.4.1 Diffemorphism Algebra in 1D
In any dimensions the Lie derivative of a vector field η along another vector field
ξ can be written as
Lξη
a = ξb∂bη
a − ηb∂bξa ≡ (ξ ◦ η)a (2.68)
and it satisfies
[Lξ,Lη] = Lξ◦η (2.69)
This defines the diffeomorphism algebra [29].
In 1D we can write the bracket above, explicitly, as4[
ξ
d
dθ
, η
d
dθ
]
= (ξη′ − ξ′η) d
dθ
(2.70)
The Witt algebra (whose central extension is the Virasoro algebra) is a realization
of 1D diffeomorphism algebra. Indeed on a circle, the realizations,
ξ = ieimθ∂θ = Lm η = ie
inθ∂θ = Ln (2.71)
ξ = −zm+1∂z = Lm η = −zn+1∂z = Ln (2.72)
yield
[Lm, Ln] = (m− n)Lm+n (2.73)
Two copies of Witt algebra, with bases {Lm} and {L¯n} such that, for all m,n ∈ Z,
[Lm, L¯n] = 0, generate conformal symmetry in 2D at the classical level.
4One often uses the shorthand notation, [ξ, η] = ξη′ − ηξ′.
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2.4.2 Virasoro Algebra
We can centrally extend the 1D algebra by introducing a coordinate-invariant
cocycle c( , ) : g× g→ C with which the bracket (2.69) is modified to
[(Lξ; a), (Lη; b)] = (Lξ◦η; c(ξ, η)) (2.74)
In order that the Jacobi identity is satisfied, cocyle must be antisymmetric and must
satisfy the condition
([ξ, η], ζ) + ([η, ζ], ξ) + ([ζ, ξ], η) = 0 (2.75)
There are two commonly used conventions for the central extension of the Virasoro
algebra. The Gelfand-Fuchs cocyle is defined by [30]
c(ξ, η) ≡
∫
dθ
2pi
ξ′(θ)η′′(θ) = −1
2
∫
dθ
2pi
(ξ(θ)η′′′(θ)− ξ′′′(θ)η(θ)) (2.76)
where the second equality follows by partial integrations and using the fact that ξ
and η are smooth vector fields on the circle. With this choice we get[
ξ
d
dθ
, η
d
dθ
]
= (ξη′ − ξ′η) d
dθ
− ic
48pi
∫ 2pi
0
dθ (ξη′′′ − ξ′′′η) (2.77)
where the additional factor of ic/12 is introduced for conventional purposes [23]. Then
in terms of the basis elements {Lm} in (2.71) the commutation relations become
[Lm, Ln] = (m− n)Lm+n + c
12
m3δm+n (2.78)
In string theory (see e.g. [31] Section 2.4), the commonly used convention differs
by adding a constant to L0 to replace (2.78) by
[Lm, Ln] = (m− n)Lm+n + c
12
(m3 −m)δm+n (2.79)
Then the subset {L−1, L0, L1} is ”preserved”, i.e. does not receive a contribution
from the central extension. This subset generates the Lie group SL(2,R) or SU(1, 1).
These are 2× 2 real matrices with unit determinant.
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2.4.3 Coadjoint Action of Virasoro Algebra
In this section, we follow the conventions set in [28]. Smooth vector fields ξ ∈
Vect(S1) on a circle generate orientation preserving diffeomorphisms F ∈ Diff(S1).
The adjoint action of F on a smooth vector field ξ(θ) reads
F : ξ(θ) 7→ AdF ξ ≡ ξF (θ) (2.80)
such that
ξF (F (θ)) = F
′(θ)ξ(θ) (2.81)
Indeed, for an infinitesimal diffeomorphism F (θ) = θ − η(θ) this reduces to (2.70)
δξ ≡ ξθ−η(θ) − ξθ = ηξ′ − η′ξ = [η, ξ] = adηξ (2.82)
The central charge transforms as
F : a 7→ aF = a+
∫
dθ
2pi
S(θ, F )ξ(θ) (2.83)
where S(θ, F ) ≡ SF (θ) is the Schwarzian derivative (B.15). Indeed under an in-
finitesimal transformation F (θ) = θ − η(θ) we can compute
S(θ, θ − η(θ)) = −η′′′(θ) (2.84)
so that (2.83) reduces to (2.76)
δa = aθ−η − aθ = −
∫
dθ
2pi
η′′′ ξ =
∫
dθ
2pi
η ξ′′′ (2.85)
The coadjoint action is introduced by the invariant pairing5, 〈 | 〉 : G∗ × G → R
chosen to be
〈(u, b∗)|(ξ, a)〉 = b∗a+
∫
dθ
2pi
u(θ) ξ(θ) (2.86)
5Note that the dual space G∗ considered here is not the set of all linear functionals on
G. This is sometimes called the regular dual [32] or the smooth dual [33].
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Invariance of the pairing under the action of a diffeomorphism F means that
〈(uF , b∗F )|(ξF , aF )〉 = 〈(u, b∗)|(ξ, a)〉 (2.87)
Then the coadjoint action of F on a coadjoint vector (u, b∗) is obtained as
uF (F (θ)) ≡ Ad∗Fu = (F ′(θ))−2(u(θ)− b∗S(θ, F )) (2.88)
b∗F = b
∗ (2.89)
Indeed using the given adjoint and coadjoint transformations we can verify the in-
variance condition
〈(uF , b∗F )|(ξF , aF )〉 =
∫
df
2pi
uF (f)ξF (f) + aF b
∗
F
=
∫
df
2pi
(F ′(θ))−1(u(θ)− b∗SF (θ))ξ(θ) + b∗
∫
dθ
2pi
SF (θ)ξ(θ) + b∗a
=
∫
dθ
2pi
u(θ)ξ(θ)− b∗
∫
dθ
2pi
SF (θ)ξ(θ) + b∗
∫
dθ
2pi
SF (θ)ξ(θ) + b∗a
= b∗a+
∫
dθ
2pi
u(θ)ξ(θ)
= 〈(u, b∗), (ξ, a)〉 (2.90)
where f ≡ F (θ).
For an infinitesimal diffeomorphism F (θ) = θ − ξ(θ) the coadjoint action (2.88)
reduces to
ad∗ξ ≡ δu ≡ uθ−ξ − uθ = ξu′ + 2ξ′u+ b∗ξ′′′ (2.91)
Note that the transformation (2.88) corresponds to a passive transformation. The
active version can be obtained by inverting (2.88) using θ = F−1(f) and using the
Schwarzian identity (B.20). This yields
uF (θ) = (F
′(θ))2u(F (θ)) + b∗S(θ, F ) (2.92)
27
2.4.4 Coadjoint Element Σ Formed from Affine Connection
Under a coordinate transformation x 7→ x¯(x), affine connection coefficients Γcab
transform as
Γ¯cab(x¯) =
∂x¯c
∂xd
∂xe
∂x¯a
∂xf
∂x¯b
Γdef (x)−
∂xd
∂x¯a
∂xe
∂x¯b
(
∂2x¯c
∂xd∂xe
)
(2.93)
This deviates from the transformation of a (1,2)-tensor by the last term. In 1D it
reduces to
Γ¯(x¯) =
∂x
∂x¯
Γ(x)−
(
∂x
∂x¯
)2
∂2x¯
∂x2
(2.94)
For an infinitesimal coordinate transformation x¯ = x− ξ(x) we have ∂x¯/∂x = 1− ξ′
and ∂x/∂x¯ = 1 + ξ′ (to first order in ξ). We shall use the convention that if the
argument of a field is suppressed, it is x i.e. the original coordinate. Plugging these
into (2.94) we get
Γ¯(x¯) = Γ + Γξ′ + ξ′′ (2.95)
On the other hand, we also have (by Taylor expansion)
Γ¯(x¯) = Γ¯(x− ξ) = Γ¯− ξΓ¯′ = Γ¯− ξΓ′ (2.96)
Combining the two expressions we get
δΓ := Γ¯− Γ = ξΓ′ + Γξ′ + ξ′′ (2.97)
where δΓ(x) is the Lie variation of Γ(x) with respect to the vector field ξ(x).
Using [∂, δ] = 0 we can compute
δΓ′ = (δΓ)′ = ξΓ′′ + 2ξ′Γ′ + ξ′′Γ + ξ′′′ (2.98)
Since δ is a derivation we also have
δ(Γ2/2) = ΓδΓ (2.99)
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Combining the two results we can compute
δ(Γ′ − Γ2/2) = (ξΓ′′ + 2ξ′Γ′ + ξ′′Γ + ξ′′′)− Γ(ξΓ′ + Γξ′ + ξ′′)
= ξ(Γ′ − Γ2/2)′ + 2ξ′(Γ′ − Γ2/2) + ξ′′′ (2.100)
In other words, the object
Σ ≡ Γ′ − Γ2/2 (2.101)
transforms as a Virasoro coadjoint element with central charge one
δΣ = ξΣ′ + 2ξ′Σ + ξ′′′ (2.102)
Let us define the object Σk ≡ Γ′ + kΓ2. Then we can compute
δΣk = ξΣ
′
k + 2ξ
′Σk + ξ′′Γ(1 + 2k) + ξ′′′ (2.103)
So for k 6= −1/2 the object Σk almost transforms as a Virasoro coadjoint element,
but there is an additional ξ′′ center which breaks the invariance of the pairing (2.86).
Now consider the object cΣ. Using (2.100) it is easy to see that cΣ transforms as
a Virasoro coadjoint element of central charge c.
Next consider a rank-two tensor Sab. It transforms under x 7→ x¯(x) as
S¯ab(x¯) =
∂xc
∂x¯a
∂xd
∂x¯b
Scd(x) (2.104)
Following a similar analysis as in above, in 1D, we get
δS ≡ S¯ − S = ξS ′ + 2ξ′S (2.105)
Adding a rank-two tensor to a rank-two object that transform as a Virasoro
coadjoint element does yield another object that transform as a Virasoro coadjoint
element with the same central charge. Indeed for an object D defined by,
D = S + cΣ (2.106)
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we get the following transformation
δD = δS + cδ(Γ′ − Γ2/2)
= ξ[S ′ + c(Γ′′ − ΓΓ′)] + 2ξ′[S + c(Γ′ − Γ2/2)] + cξ′′′
= ξD′ + 2ξ′D + cξ′′′ (2.107)
This calculation shows that we can use cΣ = c(Γ′−Γ2/2) as a core to build arbitrary
Virasoro coadjoint elements of central charge c by adding arbitrary rank-two tensors to
it. In particular, we can build one from the spacetime metric g, Dg ≡ g+c(Γ′−Γ2/2).
Finally consider two objects that transform as Virasoro coadjoint elements, D1, D2
with the same central charge. Then we can compute
δ(D1 −D2) = ξ(D1 −D2)′ + 2ξ′(D1 −D2) (2.108)
Thus, the difference transforms as a rank-two tensor. This shows that using a multiple
of (Γ′ − Γ2/2) we can always extract a rank-two tensor out of a Virasoro coadjoint
element.
2.4.5 Higher Dimensional Lift of Σ
Although an affine connection does not transform as a tensor, its Lie derivative
does. To see this one first computes the pullback of the connection coefficients (i.e.
the usual coordinate transformation) and applies the formal definition of the Lie
derivative to get
LξΓµνλ = ξρ∂ρΓµνλ − ∂ρξµΓρνλ + ∂νξρΓµρλ + ∂λξρΓµνρ + ∂λ∂νξµ (2.109)
The first four terms are what you would expect from a (1,2)-tensor and the last term
is the inhomogeneous term representing the nontensoriality of Γ. The last term can
be rewritten as part of ∇λ∇νξµ, then one can show that
LξΓµνλ = ∇λ∇νξµ − ξρRµ νλρ (2.110)
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The expression on the right is a tensor, so the Lie derivative of the connection coeffi-
cients form a tensor.
As discussed in the previous section the object Σ = Γ′−Γ2/2 in 1D is a Virasoro
coadjoint element of central charge one, so we can extract a pure tensor out of a diff
field D of central charge c as D − cΣ. We lift the diff field to a rank-two object Dµν
in higher dimensions since this is the most natural lift that follows from the coadjoint
action6. Then Γ′ and Γ2 should also have two free indices.
For the Γ′ the possible lifts are Γ′ ∼ ∂λΓλµν , ∂µΓλλν and ∂νΓλµλ, whereas for the Γ2
we have ΓλµνΓ
σ
σλ,Γ
λ
µλΓ
σ
νσ and Γ
λ
µσΓ
σ
νλ. Hence we can form a general combination
Σµν ≡ a∂λΓλµν + b∂µΓλλν + c∂νΓλµλ + dΓλµνΓσσλ + eΓλµσΓσνλ + fΓλµλΓσνσ (2.111)
and subject it to the condition
q ≡ a+ b+ c = −2(d+ e+ f) (2.112)
This yields a higher-dimensional, rank-two lift of a Virasoro coadjoint element of
central charge q.
We can show by direct computation
∂µΓ
λ
λν = ∂νΓ
λ
µλ (2.113)
So there is a redundancy in (2.111). However, we intentionally introduced these two
terms to keep symmetry manifest. Also note that these are related to the metric
determinant by
∂µΓ
λ
λν = ∂ν
(
1√
g
∂µ
√
g
)
(2.114)
6It is also possible to lift the diff field to pseudotensor densities with appropriate weight.
See for instance [12].
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The most natural lift of the Virasoro coadjoint transformation (with linear center
term ignored) (2.107) reads
δDµν = ξ
λ∂λDµν + ∂µξ
λDλν + ∂νξ
λDµλ + q∂µ∂ν∂λξ
λ (2.115)
which we use for building the transverse action for the diff field in Section 4.3. So the
question is ”Does the object Σµν defined in (2.111) satisfy
δΣµν = ξ
λ∂λΣµν + ∂µξ
λΣλν + ∂νξ
λΣµλ + q∂µ∂ν∂λξ
λ (2.116)
given the Lie derivative δΓµνλ (2.109)?” The answer turns out to be negative. Here are
the results : We are going to denote the true Lie variation, i.e. one obtained using
(2.109) by δtrΣµν , and the Lie variation obtained from the ansatz (2.116) by δanΣµν .
Then we define the difference
∆µν ≡ δtrΣµν − δanΣµν (2.117)
We find
∆µν = (−a+ d)Γρµν∂ρ∂σξσ + (a+ e)(Γρσν∂µ∂ρξσ + Γρσµ∂ρ∂νξσ)
+ f(Γρρν∂µ∂σξ
σ + Γρρµ∂ν∂σξ
σ) + (b+ c+ d)Γρρσ∂µ∂νξ
σ (2.118)
Notice that the difference is only made up of terms of order ξ′′, and 1D reduction of
∆ vanishes with the condition (2.112) as expected.
The next question is whether a subcase (with some of the terms set to zero)
subject to condition (2.112) yields a vanishing ∆µν . The answer turns out to be
negative again. There are simple cases which come close to the goal. For instance for
the case b = 1 = c = −d and a = 0 = e = f we get
Σµν = ∂µΓ
λ
λν + ∂νΓ
λ
µλ − ΓλµνΓσσλ (2.119)
and
∆µν = −Γρµν∂σ∂ρξσ + Γρρσ∂µ∂νξσ (2.120)
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In Section 4.3, we are going to obtain (2.107) from (2.115) by some gauge fixing
arguments instead of the direct dimensional lifting.
2.4.6 Covariant Cocyle
Consider the Gelfand-Fuchs cocyle introduced before7
c(ξ, η) = −1
2
∫
dθ (ξη′′′ − ξ′′′η) (2.121)
If we place an affine connection ∇ on circle this cocyle can be extended to
cΓ(ξ, η) =
1
2
∫
dxa(ξb∇a∇b∇cηc)− (ξ ↔ η) (2.122)
covariantly, in higher dimensions. Expanding the derivatives, in 1D, we get
cΓ(ξ, η) =
1
2
∫
dx ξ(∂ − Γ)∂(∂ + Γ)η − (ξ ↔ η)
=
1
2
∫
dx ξ(η′′′ + (2Γ′ − Γ2)η′)− (ξ ↔ η) (2.123)
Therefore we obtain [29]
cΓ(ξ, η) =
∫
dx
1
2
(ξη′′′ − ξ′′′η) +
∫
dx (ξη′ − ξ′η)(Γ′ − Γ2/2) (2.124)
We can rewrite this in terms of the pairing (2.86) as
cΓ(ξ, η) = c(ξ, η) +
〈
Γ′ − Γ2/2 | [ξ, η]〉 (2.125)
Since we have shown that Σ = Γ′ − Γ2/2 transforms as a Virasoro coadjoint element
of central charge one we can interpret the last term as the Kirillov form Ω on the
coadjoint orbit of Σ, evaluated on two tangent vectors Σξ,Ση obtained by the action
of the adjoint vectors ξ, η (equation (2.23)). That is,
cΓ(ξ, η)− c(ξ, η) = ΩΣ(Σξ,Ση) (2.126)
Σξ ≡ ad∗ξΣ , Ση ≡ ad∗ηΣ (2.127)
7For simplicity, c is scaled by 2pi.
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2.4.7 Chiral Splitting of Curvature
In this section we would like to investigate an interesting possibility related to the
ND generalization of the diff field-affine connection relationship. Consider the Ricci
curvature tensor
Rαβ ≡ Rρ αρβ = ∂ρΓρβα − ∂βΓρρα + ΓρρλΓλβα − ΓρβλΓλρα (2.128)
Adding and subtracting the term a∂ρΓ
ρ
βα + (1− a)∂βΓρρα we can rewrite this as
Rαβ =
(
(1 + a)∂ρΓ
ρ
βα + (1− a)∂αΓρρβ − ΓρβλΓλρα
)
−
(
a∂βΓ
ρ
ρα + (2− a)∂αΓρρβ − ΓρρλΓλβα
)
≡ R+αβ −R−αβ (2.129)
The point of this definition is that the 1D reduction of R±αβ are each given by
R± = 2Γ′ − Γ2 (2.130)
Each transforms as a Virasoro coadjoint element with central charge two. Note that
although the Ricci tensor vanishes in 1D, R± do not. Note also that we have ∂βΓρρα =
∂αΓ
ρ
ρβ so that R
±
αβ are each symmetric. We could also add and subtract possible Γ
2
terms to obtain a more generic splitting as long as we keep the ratio of coefficients of
Γ′ and Γ2 as in (2.130).
Now, if we introduce two copies of the diff field, D±, each with central charge c,
it is possible to obtain two pure tensors out of the diff field in 1D :
cR˜± ≡ D± − cR± (2.131)
Here R± are postulated to represent two ”chiral components” of the Ricci tensor
and R˜± are the tensorial chiral components of the diff-corrected curvature tensor.
Explicitly we have
cR˜ = cR− (D+ −D−)
= (cR+ −D+)− (cR− −D−)
= cR˜+ − cR˜− (2.132)
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Therefore, at least in 1D, we can construct a curvature tensor R˜ whose chiral
components R˜± are tensorial with the chiral diff corrections. Whether this result
would be extended to ND is an interesting mathematical quest to pursue.
2.4.8 Schwarzian Chain
Consider the active transformation of a Virasoro coadjoint element under the
action of a diffeomorphism g,
u˜(x) =
(
dg
dx
)2
u(g(x)) + c Sg(x) (2.133)
For a coadjoint element made of central charge c only, this implies
(0, c)
g7→ (c Sg(x), c) (2.134)
That is, for u = 0 we have u˜(x) = c Sg(x) under the map Ad∗g. Then using the
identity (B.18), under the action of a second diffeomorphism h we get
(0, c)
g7→ (c Sg(x), c) h7→ (c S(g ◦ h)(x), c) (2.135)
Therefore, the Schwarzian derivative operator is an invariant of the Virasoro coadjoint
action connecting a zero element to an infinite chain of nonzero elements obtained by
diffeomorphisms.
Now use the identity (B.18) again, but with the second transformation made
infinitesimal8, x 7→ h(x) = x+ ξ(x),
S(g ◦ (x+ ξ))(x) = Sg(x+ ξ)(1 + 2ξ′) + ξ′′′
(Sg)ξ(x) = (1 + 2ξ
′)Sg(x) + ξ(Sg)′(x) + ξ′′′
(Sg)ξ(x) = Sg(x) + ξ(Sg)
′ + 2ξ′(Sg) + ξ′′′ (2.136)
8The computation here is in the active picture, so the transformation is taken to be
x 7→ x+ ξ.
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where we defined S(g ◦ (x+ ξ)) = S(g + g ◦ ξ) ≡ (Sg)ξ. Hence, we get
δ(Sg)(x) ≡ (Sg)ξ(x)− (Sg)(x) = ξ(Sg)′ + 2ξ′(Sg) + ξ′′′ (2.137)
Therefore, we see that the Schwarzian derivative of a diffeomorphism transforms
infinitesimally as a Virasoro coadjoint element of central charge one.
2.5 Semi-direct Product of Virasoro and Kac-Moody Algebras
Commutation relations of the semi-direct product of Virasoro and Kac-Moody
algebras are given by
[Lm, Ln] = (m− n)Lm+n + (cm3 + hm)δm+nIVir
[Jam, J
b
n] = if
abcJ cm+n + kmδm+nδ
abIKM
[Lm, J
a
n] = −nJam+n
[IVir, all] = 0 = [IKM, all] (2.138)
where we introduced generators of centers IVir, IKM for each of the algebras, and we
did not fix the Virasoro cocyle as in (2.79). Realization of the basis elements in
angular and complex coordinates are given by
Lm(θ) = ie
imθ∂θ J
a
m(θ) = T
aeimθ angular (2.139)
Lm(z) = −zm+1∂z Jam(z) = T azm complex (2.140)
These are related by z = eiθ. Note that these realizations satisfy only the non-central
part of (2.138).
Dual elements will be denoted with tildes L˜m and J˜
a
m. They are defined through
the individual invariant pairings of the algebras without central extension
〈
L˜m
∣∣∣Ln〉 = δmn , 〈J˜am∣∣∣J bn〉 = δmnδab (2.141)
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For the semi-direct product algebra we form an adjoint basis element (Lm, J
a
n, µ)
and a coadjoint basis element (L˜m, J˜
a
n, µ˜). Then we introduce the invariant pairing〈
(L˜m, J˜
a
n, µ˜)
∣∣∣(Lm′ , Ja′n′ , µ〉 = δmm′ + δnn′δaa′ + µ˜µ (2.142)
Recall the infinitesimal form of invariance of the pairing : if u, v denote two adjoint
elements and α denote a coadjoint element then invariance reads
0 = u ∗ 〈α|v〉 = 〈u ∗ α|v〉+ 〈α|u ∗ v〉 (2.143)
The commutation relations (2.138) yield u ∗ v so that using (2.142) one can compute
〈α|u ∗ v〉. Then again using (2.142) one can deduce u ∗ α, namely, the infinitesimal
coadjoint acton for the semi-direct product algebra. We will state the result for
generic adjoint and coadjoint elements below.
From the basis elements of the Virasoro and KM algebras and their duals we can
construct generic adjoint and coadjoint elements of the algebras as9
ξ(θ) = −ξnLn(θ) Λ(θ) = ΛnaJan(θ) adjoint (2.144)
D(θ) = DnL˜n(θ) A(θ) = A
n
a J˜
a
n(θ) coadjoint (2.145)
Then generic elements of the semi-direct product algebra become
adjoint: F = (ξ(θ),Λ(θ), a) (2.146)
coadjoint: B = (D(θ), A(θ), µ) (2.147)
Finally, we can write the (infinitesimal) coadjoint action as
δFB ≡ ad∗FB = (δD(θ), δA(θ), 0) (2.148)
9The negative sign in the Virasoro adjoint element is introduced to avoid negative signs
in the Lie derivative by switching the passive x 7→ x−ξ and active x 7→ x+ξ transformations.
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By the procedure described following equation (2.143), one can compute [34]
δD(θ) = 2ξ′D +D′ξ +
cµ
2pi
ξ′′′ +
hµ
2pi
ξ′ − Tr (AΛ′) (2.149a)
δA(θ) = A′ξ + ξ′A− [Λ, A] + kµΛ′ (2.149b)
Setting δD and δA to zero we get the isotropy equations for the semi-direct product
algebra.
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CHAPTER 3
GEOMETRIC ACTIONS
3.1 WZW Action
Wess-Zumino-Witten (WZW) model arises in a variety of phenomena in 2D field
theories. First, we review its motivation. Namely, it is a closed form solution in
2D to the Wess-Zumino (WZ) functional, describing the low-energy effective action
of QCD, and encoding the chiral anomaly. Then we discuss bosonization, namely
the equivalence between WZW model and the theory of 2D chiral fermions. Finally
we review Polyakov and Wiegmann’s treatment which further clarifies its relation
to chiral anomaly and motivates the correspondence between WZW theory and the
P2DG theory in LCG. In the following we mainly follow [6], [4], [35] and [36].
3.1.1 WZ Functional in 2D
Reconsider the massless, free theory of fermions in 2D having a U(N) × U(N)
chiral flavor symmetry, introduced in section 2.3.2. If we couple this theory to a
background gauge field (i.e. its dynamics can be ignored for the discussion) Aµ the
chiral symmetry is broken by the axial anomaly [37], [38]. With the gauge coupling
the action reads
SF [ψ, ψ,Aµ] =
i
2
∫
d2x ψk /Dψ
k (3.1)
where /D = iγµ(∂µ + Aµ) and Aµ = vµ + γ5aµ. Here vµ is the vector gauge field and
aµ is the axial gauge field. One way to express the anomaly is through the effective
action1 which is obtained by path integration over the fermionic degrees of freedom.
1There is a closely related but distinct notion of effective action, denoted by Γ in the
literature. For the distinction and the relationship between the two, see [39] Section 3.6.
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The result is formally written as
W [Aµ] = log Det /D = Tr log /D (3.2)
It is more convenient to work with the chiral components of the gauge field, ALµ , A
R
µ
which transform under the action of (gL, gR) ∈ U(N)×U(N) as
ALµ → g−1L (∂µ + ALµ)gL , ARµ → g−1R (∂µ + ARµ )gR (3.3)
The anomaly is exposed through the evaluation of the formal fermion determinant
by a choice of regularization. The problem is in the measure of the path integral [40].
There one sees that there is no regulator that preserves both the vector symmetry
and the axial symmetry simultaneously. Thus, one is forced to choose preserving one
of the symmetries, losing the other. Anomalous gauge symmetry is catastrophic for a
theory since it leads to nonrenormalizability and states of negative norm, thereby to
the violation of unitarity [39]. Hence, one evaluates the determinant by a regulator
preserving the vector symmetry, which forms a subgroup of the gauge group, sacrific-
ing the axial symmetry. In other words, under a vector transformation (gL, gR) with
gL = gR, W [Aµ]
reg is invariant whereas under a chiral transformation, i.e. (gL, gR)
with gR = g
−1
L ≡ g it changes by
W [Agµ]
reg = W [Aµ]
reg + WZ(g2, Aµ) (3.4)
This defines the Wess-Zumino functional, WZ, encoding the chiral anomaly.
The WZ functional has been evaluated explicitly in 2D by Witten [4], taking the
name WZW. For this purpose, consider the following complexified parametrization
of the 2D gauge field :
A+ = A0 + iA1 ≡ B−1∂+B (3.5)
A− = A0 − iA1 ≡ C−1∂−C (3.6)
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Here, A+ = A
†
− implies B
−1 = C†. Then the effective action is given by
W [Aµ] = I[BC
−1] (3.7)
where I is the WZW functional given by
I[G] =
1
8pi
∫
∂Q
d2x tr(∂µG∂µG
−1)− i
12pi
∫
Q
d3x ABC tr(G−1∂AGG−1∂BGG−1∂CG)
(3.8)
Here Q is a 3D hemisphere with compactified 2D space as its boundary. Alterna-
tively ∂Q = S2 and Q is a three-ball [4]. The map G originally defined on the
two-dimensional boundary has topologically (more precisely homotopically) distinct
possible extensions to the three-space Q. The last term above can be evaluated to be
2pin, where n ∈ Z where n is the winding number specifying the homotopy class of
the extended map2. For more details, see [4], or [41] Section 17.6.
Under a vector gauge transformation g ∈ U(N) we have B → Bg and C → Cg so
that the effective action I(BC−1) is vector gauge invariant as desired. On the other
hand, under a chiral transformation, C → Cg and B → Bg−1 we get
W [Agµ] = I[Bg
2C−1] = I[BC−1] + WZ[g2, Aµ] (3.9)
or
WZ[U,Aµ] = I[BUC
−1]− I[BC−1] (3.10)
A straightforward calculation shows that
WZ[U,Aµ] = I[U ] +
1
4pi
∫
d2x tr(A+U∂−U−1 + A−U−1∂+U
+ A+UA−U−1 − A+A−) (3.11)
2To make this distinction apparent, Witten [4] denotes the extended map by a hat, so
that all the G’s in the second integrand are hatted. We will use the same symbol for the
original and extended maps throughout for simplicity.
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Under a chiral transformation defined by
U → g−1Ug−1 , B → Bg , C → Cg−1 (3.12)
we get
−WZ[U g, Agµ] = I[Bg2C−1]− I[BUC−1]
= −WZ[U,Aµ] + WZ[g2, Aµ] (3.13)
Comparing with (3.4) we see that −WZ can be taken as the effective action W .
Next, we discuss the bosonization, namely the (quantum) equivalence of the bosonic
WZ[U,Aµ] theory and the original Fermi theory in the background field Aµ.
3.1.2 Bosonization of Chiral Fermion Theory
The action (3.1) of chiral fermions coupled to a background gauge field Aµ can
be rewritten as
SF [ψ, ψ¯, Aµ] =
∫
d2x [ψ¯i/∂ψ + tr(J+A− + J−A+)] (3.14)
where J± are the chiral currents. Equivalence of the WZW functional to the fermion
theory is an example of bosonization, and it can be formally expressed as∫
Dψ Dψ¯ exp(−SF [ψ, ψ¯, Aµ]) = const×
∫
DU exp(−WZ[U,Aµ]) (3.15)
where the bosonic functional measure DU is formally a product of Haar measures on
U(N). Unlike the Fermi theory, the Bose theory is assumed not to have any anomalies.
Instead the lack of chiral invariance is explicit in the bosonic action, whereas the
quantum measure DU is taken chirally invariant. Indeed one uses an identity obtained
from the chiral invariance of the Haar measure to reach the bosonization result (3.15).
Then for the abelian case, U = exp(iϕ) with a scalar field ϕ, we get DU = Dϕ,
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and using (3.11) the bosonization formula (3.15) simplifies to∫
Dψ Dψ¯ exp
(∫
d2x (ψ¯i/∂ψ + J+A− + J−A+)
)
= const
∫
Dϕ exp
(
−
∫
d2x
[
1
8pi
∂µϕ∂
µϕ+
i
4pi
(A+∂−ϕ+ A−∂+ϕ
])
(3.16)
By taking functional derivatives with respect to A+ and A− we see that
〈J+(x−) · · · J+(xn)J−(y1) · · · J−(ym)〉F
=
(
− i
4pi
)n+m
〈∂+ϕ(x1) · · · ∂+ϕ(xn)∂−ϕ(y1) · · · ∂−ϕ(ym)〉B (3.17)
where 〈· · · 〉F and 〈· · · 〉B denote expectation values in the fermionic and bosonic the-
ory, respectively, thereby expressing the usual result of the bosonization prescription
i.e. J± ↔ ∂±ϕ [42], [43].
Similarly, in the nonabelian case, for a generic U in (3.11), varying (3.15) with
respect to A− and setting A± = 0 we get〈
Jmn+ (x)J
m′n′
+ (x
′) · · ·
〉
F
=
〈
(−1/4pi)(U−1∂+U)mn(x)(−1/4pi)(U−1∂+U)m′n′(x′) · · ·
〉
B
(3.18)
Varying (3.15) with respect to A+ and setting A± = 0 we get〈
Jmn− (x)J
m′n′
− (x
′) · · ·
〉
F
=
〈
(−1/4pi)(U∂+U−1)mn(x)(−1/4pi)(U∂+U−1)m′n′(x′) · · ·
〉
B
(3.19)
These verify3 the bosonization rules introduced by Witten [4]
Jmn+ ↔ (−1/4pi)(U−1∂+U)mn , Jmn− ↔ (−1/4pi)(U∂+U−1)mn (3.20)
3See [6] for the mixed correlators 〈J+J− · · · 〉.
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These satisfy [4]
[TrAJ−(x),TrBJ−(y)] = 2iδ(x− y)Tr[A,B]J−(x) + iN
pi
δ′(x− y)TrAB (3.21)
[TrAJ+(x),TrBJ+(y)] = 2iδ(x− y)Tr[A,B]J+(x)− iN
pi
δ′(x− y)TrAB (3.22)
[TrAJ−(x),TrBJ+(y)] = 0 (3.23)
where A and B are arbitrary antisymmetric matrices. These are equivalent to (2.55).
To see this take A = Ma, B = M b with the O(N) basis {Ma} satisfying (2.52) and
the normalization condition Tr(Ma,M b) = 2δab.
3.1.3 Polyakov-Wiegmann’s treatment
Here is another calculation [35], [36] which better shows that the WZW functional
is the integrated anomaly, and the correspondence between the WZW action and the
P2DG action in LCG (to be discussed in the next section).
Consider the formal Dirac determinant in 2D
W [Aµ] = log Det(γ
µ(i∂µ + Aµ)) (3.24)
The quantum current can be defined through
Jµ =
δW
δAµ
(3.25)
One can choose a regularization such that the following quantum relations hold
∂µJ
µ + [Aµ, J
µ] = 0 (3.26a)
µν(∂µJν + [Aµ, Jν ]) =
1
2pi
µνFµν (3.26b)
The first equation simply states the conservation of the vector current Jµ. Note that
due to the identity ψγµγ5ψ = 
µνψγ5ψ the left-hand side of the second equation
is equivalent to ∂µJ
µ
5 + [Aµ, J
µ
5 ] so that this equation states the chiral anomaly i.e.
the nonconservation of the chiral current Jµ5 with the anomaly function given on the
right-hand side.
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If we switch to the LCC taken in this section as x± = x0 ± x1 and introduce the
parametrizations
A+ = g
−1∂+g , A− = h−1∂−h (3.27)
for the gauge field we see that equations (3.26) are solved for the chiral currents by
J+ = g
−1∂+g − h−1∂+h (3.28a)
J− = h−1∂−h− g−1∂−g (3.28b)
Now let us restrict our attention to the axial gauge A− = 0, h = I we get the
following variation for the effective action
δW =
∫
d2x Tr(J−δA+) (3.29)
=
∫
d2x Tr(∂−(g−1∂+g)δgg−1) (3.30)
The solution to this equation is none other than the WZW functional
W [g] =
1
2
∫
∂Q=S2
d2x Tr(∂µg
−1∂µg)
+
i
8pi2
∫
Q
d3y ABC Tr(g−1∂Agg−1∂Bgg−1∂Cg) (3.31)
If the A− = 0 gauge is turned off then the effective action becomes [36]
W [Aµ] = W+(A+) +W−(A−) + Tr(A+A−) (3.32)
where the last term is a dimensionless counterterm added to make W [Aµ] gauge
invariant. In terms of the parametrizations (3.27) this reads
W [gh−1] = W [g] +W [h−1] +
∫
d2x Tr((g−1∂+g)(h−1∂−h)) (3.33)
3.2 Polyakov’s 2D Gravity
In this section we are going to introduce the Polyakov 2D quantum gravity action
(P2DG) from a number of perspectives. In doing so, we are aiming to show in what
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sense it is a quantum gravity action in 2D, and its relation to WZW theory and to
chiral fermion theories.
In 2D, the classical theory of gravity described by the Einstein-Hilbert action does
not provide any dynamics as the Einstein equations reduce to 0 = 0. The Einstein-
Hilbert action reduces (using the Gauss-Bonnet theorem) to 2piχ where χ is the Euler
characteristic which is an invariant under homeomorphisms. Hence, in 2D, Einstein’s
gravity provides only topological information about the spacetime.
Upon quantization, however, theories can pick up contributions from anomalies
(forming the one-loop quantum effective action) in case the symmetries of classical
theory fails to hold in the quantum theory. In particular, anomalies can provide
dynamics to the spacetime metric. The main references for this section are [9], [5], [8].
3.2.1 P2DG as Integrated Conformal Anomaly
P2DG action arises as the effective action for the conformal anomaly. It is in-
troduced in [9], in the context of bosonic string theory, but it is relevant to any 2D
conformal field theory. Classical implication of conformal invariance is the vanishing
of the trace of the energy momentum tensor. Hence, breaking of the conformal sym-
metry at the quantum level, namely the conformal anomaly, arises as the nonvanishing
of the trace and turns out to be given by
gab
δW
δgab
= gab 〈Tab〉 = D
48pi
(R + const) (3.34)
Here D is a constant, Tab the energy momentum tensor of the theory and R is the
Ricci scalar of the 2D spacetime underlying the theory.
Equation (3.34) can be solved for the effective action W in covariant but nonlocal
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form,
W [gab] =− D
96pi
∫
d2x d2x′
√
g(x)R(x)K(x, x′)R(x′)
√
g(x′)
+ const
∫
d2x
√
g (3.35)
where K is the kernel of the Laplacian
∂a(
√
ggab∂b)K(x, x
′) = δ(x− x′) (3.36)
For computational purposes one chooses a gauge for the metric4, in which W
becomes local. In the same paper W is introduced in the conformal gauge gab = ρδab,
R = ρ−1∂2ρ. In this case we get the 2D Liouville gravity
W [ρ] = − D
96pi
∫
d2x
[
1
2
(∂a log ρ)
2 + µ2ρ
]
(3.37)
3.2.2 P2DG in Lightcone Gauge
In [5], Polyakov chooses a different gauge for the metric to evaluate the effective
action for the conformal anomaly, namely, the lightcone gauge (LCG)
ds2 = dx+dx− + h++(x+, x−)(dx+)2 (3.38)
The metric underlying this line element is given by
g(+−)µν =
(
h++ 1/2
1/2 0
)
(3.39)
Instead of substituting this metric into (3.35) he introduces the conformal anomaly
operator relations, analogous to (3.26) and (3.29), in LCC, namely,
δW =
∫
T−−δh++ (3.40)
∇+T−− ≡ ∂+T−− − h++∂−T−− − 2(∂−h++)T−− = d
24pi
∂−R (3.41)
4Reparametrization invariance combined with the symmetry of the metric tensor, reduce
its number of independent degrees of freedom to one.
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The Ricci scalar for (3.39) becomes R = ∂2−h++. Recall the mentioned analogy
between WZW theory and the P2DG theory in LCG. In the stated analogy we have
the correspondences A+ ↔ h++, J− ↔ T−−. We will have more to say about it below.
Polyakov states that it is possible to work out W [h++] perturbatively and even
in closed form. However, he chooses to work with an action that is obtained from it
by a field redefinition. Namely he introduces a field f defined by
∂+f = h++∂−f (3.42)
He points out to the analogy between (3.42) and (3.27). The former redefines the
h++ component in terms of a field f and the latter redefines the A+ component in
terms of a field g. That’s the first reason why P2DG action in LCG is considered as
the gravitational WZW model.
The effective action can then be written as
W [f ] ∝
∫
d2x
[
(∂2−f)(∂+∂−f)
(∂−f)2
− (∂
2
−f)
2(∂+f)
(∂−f)3
]
(3.43)
In analogy with (3.32), if the h−− = 0 gauge is turned off, we would have [44]
W [h++, h−−] = W+[h++] +W−[h−−] + Λ(h++, h−−) (3.44)
where Λ is a counterterm. In particular, if we introduce a Polyakov field f¯ for W− as
well, in terms of the fields f and f¯ the effective action would read
W [f, f¯ ] = W+[f ] +W−[f¯ ] + Λ(f, f¯) (3.45)
where W−[f¯ ] is of the same form as (3.43) with f ↔ f¯ , x+ ↔ x−. We can obtain W±
as parts of geometric action on the orbits of the direct product of two Virasoro algebras
(Section 3.6). The counterterm may arise from quantization conditions entangling the
diff field components D++, D−−.
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3.2.3 Chiral Fermions Coupled to Gravity in 2D
The approach followed here to introduce the P2DG action in LCG is from [8].
We differ in our LCC conventions (Section B.1).
The Dirac Lagrangian in a curved spacetime is defined as
L = √−g ψγµ∇µψ
= −(det v) ψγaeµa
(
∂µ − 1
2
ωµabγ
aγb
)
ψ (3.46)
Here vaµ are the vielbein components, det v is the determinant of the vielbein, e
µ
a are
the inverse vielbein components and ωµab are the spin connection components. In 2D
the spin connection ωµ vanishes (see e.g. [45] Section 7.10.3 ) thus this reduces to
L = −(det v) ψγaeµa∂µψ (3.47)
We use different letters for the vielbein and its inverse to avoid confusion.
Using the LCC toolbox developed in Section B.1 we can do the sum
L/
√
2 = ψ−(v−+∂− − v−−∂+)ψ− + ψ+(−v++∂− − v+−∂+)ψ+ (3.48)
Note that in obtaining this result we haven’t used any gauge fixing conditions.
Next, we introduce the field redefinitions φ− ≡
√
v−+ψ− and φ+ ≡
√
v+−ψ+.
Upon action of the derivatives we get terms of the form φ−φ− and φ+φ+. These
vanish by the Grassmann nature of the φ±. Therefore, in the end, we are left with
L/
√
2 = φ−
(
∂− − v
−
−
v−+
∂+
)
φ− + φ+
(
∂+ − v
+
+
v+−
∂−
)
φ+ (3.49)
Polyakov chooses the following vielbein gauge fixing conditions
v−− = 0 , v
−
+ = 1/v
+
− (3.50)
Now, under a coordinate transformation x 7→ x′ metric transforms with the inverse
Jacobian, ∂x/∂x′, i.e.
g˜ = (J−1)TgJ−1 (3.51)
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where we used boldface letter for the metric tensor matrix, to avoid confusion with the
metric determinant g. In the special case of the transformation from a flat metric, the
vielbein matrix is the same as the inverse Jacobian matrix. Therefore, the ligthcone
flat metric
η =
(
0 1
1 0
)
(3.52)
transforms to (coordinates are in order of (x+, x−) )
g =
(
2v−+v
+
+ v
−
−v
+
+ + v
−
+v
+
−
v−−v
+
+ + v
−
+v
+
− 2v
−
−v
+
+−
)
(3.53)
Under the conditions (3.50) this yields the Polyakov metric
g =
(
2v++
v+−
1
1 0
)
(3.54)
For the Polyakov metric, the Lagrangian (3.49) reduces to
L/
√
2 = φ+
(
∂+ − g++
2
∂−
)
φ+ + φ−∂−φ− (3.55)
Dropping the − chiral mode we get (ignoring the factor of √2)
L+ = φ+
(
∂+ − g++
2
∂−
)
φ+ (3.56)
Integrating over the fermionic modes we get the P2DG action in LCG5
W [g++] ∝ log Det
(
∂+ − g++
2
∂−
)
= Tr log
(
∂+ − g++
2
∂−
)
(3.57)
Since WZW action arises as the Dirac determinant with gauge coupling (3.2), we
again see that P2DG action in LCG is the gravitational analog of the WZW action.
That’s why it is also called the gravitational WZW model.
5Note that Polyakov [5], [8] used the LCC definitions x± = (t±x) so is off by a factor of
1/2 from our conventions. As a result the corresponding Lagrangian reads L+ ∝ φ+(∂+ −
g++∂−)φ+.
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3.3 Kac-Moody Geometric Action
In this section we review the construction of the geometric action on Kac-Moody
(KM) coadjoint orbits [28]. Using the conventions set in Section 2.3 we first need
to construct adjoint and coadjoint vectors that are suitable for (τ, λ)-parametrized
coadjoint orbit m. For this purpose we introduce group elements g(z, τ, λ) i.e. for
each point (τ, λ) on the orbit we have a group element g(z). Then as adjoint vectors
we can take
uτ ≡ g(z, τ, λ)∂τg−1(z, τ, λ) and uλ ≡ g(z, τ, λ)∂λg−1(z, τ, λ) (3.58)
To construct the geometric action we need the commutator of uτ and uλ
(Λ, a)↔ [(uτ , cτ ), (uλ, cλ)] =
(
[uτ , uλ],
∮
dz
2pii
Tr ∂zuτuλ
)
(3.59)
As a coadjoint vector on the orbit we pick a fixed coadjoint vector (A(z), a) and act
on it by g(z, τ, λ) :
(A(z), a)g =
(
g(z, τ, λ)A(z)g−1(z, τ, λ)− a∂zg(z, τ, λ)g−1(z, τ, λ) , a
)
(3.60)
Forming the pairing between the constructed coadjoint and adjoint vectors, and
integrating it over the orbit m, we get the action
SKM ≡
∫
m
Ω
=
∫
dλ dτ 〈(A, a)g |[(uτ , cτ ), (uλ, cλ)]〉
= k
∫
dλdτ
(∮
dz
2pii
Tr(gAg−1[g∂τg−1, g∂λg−1g])
− a
∮
dz
2pii
Tr(∂zgg
−1[g∂τg−1, g∂λg−1])
+a
∮
dz
2pii
Tr ∂z(g∂τg
−1)g∂λg−1
)
(3.61)
where g = g(z, τ, λ). We first write this as far as possible in terms of total z, τ
and λ derivatives. Total z derivative terms vanish. For τ and λ dependence, we
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choose to impose boundary conditions such that total τ derivatives vanish, and g is
τ -independent at λ = 0. This is equivalent to the requirement that the g(z, τ, λ) de-
scribing embedding of a 3-ball into the group manifold with λ as the radial coordinate
and z and τ , the coordinates on S2. With these we arrive at the WZW action plus a
background field A(z) interacting with the WZW field g(z, τ, λ) :
S =
ka
2
∫
dτ
∮
dz
2pii
Tr
(
∂τg(λ = 1) ∂zg
−1(λ = 1)
+
1
3
∫
dλ αβγ ∂αgg
−1∂βgg−1∂γgg−1
)
+ k
∫
dτ
∮
dz
2pii
Tr(Ag−1(λ = 1) ∂τg(λ = 1)) (3.62)
where zλτ = 1. Exact correspondence with the original form of WZW action (as
provided in [4]) is achieved via g ↔ g(z, τ, λ = 1) , g¯ ↔ g(z, τ, λ) , d2x ↔ dzdτ and
d3y ↔ dzdτdλ.
In the angular coordinate θ the same analysis leads to the action, [1] :
S =
ka
4pi
∫
dτ dθ Tr
(
∂τg∂θg
−1
∣∣∣
λ=1
+
1
3
∫
dλ αβγ ∂αgg
−1∂βgg−1∂γgg−1
)
+
k
2pi
∫
λ=1
dτ dθ Tr (Ag−1∂τg) (3.63)
where A = A(θ) and g = g(θ, τ, λ).
The coupling of WZW field to a background gauge field Aµ is given by the second
term of (3.11) (with U → g, A+ → Aτ , A− → Aθ),
SgAµ =
1
4pi
Tr
∫
dτ dθ (Aτg∂θg
−1 + Aθg−1∂τg + AτgAθg−1 − AτAθ) (3.64)
In temporal gauge, Aτ = 0, this reduces to
SgAθ =
1
4pi
Tr
∫
dτ dθ (Aθg
−1∂τg) (3.65)
Comparing this with the last term of the geometric action (3.63) we see that the back-
ground field A can be identified with the Aθ component of a YM field Aµ in temporal
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gauge. This identification will be further motivated by analyzing the infinitesimal
coadjoint action of the KM coadjoint element A. In fact, using this we are going to
obtain YM action from KM algebra by the transverse prescription in Section 4.2.
3.4 Virasoro Geometric Action
In this section, we review the geometric action on Virasoro coadjoint orbits [28].
Again we first need to construct adjoint and coadjoint vectors from the group ele-
ments parametrized on the orbit m = {(λ, τ)} i.e. from group elements of the form
s(z, λ, τ) ≡ s(λ, τ) · z where s(λ, τ) is the group element, and s(z, λ, τ) is the diffeo-
morphism formed by its action on z.
Let us begin by the adjoint element in the direction of τ . We will use the dif-
ferential operator representation6, −uτ∂τ = s∂τs−1. Using s · z = s(z) ≡ z¯ we get
uτ (z¯) = ∂τs(z, λ, τ) or uτ (z) = ∂τs(s
−1(z, λ, τ), λ, τ). The analogous expression can
be found for uλ. Next we evaluate the commutator [(uτ , cτ ), (uλ, cλ)] which using
chain rule becomes
ξs(z¯) = [uτ , uλ](z¯) = ∂τs(z, λ, τ)
∂λ∂zs(z, λ, τ)
∂zs(z, λ, τ)
− ∂λs(z, λ, τ)∂τ∂zs(z, λ, τ)
∂zs(z, λ, τ))
(3.66)
For the center, as well, it is more convenient to do the computation at z˜
µs ≡ c(uτ , uλ) =
∮
dz
2pii
∂3zuτ (z)uλ(z)
=
∮
dz¯
2pii
∂3z¯uτ (z¯)uλ(z¯)
=
∮
dz
2pii
∂zs
[
((∂zs)
−1∂z)3∂τs
]
∂λs (3.67)
where s = s(z, λ, τ).
To get the coadjoint vector on the orbit m, we act on a fixed element (D(z), b∗)
6Here minus sign is needed for consistency with the commutation relations.
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by a parametrized group element s(z, λ, τ), i.e.
(Ds(z¯), b
∗
s) =
(
(D(z)− b∗S(z, s)) (∂zs)−2 , b∗
)
(3.68)
With all these ingredients we obtain the action
S =
∫
dτ dλ
∮
dz¯
2pii
(Ds(z¯)ξs(z¯) + b
∗
sµs)
=
∫
dτ dλ
∮
dz
2pii
(∂zs)
−2(D(z¯)− b∗S(z, s))(∂z∂τs ∂λs− ∂z∂λs ∂τs)
+ b∗
∫
dτ dλ
∮
dz
2pii
∂zs
[
((∂zs)
−1∂z)3∂τs
]
∂λs (3.69)
where s = s(z, τ, λ). The same boundary conditions as in the case of KM are assumed.
Namely, those that make z total derivatives vanish and make s, τ -independent for
λ = 0. After a fairly long calculation one reaches the following action
S =
∫
dτ
∮
dz
2pii
∂τs
∂zs
D(z)− b
∗
2
∫
dτ
∮
dz
2pii
Fτ (z, τ, λ = 1) (3.70)
where
Fτ =
(∂2zs)
2(∂zs)
(∂zs)3
− (∂
2
zs)(∂z∂τs)
(∂zs)2
(3.71)
If we change the notation as z → x−, τ → x+, s → f , the second term in the
action (3.70) is identical to P2DG action in LCG (3.43). Explicitly, in Polyakov’s
notation we have
S =
∫
d2x D(x−)
∂+f
∂−f
− b
∗
2
∫
d2x
[
(∂2−f)(∂+∂−f)
(∂−f)2
− (∂
2
−f)
2(∂+f)
(∂−f)3
]
(3.72)
Here the noncentral Virasoro coadjoint element D(x−) couples as a background field
to the lightcone Polyakov field f(x+, x−) in analogy with a background YM field A
coupling to the WZW field g in the case of KM geometric action.
Consider the first term in (3.72). The coadjoint field D(x−) corresponds to Dzz ↔
Dθθ ↔ D−− component of a rank-two object Dµν called the diffeomorphism field or
the ”diff field” in short. Using (3.42) the interaction term can be written as
Sint =
∫
d2x D−−g++ (3.73)
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We can rewrite the integrand in the covariant form
Dµνh
µν = D−+ −D−−g++ (3.74)
given the temporal gauge D−+ = 0 for the diff field accompanied with Polyakov’s
LCG (3.39) for the metric. This shows that the first term in (3.72) is the coupling
of the diff field to the metric. We can’t, on the other hand, say anything about
D++ component since in LCG we have g−− = 0. Hence, D++ is simply invisible on
coadjoint orbits.
The argument that the Virasoro coadjoint element D can be identified with the
space-space component of a rank-two object will be further supported in Section 4.3,
where we will construct a covariant action governing the dynamics of the diff field.
3.5 Semi-direct Product Geometric Action
3.5.1 Action
We have previously constructed the geometric actions for Virasoro and KM alge-
bras separately. In the KM sector we obtained the WZW action plus the interaction
of the WZW field g with a background YM field Aµ in temporal gauge. In the Vira-
soro sector we obtained the P2DG theory plus the interaction of the Polyakov field s
with a background diff field tensor Dµν in temporal gauge.
When we consider the semi-direct product algebra we get the sum of the previ-
ous geometric actions plus corrections in the Aµ − g interaction term involving the
Polyakov field s. This correction follows from the nontrivial action of the Virasoro
generators on the KM generators. Let us review the main steps [2].
The two cocyle of the semi-direct product algebra is the sum of the cocycles of
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the algebras given in (2.62) and (2.76)
ω
(
(ξ1,Λ1, µ1), (ξ2,Λ2, µ2)
)
=
c
48pii
∫ 2pi
0
dθ (ξ′′′1 ξ2 − ξ1ξ′′′2 ) +
k
2pi
∫ 2pi
0
dθ Tr(Λ1Λ
′
2) (3.75)
For convenience, we took the Gelfand-Fuchs cocyle on the Virasoro sector, i.e. we did
not include the linear center.
As before (z ↔ θ) we denote the KM group element by g(λ, τ, θ) and the Virasoro
group element by s(λ, τ, θ). In analogy with the notation of the previous two sections,
adjoint elements that describe the changes in λ and τ directions can be taken as
Uλ = (∂λs, ∂λgg
−1, 0)
Uτ = (∂τs, ∂τgg
−1, 0) (3.76)
Denoting a composite group element by g˜ ≡ (g, s), the adjoint action Adg˜U become
U˜λ ≡ g˜−1Uλg˜ = (∂λs/∂θs, g−1∂λg, 0)
U˜τ ≡ g˜−1Uτ g˜ = (∂τs/∂θs, g−1∂τg, 0) (3.77)
Let us also denote B˜λ ≡ adU˜λB where B = (D(θ), A(θ), µ) is a fixed coadjoint element
and B0 = (D(θ), A(θ), 0), its non-central part. Then the geometric action becomes
SB =
∫
dλ dτ Ω(B˜λ, B˜τ )
=
∫
dλ dτ
〈
B|[U˜λ, U˜τ ]
〉
=
∫
dλ dτ
(〈
B0|[U˜λ, U˜τ ]
〉
+ µω(U˜λ, U˜τ )
)
(3.78)
Using (2.138), (2.144), (2.142) and (3.75), and performing partial integrations with
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the same boundary conditions as in the individual geometric actions one reaches,
S =
1
2pi
∫
dτ dθ
(
∂τs
∂θs
)
D︸ ︷︷ ︸
coupling to background diff field
+
1
2pi
∫
dλ dθ dτ Tr
(
A
(
∂λs
∂θs
∂θ(g
−1∂τg)− ∂τs
∂θs
∂θ(g
−1∂λg) + [g−1∂λg, g−1∂τg]
))
︸ ︷︷ ︸
coupling to background gauge field
− µc
48pi
∫
dτ dθ
(
∂2θs
(∂θs)2
∂τ∂θs− (∂
2
θs)
2
(∂θs)3
∂τs
)
︸ ︷︷ ︸
Polyakov gravity
−µk
4pi
∫
dτ dθ Tr (g−1∂θgg−1∂τg) +
µk
4pi
∫
dλ dτ dθ Tr ([g−1∂θg, g−1∂λg]g−1∂τg)︸ ︷︷ ︸
WZW
(3.79)
The KM and Virasoro geometric actions obtained in the previous two sections can be
recovered from this action by setting s(θ) = 0 and g(θ) = 0, respectively.
3.5.2 Equations of Motion
The equations of motion that follow [2] from the geometric action (3.79) are
0 = (∂θD)
∂τs
∂θs
+ 2D ∂θ
(
∂τs
∂θs
)
+
cµ
24pi
∂3θ
(
∂τs
∂θs
)
− Tr{A ∂θ(g−1∂τg)} (3.80)
0 = A ∂θ
(
∂τs
∂θs
)
+ (∂θA)
∂τs
∂θs
− [g−1∂τg, A] + kµ ∂θ(g−1∂τg) (3.81)
Let us simplify the notation a bit. First we will denote τ -derivative with a dot
and θ-derivative with a prime. We will also take (∂τs/∂θs) ≡ ξ, g−1∂τg ≡ Λ, kµ ≡ e−1
and (cµ/24pi) ≡ q. With all these the equations read
0 = D′ξ + 2Dξ′ + qξ′′′ − Tr{AΛ′} (3.82)
0 = ξ′A+ A′ξ − [Λ, A] + e−1Λ′ (3.83)
These are equations (2.149), with the linear center of the Virasoro algebra ignored
(Section B.2), and with the left-hand sides set to zero, i.e. δD = 0 = δA. In other
words, the equations of motions turn out to be the isotropy equations.
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In the absence of diffeomorphisms (ξ = 0), equation (3.83) has solutions
g(θ, τ) = L(θ)R(τ) (3.84)
where L(θ) ∈ G is arbitrary and the generators of R(τ) commute with A. This implies
that Λ = R−1R˙ commutes with A.
In the presence of diffeomorphisms the solution is modified to
g(θ, τ) = L(θ)M(θ, τ)R(τ) (3.85)
where L and R the same as above, and
M(θ, τ) = T exp
(
−e
∫ τ
−∞
dt ξA
)
(3.86)
with the boundary condition g(θ, τ → −∞) = 1.
Now, let us consider the Virasoro equation 0 = δD. Using (3.85), we get
Λ = g−1∂τg = R−1R˙− eξA (3.87)
Inserting this into 0 = δD we obtain
0 = D′ξ + 2Dξ′ + qξ′′′ + eTr (Aξ′A+ AξA′) (3.88)
Introducing a new field
D˜ ≡ D + e
2
Tr (AA) (3.89)
equation (3.88) simplifies to
0 = D˜′ξ + 2D˜ξ′ + qξ′′′ (3.90)
so that the KM variables A,Λ disappear from the equation. Thus D˜ is invariant
under gauge transformations contrary to D :
δgaugeD = −Tr (AΛ′) 6= 0 (3.91)
δgaugeD˜ = 0 (3.92)
We will use this result to obtain the gauge-invariant extension of the diff field Dµν .
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3.6 Direct Product of Two Virasoro Algebras
The 2D algebra of generators of conformal transformations turns out to be (see
e.g. [46]) direct product of two copies of Witt algebras
[`m, `n] = (m− n)lm+n (3.93)
[¯`m, ¯`n] = (m− n)¯`m+n (3.94)
[`m, ¯`n] = 0 (3.95)
Upon quantization (of the underlying conformal field theory) these commuta-
tion relations pick up central extensions yielding the direct product of two Virasoro
algebras. Quantization, however, may put further restrictions on the generators.
Commutation relations for the direct product of two Virasoro algebras, with cen-
tral charges left arbitrary, are given by
[Lm, Ln] = (m− n)Lm+n + (cm3 + hm)Iδm+n
[L¯m, L¯n] = (m− n)L¯m+n + (c¯m3 + h¯m)I¯δm+n
[Lm, L¯n] = 0 (3.96)
where c, h, c¯, h¯ are constants and I and I¯ are the generators of centers.
Firstly, notice that, in the geometric actions constructed in the previous sections,
whenever two parts of an algebra did commute (like the non-central and the central
parts of the algebra) they yielded separate terms summed in the geometric action.
The situation here is the same. Since the two copies of the Virasoro algebras commute
with each other, the geometric action of the direct product algebra will be given by
the sum of the geometric actions coming from each copy.
Secondly, the role of the LCCs x± are switched once we switch from {L} algebra
to {L¯} algebra. Hence, we can get the geometric action for the latter, from the first
simply by x+ ↔ x−. We will denote the noncentral coadjoint element coming from the
first algebra by D (with central charge µ), and from the second one by D¯ (with central
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charge µ¯). Similarly, the corresponding Polyakov fields (circle diffeomorphisms) will
be denoted by f and f¯ , respectively.
Recall the geometric action obtained from a single Virasoro algebra
S =
∫
d2x D(x−)
∂+f
∂−f
− µ
2
∫
d2x
[
(∂2−f)(∂+∂−f)
(∂−f)2
− (∂
2
−f)
2(∂+f)
(∂−f)3
]
(3.97)
where the coadjoint vector used in building the geometric action is Ad∗f (D,µ).
Then, the geometric action for the direct-product algebra becomes
S =
∫
d2x D(x−)
∂+f
∂−f
− µ
2
∫
d2x
[
(∂2−f)(∂+∂−f)
(∂−f)2
− (∂
2
−f)
2(∂+f)
(∂−f)3
]
+
∫
d2x D¯(x+)
∂−f¯
∂+f¯
− µ¯
2
∫
d2x
[
(∂2+f¯)(∂−∂+f¯)
(∂+f¯)2
− (∂
2
+f¯)
2(∂−f¯)
(∂+f¯)3
]
(3.98)
Notice that at this point there is no relationship between D, D¯, their central charges
µ, µ¯ or the diffeomorphisms f, f¯ acting on the coadjoint elements. It is just denotation
of distinct variables.
Upon quantization of a conformal theory with classical algebra given by direct
product of two copies of Witt algebras {ln}, {l¯m} a complication arises (see [47] Sec-
tion 2.2). The energy momentum tensor of the 2D conformal theory does vanish
classically (constraint equations of the classical conformal field theory). Since Vira-
soro generators are the Laurent modes of the energy momentum tensor they do need
to vanish classically as well. At the quantum level, however, vanishing of Ln for all
n ∈ Z lead to inconsistencies (due to the central extension terms). Fortunately, by
correspondence principle one only needs to have the expectation values of the quan-
tum operators corresponding to Virasoro generators to vanish which can be achieved
without setting all of them to zero, only half is sufficient. So one imposes the following
conditions to be satisfied by the physical states of the theory
Ln |φ〉 = 0 = L¯n |φ〉 for n > 0 and L0 = L¯0 (3.99)
How do these translate into a condition in terms of the noncentral coadjoint ele-
ments D, D¯? The Virasoro generators (adjoint elements) interact with the coadjoint
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elements through the pairing between them and the coadjoint action. Since our main
case of interest is the simplest type orbits, namely DiffS1/S1 whose isotropy algebra
is generated by L0 (and L¯0 for the second copy) the latter quantization condition
implies in this case that the coadjoint elements D, D¯ are fixed by the same element
in their corresponding orbits.
In particular in (3.98) we know that D and D¯ will be identified with D−− and
D++, respectively. Moreover, ∂+f/∂−f and ∂−f¯/∂+f¯ will be identified with h++ and
h−−, respectively. Then we can rewrite (3.98) as
S =
∫
D−−h++ +
∫
D++h−− +W+[f ] +W−[f ] (3.100)
=
∫
Dµνh
µν +W [f ]− Λ(f, f¯) with D−+ = 0 (3.101)
where we used (3.45). Hence, we see that this is the extension of (3.45) with D++
turned on. The question that follows then is whether we can recover the counterterm
Λ in (3.45) from (3.98) using the restrictions placed by quantization discussed above.
We will not continue this analysis here.
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CHAPTER 4
TRANSVERSE ACTIONS
4.1 Introduction
In the previous chapter we obtained geometric actions on the coadjoint orbits
of Kac-Moody (KM) and Virasoro algebras. In each case, the non-central coadjoint
element was seen as a background field coupled to group-valued bosonic fields.
In this chapter we are going to lift each of these background fields to a dynamical
field by providing a Hamiltonian for each and lifting the isotropy equation of coadjoint
orbits to a constraint field equation.
The isotropy equation (2.20) defines the set of adjoint vectors that fix the coad-
joint element on its orbit, i.e. that do not move it along the orbit. We then visualize
infinitely many copies of coadjoint orbits stacked as sheets and interpret the isotropy
equation as defining motion transverse to each sheet, i.e. from one sheet to the other,
but not along the sheet itself (see Figure (4.1)). This is the motivation for the term
transverse. Coadjoint transformations on the orbits lift to local transformations of
the constructed field theory.
Figure 4.1: Geometric vs Transverse Actions
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We are going to apply this method first to the KM coadjoint element A reaching
the Yang-Mills (YM) theory of a gauge field Aµ, then to the Virasoro coadjoint
element D, reaching the diffeomorphism field theory, the dynamical theory of Dµν .
The method of transverse actions provided here is originally from [15], [16], [18].
However, at the step where one picks up an ansatz for the momentum to construct
the action, the equation (4.64), we diverge. The reason for changing the momentum
ansatz was the observation that the action for the diff field, obtained in [16] does
not yield the same momentum as in the ansatz taken. In [16], the YM form for the
momentum is directly assumed in the KM case. Here, we do not assume the YM
form. Rather, we introduce a fairly relaxed ansatz for the momentum. Then the YM
form arises automatically from the constructed action. This seems puzzling at first,
but is essentially due to the Gauss law constraint being introduced into the action.
Applying the same line of reasoning to the diff field we reached a different action than
the one obtained in [16]. Moreover, the structures of the actions for the YM field and
the diff field become similar upon this modification.
In this chapter, x denotes the spatial coordinate unless otherwise stated.
4.2 Yang-Mills Action from Kac-Moody Algebra
4.2.1 Kac-Moody Gauge-Fixing
Recall the coadjoint action (2.149) of the adjoint vector F = (ξ(x),Λ(x), a) on
the coadjoint vector B = (D(x), A(x), µ) of the semi-direct product of Virasoro and
KM algebras, ad∗F(B) = (δD(x), δA(x), 0) with
δD = 2ξ′D +D′ξ + qξ′′′ + 2βξ′ − Tr (AΛ′) (4.1)
δA = A′ξ + ξ′A− [Λ, A] + e−1Λ′ (4.2)
where we introduced q ≡ cµ/(2pi), β ≡ hµ/(4pi) and e ≡ (kµ)−1 for simplicity. δD = 0
and δA = 0 are the isotropy equations.
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We can separate δA and δD into their pure Virasoro and KM sectors. The pure
KM sector (ξ = 0) of δA is
δA(x) = −[Λ(x), A(x)] + e−1∂Λ(x)
= (−fabcΛb(x)Ac(x) + e−1∂Λa(x))Ta (4.3)
where we introduced Λ(x) = Λb(x)Tb and A(x) = Ac(x)Tc. Here {Ta} forms a basis
for the Lie algebra of the base group of KM group. If we identify the coadjoint field
A with the space component A1 of the YM field Aµ in 2D, then the transformation
above corresponds to a time-independent gauge transformation of A1 :
A1(t, x)→ Ag1(t, x) = g(x)A1(t, x)g−1(x)− e−1(∂1g(x))g−1(x) (4.4)
For an infinitesimal transformation, g(x) = 1− Λa(x)Ta, (4.4) yields
δA1 = δAa1Ta ≡ Ag1 − A1 = (−[Λ(x), A1(t, x)]a + e−1∂1Λa(x))Ta (4.5)
This is the same as (4.3) except that A1 = A now also depends on time.
4.2.2 Gauss Law
We introduce the operator
Q =
∫
dx e−1Ga(x) Λa(x) (4.6)
(the coupling constant e−1 is introduced for convenience) that generates δA1 :
δA1a(x) = {A1a(x), Q} (4.7)
Here { , } is the standard Poisson bracket (PB) and introducing the conjugate mo-
mentum pi1a to A1a it is explicitly given by the spatial integral
{F,G} =
∫
dx
[
δF
δA1c(x)
δG
δpi1c (x)
− δF
δpi1c (x)
δG
δA1c(x)
]
(4.8)
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In particular, we have
{A1a(x), pi1b (y)} = δabδ(x− y) (4.9)
Combining (4.6), (4.5) and (4.10) equation (4.7) yields
δA1a(x) =
δQ
δpi1a(x)
= fabcΛb(x)A1c(x)− e−1∂1Λa(x) (4.10)
From this we deduce
Ga(x) = efabcA1b(x)pi
1
c (x) + ∂1pi
1
a(x) (4.11)
= (e[A1(x), pi
1(x)] + ∂1pi
1(x))a (4.12)
Ga = 0 is the well-known Gauss law constraint. In the context of YM theory, Gauss
law is the field equation for A0 which is non-dynamical since pi
0 vanishes. It is
encountered in Dirac’s constrained formalism1 as the secondary constraint that follows
from the consistency condition of the primary constraint pi0 = 0.
We also calculate δpi1a(x) = {pi1a(x), Q}:
δpi1a(x) = −
δQ
δA1a(x)
= efabeΛb(x)pi
1
e(x) = e[Λ(x), pi
1(x)]a (4.13)
This shows that pi1 is gauge-covariant as (4.13) is the infinitesimal reduction of
pi1g = g
−1pi1g (4.14)
for a time-independent gauge transformation g.
4.2.3 Kac-Moody Transverse Action
Notice that the momentum has a hidden time index by its definition via the action
functional (to be constructed)
pi1 =
δS
δ(∂0A1)
(= pi01) (4.15)
1Dirac’s formalism is reviewed in Section A.1.1.
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We take the ansatz
pi1 = −∂0A1 + L10 (4.16)
where L is a rank-two object that does not involve ∂0A1, but may involve the fields
A1, A0 and their spatial derivatives.
Transverse action is constructed using the isotropy equation δA1a = 0. This
enforces the dynamics to be transverse to the orbits, i.e., evolution of the field does
not move the field on the orbit. We would like to define an action functional that
enforces this condition. Since δA1 is generated by Ga, the isotropy equation can be
enforced by the Gauss law constraint, Ga = 0. Hence, we introduce the following
prescription for the transverse Lagrangian
L = ST−H + λC (4.17)
where ST stands for the symplectic term, H for Hamiltonian density, C for the con-
straint and λ for the Lagrange multiplier of C.
Since Ga is linear in the momentum, it has a hidden upper time index. Then, for
the Lagrangian to be a GCT-scalar, we need to contract Ga with an object having
a lower time index. Again if the only fields at hand are A0, A1 and their derivatives
then the simplest choice is a constant times A0. This is indeed a requirement to
obtain the YM action.
For convenience, let us define Bµν ≡ ∂νAµ. Then the pieces become
ST = (∂0A1a)pi
1
a = B10a(−B10a + L10a )
H = (1/2)pi1api1a = (1/2)(−B10a + L10a)(−B10a + L10a )
λC = cA0a(efabcA1b(−B10c + L10c ) + ∂1(−B10a + L10a )) (4.18)
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Combining we get
L = ST−H + λC
= −1
2
B10aB
10
a +
1
2
L10aL
10
a − cA0a(∂1B10a ) + cA0a(∂1L10a )
− cefabcA0aA1bB10c + cefabcA0aA1bL10c (4.19)
Then we recompute the momentum
pi1a ≡
δS
δ(∂0A1a)
=
δS
δB10a
=
∂L
∂B10a
− ∂1
(
∂L
∂(∂1B10a)
)
= −∂0A1a + c∂1A0a − cefabcA0bA1c (4.20)
We see that this yields the YM momentum only when c = 1 :
pi1a = ∂
1A0a − ∂0A1a + efabcA1bA0c = F 10a (4.21)
Setting c to any real constant is legitimate as it amounts to rescaling A0 which does
not affect the dynamical characteristics of the theory since A0 is nondynamical. The
meaning of setting c = 1, on the other hand, is that the Gauss law is the constraint
associated with A0, not with an arbitrary multiple of it.
Hence, the field equations force L10 (thereby the momentum pi1) to take the
desired form; we did not need to enforce it (as in [16]). The rest is straightforward.
Inserting the momentum (4.21) back into L, and writing pi1 = F 10 we get
L = ∂0A1aF 10a −
1
2
F10aF
10
a + A0a(∂1F
10
a + efabcA1bF
10
c )
=
1
2
F10aF
10
a + ∂1(A0aF
10
a ) (4.22)
where we applied partial integrations and rearranged the indices. Let y denote the
spacetime coordinate (t, x). Then, the action reads
S =
∫
d2y L = 1
2
∫
d2y F10aF
10
a +
∫
d2y ∂1(A0aF
10
a ) (4.23)
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Using Stoke’s theorem the second term is converted to an integral on the boundary :∫
V
d2y ∂1(A0aF
10
a ) =
∫
∂V
ds1A0aF
10
a (4.24)
We will assume the boundary conditions (such as A0a = 0 or F
10
a = 0 on ∂V ) that
make this term vanish. Hence, we get
S =
1
2
∫
d2y F10aF
10
a (4.25)
Since in 2D we have FµνaF
µν
a = 2F10aF
10
a the action can be written as
S =
1
4
∫
d2y FµνaF
µν
a (4.26)
Using the normalization Tr (TaTb) = δab we get
Tr (FµνF
µν) = FµνaF
µν
b Tr (TaTb) = FµνaF
µν
a (4.27)
Thus, the action becomes
S =
1
4
∫
d2y Tr (FµνF
µν) (4.28)
We can covariantly extend this action to higher dimensions as
S =
1
4
∫
dNy
√
g Tr (FµνF
µν) (4.29)
Since Fµν are the components of a two-form they are not affected by covariantization.
4.2.4 Virasoro Sector of Kac-Moody Coadjoint Transformation
Now, let us examine the Virasoro sector of (4.2) :
δA = A′ξ + ξ′A (4.30)
where A = A(x), ξ = ξ(x) and ′ ≡ d/dx. As we have seen, A can be identified
with the space component of the YM vector field Aα in 2D. Below, we will reach an
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argument further supporting this and one that will be helpful in the construction of
the diff transverse action.
The statement that Aα is a (covariant) vector field means that under an infinites-
imal coordinate transformation generated by a (contravariant) vector field ξβ, Aα
must transform according to
δξAα = ξ
β(∂βAα) + Aβ(∂αξ
β) (4.31)
In 2D this constitutes two transformations, δξA0 and δξA1. The latter becomes
δξA1 = ξ
0∂0A1 + ξ
1∂1A1 + A0∂1ξ
0 + A1∂1ξ
1
= (ξ1∂1A1 + A1∂1ξ
1) + (ξ0∂0A1 + A0∂1ξ
0) (4.32)
For this to match up with (4.30) we only need ξ0 = 0. Then for the remaining
component we have
δξA0|ξ0=0 = ξ1∂1A0 + A1∂0ξ1 (4.33)
A0 is expected to transform as a scalar under spatial transformations (since it has no
spatial index) so we also need ∂0ξ
1 = 0. Thus together we have
ξ0 = 0 = ∂0ξ
1
δξA1 = ξ
1∂1A1 + A1∂1ξ
1
δξA0 = ξ
1∂1A0 (4.34)
This is compatible with the temporal gauge (i.e. A0 = 0 implies δA0 = 0), but
does not require it.
Similarly consider a gauge tranformation
Agµ = gAµg
−1 − e−1g∂µg−1 (4.35)
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Since the infinitesimal generator Λ on coadjoint orbits is only space-dependent, it can
only generate time-independent gauge transformations. For an infinitesimal time-
independent gauge transformation g ≈ 1− Λ, (4.35) yields
δΛA1 = A
g
1 − A1 ≈ e−1Λ′ − [Λ, A1] (4.36)
Thus correspondence with KM element requires only the time-independence of the
gauge transformations. Under such transformations (4.35) yields
Ag0 = gA0g
−1 − e−1g∂0g−1
= gA0g
−1 (4.37)
This, as well, is compatible with the temporal gauge A0 = 0, but does not require it.
Apart from the fact that A0 is invisible on orbits, then comes the question ”Why
do we require the temporal gauge?” The answer, as shown in the previous chapter,
comes from the geometric action. The term involving the noncentral Kac-Moody
element A is identified as a background gauge field interacting with WZNW field
only in temporal gauge, (3.64), (3.65).
Thus, we have reached the result that the coadjoint transformation given in (4.30)
corresponds to the residual (A0 = 0), time-independent (∂0ξ
µ = 0), spatial (ξ0 = 0)
infinitesimal coordinate transformation (or Lie derivative) of a rank-one1 tensor Aα
(A = A1). A similar analysis in the case of the diff field will play a crucial role in
constructing its dynamical theory.
4.3 Diffeomorphism Field Action
4.3.1 Virasoro Gauge-Fixing
Consider the pure Virasoro sector (Λ = 0) of (4.1)
δξD = 2ξ
′D +D′ξ + qξ′′′ + 2βξ′ (4.38)
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In analogy with the YM case, we claim that the field D can be identified with the
space-space component of a rank-two tensor Dµν in 2D apart from central extensions
and under certain assumptions. Let us find out the assumptions needed.
The Lie derivative of a rank-two tensor Dµν along a vector field ξ
λ is given by
δξDµν = (∂µξ
λ)Dλν + (∂νξ
λ)Dµλ + ξ
λ(∂λDµν) (4.39)
which, including the central extension terms is modified to
δξDµν = (∂µξ
λ)Dλν + (∂νξ
λ)Dµλ + ξ
λ(∂λDµν) + q∂µ∂ν∂λξ
λ + β(∂µξν + ∂νξµ) (4.40)
We would like to match up (11) component of (4.40) with (4.38). In 2D, Dµν
has four independent components. We first assume that Dµν is symmetric
2. We then
have for the (11) component
δD11 = ξ
1∂1D11 + 2∂1ξ
1D11 + q∂1∂1∂1ξ
1 + 2β∂1ξ1
+ (ξ0∂0D11 + 2D01∂1ξ
0 + q∂1∂1∂0ξ
0) (4.41)
We see that the necessary and sufficient condition is
ξ0 = 0 (4.42)
Next, let us consider D01. We expect it to behave as a (covariant) vector un-
der time independent, spatial transformations as it has a single spatial index. Its
transformation, using (4.42), becomes
δD01 = ξ
1∂1D01 +D01∂1ξ
1 + (D11∂0ξ
1 + q∂0∂1∂1ξ
1 + β∂0ξ1) (4.43)
Hence, we need the additional condition that
∂0ξ
1 = 0 (4.44)
2Note that for the antisymmetric part of the diff field, the central extension terms vanish.
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The last component D00, is expected to be a spatial scalar and this holds without
any additional conditions. Its transformation using (4.42) and (4.44) becomes
δD00 = ξ
1∂1D00 (4.45)
To summarize, so far we have
ξ0 = 0 = ∂0ξ
1 (4.46a)
δD11 = ξ
1∂1D11 + 2∂1ξ
1D11 + q∂
3
1ξ
1 + 2β∂1ξ1 (4.46b)
δD01 = ξ
1∂1D01 +D01∂1ξ
1 (4.46c)
δD00 = ξ
1∂1D00 (4.46d)
Now, recall that the identification (3.74) of diff-metric coupling in the geometric
action for the Virasoro algebra required the temporal gauge D01 = 0. Moreover, since
D01 has a spatial index, if it were nonzero it should have shown itself on the coadjoint
orbit. Thus we must take the temporal gauge, D01 = 0 for correspondence. This is
consistent with (4.43), (4.46) as setting D01 = 0 implies δD01 = 0.
We can not repeat this argument for D00 since even if it is non-vanishing in higher
dimensions it would project to zero on the spatial hypersurface. And the reason we
haven’t encountered it as part of the diff-Polyakov interaction was that the P2DG
action, central part of the Virasoro geometric action, assumes the lightcone gauge
h−− = 0 and this component multiplies D00 ↔ D++ as discussed.
However, since it is invisible on the orbits we will ”choose” to take it zero in
constructing the action, although this is not a requirement. We shall call this the full
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temporal gauge, and in this gauge transformations become
ξ0 = 0 = ξ1 (4.47a)
δD11 = ξ
1∂1D11 + 2∂1ξ
1D11 + q∂
3
1ξ
1 + 2β∂1ξ1 (4.47b)
δD01 = 0 = D01 (4.47c)
δD00 = 0 = D00 (4.47d)
4.3.2 Diff-Gauss Law
Although we are in 2D (where we have a single spatial index) we are going to
keep the spatial indices of the diff field for higher dimensions i.e. D11 → Dij. This
does not affect the analysis though simplifies the generalization to higher dimensions
later on. The transformation (4.47b) is then lifted to
δDij = ξ
k∂kDij + ∂iξ
kDkj + ∂jξ
kDik + q∂i∂j∂kξ
k + β(∂iξj + ∂jξi) (4.48)
In analogy with the analysis in the previous section, we propose that δD given in
(4.47) (as δD11 → δDij) is generated by the operator
Q =
∫
dx Gk(x)ξ
k(x) (4.49)
through
δξDlm(x) = {Dlm(x), Q} (4.50)
The Poisson bracket is, as before, assumed to be standard :
{F,G} :=
∫
dx
[
δF
δDij(x)
δG
δX ij(x)
− δF
δX ij(x)
δG
δDij(x)
]
(4.51)
where the integral is over a spatial hypersurface and we introduced the conjugate
momentum X to D. Since we took D to be symmetric, X also must be symmetric
by its definition through the Lagrangian. Then, in particular, we have
{Dij(x), X lm(y)} = 1
2
(δliδ
m
j + δ
l
jδ
m
i )δ(x− y) (4.52)
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where the delta function is the spatial one. Gk is the analog of the Gauss law operator
of YM. We call it the diff-Gauss law operator. Evaluating (4.50) we get
δQ
δX lm(x)
= (∂lξ
k)Dkm + (∂mξ
k)Dlk + ξ
k(∂kDlm)
+ q∂l∂m∂kξ
k + β(∂lξm + ∂mξl) (4.53)
From this we deduce the diff-Gauss law operator
Gk = X
ij∂kDij − ∂i(X ijDkj)− ∂j(DikX ij)− q∂k∂j∂iX ij − 2β∂iX ik
= X ij∂kDij − 2∂i(X ijDkj)− q∂k∂j∂iX ij − 2βgkj∂iX ij (4.54)
where we used the symmetry of X. The shortcut prescription to find the diff-Gauss
law is given by
Gk = (−δξDij)ξk→Xij0 (4.55)
where δξDij = δDij is given by (4.48).
We also compute δX :
δξX
lm = {X lm, Q}
= −(∂kξk)X lm − (∂kX lm)ξk + (∂kξl)Xkm + (∂kξm)Xkl
= −
(
ξk∂kX
lm − ∂kξlXkm − ∂kξmX lk + ∂kξkX lm
)
(4.56)
The sum of the first three terms corresponds to the Lie derivative of a rank-two spatial
tensor and the last term shows that X lm is a rank-two spatial tensor density of weight
one [18]. In fact in 1D (4.56) reduces to
δX = −ξ′X −X ′ξ + ξ′X + ξ′X = ξ′X −X ′ξ (4.57)
which is not the transformation of a rank-two tensor; rather that of a generator ξ of
the coordinate transformation i.e. of a vector field.
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4.3.3 Diff Field Action
Now, we are ready to construct the Lagrangian according to the prescription
(4.17)
L = ST−H + λC (4.58)
The diff-Gauss law has a lower space index and a hidden upper time index (since it
is linear in the momentum) so its Lagrange multiplier is of the form λk0. The obvious
choice is D k0 . Let us write down the pieces
ST = (∂0Dij)X
ij (4.59)
H = (1/2)XijX ij (4.60)
λ(C) = D k0 (X
ij∂kDij − 2∂i(X ijDkj)− q∂k∂j∂iX ij − 2βgkj∂iX ij) (4.61)
where again we assumed the standard Hamiltonian and the symplectic term is fixed
by the PB (4.51). Combining the pieces we get
LD = D k0 X ij∂kDij − 2D k0 ∂i(X ijDkj)− qD k0 ∂k∂j∂iX ij − 2βD0j∂iX ij
+ (∂0Dij)X
ij − (1/2)XijX ij (4.62)
At this point let us mention an ambiguity. We can continue with this form of the
action or we can partially integrate the higher order q term to get a simpler action.
This doesn’t make a difference in flat space, in which (4.62) is written, since partial
derivatives commute and boundary terms can be made to vanish with appropriate
boundary conditions. In the original theory the spatial hypersurface was a circle
whose boundary is empty, thus anything defined on it vanishes anyway. Moreover,
the momentum (and the field equations) are unaffected by this partial integration.
However, after covariantization the two actions, partially integrated and the original,
differ. Covariant derivatives do not commute and the difference between two distinct
choices yield a factor involving the Riemann tensor components.
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We shall continue with the partially-integrated version. We then get
LD = X ij(Dk0∂kDij + 2∂iDk0Dkj + q∂i∂j∂kDk0 + 2β∂iD0j + ∂0Dij)
− (1/2)X ijXij (4.63)
For convenience, we shall introduce the notation ∂kDij ≡ Dijk, ∂l∂kDij ≡ Dijkl
etc. In analogy with the YM case, we declare the ansatz
X ij = Dij0 + Y ij0 (4.64)
where we require that Y is a functional of the diff field components and their space
derivatives, but not time derivatives. Then, we get
LD = (Dij0 + Y ij0)
(
Dk0Dijk + 2D
k
0iDkj + qD
k
0kji + 2βD0ji
)
+ (1/2)Dij0Dij0 − (1/2)Y ij0Yij0 (4.65)
Only the part involving velocities will be relevant for the momentum calculation :
Lrel = Dij0
(
Dk0Dijk + 2D
k
0iDkj + qD
k
0kji + 2βD0ji
)
+ (1/2)Dij0Dij0 (4.66)
Now, let us recompute the momentum from the constructed Lagrangian:
Xmn0 ≡ δSrel
δDmn0
= D 0k D
mnk + 2D 0mk D
kn + qD 0knmk + 2βD
0nm +Dmn0 (4.67)
Since diff momentum needs to be symmetric in its first two indices, we take
Xmn0 = Dmn0 +D 0k D
mnk +D 0mk D
kn +D 0nk D
km
+ qD 0knmk + β(D
0nm +D0mn) (4.68)
The shortcut prescription to find the diff momentum is the following :
Xij0 = ∂0Dij + (δξDij)ξk→D k0 (4.69)
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Comparing (4.67) with (4.63) we see that
LD = X ij0Xij0 − (1/2)X ij0Xij0
= (1/2)X ij0Xij0 (4.70)
Finally we covariantize
LD = (1/2)√gXµνλXµνλ (4.71)
This is analogous to the YM Lagrangian, ∝ √gF µνa Fµνa. We will introduce a constant
α for the terms involving two diff fields since the (physical) dimension of these terms
will, in general, be different, and from here on ∇λDµν ≡ Dµνλ, ∇σ∇λDµν ≡ Dµνλσ
etc. Then the covariantized momentum in (4.71) reads
Xµνλ = Dµνλ + αD λσ D
µνσ + αD λµσ D
σν + αD λνσ D
σµ
+ βDµλν + βDνλµ + qD λσµνσ (4.72)
The q-term in the starting expression (4.40) was invariant under the change of
derivative indices since the expression was written in flat space. Now, however, we
covariantized the theory and covariant derivatives do not commute. That’s why we
need to symmetrize this term. Then the momentum becomes
Xµνλ = Dµνλ + αD λσ D
µνσ + αD λµσ D
σν + αD λνσ D
σµ
+ βDµλν + βDνλµ + qD λ(σµν)σ (4.73)
where (µν · · · ) denotes symmetrization of the indices inside.
The β term in (4.38) could have been made to vanish at the very beginning by
a constant shift of L0 in (2.79) (see Section B.2). So, here we will take β = 0 for
simplicity. Let us mention, however, that this does not affect the validity of the
arguments below about the structure of the Lagrangian. Nonzero β terms simply add
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more corrections to the propagator, three-point and four-point vertices; they do not
change the general structure. With β set to zero the Lagrangian simplifies to
2LD = DµνλDµνλ
+ 2α(DµνλDσλDµνσ + 2D
µνλDσνDσλµ)
+ α2(DµνλDµνσD
ρ
λD
σ
ρ + 2D
µνλDσµλD
σ
ρD
ρ
ν
+ 2DµνλDσµρD
ρ
νD
σ
λ + 4D
µνλDσρµD
ρ
νD
σ
λ)
+ 2qDµνλDσλ(µνσ)
+ 4αq(DµνλDσλD
ρ
σ(µνρ) + 2D
µνλDρνD
σ
µ(ρλσ))
+ q2D λ(σµν)σ D
ρ
λ(ρµν) (4.74)
To see the contributions to the propagator and interactions better we may rear-
range the terms as
LD = (L0 + Lq + Lq2) + (Lα + Lαq) + Lα2 (4.75)
where L0 is the no coefficient term, Lq is the term with coefficient q, etc. Then the
structure is as shown in Figure (4.2).
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Figure 4.2: Yang-Mills vs Diff Field - Structure Comparison
We have an ordinary kinetic term and two corrections to the propagator with
coefficients q2 and 2q. We have a three-point vertex with coefficient 2α and a correc-
tion to it with coefficient 2αq. Finally we have a four-point vertex with coefficient
α2. So in addition to the Lagrangian being in the form of momentum square as of
YM theory, the expanded expression has the same structure of interaction vertices as
in YM theory apart from the higher order corrections (which is inevitable since the
Virasoro central extension is of higher order contrary to those of KM algebra).
The previously proposed [16] Lagrangian is obtained from this one if we get rid
of terms with q2, αq and α2 coefficients and rescale the α and q terms by 1/2. This
is equivalent to taking only the symplectic part of (4.71). We shall call it the BLRY
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Lagrangian :
LBLRY = (1/2)DµνλXµνλ (4.76)
As mentioned before this Lagrangian is built using the ansatz Xµνλ = Dµνλ for the
momentum. However, it is easy to see that the BLRY action does not yield back
the same momentum.3 This was the observation that led to the momentum ansatz
(4.64) and eventually to the modified action. Moreover, the stuctural correspondence
with YM theory is lost as the four-point vertex is not included in (4.76). Finally,
in [15], [16] only one possible q-term was taken into account rather than using the
symmetrized expression involving all possibilities that reduce to the same expression
in flat spacetime.
We have thus obtained a covariant action for the diff field assuming the diff field
is a tensor4. Our gauge fixing arguments were made in flat space. Covariantization,
however, changes the gauge structure of the theory. In particular, upon covarianti-
zation Di0 components of the diff tensor become dynamical and in order to obtain
diff-Gauss law as a constraint we must enforce Di0 = 0 = ∂0Di0. The additional con-
ditions for time derivatives are needed, since the action is second-order in Di0 and in
higher order theories time derivatives of the fields need to be treated as independent
variables. Moreover, the invisible component D00 showed up and the Lagrangian is
third-order in it.
None of these issues are seen in YM theory; covariantization does not affect the
3Note that this is a requirement only before covariantization. It is easy to see that after
the covariantization neither action yields back the same momentum. This is due to the loss
of the assumption that the correction Y to the velocity term in (4.64) is independent of the
time derivative upon covariantization.
4Although our gauge fixing arguments at the beginning were made for a non-tensor, for
covariantization to make sense we need to assume at this point that the diff field is a tensor.
In Section 6.6, we are going to review problems of the transverse formalism, and look for
alternative ways to come up with a diffeomorphism invariant.
80
gauge structure; A0 remains nondynamical. This is expected since in YM theory
gauge fixing refers to an internal gauge group, not to the coordinate transformations,
so are unaffected by covariantization.
Finally, let us note down the field equations. To obtain the field equations we
need to apply variation with respect to Dµν . This amounts to computing
δL = XµνλδXµνλ (4.77)
Then we partially integrate all the derivatives of the variations δDs in δXµνλ and
rearrange the indices to express the result in the form δDµν(· · · ). The expression
(· · · ) is the field equation 0 = δS/δDµν . With this method we get
0 = − δS
δDµν
= X λµνλ + β(X
λ
µλν +X
λ
νλµ ) + qX
σλ
ν(µσλ)
+ α
[
DσλµXσλν + 2D
λσ
µ Xσνλ − ∂σ
(
DσλXµνλ + 2X
σλ
νDµλ
)]
(4.78)
We will analyze the covariantized theory in 2D Minkowski spacetime in Sections
5.4 and 5.5.
4.4 Interactions of Diffeomorphism Field
The prescription to obtain the interactions of the diff field with the matter and
gauge fields have been proposed in [16].
4.4.1 General Prescription to Obtain Interactions of Diff Field
The self-interaction of the diff field has the structure
Lint = XλµρZλµρ (4.79)
where Xλµρ is the covariantized conjugate momentum of the diff field and Zλµρ is
the covariantized (but not centrally extended) Lie derivative of the diff field. We
can build the interaction Lagrangian of the diff field with other fields imitating the
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structure of the self-interaction of the diff field. Namely, for a field φ with covariant
conjugate momentum piφ, we introduce
Lint = piφ (δDφ) (4.80)
where δDφ is the ”diff variation” of φ. Explicitly the construction is carried out in
the following steps [16] :
• Contract the conjugate momentum of the field with the Lie derivative of the
matter field with respect to a vector field ξk.
• Replace the vector field ξk with D k0 so that the Lie derivative is extended to a
diff variation.
• Fully covariantize the action.
Applying this prescription to the diff field itself we recover (4.79)
L0th = X ij0(ξk∂kDij +Dkj∂iξk +Dik∂jξk)→
L1st = Xλµ0(D α0 ∇αDλµ +Dαµ∇λD α0 +Dλα∇µD α0 )→
Lint = Xλµρ(D σρ ∇σDλµ +Dσµ∇λD σρ +Dλσ∇µD σρ ) (4.81)
Lint corresponds to the part of the total diff Lagrangian involving the constant α
i.e. terms with coefficients α, qα, βα and α2. Notice that even though Dµν is taken
as a tensor in the transverse method, one does not simply use tensoriality to find its
interactions with other matter.
Below we are going to show application of this method for interactions of the diff
field with the point particle, spin one half and spin one fields.
4.4.2 Diff Field Interacting with Point Particle
Components of the velocity four-vector of a point particle are given by
u0 =
dt
dτ
= γ and ui =
dxi
dτ
= γ
dxi
dt
= γvi (4.82)
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where γ = (
√
1− v2)−1. Then the four-momentum components become
pµ = muµ = (γ, γvi) (4.83)
From the transformation, xµ → xµ+ξµ, of the coordinate four-vector we can read
the diffeomorphism shift of the coordinate three-vector, δxi = ξi.
Then, the prescription (4.80) yields the interaction term in following steps
S0 =
∫
dt piδx
i =
1
m
∫
mγ dτ piξ
i =
1
m
∫
dτ piξ
ip0
S1 =
1
m
∫
dτ piD
i
0 p
0
Sint =
1
m
∫
dτ pµD
µ
ν p
ν =
1
m
∫
dτ pµDµνp
ν (4.84)
We are going to introduce a factor of λ/2 for convenience where λ is a dimensionful
constant that makes this interaction dimensionless. So we take
Sint =
λ
2m
∫
dτ pµDµνp
ν =
λm
2
∫
dτ z˙µz˙νDµν (4.85)
The variation of Sint with respect to the coordinate four-vector is
δzSint = −λm
∫
dτ δzρ [z¨νDρν + (1/2)(∂µDρν + ∂µDνρ − ∂ρDµν)z˙µz˙ν ] (4.86)
The action of a free point particle is [48]
Spp =
m
2
∫
dτ
dzµ
dτ
dzµ
dτ
=
m
2
∫
dτ gµν
dzµ
dτ
dzν
dτ
(4.87)
Comparing this with (4.85) we see that the diff field adds to the metric i.e.
Spp + Sint =
∫
dτ z˙µz˙ν(gµν + λDµν) (4.88)
The variation of Spp with respect to the coordinate four-vector is
δzSpp = −m
∫
dτ δzρ [ gµρz¨
µ + (1/2)(∂νgµρ + ∂νgρµ − ∂ρgµν)z˙µz˙ν ] (4.89)
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If there are no other fields present the two variations (4.86) and (4.89) combine to
give the perturbed geodesic equation
λm[ z¨νDρν + (1/2)(∂µDρν + ∂µDνρ − ∂ρDµν)z˙µz˙ν ]
+m[ gνρz¨
ν + (1/2)(∂µgνρ + ∂µgρν − ∂ρgµν)z˙µz˙ν ] = 0 (4.90)
Contracting with gρα and rearranging we get
(z¨α + λDαν z¨
ν) + (1/2)[λgρα(∂µDρν + ∂µDνρ − ∂ρDµν) + Γαµν ]z˙µz˙ν = 0 (4.91)
Hence, point particle interaction suggests that the diff field may be a linear pertur-
bation to the spacetime metric.
4.4.3 Diff Field Interacting with Dirac Fermion
Next, let us apply the transverse interaction prescription (4.80) to the coupling
of the diff field to a Dirac fermion. From the covariant Dirac Lagrangian follows the
covariant generalized momentum for the Dirac fermion
piβ =
√
g ψ γβ (4.92)
The Lie derivative of ψ with respect to a vector field ξ is given by [49]
ξα∇αψ − 1
4
∇[αξβ]γαγβψ (4.93)
where ∇ is the spin covariant derivative. Extending this to a diff variation we get
D αλ ∇αψ −
1
4
∇[αDβ]λγαγβψ (4.94)
With this we write the interaction Lagrangian as
LψD = √g ψ γλ
(
D αλ ∇αψ −
1
4
∇[αDβ]λγαγβψ
)
(4.95)
In flat spacetime ∇[αDβ]λγαγβ vanishes and this reduces to
LflatψD = ψγλDλαηαβ∂βψ
= (ψγα∂βψ)D
β
α (4.96)
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It is stated in [16] that the factor ψ¯γα∂βψ multiplying the diff field corresponds
to ∂τs/∂θs ↔ ∂+f/∂−f = h++ in the bosonization of fermions. We find, however,
that this expression corresponds to the energy momentum (EM) tensor, not to the
metric that couples to the fermion. Let us show this.
The Dirac Lagrangian in a curved spacetime reads
L = √g ψγµ∇µψ (4.97)
where ∇µ includes a spin connection term. Since we will consider the flat space EM
tensor at the end we can drop the spin connection term here. We then get
L = √g ψγµ∂µψ (4.98)
Note that in this expression γµ = eµaγ
a where eµa are the inverse vielbein and γa are
the true Dirac matrices satisfying the Clifford algebra. It is straightforward to vary
the action to obtain the EM tensor as
T µν =
1√
g
δS
δgµν
= ψγµ∂νψ +
1
2
gµνψγµ∂µψ (4.99)
where we used
δ
√
g =
1
2
√
ggµνδgµν (4.100)
The second term in (4.99) vanishes on-shell by the field equation γµ∂µψ = 0 so that
we are left with
T µν = ψγµ∂νψ (4.101)
This shows that the diff-spinor interaction (4.96) in flat spacetime reads
LflatψD = T µνDµν (4.102)
Just as matter fields couple to the gauge field via the current, JµAµ, they couple to
the spacetime metric via their EM tensor T µνgµν . Hence, we again see that the diff
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field emerges as a perturbation to the spacetime metric if the transverse interaction
prescription (4.80) is used to obtain its interaction.
This is interesting since the diff field is originally, i.e. before considering it as
a field on its own right coupling to other fields, is nothing but the EM tensor. In
fact, the EM tensor of a 2D conformal field theory transforms as in (2.88), (2.91), i.e.
as a Virasoro coadjoint element. However, once we treat it as a distinct dynamical
field, and mimick its self-interaction to obtain its interactions with other fields, its
role changes from the EM tensor to a perturbation to the spacetime metric.
4.4.4 Gauge-Invariant Diff Field
Recall the coadjoint transformations (2.149) of the semidirect product algebra
δD(θ) = 2ξ′D +D′ξ +
cµ
2pi
ξ′′′ +
hµ
2pi
ξ′ − Tr (AΛ′) (4.103a)
δA(θ) = A′ξ + ξ′A− [Λ, A] + kµΛ′ (4.103b)
Let us first analyze the second transformation (4.103b). A is treated as a YM
field in 1D, or space component of a YM field, in 2D, in temporal gauge A0 = 0. In
both cases terms involving ξ represent the Lie derivative of the gauge field. The terms
involving Λ represent an infinitesimal gauge transformation of the YM field in 1D,
or time-independent gauge transformation of the space component of the YM field in
2D.
Now, let us analyze the first transformation (4.103a). In analogy with above the
terms involving ξ should represent the Lie derivative of the diff field D. However, the
constructed Lagrangian is a GCT invariant only if the diff field is a tensor. In fact, if it
is not a tensor then its covariant derivative is not defined. This is an important flaw of
the transverse method which we will try to cure later in the thesis. Again, in analogy
with the YM case, the term involving Λ should represent a gauge transformation of
the diff field. However, in building the interaction of the diff field with the gauge
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field, diff field was treated as a gauge-invariant object [16]. We will handle this here
since its solution is simpler.
Recall that in (3.89) we obtained a gauge-invariant object D˜ from the Virasoro
coadjoint element D. Since, in 2D, we identified D with the D11 component of the
diff field in 4.3.1, and A with the A1 component of the YM field we can rewrite (3.89)
as
D˜11 = D11 +
e
2
Tr(A1A1) (4.104)
We can easily extend this to higher dimensions as
D˜µν ≡ Dµν + e
2
Tr (AµAν) (4.105)
Note that in this extension, temporal gauge A0 = 0 of YM theory corresponds to the
full temporal gauge Dµ0 = 0 of the diff field theory. So the gauge-invariant extension
(4.105) is compatible with the gauge fixing arguments of the transverse formalism.
Recall that the point particle and spinor interactions of the diff field suggested
the diff field may be a perturbation to the spacetime metric. Motivated with this, we
are going to use the gauge-invariant extension (4.105) in a setting where the metric
and gauge field meet, namely the Born-Infeld action. A mass term included in the
YM action or the Born-Infeld action breaks the gauge invariance, yet through (4.105),
inclusion of the diff field into the picture may yield a mass term for the gauge field
without breaking gauge invariance. We are going to investigate this possibility by
incorporating the diff field via the nonabelian extension of the Born-Infeld action [50].
The nonabelian Born-Infeld action reads
L = STr
√
det(gµν + cFµν)−√g (4.106)
In this expression, the determinant is taken only in the indices µ, ν whereas the
symmetric trace is defined as
STr (A1 · · ·An) = 1
n!
Tr (A1 · · ·An + all permutations) (4.107)
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where the trace Tr is taken in the fundamental representation over the Lie algebra
indices of the gauge field. The curvature tensor is given by
Fµν = ∂µAν − ∂νAµ + e[Aµ, Aν ] (4.108)
Introducing κD˜µν into the determinant (4.106) for some constant κ, the La-
grangian becomes
L+√g = STr
√
det(gµν + cFµν + κD˜µν)
=
√
g STr
√
det(δµν + cF
µ
ν + κD˜
µ
ν)
=
√
g STr exp
(
1
2
tr ln(δµν + cF
µ
ν + κD˜
µ
ν)
)
(4.109)
Using the Taylor series
ln(1 + x) = x− x
2
2
+
x3
3
+ · · · (4.110)
for matrices, the logarithm can be expanded to second-order in c and κ
L+√g = √g STr exp
(
1
2
tr
[
cF µν + κD˜
µ
ν −
1
2
(cF µν + κD˜
µ
ν)
2
])
=
√
g STr exp
(
1
2
κD˜µµ −
1
4
tr (cF µν + κD˜
µ
ν)
2
)
=
√
g STr exp
(
1
2
κD˜µµ −
1
4
c2F µνF
µ
ν −
1
4
κ2D˜µνD˜
µ
ν
)
(4.111)
where we used antisymmetry of F and symmetry of D˜. Expanding the exponential
to second-order in c and κ we get
L = √g STr
(
1
2
κD˜µµ −
1
4
c2F µνFµν − 1
4
κ2
(
D˜µνD˜µν − 1
2
(D˜µµ)
2
))
(4.112)
Now, if we treat the diff field part of D˜µν as a linear perturbation to the metric,
to second-order in A and to first-order in D, we get
L√
g
=
κ
2
Dµµ +
eκ
4
Tr (AµAµ)− eκ
2
4
Dµν Tr (AµAν)
+
eκ2
8
Dµµ Tr (A
νAν)− c
2
4
STr (F (0)µν F
(0)µν) (4.113)
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where F
(0)
µν ≡ ∂µAν − ∂νAµ. We can rewrite this result more symmetrically as
L√
g
=
κ
2
Dµµ +
eκ
4
(
gµν − κDµν + eκ
2
gµνDλλ
)
Tr (AµAν)
− c
2
4
STr (F (0)µν F
(0)µν) (4.114)
The first term on the right is a correction to the metric determinant as can be shown
using the expansion
det(B + C) = det(B) + Tr (B−1C) +O(2) (4.115)
For Bµν = gµν ,  = κ and Cµν = Dµν this yields
√
g + κD =
√
g + κ g gµνDµν +O(κ2)
=
√
g
(
1 +
κ
2
Dµµ +O(κ
2)
)
(4.116)
verifying the claim. Finally, the second term on the right of (4.114) is a mass term
for the gauge field.
4.4.5 Diff Field Interacting with Spin One Field
It is stated in [16] that spin-one coupling of the diff field is a good test for the
prescription (4.80) since it should have non-trivial contributions to the isotropy equa-
tions for both A and D fields. Upon including this interaction term, the isotropy
equations for both KM and Virasoro algebras should be reproduced from the field
theory upon reduction to the 1D spatial hypersurface of a 2D flat spacetime as field
equations of A0 and Dµ0 followed by the background conditions A0 = 0 = Dµ0.
Let us apply (4.80) to spin-one coupling. The covariant YM action (with e = 1)
yields the following generalized momentum
piρλ =
√
gF ρλ =
√
g (∂ρAλ − ∂λAρ + [Aρ, Aλ]) (4.117)
89
Spatial Lie derivative of the gauge field lifts to the covariant diff variation as
δAi = ξ
k∂kAi + Ak∂iξ
k
→ Dk0∂kAi + Ak∂iDk0
→ Dαρ∇αAλ + Aα∇λDαρ
= Dαρ∂αAλ + Aα∂λD
α
ρ ≡ (δDA)(0)ρλ (4.118)
Then the interaction term becomes
Lint = Tr
(
piρλ(δDA)[ρλ]
)
(4.119)
where we antisymmetrized the diff variation (δDA)ρλ since pi
ρλ is antisymmetric.
In [16] the suggested covariant diff-variation is different from (4.118):
(δ˜DA)ρλ = D
α
ρ∂αAλ + Aα∂λD
α
ρ − ∂ρ(DαλAα) (4.120)
We shall call the interaction obtained from the modified diff variation the BLRY
interaction
L˜int = Tr
(
piρλ(δDA)[ρλ]
)
(4.121)
We will investigate the BLRY and unmodified interactions below. First, let us
review the arguments in [16]. It is stated that when D10 = 0, A0 has no conjugate
momentum even in the presence of the diff field. This is true as we show below.
The argument continues as follows. This interaction term is still not gauge invariant.
One may preserve gauge invariance by introducing a group-valued scalar field V ,
transforming under right multiplication by a group element h as V → V h. Then the
interaction Lagrangian is modified to
L˜int = √g Tr
(
F ρλ(Dαρ∂αA˜λ + A˜α∂λD
α
ρ − ∂ρ(DαλA˜α))
)
(4.122)
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with
A˜µ = Aµ − V −1∂µV (4.123)
The following is suggested as the Lagrangian of the V field
LV = m2A
∫
dnx (V −1∂µV − Aµ)(V −1∂µV − Aν)(gµν +Dµν) (4.124)
It is claimed that the variation of the interaction Lagrangian with respect to D10,
followed by the conditions V = 1 and A0 = 0 = D0ν needed for reduction to the
coadjoint orbits, yields the expected contribution Tr (AE ′) (which is the field lift of
the term Tr (AΛ′) in the isotropy equation) where A = A1 and E = F 01 = pi1. It is
also claimed that the variation with respect to A0 yields the expected contribution
(XA)′ (which is the field lift of the term ξA′ + ξ′A in the isotropy equation).
Let us investigate the arguments provided above in 2D Minkowski spacetime with
the metric convention (+t,−x). In 2D the only nonvanishing momentum component
is pi01 = −pi10 as the momentum pi00 for A0 vanishes by the definition (4.117). So the
BLRY interaction term (4.121) reduces to
L˜int = 2 Tr
(
pi01(δ˜DA)[01]
)
(4.125)
We introduce
A ≡ A1 , A0 ≡M , D11 ≡ D , D01 ≡ N , D00 ≡ ϕ (4.126)
Note that A and M are Lie algebra valued i.e. A = AaT a, M = MaT a in a basis
{T a} for the Lie algebra with the convention Tr (T aT b) = δab. We will also denote
time derivative with a dot and space derivative with a prime. In this notation, the
momentum reads
pi01 = F 01 = ∂0A1 − ∂1A0 + [A0, A1]
= −A˙+M ′ − [M,A] (4.127)
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Similarly the BLRY diff variation reads
(δ˜DA)[01] = ϕA˙− 2(NA)′ − 2∂t(NM) +DM ′
+ 2ϕ′M + ϕM ′ + 2D˙A+DA˙ (4.128)
and the unmodified diff variation reads
(δDA)[01] = ϕA˙− (NA)′ − ∂t(NM) +DM ′ + ϕ′M + D˙A (4.129)
So it is true for both the BLRY and the unmodified diff variations that A0 = M do not
receive momentum contributions when D10 = N (and its time derivative) vanishes.
Denoting E ≡ pi01 = −pi01 the variation of the BLRY interaction with respect to
N = D01 yields
δS˜int
δN
= −2 Tr (AE ′ +ME˙) = −2 Tr (Aµ∂µE) (4.130)
So in the temporal gauge A0 = 0 this expression yields the desired contribution up to
a factor of −2. The same contribution follows from the unmodified interaction term
(4.118) up to a factor of −1 i.e.
δSint
δN
= −Tr (AE ′ +ME˙) = −Tr (Aµ∂µE) (4.131)
The variation with respect to M = A0 evaluated at D0µ = 0 = A0 yields
δS˜int
δM
∣∣∣∣
D0µ=0=A0
= −2(D˙A)′ + [A, A˙]D (4.132)
The diff momentum evaluated at the background values D0µ = 0 becomes X = D˙
for both BLRY and full diff theories. Also for the temporal gauge A0 = 0, YM
momentum reduces to E = A˙. So (4.132) becomes
δSint
δM
∣∣∣∣
D0µ=0=A0
= −2(XA)′ + [A,E]D (4.133)
So at this step, our calculation yields an inconsistent result with the claim in [16] due
to the presence of the last term.
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The unmodified interaction yields the contribution
δSint
δM
∣∣∣∣
D0µ=0=A0
= −(XA)′ + (DE)′ (4.134)
so it also contains an undesired term −(DE)′.
Finally, the shift (4.123) yields a gauge invariant interaction only if the diff field
is treated as a gauge invariant object, as the shift V −1∂µV is nullifying the gauge
transformation of Aµ. Since, in our interpretation the diff field has a nontrivial gauge
transformation
δgauge = −Tr (AE ′) (4.135)
the proposed interaction Lagrangian (4.121) is not gauge invariant in our conventions.
However, we have shown in the previous section that one can introduce the gauge-
invariant combination (4.105)
D˜µν ≡ Dµν + (e/2) Tr (AµAν) (4.136)
built from the diff and gauge fields. So, we need to simultaneously shift the gauge
field A→ A˜ as in (4.123) and the diff field D → D˜ as in (4.136).
This, however, does affect the variations with respect to M performed above. So
the problem at hand is more complicated than it looks. Let us state the results for
the unmodified interaction (4.119) upon the shift (4.136). The result (4.131) of the
variation with respect to D01 = N does not change, which is good. The variation
with respect to A0 = M , (4.134) changes to
−(X˜A)′ + (D˜E)′ − (1/2)ATr (AE ′) (4.137)
where (e is set to 1)
D˜ = D + (1/2) Tr (AA) (4.138)
X˜ = D˙ + Tr (AA˙) = X + Tr (AE) (4.139)
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where the second equation holds in the temporal gauge Dµ0 = 0 = A0. So the case is
unsolved. This suggests that the interaction prescription (4.80) may not applicable to
the gauge field. Otherwise, the interaction prescription (4.80) and the gauge-invariant
extension (4.105) should be inspected carefully, especially the last steps, namely the
covariantization. We will not continue to this analysis.
4.4.6 Cocyle Motivated Spinor Interaction
In this section we are going to introduce an alternative diff-spinor interaction.
For this purpose we will use the calculation in Section 2.4.6 as a guide. Consider the
following third-order covariant differential expression
Iµν = (∇µ∇ν + kSµν)∇ρξρ (4.140)
where ξρ is a contravariant vector field, Sµν is an arbitrary rank-two tensor, k is a
constant and ∇µ is the Levi-Civita connection. Expansion of the covariant derivatives
in terms of the ordinary derivatives and connection coefficients yields
Iµν = ∂µ∂ν∂ρξ
ρ + (Γρρλ∂µ∂νξ
λ − Γλµν∂λ∂ρξρ)
+ (∂νΓ
ρ
ρλ∂µξ
λ + ∂µΓ
ρ
ρλ∂νξ
λ − ΓλµνΓρρσ∂λξσ + kSµν∂ρξρ)
+ (∂µ∂νΓ
ρ
ρλξ
λ − Γλµν∂λΓρρσξσ + kSµνΓρρλξλ) (4.141)
where the terms are ordered as ξ′′′, ξ′′, ξ′, ξ. In 1D, this reduces to
I1D = ξ
′′′ + (2Σ + kS)ξ′ + (Σ′ + kSΓ)ξ (4.142)
where we defined
Σ ≡ Γ′ − Γ2/2 (4.143)
We showed in Section 2.4.4 that Σ Lie-transforms as a Virasoro coadjoint element
with central charge one. We also showed that adding a rank-two tensor to a coad-
joint element yields another coadjoint element with the same central charge, so the
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combination kD ≡ 2Σ + kS is a coadjoint element with central charge two. Then
D = (2/k)Σ + S (4.144)
is a Virasoro coadjoint element with central charge 2/k.
The last term in (4.142) is problematic since it does not transform in any good
way. In the calculation of the cocyle in Section 2.4.6, however, this term was not
present since Iµν is just part of the cocyle (2.122); we have to contract it with η
µdxν
and antisymmetrize the expression in η and ξ. Namely,
J =
∫
dxµ ην(∇µ∇ν + kSµν)∇ρξρ −
∫
dxµ ξν(∇µ∇ν + kSµν)∇ρηρ (4.145)
Indeed the 1D reduction of the cocyle J has no ξη term
J1D =
∫
dx
[
(ηξ′′′ − ξη′′′) + (2Λ + kS)(ηξ′ − ξη′)
]
=
∫
dx
[
(ηξ′′′ − ξη′′′) + kD(ηξ′ − ξη′)
]
(4.146)
Now, if we can form a GCT-vector out of the spinor field then we can use the
analysis above to obtain a diff-spinor interaction. For this purpose, consider the
spacetime Dirac matrix
γµ(x) = eµa(x)γ
a (4.147)
so it does transform as a vector under GCT. Then the field
ϕµ(x) = γµ(x)ψ(x) (4.148)
also transforms as a vector under GCT. Under a Lorentz transformation eµa → eµbΛba
of the frame fields we have the following
ψ → ρψ , γµ → ργµρ−1 (4.149)
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where ρ ≡ ρ(Λ) is the Lorentz transformation matrix for the spinor representation
(see e.g. [51]). Then ϕµ transforms as
ϕµ ≡ γµψ → ργµρ−1ρψ = ργµψ = ρϕµ (4.150)
So, ϕµ is also a Lorentz spinor. Similarly we have
ϕµ ≡ ψγµ → ψρ−1ργµρ−1 = ψγµρ−1 = ϕµρ−1 (4.151)
This also shows that objects of the form ϕµϕν are local Lorentz invariant.
Now we are ready to introduce the interaction,
L = ψγµγν(∇µ∇ν + Sµν)∇ρϕρ (4.152)
Consider just the differential expression
Iµν = (∇µ∇ν + Sµν)∇ρϕρ (4.153)
It is expanded as
Iµν = ∂µ∂ν∂ρϕ
ρ + (Γρρλ∂µ∂νϕ
λ − Γλµν∂λ∂ρϕρ)
+ (∂νΓ
ρ
ρλ∂µϕ
λ + ∂µΓ
ρ
ρλ∂νϕ
λ − ΓλµνΓρρσ∂λϕσ + kSµν∂ρϕρ)
+ (∂µ∂νΓ
ρ
ρλϕ
λ − Γλµν∂λΓρρσϕσ + kSµνΓρρλϕλ) (4.154)
So, in 1D it reduces to
I1D = ϕ
′′′ + (2Σ + kS)ϕ′ + (Σ′ + kSΓ)ϕ (4.155)
We can write the interaction Lagrangian (4.152) in a more symmetric way as
follows. The hermitian conjugate of ϕµ becomes
(ϕµ)† = ψ†(γµ)† = ψ†γ0γµγ0 = ψγµγ0 (4.156)
which implies
ϕµ := (ϕµ)†γ0 = ψγµ (4.157)
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Thus (4.152) can be simplifed to (with the added symmetrization condition)
L = ϕ(µγν)(∇µ∇ν + Sµν)∇λϕλ (4.158)
The field ϕµ satisfies the following
ϕµϕν = gµνψψ + 2eµae
ν
bψσ
abψ (4.159)
which implies
ϕµgµνϕ
ν = nψψ (4.160)
where n is the spacetime dimension. Since the diff field Dµν is symmetric we also
have
ϕµDµνϕ
ν = ψDψ (4.161)
where D = gµνDµν .
What would be the analog of (4.145) in order to get rid of the unwanted last term
in (4.155)? One may employ a modification used in 2D covariant Dirac theory for
showing the vanishing of the spin connection (see e.g. [45], Section 7.10.3), namely,
hermitianizing the action. For this purpose, we may simply define the interaction
Lagrangian as L˜ = L+ L∗.
4.5 Supersymmetric Extension
This section is based on the analysis in [28] and [19]. Also [52] is used as a main
reference. The supersymmetric expressions for the pieces of the superdiffeomorphism
action are the same though the resulting action is modified in accordance with the
modified momentum ansatz in Section 4.3.
4.5.1 Superdiffeomorphism Field
The superVirasoro algebra contains (in the NS sector) the bosonic Virasoro gen-
erators Lm,m ∈ Z, the fermionic generators Gµ, µ ∈ Z+1/2, and the center generator
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I. The commutation relations are given by
[Lm, Ln] = (m− n)Lm+n + 1
8
cˆ(m3 −m)δm+nI
[Lm, Gµ] =
(
1
2
m− µ
)
Gm+µ
{Gµ, Gν} = −4Lµ+ν − 1
2
cˆ
(
µ2 − 1
4
)
δµ+νI (4.162)
A generic algebra (or adjoint) element takes the form
Aˆ = AmLm + A
µGµ +
1
8
acˆI (4.163)
We can introduce a superfield A(z, θ) corresponding to the non-central part of Aˆ as
A(z, θ) = Amzm+1 + 2θAµzµ+1/2 ↔ AmLm + AµGµ (4.164)
where θ is the Grassmann variable. Then the complete generic element Aˆ corresponds
to the doublet
Aˆ ↔ (A(z, θ), a) (4.165)
We also introduce fields corresponding to the generators Ln and Gµ as
L(z) = z−n−2Ln and G(z) = z−µ−3/2Gµ (4.166)
We can combine these into a superfield
T (z, θ) =
1
2
G(z) + θL(z) (4.167)
With all these, the correspondence (4.165) solidifies by the equality∮
dz
2pii
dθ A(z, θ)T (z, θ) +
1
8
acˆI = Aˆ (4.168)
For convenience let us abbreviate (z, θ) ≡ Z so that we have A(z, θ) = A(Z) and also
dZ ≡ dz
2pii
dθ (4.169)
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The commutator of two generic elements (A(Z), a) and (B(Z), b) becomes
[(A, a), (B, b)] =
(
(∂A)B − A∂B − 1
2
(DA)(DB) ,
∮
dZ (∂2DA)B
)
(4.170)
where ∂ ≡ ∂z and we introduced the superderivative
D ≡ ∂θ + θ∂ (4.171)
The equality (4.170) can be directly verified by performing the z and θ integrations.
The definition (4.171) of the superderivative implies D2 = ∂.
Elements of superDiff(S1) are diffeomorphisms (z, θ) 7→ (z˜(z, θ), θ˜(z, θ)) such that
the supersymmetric line element scales by a superfield
dz + θdθ 7→ dz˜ + θ˜dθ˜ = φ(z, θ)(dz + θdθ) (4.172)
This is the generalization of the case of Diff(S1) where dz 7→ dz˜ = f(z)dz. Necessary
and sufficient condition for (4.172) is
Dz˜ − θ˜Dθ˜ = 0 (4.173)
This condition implies that the superderivative D transforms as
D˜ = (Dθ˜)−1D (4.174)
and dzdθ transforms as
dz˜dθ˜ = (Dθ˜)dzdθ (4.175)
One can define an h-differential A as
A = A(z, θ)(dzdθ)2h (4.176)
This induces the transformation property of the superfield A as
A˜(z˜, θ˜) = A(z, θ)(Dθ˜)−2h (4.177)
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An infinitesimal transformation generated by an adjoint vector F becomes
δFA = −F∂A− 1
2
DFDA− h(∂F )A (4.178)
Comparison with (4.170) suggests that adjoint elements transform as −1 differentials.
The adjoint representation of the centrally extended group is given by
(A(Z), a)
g7→
(
Ag(Z), a+ 2
∮
dZS(Z, Z˜)A(Z)
)
(4.179)
where
Ag(Z˜) = A(Z)(Dθ˜(Z))2 (4.180)
and the superSchwarzian S(Z, Z˜) is given by
S(Z, Z˜) =
D4θ˜
Dθ˜ − 2
D3θ˜ D2θ˜
(Dθ˜)2 (4.181)
An infinitesimal transformation g generated by an adjoint vector F becomes
δFA = −FD2A− 1
2
DFDA+ (D2F )A
= −F∂A− 1
2
DFDA+ (∂F )A (4.182)
Thus the finite adjoint action agrees with the infinitesimal adjoint transformation
given in (4.170). It is also straightforward to show the representation property
(Ag, ag)
h7→ ((Ag)h, (ag)h) = (Agh, agh) (4.183)
Coadjoint vectors (B∗, b∗) can be introduced via the following pairing
〈(B∗, b∗)|(A, a)〉 ≡ b∗a+
∮
dZ B∗(Z)A(Z) (4.184)
and the coadjoint transformation is defined by requiring the group invariance of the
pairing
〈
(B∗g , b
∗
g)|(Ag, ag)
〉 !
= 〈(B∗, b∗)|(A, a)〉 (4.185)
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Using (4.179), (4.180) and (4.175) we get
(B∗(Z), b∗)
g7→ (B∗g(Z), b∗g) (4.186)
where
B∗g(Z˜) =
(
B∗(Z)− 2b∗S(Z, Z˜)
)
(Dθ˜)−3 and b∗g = b∗ (4.187)
Comparing this with (4.177) we see that for b∗ = 0, B∗ transforms as a 3/2-differential.
Performing an infinitesimal transformation generated by F we get
δFB
∗ = −FD2B∗ − 1
2
DFDB∗ − 3
2
D2FB∗ − b∗D5F
= −F∂B∗ − 1
2
DFDB∗ − 3
2
∂FB∗ − b∗D∂2F (4.188)
Comparing this with the infinitesimal transformation (4.178) we again see that for
b∗ = 0, B∗ transforms as a 3/2-differential. If we introduce the decomposition
F (z, θ) = ξ(z) + θ(z) with bosonic ξ, Grassmann , and B∗(z, θ) = u(z) + θD(z)
with bosonic D and Grassmann u, the infinitesimal transformation reduces to5
δFu = −ξ∂u− 3
2
∂ξu− 1
2
D + b∗∂2
δFD = −ξ∂D − 2∂ξD − 3
2
∂(u) + b∗∂3ξ (4.190)
Note that reduction of the second equation to the Virasoro algebra (i.e. turning off
supersymmetry) is exactly the coadjoint transformation of the diff field as desired.
Also we introduced D as the component multiplying θ so as to keep it bosonic.
5The second equation here, is different from the equations in [19] and [28]. In each source
the second equation was
δFD = −ξ∂D − 2∂ξD − 1
2
∂u− 3
2
∂u+ b∗∂3ξ (4.189)
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4.5.2 2D Majorana Action
To extend the formalism developed so far to a field theory we lift the Grassmann
variable θ to a 2D Majorana spinor θα and the supersymmetric derivative to the
operator
D → Dµ = ∂
∂θµ
− i
2
γNνµθ
ν ∂
∂zN
≡ ∂µ − i
2
γNνµθ
ν∂N (4.191)
One should be careful in calculations since Greek letters refer to the spinor indices
not to the spacetime indices; capital Latin letters refer to the spacetime indices. Dµ
satisfies
{Dµ,Dν} = −iγMµν∂M (4.192)
where we used {∂µ, θν} = δνµ = {θν , ∂µ}.
The Dirac-Gamma matrices satisfy
{γA, γB} = 2ηAB (4.193)
We also introduce
[γA, γB] = 2ΣAB (4.194)
Combining these equations we get
γAγB = ηAB + ΣAB (4.195)
or, explicitly in spinor components
γAαβγ
Bβλ = δλαη
AB + ΣABλα (4.196)
An adjoint element F is promoted to a vector superfield FM
F → FM = ξM + θαγMαββ (4.197)
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and a coadjoint element B∗ is promoted to a spin 3/2 superfield BµM
B∗ → BµM = ΥµM +DMNθαγNαβ + θαθβγNµ[αAβ]MN (4.198)
To deduce the extension of the coadjoint action (4.188) to higher dimensional
case, it is instructive to recall how this was done in the Virasoro case. Ignoring the
central extension the quadratic differential transformation
δξD = ξ∂D + 2∂ξD (4.199)
was lifted to the Lie derivative of a rank-two tensor as
δξDMN = ξ
A∂ADMN + ∂Mξ
ADAN + ∂Nξ
ADMA (4.200)
Hence, upon lifting the term with coefficient two (the term specifying D as a quadratic
differential) was split into two terms, one for each spacetime index of a rank two
tensor. Applying the same rule for the tensoral part of (4.188) we deduce
δtensF BµM = F
N∂NBµM + (∂MF
N)BµN +
1
2
(∂NF
N)BµM (4.201)
The first two terms are what we expect from a field with one lower spacetime index
(covariant vector) and the last one is a correction telling us that BµM carries a density
of weight 1/2. Now keeping track of the indices we can fully extend (4.188)
δFBµM = F
N∂NBµM + (∂MF
N)BµN +
1
2
(∂NF
N)BµM
+ i(DλFN)γλνN (DνBµM) + q Dµ∂N∂MFN (4.202)
At this point let us recall the general structure of the diff field Lagrangian. The
diff field Lagrangian is of the form
2Ldiff = X
LMR(∇RDLM + YLMR) (4.203)
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where YLMR is the covariantized and centrally extended Lie derivative of the diff field
’with respect to itself’ in analogy with equation (4.69). Just as in the non-super case,
it turns out that ∇RDLM + YLMR = XLMR thus we get
2Ldiff = X
LMRXLMR (4.204)
Hence, if we get the super extension of XLMR we get the super extension of the diff
Lagrangian. For this purpose we first need to find the analog of D N0 , the Lagrange
multiplier of the diff-Gauss law. Consider the following superfield
F NA = E
1/2γαβA DαBNβ (4.205)
where E is the superdeterminant and the superderivative Dµ is covariantized
Dµ = ∂µ − i
2
γNνµθ
ν∇N (4.206)
A straightforward calculation shows
E−1/2F N0 = D
N
0 − iθβ∇0ΥNβ − i(Σ N0 )βνθν∇MΥNβ
− iγMλνθνθλ∇0D NM − i(Σ L0 )βνγMλβθνθλ∇LD NM (4.207)
so that the leading order term matches up with the Virasoro case.
With FNA found, the rest is straightfoward. We introduce the analog of the co-
variantized Lie derivative of diff field as the superfield YAµM
YAµM = F
N
A ∇NBµM +∇MFNA BµN +
1
2
(∇NFNA )BµM
+ i(DλFNA )γλνN (DνBµM) + q Dµ∇N∇MFNA (4.208)
Then the superfield corresponding to the diff momentum becomes
XAµM = ∇ABµM + YAµM (4.209)
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Finally the superdiff action reads
S = −1
2
∫
d2x dθµ dθν XAµM XBνN η
AB ηMN (4.210)
Just as in the ordinary case, the previously found superdiff action [19] corresponds
to the symplectic part of this action :
SsuperBLRY = −1
2
∫
d2x dθµ dθν XAµM ∇ABµM ηAB ηMN (4.211)
It is straightforward to modify the remaining fermion actions discussed in [19],
namely, when the Grassman variable θ is lifted to a 3D Majorana spinor or a 2D, 4D
chiral spinor. We shall not continue this analysis.
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CHAPTER 5
DIFFEOMORPHISM FIELD IN 2D MINKOWSKI SPACETIME
5.1 Introduction
Before analyzing the transverse action introduced in the previous section in 2D
Minkowski spacetime we will first go over a slightly different approach held in order
to obtain the diff field theory, that predates the transverse method, and can be said
to be the origin of it.
In search of a covariant theory for the diff field, in [2] authors applied the meth-
ods of [13]. This is different from the transverse action in that the diff-Gauss law
constraint is implicitly introduced, i.e. it is introduced as a constraint generating an
equivalence relation on the phase space, not explicitly as a term in the Lagrangian or
the Hamiltonian. We shall call this field theory the DX theory. Applying the meth-
ods of [13] they also obtained a reduction of the field theory to a finite-dimensional
theory.
Here, we will first review the paper [13]. Then we will go over DX theory [2] and
correct a mistake (Equation (4.10) of [2]) changing some of the results in the sub-
sequent analysis. However, application of Dirac’s constraint Hamiltonian formalism
shows that even with this correction the theory is invalid. This will be shown in the
next chapter.
We will, then, go back to the analysis of the transverse action in 2D. There are two
cases to consider, before or after the covariantization step. The former leads to the
DXN theory, to be studied in the next chapter, and the latter leads to a complicated
higher order theory, even in the 2D Minkowski spacetime. We will introduce a new
gauge-fixing condition for the diff field components called the chiral gauge in which
every aspect of the covariantized theory simplifies. Moreover, in this gauge the theory
is not constrained.
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5.2 Finite Reduction of YM Theory on a Cylinder
Rajeev [13] discusses solving YM theory on a cylinder in the Hamiltonian for-
malism, without using a gauge-fixing condition, reducing the field theory to a finite-
dimensional theory and quantizing it. Let us note the main steps.
The curvature tensor and the YM equation are given in covariant form by
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] (5.1)
0 = ∂µFµν + [A
µ, Fµν ] (5.2)
Introducing E1 ≡ F01, the YM equation yields
0 = ∂xE1 + [A1, E1] (5.3)
0 = ∂tE1 + [A0, E1] (5.4)
A0 is nondynamical (its momentum F
00 identically vanishes) and can be elimi-
nated from the equations by introducing a variable T (t, x) valued in G as the solution
to the equation ∂tT = TA0 with the boundary condition T (t = 0) = 1. This results
in new variables A,E given by
A = TA1T
−1 + T∂xT−1 , E = TE1T−1 (5.5)
Inverting these for A1, E1 and inserting back into (5.1), (5.3) and (5.4) one gets
E = ∂tA (5.6a)
0 = ∂tE (5.6b)
0 = ∂xE + [A,E] (5.6c)
Thus A0 is eliminated and the new theory involves only A and E.
The equations (5.6) follow from a canonical formalism where the configuration
space is the space of functions Q = {A : S1 → G} and E is canonically conjugate
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to A. The unconstrained phase space is Γ = Q ⊕ Q consisting of all (A,E) and the
Hamiltonian yielding the first two equations is
H =
1
2
∫
〈E,E〉 dx (5.7)
where 〈 , 〉 is a bilinear form on Γ which can be taken as the Killing form (practically
the trace) on G. The third equation will be a first-class constraint. It can be intro-
duced by defining the true phase space, Γ˜, to be the space of pairs (A,E) satisfying
this constraint. Then one can show that Γ˜ can be defined as the quotient of Γ with
respect to the equivalence relation (the gauge equivalence)
(A,E) ∼ (gAg−1 + g∂xg−1, gEg−1) ≡ (Ag, Eg) (5.8)
The Hamiltonian is gauge-invariant, H(A,E) = H(Ag.Eg), so that H is well-defined
on Γ˜.
The constraint (5.6c) can be formally solved introducing the Wilson line S satis-
fying
∂xS + AS = 0 (5.9)
with the boundary condition S(x = 0) = 1. Then
E(x) = S(x)E(0)S−1(x) (5.10)
solves the constraint. Now we define a map φ : Γ→ G× G
φ(A,E) = (S(2pi), E(0)) ≡ (q, p) (5.11)
Here, S(2pi) is the Wilson loop. Geometrically it is the parallel transport operator
around a loop. φ satisfies (is said to be equivariant under gauge transformations)
φ(Ag, Eg) = (g(0) q g(0)−1, g(0) p g(0)−1) (5.12)
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Therefore, φ on Γ induces φ : Γ˜ → G × G/Gadj i.e. the real phase space defined by
the gauge constraint yields G×G up to the adjoint transformation given above. This
map is a bijection.
The equations in the new variables (q, p) read
p˙ = 0 , q−1q˙ = −2pip (5.13)
These equations follow from a canonical formalism with the canonical one-form,
θ = −Tr (pq−1dq) (5.14)
and the Hamiltonian,
H = piTr (pp) (5.15)
on the space G× G. Note that (5.15) is just the projection of the Hamiltonian (5.7)
of the field theory. (5.13), (5.14) and (5.15) define a theory with a finite number of
degrees. For quantization and the spectrum of this theory see [13].
5.3 DX Gravity Theory and Its Finite Reduction
5.3.1 DX Field Theory
Let us recall the basics about the gravity theory proposed in [2]. The Virasoro
coadjoint element D is lifted to a dynamical field, i.e., D(θ) → D(θ, τ). In analogy
with [13] the authors proposed the action
S =
1
λ
∫
dσ dτ X∂τD − 1
2λ
∫
dσ dτ X2 (5.16)
where λ is a parameter introduced for dimensional reasons and X is the momentum
conjugate to D. Recall equations (5.6). In analogy X is taken as
X = D˙ (5.17)
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so that the action becomes
S =
1
2λ
∫
dσ dτ X2 =
1
2λ
∫
dσ dτ D˙2 (5.18)
where dot denotes τ -derivative. Hamilton’s equations yield (5.17) and
X˙ = 0 (5.19)
The Virasoro analog of the Gauss law (5.6c) is obtained as follows. Notice that
(5.6c) is the pure KM isotropy equation Λ′ − [Λ, A] = 0 with Λ→ E. In other words
the isotropy generator Λ lifts to the momentum E. This is not so by chance, but
follows by δA = {A,Q} with Q = ∫ ΛG where G is the Gauss law operator. This
ensures that the KM coadjoint transformation is a gauge transformation generated
by the Gauss law. We already used this correspondence in Section 4.2 to obtain YM
theory from KM algebra.
In analogy, we lift the isotropy equation (2.91) on the coadjoint orbits of Virasoro
algebra to the constraint equation, the diff-Gauss law
2X ′D +D′X + cX ′′′ = 0 (5.20)
where prime denotes θ-derivative and c is a constant. This equation ensures transver-
sality of dynamics to the orbits, and turns the Virasoro coadjoint transformation into
a local symmetry of the theory. This equation will be enforced on the phase space as
in the previous section.
5.3.2 Finite Reduction
The Wilson line v(θ) for the diff field is defined through
D(θ) ≡ c S(θ, v) = c
(
v′′′
v′
− 3
2
[
v′′
v′
]2)
(5.21)
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so that the Wilson loop becomes1
Q ≡ v(2pi) (5.22)
Plugging (5.21) in the diff-Gauss law (5.20) we get
X(θ) =
X(0)
∂v(θ)
≡ P
v′
(5.23)
Taking a time derivative of (5.21) and using X = D˙ this yields
P
c(v′)3
= ∂3v(v˙) (5.24)
where
∂v =
1
v′
∂θ (5.25)
Equation (5.24) is solved by
∂τv(θ) =
P
c
(
1
2
∫ θ
0
dφ
v2(φ)
(∂v(φ))2
−v(θ)
∫ θ
0
dφ
v(φ)
(∂v(φ))2
+
1
2
v2(θ)
∫ θ
0
dφ
1
(∂v(φ))2
)
(5.26)
where τ -dependence of v is suppressed. For simplification we define
f(θ) ≡
∫ θ
0
dφ
v2(φ)
2(∂v(φ))2
, g(θ) ≡
∫ θ
0
dφ
v(φ)
(∂v(φ))2
, h(θ) ≡
∫ θ
0
dφ
1
2(∂v(φ))2
(5.27)
We also have
v˙(2pi) = ∂τ
(
v(2pi, τ)
)
= ∂τ
(
Q(τ)
)
= Q˙ (5.28)
Thus evaluating (5.26) at θ = 2pi we get
Q˙ =
P
c
(
f(2pi)−Qg(2pi) +Q2h(2pi)
)
(5.29)
1We investigate whether this is indeed the Wilson loop in Section 7.2.6.
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For orbits2 in which D is diffeomorphic to a constant D0 one can solve (5.21) :
v(θ) = exp (±iαθ) (5.30)
where α ≡√2D0/c. If f , g, h are evaluated for the solution v = exp(iαθ) one gets
Q˙ =
2pi3P
c(lnQ)3
(
3− 4Q+Q2 + 2 lnQ) (5.31)
The momentum equation X˙ = 0 reads
P˙ =
P v˙′
v′
(5.32)
Taking a τ -derivative of (5.29) and evaluating at θ = 2pi one can compute v˙′(2pi) in
terms of Q and P . Then equation (5.32) yields
P˙ =
(4pi)3P 2(Q− 1)2
cQ(lnQ)3
(5.33)
This result differs from the one given in [2] :
P˙ =
2pi3P 2
Q(lnQ)4
(3− 4Q+Q2 + 2 lnQ)(lnQ+ 1) (5.34)
Therefore we diverge in the analysis in the rest of the paper (the Hamiltonian, the
symplectic structure and the quantization of the system).
5.3.3 Underlying Symplectic Theory
We need to find a Hamiltonian H and a symplectic structure ω which yield Q˙
and P˙ equations through the central equation
ω(ζH , Y ) = −dH(Y ) (5.35)
Here ζH is the Hamiltonian vector field associated with H, and Y is an arbitrary
vector field. Explicitly, if we denote the phase space coordinates as z1 = P and
2We examine such orbits in Section 7.2.5.
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z2 = Q then we have ζH = z˙ = (P˙ , Q˙). Denoting the single component of ω with the
same letter, equation (5.35) yields
P˙ = − 1
ω
∂H
∂Q
and Q˙ =
1
ω
∂H
∂P
(5.36)
The Hamiltonian
H =
pi3
c
P 2
(3 + 2 lnQ− 4Q+Q2)2 (5.37)
and the symplectic two-form
ω =
(lnQ)3
(3 + 2 lnQ− 4Q+Q2)3 (5.38)
yield the equations (5.31) and (5.33) through (5.36). Also the field to particle projec-
tion argument noted after the equation (5.15) in the YM case seems to roughly hold
in the DX theory:
H(X,D) ∼
∫
X2 with X ∼ P
G(Q)
→ H(P,Q) ∼
(
P
F (Q)
)2
5.3.4 Comparison of Symplectic Theories
Reconsider the Hamiltonian H given in (5.37) and the symplectic structure ω
given in (5.38). Those proposed in [2] are given by
H˜ = lnP + lnQ+ ln(lnQ) (5.39)
and
ω˜ =
(lnQ)3
2pi3P 2(3 + 2 lnQ− 4Q+Q2) (5.40)
In this section we will compare these as functions.
First the easy part, the momentum P dependence. H is well-defined for any P .
In particular, for all P , we have H ≥ 0 and H = 0 if and only if P = 0.
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On the other hand, H˜ is not positive definite for all P . For P > 1 we have H˜ > 0,
for P = 1 we have H˜ = 0 and for P < 1 we have H˜ < 0. Also as P → 0 we have
H˜ → −∞. Furthermore ω˜ is singular at P = 0, whereas ω does not depend on P .
Now, the Q-dependence. H is well-defined for any Q ≥ 0 except at Q = 1 where
H → +∞. In particular H(0, P ) = 0. Also H ≥ 0 for all Q and as Q→∞ we have
H → 0.
H˜ is well-defined for only Q > 1, i.e. it is not defined for Q ≤ 1. It is 0 at Q0 =
1.4215299358831166′ (numerical solver) and H˜(Q < Q0) < 0 and H˜(Q > Q0) > 0.
Also as Q→∞ it diverges.
ω is well-defined for all Q ≥ 0 except at Q = 1 and Q = 0 However, it has a well
defined limit at each of these points
lim
Q→0
ω =
1
8
and lim
Q→1
ω = 1 (5.41)
ω˜ is well-defined everywhere except at the same points Q = 0 and Q = 1. However,
it has a limit only at Q = 1 :
lim
Q→0
ω˜ = +∞ and lim
Q→1
ω˜ = 0 (5.42)
Therefore, it seems that in both Q and P dependence H and ω behave in a much
nicer way than H˜ and ω˜.
5.3.5 Quantization
For convenience let us rewrite the basic ingredients. We had the equations
Q˙ =
2pi3
c
PZ(Q)
(lnQ)3
and P˙ =
4pi3
c
P 2(Q− 1)2
Q(lnQ)3
(5.43)
where
Z(Q) ≡ 3− 4Q+Q2 + 2 lnQ (5.44)
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These equations follow from
H =
pi3
c
P 2
Z(Q)2
and ω =
(lnQ)3
Z(Q)3
(5.45)
The Poisson bracket (PB) { , } is given by ω−1 and we apply Dirac’s rule { , } →
−i[ , ] to quantize. For a 2D phase space with coordinates (z1, z2) = (P,Q), the PB
of two dynamical variables F (P,Q) and G(P,Q) becomes
{F,G} = (ω−1)ij ∂F
∂zi
∂G
∂zj
= (ω−1)12
(
∂F
∂P
∂G
∂Q
− ∂F
∂Q
∂G
∂P
)
(5.46)
For our theory this reads
{F,G} = Z(Q)
3
(lnQ)3
(
∂F
∂P
∂G
∂Q
− ∂F
∂Q
∂G
∂P
)
(5.47)
Applying Dirac’s rule we get
[Fˆ , Gˆ] = i
Z(Qˆ)3
(ln Qˆ)3
(
∂Fˆ
∂Pˆ
∂Gˆ
∂Qˆ
− ∂Fˆ
∂Qˆ
∂Gˆ
∂Pˆ
)
(5.48)
where hatted variables are corresponding quantum operators. In particular, we have
[Qˆ, Pˆ ] = −i Z(Qˆ)
3
(ln Qˆ)3
(5.49)
Acting on a wavefunction f we get
[Qˆ, Pˆ ]f = Pˆ (Q)f (5.50)
so that
Pˆ (Q) = −i Z(Q)
3
(lnQ)3
(5.51)
Therefore we have
Pˆ = −i Z(Q)
3
(lnQ)3
∂
∂Q
(5.52)
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We will suppress hats from now on, the distinction should be clear from the context.
The Schrodinger equation is
Hψ = Eψ (5.53)
There is an ambiguity in the ordering of operators in the Hamiltonian. We will choose
the simplest ordering for which
H =
pi3
c
1
Z(Q)2
P 2 (5.54)
We need to find the action of P 2 on ψ
P 2ψ = −i Z(Q)
3
(lnQ)3
∂
∂Q
(
−i Z(Q)
3
(lnQ)3
∂ψ
∂Q
)
= − Z
6
(lnQ)6
[
3
(
Z ′
Z
− 1
Q lnQ
)
∂
∂Q
+
∂2
∂Q2
]
ψ (5.55)
where Z ′ = dZ/dQ. Inserting this into the Schrodinger equation we obtain
−pi
3
c
Z4
(lnQ)6
[
1
Q
(
2(Q− 1)2
Z
− 1
lnQ
)
∂
∂Q
+
∂2
∂Q2
]
ψ = Eψ (5.56)
This equation is not solvable in closed form for an arbitrary E. On the other
hand, if we consider the simplest case of E = 0 the equation simplifies to[
1
Q
(
2(Q− 1)2
3− 4Q+Q2 + 2 lnQ −
1
lnQ
)
∂
∂Q
+
∂2
∂Q2
]
ψ = 0 (5.57)
which is of the form
ψ′′ + f(Q)ψ′ = 0 (5.58)
with
f(Q) = − 1
Q
(
2(Q− 1)2
3− 4Q+Q2 + 2 lnQ −
1
lnQ
)
(5.59)
Then one gets the nonlocal solution
ψ(Q) = C1 + C2
∫ Q
1
dq
ln q
2 ln q + q2 − 4q + 3 (5.60)
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where C1 and C2 are constants.
The problem here is that the integrand of (5.60) blows up at Q = 1 which is due
to f(Q) being divergent at Q = 1. However,
lim
Q→1
(Q− 1)f(Q− 1) = −2 (5.61)
so that the singularity is regular and we can apply Frobenius method to get a series
solution. These problems seem to stem from the singularity Q = 1 of the Hamiltonian.
We will not continue this analysis since we later realized that the DX theory is in-
consistent as other constraints need to be provided on the phase space for consistency
of the diff-Gauss law. This will be shown in the next chapter where we introduce the
DXN theory which is equivalent to the DX theory on the constraint surface defined
by the diff-Gauss law. In fact the source of singularities encountered in the analysis
above may be due to these missing contraints.
5.4 Covariantized Transverse Action and Chiral Gauge
In this section we will show that every aspect (momenta, field equations, etc.) of
the covariantized transverse action evaluated in 2D Minkowski spacetime simplifies
in an ansatz that we call chiral ansatz (or chiral gauge).
This suggests that the underlying gauge condition for the transverse action before
covariantization is D01 = N = 0 (which can be extended to D0µ = 0 as D00 =
ϕ is completely invisible), but it becomes the chiral ansatz for the covariantized
transverse action. This ansatz soldifies the change of character of the theory after
covariantization as we will see in a variety of aspects below.
5.4.1 Momenta
After covariantization the nondynamical diff field component N = D01 becomes
dynamical, which implies that the diff-Gauss law is not a constraint any more. To
remedy this problem we first set N to zero. However, for this to be a consistent
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condition we need to make the conjugate momentum to N , X010 vanish as well. It
turns out, however, that there is a symmetry between X010 and X011 :
X010 = −βϕ′ − αϕϕ′ − 6qϕ¨′′ (5.62)
X011 = +βD˙ − αDD˙ − 6qD˙′′ (5.63)
These are symmetric under β ↔ −β, ϕ↔ D and t↔ x. So, instead of requiring van-
ishing of just the conjugate momentum X010 if we require vanishing of the generalized
momentum X01µ of N we see that the required conditions also become symmetric:
N = 0 ,
d
dx
ϕ(x, t) = 0 =
d
dt
D(x, t) (5.64)
We call this the chiral gauge. The motivation of the name is the following. Suppose
we take x↔ x−, t↔ x+ as in the geometric actions. Then the chiral gauge reads
D−+ = 0 , ∂−D++ = 0 = ∂+D−− (5.65)
These are precisely the conditions we used to build the geometric action on the
coadjoint orbits of the direct product of two Virasoro algebras in Section 3.6. They
represent the chiral splitting of the energy momentum tensor and field equations in
2D conformal field theories.
What do these conditions imply for the momenta of the remaining fields? Since we
made the diff component D time-independent, its consistency requires the vanishing
of its conjugate momentum. This is indeed the case, we automatically get X110 = 0
in the chiral ansatz. The remaining component of its generalized momentum reads
X111 = −D′ − 2βD′ + 3αDD′ + 6qD′′′ (5.66)
As an interesting side note, vanishing of X111 yields the KdV equation (with free
parameters β, α, q) as time derivative of D vanishes by hypothesis. Alternatively,
consider a generic KdV equation of the form
aD′ + bDD′ + cD′′′ = dD˙ (5.67)
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for constants a, b, c, d. Introducing wave solutions D˜(z) ≡ D(x, t) with z = x + et
with a constant e, (5.67) can be rewritten as
(a− de)∂zD˜ + bD˜∂zD˜ + c∂3zD˜ = 0 (5.68)
Similarly, the spatial component of the generalized momentum of ϕ vanishes,
X001 = 0 and its conjugate momentum reads
X000 = ϕ˙+ 2βϕ˙+ 3αϕϕ˙+ 6q
...
ϕ (5.69)
5.4.2 Acyclicity
We take the full diff Lagrangian as
L = XabcXabc (5.70)
where Xabc is the diff momentum and is given by the covariant expression
Xabc = Dabc + β(Dacb +Dbca)
+ gde
(
α(DecDabd +DdbDeca +DdaDecb) + qDec(abd)
)
(5.71)
Here, Dabc ≡ ∇cDab , Dabcd ≡ ∇d∇cDab etc and
D(abd) = (Dabd +Dadb +Dbad +Dbda +Ddab +Ddba)/6 (5.72)
The acyclic Lagrangian is defined as
Lac = (Xabc +Xbca +Xcab)Xabc/3 (5.73)
The acyclicity condition can be stated as
∆ ≡ L− Lc != 0 (5.74)
The first requirement is to set β = 1 in the Lagrangian. Then the difference ∆ at the
covariant level reduces to terms with coefficients αq, α2 and q2. If we ignore these
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terms we get back the BLRY Lagrangian. Hence, the BLRY action is the acyclic part
of the diff action (when β = 1) at the covariant level.
We flat-reduce the difference from acyclicity, i.e. we replace covariant derivatives
with ordinary ones, then evaluate the expression in the temporal gauge N = 0. As
mentioned above, the temporal gauge is necessary for obtaining the diff-Gauss law as
a (constraint) field equation from the theory as N is the Lagrange multiplier of the
diff-Gauss law introduced in building the transverse action.
So far we have tried to analyze the action with the full temporal gauge
N = 0 = ϕ (5.75)
For instance, in order to recover the diff-Gauss law as the field equation for D01 = N
we need N = 0 and ϕ is not at all present before covariantization. In this gauge the
difference from acycility does not vanish for the full diff Lagrangian.
On the other hand, the difference from acyclicity vanishes for the full, covari-
antized theory in the chiral ansatz (5.64).
5.4.3 Field Equations
For simplicity we are going to display equations only for the BLRY theory whereas
for the full theory we are going to state the general features. The field equations of
the BLRY theory evaluated in 2D Minkowski spacetime with the full temporal gauge
ϕ = N = 0 read
FE11 : 0 = 2D¨ − 6αD′2 − 2D′′ − 8βD′′ − 12αDD′′ − 24qD′′′′ (5.76)
FE12 : 0 = 2αD˙D
′ + 4βD˙′ + 4αDD˙′ + 24qD˙′′′ (5.77)
FE22 : 0 = 2αD˙
2 − 24qD¨′′ (5.78)
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On the other hand, in the chiral gauge we get
FE11 : 0 = 24qD
′′′′ − 12αDD′′ − 8βD′′ − 2D′′ − 6αD′2 (5.79)
FE12 : 0 = 0 (5.80)
FE22 : 0 = −24q
....
ϕ − 12αϕϕ¨+ 8βϕ¨+ 2ϕ¨− 6αϕ˙2 (5.81)
Now, this is remarkable situation. Firstly, the consistency condition for N = 0 gauge
is satisfied i.e. the field equation for N = 0 is identically satisfied, instead of yielding
the diff-Gauss law. Secondly, the field equations for D(x) and ϕ(t) are decoupled,
and have the same structure, and become identical for β ↔ −β and q ↔ −q. These
equations are not solvable in closed form for α 6= 0 and q 6= 0. In the case, α = 0, for
instance, D equation is solved by
D(x) = c1 + c2x+ 2qe
−x/√2q(c3e2x/
√
2q + c4) (5.82)
and in q = 0 case we have
D1(x) = f(x) ≡ 2β + 1
3α
+
(
3
4α
− c21(x2 − 2c2x− c22)
)1/3
D2,3(x) =
1± i√3
2
f(x) (5.83)
Since ϕ equation is of the same form with independent variable t and with slightly
different coefficients, it is solved by similar expressions for the α = 0 or q = 0.
The same features (i.e. decoupling and spatial D vs temporal ϕ) is seen in the
full theory although the equations are of higher order (sixth) and more complicated.
We still have the field equation for N satisfied identically, i.e., 0 = 0. Similar features
hold for the energy momentum tensor, and the conservation equations.
To summarize, in the chiral ansatz, there are no constraints, so there are no con-
sistency conditions to check. The transverse action after covariantization evaluated in
the 2D Minkowski spacetime reduces to the theory of two decoupled fields, satisfying
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the same structure of equations, one in space (so frozen), and the other in the time
variable. Due to the decoupling, one can set one of the fields to zero and analyze
the other one. As we will show below, the problem of symmetric criticality does not
arise, so the consistency seen in momenta and the field equations is carried to the
Lagrangian level.
5.4.4 Lagrangian and Problem of Symmetric Criticality
As a final note, let us mention another nice feature of the chiral ansatz. For this
purpose let us introduce the problem of symmetric criticality (see, for instance, [53]
Chapter 2). Namely, in general, the field equations obtained from a gauge-fixed
Lagrangian are not necessarily the same as the gauge-fixed field equations obtained
from the non-gauge-fixed Lagrangian. In other words, variations and gauge fixing do
not commute; at which step you apply the gauge fixing, on-shell or off-shell, does
matter.
For instance, if the temporal gauge N = 0 is applied at the Lagrangian level,
then the resulting Lagrangian will lead to 0 = 0 as the field equation for N as it does
not depend on N . However, if the Lagrangian is first varied and the resulting field
equations are subjected to N = 0 gauge, then the field equation for N no more yields
0 = 0, it becomes a constraint equation (the diff-Gauss law). Therefore, by applying
N = 0 gauge at the Lagrangian level one loses information.
Along the same line of reasoning in the full temporal gauge N = 0 = ϕ symmetric
criticality problem arises as (constraint) information about N and ϕ are completely
lost, and moreover, D field equation is altered.
Now, the problem of symmetric criticality does not appear in the chiral gauge,
since in this gauge, the field equation for N becomes 0 = 0 in either case and D and
ϕ equations remain exactly the same (for both the full and the BLRY actions) as can
be verified. So one can work with the gauge-fixed Lagrangian. For simplicity let us
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consider the chiral BLRY Lagrangian given by
L = (1 + 2β + 3αϕ)ϕ˙2 + 6qϕ˙...ϕ − (1 + 2β − 3αD)D′2 + 6qD′D′′′ (5.84)
Hence, decoupling is apparent at the Lagrangian level and the chiral gauge is a con-
sistent ansatz at the Lagrangian level as well.
5.5 BLRY Hamiltonian in 2D Minkowski Spacetime
Recall the BLRY Lagrangian,
L = DabcXabc (5.85)
In this form L seems to be singular and third-order in time for each diff field compo-
nent, since the higher derivative terms are of the form q∇cDab∇(d∇b∇a)Ddc. This
is an illusion since we can partially integrate one of the derivatives in the second
factor, which is equivalent to the addition of a total divergence ∇afa to L, and it is
well known that the field equations are invariant under this operation. Moreover, the
resulting Lagrangian is second-order.
Carrying out this operation we end up with the following Lagrangian in 2D
Minkowski spacetime :
L = C +B1D˙ +B2N˙ +B3ϕ˙+ 8qD′′N˙ ′ + 16qD˙′N ′′
+ A1D˙
2 + A2N˙
2 + A3ϕ˙
2
+−4αNN˙ϕ˙− 16qN˙ ′2 − 8qD˙′ϕ˙′ − 8qN ′′N¨ − 4qD¨ϕ′′
+ 8qN˙ ′ϕ¨+ 16qN¨ϕ˙′ − 6qϕ¨2 (5.86)
The ordering is such that the first line consists of zeroth and first-order terms in time,
second and third lines consist of second-order terms in time and the last line consists
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of third and fourth-order terms in time. Here,
A1 = 1 + αϕ , A2 = −2− 2β + 2α(D − ϕ) , A3 = 1 + 2β + 3αϕ (5.87a)
B1 = −2αN(D′ − 2ϕ′) + (4β − 4αD)N ′ (5.87b)
B2 = 8αNN
′ − 4(β + αϕ)ϕ′ , B3 = −2αNϕ′ (5.87c)
C = C1D
′2 + C2N ′2 + C3ϕ′2 + C4 (5.87d)
C1 = −1− 2β + 3αD , C2 = 2 + 2β − 2α(D − ϕ) (5.87e)
C3 = −1 + αD , C4 = −4αD′NN ′ − 6qD′′2 (5.87f)
For a second-order field theory conjugate momenta can be defined through
piφ =
δS
δφ˙
=
∂L
∂φ˙
− ∂µ ∂L
∂(∂µφ˙)
, piφ˙ =
δS
δφ¨
=
∂L
∂φ¨
(5.88)
These yield
piD = 2A1D˙ +B1 + 4q(3ϕ˙
′′ − 4N ′′′) (5.89a)
piN = 2A2N˙ +B2 − 4αNϕ˙+ 8q(−D′′′ + 5N˙ ′′ − 3ϕ¨′) (5.89b)
piϕ = 2A3ϕ˙+B3 − 4αNN˙ + 4q(2D˙′′ − 6N¨ ′ + 3
...
ϕ) (5.89c)
piD˙ = −4qϕ′′ (5.89d)
piN˙ = −8qN ′′ + 16qϕ˙′ (5.89e)
piϕ˙ = −12qϕ¨+ 8qN˙ ′ (5.89f)
We see from the last three equations that the theory is singular in D and N whereas
nonsingular in ϕ.
We can convert the higher order theory to an ordinary first-order theory by a
redefinition of variables as described in Section A.2.2. For this purpose we introduce
the new variables,
Q1 ≡ D, Q2 ≡ D˙, Q3 ≡ N, Q4 ≡ N˙ , Q5 ≡ ϕ, Q6 ≡ ϕ˙ (5.90)
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The main difference from the analysis in Section A.2.2 is that we now have three
(infinite sets of) variables, and since they are fields on spacetime, in addition to the
time derivatives there are spatial derivatives. Spatial derivatives have no significance
in the canonical analysis so they can be treated as additional indices.
We can then introduce the first-order (singular) Lagrangian
LT = C +B1Q2 +B2Q4 +B3Q6 + 8qQ′′1Q′4 + 16qQ′2Q′′3
+ A1Q
2
2 + A2Q
2
4 + A3Q
2
6 − 4αQ3Q4Q6 − 16qQ′24 − 8qQ′2Q′6
− 8qQ′′3Q˙4 − 4qQ˙2Q′′5 + 8qQ′4Q˙6 + 16qQ˙4Q′6 − 6qQ˙26
+ λ1(Q˙1 −Q2) + λ2(Q˙3 −Q4) + λ3(Q˙5 −Q6) (5.91)
The constraints in the last line are added for correspondence with the original La-
grangian (5.86). The factors Ai, Bi and C are spatial functionals of Q1, Q3, Q5 only.
We introduce the conjugate momenta
P1 ≡ piD, P2 ≡ piD˙, P3 ≡ piN , P4 ≡ piN˙ , P5 ≡ piϕ, P6 ≡ piϕ˙ , pi ≡ piλi (5.92)
Then applying (5.88) to ST we can compute the momenta
P2i−1 = λi, i = 1, 2, 3 (5.93a)
P2 = −4qQ′′5 (5.93b)
P4 = −8qQ′′3 + 16qQ′6 (5.93c)
P6 = −12qQ˙6 + 8qQ′4 (5.93d)
pi = 0 , i = 1, 2, 3 (5.93e)
The equation (5.93d) can be inverted for Q˙6 yielding
Q˙6 = − 1
12q
P6 +
2
3
Q′4 (5.94)
so, the theory is nonsingular in ϕ.
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Except the P6 equation (5.93d), all the equations (5.93) constitute primary con-
straints. Out of these, only P2 and P4 equations are essential, signifying the singularity
in D and N . The remaining ones arise due to the introduction of the Lagrange multi-
pliers to reduce the second-order theory to a first-order theory, and can be eliminated
using the field equations for λi. Let us denote the main primary constraints as
φ1 ≡ P2 + 4qQ′′5 ≈ 0 (5.95a)
φ2 ≡ P4 + 8qQ′′3 − 16qQ′6 ≈ 0 (5.95b)
The canonical (or naive) Hamiltonian (density) is formed, as usual, as
Hc = PIQ˙I + piλ˙i − LT , I = 1, · · · , 6 ; i = 1, 2, 3 (5.96)
This yields
Hc = λ1Q2 + λ2Q4 + λ3Q6 − A1Q22 − A2Q24 − A3Q26
−B1Q2 −B2Q4 −B3Q6 − C − 8qQ′′1Q′4 − 16qQ′2Q′′3
+ 4αQ3Q4Q6 + 8qQ
′
2Q
′
6 − (1/24q)(P6 − 8qQ′4)2 + 16qQ′24 (5.97)
In order to form the total Hamiltonian density, HT we need to add each primary
constraint followed by the equations (5.93) with some multipliers. As mentioned
above, however, some of these constraints are not essential. Hence, we will shortcut
the procedure by eliminating these. For this purpose, we will not introduce the
constraints pi = 0, i = 1, 2, 3 into the action and we will replace λ1, λ2, λ3 by
P1, P3, P5, respectively. This gets rid of all the nonessential constraints. So we will
introduce only the essential constraints φ1, φ2 given by (5.95) into the Hamiltonian
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with multipliers µ1, µ2, respectively. The result is
HT = Hc + µ1φ1 + µ2φ2
= P1Q2 + P3Q4 + P5Q6 − A1Q22 − A2Q24 − A3Q26
−B1Q2 −B2Q4 −B3Q6 − C − 8qQ′′1Q′4 − 16qQ′2Q′′3
+ 4αQ3Q4Q6 + 8qQ
′
2Q
′
6 − (1/24q)(P6 − 8qQ′4)2 + 16qQ′24
+ µ1(P2 + 4qQ
′′
5) + µ2(P4 + 8qQ
′′
3 − 16qQ′6) (5.98)
Next step is checking consistency conditions for the primary constraints to see
whether we get secondary constraints or conditions on the functions µ1, µ2. We will
not continue this analysis since the diff-Gauss law is lost as a constraint. N became
dynamical and the theory lost its connection to its origins in 1D.
As a final note, higher order analysis of the full diff Lagrangian is no different.
Since the full theory is of higher order than the BLRY theory, one merely needs to
define more variables to obtain a first-order reduction.
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CHAPTER 6
CONSTRAINT ANALYSIS IN 2D MINKOWSKI SPACETIME
6.1 Introduction
In this chapter we will first analyze the transverse action before covariantization.
We call this theory the DXN theory. This theory is equivalent to the DX theory
(Section 5.3) on-shell (i.e. on the constraint surface). The diff-Gauss law arises as an
explicit (secondary) constraint from Hamilton’s equations rather than being implicitly
enforced through an equivalence relation on the phase space.
We will apply Dirac’s constrained Hamiltonian formalism to the DXN theory
and show that consistency equation of the diff-Gauss law implies the existence of
an independent constraint. The constraint algebra closes with one primary, three
secondary constraints and a condition on the Lagrange multiplier. The diff-Gauss law
turns out to be second-class unless the kinetic term itself is turned into a constraint.
Hence, we turn the kinetic term to a constraint. This is good in one respect, that
a theory of gravitation requires time reparametrization invariance [54] which, in turn,
requires the Hamiltonian to consist purely of first-class constraints (i.e. to vanish
on-shell). However, since we chose the standard kinetic term of the form ∼ X2 (both
for the finite reduction of the DX theory and the transverse diff field theory) such a
modification implies the theory is trivial.
In general relativity also the Hamiltonian consists of constraints, yet the ”kinetic
term” is not standard. Indeed, in the diff field case the higher order terms suggest
that the standard kinetic term may not be suitable to build the dynamical theory.
An alternative kinetic term, which may lead to a nontrivial dynamical theory, will be
introduced and analyzed.
In the last section of this chapter, we review and summarize the tranverse diff
theory, and its problems. Then we investigate the modifications required to maintain
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covariance of the diff Lagrangian and its interactions.
6.2 Transverse Action Before Covariantization - DXN Theory
6.2.1 Lagrangian
Recall that the momentum (4.67) of the diff field in flat spacetime of arbitrary
dimension, and in lower indices is given by
Xij0 = ∂0Dij −
[
Dk0∂kDij +Dkj∂iDk0 +Dik∂jDk0
+ q∂i∂j∂kDk0 − β(∂iD0j + ∂jDi0)
]
(6.1)
In 2D, before covariantization, the diff field action involves only two degrees of free-
dom, D01 ≡ N and D11 ≡ D. Only the latter is dynamical, having a conjugate
momentum X ≡ X110. For the Minkowski metric with the sign convention (+t,−x)
we have X110 = X
110 = X. As usual we will denote ∂1 by a prime and ∂0 by a dot.
With these we get
X = D˙ − (ND′ + 2DN ′ − 2βN ′ + qN ′′′) (6.2)
This suggests that we can also shift D by a constant β and simplify this to
X = D˙ − (ND′ + 2DN ′ + qN ′′′) (6.3)
We can write the momentum compactly as
X = D˙ − G[N ;D] (6.4)
where
G[ξ;D] := ξD′ + 2ξ′D + qξ′′′ (6.5)
is the ”coadjoint action” of a vector field ξ on the diff field. In the following we
denote G ≡ G[N ;D]. Notice that this is not the same as the diff-Gauss law operator,
G1 = G[X;D].
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Then the Lagrangian before covariantization, (4.70), reads
L = 1
2
X2 =
1
2
(D˙ − G)2 (6.6)
in 2D flat spacetime. We call the theory defined by this Lagrangian the DXN theory.
6.2.2 Full vs BLRY Lagrangians
Recall the BLRY Lagrangian (4.76)
LBLRY = 1
2
DabcX
abc (6.7)
Before covariantization, in 2D Minkowski spacetime the diff action reads
S =
1
2
∫
(D˙ − G)2 (6.8)
and the BLRY action reads
SBLRY =
1
2
∫
D˙(D˙ − G) (6.9)
where G ≡ G[N ;D] in (6.5), and the measure d2x is suppressed.
We see from these expressions that it is not right to say that the BLRY Lagrangian
is the N = 0 limit of the diff Lagrangian. Rather the N = 0 limits of these theories
do match up, as G vanishes. In particular, the field equation of N in N = 0 gauge
yields the diff-Gauss law, in both cases. Let us show this. Varying (6.8) with respect
to N we get
δS =
∫
XδG
=
∫
X(δND′ + 2δN ′D + qδN ′′′)
= −
∫
δN(XD′ + 2X ′D + qX ′′′) (6.10)
So the field equation of N reads
0 = XD′ + 2X ′D + qX ′′′ (6.11)
130
Similarly, for the BLRY action we get
δSBLRY =
1
2
∫
D˙(−δG)
= −1
2
∫
D˙(δND′ + 2δN ′D + qδN ′′′)
=
1
2
∫
δN(D˙D′ + 2D˙′D + qD˙′′′) (6.12)
So the field equation of N reads
0 = (D˙D′ + 2D˙′D + qD˙′′′) (6.13)
This is the diff-Gauss law (6.11) only for N = 0.
6.2.3 Hamiltonian
The conjugate momentum to D is given by (6.4). We also have the variable N , but
the Lagrangian is independent of its velocity, so, denoting its conjugate momentum
by pi, we have the primary constraint
φ1 ≡ pi = δL
δN˙
= 0 (6.14)
The naive Hamiltonian density is defined as
H = D˙X + N˙pi − L
=
1
2
X2 +X(ND′ + 2N ′D + qN ′′′) (6.15)
Adding the primary constraint (6.14) with a Lagrange multiplier λ we get the total
Hamiltonian density
HT = H + λpiN
=
1
2
X2 +X(ND′ + 2N ′D + qN ′′′) + λpi (6.16)
The total Hamiltonian is defined by the space integral
HT =
∫
dxHT (6.17)
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Hamilton’s equations yield
D˙ =
δHT
δX
= X +ND′ + 2N ′D + qN ′′′ (6.18a)
X˙ = −δHT
δD
= X ′N −XN ′ (6.18b)
N˙ =
δHT
δpi
= λ (6.18c)
p˙i = −δHT
δN
= XD′ + 2X ′D + qX ′′′ (6.18d)
The first one is the momentum X definition (6.4) reproduced. The second one is the
main dynamical equation for the diff field. The third one tells us that N is arbitrary
as its velocity is arbitrary. Finally the last one tells us that the diff-Gauss law is
obtained as a secondary constraint following from the consistency condition of the
primary constraint (just as in the canonical analysis of the YM theory) i.e.
p˙iN = 0 ⇒ XD′ + 2X ′D + qX ′′′ = 0 (6.19)
We will continue the constraint analysis in the next section. Let us remark here
that the DXN theory, the transverse theory before covariantization, is equivalent to
the DX theory introduced in Section 5.3. The momentum reduces on-shell (i.e. for
N = 0) to D˙ and the diff-Gauss law emerges as the field (constraint) equation of the
nondynamical field N . In this equivalence, Rajeev’s theory reviewed in Section 5.2
corresponds to the DX theory and the original YM theory in 2D corresponds to the
DXN theory.
Let us check the solutions to Hamilton’s equations. Consider the dynamical
equation (6.18b). To avoid confusion let us use (s, t) instead of (x, t) so that X =
X(s, t) and N = N(s) (recall that N is not dynamical). Then,
∂X
∂t
= N
∂X
∂s
− ∂N
∂s
X (6.20)
The solution for X is
X(s, t) = N(s)F (z) (6.21)
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where
z ≡ t+
∫ s
1
dσ
N(σ)
(6.22)
Plugging this solution into (6.18a) and solving for D we get
D(s, t) =
1
N2(s)
[
G(z)− F (z)
∫ s
1
dσ N2(σ)− q
∫ s
1
dσ N(σ)N ′′′(σ)
]
(6.23)
6.3 Constraint Analysis of DXN Theory
Let us complete the constraint analysis started in the previous section according
to Dirac’s formalism [54] which we reviewed in Appendix A.1.
Using the primary constraint (6.14) we formed the total Hamiltonian and com-
puted Hamilton’s equations. There we saw that the consistency equation (6.18d) of
the primary constraint φ1 implied the diff-Gauss law as a secondary constraint. In
this section we will switch to the language of Poisson brackets (PB).
The standard PB for a field theory with phase space variables ϕa, pib reads
{F (x) , G(y)} =
∫
dz
(
δF (x)
δϕa(z)
δG(y)
δpia(z)
− δF (x)
δpia(z)
δG(y)
δφa(z)
)
(6.24)
From this, for instance, follows
{ϕc(x) , pid(y)} =
∫
dz
(
δcaδ(x− z)δadδ(y − z)− 0
)
= δcdδ(x− y) (6.25)
The PBs for the DXN theory are taken to be in standard form
{D(x), X(y)} = δ(x− y) ; {N(x), pi(y)} = δ(x− y) ; the rest vanish (6.26)
where t-dependence is suppressed as usual. This implies, for instance,
{D(y), X ′′′(x)} =
∫
dz δ(y − z) ∂3xδ(x− z) = ∂3xδ(x− y) (6.27)
Recall the total Hamiltonian density
HT = 1
2
X2 +XG + λpi (6.28)
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where
G = ND′ + 2N ′D + qN ′′′ (6.29)
For convenience below we shall denote space dependence by a subindex, e.g., Dx ≡
D(x). In the language of PBs, consistency condition for the primary constraint φ1
reads
0 ≈ φ˙1 = {φ1, HT} (6.30)
Let us show this explicitly
0 ≈
{
piy ,
∫
x
1
2
X2 +Xx(NxD
′
x + 2N
′
xDx + qN
′′′
x ) + λxpix
}
=
∫
x
Xx {piy, NxD′x + 2N ′xDx + qN ′′′x }
=
∫
x
Xx
(
∂xDx(−δxy) + 2Dx∂x(−δxy) + q∂3x(−δxy)
)
= −
∫
x
δxy
(
Xx∂xDx − 2∂x(XxDx)− q∂3xXx
)
= XyD
′
y + 2X
′
yDy + qX
′′′
y (6.31)
Since this does not involve the Lagrange multiplier λ, it must be a secondary con-
straint. Thus we have
φ2 = XD
′ + 2X ′D + qX ′′′ ≈ 0 (6.32)
i.e. the-diff Gauss law is obtained1 as a secondary constraint that follows from the
vanishing of the momentum of N .
Next, we need to check for the consistency condition of the secondary constraint
1This is in analogy with YM theory. Vanishing of the momentum pi0 = F 00 conjugate to
A0 implies the Gauss law constraint. The Gauss law is the field equation of A0 (analog of
(6.18d)) and it can also be derived by the PB equation p˙i0 = {pi0, HYM} (analog of (6.30)).
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to see whether we get another secondary constraint. This yields
0 ≈ φ˙2 = {φ2, HT}
=
{
XD′ + 2X ′D + qX ′′′,
∫
1
2
X2 +XG + λpi
}
(6.33)
After a long, but straightforward calculation this yields
0 ≈ 3X ′X +Nφ′2 + 2N ′φ2
≈ 3X ′X (6.34)
In the last (weak) equality we used the fact that in field theories spatial derivatives
of a constraint (φ2) do not constitute independent constraints. Thus we obtained a
new secondary constraint
φ3 ≡ X ′X (6.35)
where we rescaled it by a factor of 3. Notice that this is the derivative of the kinetic
term T = X2/2.
Computing the consistency condition of φ3 we get
0 ≈ φ˙3 = {φ3, HT} = Nφ′3 −N ′φ3 −N ′′X2
≈ −N ′′X2 (6.36)
Hence, we obtain another secondary constraint
φ4 ≡ N ′′X2 (6.37)
Notice that this is linear in the kinetic term, though it does not necessarily trivialize
the theory as we can set N ′′ = 0 to evade X = 0.
Finally, the consistency condition of φ4 reads
0 ≈ φ˙4 = λ′′X2 − 2N ′φ4 + 2NN ′′φ3
≈ λ′′X2 (6.38)
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Since this involves the Lagrange multiplier λ of the primary constraint, it does not
constitute a constraint, rather a condition on λ.
Next step is checking the PBs of the constraint algebra to determine the first-class
constraints. For this purpose we are going to introduce the following commonly used
tool in higher order field theories. Namely, if φx is a local expression involving the
fields and their derivatives then we define φ[µ]
φ[µ] =
∫
x
µxφx (6.39)
In fact, we already used it in (4.49) to get the diff-Gauss law operator; Q = G[ξ]
in (4.49), in the notation we use here. Calculations involving smeared out fields are
essentially the same as in the previous section.
Here are the results for the constraint algebra
{φ1, φ1,2,3} = 0 (6.40)
{φ1, φ4[λ]} = −λ′′X2 + 4λ′φ3 + λφ′3 ≈ 0 (6.41)
where we used (6.38). This calculation shows that φ1 is a first-class constraint.
Similarly, we compute
{φ4, φ3,4} = 0 (6.42)
{φ4, φ2[µ]} = 2µ′φ4 − 2N ′′µφ3 ≈ 0 (6.43)
With the additional result (6.41) we see that φ4 is also a first-class constraint.
The remaining two constraints (in particular, φ2, the diff-Gauss law) are second-
class due to the following bracket
{φ3, φ2[µ]} = µ′′X2 + µ′φ3 − µφ′3 ≈ µ′′X2 (6.44)
or, alternatively,
{φ2, φ3[µ]} = −3µ′φ3 − µ′′X2 ≈ −µ′′X2 (6.45)
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Both brackets tell us that in order for φ2 and φ3 to be first-class we need kinetic term
X2 to be a constraint since µ is an arbitrary function that we introduced, and we can
not impose a condition on it.
6.4 Consistent Constraint Algebra, Yet Trivial Theory
The constraint analysis in the previous section suggested that the kinetic term
T = X2/2 (6.46)
be turned into a constraint. Therefore, let us consider the following theory
HT =
∫
(µ1φ1 + µ2φ2) (6.47)
where
φ1 ≡ X2/2 , φ2 ≡ XD′ + 2X ′D + qX ′′′ (6.48)
and µ1, µ2 are Lagrange multipliers. The unconstrained phase space consists of field
configurations X,D and the nondynamical variable N is discarded. The Hamiltonian
vanishes weakly.
We need to show that the constraint algebra closes, no new constraints arise from
the consistency conditions. Moreover, for time reparametrization invariance we also
need to make sure that the constraints are first-class, generating gauge transforma-
tions. We have
HT = φ1[µ1] + φ2[µ2] (6.49)
Here are the results for the constraint algebra defined by (6.47)
{φ1[µ], φ1[λ]} = 0
{φ1[µ], φ2[λ]} = −
∫
(2λµ′φ1 + 3µλφ′2) ≈ 0
{φ2[µ], φ2[λ]} =
∫
(µλ′ − µ′λ)φ2 ≈ 0 (6.50)
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Hence, φ1 and φ2 are each first-class constraints. This also implies that no new
constraints arise as follows. We compute
{φ1[λ], HT} = {φ1[λ], φ1[µ1]}+ {φ1[λ], φ2[µ2]} ≈ 0
{φ2[λ], HT} = {φ2[λ], φ1[µ1]}+ {φ2[λ], φ2[µ2]} ≈ 0 (6.51)
where we used (6.49) and (6.50).
Finally we compute the gauge transformations generated by the constraints φ1, φ2.
If φi is a first-class constraint, a gauge transformation of an arbitrary dynamical
variable F generated by φi is computed as
δiF = {F, φi[ξi]} (6.52)
It is enough to compute the gauge transformation of the basic fields D and X. φ1
generates the following gauge transformations
δ1D = ξ1X , δ1X = 0 (6.53)
For X in the isotropy algebra this would describe motion transverse to orbits. It is
interesting to obtain the transverse motion as a gauge transformation rather from
time evolution. In fact, there is no time evolution as we discuss below.
And finally the main gauge transformations we are interested in are generated by
the diff-Gauss law φ2 :
δ2D = ξ2D
′ + 2ξ′2D + qξ
′′′
2 , δ2X = ξ2X
′ − ξ′2X (6.54)
This is simply invariance under the Lie-derivatives or Virasoro adjoint and coadjoint
transformations.
The trouble here is that the first constraint φ1 = 0 implies the vanishing of the diff
momentum X, freezing the dynamics, i.e. trivializing the theory. This suggests that
we need to look for alternative expressions quadratic in the diff momentum, whose
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PB with the diff-Gauss law does not yield new constraints, yet whose vanishing does
not imply a trivial theory, i.e. X 6= 0. In the next section we are going to introduce
a candidate expression.
6.5 Alternative Hamiltonian
In this section, we are going to introduce an alternative kinetic term that trans-
forms nicely under the gauge transformations generated by the diff-Gauss law.
Consider the following expression
T =
1
2
DX2 − q
4
X ′2 +
q
2
XX ′′ (6.55)
where prime denotes spatial derivative. It is a kinetic term because it is quadratic in
the diff momentum X. The corresponding smeared out expression satisfies the PBs
{D,T [µ]} = µDX + q
2
(µ′′X + 3µ′X ′ + 3µX ′′) (6.56)
and
{X,T [µ]} = −1
2
µX2 (6.57)
Using these it is straightforward to show that
{T [µ], T [λ]} = 0 (6.58)
This result holds identically not just weakly.
T is related to the diff-Gauss law operator G = XD′ + 2X ′D + qX ′′′ as
T ′ = XG (6.59)
Therefore, a theory consisting of a single constraint T = 0 implies the diff-Gauss law
for a nontrivial theory, i.e. X 6= 0. Conversely, according to (6.59) the diff-Gauss law
constraint G = 0 implies that the kinetic term is space-independent i.e. T = A(t) for
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some function A. Note that vanishing of T implies
D
q
=
(
−X
′
X
)′
− 1
2
(
−X
′
X
)2
(6.60)
If we define a function f(t, x) by
f ′′
f ′
= −X
′
X
(6.61)
then T = 0 is solved by
D(t, x) = q (Sxf)(t, x) (6.62)
where Sx is the Schwarzian derivative with respect to the variable x.
Recall that in Section 5.3.2, equation (6.62) was proposed as defining the diff-
Wilson line2, and together with the ansatz
X(t, x) =
P (t)
f ′(t, x)
(6.63)
for the diff momentum, the diff-Gauss law was solved. Moreover, the diff momentum
given by (6.63) automatically satisfies the condition (6.61). This raises the question
of whether we can apply finite reduction method to the alternative theory defined by
the single constraint T ≈ 0. The answer, however, turns out to be negative as follows.
The position variable associated with the corresponding finite theory is defined as
Q(t) = f(t, 2pi) (6.64)
and the momentum variable is read from (6.63) as
P (t) = X(t, x)f ′(t, x) ∀x (6.65)
The trouble is that there is no natural way to couple Q(t) and P (t) given by these
equations as f(t, 2pi) and f ′(t, 2pi) = ∂xf(t, 2pi) are independent variables upon finite
reduction.
2We will reexamine the diff-Wilson line and loop in Section 7.2.
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Now let us investigate the transformation properties of T . It is straightforward
to compute
[T,G[ξ]] = −ξT ′ (6.66)
so that T is a spatial scalar.
Let us consider the case T 6= 0, and get classical solutions for the Hamiltonian
(6.55). First, consider a simpler theory defined by the first term of T ,
H = 1
2
DX2 (6.67)
Assuming standard symplectic structure Hamilton’s equations yield
D˙ =
δH
δX
=
∂H
∂X
= DX (6.68)
X˙ = −δH
δD
= −1
2
X2 (6.69)
Using the first equation we can obtain the Lagrangian
L = XD˙ −H = D˙
2
2D
(6.70)
Equation (6.69) is solved by
X =
2
t+ A(x)
(6.71)
for an arbitrary function A of x. Inserting this back into (6.68) we get
D = (t+ A(x))2B(x) (6.72)
where B is another arbitrary function of x.
Now, let us analyze the full theory given by T . The Hamiltonian
H = 1
2
DX2 +
q
4
(2XX ′′ −X ′2) (6.73)
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leads to the equations
D˙ = DX +
3q
2
X ′′ (6.74a)
X˙ = −1
2
X2 (6.74b)
Hence, the momentum equation is unchanged, so is the momentum solution,
X =
2
t+ A(x)
(6.75)
The diff field solution, on the other hand, is modified to
D = (t+ A(x))2
(
B(x)− 3q
(
A′(x)2
2(t+ A(x))4
− A
′′(x)
3(t+ A(x))3
))
(6.76)
There does not seem to be an obvious way to get the Lagrangian in local form
from the Hamiltonian, as (6.74a) can not be inverted for X in terms of D˙ in any
obvious way.
6.6 On Possible Routes to Fix Transverse Formalism
6.6.1 Review and Summary of Problems
Throughout the analysis up to this point we tried to make apparent inconsisten-
cies of the tranverse formalism. Let us review the transverse formalism to see the
problems and their relation better. We started transverse formalism by lifting the
transformation (4.38)
δD = ξD′ + 2ξ′D + qξ′′′ (6.77)
of a Virasoro coadjoint element to higher dimensions as the Lie derivative (4.40)
δDµν = ξ
λ∂λDµν + ∂µξ
λDλν + ∂νξ
λDµλ + q∂µ∂ν∂λξ
λ (6.78)
of a rank-two object Dµν . Due to the third-order central term in the Lie derivative
this rank-two object is not a tensor. We recovered (6.77) from this higher dimensional
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lift as δD = δD11 under the gauge-fixing conditions
ξ0 = 0 = ∂0ξ
1 (6.79)
which restricts the GCTs to spatial and time-independent coordinate transformations.
Then we introduced a conjugate momentum X ij0 and obtained the diff-Gauss law
constraint (4.54) that generates the spatial part δDij of δDµν . Using an ansatz for
the momentum we constructed the action ∝ X ij0Xij0. This action has the diff-Gauss
law as a constraint (4.59) with Lagrange multiplier D i0 .
So far everything looks good. However, this action is not covariant. So we chose
the simplest way to deal with this problem, namely we covariantized the action. This
operation has two parts: indices i, j, 0 → µ, ν, λ and derivatives ∂ → ∇. The first
part changed the characteristics of the theory : D00, D0i components which did not
project on the coadjoint orbits, and Dij component which is the field theory lift of
the coadjoint element now became the same field Dµν . D0µ is now dynamical so the
diff-Gauss law is no more a constraint.
The second part, namely replacing partial derivatives with covariant derivatives,
is only meaningful for a tensor. Moreover, for a nontensor even the first part is
problematic as contraction of covariant indices does not yield a tensor if the covariant
indices are attached to a nontensor. So we required the diff field to be a tensor.
Then comes the question : What was the point of the first half of the transverse
formalism? Why did we introduce δDµν that is nontensorial? Why did we introduce
a diff-Gauss law constraint that generates it, if it were going to be lost upon covari-
antization? And there is also the hidden inconsistency we discovered in Section 6.3,
that even before covariantization the diff-Gauss law is not first-class, so it does not
generate the gauge transformation δDij, so it is not a ”Gauss” law.
After this cruel critique of all the work we have laid down so far let us investigate
possible solution routes that would save us from the trouble of altogether abandoning
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the transverse formalism. We are going to investigate entirely different approaches to
come up with a diff field theory in the next chapter.
From now on, we treat (6.78) as the coordinate transformation of the diff field,
so the diff field is not a tensor, and we abandon covariantization.
6.6.2 Spatial Covariance of Transverse Theory
For now let us give up our hopes on finding a full diffeomorphism invariant action.
Do we, at least, have spatial diffeomorphism invariance? We do have, but it requires
reviving a hidden quantity, the metric determinant. Recall the Gauss variation (4.56)
of the diff momentum X ij. This calculation showed that the diff momentum is a
spatial rank-two tensor density of weight one.
A tensor density of weight w multiplied by gw/2 is a tensor, where g is the metric
determinant. Hence, we can form a true rank-two spatial tensor out of X lm as
X˜ lm =
√
hX lm (6.80)
where h is the determinant of the spatial hypersurface of the spacetime. In flat space
h = 1 and there seems to be no difference between X˜ and X. However, this is an
illusion and another example of the problem of symmetric criticality. In order to show
diffeomorphism invariance we need to compute the Lie variation of the Lagrangian.
Although
√
h is one, we can evaluate it before or after the variation. The results are
not the same. In fact, using the Lie derivative of X ij obtained from (4.56) we can
show that
L1 = 1
2
X ijXij (6.81)
is not a spatial scalar. However, the Lagrangian density
L2 = 1
2
X˜ ijX˜ij (6.82)
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leads to a spatial diffeomorphism invariant action. We have L2 = L1 for h = 1. This
is an example of the difficulty of recovering a covariant theory from its background
evaluated content.
Hence, although the diff field is not a tensor, the diff Lagrangian density before
covariantization in the form
L˜ = 1
2
X˜ ijX˜ij =
1
2
hX ijXij (6.83)
is a spatial scalar. And the spatially invariant action reads
S =
∫
dt
∫
d3xh3/2X ijXij (6.84)
Note that we do not know the expression for X ij in the action above when the metric
is not flat. That is, when the gauge conditions ξ0 = ∂0ξ
i are turned off, we do not
know what happens to X ij components. We will introduce a candidate below in
Section 6.6.5.
6.6.3 Spatially Covariant Extension of Diff Field in 2D
Since we abandoned covariantization and confined ourselves to spatial diffeomor-
phism invariance, is everything okay now? Not really. We also formed interactions
of diff field with other fields and for those interaction terms to make sense diff field
should be a tensor. For instance, point particle and spinor couplings suggested that
diff field is a perturbation to the spacetime metric, which we used to extend the non-
abelian Born-Infeld action. However, a nontensorial perturbation to the metric will
destroy all the good things it brought with general relativity.
How can we recover the spatial diffeomorphism invariance of diff field itself? A
quick solution that comes to mind is to complement diff field with a correction that
turns it into a tensor, just as diff field is complemented with a correction involving
the gauge field in (4.105) to yield a gauge invariant object.
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In particular, diff field can be complemented with a correction involving the space-
time metric or Levi-Civita connection to yield a tensor. In fact, in 1D the solution
of this problem is simple. As discussed in Section 2.4.4 one may subtract a multiple
of Σ = Γ′ − Γ2/2 from diff field D to obtain a rank-two tensor. This result, how-
ever, does not nicely extend to higher dimensions. In Section 2.4.5 we searched for
higher dimensional extensions Σµν of Σ that transform as (4.40), but could not find
a consistent one.
However, for spatial diffeomorphism invariance we may not need such a higher
dimensional extension of Σµν . Namely, instead of finding a Σµν that transforms as
(4.40), it is sufficient to find a Σµν whose (11) component reduces to a multiple of
Σ = Γ′ − Γ2/2. In this reduction the gauge-fixing conditions (6.79) should be used.
Recall the object
Σµν ≡ a∂λΓλµν + b∂µΓλλν + c∂νΓλµλ + dΓλµνΓσσλ + eΓλµσΓσνλ + fΓλµλΓσνσ (6.85)
subjected to the condition
q ≡ a+ b+ c = −2(d+ e+ f) (6.86)
Then the 1D reduction of Σµν yields a coadjoint element Σ with central charge q.
Now, let us rewrite the result we found for the Lie variation of Σµν in (6.85):
δΣµν = ξ
λ∂λΣµν + ∂µξ
λΣλν + ∂νξ
λΣµλ + q∂µ∂ν∂λξ
λ + ∆µν (6.87)
where
∆µν = (−a+ d)Γρµν∂ρ∂σξσ + (a+ e)(Γρσν∂µ∂ρξσ + Γρσµ∂ρ∂νξσ)
+ f(Γρρν∂µ∂σξ
σ + Γρρµ∂ν∂σξ
σ) + (b+ c+ d)Γρρσ∂µ∂νξ
σ (6.88)
This expression is too complicated to deal with, so let us look at simpler subcases
first. Not every subcase works. For instance, the subcase (2.119) noticed for its
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simplicity in Section 2.4.5 does not work since the gauge conditions (6.79) and the
condition (6.86) are not compatible in that case as can be seen after a straightforward
calculation.
Here is, a working subcase : a = 2, e = −1. For this choice we get
Σµν ≡ 2∂λΓλµν − ΓλµσΓσνλ = Σνµ (6.89)
and the difference from the desired variation reduces to
∆µν = −2Γρµν∂ρ∂σξσ + Γρσν∂µ∂ρξσ + Γρσµ∂ρ∂νξσ (6.90)
Now, following the analysis in Section 4.3.1, conditions (6.79) imply
δΣ11 = ξ
1∂1Σ11 + 2∂1ξ
1Σ11 + 2∂
3
1ξ
1 + ∆11 (6.91a)
δΣ01 = ξ
1∂1Σ01 + Σ01∂1ξ
1 + ∆01 (6.91b)
δΣ00 = ξ
1∂1Σ00 + ∆00 (6.91c)
where the central charge of (6.89) is two. Our goal is to find the conditions that
make ∆µν = 0 without imposing any additional conditions on ξ
µ. Remarkably for
our choice (6.89), ∆11 automatically vanishes under (6.79). Vanishing of ∆01 requires
Γ101 = 0 and finally vanishing of ∆00 requires Γ
1
00 = 0. So we can state the analog of
(4.46) as
ξ0 = 0 = ∂0ξ
1 and Γ101 = 0 = Γ
1
00 (6.92a)
δΣ11 = ξ
1∂1Σ11 + 2∂1ξ
1Σ11 + 2∂
3
1ξ
1 (6.92b)
δΣ01 = ξ
1∂1Σ01 + Σ01∂1ξ
1 (6.92c)
δΣ00 = ξ
1∂1Σ00 (6.92d)
147
with
Σ11 = 2∂0Γ
0
11 + 2∂1Γ
1
11 − (Γ111)2 − (Γ001)2 (6.93a)
Σ01 = 2∂0Γ
0
01 − Γ000Γ001 (6.93b)
Σ00 = 2∂0Γ
0
00 − (Γ000)2 (6.93c)
Can we further restrict these expressions analogous to the full-temporal gauge
conditions (4.47)? If we take, in addition, Γ000 = 0 = Γ
0
01 we get Σ00 = 0 = Σ01
which automatically yields the consistency conditions δΣ00 = 0 = δΣ01. These imply
Σ11 = 2∂0Γ
0
11 + 2∂1Γ
1
11 − (Γ111)2. Now, to match the 1D reduction of Σ11 with the
Virasoro coadjoint element 2Γ′ − Γ2, we need the additional condition ∂0Γ011 = 0
Hence, the analog of (4.47) becomes
ξ0 = 0 = ∂0ξ
1 and Γ101 = 0 = Γ
1
00 = Γ
0
00 = Γ
0
01 = ∂0Γ
0
11 (6.94a)
Σ11 = 2∂1Γ
1
11 − (Γ111)2 (6.94b)
δΣ11 = ξ
1∂1Σ11 + 2∂1ξ
1Σ11 + 2∂
3
1ξ
1 (6.94c)
δΣ01 = 0 = Σ01 (6.94d)
δΣ00 = 0 = Σ00 (6.94e)
With the set of conditions (6.92) or (6.94), we obtain a spatial tensor in 2D from
the diff field by
Tµν ≡ Dµν − q
2
Σµν (6.95)
For (6.92), (6.93) we have
ξ0 = 0 = ∂0ξ
1 and Γ101 = 0 = Γ
1
00 (6.96a)
δT11 = ξ
1∂1T11 + 2∂1ξ
1T11 (6.96b)
δT01 = ξ
1∂1T01 + T01∂1ξ
1 (6.96c)
δT00 = ξ
1∂1T00 (6.96d)
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and for (6.94) we have
ξ0 = 0 = ∂0ξ
1 and Γ101 = 0 = Γ
1
00 = Γ
0
00 = Γ
0
01 = ∂0Γ
0
11 (6.97a)
T11 = D11 − q
2
(
2∂1Γ
1
11 − (Γ111)2
)
(6.97b)
δT11 = ξ
1∂1T11 + 2∂1ξ
1T11 (6.97c)
δT01 = 0 = T01 (6.97d)
δT00 = 0 = T00 (6.97e)
Now, it is tempting to think that this result would nicely extend to higher dimen-
sions, but it does not. The reason is simple : for (6.79) it is easy to compute spatial
part of ∆µν in higher than two dimensions
∆ij = −2Γkij∂k∂mξm + Γkmj∂i∂kξm + Γkmi∂k∂jξm
= ∂k∂nξ
m(−2Γkijδnm + Γkmjδni + Γkmiδnj ) (6.98)
Only in the 2D case we automatically obtain ∆ij = 0 since all the spatial indices above
reduce to 1. In higher dimensional case there is no obvious way to solve ∆ij = 0.
Now this calculation shows that the transverse theory that we took is spatially
diffeomorphism invariant, but the diff field itself admits a correction to become a
spatial tensor only in 2D spacetime. Extension of this result to higher dimensions
requires the modification of the very first step of the transverse formalism. Namely,
the higher dimensional lift (4.40) of the coadjoint transformation
δξDµν = (∂µξ
λ)Dλν + (∂νξ
λ)Dµλ + ξ
λ(∂λDµν) + q∂µ∂ν∂λξ
λ (6.99)
We will investigate this in the next section.
6.6.4 Full Covariance Recovered in Interactions
The analysis in the previous section suggests that the higher dimensional lift (6.99)
of the coadjoint transformation is too strict for the diff field to be complemented with a
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correction making it into a spatial tensor. Although (6.99) is the most straightforward
lift, what if we change it to include second-order center terms as well? In other words,
we can introduce the modified Lie derivative
δξDµν = (∂µξ
λ)Dλν + (∂νξ
λ)Dµλ + ξ
λ(∂λDµν) + q∂µ∂ν∂λξ
λ + (q/2)∆µν (6.100)
with
∆µν = −2Γρµν∂ρ∂σξσ + Γρσν∂µ∂ρξσ + Γρσµ∂ρ∂νξσ (6.101)
The modified Lie derivative (6.100) reduces to
δD = ξD′ + 2ξ′D + qξ′′′ (6.102)
in 1D. In 2D curved spacetimes, and in flat spacetimes of any dimensions, it auto-
matically yields δD = δDij.
Moreover, the object
Tµν ≡ Dµν − q
2
Σµν (6.103)
is now a spacetime tensor in any dimensions; not just a spatial tensor. Hence, with this
new proposal we can recover full diffeomorphism invariance at least in interactions.
We will investigate the transverse action obtained from (6.100) in the next section.
Now we apply the same procedure as in Section (4.3.1) to obtain the spatial
reduction of the field components3. In addition to the conditions
ξ0 = 0 = ∂0ξ
k (6.104)
we need Γmk0 = 0 to make D0i a spatial covariant vector and Γ
m
00 = 0 to make D00 a
3Linear central extension is ignored for simplicity, though its presence does not affect
the arguments below.
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spatial scalar. Hence the analog of (4.46) is given by
ξ0 = 0 = ∂0ξ
k , Γmk0 = 0 = Γ
m
00 (6.105)
δDij = ξ
k∂kDij + ∂iξ
kDkj + ∂jξ
kDik + q∂i∂j∂kξ
k
+ (q/2)(−2Γmij∂m∂kξk + Γmkj∂i∂mξk + Γmki∂j∂mξk) (6.106)
δD0i = ξ
k∂kD0i + ∂iξ
kD0k (6.107)
δD00 = ξ
k∂kD00 (6.108)
Finally, we can introduce the analog of the full temporal gauge set (4.47)
ξ0 = 0 = ∂0ξ
k , Γmk0 = 0 = Γ
m
00 (6.109)
δDij = ξ
k∂kDij + ∂iξ
kDkj + ∂jξ
kDik + q∂i∂j∂kξ
k
+ (q/2)(−2Γmij∂m∂kξk + Γmkj∂i∂mξk + Γmki∂j∂mξk) (6.110)
δD0i = 0 = D0i (6.111)
δD00 = 0 = D00 (6.112)
The change in δξDµν will change the expression of the diff-Gauss law and as a result
the diff momentum.
6.6.5 Modified Transverse Action
We introduce a conjugate momentum X ij to Dij and form the diff-Gauss law.
We can use the shortcut prescription (4.55) to get the modified diff-Gauss law
G0k = X
ij∂kDij + ∂iX
ijDkj + ∂jX
ijDik + q∂i∂j∂kX
ij
+ (q/2)(−2Γmij∂m∂kX ij + Γmkj∂i∂mX ij + Γmki∂j∂mX ij) (6.113)
Since the D dependent terms of the diff-Gauss law are the same, the Lie derivative
(4.56) of X ij is unchanged. Hence, X ij is still a spatial tensor density and
X˜ ij =
√
hX ij (6.114)
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is a rank-two spatial tensor. We apply the prescription (4.58) to find the diff-
Lagrangian involving the diff momentum. We introduce the same ansatz (4.64) for the
diff momentum. We insert this ansatz into the action and recompute the momentum.
The result can be quickly found by (4.69) which yields
Xij0 = ∂0Dij +D
k
0 ∂kDij + ∂iD
k
0 Dkj + ∂jD
k
0 Dik + q∂i∂j∂kD
k
0
+ (q/2)(−2Γmij∂m∂kD k0 + Γmkj∂i∂mD k0 + Γmki∂j∂mD k0 ) (6.115)
Finally, we get a spatially covariant Lagrangian density
L = 1
2
hXij0X
ij0 (6.116)
Could this be the most general spatially covariant action (6.84) that we were
looking for? It may be, but we can not say for sure (again due to the problem of
symmetric criticality). In other words, there would be other possibilities that would
yield back the same flat spacetime content. However, at least we have a candidate at
hand. Moreover, we obtained a full diffeomorphism invariant extension of the diff field
itself to be used in interactions, and consistency requires the modified diff variation
(6.100), thereby the modified action.
We finalize our study of transverse formalism at this point. For future research on
transverse theory and recovering full diffeomorphism invariance of the diff Lagrangian
we can suggest three directions. The first is a careful investigation of ADM decom-
position of general relativity with the intention of reversing it. Namely, one needs
structures analogous to the extrinsic curvature and lapse and shift functions to lift
the hypersurface theory to the full spacetime theory. The second is examining the
covariant proposal made in [11], and how it may be related to the tranverse formalism
or how it can be modified to be compatible with the transverse formalism. Finally,
the third is application of projective connections in the transverse formalism context.
This may provide a mechanism to recover the spacetime diff field theory from the
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theory on the spatial hypersurface. In the next chapter we will investigate alternative
geometric/topological approaches for the diff field including the projective connection
proposal.
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CHAPTER 7
ALTERNATIVE IDEAS AND FUTURE DIRECTIONS
7.1 Euler-Poincare Theory of Diff Field
Here we are going to introduce a canonical formalism called the Euler-Poincare
(EP) formalism associated with Lie algebras. The main references for this section
are [24], [55].
Let g be a Lie algebra and let ξ : R→ g, ξ(t) ∈ g. The Lagrangian is taken to be
a function of ξ and the variations to be considered are of the form
δηξ = η˙ + [η, ξ] = η˙ + adηξ (7.1)
Then the principle of least action
0 = δS = δ
∫
dt L (7.2)
leads to the so called Euler-Poincare (EP) equations
d
dt
δL
δξ
= ad∗ξ
δL
δξ
(7.3)
Let us prove this statement
0 = δ
∫
dt L
=
∫
dt
δL
δξ
δξ
=
∫
dt
δL
δξ
(η˙ + adηξ)
=
∫
dt
δL
δξ
(η˙ − adξη)
=
∫
dt
(
− d
dt
δL
δξ
)
η −
∫
dt
δL
δξ
adξη (7.4)
Notice that δL/δξ is a coadjoint vector so the integrand is the pairing between an
adjoint and a coadjoint element. Then we can use invariance of the pairing to rewrite
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the second term
0 =
∫
dt
(
− d
dt
δL
δξ
)
η +
∫
dt ad∗ξ
(
δL
δξ
)
η
=
∫
dt
(
− d
dt
δL
δξ
+ ad∗ξ
δL
δξ
)
η (7.5)
For arbitrary η that vanishes at the end points we recover EP equations (7.3).
Now let us consider the Virasoro algebra and the diff field. What Lagrangian
will we pick for the diff theory? Diff field is a Virasoro coadjoint element, so we
need to form its pairing with an adjoint vector, as in the proof above. Which adjoint
vector will we take? A clue comes from the rigid body theory where the conjugate
momentum is obtained by varying the Lagrangian with respect to the main variable.
Thus we may contract the diff field with its momentum X, which behaves in 1D as
an adjoint vector, (4.57). Hence, we pick
L = 〈D|X〉 (7.6)
Then the EP equation (7.3) reads
d
dt
δL
δX
= ad∗X
δL
δX
(7.7)
which yields
D˙ = ad∗XD = XD
′ + 2X ′D + qX ′′′ (7.8)
How to interpret (7.8)? Let us take X to be in the isotropy algebra for D so that
0 = ad∗XD = XD
′ + 2X ′D + qX ′′′ (7.9)
This implies D˙ = 0. This is a strange situation from the perspective of transverse
formalism. When the diff momentum is taken in isotropy algebra so that it repre-
sents an infinitesimal motion that is transverse to the orbit, diff field freezes. Hence,
dynamics described by the theory should be completely on the orbit. However, on
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the orbit D is fixed by diffeomorphisms. Therefore such a theory describes evolution
between distinct but diffeomorphic field configurations for D. So this is a theory on
the coadjoint orbit rather than transverse to it. A coadjoint transformation is not
obtained as a gauge transformation (generated by the diff-Gauss law). Rather, it
corresponds to the dynamical evolution.
If we take X = D as functions, the field equation (7.8) becomes
D˙ − 3DD′ − qD′′′ = 0 (7.10)
Rescaling time τ(t) = −t/2, we reach KdV equation for q = 1/2
Dτ + 6DDσ +Dσσσ = 0 (7.11)
Finally, if instead of X we paired D with N , the Lagrange multiplier of the
diff-Gauss law in the transverse formalism, then the field equation would read
D˙ = ND′ + 2N ′D + qN ′′′ (7.12)
which corresponds to vanishing of diff momentum in the transverse theory. This is
compatible with the argument above that the EP theory of diff field does not provide
dynamics transverse to orbits.
7.2 Diff-Wilson Loop
Rajeev [13] discusses the finite reduction of Yang-Mills (YM) theory on a cylinder
(S1 × R) using Wilson loop methods. This has been summarized in Section 5.2. In
particular, the Wilson line is used to solve the Gauss law (equation (5.10)).
This method has been imitated in the case of Virasoro algebra in references [2]
and [10] in a different way. The former is reviewed in Section 5.3. Since diff field
is a Virasoro coadjoint element, the Wilson loop associated with Virasoro coadjoint
representation will be called the diff-Wilson loop. In this section we are going to
examine diff-Wilson loop more carefully.
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In the Virasoro case things are more complicated due to the higher order local
transformation. Hence, we need to understand the properties of the Wilson loop in
a form that is suitable for generalization to a field theory related to the Virasoro
algebra. The main references for this section are [13], [41], [2] and [10].
7.2.1 Understanding Wilson Loop
In gauge theories, the configuration space is the space of gauge fields A modulo
the space of gauge transformations G. However, the quotient is not well-defined for
the full gauge group G because, in general, it acts on A with fixed points, i.e. there
are nonidentity gauge transformations that fix an arbitrary gauge field. Only the
subgroup G0 ⊂ G of gauge transformations that are equal to identity at x = 0 acts
without fixed points. So the configuration space is taken as A/G0 which is a smooth
manifold and the wavefunctions of the gauge theory can be viewed as functions on
this space.
On circle S1, this quotient space is finite-dimensional; the only gauge invariant
observable is the Wilson loop W [A] around the circle [13]. To define this object we
first need to solve the parallel transport equation
dψ
dx
+ eA(x)ψ(x) = 0 (7.13)
or
∇Aψ(x) = 0 (7.14)
where ∇A is the covariant derivative with the gauge connection A.
This equation is invariant under the simultaneous transformations
ψ(x) 7→ ψg(x) = g(x)ψ(x) (7.15a)
A(x) 7→ Ag(x) = g(x)A(x)g−1(x) + e−1g(x)dg−1(x) (7.15b)
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as follows
∇Agψg = (ψg)′ + eAgψg
= g′ψ + gψ′ + e
(
gAg−1 − e−1g′g−1) gψ
= g(ψ′ + eAψ) = 0 (7.16)
Now, although A(x) is periodic, the solution ψ(x) of (7.14) is, in general, not
periodic (so is not a well-defined function1 on S1). Instead the solution satisfies
ψ(2pi) = W [A]ψ(0) (7.17)
where W : A → G is the parallel transport operator, or the Wilson loop. For
g ∈ G0 we have g(0) = g(2pi) = I. Then using (7.15a) we get ψg(2pi) = ψ(2pi), and
ψg(0) = ψ(0). Together these imply that
W [Ag] = W [A] (7.18)
i.e. the Wilson loop is gauge-invariant.
Note that, in the notation of Section 5.2, ψ = S, e = 1 and the boundary condition
S(0) = 1 implies S(2pi) = W [A].
7.2.2 Virasoro Covariant Derivatives
The main reference for this section is [20]. First, we will introduce some more
structure related to the Virasoro algebra. Let Ĝ denote the central extension of the
group G = Diff(S1) of orientation-preserving diffeomorphisms of S1. Let Ωp(S
1) =
{ψ = ψ(θ)(dθ)p} be the space of densities of weight p ∈ R on S1. These densities
form a representation R(p) of G, with the action of a diffeomorphism f ∈ G given by
R
(p)
f ψ = (f
′)p ψ ◦ f (7.19)
1See [41] pages 183-184 for path-dependence of the Wilson loop leading to the standard
path-ordered exponential definition of the Wilson loop.
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The algebra of Ĝ is given by ĝ = Vect(S1)⊕R, and is called the Virasoro algebra
and its (regular) dual is denoted by ĝ∗, which can be identified with Ω2(S1)⊕ R i.e.
quadratic differentials together with real center.
Recall that the (active) coadjoint action of the group is given by
Ad∗f (u, b) =
(
(f ′)2 u ◦ f + b S(f) , b
)
(7.20)
where (u, b) ∈ ĝ∗ , f ∈ G and S(f) is the Schwarzian of f .
We would like to construct covariant derivatives associated with the coadjoint
element u. We may, without loss of generality, consider only elements of the form
û = (u, 1) ∈ ĝ∗. For k ∈ N we may tensor R((1−k)/2) with the coadjoint representation
to get the following representation on ĝ ⊗ Ω(1−k)/2(S1),
T ((1−k)/2) ≡ Ad∗ ⊗R((1−k)/2) (7.21)
The Hill operator,
∇(2)uˆ ≡
d2
dθ2
+ u(θ) (7.22)
maps densities of weight −1/2 to densities of weight 3/2 for each û ∈ ĝ. It can be
viewed as part of the mapping ∇(2) defined as
∇(2) : ĝ ⊗ Ω−1/2(S1)→ Ω3/2(S1) : û⊗ ψ 7→ ∇(2)û ψ (7.23)
Hence, the mapping ∇(2), connecting the representations T (−1/2) = Ad∗⊗R(−1/2) and
R(3/2), is a covariant differential operator. Explicitly, we have
∇(2)Ad∗f û = (f
′)3/2
(
1
f ′2
d2
dθ2
− f
′′
(f ′)3
d
dθ
+ u(f(θ))
)
(f ′)1/2 (7.24)
In general, we have operators
∇(k)û : Ω(1−k)/2(S1)→ Ω(1+k)/2(S1) (7.25)
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which can be seen as part of the mappings
∇(k) : ĝ ⊗ Ω(1−k)/2(S1)→ Ω(1+k)/2(S1) : û⊗ ψ 7→ ∇(k)û ψ (7.26)
For our purposes the other interesting case is the operator for k = 3 given by2
∇(3)û =
d3
dθ3
+ 4u
d
dθ
+ 2u′ : Ω−1(S1)→ Ω2(S1) (7.27)
mapping vectors to quadratic differentials. So the operator, ∇(3)û : Ω−1(S1)→ Ω2(S1),
acts on a Virasoro adjoint element and yields a Virasoro coadjoint element. This is
the analog of the covariant derivative acting on the gauge potential and used to build
the YM action.
Note that, one can use two vector fields (adjoint vectors) ξ, η ∈ Vect(S1) to get
an invariant using the pairing,
(ξ, η)
u→ 〈ξ,∇(3)u η〉 ∈ R (7.28)
In fact the Kirillov form Ω can be rewritten in terms of ∇(3) as
1
2
(〈∇(3)u η , ξ〉− 〈∇(3)u ξ , η〉) = ∫ dθ u(ξη′ − ξ′η) + q2
∫
dθ (ξη′′′ − ξ′′′η)
= 〈(u, 0) , [(ξ, 0), (η, 0)]〉 − qc(ξ, η)
= 〈(u, q) , [(ξ, 0), (η, 0)]〉
= Ω ((u, q) [(ξ, 0), (η, 0)]) (7.29)
As a final note, let us state that the solutions of ∇(3)u g = 0 can be written as
a product of the solutions of ∇(2)u f = 0. In other words, if f1, f2 are independent
solutions of ∇(2)u f = 0. Then the general solution for ∇(3)u g = 0 is given by [10]
g = af 21 + bf1f2 + cf
2
2 (7.30)
2For generic k ∈ N, see [20].
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7.2.3 Wilson Loop Associated with Hill Equation
In this section we will form the Virasoro analog of the Wilson loop operator [10]
discussed in Section 7.2.1. The analogue of the gauge field space A is given by the
space of coadjoint elements (or quadratic differentials) U = {u : S1 → R}. The full
gauge group G is replaced by the group Diff(S1) = {f : S1 → S1} of diffeomorphisms
of the circle. It acts on U by3
u(θ) 7→ f ◦ u(θ) = u(f(θ))f ′2(θ) + qSf(θ) (7.31)
where q is the central charge of u.
As in the case of the gauge field, the full gauge group acts with fixed points (i.e.
there are non-identity elements that fix the coadjoint element or the isotropy group
is nontrivial). Analogue of the true gauge group G0 is the subset Diff0(S1) ⊂ DiffS1
containing diffeomorphisms satisfying
f(0) = 0 , f ′(0) = 1 , f ′′(0) = 0 (7.32)
The proof for the infinitesimal diffeomorphisms is as follows [10]. For infinitesimal
diffeomorphisms of the form f(θ) = θ − ξ(θ) invariance f ◦ u = u reduces to
u′ξ + 2uξ′ + qξ′′′ = 0 (7.33)
Conditions (7.32) translate to the conditions ξ(0) = ξ′(0) = 0 = ξ′′(0) for the gener-
ator. Inserting these in (7.33) and evaluating at θ = 0 we get ξ′′′(0) = 0. By taking
derivatives of (7.33), evaluating at θ = 0, and using the conditions obtained repeat-
edly, one reaches ξ(n)(0) = 0 for all n ∈ Z. This implies ξ(θ) = 0. Therefore, the only
infinitesimal diffeomorphism f fixing a generic element is the identity f(θ) = θ.
Assuming this result can be generalized to finite diffeomorphisms, analog of the
configuration space A/G0 of the gauge theory becomes U/Diff0(S1).
3In [10] adjoint and coadjoint elements include linear center as well. We take linear
centers vanishing here i.e. we use Gelfand-Fuchs cocyle.
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Analog of the differential equation (7.13) defining the Wilson loop can be taken
as the Hill equation associated with the coadjoint element (u, q)
∇(2)u ψ ≡ ψ′′ +
1
2q
uψ = 0 (7.34)
Analogous to the invariance of equation (7.13) under the combined transformations
(7.15) of the gauge field and the Wilson line, Hill equation (7.34) is invariant if u
transforms as (7.31) and ψ transforms as a density of weight −1/2 (equation (7.19)
with p = −1/2). This is implied by (7.24) when we set ∇(2)u ψ = 0.
We have shown in Section 7.2.2 that Hill operator is the first nontrivial member
of a sequence of covariant derivatives, and it can be shown [10] that the solutions of
the equation ∇(2s+1)u ψ = 0 are just products of the 2s solutions of ∇(2s)u ψ = 0, so
−1/2 densities are the analogues of the fundamental representation and the ∇(2)u is
the analog of the covariant derivative for the fundamental representation.
Just as in the case of the ordinary Wilson loop, solutions to the Hill’s equation
ψ′′ +
1
2q
uψ = 0 (7.35)
are, in general, not periodic. A basis ϕ1, ϕ2 of solutions will change by a linear
transformation M [u] as one goes from θ = 0 to θ = 2pi :(
ϕ1(2pi)
ϕ2(2pi)
)
= M [u]
(
ϕ1(0)
ϕ2(0)
)
(7.36)
Taking a standard basis satisfying the conditions
ϕ1(0) = 0, ϕ
′
1(0) = 1 , ϕ2(0) = 1, ϕ
′
2(0) = 0 (7.37)
the matrix M [u] becomes
M [u] =
(
ϕ′1(2pi) ϕ1(2pi)
ϕ′2(2pi) ϕ2(2pi)
)
(7.38)
and it is invariant under Diff0(S
1), as we show in the Appendix B.4. This matrix,
also called the monodromy matrix of the Hill operator, is the analogue of the Wilson
loop W [A] which is invariant under the action of G0.
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7.2.4 Diff-Wilson Loop for ∇(3)
In the previous section we obtained the analog of the Wilson loop associated with
the Hill operator ∇(2)u which maps −1/2 densities to 3/2 densities. Although ∇(2) is
considered as the analog of the covariant derivative in the fundamental representation,
Hill operator is not what we are looking for to build a theory of the diff field. In fact,
the only operator that can be used to build a theory of the diff field is ∇(3)D as the
diff-Gauss law operator can be rewritten as
G = δXD = ∇(3)D X (7.39)
Hence, we need to generalize the analysis of the previous section to ∇(3)D and obtain
its monodromy matrix.
Consider the equation
∇(3)D ψ = D′ψ + 2Dψ′ + qψ′′′ = 0 (7.40)
associated with the Virasoro covariant derivative ∇(3)D mapping −1 density (vector or
adjoint element) to 2 density (quadratic differential or coadjoint element ). Explicitly,
∇(3)D
φ→ (φ′)−2∇(3)Dφ (φ′)−1 (7.41)
where φ ∈ Diff0(S1), and
Dφ(x) = φ
′(x)2D(φ(x)) + q Sφ(x) (7.42)
Introduce a basis for the solution
ψ(x) =
(
ϕ1(x)
ϕ2(x)
ϕ3(x)
)
(7.43)
satisfying the conditions
ϕ1(0) = 1 , ϕ
′
1(0) = 0 , ϕ
′′(0) = 0 (7.44a)
ϕ2(0) = 0 , ϕ
′
2(0) = 1 , ϕ
′′
2(0) = 0 (7.44b)
ϕ3(0) = 0 , ϕ
′
3(0) = 0 , ϕ
′′
3(0) = 1 (7.44c)
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The analog of (7.36) can be written as
ψ(2pi) = M [D]ψ(0) (7.45)
Using the initial conditions (7.44) we recover
M [D] =
(
ϕ1(2pi) ϕ
′
1(2pi) ϕ
′′
1(2pi)
ϕ2(2pi) ϕ
′
2(2pi) ϕ
′′
2(2pi)
ϕ3(2pi) ϕ
′
3(2pi) ϕ
′′
3(2pi)
)
(7.46)
Now, ψ transforms in the adjoint
φ ◦ ψ(x) = ψ(φ(x))[φ′(x)]−1 (7.47)
and φ ∈ Diff0(S1) so
φ(0) = 0 , φ′(0) = 1 , φ′′(0) = 0 , φ′′′(0) = 0 (7.48)
and
φ(x+ 2pi) = φ(x) + 2pi , φ(n)(x+ 2pi) = φ(n)(x) (7.49)
Evaluating (7.47) at x = 0 and x = 2pi and using (7.49) it is straightforward to show
(φ ◦ ψ)(2pi) = M [D](φ ◦ ψ)(0) (7.50)
i.e.
M [Dφ] = M [D] (7.51)
7.2.5 First Type Coadjoint Orbits of Virasoro Algebra
Classification of coadjoint orbits of the Virasoro algebra has been done in [56], [57],
and [23]. Here we will follow [23]. It turns out that classification is achieved by solving
the isotropy equation4 for a coadjoint element (D(θ), c),
0 = δfD = fD
′ + 2f ′D + qf ′′′
q ≡ −c/24pi (7.52)
4This is because a coadjoint orbit is obtained as the quotient of the group by the isotropy
group for the orbit.
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given D(θ), with the requirement of periodicity of f(θ) and its derivatives, and up
to the action of diffeomorphisms for both f and D. We will restrict our attention to
the simplest types of orbits, namely, for D diffeomorphic to a constant. These are
sometimes called the first type orbits [2].
For D = D0 = constant 6= 0, (7.52) reduces to
0 = 2f ′D0 + qf ′′′ (7.53)
Defining g ≡ f ′ and
ω2 ≡ 2D0
q
= −48piD0
c
(7.54)
(7.53) becomes
g′′ = −ω2g (7.55)
whose solution is
g = a cos(ωθ) + b sin(ωθ) (7.56)
This implies
f(θ) = c0 + c1 cos(ωθ) + c2 sin(ωθ) (7.57)
for arbitrary constants c0, c1 and c2.
Periodicity, f(2pi) = f(0) implies the condition
c2 sin(2piω) = c1(1− cos(2piω)) (7.58)
This condition motivates the following distinct cases :
i) ω = n ∈ Z− 0. Then (7.58) is automatically satisfied and we have
f(θ) = c0 + c1 cos(nθ) + c2 sin(nθ) (7.59)
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and the vector f d/dθ stabilizes the coadjoint element
D0 = − nc
48pi
(7.60)
The stabilizer (or isotropy group) is generated by (7.59) which is a linear combination
of L0, Ln, L−n where Lm ≡ ieimθd/dθ. For any n ∈ Z − 0, these generate SL(2,R).
Hence, in this case the coadjoint orbit is given by
Orb(D0) ∼= DiffS1/SL(2,R)(n) (7.61)
ii) ω /∈ Z−0. Then arbitrarines of D0 up to diffeomorphisms requires c1 = c2 = 0
and we are left with
f = c0 (7.62)
and
D0 = constant 6= − nc
48pi
(7.63)
Thus the stabilizer is generated by L0. It is the group of rigid rotations of S
1 which
is isomorphic to S1 itself. Hence, the coadjoint orbit for this case becomes
Orb(D0) ∼= DiffS1/S1 (7.64)
7.2.6 Diff-Wilson Loop Proposed in [2]
Recall the definition (7.17) of the Wilson loop. If instead of evaluating ψ at x = 0
and x = 2pi, we evaluated it at two arbitrary locations z, y on the circle we would get
ψ(z) = W [z, y;A]ψ(y) (7.65)
W [z, y;A] is the Wilson line. We can evaluate this equation at the gauge transformed
configurations
ψg(z) = W [z, y;Ag]ψg(y) (7.66)
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Now, using (7.15a) we can rewrite this equation as
g(z)ψ(z) = W [z, y;Ag]g(y)ψ(y) (7.67)
or
ψ(z) = g−1(z)W [z, y;Ag]g(y)ψ(y) (7.68)
Comparing this with (7.65) we see that
W [z, y, ;A] = g−1(z)W [z, y;Ag]g(y) (7.69)
or
W [z, y;Ag] = g(z)W [z, y;A]g−1(y) (7.70)
Hence, the Wilson line is gauge-covariant.
In [2] the diff-Wilson line is proposed to be v(x) satisfying
D = c S(v) (7.71)
The analog of the gauge transformation is the Virasoro coadjoint transformation
D
f7→ Df = f ′2D ◦ f + c S(f) (7.72)
Although v is not a diffeomorphism (nor is, in general, well-defined on the circle) we
should be able to use the identity (B.18), as long as v is not the inverted map in the
identity. With this assumption (7.72) becomes
Df = c S(v ◦ f) (7.73)
Comparing this with (7.71) we see that
vf = v ◦ f (7.74)
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where vf is the proposed Wilson line for the transformed field Df .
Now, the Wilson loop is obtained by evaluation at x = 2pi, i.e., Q ≡ v(2pi). We
see that invariance of the diff-Wilson loop, Qf (2pi) = Q(2pi), requires f(2pi) = 1.
Since f is a diffeomorphism, alternatively, we need f(0) = 1. This is not satisfied for
all the diffeomorphisms in DiffS1 nor for those in the subset Diff0S
1 defined in (7.32).
However, it is satisfied for all f ∈ DiffS1 by the solutions (5.30) taken. These
solutions are valid for the first-type orbits, with the additional trivial solution, v(x) =
1. The problem, however, is that finite reduction of DX theory is obtained for only
a single solution, namely, v = exp(iαx), with α =
√
2D0/c. It is in this sense that
application of the Wilson loop method of [13] is incomplete in [2].
In Section 7.2.4 we obtained the complete diff-Wilson loop M [D] that is invariant
under Diff0S
1 extending the analysis of [10] for the Hill operator∇(2) to the differential
operator ∇(3). In the next section we evaluate M [D] for the first type orbits. The
analysis in Section 5.3 should be extended with the results of the next section. Namely,
instead of a theory on a 2D phase space (Q,P ), one gets a theory on 6D a phase space
with (Qi, Pi), i = 1, 2, 3.
7.2.7 Diff-Wilson Loop for ∇(3)u on First Type Orbits
Reconsider the Wilson loop equation
δψD = ∇(3)D ψ = D′ψ + 2Dψ′ + qψ′′′ = 0 (7.75)
This is the same as the isotropy equation. Now, if we restrict D to first type orbits,
discussed in Section 7.2.5, the general solution reads
ψ(x) = c0 + c1 cos(ωx) + c2 sin(ωx) (7.76)
168
The solution basis satisfying the initial conditions (7.44) is given by
ϕ1(x) = 1 (7.77a)
ϕ2(x) = sin(ωx)/ω (7.77b)
ϕ3(x) = (1− cos(ωx))/ω2 (7.77c)
Hence, the Wilson loop (7.46) can be evaluated as
M [D] =
 1 0 0sin(2piω)
ω
cos(2piω) −ω sin(2piω)
1
ω2
(1− cos(2piω)) sin(2piω)
ω
cos(2piω)
 (7.78)
Now consider the two subcases discussed in Section 7.2.5. Given ω 6= 0 :
Case (i) : ω ∈ Z. In this case we get
M [D] = 13×3 if D ∈ DiffS1/SL(2,R)(n) (7.79)
In other words, for DiffS1/SL(2,R)(n) orbits the diff-Wilson loop becomes trivial.
Case (ii) : ω /∈ Z. In this case we get .
M [D] 6= 13×3 if D ∈ DiffS1/S1 (7.80)
So for DiffS1/S1 orbits we have a nontrivial diff-Wilson loop.
It is interesting to consider time evolution, say, restricted to constant D orbits.
In this case one can start with an ω /∈ Z and end up with ω ∈ Z (as ω is determined
by D). Then how should the corresponding transition between the Wilson loops,
namely, from a nontrivial matrix to the identity matrix be physically interpreted?
7.3 Diff Field as a Projective Connection
7.3.1 The Proposal
In [21] authors proposed an alternative approach to obtain a dynamical theory of
the diff field. By identifying the diff field with a component of a Thomas-Whitehead
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(TW) projective connection [58], [59], [60], the interaction term (3.73)
Sint =
∫
d2xD−− h++ (7.81)
appearing in the Virasoro geometric action (3.72) can be recovered from
Sint =
∫
d3x
√
det(−G)KαβGαβ (7.82)
where Gαβ is the dimensionally-extended metric obtained from the 2D Polyakov met-
ric, using the chiral Dirac matrix γ3 for defining the third dimension, andKαβ = K
ρ
αρβ
is the Ricci tensor derived from the TW projective connection.
The action governing the dynamics of the diff field is proposed to be
SD =
∫
d3x
√
det(−G)KαβγρK βγρα (7.83)
Our focus in this thesis will be on the very first step, namely, examining the
relationship between TW projective connections and the diff field (i.e. a Virasoro
coadjoint element) in Section 7.4.
7.3.2 Projective Connections on RPm
We follow the review [61] for the Thomas-Whitehead (TW) projective connections
[58], [59], [60] and the alternative version (based on volume bundle) [62].
Given a vector space V the associated projective space P (V ) is the set of one-
dimensional subspaces of V . P (Rn+1) is denoted RPn.
To introduce TW projective connections we refer to an alternative description of
RPm. As a manifold, RPm is the quotient of Rm+10 ≡ Rm+1−0 under the multiplicative
action of R0 ≡ R − 0. The infinitesimal generator of this action is the radial vector
field given in Cartesian coordinates by xα∂α = Υ.
We may represent objects on RPm as objects on Rm+10 transforming appropriately
under the R0 action; this will be expressed in terms of the Lie derivative with respect
to Υ, together with invariance under the reflection map j : x 7→ −x.
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Functions on RPm may be represented by functions f on Rm+10 satisfying
LΥf = Υf = 0 and j∗(f) = f (7.84)
Let us call the set of such functions FΥ.
Similarly, vector fields on RPm may be represented by equivalence classes of vector
fields X on Rm+10 satisfying
LΥX ∝ Υ and j∗(X) = X (7.85)
with equivalence
Y ∼ X if Y −X ∝ Υ (7.86)
Let XΥ denote the set of such vector fields.
Let XE denote the equivalence class of X ∈ XΥ. The set XΥ,E of equivalence
classes is a Lie algebra over FΥ, with
[XE, YE ] = [X, Y ]E (7.87)
For any f ∈ FΥ we have Xf ∈ FΥ if X ∈ XΥ and Y f = Xf if Y ∼ X. Thus, XEf
is well-defined (as Xf). Hence, XΥ,E elements act as derivations on FΥ.
We may define a covariant derivative operator on XΥ,E as a map ∇ : XΥ,E ×
XΥ,E → XΥ,E which is R-bilinear, FΥ-linear in the first variable and satisfies
∇XE(fYE) = f∇XEYE + (XEf)YE (7.88)
A covariant derivative is symmetric if
∇XEYE −∇YEXE = [XE, YE ] (7.89)
We now relate such operators to the standard covariant derivative D on Rm+1 by
choosing a representative of each equivalence class. For this purpose, we introduce a
one form ω on Rm+10 such that
〈Υ, ω〉 = 1 and j∗(ω) = ω (7.90)
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Then for any vector field X we set
X˜ = X − 〈X,ω〉Υ (7.91)
X˜ satisfies
〈
X˜, ω
〉
= 0. Then Y ∼ X implies Y˜ = X˜, and, X ∈ XΥ implies that
X˜ ∈ XΥ. Thus such a one form ω enables us to select a representative of each
equivalence class.
If, furthermore, we have
LΥω = 0 (7.92)
it follows that LΥX˜ = 0. Υ is an infinitesimal affine transformation of D. Hence,
when LΥX˜ = 0 = LΥY˜ we get
LΥ(DX˜ Y˜ ) = DLΥX˜ Y˜ +DX˜(LΥY˜ ) = 0 (7.93)
j is an affine transformation, so when j∗(X˜) = X˜ and j∗(Y˜ ) = Y˜ we have j∗(DX˜ Y˜ ) =
DX˜ Y˜ . So for any ω satisfying the conditions given above we may define a symmetric
connection ∇ω on XΥ from the standard covariant derivative on Rm+1 as
∇ωXEYE =
(
DX˜ Y˜
)
E
(7.94)
As a final remark, let us mention that Υ has the property that
DΥ = id (7.95)
where id is the identity tensor; and this equation determines Υ up to the addition of
a constant vector field.
To generalize this construction from RPm to an arbitrary smooth manifold M
we need the analog of Rm+10 in the case of M i.e. a smooth manifold of one higher
dimension. Then we can define analog of D, a covariant derivative on this higher
dimensional manifold, from which we can recover the analog of ∇, the covariant
derivative on RPm. It turns out that the larger manifold we are looking for is the
volume bundle V (M) of M .
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7.3.3 TW Connections over a Smooth Manifold
Over an m-dimensional manifold M with coordinates xa ≡ (x1, · · · , xm) one may
build the volume bundle V (M). An element of the fiber is a volume form i.e. an
m-form
ω = c(ω) dx1 ∧ · · · ∧ dxm (7.96)
Here, c(ω) is the coordinate of ω with respect to standard coordinate basis {∂a} of
M . Let us, instead, coordinatize the fibers as
λ = |c|1/m+1 (7.97)
So the coordinates for the volume bundle become xα ≡ (x0, x1, · · · , xm) ≡ (λ, x1, · · · , xm).
There is a natural R+ action (R+ ≡ {x > 0, x ∈ R}) on this bundle that scales
only the λ coordinate :
Rs : V (M)× R+ → V (M) : (ω, s) 7→ sω (7.98)
In coordinates this reads
xa 7→ xa and λ 7→ s1/m+1λ (7.99)
This action is generated by
Υ = λ
∂
∂λ
(7.100)
A TW connection is a special connection on V (M), namely, one that satisfies
∇˜Υ = id (7.101)
Operators with tilde refer to the m + 1 dimensional space, and those without tilde
refer to the projected m dimensional space.
Equation (7.101) implies the following
Γ˜α00 = 0 = Γ˜
0
a0 , Γ˜
b
a0 = λ
−1δba (λ > 0) , Γ˜
0
ab = λDab (7.102)
173
Here Dab is an object intrinsic to the manifold M .
The geodesic equations then read
λ¨+ λDabx˙ax˙b = 0 (7.103)
x¨c + Γ˜cabx˙
ax˙b =
(
−2λ˙/λ
)
x˙c (7.104)
Here F˙ ≡ dF/dτ .
We reparametrize the paths τ 7→ f(τ) such that (7.104) becomes affine (i.e.
right hand side of it becomes zero or geodesic becomes geodetic). This requires the
condition
f¨/f˙ = −2λ˙/λ (7.105)
When this condition is inserted into (7.103) one gets
Sf(τ) = 2Dabx˙ax˙b (7.106)
where Sf(τ) is the Schwarzian (B.15).
Now, given a TW connection ∇˜ on V (M), with the aid of a any one-form v on
V (M) which is R+ invariant and satisfies 〈Υ, v〉 = 1 one can construct a symmetric
affine connection ∇v on M . Such a one-form v is the connection form on the principal
bundle V (M) → M . In fact ∇˜ gives rise in this way to a projective equivalence
class [∇] of symmetric affine connections on M , the different members of the class
corresponding to different choices of v. The difference v′ − v of two members of the
equivalence class is the pullback of a one-form on M , which determines the projective
transformation relating the two corresponding connections ∇v,∇v′ on M . For more
details, see [61] and [62].
7.3.4 The Theory
To obtain a metric on V (M) one can use the Dirac algebra on M ,
{γa, γb} = 2gab. (7.107)
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Then the chiral Dirac matrix, γm+1 is given, up to a factor k(λ) involving the volume
parameter, by
γ(λ)m+1 =
k(λ)
m!
i
m−2
2 a1···amγ
a1 · · · γam . (7.108)
The new Dirac algebra, obtained with the addition of γm+1, defines a metric G on
V (M) through
{γα, γβ} = 2Gαβ, (7.109)
where α, β = 1, · · · ,m+ 1.
One can contract Gαβ with the projective curvature to obtain the interaction term
(7.81) in the Virasoro geometric action. The volume factor of the extended manifold
is given by √
− det(Gµν) =
√
− det(gab)k(λ) (7.110)
The factor k(λ) is proposed to be fixed by the condition detG = k(λ)2 det g′ = 1
under a conformal transformation g′ab = exp(2λ)gab.
Now, this construction can be applied to a 2D manifold with the Polyakov metric
gab =
(
0 1
1 2h(θ, τ)
)
(7.111)
where h = ∂θf/∂τf . The extended 3D metric becomes
Gαβ =
(
0 1 0
1 2h(θ, τ) 0
0 0 k(λ)
)
(7.112)
It is straightforward to compute the projective curvature components Kραβγ. In
particular, the projective Ricci tensor components become
Kαβ =

−λ ∂λDθθ α = 1, β = 1
−λ ∂λDθτ − ∂2θhττ , α = 1, β = 2
0, otherwise.
(7.113)
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Then, using the metric Gαβ on the 3D space, the proposed interaction term reads
SDiff Inter =
∫
dλ dθ dτ
√−GGµνKµν
=
∫
dλ dθ dτ
k(λ)
2
(∂λDθθ hττ − ∂λDθτ − ∂2θhττ ). (7.114)
The arguments provided for recovering the diff-Polyakov interaction term (7.81)
from this integral are as follows. The last term is the scalar curvature and is a
total derivative so can be dropped. The middle term is decoupled from the metric
so integrates to a constant. And, using the identification Dab = λ∂λDab on the λ
boundary, the first term yields the Polyakov-diff interaction term.
Finally, the proposed action for the diff field read
S Diff =
∫
dθ dλ dτ
√−GKραβγKδµνσGαµGβνGγσGρδ. (7.115)
The action for Γabc = 0 will only involve the diff field components so describes the free
theory. It becomes
S Diff free =
∫
dθ dλ dτ
√
2
(
1
λ2k(λ)
(
(∆λ)
2Dθθ − 2(∆λDθτ )2 + (∆λDττ )2
)
−
√
2λ2k(λ)3
(
(∂τDθθ)2 − (∂τDθτ )2 − 2(∂τDθθ)(∂θDθτ )
)
−
√
2λ2k(λ)3
(
(∂θDθτ )2 + 2(∂τDθτ )(∂θDττ ) + (∂θDττ )2
) )
(7.116)
where
∆2λ(Dij) ≡ ∆λ(∆λDij) , ∆λ(Dij) = λ2k(λ)∂λDij (7.117)
For the field equations, momenta and constraint analysis see [21].
7.4 TW Projective Connection and Virasoro Algebra
In this section we are going to review in detail the relationship between the
coadjoint representation of Virasoro algebra and projective geometry. Then we are
going to move back to the Thomas-Whitehead (TW) theory. As we have seen in
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the previous section, in [21], the object D appearing in (7.102) as a projective TW
connection component is identified with the diff field.
For this identification to be justified, D should reduce to a Virasoro coadjoint
element on a TW projective space over circle. This was not shown in [21], and the
main clue at hand is the appearance of the Schwarzian derivative in (7.106) as related
to D upon the reparametrization that turns the main geodesic equation (7.104) into
a geodetic equation. We are going to fill in this gap by showing that even in geodesic
frames the equations hide Virasoro coadjoint transformation under certain conditions.
These conditions require more thought.
7.4.1 Virasoro Algebra and Projective Geometry
Here we are going to lay down the mathematical motivation for the proposal
in [21], namely, the relation of Virasoro algebra to projective geometry in 1D. The
main references for this section are [32], [63].
Recall the projective space RPm introduced in the previous section. Local coordi-
nates on RPn come from Rn+1. If xα = (x0, · · · , xn) are local coordinates in Rn+1 then
in a chart with xβ 6= 0 the n affine coordinates on RPn are defined as yα = xα/xβ,
α 6= β. In the following we restrict our attention to RP1. If (x, y) are local coordinates
on R2 then in the region y 6= 0 the affine coordinate on RP1 is ξ(1) = x/y, and in the
region x 6= 0 the affine coordinate on RP1 is ξ(2) = y/x. In the intersection region,
x 6= 0 6= y the transition map ξ(1) = 1/ξ(2) is a diffeomorphism.
If the affine coordinate on RP1 is y then a projective transformation g ∈ PGL(2,R)
is defined by
y 7→ g(y) = ay + b
cy + d
(7.118)
Consider a nondegenerate curve γ(t) in RP1 i.e. γ : R→ RP1, and nondegeneracy
means γ˙(t) 6= 0 ,∀t. Two curves γ1(t) and γ2(t) are projectively equivalent if they
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are related by a projective transformation g ∈ PGL(2,R) :
γ1 ∼ γ2 ⇔ γ2(t) = g ◦ γ1(t) (7.119)
The following is from [32] Theorem 1.3.
Theorem 7.4.1. There is a one to one correspondence between the equivalence classes
of non-degenerate curves in RP1 and Hill operators
L =
d2
dt2
+ u(t) (7.120)
where u(t) is a smooth function. In the affine coordinate on RP1 a curve in the
equivalence class is given by a function f(t). Then the corresponding Hill operator
has the potential
u(t) =
1
2
S(f(t)) (7.121)
See [32] for the proof.
For arbitrary diffeomorphisms f, g ∈ Diff(RP1) the Schwarzian derivative satisfies
(B.18). As a result, the action of a diffeomorphism g ∈ Diff(S1) on the Hill operator
becomes:
Tg−1 : u 7→ (g′)2u(g) + 1
2
S(g) (7.122)
This is the same as the transformation (2.92) of a Virasoro coadjoint element of
central charge 1/2. Therefore, we have the following correspondence
(u(x), c)↔ 2c d
2
dx2
+ u(x) (7.123)
between a Virasoro coadjoint element of central charge c on the left and the Hill
operator on the right. This shows that there is a one to one correspondence between
Virasoro coadjoint elements and the projective equivalence classes of curves in RP1.
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The second main result is obtained by discussing the consequences of the above
result for projective manifolds. In [21] it is stated that the potential u(x) in (7.123)
is a projective connection, referring to [63]. In [63] Kirillov simply states that every
Virasoro coadjoint element defines a projective structure on S1. Indeed, this result
can be reached using the Theorem 7.4.1 as we show below [32]. To clarify the matter,
let us first review the concept of a projective structure.
A projective structure is the analog of a differentiable structure on a smooth
manifold in the case of a projective space. Explicitly, in 1D, a projective structure on
R is given by an atlas {(Ui, ϕi)} where {Ui} is an open covering of R and the maps
ϕi : Ui → RP1 are local diffeomorphisms such that the transition maps ϕi ◦ ϕ−1j on
RP1 are projective.
A projective atlas defines a smooth immersion ϕ : R → RP1, and a projective
structure gives a projective equivalence class of such immersions, in the sense of
(7.119). The immersion ϕ, modulo projective equivalence (i.e. ϕ(t) ∼ gϕ(t) with
g ∈ PGL(2,R)), is called the developing map. The maps ϕi are nondegenerate
curves in RP1 so that the Theorem 7.4.1 states that the developing map ϕ gives rise
to a Hill operator (7.120). Therefore, the space of projective structures on RP1 is
identified with the space of Hill operators.
The definition of the projective structure extends to S1, but a new feature is
needed. Identifying S1 with R/2piZ, the developing map satisfies the additional con-
dition ϕ(t + 2pi) = M(ϕ(t)) for some M ∈ PGL(2,R). The projective map M is
called the monodromy. In this case projective equivalence of ϕ extends to include M
as well i.e. (ϕ(t),M) ∼ (gϕ(t), gMg−1) for g ∈ PGL(2,R). The monodromy condi-
tion implies that the potential u(t) satisfies u(t+ 2pi) = u(t), which is a requirement
for u(t) to be a Virasoro coadjoint element associated with S1.
Now using the correspondence (7.123) between Hill operators and Virasoro coad-
179
joint elements we can restate the finding above : Every Virasoro coadjoint element
defines a projective structure on S1. In fact, what Kirillov [63] reached was this result
which seems to have nothing to do with a connection at this level.
However, it does, due to the following correspondence [64]. Namely, that a projec-
tive structure can be equivalently given by a torsion-free, projectively-flat connection.
Let us open this a bit. A projectively-flat connection is a connection that is projec-
tively equivalent to a flat connection (i.e. one for which curvature vanishes). Two
connections ∇˜, ∇ are projectively equivalent [65] if there exists a one-form φ such
that, for arbitrary vector fields X, Y
∇˜XY = ∇XY + φ(Y )X + φ(X)Y (7.124)
The motivation behind this definition is that projectively equivalent connections yield
the same geodesics (considered as unparametrized curves).
Now, if a connection is projectively-flat then it defines locally-flat geodesics in a
neighborhood of any point. If one forms an atlas from these neighborhoods then the
transition map between them will be a projective transformation mapping straight
lines to straight lines. In particular, in the one-dimensional case, what we obtain is a
family of projectively related maps ϕi : Ui → RP1, i.e. a projective structure in the
sense described above.
Therefore, we can now restate the correspondence above : Every Virasoro coad-
joint element (or every Hill operator) defines a projectively-flat connection on R. We
leave it to the researcher to investigate how this result extends to the concept of projec-
tive connection as described by Thomas, Whitehead and Roberts [58], [59], [60], [62].
In any case, it is a brilliant idea to extend a Virasoro coadjoint element (so the
diff field) to higher dimensions through a projective connection. In particular, in [21]
Thomas and Whitehead’s formalism is used for this extension. In the next section,
we are going to investigate how and under what the conditions this extension reduces
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back to Virasoro coadjoint orbits.
7.4.2 TW Projective Connections and Diff Field
Now, we are ready to investigate the relationship between a TW projective con-
nection and the diff field. In the following whenever the argument of a function is
suppressed it is θ, and prime denotes d/dθ as usual. Reconsider the TW projective
geodesic equations (7.103), (7.104) with the circle S1 as the parameter space,
x′′c + Γcabx
′ax′b = −2(λ′/λ)x′c (7.125)
λ′′ + λDabx′ax′b = 0 (7.126)
Defining
Λ ≡ (lnλ)′ = λ′/λ (7.127)
it is easy to compute
λ′′/λ = Λ′ + Λ2 (7.128)
Then we can rewrite the geodesic equations as
x′′c + Γcabx
′ax′b = −2Λx′c (7.129)
−Dabx′ax′b = Λ′ + Λ2 (7.130)
For a 1+1D projective space over a circle these equations reduce to
x′′ + Γx′2 = −2Λx′ (7.131)
−Dx′2 = Λ′ + Λ2 (7.132)
Note that in these equations Γ and D (but not λ, Λ) depend on geodesic parameter θ
through the coordinate x of the curve i.e. Γ = Γ(x(θ)) = (Γ ◦ x)(θ), D = (D ◦ x)(θ).
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So these equations can be properly rewritten as
x′′ + x′2Γ ◦ x = −2Λx′ (7.133)
− x′2D ◦ x = Λ′ + Λ2 (7.134)
We can solve the first equation for Λ,
Λ = − x
′′
2x′
− x
′Γ ◦ x
2
(7.135)
Inserting this into the second equation we get
2D ◦ x = (Γ ◦ x)
′
x′
− (Γ ◦ x)
2
2
+
1
x′2
Sx (7.136)
Using the chain rule formula
(f ◦ g)′ = (f ′ ◦ g)g′ (7.137)
we can rewrite (7.136) as
2D ◦ x = ∂x(Γ ◦ x)− (Γ ◦ x)
2
2
+
1
x′2
Sx (7.138)
Recall the transformation (2.94) of the connection coefficient under x 7→ x¯(x).
Γ¯(x¯) =
dx
dx¯
Γ(x)−
(
dx
dx¯
)2
d2x¯
dx2
(7.139)
If we can take the geodesic parameter θ as a coordinate, so that the geodesic curve
becomes a coordinate transformation (or a circle diffeomorphism), then under x 7→
x¯ = θ this reads
Γ¯(θ) =
dx
dθ
Γ(x(θ))−
(
dx
dθ
)2
d2θ
dx2
(7.140)
Using
d2θ
dx2
=
dθ
dx
d
dθ
dθ
dx
=
1
x′
(
1
x′
)′
(7.141)
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we get
Γ¯ = x′Γ ◦ x+ x
′′
x′
(7.142)
From this we directly compute
Γ¯′ − Γ¯
2
2
= x′2
(
(Γ ◦ x)′
x′
− (Γ ◦ x)
2
2
)
+ Sx (7.143)
where Sx is the Schwarzian. Using the chain rule (7.137), this becomes
Γ¯′ − Γ¯
2
2
= x′2
(
∂x(Γ ◦ x)− (Γ ◦ x)
2
2
)
+ Sx (7.144)
The object
Σ = Γ′ − Γ
2
2
(7.145)
is already familiar from section 2.4.4. Equation (7.144) is the active coadjoint trans-
formation (2.92) of (Σ, 1) :
Ad∗xΣ ≡ x ◦ Σ ≡ Σ¯ = x′2Σ ◦ x+ Sx (7.146)
Note that equation (2.102) in Section 2.4.4 is the infinitesimal version of (7.144).
Comparing equations (7.138) with (7.144) we get
2D(x)x′2 = Γ¯′ − Γ¯
2
2
= Σ¯ = x′2Σ ◦ x+ Sx (7.147)
This shows5 that 2D(x)x′2 is a Virasoro coadjoint element of central charge 1. It is
the coadjoint transform of Σ under θ 7→ x(θ).
We can recover the same result in the geodetic frame as follows. Consider the
geodesic to geodetic reparametrization θ → f(θ) i.e. one for which equation (7.133)
becomes
d2x
df 2
+ Γ(x(θ))
(
dx
df
)2
= 0 (7.148)
5The bars on Γ are simply notational convention; they mean Γ is evaluated in the
coordinate frame x¯ ≡ θ.
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and the equation (7.134) becomes
Sf(θ) = 2D(x(θ))
(
dx
dθ
)2
(7.149)
Now, once again if we can identify the geodesic curve as a circle reparametrization,
and take f(θ) = x(θ), then these equations imply
Γ(x) = 0 (7.150)
2D(x)x′2 = Sx(θ) (7.151)
Since the Schwarzian S(x) is the coadjoint transform of zero coadjoint element under
θ → x(θ), 2D(x)x′2 is the coadjoint transform of zero coadjoint element. The
equation (7.150) implies Σ ◦ x = 0. Hence, we again see that 2(D ◦ x)x′2 is the
coadjoint transform of Σ(= 0).
To summarize, for a 1+1D projective space over circle, if we can identify the
geodesic curve as a circle diffeomorphism then (D ◦ x)x′2 is a Virasoro coadjoint
element of central charge 1/2. In any coordinate frame it is the coadjoint transform
of Σ/2. In the geodetic frame Σ = 0. Hence TW geodesic equations underlie Virasoro
coadjoint transformation in 1+1D projective space over circle.
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APPENDIX A
DIRAC-OSTROGRADSKY FORMALISM
A.1 Constraint Analysis
This note contains a summary of Dirac’s constrained Hamiltonian formalism and
its application to a field theory, namely Maxwell’s theory. The main references are [54]
and [66]. In this section we denote Poisson brackets by [ , ].
A.1.1 Summary of Dirac’s Constrained Hamiltonian Formalism
If the momentum definition
pn = ∂L/∂q˙n (A.1)
does not lead to an independent function of q˙n then (A.1) constitutes a primary
constraint. Let φm(q, p) = 0, m = 1, · · · ,M denote all the primary constraints.
The (naive) Hamiltonian is defined as
H = pnq˙n − L (A.2)
However, due to the relations φm(q, p) = 0 the function
H∗ = H + cm(q, p)φm(q, p) (A.3)
is equally good as a Hamiltonian on the constraint surface.
The equations of motion on the constraint surface become
q˙n =
∂H
∂pn
+ um
∂φm
∂pn
p˙n = −∂H
∂qn
− um∂φm
∂qn
(A.4)
where um can depend on q˙ as well as q, p. Time evolution of an arbitrary dynamical
variable g = g(q, p) is given by
g˙ = [g,H] + um[g, φm] (A.5)
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where [ , ] is the Poisson bracket (PB).
We extend the ordinary PB to include variables that may depend on q˙n. Then
the evolution equation becomes
g˙ = [g,H + umφm] =: [g,HT ] (A.6)
HT is called the total Hamiltonian. We define a relation, called weak equality, denoted
≈, meaning equal up to constraints (i.e. on the constraint surface). When there is a
weak equality one should evaluate the PBs first, only then the constraints.
Any constraint equation φ = 0 must hold throughout time. This requires the
so-called consistency conditions :
0 ≈ φ˙m = [φm, HT ]
= [φm, H] + un[φm, φn] (A.7)
Let us consider possible outcomes of these conditions:
• Inconsistency: e.g. L = q ⇒ equation of motion : 0 ≈ 1.
• 0 ≈ 0 if the right-hand side of (A.7) is linear in φm’s.
• It may yield an expression independent of um and not linear in φm’s. Then
the consistency condition is a new constraint ξ(q, p) = 0 called a secondary
constraint. For each secondary constraint one checks the consistency condi-
tion again. One exhausts all secondaries and their consistencies following the
same procedure. Let φk ≈ 0 , k = M + 1, · · · ,M + K , denote all (K) sec-
ondary constraints. Then the complete set of constraints become φj ≈ 0 ,
j = 1, · · · ,M +K.
• It may yield an inhomogeneous linear set of equations [φj, H] + um[φj, φm] ≈ 0
in unknowns um. These are not treated as constraints.
Consider the inhomogeneous equation in the final case. Let us define [φj, φm] ≡
cjm(q, p) and [φj, H] ≡ dj(q, p). Then the inhomogeneous equation reads umcjm =
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dj. There must be a solution to this equation. Let um = Um(q, p) be a solution.
This solution is not unique; if Vm(q, p) is an arbitrary solution to the homogeneous
equation, Vmcjm = 0, then Um+Vm is also a solution to the inhomogeneous equation.
Let Vam, a = 1, · · · , A denote all independent solutions of the homogeneous equation.
Then the general solution of the inhomogeneous equation is um = Um +
∑
a vaVam
where va are arbitrary, possibly time-dependent. In general A ≤ M.
With all these we have
HT = H + Umφm + vaVamφm (A.8)
Define H ′ = H+Umφm and φa = Vamφa. Then, HT = H ′+vaφa. Here H ′ is fixed (by
the consistency equations) whereas vaφa is arbitrary, since va is an arbitrary time-
dependent coefficient. This arbitrariness implies that the evolution of any dynamical
variable will involve an arbitrary piece, leading to an indeterministic theory.
Let us introduce a further decomposition of the constraints. A dynamical variable,
R(q, p), is said to be first-class if
[R, φj] ≈ 0 , ∀j ⇔ [R, φj] = rjj′φj′ (A.9)
One can show that if R1 , R2 are first-class, then [R1, R2] is also first-class using the
Jacobi identity of the PB.
The fixed part, H ′, of the total Hamiltonian is first-class:
[H ′, φj] = [H,φj] + [Umφm, φj] = [H,φj] + Um[φm, φj] ≈ 0 (A.10)
since by definition, Um is a solution to the inhomogeneous equation. The arbitrary
part, vaφa, of the total Hamiltonian is also first-class:
[vaφa, φj] = va[Vamφm, φj] = va(Vam[φm, φj]) (A.11)
since by definition of Vam, the term on the right weakly vanishes. Moreover, observe
that φa being a linear combination of primary constraints is a primary constraint.
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Hence, we have a total Hamiltonian which is the sum of a first-class term and a
primary, first-class term. The number of independent arbitrary functions va is equal
to the number of first-class primary constraints. Because of indeterminacy, several
choices of q, p correspond to the same state.
Consider the infinitesimal time evolution of a dynamical variable g
g(δt) = g0 + g˙δt
= g0 + [g,HT ]δt
= g0 + δt([g,H
′] + va[g, φa]) (A.12)
The arbitrariness is in the last term : ∆g(δt) = δt(va − v′a)[g, φa] ≡ a[g, φa]. This
then constitutes a gauge transformation. So the gauge transformations are generated
by primary first-class generators.
The Dirac conjecture is that secondary first-class constraints also do generate
gauge transformations. Henneaux and Teitelboim [66] disprove this providing a coun-
terexample, yet they also show that such counterexamples are of marginal interest so
that for the theories we consider Dirac conjecture holds. See [66] for details of this
argument.
One therefore extends the total Hamiltonian to the extended Hamiltonian by
adding also the secondary first-class constraints i.e. all first-class constraints taken
into account.
Second-class constraints are not related to gauge transformations and can be
eliminated by a redefinition of the PB leading to the Dirac bracket. The procedure
is straightforward yet not needed for our purposes.
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A.1.2 Extended Action with Only First-Class Constraints
We are going to denote the first-class constraints (primary and secondary) by γa.
Then the extended action reads
SE[q
n(t), pn(t), u
a(t)] =
∫
dt (pnq˙
n −H − uaγa) (A.13)
where ua are the Lagrange multipliers. H is also first-class and we have
[γa, γb] = C
c
abγc (A.14a)
[H, γa] = V
b
a γb (A.14b)
The time evolution of a dynamical variable F [q, p] is given by
F˙ ≡ dF
dt
= [F,HE] = [F,H] + u
a[F, γa] (A.15)
The gauge transformation of F is given by
δF = [F,G] ≡ [F, aγa] = a[F, γa] (A.16)
where we introduced the gauge generator G ≡ aγa where a = a(t) and a are
independent of phase space coordinates qn, pn. The meaning of the gauge invariance
of SE is that
δSE = 0 if 
a(t1) = 0 = 
a(t2) (A.17)
The gauge invariance of SE requires [66]
δu
a = ˙a + ucbCabc − bV ab (A.18)
for the gauge transformation of the Lagrange multipliers.
A.1.3 Maxwell Theory
Here we are going to examine a field theory example of the formalism introduced
above, namely Maxwell theory in 4D. The Lagrangian is
L = −1
4
∫
d3xFµνF
µν (A.19)
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where Fµν = ∂µAν − ∂νAµ. The variation of L with respect to ∂0Aµ becomes
δL =
∫
d3xF µ0δ(∂0Aµ) (A.20)
from which we read the conjugate momenta Bµ
Bµ = F µ0 (A.21)
Since Fµν is by definition antisymmetric, we immediately get a primary constraint
φ1 ≡ B0x ≈ 0 (A.22)
where we included the 3D space coordinate x as a subscript since (A.22) constitutes
a three-fold infinity of primary constraints.
Then we build the naive Hamiltonian
H =
∫
d3xBµ(∂0Aµ)− L
=
∫
d3x
(
1
4
F ijFij +
1
2
BiBi − A0(∂iBi)
)
(A.23)
where a partial integration is applied and boundary terms are ignored. The consis-
tency equation, [B0, H] ≈ 0 of the primary constraint yields the following secondary
constraint
φ2 ≡ ∂iBi ≈ 0 (A.24)
which is the Gauss Law. Its consistency condition is trivial, 0 = 0; so there are no
other constraints.
It is straightforward to compute the algebra of constraints and of the Hamiltonian
[φi(x), φj(x
′)] = 0, i, j = 1, 2 (A.25)
[H,φ1(x)] = φ2(x) , [H,φ2(x)] = 0 (A.26)
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so each constraint is first-class, generating gauge transformations. Hence, we can
form the extended action as
SE[B
µ, Aµ, µ1, µ2] =
∫
d4x (BiA˙i +B
0A˙0 −H − µ1φ1 − µ2φ2) (A.27)
where µi are the Lagrange multipliers for the constraints. As discussed in the previous
section, the extended action is invariant under the gauge transformations generated
by the first-class constraints. The gauge generator would read
Q =
∫
dx (1φ1 + 2φ2) (A.28)
with independent functions i. This generates the following gauge transformations
δA0 = 1 , δB
0 = 0 , δAi = ∂i2 , δB
i = 0 , δµ1 = ˙1 , δµ2 = ˙2 − 1
(A.29)
In order to recover the standard form of the gauge transformations, one imposes
the gauge condition µ2 = 0 under which the extended action reduces to
SE[B
µ, Aµ, µ1] =
∫
d4x (BiA˙i +B
0A˙0 −H − µ1φ1) (A.30)
Consistency of the gauge condition δµ2 = 0 require 1 = ˙2. Defining  ≡ 2 the
residual gauge transformations read
δAµ = ∂µ , δB
µ = 0 , δµ1 = ¨ (A.31)
A.2 Ostrogradsky Formalism
A.2.1 Second-Order Nonsingular Lagrangian
The main reference for this section is [67].
Consider a system governed by a second-order Lagrangian L(q, q˙, q¨) depending
nondegenerately on q¨. The Euler-Lagrange (EL) equation becomes
0 =
δS
δq
=
∂L
∂q
− d
dt
∂L
∂q˙
+
d2
dt2
∂L
∂q¨
(A.32)
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Nondegeneracy means ∂2L/∂q¨2 6= 0 which implies that (A.32) can be cast in the form
q(4) = F(q, q˙, q¨, q(3)) ⇒ q(t) = Q(t, q0, q˙0, q¨0, q(3)0 ) (A.33)
Because solutions Q depend on four initial values, there must be four canonical co-
ordinates. Ostrogradsky takes
Q1 ≡ q , P1 ≡ ∂L
∂q˙
− d
dt
∂L
∂q¨
, Q2 ≡ q˙ , P2 ≡ ∂L
∂q¨
(A.34)
The assumption of nondegeneracy implies that one can invert (A.34) to solve for q¨ in
terms of Q1, Q2 and P2. That is, there exists an acceleration A(Q1, Q2, P2) such that
∂L
∂q¨
∣∣∣∣
q=Q1,q˙=Q2,q¨=A
= P2 (A.35)
Note that A(Q1, Q2, P2) does not depend on P1. The momentum P1 is only needed
for the third time derivative.
Ostrogradsky’s Hamiltonian is obtained by Legendre transforming on q˙ and q¨,
H(Q1, Q2, P1, P2) = P1q˙ + P2q¨ − L
= P1Q2 + P2A(Q1, Q2, P2)− L(Q1, Q2, A(Q1, Q2, P2)) (A.36)
Hamilton’s equations are given by
Q˙i =
∂H
∂Pi
, P˙i = − ∂H
∂Qi
(A.37)
Let us check that these equations generate time evolution. Since A is independent of
P1, the first equation becomes
Q˙1 =
∂H
∂P1
= Q2 (A.38)
Just as expected this equation reproduces the time evolution q˙ = q¨. Similarly, the
equation for Q2 yields
Q˙2 =
∂H
∂P2
= A+ P2
∂A
∂P2
− ∂L
∂q¨
∂A
∂P2
= A (A.39)
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where (A.35) is used. The momentum definition P1 in (A.34) comes from the evolution
equation for P2 :
P˙2 = − ∂H
∂Q2
= −P1 − P2 ∂A
∂Q2
+
∂L
∂q˙
+
∂L
∂q¨
∂A
∂Q2
= −P1 + ∂L
∂q˙
(A.40)
where (A.35) is used again. Finally, using (A.35), the evolution equation for P1 read
P˙1 = − ∂H
∂Q1
= −P2 ∂A
∂Q1
+
∂L
∂q
+
∂L
∂q¨
∂A
∂Q1
=
∂L
∂q
(A.41)
which, purely in terms of q read
d
dt
(
∂L
∂q˙
− d
dt
∂L
∂q¨
)
=
∂L
∂q
(A.42)
Thus, the canonical equation for P1 reproduces the EL equation (A.32).
A.2.2 Second-Order Singular Lagrangian
The main reference for this section is [68].
Given a second-order singular Lagrangian L(q, q˙, q¨) we define new variables
q1 ≡ q , q2 ≡ q˙ , q˙2 ≡ q¨ (A.43)
and introduce the Lagrangian constraint
q2 = q˙1 (A.44)
Then we form the first-order Lagrangian LT
LT (q1, q2, q˙1, q˙2, λ) = L(q1, q2, q˙2) + λ(q˙1 − q2) (A.45)
where λ is the Lagrange multiplier for the constraint (A.44). The definition of mo-
menta, then, yield
P1 =
∂LT
∂q˙1
= λ (A.46)
P2 =
∂LT
∂q˙2
=
∂L
∂q˙2
(A.47)
pi =
∂LT
∂λ˙
= 0 (A.48)
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All of these constitute a primary constraint : P1 is independent of q˙1, pi is independent
of λ˙ and since by hypothesis L is singular, P2 is independent of q˙2. Hence, we can
identify the primary constraints
χ1 ≡ P1 − λ = 0 (A.49)
χ2 ≡ pi = 0 (A.50)
φ(q1, q2, P2) ≡ P2 − ∂L
∂q˙2
= 0 (A.51)
Out of these only the last one is essential, the first two followed due to the prescription
applied to obtain a first-order Lagrangian. These will be eliminated below.
Let us show the equivalence of the EL equations for the first-order Lagrangian
LT and the Ostrogradsky equations for L :
d
dt
∂LT
∂q˙1
− ∂LT
∂q1
= 0⇔ P˙1 = ∂L
∂q1
where we used (A.49). Similarly, for q2 we get
d
dt
∂LT
∂q˙2
− ∂LT
∂q2
= 0⇔ P˙2 = ∂L
∂q2
− λ
⇒ P˙2 = ∂L
∂q2
− P1
⇔ P1 = ∂L
∂q2
− P˙2
If we insert the second equation into the first we get
0 =
∂L
∂q1
− dP1
dt
=
∂L
∂q1
− d
dt
∂L
∂q2
+
d2P2
dt2
=
∂L
∂q1
− d
dt
∂L
∂q2
+
d2
dt2
∂L
∂q˙2
=
∂L
∂x
− d
dt
∂L
∂x˙
+
d2
dt2
∂L
∂x¨
(A.52)
We build the naive Hamiltonian as usual.
Hc = P1q2 +
∂L
∂q˙2
q˙2 − L(q1, q2, q˙2) (A.53)
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We define
H2(q1, q2, P2) ≡ ∂L
∂q˙2
q˙2 − L(q1, q2, q˙2) (A.54)
This corresponds to the energy functional for q2 and P2 with the dynamics of q1
frozen. Note that H2 will not involve q˙2 since those terms involving it will cancel in
the subtraction above. Then the canonical Hamiltonian becomes
Hc = P1q2 +H2(q1, q2, P2) (A.55)
Then using the primary constraints we can build the Dirac Hamiltonian
HD = Hc + η(P1 − λ) + γpi + ωφ (A.56)
The term γpi affecting only the evolution of λ can be ignored. The consistency
condition of pi = 0 reads
0 = {pi,HD} = η{pi, λ} = η ≈ 0 (A.57)
so we can set the second term η(P1−λ) to zero as well. Hence, we have the simplified
Hamiltonian
H = Hc + ωφ(q1, q2, P2)
= P1q2 +H2(q1, q2, P2) + ωφ(q1, q2, P2) (A.58)
The rest of the analysis is the standard application of Dirac’s method i.e. we check the
consistency equations for the primary constraints to look for secondary constraints
and build the extended Hamiltonian etc. We will skip that to avoid repetition.
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APPENDIX B
MISCELLANEOUS
B.1 Lightcone Coordinates
In this section we are going to introduce the conventions used in 2D fermionic
theories. These mostly agree with the conventions in [4].
The lightcone coordinates (LCC) are defined through x± = (x0 ± x1)/√2. These
are inverted to give x0 = (x+ + x−)/
√
2 and x1 = (x+ − x−)/√2. (Recall that the
metric signature adopted in this thesis is (+t,−x).) Using the transformation of the
metric under a coordinate transformation we get g++ = 0 = g−− and g+− = g−+ = 1.
These imply g++ = 0 = g−− and g+− = 1 = g−+.
Using the metric in LCC we get A± = A∓, and AµBµ = A+B− + A−B+ =
A+B− + A−B+. If we normalize the Levi-Civita symbol εµν so that ε01 = 1, we also
get ε+− = −1 = −+.
The Dirac algebra is defined through {γµ, γν} = 2ηµν , and we have ψ = ψ∗γ0. A
convenient representation is given by
γ0 =
(
0 1
1 0
)
γ1 =
(
0 −1
1 0
)
γc = γ
0γ1 =
(
1 0
0 −1
)
(B.1)
so that the chirality matrix satisfies γ2c = +1. In LCC we have
γ± =
1√
2
(γ0 ± γ1) , (γ+)2 = 0 = (γ−)2 , γ+γ− + γ−γ+ = 2 (B.2)
Then for the representation (B.1) we find
γ+ =
√
2
(
0 0
1 0
)
, γ− =
√
2
(
0 1
0 0
)
(B.3)
We define the chiral components ψ± of ψ by requiring γcψ± = ∓ψ±. Thus ψ =
(ψ− ψ+)T . We also have
ψ = ψ†γ0 = ψTγ0 = (ψ− ψ+)
(
0 1
1 0
)
= (ψ+ ψ−) (B.4)
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The Dirac equation in flat spacetime reads iγµ∂µψ = 0, which, in LCC, become
∂±ψ∓ = 0 (B.5)
Therefore, ψ− represent left movers and ψ+ represent right movers.
For the massless Dirac particle, the vector current ψγµψ and the axial current
ψγµγcψ are both conserved. In 2D these are related by
ψγµγcψ = ε
µνψγνψ (B.6)
So, the current conservation equations combine, and can be written as
∂µJ
µ = 0 = εµν∂µJν (B.7)
In LCC these yield
∂−J+ = 0 = ∂+J− (B.8)
B.2 Vanishing of the β term
Consider the generic form of the Virasoro algebra
[Lm, Ln] = (m− n)Lm+n + (cm3 + hm)δm+n (B.9)
where m,n ∈ Z. In particular this implies that
[Lm, L−m] = 2mL0 + (cm3 + hm) = 2m(L0 + h/2) + cm3 (B.10)
Hence, if we redefine the generators as
L′0 = L0 + h/2 , L
′
m = Lm , m 6= 0 (B.11)
then the new generators satisfy
[L′m, L
′
n] = (m− n)L′m+n + cm3δm+n (B.12)
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It is straightforward to show that the redefinition only affects the commutator (B.10).
This is a standard trick in string theory and shows that only the cubic center has a
geometric meaning (see [47], Section 3.2.2).
Then the pairing (2.86) between the Virasoro adjoint and coadjoint elements
implies that the coadjoint transformation,
δD = ξD′ + 2ξ′ + βξ′ + qξ′′′ (B.13)
of a Virasoro coadjoint element D can be simplified to
δD = ξD′ + 2ξ′D + qξ′′′ (B.14)
Therefore, the β central extension term is at our disposal; it can be turned on when
needed, and off when not needed.
B.3 Schwarzian Derivative
The Schwarzian derivative is defined as
Sf(x) ≡ d
dx
(
log
(
df
dx
))
− 1
2
(
log
(
df
dx
))2
(B.15)
=
(
f ′′(x)
f ′(x)
)′
− 1
2
(
f ′′(x)
f ′(x)
)2
(B.16)
=
f ′′′(x)
f ′(x)
− 3
2
(
f ′′(x)
f ′(x)
)2
(B.17)
where prime denotes derivative with respect to x, and x may refer to a real or complex
variable depending on the context.
For an infinitesimal map f(x) = x− ξ(x) the Schwarzian can be evaluated to be
Sf(x) = −ξ′′′(x). We will frequently use the alternative notation S(x, f) ≡ Sf(x).
When we are not interested in the argument of the Schwarzian derivative, and need
to consider compositions we also use the notation S(f) ≡ Sf(x).
Schwarzian derivative satisfies the identity
S(g ◦ f) = (f ′)2 S(g) ◦ f + S(f), (B.18)
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which we can explicitly write as
S(x, g ◦ f) = (f ′(x))2 S(f(x), g ◦ f) + S(x, f) (B.19)
Evaluating this for g = f−1, and denoting v = x, f−1(v) = u we get another useful
identity
(Sw)(v) = −
(
dw
dv
)2
(Sv)(w) (B.20)
Fractional linear transformations
x 7→ ax+ b
cx+ d
(B.21)
with ad− bc 6= 0 form the kernel of the Schwarzian derivative , i.e.
Sf(z) = 0 ⇔ f(z) = az + b
cz + d
, ad− bc 6= 0 (B.22)
This holds true for real or complex x, a, b, c, d. In the former case transformations
(B.21) form PGL(2,R) and in the latter case PGL(2,C).
As a consequence of (B.22), for an arbitrary fractional linear transformation f
and an arbitrary smooth map g we have
S(f ◦ g) = S(g) (B.23)
So, Schwarzian is a projective invariant.
B.4 Invariance of M (2)[u]
Under the action of φ ∈ Diff0(S1), a −1/2 density ψ transforms as
φ ◦ ψ(x) = ψ(φ(x))[φ′(x)]−1/2 (B.24)
Since φ ∈ Diff0(S1) it satisfies
φ(0) = 0 , φ′(0) = 1 , φ′′(0) = 0 (B.25)
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Since φ is a diffeomorphism on S1 we also have
φ(x+ 2pi) = φ(x) + 2pi (B.26)
which implies
φ(n)(x+ 2pi) = φ(n)(x) , for n > 0 (B.27)
In particular we have
φ(2pi) = φ(0) + 2pi , φ(n)(2pi) = φ(n)(0) for n > 0 (B.28)
The Wilson loop equation reads
ψ(2pi) = M [u]ψ(0) (B.29)
Evaluating this for the transformed fields we get
(φ ◦ ψ)(2pi) = M [uφ](φ ◦ ψ)(0) (B.30)
We would like to show invariance of the Wilson loop i.e.
M [uφ] = M [u] (B.31)
Evaluating (B.24) at x = 0, and using (B.25) we get
φ(ψ(0)) = ψ(φ(0))[φ′(0)]−1/2 = ψ(0) (B.32)
Next, evaluating (B.24) at x = 2pi, and using (B.25), (B.26), (B.28) we get
φ(ψ(2pi)) = ψ(φ(2pi))[φ′(2pi)]−1/2 = ψ(2pi) (B.33)
Inserting (B.32) and (B.33) in (B.30) we get the desired result (B.31).
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