: Partial functional correspondence between two pairs of shapes with large missing parts. For each pair we show the matrix C representing the functional map in the spectral domain, and the action of the map by transferring colors from one shape to the other. The special slanted-diagonal structure of C induced by the partiality transformation is first estimated from spectral properties of the two shapes, and then exploited to drive the matching process.
Introduction
The problem of shape correspondence is one of the most fundamental problems in computer graphics and geometry processing, with a plethora of applications ranging from texture mapping to animation. A particularly challenging setting is that of non-rigid correspondence, where the shapes in question are allowed to undergo deformations, which are typically assumed to be approximately isometric (such a model appears to be good for, e.g., human body poses). Even more challenging is partial correspondence, where one is shown only a subset of the shape and has to match it to a deformed full version thereof. Partial correspondence problems arise in numerous applications that involve real data acquisition by 3D sensors, which inevitable lead to missing parts due to occlusions or partial view.
Related work. Shape correspondence is one of the most researched topics in geometry processing, with many popular methods such as [BBK06, KLCF10, KLF11] . Here, we limit our attention to the partial correspondence setting; for a comprehensive overview of correspondence problems, we refer the reader to the recent survey [VKZHCO11].
In the domain of partial rigid shape alignment and matching, e.g., for 3D scan completion applications, many versions of regularized ICP approaches exist, see for example [AMCO08, ART15] . Deformation-driven shape matching [ZSCO * 08] can be used in the non-rigid case. Our present work draws inspiration from [BB08, BBBK09] , which combines metric distortion minimization with part optimization.
More recent works have explored alignment of tangent spaces [BWW * 14], weighted matching of bags of local desubmitted to Eurographics Symposium on Geometry Processing (2015) [PBB13] , sparse minimum distortion correspondence [RBA * 12], bilateral maps [vKZH13], shape extremities [SY14] , and other constructions for the purpose of non-rigid partial matching. In the context of collections of shapes, partial correspondence has been considered in [VKTS * 11, HG13].
Our work is based on the functional maps framework [OBCS * 12], in which shape correspondence is modeled as a linear operator between spaces of functions on the shapes. Such operators can be efficiently represented in the Laplace-Beltrami eigenbasis [OBCS * 12]. Huang and Guibas [HWG14] used functional maps to analyze large collections of shapes in which some shapes may be only partially similar, constructing graphs of functional maps.
Contribution. In this paper, we propose an extension to the functional correspondence framework to allow dealing with partial correspondence. Specifically, we consider a scenario of matching a part of a deformed shape to some full model. Such scenarios are very common for instance in robotics applications, where one has to match an object acquired by means of a 3D scanner (and thus partially occluded) with a reference object known in advance. We use an explicit part model over which optimization is performed, as well as a regularization on the spectral representation of the functional correspondence accounting for a special structure of the Laplacian eigenfunctions as a result of part removal. Theoretical study of this behavior based on perturbation analysis of Laplacian matrices is another contribution of our work. We show experimentally that the proposed approach allows dealing with very challenging partial correspondence settings.
The rest of the paper is organized as follows. In Section 2, we review the basic concepts in the spectral geometry of shapes and describe the functional correspondence approach. Section 3 introduces our partial correspondence model, and Section 4 describes its implementation details. Section 5 studies the behavior of Laplacian eigenfunctions in the case of missing parts, motivating the regularizations used in the previous sections. Section 6 presents experimental results, and finally, Section 7 concludes the paper.
Background
In this paper, we model a shape as a two-dimensional Riemannian manifold M (possibly with boundary). At interior points, the manifold is locally homeomorphic to a twodimensional Euclidean space known as the tangent plane TxM. The Riemannian metric is given in the form of an inner product ·, · TxM : TxM × TxM → R on the tangent plane, varying smoothly with x. The exponential map is a mapping exp x : TxM → M from the tangent plane to the manifold.
Given a smooth real function f : M → R, let us define the function on the tangent plane by the composition f • exp x : TxM → R. Then, the intrinsic gradient is defined as
where ∇ denotes the standard Euclidean gradient in the tangent plane. The intrinsic gradient is thus a vector in the tangent plane. Similarly, the positive semi-definite Laplace-
where ∆ is the standard Laplacian. The Laplace-Beltrami operator is related to the intrinsic gradient through the Stokes formula,
for any smooth f , g ∈ L 2 (M).
The Laplace-Beltrami operator admits an eigen-
(3)
Functional correspondence. Let us be now given two manifolds, N and M. Ovsjanikov et al.
[OBCS * 12] proposed modeling functional correspondence between shapes as a linear operator T : L 2 (N ) → L 2 (M) between spaces of functions on N and M. One can easily see that classical vertex-wise correspondence is a particular setting where T maps delta-functions to delta-functions.
Assuming to be given two orthonormal bases {φ i } i≥1 and {ψ i } i≥1 on L 2 (N ) and L 2 (M) respectively, the functional correspondence can be expressed w.r.t. to these bases as follows:
where f ∈ L 2 (N ) is some function on N . Thus, T amounts to a linear transformation of the Fourier coefficients of f from basis {φ i } i≥1 to basis {ψ i } i≥1 , which is captured by the coefficients c i j . Truncating the Fourier series at the first k coefficients, one obtains a rank-k approximation of T as a k × k matrix C = (c i j ). Left: Noisy landmark matches between complete and partial shape, represented as Gaussian functions centered at corresponding points. Correct matches are shown in green, mismatches in red, and correct matches along the boundary in blue. Top right: Bar plot showing CA i − B(η(v)) i 2 , where i ranges over the matches and C is an optimal map found by our method. Even under an outlier ratio of ∼ 30%, all mismatches are correctly detected and accounted for. Bottom right: Same plot when using dense descriptors.
In order to compute C, Ovsjanikov et al.
[OBCS * 12] assume to be given a set of q corresponding functions { f 1 , . . . , fq} ⊆ L 2 (N ) and {g 1 , . . . , gq} ⊆ L 2 (M). Denoting by a i j = f j , φ i L 2 (N ) and b i j = g j , ψ i L 2 (M) the k × q matrices of the respective Fourier coefficients, functional correspondence boils down to the linear system
If q ≥ k, this system (5) is determined and is solved in the least squares sense to determine C.
Structure of C. We note that the coefficients C depend on the choice of the bases. In particular, it is convenient to use the Laplace-Beltrami eigenbasis as a natural Fourier basis; truncating the series at the first k coefficients has the effect of 'low-pass' filtering thus producing smooth correspondences. In the following, we will tacitly assume that {φ i } i≥1 and {ψ i } i≥1 are the eigenfunctions of the respective Laplacians.
Furthermore, note that the system (5) has qk equations and k 2 variables. However, in many situations the actual number of variables is significantly smaller, as C manifests a certain structure which can be taken advantage of. In particular, if N and M are isometric and have simple spectrum (i.e., the Laplace-Beltrami eigenvalues have no multiplicity), then T φ i = ±ψ i , or in other words, c i j = ±δ i j . In more realistic scenarios (approximately isometric shapes), the matrix C would manifest a funnel-shaped structure, with the majority of elements distant from the diagonal close to zero.
Partial functional maps
For simplicity, throughout the paper we consider the setting where we are given a full model shape M and another query shape N that corresponds to an approximately isometrically deformed part M ⊂ M. A more general setting where M and N have some common parts M and N is a rather straightforward extension of the presented approach. 
is simply the matrix of Fourier coefficients defined in (5)).
This brings us to the problem we are considering throughout this paper, involving optimization w.r.t. correspondence (encoded by the coefficients C) and the part v,
where η(t) = 1 2 (tanh(2t − 1) + 1) saturates the part indicator function between zero and one. Here ρcorr and ρpart denote regularization terms for the correspondence and the part, respectively; these terms are explained below. We use the L 2,1 matrix norm (equal to the sum of L 2 -norms of matrix columns) to handle possible outliers in the corresponding data, as such a norm promotes column-sparse matrices (see Fig. 2 for an example).
Note that in order to avoid a combinatorial optimization over binary-valued v, we use a continuous v with values in the range (−∞, +∞), saturated by the non-linearity η. This way, η(v) becomes a soft membership function with values in the range [0, 1].
Part regularization. Similarly to [BB08] , we try to find the part with area closest to that of the query and with shortest boundary. This can be expressed as
where ξ(t) ≈ δ η(t) − 1 2 and the norm is on the tangent space. The µ 2 -term in (7) is an intrinsic version of the Mumford-Shah functional [MS89] , measuring the length of the boundary of a part represented by a (soft) membership function. This functional was used previously in image segmentation applications [VC02] . Correspondence regularization. For the correspondence, we use the penalty
where • denotes Hadamard (element-wise) matrix product. The µ 3 -term models a special slanted-diagonal structure of C that we observe in partial matching problems (see Fig. 4 ); the theoretical motivation for this behavior is presented in Section 5. Here, W is a weight matrix with zeros along the slanted diagonal and large values outside (see Figure 3 ; details on the computation of W are provided in Appendix A).
The µ 4 -term promotes orthogonality of C by penalizing the off-diagonal elements of C C. The reason is that for isometric shapes, the functional map is volume-preserving, and this is manifested in orthogonal C [OBCS * 12]. Note that differently from the baseline case dealing with full shapes, in our setting we can only require orthogonality (hence area preservation) going in the direction from partial to complete model; for this reason, we do not impose any restrictions on CC and we say that the matrix is semi-orthogonal. Finally, the µ 5 -term models the rank of the matrix C, where vector d = (d 1 , . . . , d k ) determines how many singular values of C are non-zero (the estimation of d is described in Appendix A). Remark. The fact that matrix C is of low rank is a direct consequence of partiality. This can be understood by recalling that the (non-truncated) functional map representation amounts to an orthogonal change of basis; since in the standard basis the correspondence matrix is low-rank (as it contains zero-sum rows), this property is preserved by the change of basis.
In Fig. 4 we show an example of a valid partial functional map C, illustrating its main properties. Alternating scheme. To solve the optimization problem (6), we perform an alternating optimization w.r.t. to C and v, repeating the following steps until convergence:
An example of this alternating process applied to a pair of shapes is shown in Fig. 5 .
Implementation
Discretization. In the discrete setting, the manifold M is sampled at n points x 1 , . . . , xn. On these points, we construct a manifold triangular mesh (V, E, F) with vertices V = {1, . . . , n}, in which each interior edge i j ∈ E is shared by exactly two triangular faces ik j and jhi ∈ F, and boundary edges belong to exactly one triangular face. We denote by X the n × 3 matrix of the embedding coordinates of the mesh.
A function on the manifold is represented by an ndimensional vector f = ( f (x 1 ), . . . , f (xn)) . The discretization of the Laplacian takes the form L = S −1 H using the classical cotangent formula [Mac49, Duf59, PP93, MDSB03],
where S = diag(s 1 , . . . , sn) and s i = 1 of triangle i jk, and α i j , β i j denote the angles ∠ik j, ∠ jhi of the triangles sharing the edge i j.
The first k eigenfunctions and eigenvalues of the Laplacian are computed by performing the generalized eigen-
is an n × k matrix containing as columns the discretized eigenfunctions and Λ Λ Λ = diag(λ 1 , . . . , λ k ) is the diagonal matrix of the corresponding eigenvalues.
Discretization of regularization terms. Our goal is to discretize the µ 1 -and µ 2 -terms in (7). The part membership function is discretized as an n-dimensional vector v. The µ 1 term is simply discretized as M η(v)dx ≈ s η(v), where the non-linearity η is applied element-wise.
We first express the discrete intrinsic gradient per face of the mesh. Let i jk ∈ F be a triangle, and denote by P = (
be the 2-dimensional vector of the membership function gradient along the edges of the triangle. Then, the norm of the intrinsic gradient ∇ M v for the triangle i jk is discretized as g i jk (v) = u (P P) −1 u 1/2 ; we denote by g(v) the |F|-dimensional vector containing the norms of the gradient in all the triangles. In order to obtain the vertex-wise values of the intrinsic gradient norm, we construct an n × |F| matrix Q whose element q i j = 1 3 if the jth triangle includes vertex i and zero otherwise. Then,
Numerical optimization. We implemented our matching framework in Matlab/C++ using the manifold optimization toolbox [BMAS14]. Each optimization step was performed by the method of conjugate gradients. In all our experiments we observed convergence in 3-5 iterations (around 5 mins. for a pair of shapes).
We start the alternating scheme by optimizing over C and fixing v * = 1, where 1 is a vector of n ones. The initial value for C at the first iteration of the alternating process is set to the weight matrix C = W. In order to construct W we need to have an estimate of the expected rank of the sought functional map, which in turn determines its diagonal slope. The same value is then used to construct d. A simple method for computing such an estimate is given in the next section; see also Fig. 6 for an illustration of this approach.
Finally, in order to account for noisy data we run a refinement step after each C-step. Specifically, assume C * is a local optimum of problem (9). Then, we solve again for C by setting µ 3 = 0 and replacing the data term in (9) with
Together with the semi-orthogonality requirement on C, this refinement step can be seen as a generalization to partial maps of the ICP-like technique found in [OBCS * 12].
Perturbation analysis of the Laplacian spectrum
By a slight abuse of notation, in this section we denote by M the set of vertices on the full shape, and let N ⊆ M be the set of vertices on the partial shape. With N we denote the restriction to the remaining vertices M \ N . Our aim is to characterize the eigenvalues and eigenvectors of L M , Laplacian of M, in terms of perturbations of the eigenvalues and eigenvectors of the Laplacians L N and L N of N and N respectively [MH88] .
In this analysis we assume that the discrete Laplacian in use has a support of limited range. This means that the nonzero entries for the i-th row will correspond to vertices topologically close to the i-th vertex in the mesh, and that the discretization is of limited topological diameter (the maximum topological distance between non-zero entries). Note that this assumption holds for classical FEM schemes such as the cotangent rule [MDSB03] , since in this case the ith row will have non-zero entries in correspondence with i's immediate neighbors, resulting in a range of the support of topological diameter 2. In case of the Graph Laplacian, the range has topological diameter equal to 1. As a result Figure 6 : Neumann spectra of a full and partial shape, the latter being a connected subset of the former. The two spectra align only partially, a fact that allows to easily derive an estimate for the rank of the functional map relating the two shapes. In this example with 50 eigenfunctions, the estimated rank is 23 (the estimation procedure is shown as dashed lines).
of this property, there is a boundary band B = ∂N ∪ ∂N with ∂N ⊆ N and ∂N ⊆ N , such that only the entries of the Laplacians L N and L N between nodes in B are affected by the cut. In particular, for the Graph Laplacian, the two boundary layers will be 1 vertex-thick, while for the cotangent Laplacian they will be 2 vertices-thick.
Without loss of generality we can assume that the vertices in M are ordered such that the vertices in N come before those in N . Further, within N the boundary vertices ∂N are at the end, while within N the boundary vertices ∂N are at the beginning. With this ordering we can define the parametric matrix
where the second and third rows/columns of the last matrices are over the vertices in ∂N and ∂N respectively. Here D N and D N represent the variations, with respect to the full Laplacian L M , of the Laplacians L N and L N within nodes in ∂N and ∂N respectively, while E represents the variations across the boundary.
These matrices are such that L(1) = L M , while for t = 0 the eigenvalues and eigenvectors of L(0) correspond to the eigenvalues and (extended) eigenvectors of L N and L N . Given a correct order of the nodes, due to the limit in the range of the support of the Laplacian, the matrices D N and D N will have a band-diagonal structure, with the exception of a few wrap-around points due to cyclic ordering along the cut. In particular, in the case of the Graph Laplacian, D N and D N will be diagonal with almost constant diagonal elements if the mesh is sufficiently dense and regular, while for the cotangent Laplacian they will be (almost) tridiagonal and diagonally dominant. Eigenfunction 2 5 6 8 10 Figure 7 : Correspondence between the first ten LB eigenfunctions of two nearly-isometric shapes in presence of partiality. Note the different sequences in the two cases: not all eigenfunctions on the complete shape (in this case, the 3rd, 4th, 7th, and 9th) have a corresponding function on the partial shape. In turn, the last 4 eigenfunctions of the partial shape do not appear among the first 10 of the full shape.
In this example, the correspondence between eigenfunctions was obtained by comparing the respective eigenvalues.
Eigenvalue perturbation (rank of C). Here we take the simplifying assumptions that L M and L N do not have repeated eigenvalues. Let
be the spectral decompositions of L N and L N respectively. Following [MH88] we can write the derivative of λ i eigenvalue of L N and, thus, of L(0), as:
With the expression φ φ φ i D N φ φ φ i we make a slight abuse of notation, as the product should be interpreted over the restriction of φ φ φ i to ∂N or, equivalently, D N should be interpreted as being zero-padded to the size of the full mesh.
Note that the first derivative of the eigenvalues only depends on the squared D N norm of the corresponding eigenvectors along the boundary. The continuity of the eigenvalues in L(t) helps in explaining the interleave of the eigenbasis seen in Fig. 7 , as the eigenvalues and corresponding eigenvectors of L N and L N overlap with little modifications going towards the full Laplacian L(1) = L M . We make use of this fact in order to estimate the rank of C as the index of the largest eigenvalue of L N smaller or equal to the largest eigenvalue of L M (see Fig. 6 ). Eigenvector perturbation (shape of C). The eigenvector derivatives for eigenvectors of L N are given by
Note that the second summation has support over N and thus provides the completion of the eigenvector on the missing part. The formula for the second summation is correct only if the eigenvalues of L N are all distinct from λ i . If L N shares some eigenvalues with L N the formula would be slightly different [MH88] , but it would still only have support over N , hence providing eigenvector completion.
On the other hand, the first summation is responsible for the modifications of the eigenvectors over the nodes N . Here the numerator has a term φ φ φ i D N φ φ φ j which, since D N is band-diagonal and diagonally dominant, acts as a dot product of the eigenvectors over the boundary layer, thus pointing to large mixing of eigenvectors with a strong co-presence near the boundary. In turn, the term λ i − λ j at the denominator forces a strong mixing of eigenvectors corresponding to similar eigenvalues. This results in an amplification of the variation for higher eigenvalues, as eigenvalues tend to densify on the higher end of the spectrum. This results in a spread of the functional map for higher frequencies, as can be seen from the examples in Fig. 4 and 8 .
Remark. The first-order modification in the eigenvectors within N , which determines the shape of C, is due only to eigenvector interactions along the boundary. It is not a function of the missing area, as intuition may suggest.
As a consequence, the variation of the eigenvectors due to the mixing within the partial shape can be reduced either by shortening the boundary, or by reducing the strength of the boundary interaction. This can be done by selecting a boundary along which eigenvectors with similar eigenvalues are either orthogonal, or both small. We can measure the variation of the eigenbasis as a function of the boundary B splitting M into N and N as
In Fig. 8 we see an example of two different cuts with different interaction strengths. The function plotted on the cat model is
Assuming D N diagonal and with constant diagonal elements k, then we have
in fact:
The cuts plotted in Fig. 8 have same length, but one cut goes along a symmetry axis of the shape and through low values of f , while the other goes through rather high values of f . As a result we see that in the first case a lot of the eigenvectors are preserved and the functional map is tight along the slanted diagonal, while in the second case all the eigenvectors vary by a large amount and the corresponding functional map is more dispersed.
Experimental results
Datasets. In the literature there has been a general lack of benchmarks aimed at evaluating the performance of matching methods under partiality transformations. Here we introduce two datasets to tackle this more challenging scenario. As base models, we use shapes from the TOSCA dataset [BBK08], consisting of 76 nearly-isometric shapes subdivided into 8 classes. Each class comes with a "null" shape in a standard pose, and ground-truth correspondences are provided for all shapes within the same class. In order to make the datasets more challenging and avoid compatible triangulations, all shapes were remeshed in advance to 10k vertices by iterative pair contractions [GH97] . We processed the shapes in two different ways:
Regular cuts. The null shape of each class is cut with a plane using 6 different orientations, including an exact cut along the symmetry plane (note that each null shape has an extrinsic bilateral symmetry). The 6 cuts are then transferred to the remaining poses using the ground-truth correspondence, resulting in 456 partial shapes in total. Some examples are shown in Fig. 2, 6, and 7. Irregular holes. Given a shape and an "area budget" telling the amount of surface area to keep, we derive additional shapes by an erosion process applied to the surface. Specifically, seed holes are placed at a few farthest samples over the shape; the holes are then enlarged until the specified area budget is attained. We do so for all shapes in TOSCA and for area budgets equal to 40%, 70%, and 90% of the total surface area, resulting in a total amount of 684 shapes. Examples of this dataset are shown in Fig. 10, 13 .
Where not specified otherwise, we use 120 random partial shapes for the first dataset and 80 for the second, equally distributed among the different classes. Each partial shape is then matched to the null shape of the corresponding class.
Error measure. As quantitative measure for correspondence quality we use the error criterion originally introduced in [KLF11] to evaluate the quality of point-wise maps. The input quantity is a functional map C, which is converted to a point-wise counterpart by using the nearest-neighbor approach described in [OBCS * 12]. We plot cumulative curves showing the percent of matches which have error smaller than a variable threshold. Finally, we write pe to denote the (normalized) area below these curves up to error level e.
Data term
Due to the particular nature of the problem, in all our experiments we only make use of dense, local descriptors as Figure 9 : Left: Normalized L 2 distance between local point descriptors on a partial shape (body top) and the corresponding descriptors on the complete shape (in transparent white). Points close to the boundary have larger distance due to missing parts. Right: Bar plots showing the local and global accuracy of our matching method, as we increase the support of local descriptors. Small neighborhoods induce sensitivity to surface noise, whereas descriptors with large support are affected by boundary effects. The optimal values are found in-between (red frames). [ART15] . Other robust descriptors such as curvature and Integral Invariants [PWHY09] were also tested, but ultimately excluded from the analysis due to their sensitivity to surface noise or large amounts of partiality (resulting, for instance, in inconsistent voxelizations in the case of [PWHY09]). We remark that all the considered descriptors are based on extrinsic quantities. SHOT was computed using 10 normal bins (352 dimensions), while both IH and MS were evaluated over 5 scales (5 dimensions each).
In Table 1 we report a performance comparison of our method on the TOSCA dataset (regular cuts), with different descriptor combinations as the data term. Support size. Since the descriptors are defined on a local neighborhood at each point, it is natural to ask to what extent the size of the support plays a role in the matching accuracy. For this purpose, we analyzed the performance of our method across increasing support sizes. The results of this experiment, together with an illustration of the boundary effects due to partiality, are given in Fig. 9 . We emphasize that, differently from other methods [ART15, PBB13] which ignore points close to the boundary in order to avoid boundary effects, in our formulation we retain all shape points. This is motivated by our choice of a robust norm for the data term, as also depicted in Fig. 2 .
Sensitivity analysis
We conducted a set of experiments aimed at evaluating the sensitivity of our approach to different parametrizations. As in the previous section, in order to reduce overfitting we only used a subset of TOSCA (regular cuts), namely composed of the cat and victoria shape classes (20 pairs). corresponds to using an increasing number of basis functions for the two shapes being matched. For this experiment we compare with the baseline method of Ovsjanikov et al.
[OBCS * 12] by using the same dense descriptors as ours. For fair comparisons, we did not impose map orthogonality or operator commutativity constraints [OBCS * 12], which cannot obviously be satisfied due to partiality. The results of this experiment are reported in Fig. 11 (left) . As we can see from the plots, our method allows to obtain more accurate solutions as the rank increases, while an opposite behavior is observed for the other method.
Representation. Our method is general enough to be applied to different shape representations, as long as a proper discretization of the Laplace operator is available. In Fig. 12 we show some qualitative examples of correspondences produced by our algorithm on point clouds, where we used the method described in [BSW09] to construct a discrete Laplacian. Due to the non-rigid deformations the point cloud is allowed to undergo, this is traditionally considered a particularly challenging problem, with few methods currently capable of giving satisfactory solutions without exploiting controlled conditions or domain-specific information (e.g., the knowledge that the shape being matched is that of a human). These are, to the best of our knowledge, the best results to be published so far for this particular class of problems.
Comparisons
We compared our method with the baseline approach of Ovsjanikov et al.
[OBCS * 12] on both datasets (200 shape pairs in total); the results are shown in Fig. 11 (right) . As an additional experiment, we compared the two methods across increasing amounts of partiality. The rationale behind this experiment is to show that, at little or no partiality, our approach converges to the one described in [OBCS * 12], currently among the state of the art in non-rigid shape matching. However, as partiality increases so does the sensitivity of the latter method. Fig. 10 shows the results of this experiment.
Parameters for our method were chosen on the basis of the previous analysis. Specifically, we used dense SHOT descriptors as data, k = 100 eigenfunctions per shape, and set µ 1 = µ 3 = 1, µ 4 = µ 5 = 10 3 , and µ 2 = 10 2 . Additional examples of partial matchings obtained with our method are shown in Fig. 13 and in the supplementary material.
Discussion and conclusions
In this paper we tackled the problem of dense matching of deformable shapes under partiality transformations. We cast our formulation within the framework of functional maps, which we adapted and extended to deal with this more challenging scenario. Our approach is fully automatic and makes exclusive use of dense local features as a measure of similarity. Coupled with a robust prior on the functional correspondence derived from a perturbation analysis of the shape Laplacians, this allowed us to devise an effective optimization process with remarkable results on very challenging cases. In addition to our framework for partial functional correspondence we also introduced two new datasets comprising hundreds of shapes, which we hope will foster further research on this challenging problem.
One of the main issues of our method concerns the existence of multiple optima, which is in turn related to the presence of non-trivial self-isometries on the considered manifolds. Since most natural shapes are endowed with intrinsic symmetries, one may leverage this knowledge in order to avoid inconsistent matchings. For example, including a smoothness prior on the correspondence might alleviate such imperfections and thus provide better-behaved solutions. Secondly, since the main focus of this paper is on tackling partiality rather than general deformations, our current formulation does not explicitly address the cases of topological changes and inter-class similarity (e.g., matching a man to a gorilla). However, the method can be easily extended to employ more robust descriptors such as pairwise features [RABT13, vKZH13], or to simultaneously optimize over ad-hoc functional bases on top of the correspondence. Finally, extending our approach to tackle entire shape collections, as opposed to individual pairs of shapes, represents a further exciting direction of research.
Appendix A -Discretization
We describe more in depth the discretization steps and give the implementation details of our algorithm (we skip trivial derivations for the sake of compactness). Detailed gradients for each term are given in Appendix B.
Mesh parametrization. We denote by S a triangle mesh of n points, composed of triangles S j for j = 1, . . . , m. In the following derivations, we will consider the classical trianglebased parametrization described by the charts x j :
with α ∈ [0, 1] and β ∈ [0, 1 − α]. With x j,k ∈ R 3 we denote the 3D coordinates of vertex k ∈ {1, 2, 3} in triangle S j .
Each triangle S j is equipped with a discrete metric tensor with coefficients
where E j = x j,2 − x j,1 2 , F j = x j,2 − x j,1 , x j,3 − x j,1 , and G j = x j,3 −x j,1 2 . The volume element for the j-th triangle is then given by det g j = E j G j − F 2 j .
Integral of a scalar function. Scalar functions f : S → R are assumed to behave linearly within each triangle. Hence, f (x(α, β)) is a linear function of (α, β) and it is uniquely determined by its values at the vertices of the triangle. The integral of f over S j is then simply given by:
where f (0, 0) = f (x j,1 ), f (1, 0) = f (x j,2 ), and f (0, 1) = f (x j,3 ).
Gradient of a scalar function. For the intrinsic gradient of f we get the classical expression in local coordinates:
where we write fα to denote the partial derivative ∂ f ∂α = f j,2 − f j,1 and similarly for f β . The norm of the intrinsic gradient over triangle S j is then given by:
Note that, since we take f to be linear, the gradient ∇ f is constant within each triangle. We can then integrate ∇ f over S j as follows:
In the following, we write N and M to denote the partial and full shape respectively. Further, let {λ N i } i=1,...,k be the first k eigenvalues of the Laplacian on N , and similarly for
..,k . The functional map C has size k × k.
Mumford-Shah functional (µ 2 -term). Following Equations (22) and (27), we immediately obtain:
where ξ(0, 0) = ξ(v(x j,1 )), ξ(1, 0) = ξ(v(x j,2 )), and ξ(0, 1) = ξ(v(x j,3 )).
Weight matrix (µ 3 -term). Recall from Section 5 and Figure 6 that an estimate for the rank of C can be easily computed as
We use this information in order to construct the weight matrix W, whose diagonal slope directly depends on r.
To this end, we model W as a regular k × k grid in R 2 . The slanted diagonal of W is a line segment d(t) = p +t n n with t ∈ R, where p = (1, 1) is the matrix origin, and n = (1, r/k) is the line direction with slope r/k. The highfrequency spread in C is further accounted for by funnelshaping W along the slanted diagonal. We arrive at the following expression for W:
where the second factor is the distance from the slanted diagonal d, and σ ∈ R+ regulates the spread around d. In our experiments we set σ = 0.03.
Orthogonality (µ 4 , µ 5 -terms). For practical reasons, we incorporate the off-diagonal and diagonal terms within one term with the single coefficient µ 4,5 . In addition, we rewrite the off-diagonal penalty using the following equivalent expression:
Vector d ∈ R k is constructed by setting the first r elements (according to (28)) equal to 1, and the remaining k − r elements equal to 0.
Since B(η(v)) i j = ∑ n k Ψ Ψ Ψ T ik η(v k )F k j , we have:
Finally:
∂ ∂vp η(vp) = 1 − tanh 2 (2vp − 1).
Area term (µ 1 -term w.r.t. v). The derivative of the discretized area term is:
where (S M ) i and (S N ) i are the local area elements associated with the i-th vertex of meshes M and N respectively. For the derivative of η(vp) see equation (33).
Mumford-Shah functional (µ 2 -term w.r.t. v). Computing the gradient ∇v S ξ(v) ∇v dx involves computing partial derivatives of ξ(v) with respect to v. These are simply given by:
In the following derivations we set D j ≡ v 2 α G j − 2vαv β F j + v 2 β E j , and D j = 0 whenever ∇v = 0. The gradient of the Mumford-Shah functional is then composed of the partial derivatives:
where we write K j ≡ 1 D j ((v k − v j,2 )(G j − F j ) + (v k − v j,3 )(E j − F j )), and j ∈ N(k) are the indices of the triangles containing the k-th vertex. Note that we slightly abuse notation by writing v k , v j,2 , and v j,3 to denote the three vertices of the j-th triangle, even though in general the ordering might be different depending on the triangle. Data term (w.r.t. C). The derivative of the data term with respect to C is similar to (31). The only difference is in the partial derivative:
Weight matrix (µ 3 -term w.r.t. C). This is simply given by:
Orthogonality (µ 4,5 -term w.r.t. C). The gradient of the last term can be finally obtained as:
