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Role of domain wall fluctuations in non-Fermi liquid behavior of metamagnets
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In this paper we study resistivity temperature dependence of a three dimensional metamagnet
near the metamagnet phase transition point. The phase transition is characterized by a phase
separation of regions with high and low magnetization. We show that in the case of weak pinning,
the spin relaxation time of the domain wall, which separates the two phases, is much larger than
that of the volume spin fluctuations. This opens a temperature range where resistivity temperature
dependence is determined by scattering of conducting electrons by the domain wall fluctuations.
We show that it leads to quasi-linear low temperature dependence of resistivity.
PACS numbers: 75.40.Gb, 72.15.Qm, 75.30.Kz
I. INTRODUCTION
Understanding the deviation from the Fermi liquid
behavior at phase transition critical points is a cur-
rent research question. The most important are devia-
tions from quadratic temperature dependence of resistiv-
ity near quantum critical points. Theory proposes that
the origin of non-Fermi liquid behavior is scattering of
conducting electrons by bosonic critical soft modes.1–3
In case of ferromagnetic transition these modes are col-
lective spin fluctuations whose relaxation time diverges
near the transition point. In nearly magnetic metals,
at temperatures larger than the inverse spin relaxation
time, contribution to the resistivity due to electron scat-
tering by spin fluctuations strongly deviates from Fermi
liquid quadratic dependence. It becomes linear or even
saturates.4–6 In strongly Stoner enhanced paramagnetic
metals the deviation might start at very low temperature.
It was experimentally found that in the region near
putative quantum critical point, the magnetic state of
many systems experiences broadened first order phase
transition with separation of different phases.7–17. In
these experiments, the temperature dependence of re-
sistivity is characterized by non-Fermi liquid exponents,
which depend on proximity of the system to the pu-
tative quantum critical point. Since at the first order
phase transition the spin fluctuations are not critical,
the theory of scattering of conducting electrons by spin
fluctuations1–3, discussed above, can not be directly ap-
plied to describe the non-Fermi liquid contributions to
the resistivity. Alternative theories were developed to
overcome some difficulties18,19, but complete understand-
ing is lacking.20
The phase separation, which is a natural phenomena
occurring at the first order phase transition, suggests an
importance of considering the contributions to the resis-
tivity due to structural differences of separated phases
and phase boundaries (domain walls).21,22 We would like
to point out that the nonuniform magnetic state can
be considered as a distinctive phase itself.8,21–26 For ex-
ample, at the metamagnetic transition of thin magnetic
films, the magneto-dipole interaction can give rise to for-
mation of magnetic domains of various types.21,22,25 Also,
a magnetic analog of a Fulde-Ferrel-Larkin-Ovchinnikov
phase can develop at the first order phase transition.26 In
another example, the domains can be formed in spatially
random magnetic field. This model was proposed to ex-
plain unusual magnetotransport effects of ferromagnetic
alloys.27
In this paper we propose a possible scenario of ap-
pearance of bosonic critical soft modes at the magnetic
first order phase transition driven by a magnetic field.
The system of our study is a three-dimensional metam-
agnet that splits into regions with high and low magne-
tization (magnetic domains) with corresponding domain
walls. We show that the spin fluctuations, which are
short lived inside the magnetic domains, might become
critical at the domain walls. Therefore, in the spirit of
theory1–3, the scattering of conducting electron by these
domain wall fluctuations results in non-Fermi liquid be-
havior of resistivity.
The rest of the paper is organized as following. In sec-
tion II we give a description of the three-dimensional sys-
tem of coupled conducting electrons and itinerant elec-
trons responsible for metamagnetic state. We propose
a model where system splits in to domain walls due to
spacial variation of magnetic field. In section III the so-
lution for the domain wall is obtained. The dynamical
magnetic susceptibility of the domain wall fluctuations is
then derived. In section IV the temperature dependence
of the resistivity caused by the scattering of conducting
electrons by the domain wall fluctuations is considered.
We find transition from quadratic to linear temperature
dependence with increasing temperature. We give a con-
dition when this contribution is larger than that from
the volume spin fluctuations.1,4,5 In section V we discuss
the so-called interaction correction28 to the conductiv-
ity at small temperatures. It is known that scattering
of conducting electrons by impurities and spin fluctua-
tions results in important contributions to the temper-
ature dependence of conductivity.29–32 We find that for
the domain wall fluctuations, the interaction correction
to the conductivity has a temperature dependence pre-
dicted for the two-dimensional electron system close to
ferromagnetic quantum critical point.31
2II. DESCRIPTION OF THE MODEL
We consider a three dimensional metallic metamagnet
where s− electrons are considered to be conducting, and
d− electrons are responsible for the magnetic state. Cou-
pling of conducting electrons with bosonic modes is ob-
tained by integrating out d−electrons.33 Action describ-
ing conducting electrons in random impurity potential
V (r) is
Ss = T
∑
Ωn
∫
dr ψ
†
α(r,Ωn)
[
iΩn +
∇2
2me
+ µ− V (r)
]
ψα(r,Ωn),
(1)
where ψα describes electrons with mass me, spin α, Mat-
subara frequency Ωn = πT (2n + 1) (T is temperature),
with Fermi level µ, and we have set h¯ = 1. We as-
sume impurity potential to satisfy < V (r) >= 0, and
< V (r)V (r′) >= 1/(2πντ)δ(r − r′), where ν - density of
electrons per one spin, τ - is the electron mean free time.
The magnetic part of free energy has two energetically
unequal minima. Under application of magnetic field the
system undergoes metamagnetic phase transition when
these two minima have the same energy. The value of
the magnetic field at which it occurs is called the meta-
magnetic magnetic field, let us denote it by hm. Near the
metamagnetic phase transition we approximate the free
energy by two parabolas with minima at m(r, τ) = ±m0,
corresponding to high and low magnetization states. The
domain walls originate from the spatial deviation of the
magnetic field from its metamagnetic value. We denote
such deviation as h (r). Assuming a strong magnetic
field, we consider only longitudinal component of mag-
netization density m(r) (in units of gµB ≡ 1) in the ac-
tion. Under such assumptions the action describing the
magnetization density m(r, τ) has the form
Smag[m] =
∫ 1/T
0 dτ
∫
dr
(
K
2χ0
(∇m (r, τ))2
+ α2χ0 (|m (r, τ)| −m0)2 − h (r)m (r, τ)
)
+ SD, (2)
here coefficient K−1/2 is of the order of electrons Fermi
wave length, α−1 is Stoner enhancement factor, and χ0
is noninteracting electron spin susceptibility, which we
put to be the same for both high and low magnetiza-
tion phases. This assumption greatly simplifies further
calculations, and does not affect main conclusions about
resistivity temperature dependence. In our model, the
spatial distribution of the magnetic field h(r) has a Gaus-
sian form (see appendix for definition and an averaging
procedure of appropriate quantities).
The last term in the action (2) is the Landau damping,
which is described by
SD[m] =
∫
dr′dr T
∑
ωn
m (r, ωn) Γ(r−r′, |ωn|)m (r′, ωn) ,
(3)
here ωn is the bosonic Matsubara frequency. At this
point it is necessary to distinguish two cases of the damp-
ing depending on the regimes of electron scattering by
random impurity potential V (r) given in the expression
(1). For ballistic electrons, the Fourier image of Γ(r, |ωn|)
is given by Γ(Q, |ωn|) = γ|ωn|vFQ , which is valid for large
momenta vFQ > |ωn| where vF is Fermi velocity, and
γ is a damping constant.1,34 In case of diffusive elec-
trons, the damping is Γ(Q, |ωn|) = γ|ωn|DQ2 which is valid
for DQ2 > |ωn| where D is the diffusion constant.35
Finally, part of action that describes the coupling of
conducting electrons with magnetization is
Sint = G
∫ 1/T
0
dτ
∫
dr s (r, τ)m (r, τ) , (4)
here s (r, τ) is operator of spin density of conducting elec-
trons along the longitudinal component of magnetization,
G is a phenomenological coupling constant.
III. DOMAIN WALL FLUCTUATIONS
In this section we present a solution of the mean field
equation for the domain wall and discuss fluctuations
around it. Let x be a coordinate normal to the domain
wall and h (x0(ρ)) = 0, so that at x < x0 it is state with
high magnetization, and at x > x0 it is a low magne-
tization state. Here ρ is a two-dimensional coordinate
along the domain wall. Varying the action (2), we obtain
equation for the magnetization
−K d
2
dx2
m(x) + α (m(x) −m0sign(m(x))) = χ0h(x,ρ).
(5)
When h(r) is slowly varying function on a scale of√
K/α the domain wall can be approximated as flat.
With this assumption the solution of (5) describing the
domain wall is
m = −m0(1−e−
√
α/K|x−x0(ρ)|)sign(x−x0(ρ))+χ0h(x,ρ)
α
.
(6)
Let us consider fluctuations near this solution. Taking
second derivative of free energy we obtain equation for
eigenfunctions, which describe fluctuations
(−K∇2 + α)δm(r)
− 2αm0| d
dx
(m(x))|x=x0
δ(x− x0(ρ))δm(r) = ǫδm(r). (7)
Deriving this equation we have used the equality
δ(m(x)) = δ(x−x0(ρ))/
∣∣ d
dx(m(x))
∣∣
x=x0
. The delta-type
potential in the equation (7) is related to non analytical
dependence of free energy on magnetization. Equation
(7) has only one bounded solution, thus strongly simpli-
fying consideration of fluctuations. With an assumption
of slowly varying x0(ρ) and
d
dxm(x0(ρ)), one can search
for the solution of equation (7) in the form of a plane
wave in ρ
δm(r) = Ψ0(x− x0(ρ))eiQρ, (8)
3where
Ψ0(x) =
√
βe−β|x−x0|, (9)
and with ǫ = KQ2+ǫ0, whereQ is now a two-dimensional
wave vector along the domain wall, we write
ǫ0 = α
[
1−
(
1 +
χ0
m0
√
Kα
∣∣∣∣ ddxh(x)
∣∣∣∣
)−2]
, (10)
where β =
√
(α− ǫ0) /K. At slowly varying h(r), the
eigenvalue is small ǫ0 << α and equal
ǫ0 =
2χ0
m0β
∣∣∣∣ ddxh(x)
∣∣∣∣ . (11)
Dynamics of spin fluctuations is governed by the Lan-
dau damping (3) which for excitation described by Ψ0(x)
translates to
Γ(Q, |ωn|) =
γ|ωn|
vF
∫ ∞
−∞
dxdx
′
∫ ∞
−∞
dq
eiq(x−x
′)Ψ0(x)Ψ0(x
′)√
Q2 + q2
,
(12)
where as an example we used ballistic case. At small
momenta β > Q we have for the ballistic case
Γ(Q, |ωn|) = 4γ|ωn|
πβvF
ln(β/Q). (13)
Same procedure for the diffusive case gives
Γ(Q, |ωn|) = 2γ|ωn|
DQβ
. (14)
The dynamical susceptibility of one domain wall fluctu-
ations is represented in the form
χ (r, r′, ω) =
∫
d2Q
(2π)
2 e
−iQ(ρ−ρ′)Ψ0 (x)Ψ0 (x′)χ(Q, ω),
(15)
where
χ(Q, ω) =
χ0
ǫ0 +KQ2 + Γ(Q, iω)
. (16)
We now assume that there is a finite number of domain
walls in the system. The positions of the domain walls are
given by zeros of spatially varying magnetic field h (r),
which we assume to be obeying the Gaussian distribu-
tion. The procedure of averaging over the magnetic field
is given in the appendix to the paper. In the following,
we outline it’s steps. First, we consider a locally flat do-
main boundary. This can be justified if the scale along
the wall L‖ ∼
√
K
ǫ0
∼ 1pF√ǫ0 is much smaller than the do-
main wall curvature. Second, we consider domain walls
to be independent from each other, meaning that over-
lap of eigenfunctions (9) of neighboring domain walls is
exponentially small. This allows to separately average
over the domain wall direction and position, and to in-
troduce concentration of the walls nW in the definition
of the domain wall susceptibility (16) as χ→ nWβ χ. The
averaging of considered quantities over random values of
ǫ0 does not need a cutoff at small ǫ0 and might be ap-
proximated by substituting the average value of ǫ0 in to
the susceptibility.
According to (16), the relaxation time of domain wall
fluctuations is proportional to ǫ−10 and is much larger
than the relaxation time of the volume fluctuations,
which is proportional to α−1. At small values of ǫ0 (see
expression (11)), contribution of the domain wall fluc-
tuations to the total susceptibility of the system can be
approximated as
δχ ∼ nW
∫
dxdx′Ψ0 (x) Ψ0 (x′)χ(0, 0) ∼ χ0nW
βǫ0
. (17)
And depending on the parameters, can be of the same or-
der as volume susceptibility χ0α when the ratio of domain
wall concentration to the domain wall thickness nWβ is of
order of ǫ0α .
IV. RESISTIVITY TEMPERATURE
DEPENDENCE
Let us consider contribution to the resistivity due to
domain wall scattering of conducting electrons. We will
consider three temperature dependent contributions to
the resistivity. They are due to scattering of conducting
electrons by fluctuations of domain wall, due to domain
walls shape change with the temperature variation, and
the third one is due to variation of concentration of do-
main walls nW . First two contributions are considered
in this section and have a common nature. Third contri-
bution depends on position of the system on the phase
diagram. We discuss its contribution in the conclusions
of the paper. Contribution to the resistivity due to a
mechanism of electron scattering by spin fluctuation is
obtained in second order perturbation theory in inter-
action (4) and is expressed through imaginary part of
averaged susceptibility as1,5
ρ(T ) = R0
1
T
2pF∫
0
dqq3
p4F
∞∫
−∞
dωω
sinh2 (ω/2T )
Imχ (q, ω) ,
(18)
here R0 =
meG
2ν
32e2n , where ν is density of states of con-
ducting electrons per spin, pF , n are Fermi momentum,
density of conduction electrons respectively.
In addition, the fluctuations give temperature depen-
dent contribution to the average magnetization of the
domain wall. Fluctuation part of magnetization is deter-
mined by a derivative δm(r) = − δ∆Ωδh(r) of fluctuation part
of the free energy ∆Ω = 12T
∑
ωn,Q
ln (ǫ+ Γ(Q,ωn)).
This leads to a change of the domain wall profile and
gives additional temperature dependence of resistivity,
which is proportional to G2m(Q)δm(Q, T ). The sum of
4both contributions to the resistivity is then given by
R = 4πβ
2R0
p4
F
∞∫
0
dω
(
ω
T sinh2(ω/2T )
− 2 coth( ω2T ) + 2
)
× ∫ d2Q(2π)2 Imχ(Q, ω). (19)
Term, proportional to (− coth( ω2T ) + 1), is due to
δm(Q, T ). The domain wall susceptibility here is given
by the expression (16) with a substitution χ → nWβ χ
already made.
Our calculations show that despite of the different ex-
pression for damping in ballistic (13) and diffusive (14)
regimes, the temperature dependence of resistivity has
the same analytical form for both of them. It is quadratic
at low temperatures and linear at larger. The transition
temperature is proportional to the inverse relaxation time
of the domain walls fluctuations. For the ballistic scat-
tering regime at temperatures T < T0 the resistivity has
a quadratic temperature dependence
R =
2πβR0nWχ0
p4F
γT 2
KT0
, (20)
and at higher temperatures T > T0, the dependence be-
comes linear
R =
2πβR0nWχ0
p4F
T
K
, (21)
here T0 = γβvF ǫ0/(5 ln(β
2K/ǫ0)). In the case of dif-
fusive scattering we get that the resistivity tempera-
ture dependence has the same form with T0 modified to
T0 = γDβǫ0
√
K/ǫ0. The transition from quadratic T
2
to linear T dependence corresponds to transition from
quantum to thermal fluctuations of domain wall.36
We would like to notice that the same temperature
dependence holds for scattering by volume spin fluc-
tuations, except for the difference of effective T0 in
ballistic and diffusive cases.34,35 Let us compare ob-
tained contribution to the resistivity (20) with one due
to volume spin fluctuations ̺vol(T ). In the consid-
ered temperature range, the contribution of volume spin-
fluctuations is quadratic and is given by ̺vol(T ) ∼
R0χ0T
2/(pF vF
√
α).1,5 Therefore, ratio of contributions
of domain walls fluctuations to volume spin fluctuations,
R(T )/̺vol(T ) ∼ nWpF ǫ0 , can be of order of one.
V. INTERACTION CORRECTION
At low temperatures, an important resistivity temper-
ature dependence is related to weak localization and elec-
tron interaction corrections.28 Here we are going to dis-
cuss contribution to the conductivity originating from
the interplay between electron inelastic scattering by do-
main wall fluctuations and elastic scattering by impuri-
ties. The triplet channel contribution to the conductivity
after disorder averaging is given by31,37
δσ = 2πe2v2F τνG
2
∫
dω
4π2
[
∂
∂ω
(
ω coth ω2T
)]
× Im ∫ d3q(2π)3B(q, ω)χ(q, ω), (22)
here we also averaged over the positions of the domain
walls after which the equation above became isotropic.
In the following, we will only be interested in the tem-
perature dependent terms of the contribution (22).
In the ballistic regime Tτ > 1 one can use the fol-
lowing approximation B(q, ω) ≈ 2/(vF q)2, which is valid
for vF q > |ω|. Expression for the susceptibility of the
domain wall (16) at small momenta q < β is χ(q, ω) =
4nWχ0/β
(
ǫ0 +KQ
2 + i(4γω/(πvFβ)) ln
(
α/KQ2
))−1
.
We find that at temperatures T > πvFβǫ0/(2γ) ≃ T0
and T < vF
√
ǫ0/K, the contribution to the conductivity
is logarithmic in temperature
δσ = −
(
χ0
2π2γ
e2νG2nW
)√
ǫ0/KvF τ ln
(√
ǫ0/KvF
T
)
.
(23)
At higher temperatures T > vF
√
ǫ0/K and T <
2vF γ
πKβ ,
the contribution to the conductivity becomes linear
δσ =
(
5χ0
12π2γ
e2νG2nW
)
τT. (24)
As the temperatures increases further, the contribution
decays as 1/T .
Next, let us discuss the diffusive regime at Tτ <
1. In this case B(q, ω) = 43
Dq2
(Dq2+iω)3 and
χ(q, ω) = 4nWχ0/β
(
ǫ0 +KQ
2 + i2γω/(DβQ)
)−1
are
approximated at small momenta q < β. Most singu-
lar contribution arises from
√
|ω|/D < q < min(β, 1/ℓ),
and q >
√
ǫ0/K. Where ℓ is the electron‘s mean
free path. Calculations show that at temperatures
p = min(Ω1,Ω2, 1/τ) > T , where Ω1 =
γ2D
2K2β2 , Ω2 =√
2β4DK/γ the contribution to the conductivity is given
by
δσ = −
(
27/2χ0
9π3γ
e2νG2nW
)
ln
( p
T
)
ln
(
pT
Ω21
)
. (25)
Expressions (23), (24), and (25) have a two-dimensional
like28,31 temperature behavior while obtained for a three-
dimensional interacting electron system. To mention, all
of the expressions have a non-Fermi liquid contribution
to the conductivity. One can relate the obtained results
for the resistivity as δρ = (1 − δσ/σD)/σD, where σD
is the Drude conductivity. We would like to point out
that we have not considered all of the possible regimes of
parameters focusing on the most interesting ones.
VI. CONCLUSIONS
To conclude, we have proposed possible scenario of a
non-Fermi liquid temperature behavior of resistivity of a
5metallic metamagnet undergoing first order phase transi-
tion. The present paper is motivated by experiments (see
introduction of the paper), where it was observed that a
system close to a putative quantum critical point shows
a non-Fermi liquid temperature dependence of resistiv-
ity in a wide range of parameters, such as temperature,
pressure or magnetic field. In this case the theory1–3
of electron scattering on critical spin-fluctuations fails to
explain the experimental observations. In the present
paper we point out on the importance of the phase sep-
aration in the properties of a system close to putative
quantum critical point. In studied model, the metamag-
net undergoes a phase separation to magnetic domains
with corresponding domain walls. It is shown that in
the case of weak pinning, when α >> ǫ0 (see expression
(11)), the relaxation time of domain wall fluctuations is
much larger than the relaxation of volume spin density.
It is important that in this regime the domain wall fluc-
tuations are more critical than the volume fluctuations.
Therefore, the scattering of conducting electrons on the
these domain wall fluctuations results in non-Fermi liquid
dependence of resistivity, which is linear in temperature
(see expression (21)). In this temperature range, the con-
tribution of electron scattering on volume fluctuations is
quadratic in temperature (of a Fermi liquid type).1,5 And
as we have shown, the non-Fermi liquid contribution (21)
can be a dominant one when the density of domain walls
increases. We also considered the interaction correction
to the conductivity due to an interplay of impurity and
spin fluctuations scattering. Overall, expressions (21),
(23), (24), and (25) are main results of the presented
paper.
Let us discuss how contribution related to the dynam-
ics of domain walls might be the dominating one. In the
temperature range considered in this paper, the contri-
bution of volume fluctuations to the resistivity is always
∼ T 2. It is reasonable to assume that additional resistiv-
ity due to elastic scattering of conduction electrons by do-
main walls is proportional to nw. Depending on position
of average magnetic field relatively to a metamagnetic
value, hm(T ) (see section II for definition), the concen-
tration nw can increase or decrease with the tempera-
ture. For example, when hm(T ) is an increasing function
of temperature, the nW decreases with temperature if
average magnetic field is smaller than hm(T = 0). In
considered temperature range, when dependence hm(T )
on temperature is determined by volume fluctuations, the
concentration nw quadratically changes with the temper-
ature. In case when nw decreases with temperature there
can be a cancelation of quadratic temperature depen-
dence of volume contribution to the resistivity by the
contribution of domain walls nW (T ). In case of the can-
celation, obtained results (21), (23), and (24) will be
dominant. And the total resistivity will have quasi-linear
non-Fermi liquid temperature dependence.
One of the assumptions we made in this paper is the
flatness of the domain walls. Another important point
is related to the type of the magnetic domain structure.
We considered magnetic domain walls, which are inde-
pendent of each other with random positions described
by a Gaussian distribution. Possible arrangement of do-
main walls in to periodic structure, such as striped or
hexagonal, will certainly change the dynamical suscep-
tibility of the spin-fluctuations, and therefore contribute
differently to temperature behavior of the resistivity. We
address the elaboration of these assumptions to future
research.
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Appendix A: Averaging over random surfaces
Here we discuss the procedure of averaging over the
random positions of domain walls and random values of
ǫ0. We assume that magnetic field is described by a Gaus-
sian distribution, such that
〈∆h(r)∆h(r′)〉 = A exp(−ζ(r − r′)2) (A1)
and 〈∆h(r)〉 = 0, where ∆h(r) = h(r) − hm. When
parameter ζ is small, the magnetic field becomes a slowly
varying random function h(r). Typical phase boundary
in such a random field is smooth. Positions of the domain
walls are defined by the following equation
h(r) = hm +∆h(r) = 0. (A2)
Note, that under this definition we neglect cases when
in small closed regions there is no solution of mean field
equation (5) for favorite phase, or energy associated with
it is too high.
Fourier transform of any quantity V (r) which is
nonzero near the domain wall surface and slowly vary-
ing along it, is calculated as
V (q) =
∫
dr exp(iqr)V (r) =
∫
dS exp(iqrS)V (qn(rS), rS) =
∫
dr V (qn(r), r) exp(iqr)| d
dr
h(r)|δ(h(r)), (A3)
here rS is a point on the surface, and n(rS) is a vector normal to the surface at the point rS defined as n(r) =
dh(r)
dr /| ddrh(r)|. In (A3) V (qn(r), r) is a one dimensional Fourier transform in the direction normal to the surface.
6We can now average the dynamical susceptibility of the number of domain wall. For one domain wall the suscep-
tibility is given by the expression (15). The scale along the surface of the domain wall that we are interested in is
L‖ ∼
√
K
ǫ0
∼ 1pF√ǫ0 , here δh ∼
√
A ∼ αm0χ0 and the ǫ0 is estimated as
ǫ0 ∼ χ0
m0
√
α/K
|dh
dx
| ∼
√
αK
√
ζ. (A4)
Therefore L‖ ∼ 1pF
√
β/α
√
ζ is smaller than the radius of a surface curvature L‖
√
ζ ∼
√√
ζ/β << 1, and under
averaging procedure we can use expression (15). Then the average susceptibility is
χ(q, ω) =
∫
d3R
∫
dbΠ(R,b) exp(iqR)b2Ψ0(qn)Ψ0(−qn)
∫
d2Q
(2π)2
exp(iQR)χ(Q, ω), (A5)
where Ψ0(q) = 2β
3/2/(q2 + β2) is a Fourier transform of Ψ0(x) defined by (9), and
Π(r1 − r2,b) = 〈δ(h(r1))δ(h(r2))δ(b− 1
2
(
d
dr1
h(r1) +
d
dr2
h(r2)))〉. (A6)
At R <<
√
ζ the b is a normal to the surface and there-
fore is also normal to R . Therefore in (A5) we can
separately average over the direction and the value of b,
considering Π(R,b) only in the limit of R
√
ζ << 1. In
case of the Gaussian distribution, the Π(R,b) is calcu-
lated analytically as
Π(R,b) =
nW
16RAζ
P (b⊥)P (b‖), (A7)
where
P (b⊥) =
1
2πAζ
exp(− b
2
⊥
2Aζ
) (A8)
and
P (b‖) =
√
3
πAζ3R4
exp(− 3b
2
‖
Aζ3R4
), (A9)
here b⊥ and b‖ are perpendicular and parallel compo-
nents to R consequently. The quantity nW has a mean-
ing of the domain wall concentration and is defined as
nW ≡
〈∫ drδ(h(r))| ddrh(r)|〉
V
=
√
8ζ
π
exp(−h
2
m
A
) (A10)
where V is the volume of the system. The factor b2
under the integral of expression (A5) is estimated as b2 ∼
ǫ20. So averaging of quantities like susceptibility does not
diverge at small ǫ0 and can be approximated by inserting
average ǫ0. Finally, the averaged susceptibility over the
domain wall positions is given by the next expression:
χ(q, ω) =
1
4π
∫
d2nΨ0(qn)Ψ0(−qn) nWχ0
ǫ0 +KQ2 + Γ(Q, iω)
,
(A11)
where ǫ0 is approximated by its average value. At small
momenta q < β Fourier transform Ψ0(qn) is approxi-
mated as Ψ0 = 2/
√
β.
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