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Аннотация. Представлен многоуровневый алгоритм цветовой кластеризации MACC (Multilevel Algorithm for 
Color Clustering), предназначенный для быстрой кластеризации изображений. В настоящее время для цветовой кла-
стеризации изображений активно используется несколько хорошо известных алгоритмов, в том числе k-средних (ко-
торый является одним из наиболее часто используемых при обработке данных) и его нечеткие версии, водораздела, 
наращивания областей и целая серия новых более сложных нейросетевых и других алгоритмов. Однако их невоз-
можно применять для кластеризации больших цветных изображений в режиме реального времени. Быстрая класте-
ризации бывает необходима, например, при обработке кадров видеопотока, создаваемого различными видеокамера-
ми или при работе с большими базами данных изображений. Разработанный алгоритм MACC позволяет выполнить 
на персональном компьютере кластеризацию больших изображений, например размера FullHD, по цвету со средним 
отклонением от исходных значений цвета около пяти единиц менее, чем за 20 мс, в то время как параллельная версия 
классического алгоритма k-средних выполняет кластеризацию этих же изображений со средней ошибкой более 12 еди-
ниц за время, превышающее 2 с. Предложенный алгоритм многоуровневой кластеризации изображений по цвету 
достаточно прост в реализации. Он был протестирован на большом количестве цветных изображений.
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Abstract. The fast multilevel algorithm to cluster color images (MACC – Multilevel Algorithm for Color Clustering) 
is presented. Currently, several well-known algorithms of image clustering, including the k-means algorithm (which is one 
of the most commonly used in data mining) and its fuzzy versions, watershed, region growing ones, as well as a number of 
new more complex neural network and other algorithms are actively used for image processing. However, they cannot be 
applied for clustering large color images in real time. Fast clustering is required, for example, to process frames of video 
streams shot by various video cameras or when working with large image databases. The developed algorithm MACC allows 
the clustering of large images, for example, FullHD size, on a personal computer with an average deviation from the original 
color values of about five units in less than 20 milliseconds, while a parallel version of the classical k-means algorithm 
performs the clustering of the same images with an average error of more than 12 units for a time exceeding 2 seconds. The 
proposed algorithm of multilevel color clustering of images is quite simple to implement. It has been extensively tested on 
a large number of color images.
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Введение. Методы и алгоритмы кластеризации изображений являются инструментом, хоро-
шо известным в компьютерном зрении, который применяется при решении многих задач, таких, 
например, как обнаружение, распознавание, отслеживание объектов, признаковое описание сцен 
и т. д. 
Среди наиболее часто применяемых в компьютерном зрении методов и алгоритмов класте-
ризации – алгоритм k-средних [1; 2] и его многочисленные нечеткие [3] и нейросетевые версии 
[4–6], метод водораздела [7] и т. д. Несколько версий алгоритма нечетких k-средних со штраф-
ной функцией, позволяющей учитывать гладкость изображения и границы однородных обла-
стей, предложены в [8]. С актуальными статьями, посвященными кластеризации изображений 
и данных, можно ознакомиться в [9].
Тем не менее, программные реализации известных алгоритмов слишком медленны для ре-
шения ряда задач реального времени, например, кластеризации кадров видеопотока с разреше-
нием HD и выше или работы с большими базами данных изображений.
Разработанный многоуровневый алгоритм MACC предназначен для быстрой кластеризации 
изображений по цвету. Программная реализация алгоритма позволяет выполнить на CPU персо-
нального компьютера (без использования графического ускорителя) кластеризацию больших 
цветных изображений размера FullHD по цвету со средним отклонением от исходных значений 
цвета около пяти единиц менее чем за 20 мс, в то время как параллельная версия классического 
алгоритма k-средних выполняет кластеризацию этих же изображений со средней ошибкой более 
12 единиц за время, превышающее 2 с.
Алгоритм достаточно просто реализовать программно, однако он имеет особенность (кото-
рая, впрочем, присуща и другим алгоритмам кластеризации, например, алгоритмам k-средних 
и водораздела) – цвета полученного кластерного представления могут быть близкими или даже 
вообще совпадать. Для устранения этой особенности достаточно выполнить несложную опера-
цию слияния кластеров, которая не требует большого объема вычислений и занимает мало вре-
мени. Описание операции приведено ниже. 
Тестирование алгоритма проводилось на видеопоследовательностях, снятых различными ви-
деокамерами, а также на общеизвестных наборах данных UAV123 и VOT2015. Алгоритм МАСС 
прошел проверку в составе разработанного автором алгоритма ACT отслеживания объектов, на-
блюдаемых видеокамерой [10].
Алгоритм MACC предназначен для быстрой кластеризации полутоновых и цветных изобра-
жений по цвету. Приведем его описание для трехканальных RGB-изображений, в которых цве-
товое пространство представлено 3{0, ..., 255}=  кубом. 
Обозначим через {( , )}, 0, ..., 1,S x y x w= = −  0, ..., 1,y h= −  множество пикселов p RGB-изо-
бражения { ( )}, ,I S= ∈I p p  размера w h×  с векторами цвета ( ) ( ( ), ( ), ( )).R G BI I I I=p p p p  Разобьем 
множества значений каждого цветового канала {0, …, 255} на L = 2k равных интервала длиной 
8256 / 2 kh L −= =  (параметр L может принимать одно из девяти значений 1, 2, …, 256). Разбиение 
цветовых каналов на равные интервалы образует разбиение цветового пространства   на кубы 
(1) (1),Pj  содержащие h3 векторов цвета, которые будем нумеровать мультииндексами 1(1) ( (1),j=j  
2 3(1), (1)),j j  (1) {0, , 1},ij L∈ −  такие что (1) (1)(1) (1) ,P P =∅j j'  если (1) (1)≠j j'   и (1) (1)P = j  
(несколько тяжеловесная нумерация используется для построения многоуровневой пирамиды кубов).
Определим традиционную многоуровневую пирамиду кубов следующим образом. Для каж-
дой тройки четных индексов (1), 1 3,ij i = ÷  объединим каждые восемь кубов (1) (1)Pj  с индексами 
либо равными, либо на единицу большими (1),ij  в кубы (2) (2),Pj  содержащие (2h)3 векторов цве-
та так, что для мультиндексов 1 2 3( , , )= µ µ µµ  с координатами ,iµ  принадлежащими двухэле-
ментным множествам { , 1},i i ij jµ ∈ +
 
(2) (2) (1),P P=j µ
µ
а мультииндексы связаны соотношением (2) 0,5 (1)j j=  и, следовательно, (2) 0, , 1 ,
2i
Lj  = − 
 
  
т. е. кубов второго уровня в восемь раз меньше, чем кубов первого уровня.
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Аналогично образуем кубы более высоких уровней таким образом, что
 
( 1) ( 1) ( ), {1, , }.mP m P m m k+ + = ∈ j µ
µ
Число кубов на m-м уровне пирамиды равно 23(k – m + 1) и верхний (k + 1)-й уровень пирамиды со-
держит всего один куб ( 1) ( 1) .kP k+ + =j
Приведем краткое описание шагов выполнения алгоритма MACC. 
Первый шаг алгоритма состоит в задании его параметров: 
– числа N, ограничивающего сверху количество кластеризованных цветов изображения, так 
как заранее невозможно установить точное значение числа кластеров. Например, если число цве-
тов K входного изображения равно единице или просто K < N, число цветов кластеризованного 
по цвету изображения может быть только меньше или равно K;
– числа интервалов значений цвета каждого канала L = 2k, которое должно быть степенью двой-
ки, задающего длину ребра наименьшего куба многоуровневого представления RGB-цве тового про-
странства, равную 256 / L. Параметры N и L должны удовлетворять условию 30,5 7 1,L N≥ +  вытека-
ющему из требования того, чтобы число кубов ( ) ( )mP mj  в пирамиде было не меньше числа кла-
стеров N. Данное условие не является обременительным для использования алгоритма, так как 
число арифметических операций, необходимых для вычислений, есть величина 3( ).O wh L+  
Например, в случае N = 500 число интервалов должно удовлетворять условию 8.L ≥  При реаль-
ном применении алгоритма число интервалов L выбирается равным 16, 32 или 64;
– числа 0,ε >  задающего условие слияния близких по цвету кластеров, в случае выполнения 
необязательного шага 7 алгоритма.
На втором шаге алгоритма нужно вычислить средние арифметические  векторов цве-
та изображения I, попадающих в каждый непустой куб (1) (1)Pj  первого уровня: 
 
где (1) (1)(1) { ( ) :  ( ) (1)}N I I P= ∈p pj j  число векторов цвета I(p) в кубе (1) (1).Pj  Для пустых кубов 
достаточно сохранить в памяти значение (1) (1) 0,N =j  которое используется на последующих ша-
гах алгоритма.
Третий шаг алгоритма заключается в рекуррентном вычислении числа векторов цвета в кубах
 ( 1) ( )( 1) ( ).m mN m N m
∗
+ + = ∑j j
В каждой сумме ∗∑  восемь слагаемых. Суммирование ведется по индексам j(m), удовлетво-
ряющим условию
 ( ) ( 1)( ) ( 1).m mP m P m+∈ +j j
На четвертом шаге вычисляются средние арифметические векторов цвета изображения I, 




( 1) ( 1) ( ) ( )( 1) ( ( 1)) ( ) ( ).m m m mC m N m N m C m∗−+ ++ = + ∑j j j j  
После завершения четвертого шага оказывается сформированным множество векторов сред-
них цветов
 (0,0,0) ( ) (0,0,0){ (1), , ( ), , ( 1)},mC C m C k= +Q  j
содержащее 7–1(8L3 – 1) элементов, среди которых могут быть нулевые векторы ( ) ( ),mC mj  соот-
ветствующие пустым кубам. 
Пятый шаг MACC состоит в удалении из множества Q нулевых векторов ( ) ( ),mC mj  соответ-
ствующих пустым кубам, путем проверки условия ( ) ( ) 0.mN m =j  После выполнения данного 
шага в множестве Q остаются векторы реально осредненных цветов.
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На шестом шаге алгоритма множество Q сортируется так, чтобы в отсортированном (sort)Q  
на первом месте оказался ( ) ( ),mC mj  соответствующий наибольшему значению ( ) ( ),mN mj  на вто-
ром – соответствующий второму по величине значению ( ) ( )N  j  и так далее в порядке убывания 
чисел ( ) ( ).iN ij
Полученное множество отсортированных осредненных цветов (sort)Q  может быть гораздо 
больше требуемого числа кластеров N. Уменьшить его размерность можно путем последователь-
ного «слияния» близких значений ( ) ( ),mC mj  начиная с тех, которым соответствуют наибольшие 
значения ( ) ( ).mN mj  
Для этого можно использовать седьмой шаг алгоритма (необязательный), который заключа-
ется в просмотре множества (sort),Q  начиная с проверки условия близости его первого элемента 
(0,0,0) (1)C  к другим последовательно выбранным элементам ( ) ( )mC mj  
 (0,0,0) ( )(1) ( )mC C m− ≤ εj  (1)
для наперед заданного 0.ε >  В случае первого выполнения условия (1) два элемента в множестве 
(sort)Q  заменяются одним по формуле
 
1
(0,0,0) (0,0,0) ( ) (0,0,0) (0,0,0) ( ) ( )(1) ( ( )) ( (1) (1) ( ) ( ))m m mC N N m N C N m C m−′ = + +j j j
и действия повторяются пока не будет достигнут последний элемент преобразованного множе-
ства (sort).Q
На восьмом шаге алгоритма из множества (sort)Q  (преобразованного на седьмом шаге) выби-
раются N элементов, соответствующих самым большим числам ( ) ( ).mN mj
Результаты экспериментов. Для исследования характеристик построенного алгоритма MACC 
было проведено его тестирование на изображениях разных размеров, начиная от 320 × 240 до 
1920 × 1080 (Full HD), снятых различными камерами. Помимо этого, проводилось тестирование 
на общеизвестном наборе тестовых видеопоследовательностей UAV123 и VOT2015. Алгоритм 
MACC также был успешно использован при программной реализации разработанного ранее ал-
горитма ACT [10] отслеживания объектов, наблюдаемых видеокамерой, вместо классического 
алгоритма k-средних.
В таблице приведены результаты тестирования MACC на 200 изображениях, большая часть 
которых была взята из тестового набора VOT2015, а остальные сняты камерой дрона DJI Phan- 
tom 3 Pro. Для сравнения в этой же таблице приведены результаты использования алгоритма 









Average number  
of iterations
Средняя ошибка, 
Nclust = 20 
Average error,  
Nclust = 20
Средняя ошибка,  
Nclust = 40 
Average error,  
Nclust = 40
Средняя ошибка,  
Nclust = 2000 
Average error,  
Nclust = 2000
k-средних, 
RAND 2492,34 200 13,81 – –
k-средних, 
FOUND 1067,80 90 11,28 – –
MACC 4,36 – 17,02 11,68 4,80
В качестве критериев были выбраны средняя погрешность приближения цветов исходно- 
го изображения I его кластерным представлением clust ,I  которая вычислялась по формуле 
1
clust( )wh −δ = −I I  относительно евклидовой нормы  (напомним, что w и h – длина и высота 
изображения). Для сравнения были взяты кластерные представления, полученные алгоритмом 
MACC и параллельной версией алгоритма k-средних, реализованной на CPU с параметрами, ре-
комендованными в библиотеке компьютерного зрения OpenCV.
 Доклады Национальной академии наук Беларуси. 2021. Т. 65, № 3. С. 269–274 273
Были выбраны следующие значения алгоритма MACC: размерность множества выбранных 
центров кластеров N = 2000, количество интервалов разбиения каждого цветового канала L = 16. 
Слияние кластеров не производилось, поэтому параметр ε не использовался.
Алгоритм k-средних был использован со значениями: 
количество повторений алгоритма 3;
максимальное число итераций 200;
число кластеров 20.
Из таблицы видно, что даже с выбранными значениями время применения алгоритма k-сред-
них достаточно велико. Увеличение значений приводит к вычислительным затратам, недопусти-
мым для решения многих задач компьютерного зрения.
Для более детального сравнения алгоритм k-средних использовался в режиме, условно на-
званном RAND, со случайно задаваемыми начальными значениями центров кластеров (один из 
стандартных способов его применения), и в режиме FOUND, когда в качестве 20 начальных зна-
чений кластеров выбирались 20 первых элементов множества (sort),Q  построенного алгоритмом 
MACC. 
Напомним, что в таблице приведены результаты, полученные при кластеризации 200 RGB-
изображений. Число кластеров Nclust для MACC означает, что после первоначального построе-
ния множества (sort)Q  размера N из него были выбраны Nclust первых (самых больших) кластеров. 
Время вычисления приведено в миллисекундах. 
На основании результатов тестов, приведенных в таблице, можно сделать следующие выво-
ды: 1) на тестовых изображениях предложенный алгоритм MACC оказался намного быстрее па-
раллельной версии классического алгоритма k-средних; 2) время работы MACC зависит от пред-
варительно выбранного ограничения на количество кластеров N и практически не зависит от 
окончательного выбора количества кластеров Nclust; 3) при использовании одинакового количе-
ства кластеров, предложенный алгоритм на 20 % уступает по точности алгоритму k-средних, но 
при этом он во много раз быстрее; 4) выбор из множества (sort),Q  построенного алгоритмом, 
большего числа кластеров Nclust позволяет получить более точное приближение исходного изо-
бражения, по сравнению с построенным алгоритмом k-средних, без увеличения времени выпол-
нения MACC; 5) использование значений центров кластеров, найденных алгоритмом MACC, 
в качестве начальных значений для алгоритма k-средних позволило в 100 % случаев повысить 
точность последнего.
Заключение. Проведенные эксперименты с изображениями, снятыми различными камерами, 
а также его использование в ранее разработанном алгоритме ACT [10] вместо алгоритма k-сред-
них продемонстрировали применимость алгоритма для цветовой кластеризации RGB-изобра-
жений. Положительными особенностями алгоритма являются простота его реализации и быст-
родействие, достаточное для его применения в приложениях реального времени. 
Для уменьшения количества центров кластеров, используемых для кластеризации изображе-
ний, имеет смысл применять процедуру слияния близких по цвету кластеров (которая не явля-
ется вычислительно затратной) при использовании MACC, как в прочем, и алгоритма k-средних.
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