The condition number of a differentiable convex function, namely the ratio of its smoothness to strong convexity constants, is closely tied to fundamental properties of the function. In particular, the condition number of a quadratic convex function is the square of the aspect ratio of a canonical ellipsoid associated to the function. Furthermore, the condition number of a function bounds the linear rate of convergence of the gradient descent algorithm for unconstrained convex minimization.
Introduction
Let f : R m → R ∪ {∞} be a convex differentiable function. The condition number of f is the ratio L f /µ f where L f and µ f are respectively the smoothness and strong convexity constants of the function f . See Definition 1 and equation (8) below. The condition number L f /µ f is closely tied to a number of fundamental properties of the function f . In the special case when f is a quadratic convex function the condition number has the following geometric interpretation. Suppose f (x) = 1 2 Ax − b 2 2 where A ∈ R n×n is non-singular. Then the condition number of f is Our work draws on and connects several seemingly unrelated threads of research on first-order methods [1, 2, 18, 20, 22, 28, 32] and on condition measures for convex optimization [9-12, 19, 25, 27, 30, 31] . Our construction of L f,X,D and µ f,X,D is inspired by and closely related to the work of Lu, Freund, and Nesterov [20] and of Bauschke, Bolte, and Teboulle [1, 32] . Lu et al. [20] extend the concepts of smoothness and strong convexity constants by considering them relative to a reference function h, see [20, Definition 1.1 and 1.2]. Our construction is identical to theirs in the special case when the distance function is the Bregman distance function D h associated to the reference function h and the function f is strictly convex. Bauschke, Bolte, and Teboulle [1] define a concept of Lipschitz-like condition that is equivalent to smoothness relative to a reference function. Our construction of L f,X,D and µ f,X,D is also related to the away curvature constant and geometric strong convexity constant proposed by LacosteJulien and Jaggi in [18, Appendix C] . Our constructions of D-functional growth, and relative quasi strong convexity are natural extensions of analogous concepts proposed by Necoara, Nesterov, and Glineur [22] to unveil relaxations of strong convexity that ensure the linear convergence of first-order methods. Our D-functional growth is in the same spirit as a quadratic growth approach used by Beck and Shtern [2] to established the linear convergence of a conditional gradient algorithm with away steps for nonstrongly convex functions.
In contrast to the approaches in [2, 18, 20, 22, 28] , our construction of the relative condition constants applies to any pair (X, D) of reference set and distance function. Our main results (Section 3 and Section 4) reveal some interesting insights when D is a squared norm. We establish a close connection between our relative conditioning approach and the conditioning of linear conic systems pioneered by Renegar [30, 31] and further developed by a number of authors [6, 9-12, 19, 25-27] . We especially draw on ideas developed in the recent paper [26] . We note that consistent with our construction of the relative constants L f,X,D , µ f,X,D , µ ⋆ f,X,D , µ ♯ f,X,D , all of our results concerning them scale appropriately, that is, they scale by λ whenever the objective function f is replaced byf = λf for some constant λ > 0. In particular, the relative condition number L f,X,D /µ f,X,D and all of our bounds on it are invariant under positive scaling of f .
The main sections of the paper are organized as follows. Section 2 presents our central construction, namely relative smoothness and relative strong convexity. This section also introduces relative quasi strong convexity and D-functional growth, both of which are variants of relative strong convexity. Section 3 and Section 4 present the main technical results of the paper when D is a squared norm. Section 3 develops several properties of the constants L f,X,D and µ f,X,D . More precisely, Proposition 2 gives an upper bound on L f,X,D when f is of the form g • A for some A ∈ R m×n , g : R m → R ∪ {∞}. The more involved Theorem 1 and Theorem 2 give lower bounds on µ f,X,D when f is of the form g • A and X is a convex cone or a polyhedron. These bounds readily imply that for f = g • A the relative condition number L f,X,D /µ f,X,D can be bounded in terms of the product of the classical condition number L g /µ g and a condition number of the pair (A, X). See equation (16) and equation (22) . Section 4 develops properties analogous to those in Section 3 but for the constants µ 2 Conditioning relative to a reference set and distance function pair
This section presents the central ideas of this paper. We introduce the concepts of relative smoothness and relative strong convexity of a function relative to a reference set and distance function pair. We also introduce some variants of relative strong convexity that are natural extensions of the approach developed by Necoara, Nesterov and Glineur [22] . Throughout the entire paper we will typically make the following blanket assumption about the triple (f, X, D). Assumption 1. The function f : R n → R ∪ {∞} is convex and differentiable. The set X ⊆ dom(f ) is convex. The function D : X × X → R + is a reference distance-like function, that is, D(y, x) ≥ 0 for all x, y ∈ X and D(x, x) = 0 for all x ∈ X.
Throughout our development we will consider mainly the following two classes of distance-like functions:
• The Bregman distance associated to a reference convex differentiable function h : X → R, that is,
• The squared of a (non-necessarily Euclidean) norm · in R n , that is,
Our main construction is based on bounding the behavior of the Bregman distance associated to f in terms of the reference distance function D. The following object provides a key building block for our construction. For y ∈ X let Z f,X (y) ⊆ X denote the set Z f,X (y) := {x ∈ X : f (x) = f (y) and ∇f (x) − ∇f (y), x − y = 0}.
Observe that if f is strictly convex then Z f,X (y) = {y} for all y ∈ X.
Relative smoothness and relative strong convexity
To motivate our main construction we first recall the classical notion of smoothness and strong convexity constants. We recall these classical concepts in a format that we subsequently use for our main construction. Recall that for a convex differentiable function f : R n → R ∪ {∞} and x, y ∈ dom(f ) the Bregman distance y − x 2 for some norm · in R n .
(a) The function f is smooth on X if there exists a constant L > 0 such that
(b) The function f is strongly convex on X if there exists a constant µ > 0 such that
Next, we present our main construction. In Definition 2 and throughout the paper we will use the following notational convention. For a nonempty S ⊆ X and x ∈ X let D f (S, x) and D(S, x) denote inf y∈S D f (y, x) and inf y∈S D(y, x) respectively. (a) We say that f is smooth relative to (X, D) if there exists a constant L > 0 such that
(b) We say that f is strongly convex relative to (X, D) if there exists a constant µ > 0 such that
When D = D h for some convex differentiable function h : X → R, the above relative smoothness concept is identical to the smoothness of f relative to h on X as defined in [20] . The latter in turn is equivalent to the Lipschitz-like condition defined in [1] . Furthermore, when D = D h and f is strictly convex, the above relative strong convexity concept is identical to the strong convexity of f relative to h on X as defined in [20] .
We will use the following notation throughout the rest of the paper. Suppose (f, X, D) satisfies Assumption 1. Let L f,X,D and µ f,X,D be the following relative smoothness and strong convexity constants
In addition, suppose (f, X, D) satisfies Assumption 1 and D(x, y) = 1 2
x − y 2 for some norm · in R n . Let L f and µ f be the following classical smoothness and strong convexity constants
The following example illustrates the values of the relative smoothness and convexity constants L f,X,D and µ f,X,D of a convex quadratic function relative to (X, D) for some canonical choices of X and D. It also lays the ground for the main properties that we develop in Section 3.
Example 1. Let A ∈ R m×n , b ∈ R m with A = 0 and R n and R n be endowed with the Euclidean norm. Let f (x) = 
n is a linear subspace such that the mapping A|X :
Observe that in this case L f,X,D ≤ L f and L f,X,D can be quite a bit smaller. Likewise, µ f,X,D ≥ µ f and µ f,X,D could be quite a bit larger.
The statements (a) and (b) in Example 1 can be verified directly but they also follow from the more general Proposition 2 and Corollary 1 in Section 3 below.
It can be shown that under additional assumptions on f, X, or D the D-functional growth condition is a relaxation of the relative strong convexity condition. For instance, it is easy to see that this is the case if D f is symmetric, that is, D f (y, x) = D f (x, y) for x, y ∈ X. In addition, D-functional growth is a relaxation of relative strong convexity when D is a squared norm and X as we discuss in Section 4 below. x − y 2 for some norm in R n . The main results of this section are Theorem 1 and Theorem 2. These results provide lower bounds on µ f,X,D in terms of µ g and the norms of some canonical set-valued maps that depend on A and X. In a similar vein, Proposition 2 gives an upper bound on L f,X,D in terms of L g and the norm of a canonical map associated to A and X.
We will rely on the objects Z A,X (·) and A|C, (A|C) −1 defined next. For A ∈ R m×n , X ⊆ R n nonempty and y ∈ X let Z A,X (y) := {x ∈ X : Ax = Ay}. Observe that the set-valued mapping Z A,X : X ⇒ X can be seen as an extension of the set-valued mapping Z f,X : X ⇒ X introduced in Section 2.1.
For A ∈ R m×n and a convex cone C ⊆ R n let A|C : R n ⇒ R m be the set-valued mapping defined via
And let (A|C)
Suppose R n and R m are endowed with norms. Define the norms of A|C and of (A|C)
as follows
Ax , (A|C)
Observe that if A ∈ R m×n and X ⊆ R n is a nonempty convex set such that A(X) contains more than one point then
In particular, the following property of the relative smoothness constant readily follows. y − x 2 . Let A ∈ R m×n and X ⊆ R n be a nonempty convex set such that A(X) contains more than one point.
(a) If R m is endowed with the Euclidean norm and f (x) =
Proof. (a) This follows from (12) and
(b) This follows from (12) and
Ay − Ax 2 . The latter inequality follows from the L g smoothness of g.
We next discuss far more interesting results that either characterize or lower bound the relative strong convexity constant µ f,X,D .
Lower bound on µ f,X,D when X is a convex cone and A(X)
is a linear subspace
In this subsection we will consider the special case when X ⊆ R n is a convex cone and A ∈ R m×n is such that A(X) is a linear subspace of R m . The latter condition is equivalent to the following Slater condition: there exists x ∈ relint(X) such that Ax = 0. When this is the case, the norms A|X and (A|X) −1 have the following geometric interpretation. Let B m and B n denote the unit balls in R m and R n respectively. It is easy to see that if X is a convex cone and A(X) is a linear subspace then
and
In other words, A|X is the radius of the smallest ball in A(X) centered at the origin containing A(X ∩B n ) and 1/ (A|X) −1 is the radius of the largest ball in A(X) centered at the origin and contained in A(X ∩ B n ). The above norms, especially (A|X) −1 and other related quantities, have been extensively studied in the literature on condition measures for convex optimization [6, 9, 11, 27, 30, 31] . They have been further extended to the broader variational analysis context [7, 19] . In particular, when A(X) = R m the family of conic systems Ax = b, x ∈ X is well-posed. That is, for all b ∈ R m the conic system Ax = b, x ∈ X is feasible and remains so for sufficiently small perturbations of (A, b). In this case it follows from [31] that the quantity 1/ (A|X) −1 is precisely the distance to ill-posedness introduced by Renegar [30, 31] , that is, the size of the smallest perturbation ∆A on A so that the conic system (A + ∆A)x = b, x ∈ X is infeasible for some b ∈ R m . A similar identity holds for the distance to non-surjectivity of closed sublinear set-valued mappings [19] . The latter in turn extends to a far more general identity for the radius of metric regularity [7] .
Observe that if A ∈ R m×n and X ⊆ R n is a linear subspace then A(X) is automatically a linear subspace. If in addition R n and R m are each endowed with Euclidean norms, then (13) and (14) yield
Corollary 1 and Theorem 1 below show that there is a tight connection between the relative strong convexity constant µ f,X,D and the norm (A|X) −1 when f is of the form g • A. Both of these results rely on the following proposition that characterizes a certain type of Hoffman constant [16] . Proposition 3 is closely related to developments in [26, 29] .
Proposition 3. Suppose R n and R m are endowed with norms. Let A ∈ R m×n and X ⊆ R n be a convex cone such that A(X) contains more than one point. If A(X) is a linear subspace then
Proof. Fix y ∈ X and x ∈ X \ Z A,X (y). Since A(X) is a linear subspace, it follows that Ay − Ax ∈ A(X) and thus Ay − Ax = Au for some u ∈ X with u ≤ (A|X)
Since this holds for arbitrary y ∈ X and x ∈ X \ Z A,X (y) we conclude that
To prove the reverse inequality, let v ∈ A(X) be such that v = 1 and y ≥ (A|X) −1 for all y ∈ X with Ay = v. Pickŷ ∈ X with Aŷ = v. Then z ≥ (A|X) −1 for all z ∈ Z A,X (ŷ). Thus forx := 0 ∈ X \ Z A,X (ŷ) and
Proposition 3 readily yields the following result that generalizes Example 1.
Corollary 1.
Suppose R m is endowed with the Euclidean norm · 2 , R n is endowed with a norm · , and D(x, y) =
and b ∈ R m , X ⊆ R n is a convex cone, and A(X) is a linear subspace that contains more than one point then
Proof. This follows from Proposition 3 and the observation that for this choice of f and X we have Z f,X (y) = Z A,X (y) and
The following result extends Corollary 1 to a broader class of functions. for the norm · in R n . Let A ∈ R m×n , g : R m → R ∪ {∞} be a convex differentiable function, and X ⊆ R n be a convex cone such that A(X) is a linear subspace that contains more than one point. If g is µ g strongly convex on A(X) for the norm · in
2 /2 for all y, x ∈ X and Z f,X (y) = {x ∈ X : Ax = Ay} = Z A,X (y) for all y ∈ X. Therefore Proposition 3 implies that
If f, X, D are as in Corollary 1 then by Proposition 2 the relative condition number
which has a striking resemblance to the classical condition number (1) of f (x) = 
3.2 Lower bound on µ f,X,D when X is a polyhedron
The results in Section 3.1 require X to be a convex cone and A(X) to be a linear subspace. We next provide some results of similar flavor that relax these assumptions in exchange for the assumption that X is a polyhedron. The main ideas and results that we next develop are inspired by the recent work of Peña, Vera, and Zuluaga [26] . For a nonempty polyhedron X ⊆ R n let T (X) := {T X (y) : y ∈ X}, where T X (y) is tangent cone of X at y, that is, T X (y) := {d ∈ R n : y + td ∈ X for some t > 0}.
Observe that T (X) is finite since X is polyhedral. Proposition 3, Corollary 1, and Theorem 1 extend as follows.
Proposition 4. Suppose R n and R m are endowed with norms. Let A ∈ R m×n and X ⊆ R n be a polyhedron such that A(X) contains more than one point. Then
Proof. This proof follows a technique used in [26] . Let H := max C∈T (X) (A|C) −1 . Observe that the inequality "≤" in (17) can be equivalently written as
To show this inequality, proceed by contradiction. Suppose there exist y ∈ X and x ∈ X \ Z A,X (y) such that Z A,X (y) − x > H Ay − Ax . That is,
Let v := (Ay − Ax)/ Ay − Ax and consider the convex optimization problem
Observe that v ∈ A(T X (x)) since y − x ∈ T X (x). Thus there exists u ∈ T X (x) such that Au = v and u ≤ (A|T X (x)) −1 ≤ H.
Therefore there exists (u, t) feasible for (20) with t > 0. On the other hand, (19) implies that there does not exist any (u, t) feasible for (20) with t = Ay − Ax . It thus follows that (20) has an optimal solution (û,t) with 0 <t < Ay − Ax . Now consider the modification of (20) obtained by replacing x with x +û ∈ X:
Proceeding as above with x +û in lieu of x it follows that (21) has an optimal solution (u ′ , t ′ ) with 0 < t ′ < Ay − Ax −t. In particular, (û + u ′ ,t + t ′ ) is a feasible solution to (20) witht + t ′ >t which contradicts the optimality of (û,t). We therefore conclude that (18) must hold.
To prove the reverse inequality "≥" in (17) 
Letv ∈Ĉ be such thatv = 0 and v ≥ (A|Ĉ) −1 · Av for all v ∈Ĉ with Av = Av. By scalingv if necessary we can assume thatŷ :=x +v ∈ X. It thus follows that
Corollary 2. Suppose R m is endowed with the Euclidean norm · 2 , R n is endowed with a norm · , and D(x, y) = for the norm · in R n . Let A ∈ R m×n , g : R m → R ∪ {∞} be a convex differentiable function, and X ⊆ R n be a polyhedral convex set such that A(X) contains more than one point. If g is µ g strongly convex on A(X) for the norm in R m then the function
Proof. Proceeding exactly as in the proof of Theorem 1 but applying Proposition 4 instead of Proposition 3 we get
Observe that if X is polyhedral then span(X − X) ∈ T (X) and
Thus Proposition 2 implies that for f, X, D as in Corollary 2, the relative condition L f,X,D /µ f,X,D has the following expression, which is again strikingly similar to the classical condition number (1) of f (x) =
Proposition 2 also implies that if f, X, D are as in Theorem 2 and g is L g smooth then the relative condition number L f,X,D /µ f,X,D can be bounded in terms of the condition number of g and a condition number of the pair (A, X) as follows:
We next place some of the developments by Peña and Rodríguez [28] in the context of this paper. To that end, consider the special case when X is the standard simplex ∆ n−1 := {x ∈ R n + : x 1 = 1} in R n . For A = a 1 · · · a n ∈ R m×n let conv(A) := conv({a 1 , . . . , a n }) = {Ax : x ∈ ∆ n−1 } and let faces(conv(A)) denote the set of faces of conv(A). Furthermore, for F ∈ faces(conv(A)) let A \ F denote the set of columns of A that do not belong to F . Suppose R m is endowed with a norm and for F, G ⊆ R In the special case when X = ∆ n−1 it follows from [28, Theorem 1] that (17) in Proposition 4 has the following geometric characterization min y∈∆ n−1 x∈∆ n−1 \Z A,X (y)
Furthermore, in this same special case when X = ∆ n−1 it is easy to see that (12) has the following geometric characterization max x,y∈∆ n−1 x =y 
In particular,
4 Properties of µ (a) We say that f has D-under approximation on X if there exists a constant µ > 0 such that
(b) We say that f has D-gradient growth on X if there exists a constant µ > 0 such that Suppose A ∈ R m×n and X ⊆ R n is a polyhedron such that A(X) contains more than one point, and S ⊆ X is nonempty. Proposition 4 readily implies inf y∈S x∈X\Z A,X (y)
Proposition 5 below, which extends Proposition 4, gives a sharper version of (27) . Suppose A ∈ R m×n , X ⊆ R n is a polyhedron, and S ⊆ X is nonempty. Let
where T X (y; S, A) := {d ∈ R n : y + td ∈ X and A(y + td) ∈ conv(A(S)) for some t > 0}.
Proposition 5. Suppose R n and R m are endowed with norms. Let A ∈ R m×n and X ⊆ R n be a polyhedron such that A(X) contains more than one point. Then for all nonempty S ⊆ X inf y∈S x∈X\Z A,X (y)
Furthermore, if A(S) is closed and convex then
Proof. The construction of T X (y; S, A) readily implies that T X (y; S, A) ⊆ T X (y) and (A|T X (y; A, S))
The rest of the proof follows from a straightforward modification of the proof of Proposition 4 by using sup C∈T (X;S,A) (A|C) −1 in lieu of max C∈T (X) (A|C) −1 .
The following theorem gives a lower bound on µ y −x 2 for the norm · in R n . Let A ∈ R m×n , g : R m → R ∪ {∞} and X ⊆ R n be a polyhedral convex set such that A(X) has more than one point. If g is µ g -strongly convex on A(X) for the norm in R
To finish, observe that A(X ⋆ ) is closed and convex and apply Proposition 5.
Once again there is an interesting connection with the developments in [28] when X = ∆ n−1 . Consider the special case when X = ∆ n−1 , A ∈ R m×n has at least two different columns, S ⊆ ∆ n−1 is nonempty, and G ∈ faces(conv(A)) is the smallest face of conv(A) that contains A(S). From [28, Theorem 3] it follows that if R n is endowed with the one-norm then inf y∈S x∈X\Z A,X (y)
The following example illustrates the difference between µ f,X,D and µ Ax − b 2 2 for some A ∈ R m×n with at least two different columns and b ∈ R m . As noted in Example 3, in this case
This relative strong convexity constant depends only on A but not on b. On the other hand, the smallest face of conv(A) containing X ⋆ is
which evidently depends on both A and b. Theorem 3 and (28) yield
4.2 A sharper lower bound on µ
Next, observe that for y ∈ X ⋆ and x ∈ X δ
To finish, apply Proposition 5 after observing that A(X ⋆ ) is closed and convex in Case 1 and likewise for M(X ⋆ ) in Case 2.
Observe that if X in Theorem 4 is bounded then Case 2 gives a lower bound on µ ♯ f,X,D by taking δ := max x∈X,y∈X ⋆ v, x − y because X = X δ for this choice of δ.
We conclude this section with a simple example showing that µ On the other hand, if X = R 3 + then X ⋆ = { t t 0 T : t ≥ 0}. For t > 0 and 
Convergence of first-order methods
In our statements in this section sometimes it will be convenient to use the following notation adapted from [22] about some functional classes. Given a convex set X ⊆ R n , a distance-like function D : X × X → R, and positive constants L and µ, let
, and F L,µ (X, D) be defined as follows. (5) and (6) hold}, qS L,µ (X, D) := {f : (f, X, D) satisfy Assumption 2 and both (5) and (9) hold}, F L,µ (X, D) := {f : (f, X, D) satisfy Assumption 2 and both (5) and (10) hold}.
when D is a squared norm as we noted in Section 4.
Mirror descent algorithm
Suppose h : R n → R ∪ {∞} is convex and differentiable on X ⊆ R n and the Bregman proximal map g → argmin y∈X { g, y + LD h (y, x)} is computable for x ∈ X and L > 0. The mirror descent algorithm for problem (2) is based on the following update for x ∈ X:
Algorithm 1 gives a description of the mirror descent algorithm for (2) .
choose L k > 0
4:
end for Proposition 6 and Proposition 7 show the linear convergence of Algorithm 1 when f ∈ qS L,µ (X, D h ) and when f ∈ F L,µ (X, D h ) respectively. We should note that Proposition 6 and its proof are straightforward modifications of the linear convergence results in [20] and [32] . The latter results rely on some relative smoothness and strong convexity assumptions. Proposition 6 shows that the linear convergence of Algorithm 1 holds with a sharper rate and under the weaker quasi strong convexity assumption. The following lemma, which is a straightforward extension of results presented in [32] , provides the crux of the proof of Proposition 6. D h ), x ∈ X, and
Then
In addition, the three-point property of D h [5, Lemma 3.1] yields
By putting together (32), (33), and (34) we get
We get (31) by observing that the optimality conditions for (30) imply
then the iterates generated by Algorithm 1 satisfy
Therefore
Thus (35) readily follows. Inequality (36) also yields
Proposition 7 below shows that the same kind of iteration bound holds when f ∈ F L,µ (X, D h ). Observe that neither Proposition 6 nor Proposition 7 implies the other since neither 
then for K = ⌈2L/µ⌉ the iterates generated by Algorithm 1 satisfy
In addition, Algorithm 1 yields
iterations. [20, Theorem 3.1] that the (k + K)-th iterate generated by Algorithm 1 satisfies
Thus (37) follows. It also follows that k = mK, m = 1, 2, . . .
and thus (38) follows as well.
To ease our exposition we assumed L k = L in Proposition 6 and Proposition 7. However, it is easy to see that these two results also hold if the assumption
The latter condition is easier to implement via standard backtracking.
In the recent paper [14] , we showed that if f ∈ F L,µ (X, D h ) then an accelerated version of Algorithm 1 with periodic restart has a linear accelerated rate similar to (38) but with L/µ replaced by (L/µ) 1/γ where γ > 0 is the triangle scaling constant of the Bregman distance D h as defined in [15] .
Frank-Wolfe algorithm with away steps
Suppose X ⊆ R n is a polytope and a vertex linear oracle for X is available, that is, the map g → argmin y∈X g, x is computable and outputs a vertex of X for all g ∈ R n . The Frank-Wolfe algorithm, also known as the conditional gradient algorithm, for (2) is based on the following update for x ∈ X u := argmin y∈X ∇f (x), y
Each step of the Frank-Wolfe algorithm adds weight to some vertex u. The basic idea of the Frank-Wolfe algorithm with away steps is to combine the above regular steps with away steps that reduce weight from some vertex a. To that end, the algorithm requires an additional vertex representation of x ∈ X. More precisely, let S(x) ⊆ vertices(X) and λ(x) ∈ ∆(S(x)) := {z ∈ R S(x) + : z 1 = 1} be such that
Algorithm 2 describes a Frank-Wolfe algorithm with away steps. We should highlight that although the set vertices(X) could be immense, the algorithm does not require it explicitly. Instead the algorithm only maintains S(x) and λ(x) that are far more manageable. Indeed, by using the IRR procedure in [2] or its modification described in [13] , Step 10 in Algorithm 2 can guarantee that the sets S(x k ) have size at most n + 1 for k = 0, 1, . . . . Proposition 8 below establishes the linear convergence of Algorithm 2 under suitable assumptions on the chosen direction v at each iteration. This proposition can be readily inferred from the ideas and results introduced in [18] and further developed in [2, 28] . The rate of convergence in Proposition 8 stated in terms of the ratio σ/ L is at least as sharp as the sharpest of the linear rates established in [2, 18, 28] . To provide a full picture of this linear convergence result, Appendix A gives a proof of Proposition 8 u := argmin y∈X ∇f (x k ), y ; a := argmax y∈S(x k ) ∇f (x k ), y 4:
v := u − x k ; α max = 1;
else (away step)
end if 9:
update S(x k+1 ) and λ(x k+1 ) 11: end for that replicates the main ideas in [2, 18, 28] . We discuss only the linear convergence of Algorithm 2 but the same techniques yield similar results for other variants of the Frank-Wolfe algorithm as those discussed in [18] or the one recently developed in [3] .
n is a polytope and there exist positive constants σ and L such that the following conditions hold at each iteration k of Algorithm 2. First,
Second, the stepsize α k in Step 9 of Algorithm 2 is chosen so that
Then the iterates generated by Algorithm 2 satisfy
(f (x 0 ) − f ⋆ ) for k = 1, 2, . . . .
We next give bounds on the constants L and σ in Proposition 8 in terms of the relative smoothness and quasi strong convexity or D-functional growth constants of a canonical functionf associated to f and X. To that end, let A ∈ R n×N denote the matrix whose columns are vertices(X) and letf : R N −1 → R ∪ {∞} be defined viã f := f • A. Thus X = conv(A) = {Az : z ∈ ∆ N −1 } and for all x = Az ∈ X we have f (x) =f (z). Once again, we observe that although N could be immense, both A and f are only used in our analysis but Algorithm 2 does not require them explicitly. Let Observe thatf is strongly convex relative to (∆ N −1 , D) if f is strongly convex on X. Indeed, Proposition 2, Theorem 2, and identities (24) and (23) imply that if f is L f Lipschitz and µ f strongly convex on X then 
We note that this expression for C A f is equivalent to but not identical to the definition of C A f in [18] . Proposition 9. Suppose f, X, A,f , and D are as above. f (x k ) + α ∇f (x k ), v + Lα
Proof. Suppose that we are at iteration k of Algorithm 2. To ease notation, let x := x k and S := S(x k ). Then u = argmin y∈X ∇f (x), y , a := argmax s∈S ∇f (x), s , and
In addition, x = s∈S λ s (x)s for some λ(x) ∈ ∆(S). By setting all components outside S to zero, we can take λ(x) ∈ ∆ N −1 and write x = Aλ(x). From the construction of A and D it follows that such that x −x = δ(w − y)/2 for δ = ∆ ⋆ N −1 − λ(x) 1 and for some w = Az ∈ conv(S) and y ∈ X. Then 
To finish the proof, observe that at every iteration k when Case 1 or Case 2 occur inequalities (45) and (46) yield
We note that the minimum in the last expression is necessary because σ/ L > 1 may indeed occur. For a concrete example, see [28, Example 6] .
