Abstract. Mature knowledge allows engineering disciplines the achievement of predictable results. Unfortunately, the type of knowledge used in software engineering can be considered to be of a relatively low maturity, and developers are guided by intuition, fashion or market-speak rather than by facts or undisputed statements proper to an engineering discipline. Testing techniques determine different criteria for selecting the test cases that will be used as input to the system under examination, which means that an effective and efficient selection of test cases conditions the success of the tests. The knowledge for selecting testing techniques should come from studies that empirically justify the benefits and application conditions of the different techniques. This paper analyzes the maturity level of the knowledge about testing techniques by examining existing empirical studies about these techniques. We have analyzed their results, and obtained a testing technique knowledge classification based on their factuality and objectivity, according to four parameters.
Introduction
Engineering disciplines are characterized by the use of mature knowledge by means of which they can achieve predictable results. A series of intermediate steps can be defined on a scale of knowledge that ranges from the more mature knowledge, considered as proven facts, to the less mature knowledge, composed of beliefs or speculations. Therefore, several levels of knowledge can be considered in decreasing order of maturity: facts given as founded and accepted by all, undisputed statements, disputed statements and conjectures or speculations. The ranking of an enunciation and its respective maturity level depends on the change in its factuality status. So, the path from subjectivity to objectivity is paved by testing or empirical comparison with reality. Associating these levels with the type of knowledge used by the engineering disciplines, it can be said that the knowledge formed by facts and undisputed statements would be what is used by these disciplines to obtain products with predictable quality.
Unfortunately, software development has been characterized from its origins by a serious want of empirical facts tested against reality, which provide evidence of the advantages or disadvantages of the different methods, techniques or tools used in the development of software systems. In this respect, the type of knowledge used in this discipline can be considered to be of a relatively low maturity, and developers are guided by reasoning based on intuition, fashion or market-speak rather than by facts or undisputed statements proper to an engineering discipline. This paper intends to analyze the maturity level of the knowledge about a particular part of the software development, the testing area, and more precisely testing techniques. This is equally applicable to software testing and is in open opposition to the importance of software quality control and assurance and, in particular, software testing. Testing is the last chance during development to detect and correct possible software defects at a reasonable price. It is a well-known fact that it is a lot more expensive to correct defects that are detected during later system operation (Davis, 1993) . Therefore, it is of critical importance to rely on knowledge that is mature enough to get predictable results during the testing process.
The selection of the testing techniques to be used is one of the circumstances during testing where objective and factual knowledge is essential. Testing techniques determine different criteria for selecting the test cases that will be used as input to the system under examination, which means that an effective and efficient selection of test cases conditions the success of the tests. The knowledge for selecting testing techniques should come from studies that empirically justify the benefits and application conditions of the different techniques. However, as authors like Hamlet (1989) have noted, formal and practical studies of this kind do not abound, as: (1) it is difficult to compare testing techniques, because they do not have a solid theoretical foundation; (2) it is difficult to determine what testing techniques variables are of interest in these studies.
In view of the importance of having mature testing knowledge, this paper intends to analyze the maturity level of the knowledge in this area. For this purpose, we have surveyed the major empirical studies on testing in order to analyze their results and establish the factuality and objectivity level of the testing body of knowledge regarding the benefits of some techniques over others.
The maturity parameters that we have used are as follows:
. Laboratory study: An empirical study should be performed to check whether the perception of the differences between the different testing techniques is subjective or can be objectively confirmed by measurement. In case such a study has been performed, we assign a confirmed value to this criteria; in case the study has not used them, this level of knowledge is pending.
. Formal analysis: Statistical analysis techniques should be applied to the results output to find out whether the differences observed between the techniques are really significant and are not due to variations in the environment. In case the study has used these techniques, we assign a confirmed value to this criteria; in case the study has not used them, this level of knowledge is pending.
. Laboratory replication: Other investigators should replicate the same experiment to confirm that they get the same results and that they are not the fruit of any uncontroled variation. In case the study has been replicated in laboratory, we assign a confirmed value to this criteria; in case it has not been, this level of knowledge is pending.
. Field study: The study should be also replicated using real rather than toy (laboratory) programs or faults in order to understand how the knowledge behaves in real situations. In case the study has a field study associated, we assign a confirmed value to this criteria; in case the study does not have it, this level of knowledge is pending.
As a result, this paper addresses several objectives:
. The main objective is to compile the body of knowledge on testing techniques and its maturity level, in such a way that the information could be useful to developers for identifying the applicability conditions of the different testing techniques.
. The second objective is to provide a picture of what aspects of the testing techniques have been tested empirically, which need more testing and which have not been considered at all, in such a way that researchers can use this information to focus their research on this issue, raising the maturity of the knowledge in the area.
For this purpose, the paper has been structured as follows. Section 2 presents the chosen approach for grouping the different testing studies. Sections 3 to 9 focus on each of the study categories described in Section 1. Each of these sections will first describe the studies considered depending on the testing techniques addressed in each study and the aspects examined by each one. Each study and its results are analyzed in detail and, finally, the findings are summarized. Section 10 outlines the practical recommendations that can be derived from these studies, along with knowledge maturity level, that is, how reliable these recommendations are. Section 10 also indicates what aspects should be addressed in future studies in order to increase the body of empirical knowledge on testing techniques. Finally, Section 11 shows the conclusions drawn from this piece of research.
The organization of this paper means that it can be read differently by different audiences. Software practitioners interested in the practical results of the application of testing techniques will find Section 10, which summarizes the practical recommendations on the use of different testing techniques and their confidence level, more interesting. Researchers interested in raising the maturity of testing knowledge will find the central sections of this paper, which contain a detailed description of the different studies and their advantages and limitations, more interesting. The replication of particular aspects of these studies to overcome the REVIEWING 25 YEARS OF TESTING TECHNIQUE EXPERIMENTS above-mentioned limitations will contribute to providing useful knowledge on testing techniques. Researchers will also find a quick reference to aspects of testing techniques in need of further investigation in Section 10.
Classification of Testing Techniques
The term software testing or dynamic analysis encompasses a set of corrective methods, which aim at determining the quality of a software system by analyzing the results of running it. Testing techniques provide different criteria to select the set of test cases that will be used to exercise the software. These criteria allow grouping testing techniques in families. This way, techniques belonging to the same family are similar as regards the information they need to generate the test cases (source code or specifications) or the aspect of the code exercised by the test cases (control flow, data flow, typical errors, etc.). This is not the place to describe the features of testing techniques or their families, as this information can be gathered from the classical literature on testing techniques, like, for example, Beizer (1990) and Myers (1979) . For readers not versed in the ins and outs of each testing techniques family, however, we will briefly mention each family covered in this paper.
. Random testing techniques. The random testing techniques family is composed of the oldest and most intuitive techniques. This family of techniques proposes randomly generating test cases without following any pre-established guidelines. Nevertheless, pure randomness seldom occurs in reality, and the other two variants of the family, are the most commonly used.
. Functional testing techniques. This family of techniques proposes an approach in which the program specification is used to generate test cases. The component to be tested is viewed as a black box, whose behavior is determined by studying its inputs and associated outputs. Of the set of possible system inputs, this family considers a subset formed by the inputs that cause anomalous system behavior. The key for generating the test cases is to find the system inputs that have a high probability of belonging to this subset. For this purpose, the technique divides the system inputs set into subsets termed equivalence classes, where each class element behaves similarly, so that all the elements of a class will be inputs that cause either anomalous or normal system behavior. The techniques of which this family is composed differ from each other in terms of the rigorousness with which they cover the equivalence classes.
. Control flow testing techniques. Control flow testing techniques require knowledge of source code. This family selects a series of paths 1 throughout the program, thereby examining the program control model. The techniques in this family vary as to the rigour with which they cover the code.
. Data flow testing techniques. Data flow testing techniques also require knowledge of source code. The objective of this family is to select program paths to explore sequences of events related to the data state. Again, the techniques in this family vary as to the rigour with which they cover the code variable states.
. Mutation testing techniques. Mutation testing techniques are based on modeling typical programming faults by means of what are known as mutation operators (dependent on the programming language). Each mutation operator is applied to the program, giving rise to a series of mutants (programs that are exactly the same as the original program, apart from one modified sentence, originated precisely by the mutation operator). Having generated the set of mutants, test cases are generated to examine the mutated part of the program. After generating test cases to cover all the mutants, all the possible faults should, in theory, be accounted for (in practice, however, coverage is confined to the faults modeled by the mutation operators).
The problem with the techniques that belong to this family is scalability. A mutation operator can generate several mutants per line of code. Therefore, there will be a sizeable number of a mutants for long programs. The different techniques within this family aim to improve the scalability of standard (or strong) mutation to achieve greater efficiency.
. Regression testing techniques. Regression testing techniques reduce the cost of regression testing by selectively reusing tests from a program's existing test suite. Selective regression testing techniques differ from the retest-all technique, which runs all tests in the existing test suite. A selective regression testing technique is more economical than the retest-all technique only if the cost of selecting a reduced subset of tests is less than the cost of running the tests that the regression testing technique omits.
. Improvement testing techniques. The families of testing techniques above mentioned can be complemented with other techniques that may help to improve their behavior. These techniques can be named improvement testing techniques. This family of techniques encompasses those techniques that help either to reduce the number of test cases generated by any of the above mentioned techniques (minimization techniques) or to establish an order in the set of test cases generated, in such a way that defects in the program are found as early as possible during the testing process (prioritization techniques). Although this family can be applied to the set of test cases obtained with any family of techniques, they have been studied only in the regression context.
The techniques that belong to each family appear in Table 1 .
This paper focuses on all currently known existing testing technique empirical studies (including replications). For the purpose of simplifying the comparative analysis of these empirical studies, they have been grouped into several sets according to their affinity as regards the techniques studied. The sets of studies that have been established are:
. Intra-family studies. Compare techniques of the same family to find out the best criterion, that is, which technique of all the family members should be used. We have found:
1. Studies on data-flow testing techniques.
2. Studies on mutation testing techniques.
3. Studies on regression techniques. 
Family Techniques Description
Mutation Strong (standard) mutation Test cases are generated to cover all the mutants generated by applying all the mutation operators defined for the programming language in question. Selective (or constrained) mutation Test cases are generated to cover all the mutants generated by applying some of the mutation operators defined for the programming language. This gives rise to selective mutation variants depending on the selected operators, like, for example, two, four or six selective mutation (depending on the number of mutation operators not taken into account) or abs/ror mutation, which only uses these two operators.
Weak mutation
Test cases are generated to cover a given percentage of mutants generated by applying all the mutation operators defined for the programming language in question. This gives rise to weak mutation variants, depending on the percentage covered, for example, randomly selected 10% mutation, ex-weak, st-weak, bb-weak/1, or bb-weak/n. In the following sections, we examine all these sets of studies, together with the empirical results obtained.
Studies on the Data Flow Testing Techniques Family
The objective of this series of studies is to analyze the differences between the techniques within the data flow testing techniques family. Table 2 shows which aspects were studied for which testing techniques. The table can be read as follows: Weyuker analyzed the criterion compliance and the number of test cases generated by four techniques (all-c-uses, all-p-uses, all-uses and all-du-paths), whereas Bieman and Schultz (1992) studied the number of test cases generated for the all-du-paths technique alone.
The following conclusions can be drawn from these studies:
. All-p-uses should be used instead of all-uses, and all-uses instead of all-du-paths, as they generate fewer test cases and generally cover the test cases generated by the other criteria. . It is not clear that it is better to use all-c-uses instead of all-p-uses, as, even though all-c-uses generates fewer test cases, there is no guarantee that the generated test cases meet the criterion imposed by all-p-uses.
. Both Weyuker (1993) , using toy programs, and Bieman and Schultz (1992) , using industrial software, appear to agree that, contrary to testing theory, the all-dupaths technique is usable in practice, since it does not generate too many test cases.
Notice that these results are affected by the following limitations:
. Weyuker uses relatively simple toy programs, which means that the results cannot be directly generalized to real practice.
. Bieman and Schultz (1992) do not conduct a statistical analysis of the extracted data, and their study is confined to a qualitative interpretation of the data.
. The response variable used by Weyuker (1990) and Bieman and Schultz (1992) is the number of test cases generated. This characteristic merits analysis insofar as the fewer test cases are generated, the fewer are run and the fewer need to be maintained. However, it should be supplemented by a study of case effectiveness, which is a variable that better describes what is expected of the testing techniques.
. What the number of test cases generated by all-du-paths depends on needs to be examined in more detail, as one study says it is related to the number of decisions and the other to the number of lines of code, although neither further specifies this relationship.
The results of these studies are summarized in Table 3 .
Studies on the Mutation Testing Techniques Family
This family is examined in three papers, which look at types of mutation that are less costly than traditional mutation. Generally, these papers aim to ascertain what the costs and benefits of using different mutation testing techniques are. These studies, along with the characteristics they examine and the techniques they address, are shown in Table 4 . The conclusions reached by this group of studies are:
. Standard mutation appears to be more effective, but is also more costly than any of the other techniques studied.
. The mutation variants provide similar, although slightly lower effectiveness, and are less costly (generate fewer mutants and, therefore, fewer test cases), which means that the different mutation variants could be used instead of strong mutation for non-critical systems.
However, the following limitations have to be taken into account:
. The programs considered in these studies are not real, which means that the results cannot be generalized to industrial cases, and a replication in this context is required to get greater results reliability.
. Offut et al. (1994) and Wong and Mathur (1995) do not use formal techniques of statistical analysis, which means that their results are questionable.
. Additionally, it would be interesting to compare the standard mutation variants with each other and not only with standard mutation to find out which are more effective from the cost and performance viewpoint. . All-p-uses should be used instead of all-uses, and all-uses instead of all-du-paths, as they generate fewer test cases and generally cover the test cases generated by the other criteria. . It is not clear that it is better to use all-c-uses instead of all-p-uses, as, even though all-c-uses generates fewer test cases, coverage is not assured. . Contrary to testing theory, the all-du-paths technique is usable in practice, since it does not generate too many test cases.
Limitations
. It remains to ratify the laboratory results of Weyuker's study in industry.
. The results of Bieman and Schultz's study have to be corroborated using formal statistical analysis techniques. . Technique effectiveness should be studied, as the fact that the test cases generated with one criterion cover the other criteria is not necessarily related to effectiveness. . What the number of test cases generated in all-du-paths depends on should be studied in more detail, as one study says it depends on the number of decisions and the other on the number of lines of code.
. Furthermore, the number of mutants that a technique kills is not necessarily a good measure of effectiveness, because it is not explicitly related to the number of faults the technique detects. Table 5 shows the results of this set of studies.
Studies on Regression Testing Techniques Family
This group includes studies that analyze different regression techniques, that is, techniques applied during software system maintenance. These studies are shown in Table 6 . The conclusions that can be drawn from these studies are:
. For small programs:
1. If the sets of test cases are small, then it is advisable to apply retest-all.
2. If the sets of test cases are big, then it is advisable to apply safe techniques, like deja-vu or test-tube.
3. For medium-sized sets of test cases, no results have been found as regards time. So, no conclusions can be drawn. No. of generated cases X X No. of generated mutants X X Percent generated sets that detect at least one fault X Testing technique . Where time is a critical factor, it is better to use weak as opposed to standard mutation, as it generates fewer test cases and effectiveness is approximately the same. . Where time is a critical factor, it is better to use selective (exweak/1 and bb-weak/n) as opposed to standard mutation, as it generates fewer mutants (and therefore fewer test cases) and its effectiveness is practically the same. . Where time is a critical factor, it is better to use 10% selective as opposed to standard mutation, although there is some loss in effectiveness, because it generates much fewer test cases. In intermediate cases, it is preferable to use abs/ror mutation, because, although it generates more cases (from 50 to 100 times more), it raises effectiveness by seven points. If time is not a critical factor, it is preferable to use standard mutation. Limitations . It remains to ratify the laboratory results of these studies in industry.
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. The results of the studies by Offut et al. (1996) and Wong and Mathur (1995) should be corroborated using formal techniques of statistical analysis. . It remains to compare the variants of strong mutation with each other. . The studies should be repeated with another measure of effectiveness, as the number of mutants killed by a technique is not necessarily a good measure of effectiveness.
. For big programs (more than 10,000 LOC), it is better to use safe techniques as regards time.
. Finally, both Kim et al. (2000) and Bible et al. (1999) predict that the technique efficiency depends on the fault inserted (modification made to the program) and on the program. It would be interesting to study this dependency formally and determine the application conditions of these techniques more precisely.
. The percentage of selected test cases is lower for randomization than for safe and data-flow techniques.
. Effectiveness rises for the random technique as the number of test cases selected increases, is similar for safe and data-flow and depends on the program for random, data-flow and safe.
However, the previous results are subject to the following limitations:
. As was the case with earlier studies, the first question to be taken into account in this group is that the conclusions obtained by the authors are based not on statistical analysis but on the qualitative analysis of graphical representations of the results. This means that their conclusions cannot be considered as much more than orientations and in no case as reliable results. Table 7 .
Continued.
Practical results . For small programs with small sets of test cases, it is preferable to use retest-all as opposed to deja-vu and test-tube, as it takes less time to select and run test cases.
For big programs, and small programs with big sets of test cases, it is preferable to use deja-vu or test-tube as opposed to retest-all, as it takes less time to select and run test cases. For small programs with medium-sized test cases, there are n results.
. When it is critical the number of test cases selected, it is preferable to use deja-vu as opposed to test-tube and test-tube as opposed to retest-all, since deja-vu selects fewer test cases than test-tube and test-tube selects fewer test cases than retest-all.
. The percentage of selected cases over initial set depends on the structure of the program, and its modifications.
. It is not clear whether to use textual differencing as opposed to retest-all. Although textual differencing selects a lower percentage of test cases over the initial set than retest-all, there are no definite results regarding the time taken to run test cases. There are also no definite results for textual differencing and deja-vu.
Limitations
. It remains to ratify the laboratory results of these studies in industry.
. The results of these studies should be corroborated using formal techniques of statistical analysis.
. The studies should be repeated for all techniques and all response variables.
. The difference between function coverage techniques should be explored with more detail.
. Additionally, not all the programs used in these studies are real, which means that their representativeness would be questionable, especially in the studies that have considered versions of the programs with only one fault.
. When trying to extract homogeneous conclusions from all the studies, we find that, although some techniques and response variables considered in the studies coincide, not all of them do, which makes it difficult to obtain comparable conclusions from these studies. Table 7 show the results of this set of studies.
Comparative Studies between the Data Flow, Control Flow and Random Testing Techniques Families
The objective of this series of studies is to analyze the differences between three families, selecting, for this purpose, given techniques from each family. The selected techniques are the branch testing (decision coverage) control flow technique, all-uses and all-dus within the data flow family and random in the random testing technique family. Table 8 shows the studies considered, the aspects studied by each one and for which testing techniques.
The knowledge that can be drawn from these studies is:
. There does not appear to be a difference between all-uses, all-edges and random testing as regards effectiveness from the statistical viewpoint, as the number of programs in which one comes out on top of the other is not statistically significant. However, from the practical viewpoint, random testing is easier to satisfy than alledges and, in turn, all-edges is easier to satisfy than all-uses. On the other hand, all-uses is better than all-edges and than random testing as a technique, whereas all-edges is better than random because it generates more test cases. It follows from the results of the above studies that, in the event of time constraints, the use of the random testing technique can be relied upon to yield an effectiveness similar to all-uses in 50% of the cases. Where testing needs to be exhaustive, the application of all-uses provides assurance, as, in the other half of the cases, this criterion yielded more efficient results thanks to the actual technique and not because it generated more test cases.
. A logical relationship between coverage and effectiveness was also detected (the greater the coverage, the greater the effectiveness). However, effectiveness is not necessarily optimum in all cases even if maximum coverage is achieved. Therefore, it would be interesting to analyze in detail the faults entered in the programs in which the effectiveness of the techniques is below optimum, as a dependency could possibly be identified between the fault types and the techniques that detect these faults.
. Hutchins et al. (1994) discover a direct relationship between coverage and effectiveness for all-uses and all-edges, whereas no such relationship exists for random testing. For high coverage levels, the effectiveness of all-uses and all-edges is similar.
. Frankl and Iakounenko (1998) also discover a direct relationship between coverage and effectiveness for all-uses and all-edges. Again, the effectiveness of both techniques is similar, although all-edges and all-dus are complementary because they detect different faults.
. Even when there is maximum coverage, however, there is no guarantee that a fault will be detected. This suggests that the techniques may be sensitive to certain fault types.
The limitations discovered in these studies are:
. Frankl and Weiss (1993) and Hutchins et al. (1994) use relatively simple, nonindustrial programs, which means that the results cannot be directly generalized to real practice.
. Of the three studies, Frankl and Iakounenko (1998) do not run a statistical analysis of the extracted data, which means that the significance of the results is questionable.
. The evaluation of the effectiveness of the techniques studied, measured as the probability of detecting at least one fault in the programs, is not useful in real practice. Measures of effectiveness like, for example, number of faults detected over number of total faults are more attractive in practice.
. Besides technique effectiveness, Frankl and Weiss (1993) and Frankl and Iakounenko (1998) should also study technique complementarity (as in Hutchins et al., 1994) , in order to be able to determine whether or not technique application could be considered exclusive, apart from extracting results regarding similar technique effectiveness levels.
The conclusions of these studies have been summarized in Table 9 . . In the event of time constraints, the use of the random testing technique can be relied upon to yield an effectiveness similar to all-uses and all-edges (the differences being smaller the higher coverage is) in 50% of the cases. Where testing needs to be exhaustive, the application of all-uses provides assurance, as, in the other half of the cases, this criterion yielded more efficient results thanks to the actual technique, unlike all-edges, which was more efficient because it generated more test cases. . All-edges should be applied together with all-dus, as they are equally effective and detect different faults. Additionally, they generate about the same number of test cases, and the random testing technique has to generate between 50% and 160% more test cases to achieve the same effectiveness as all-edges and all-dus. . High coverage levels are recommended for all-edges, all-uses and all-dus, as this increases their effectiveness. This is not the case for the random testing technique. Even when there is maximum coverage, however, there is no guarantee that a fault will be detected. Limitations . It remains to ratify the laboratory results of the studies by Hutchins et al. (1994) and Frankl and Ianounenko (1998) in industry. . The results of the studies by Frankl and Weiss (1993) should be corroborated using formal techniques of statistical analysis. . The type of faults should be studied in the programs where maximum effectiveness is not achieved despite there being maximum coverage, as this would help to determine technique complementarity. . The studies should be repeated for a more practical measure of effectiveness, as the percentage of test case sets that find at least one fault is not real.
Comparisons between the Mutation and the Data Flow Testing Techniques Families
We have found two studies that compare mutation with data flow techniques. These studies, along with the characteristics studied and the techniques addressed, are shown in Table 10 . We cannot conclude from these results that there is a clear difference in terms of effectiveness between mutation testing and all-uses. Additionally, the authors highlight that it is harder to get high coverage with mutation as compared with alluses.
As a general rule, mutation testing appears to be as or more effective than all-uses, although it is more costly.
The limitations of these results are:
. The results of Frankl et al. (1997) can be considered as a first attempt at comparing mutation testing techniques with all-uses, as this study has some drawbacks. First, the faults introduced into the programs had faults that, according to the authors, ''occurred naturally''. However, the programs are relatively small (no more than 78 LOC), and it is not said whether or not they are real. Additionally, the fact that the programs had no more than two faults is not significant from a practical viewpoint.
. Wong and Mathur (1995) do not use real programs or formal techniques of statistical analysis, which means that their results cannot be considered conclusive until a formal analysis of the results has been conducted on real programs.
. The use of the percentage of sets that discover at least one fault as the response variable is not significant from a practical viewpoint.
. Note that a potentially interesting question for this study would have been to examine the differences in the programs for which mutation and data flow testing techniques yield different results. This could have identified a possible relationship between program or fault types and the techniques studied, which would help to define application conditions for these techniques. There should be a more detailed . In any replications of this study, it would be important to analyze the cost of technique application (in the sense of application time and number of test cases to be applied) to conduct a more detailed cost/benefit analysis.
The main results of this group are summarized in Table 11 .
Comparisons between the Functional and Control Flow Testing Techniques Families
The four studies of which this group is composed are reflected in Table 12 . These are empirical studies in which the authors investigate the differences between control flow testing techniques and the functional testing techniques family. These studies actually also compare these two testing technique families with some static code . Standard mutation is more effective than all-uses in 63% of the cases and equally effective in 37% . Abs/ror is more effective than all-uses in 50% of the cases, equally effective in 30% and less effective in 20% . All-uses is more effective than 10% mutation in 40% of the cases, equally effective in 20% and less effective in 40% Practical results . If high coverage is important and time is limited, it is preferable to use all-uses as opposed to mutation, as it will be just as effective as mutation in about half of the cases. . All-uses behaves similarly as regards effectiveness to abs/ror and 10% mutation.
Limitations
. It remains to ratify the laboratory results of the studies in industry.
. The studies should be repeated for a more practical measure of effectiveness, as the percentage of sets of cases that find at least one fault is not real. . It would be of interest to further examine the differences in the programs in which mutation and the data flow testing technique yield different results. . The cost of technique application should be studied.
analysis techniques, which are not taken into account for the purposes of this paper, as they are not testing techniques.
The conclusions that can be drawn are:
. The boundary analysis technique appears to behave differently compared with different structural testing techniques (particularly, sentence coverage and condition coverage). Note that from the practical viewpoint, condition coverage is more applicable, which means that future replications should focus on condition coverage rather than sentence coverage. Nothing can be said about branch testing.
. Basili and Selby (1987) , Kamsties and Lott (1995) and Wood et al. (1997) find effectiveness-related differences between functional and structural techniques depending on the program to which they are applied. Wood et al. (1997) further examine this relationship, indicating that it is the fault type that really influences the detected faults (and, more specifically, the influential factor is the failures that these faults cause in programs), whereas Kamsties and Lott (1995) and Myers (1978) find no such difference. . Also there appears to be a relationship between the programs, or the type of faults entered in the programs, and technique effectiveness, as indicated by all three studies. However, this relationship has not been defined in detail. Basili and Selby (1987) point out that the functional technique detects more control faults. Myers (1978) also discerns a difference as regards different faults, but fails to conduct a statistical analysis. Finally, Kamsties and Lott (1995) find no such difference, which means that a more exhaustive study would be desirable.
. More faults are detected using the same technique if different people are combined than individually.
. Any possible extensions of these studies should deal, whenever possible, with real problems and faults in order to be able to generalize the results obtained.
. Finally, it would be recommendable to unify the techniques under study in future replications to be able to generalize conclusions.
The studies considered in this group generally include an experimental design and analysis, which means that their results are reliable. However, caution needs to be exercised when generalizing and directly comparing these results for several reasons:
. They use relatively small programs, between 150 and 350 LOC, which are generally toy programs and might not be representative of industrial software.
. Most, although not all, of the faults considered in these programs are inserted by the authors ad hoc for the experiments run, which means that there is no guarantee that these are faults that would occur in real programs.
. The studies by Basili and Selby (1987) , Kamsties and Lott (1995) , and Wood et al. (1997) compare the boundary value analysis technique with three different structural techniques. Hence, although some results of different studies may appear to be contradictory at first glance, a more detailed analysis would be needed to compare the structural techniques with each other.
. The results of Myers' study are not useful, since it is not clear what are exactly the techniques the subjects used.
. Although the response variables used in all the studies are quite similar, care should be exercised when directly comparing the results, because, as mentioned above, the techniques studied are not absolutely identical.
We have summarized the results of this group in Table 13 . . For experienced subjects and when there is plenty of time, it is better to use the boundary value analysis technique as opposed to sentence coverage, as subjects will detect more faults, although it will take longer. On the other hand, for inexperienced subjects and when time is short, it is better to use sentence coverage as opposed to boundary value analysis, although there could be a loss of effectiveness. The time will also depend on the program. . It is preferable to use boundary value analysis as opposed to condition coverage, as there is no difference as regards effectiveness and it takes less time to detect and isolate faults. . There appears to be a dependency on the subject as regards technique application time, fault detection and fault isolation. . There appears to be a dependency on the program as regards the number and type of faults detected. . More faults are detected by combining subjects than techniques of the two families.
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Comparisons between the Regression and Improvement Testing Techniques Families
This group includes studies that compare the use of regression techniques with incorporating to these techniques test case improvement techniques. Table 14 shows these studies.
The conclusions that can be drawn from these studies are:
. Regression based on modifications selects a lower percentage of test cases when used with minimization, precision does not fall too much, and recall is increased.
. The more faults that there are in the program, the more effective minimization is.
. The percentage of selected test cases is lower for minimization, as well as effectiveness.
. Prioritization yields better results than no prioritization for recall and fault detection speed.
However, these conclusions are limited by the following constraints:
. Note that, as in the study by Kim et al. (2000) the results obtained within this group have not been generated statistically, which means that they are not completely reliable. Furthermore, as mentioned earlier, the representativeness of the programs with only one fault is limited in a real environment. Remember that their interpretation is subject to the above-mentioned factors.
. Also, the study by Graves et al. (1998) could be improved with a study of the time, since it indicates that the studied techniques have a similar percentage of test case set reduction and effectiveness. Therefore, it would be interesting to quantify this reduction in terms of time savings in order to establish whether or not they should be used in preference to other techniques.
. The main obstacle encountered when drawing joint conclusions from the studies in this group is that they use programs with different number of faults. More Table 13 . Continued.
Study Basili and Selby (1987) Kamsties and Lott (1995) Wood et al. (1997) . If control faults are to be detected, it is better to use boundary value analysis or condition coverage than sentence coverage. Otherwise, it does not matter which of the three are used. . The effect of boundary value analysis and branch testing techniques on effectiveness cannot be separated from the program effect. Limitations . It remains to ratify the laboratory results of the studies in industry.
. The studies compare boundary values analysis with three different structural testing techniques, hence a more detailed analysis is needed to compare the structural testing techniques with each other.
precisely, as already mentioned, Kim et al. (2000) use programs with more than one fault, and Graves et al. (1998) use the same programs with just one fault. Although they use a different number of faults, there seems to some agreement on the fact that the number of selected tests cases depends on the programs. This idea was also observed in group 4.1, and it would, therefore, be interesting to go into this issue in more depth.
. The results of Rothermel et al. (1999) and Elbaum et al. (2000) have been obtained statistically, which means that they do not have the limitations as the previous groups had. 
Kim et al.
Aspect Percent selected test cases over the initial set X X X studied Percent sets that detect a fault in the program X N. faults T 0 /n. faults T (relative effectiv.) X Precision (% cases that detect a fault) X N. faults T 0 /n. faults in the program (Abs. effect.) X Recall (% selected cases over the cases that should have been selected) X Speed of fault detection (per n. cases) Table 15 .
Results of the comparison of the regression and improvement testing technique families. . In the event of time constraints, the use of regression based on modifications and minimization and prioritization can be relied upon to yield an effectiveness similar to regression based on modifications only. Also, a better recall is obtained.
. In the event of time constraints, the use of minimization can be relied upon to yield a lower effectiveness than safe and data-flow (these two equal) and random. Effectiveness for these techniques depends on the program.
. In the event of time constraints, the use of prioritization can be relied upon to yield a higher fault detection speed than no prioritization.
. It is preferable to use fep techniques as opposed to sentence coverage technique, as they have a higher fault detection speed.
. Function coverage techniques do not behave equally. . When time is not an issue, it is preferable to use sentence coverage techniques as opposed to function coverage techniques, as they are more effective, but also more costly.
Limitations
. It remains to ratify the laboratory results of these studies.
. The results of the study by Kim et al. (2000) should be corroborated using formal techniques of statistical analysis.
. It remains to study the time in Graves et al. (1998) study with a study of the time, since it indicates that the studied techniques have a similar percentage of test case set reduction and effectiveness. Therefore, it would be interesting to quantify this reduction in terms of time savings in order to establish whether or not they should be used in preference to other techniques.
. The studies should use programs with the same number of faults.
. It would be interesting to go into the issue that the number of selected test cases depends on the program in more depth.
. Wong et al. (1998) study should provide quantitative values that can be used to extract numerical results as regards efficiency and cost of the techniques it studies.
. It remains to replicate these studies in order to generalize results.
. The application cost of the groups of techniques studied, sentence and function coverage, should be quantified with the aim of conducting a detailed cost-benefit analysis about the applicability of both groups of techniques.
. Wong et al. (1998) study has a limited practical usefulness, since it does not provide quantitative values that can be used to extract numerical results as regards efficiency and cost of the techniques it studies.
. It is interesting to note that both studies agree on the benefits of st-fep techniques. However, replications should be carried out with different programs in order to generalize these results.
. The application cost of the groups of techniques studied, sentence and function coverage, should be quantified with the aim of conducting a detailed cost-benefit analysis about the applicability of both groups of techniques. Table 15 shows the results of these studies.
Discusion on Testing Technique Knowledge Maturity Level
Despite the difficulties encountered, practitioners can find interesting recommendations in Tables 16-22 . These tables also show the maturity level and tests pending performance for every statement, which can be interesting for researchers. Note that there is no statement on testing techniques that can be accepted as fact, as they are all pending some sort of corroboration, be it laboratory or field replication or knowledge pending formal analysis. Furthermore, some points yet to be covered by empirical studies and which might serve as inspiration for researchers should be highlighted:
. The comparative study of the effectiveness of different techniques should be supplemented by studies of the fault types that each technique detects and not only the probability of detecting faults. That is, even if T1 and T2 are equally effective, this does not mean that they detect the same faults. T1 and T2 may find the same number of faults, but T1 may find faults of type A (for example, control faults) whereas T2 finds faults of type B (for example, assignation faults). This would provide a better understanding of technique complementarity, even when they are equally effective.
. An interesting question for further examination is the differences between programs for which different techniques yield different results. That is, given two programs P1 and P2, and two techniques T1 and T2 that behave differently with respect to P1, but equally with respect to P2 (either as regards the number of detected faults, the technique application time, etc.), identify what differences there are between these two programs. This could identify a possible relationship between program types or fault types and the techniques studied, which would help to define application conditions for these techniques. It would be a good idea to conduct a more detailed study of technique dependency on program type to be able to more objectively determine the benefits of each technique.
. As readers will be able to appreciate, the original intention of extracting empirically validated knowledge on testing techniques from this survey has been held back for several reasons. These reasons have been mentioned throughout the article and can be summarized globally as: dispersion of the techniques studied by the different papers within one and the same family.
. Dispersion of the response variables examined even for the same techniques.
Additionally, we have also found some limitations that prevent their results from being generalized. Most of the statements about the techniques are beleaguered by one or more of the following limitations which makes testing knowledge quite immature: . Informality of the results analyses (many studies are based solely on qualitative graph analysis).
. Limited usefulness of the response variables examined in practice, as is the case of the probability of detecting at least one fault.
. Non-representativeness of the programs chosen, either because of size or the number of faults (one or two) introduced.
. Non-representativeness of the faults introduced in the programs (unreal faults). If high coverage is important and time is limited, it is preferable to use all-uses as opposed to mutation, as it will be just as effective as mutation in about half of the cases.
. Confirmed with laboratory programs and faults. . Pending formal analysis. . Pending laboratory replication. . Pending field study.
. Find out whether the cases in which mutation is more effective than all-uses is due to the fault type. . Study the costs of both techniques in terms of application time.
Use another more significant metric type to measure effectiveness. All-uses behaves similarly as regards effectiveness to abs/ror mutation and 10% mutation.
. Study the number of cases generated by the three alternatives. For experienced subjects and when there is time, it is better to use the boundary value analysis technique as opposed to sentence coverage, as subjects will detect more faults, although it will take longer. On the other hand, for inexperienced subjects and when time is an issue, it is better to use sentence coverage as opposed to boundary value analysis, although there could be a loss of effectiveness. The time will also depend on the program.
. After analyzing the empirical studies of testing techniques, the main conclusion is that more experimentation is needed and much more replication has to be conducted before general results can be stated. While it is true that this conclusion was to be expected, as experimental software engineering is not a usual practice in our field, more experimenters are needed, so that the ideas thrown into the arena can be corroborated and tested and then used reliably. It remains to study how long does it take to apply prioritization.
The more faults there are in the program, the more effective minimization is.
. Confirmed with laboratory programs and faults. . Pending formal analysis. . Pending laboratory replication. . Pending field study. In the event of time constraints, the use of regression based on modifications and minimization and prioritization can be relied upon to yield an effectiveness similar to regression based on modifications only. Also, a better recall is obtained.
It would be interesting to go into the issue that the number of selected test cases depends on the program in more depth.
In the event of time constraints for running test cases, the use of minimization can be relied upon to yield a lower effectiveness than safe and data-flow (these two equal) and random. Effectiveness for these techniques depends on the program.
. 
Conclusions
This paper has presented the current situation of knowledge on testing techniques. For this purpose, we have taken and analyzed a series of empirical studies on testing techniques. With the aim of simplifying the analysis of the knowledge derived from these studies, the studies were first classified according to the techniques they study and then according to the parameters addressed in the study. The analysis involved identifying the environment in which the study was performed in order to classify the knowledge acquired according to the different maturity levels proposed. Finally, the results of the analysis have been presented. The major conclusions are that our current testing technique knowledge is very limited. That is, there is at present no formally tested knowledge and over half of the existing knowledge is based on impressions and perceptions and, therefore, devoid of any formal foundation.
Notes
