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We investigate the classical and quantum networking regimes of the butterfly network and a group
of larger networks constructed with butterfly network blocks. By considering simultaneous multi-
casts from a set of senders to a set of receivers, we analyze the corresponding rates for transmitting
classical and quantum information through the networks. More precisely, we compare achievable
rates (i.e., lower bounds) for classical communication with upper bounds for quantum commu-
nication, quantifying the performance gap between the rates for networks connected by identity,
depolarizing and erasure channels. For each network considered, we observe a range over which
the classical rate non-trivially exceeds the quantum capacity. We find that, by adding butterfly
blocks in parallel, the difference between transmitted bits and qubits can be increased up to one
extra bit per receiver in the case of perfect transmission (identity channels). Our aim is to provide
a quantitative analysis of those network configurations which are particularly disadvantageous for
quantum networking, when compared to classical communication. By clarifying the performance of
these “negative cases”, we also provide some guidance on how quantum networks should be built.
I. INTRODUCTION
Bottleneck points arise frequently in network topology.
One of the simplest examples of the bottleneck problem
is in the butterfly network as shown in Fig. 1. Consider
the two-pair communication problem in which the pair of
senders A1 and A2 perform single-message multicasts to
the pair of receivers B1 and B2 under the flooding condi-
tion that data can only be sent through unused connec-
tions. We encounter a bottleneck at node R1 as data is
waiting to be sent from both senders through the channel
(R1, R2). In 2002, a solution was proposed by Ahlswede
et al. in which the bottleneck problem could be bypassed
using network coding [1]. As outlined in Fig. 1, network
coding in the butterfly network is performed by encoding
data using an XOR operation at R1 and decoding with
a second XOR operation at the receivers, after transmis-
sion through the bottleneck channel. The result is that
each sender successful multicasts their data to both re-
ceivers with only a single use of each channel.
In general (and in our work), one may consider the gen-
eral case where the multicasts can be partially achieved.
In fact, in a noisy version of the network, we may asso-
ciate an average rate to each sender which accounts for
the fact that sometimes only a subset of the receivers is
reached. In this context we are interested in the average
number of bits per receiver that can be transmitted from
the senders in each multicast use of the network.
This problem can be analyzed in the setting of quan-
tum information theory [2–9], e.g., connected to the gen-
eral aim of enabling a wide-spread implementation of a
quantum internet [10–16] or to build large communica-
tion networks for quantum key distribution [17]. There
are several limitations of quantum mechanics that be-
come important in network implementations, most no-
table the inability to perfectly clone quantum informa-
tion [18, 19]. It is this property that prevents network
coding in the quantum form of the butterfly network.
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FIG. 1: A schematic of the butterfly network with two
senders, A1 and A2 and two receivers, B1 and B2. A bot-
tleneck channel R1 → R2 connects each sender to their in-
direct receiver. Classical network coding is performed using
modulo-2 addition for encoding at R1 and for decoding B1
and B2. Thanks to network coding, both the single-message
multicasts A1 → (B1, B2) and A2 → (B1, B2) are simultane-
ously successful.
Ref. [20] confirmed that there is no quantum process
which achieves network coding with unit fidelity while
demonstrating that approximate quantum network cod-
ing can be achieved using universal cloning [21], obtain-
ing a fidelity greater than 1/2 but no more than 0.983.
Later, Ref. [22] provided an information-theoretic proof
that quantum network coding does not provide a larger
information flow than routing in the butterfly network.
Perfect quantum network coding has been shown pos-
sible in the setting of quantum state transfer in perfect
channels. However, achieving this requires the use of ad-
ditional resources, for example, Ref. [23] showed that per-
2fect network coding can be achieved if the senders share
an entangled state before transfer begins. Several other
protocols make use of prior entanglement to achieve the
same goal [24–26]. Furthermore, a method of quantum
computing which utilizes the prior entanglement in the
butterfly network to perform unitary operations with-
out the need for further entanglement resources has been
developed [27]. Alternatively, Ref. [28] has shown that
transfer of quantum states by quantum network coding
is possible in the absence of prior entanglement by en-
abling free classical communication between nodes and
several other investigations have considered a free classi-
cal communication regime [25, 29–31].
The majority of the literature concerning quantum
network coding in the butterfly network has focused
on an information processing setting in which quantum
states are simply transferred or reconstructed. Here,
we consider the problem in a quantum communication
setting, in which the quantum systems are physically
sent through quantum channels affected by environmen-
tal noise. In fact, we investigate the classical and quan-
tum communication rates of the butterfly network based
on identity, depolarizing and erasure channels. We
build on previous results from Refs. [32–36] to upper
bound the highest quantum communication rates achiev-
able in (single-message) multicasts from senders to re-
ceivers, assisted by adaptive local operations (LO) and
two-way classical communication (CC) involving all the
nodes of the network. We then compare these bounds
with the corresponding rates that can be achieved for
(single-message) multiple multicasts of classical informa-
tion from senders to receivers, establishing parameter
regimes where classical outperforms quantum communi-
cation. This analysis is then extended to larger networks
built on butterfly network blocks, for which this gap can
be amplified. In this way, our study clarifies the non-
trivial limitations that certain network architectures have
for transmitting quantum information.
II. PRELIMINARY NOTIONS
Before presenting our main results, let us introduce
some necessary notions by reviewing some of the the-
ory developed in Refs. [32–36]. These works consider
protocols for quantum transmissions, entanglement dis-
tribution and secret key generation which are based on
the most general LOs assisted by two-way CCs among
all the parties involved, that we may briefly call adap-
tive LOCCs. In particular, Ref. [32] considered point-to-
point protocols over a quantum channel, while Ref. [35]
extended the study to protocols over repeater chains and,
more generally, quantum networks. Finally, Ref. [36] fur-
ther extended the study to quantum communication net-
works with multiple senders and receivers.
Using this theory, it is possible to write an upper bound
for the total number of qubits that an ensemble of senders
can transmit to an ensemble of receivers in terms of the
relative entropy of entanglement (REE), defined as
ER(σ) = inf
γ∈sep
S(σ||γ) (1)
where the infimum is over all the set of separable states
(sep) and S is the quantum relative entropy [37]
S(σ||γ) := Tr [σ (log2 σ − log2 γ)] . (2)
In this work we consider the identity, depolarizing and
erasure channels, all of which belong to the group of tele-
portation covariant channels. A channel E belongs to this
group if, for any teleportation unitary U , we may write
E(UρU †) = V E(ρ)V † (3)
for another (generally different) unitary V . For a telepor-
tation covariant channel E , we may write a single-letter
REE bound for its two-way quantum capacityQ2, i.e. [32]
Q2(E) ≤ ER(E) = ER(σE ) (4)
where ER(E) = maxσ ER [(I ⊗ E)(σ)], and σE = (I ⊗
E)(Φ) is the Choi matrix of the channel, with Φ being
the maximally entangled state. (The proof that the Choi
matrix maximizes the REE of a teleportation covariant
channel is given in Ref. [32])
In order to generalize these results to teleportation-
covariant networks we first introduce some notions from
graph theory [34–36]. Let us describe an arbitrary quan-
tum network N as an undirected graph with nodes or
points P and edges E. Two points, x and y, are con-
nected by an edge (x, y) ∈ E if and only if there is a
corresponding quantum channel Exy between the two.
Each point p has a local register of quantum systems
over which LOs are performed and optimized on the ba-
sis of two-way CCs with the other nodes. Given a set
of senders or Alices {Ai} and a set of receivers or Bobs
{Bj}, we define a cut C as a bipartition (A,B) of the
points P such that {Ai} ⊂ A and {Bj} ⊂ B. This is
also denoted as C : {Ai}|{Bj}. Then, a cut-set C˜ corre-
sponds to the set of edges (x, y) which are disconnected
by the cut C, i.e., such that x ∈ A and y ∈ B.
Let us first consider the unicast configuration where
a single sender (Alice, A) communicates with a single
receiver (Bob, B) over a quantum network. If the com-
munication is done via a single route, we can obtain an
upper bound on the quantum capacity using the single-
edge flow of REE through a network. For a cut C : A|B
with cutset C˜ and Choi matrix resource state σExy for
edge Exy, this flow is defined by
ER(C) := max
(x,y)∈C˜
ER(σExy ). (5)
It can then be shown that the single-path (two-way
assisted) quantum capacity of the network is upper-
bounded as [35]
Q2(N ) ≤ min
C:A|B
ER(C). (6)
3Alternatively, the parties may choose to use a flooding
protocol in which all of the edges of the network are used
exactly once by simultaneous routing from Alice to Bob.
In this case quantity of interest is the multi-edge flow of
REE through cut C : A|B defined by
EmR (C) =
∑
(x,y)∈C˜
ER(σExy ) (7)
which leads to the following upper bound on the multi-
path (two-way assisted) quantum capacity [35]
Q2(N ) ≤ min
C:A|B
EmR (C). (8)
The upper bound in Eq. (8) provides the maximum
number of qubits that Alice can send to Bob per ‘parallel’
use of the quantum network, where all its edges are simul-
taneously exploited. Here we note that this upper bound
can be modified to bound the total number of qubits that
an ensemble of Alices {Ai} can send to an ensemble of
Bobs {Bj}. In fact, it is sufficient to consider the two
ensembles as super-users and repeat the reasoning, but
with the difference that the previous cuts C : A|B must
now be replaced by cuts splitting the super-users, i.e., the
two ensembles, C : {Ai}|{Bj}. This is an upper bound
because the super-users may in principle apply non-local
quantum operations among their nodes and, therefore,
better optimize the transmission rate with respect to the
case of ensembles of separate users. As a result, the op-
timal rate at which qubits can be transmitted from the
senders to the receivers is bounded by
B(N ) := min
C:{Ai}|{Bj}
∑
(x,y)∈C˜
ER(σExy ). (9)
It is also important to note that this is a general bound
for multiple multicasts which applies to both the case
of single- and multi-message multicasts from senders to
receivers. In fact, since we bound the total number of
physical qubits that super Alice transmits to super Bob,
it does not matter if these qubits are independent (i.e., in
a tensor product of different states) or dependent (e.g.,
in a global GHZ state [38]) when we unravel super Bob
back into an ensemble of Bobs. In this work, we are par-
ticularly interested in single-message multiple multicasts,
where in each use of the network each Alice aims to send
a GHZ-like multipartite logical qubit to the destination
set. This is a logical qubit α|0¯〉+β|1¯〉 encoded into phys-
ical qubits as many as the receivers, i.e., |0¯〉 = |0...0〉 and
|1¯〉 = |1...1〉. In this context, the total number of logical
qubits that are correctly received by the destination set
is equal to the total number of physical qubits correctly
received by each individual receiver, which means that
we need to divide the bound in Eq. (9) by the number
of receivers r. Therefore our figure of merit is the total
number of qubits per use and receiver, which is less than
or equal to the quantum bound
RQ(N ) := r
−1 min
C:{Ai}|{Bj}
∑
(x,y)∈C˜
ER(σExy ). (10)
III. RATES OF A SINGLE BUTTERFLY BLOCK
By using the bound in Eq. (10), we can see imme-
diately that we cannot obtain more than 1.5 qubits per
use and receiver in a butterfly network built with iden-
tity channels (for which ER(σExy ) is equal to one qubit).
This comes from the fact that the minimum cut is the
middle one disconnecting the edges (A1, B1), (R1, R2),
and (A2, B2). This gives 3 physical qubits to be divided
by r = 2. By contrast, we know from network coding
theory that in the classical case we can obtain two classi-
cal bits per use and receiver; hence we have a difference
of 0.5 bit per use and receiver between the quantum and
classical networks in this case.
We can now consider more complicated and realistic
cases in which the butterfly network is constructed with
noisy channels. Let us start with the depolarizing chan-
nel whose action in d dimensions can be expressed as
Pdepol(ρ) = (1− p)ρ+
p
d
I, (11)
where ρ is an arbitrary density matrix and I is the iden-
tity matrix. The action of the channel is to transmit
the initial state with probability 1 − p or a maximally
mixed state with probability p (geometrically, the action
of the depolarizing channel can be thought of as shrinking
the Bloch sphere [3]). At the time of writing the exact
two-way quantum capacity of the depolarizing channel is
unknown, however Ref. [32] obtained an upper bound of
Q2(p) ≤ ER(σPdepol ) = 1−H2
(
1−
3p
4
)
(12)
for p ≤ 2/3 with Q2 = 0 otherwise, where H2(p) =
−p log2 p− (1− p) log2(1− p) is the binary Shannon en-
tropy. Thus, for a butterfly network Bdep connected by
depolarizing channels with equal probability p, the total
number of qubits per use and receiver is bounded by
RQ(Bdep) =
3
2
[
1−H2
(
1−
3p
4
)]
. (13)
The classical capacities of the depolarizing channel
have been extensively studied [40–42]. The unassisted
classical capacity is given by
C(p) = 1−H2
(
1−
p
2
)
. (14)
This can be better understood by propagating an en-
coded classical bit through the channel. For the input
|0〉 〈0|, we get
P(|0〉 〈0|) = (1− p) |0〉 〈0|+
p
2
(|0〉 〈0|+ |1〉 〈1|)
=
(
1−
p
2
)
|0〉 〈0|+
p
2
|1〉 〈1| , (15)
similarly for |1〉 〈1|,
P(|1〉 〈1|) =
(
1−
p
2
)
|1〉 〈1|+
p
2
|0〉 〈0| . (16)
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FIG. 2: Rates (bits/qubits) per use and receiver for the depo-
larizing case considering a single butterfly block (upper panel)
and the limit of Nx →∞ blocks in parallel (lower panel). We
plot the achievable classical rate RC (solid blue line) and the
quantum bound RQ (dashed black line). The inset shows the
minimum difference between the classical rate and the quan-
tum bound as a function of Nx (where the minimization is
taken over the probabilities).
What we have is the equivalent of a classical binary sym-
metric channel (BSC) with bit flip probability p/2 [39].
To compute an achievable rate for the classical single-
message multiple multicast over a depolarizing/BSC but-
terfly network, we deconstruct the network in the two
channels A1, A2 → B1 and A1, A2 → B2. Calculating the
total rate of the combined channels gives an achievable
rate for the network. The general procedure for this pro-
cess is to create the transition probability matrix using
the logic of the butterfly network, followed by an opti-
mization over a distribution on the input symbol. The
upper panel of Fig. 2 shows both the quantum bound RQ
(qubits per per use and receiver) and the achievable rate
RC for sending classical information (bits per use and
receiver). The quantum bound is exceeded by the clas-
sical rate over the entire range of p with the maximum
difference being 0.5 bits per receiver (which corresponds
to the ideal case of identity channels discussed above).
Let us now move on to erasure channels. From clas-
sical information theory we know that the capacity of
the binary erasure channel with erasure probability ǫ
is given by C(ǫ) = 1 − ǫ. This formula has also been
shown to be equal to the classical capacity of the quan-
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FIG. 3: Rates (bits/qubits) per use and receiver for the era-
sure case, considering a single butterfly block (upper panel)
and the limit of Nx →∞ blocks in parallel (lower panel). We
plot the quantum bound RQ (dashed black line), the achiev-
able classical rate RC (solid blue line) and the inter-node-
assisted achievable classical rate R˜C (solid green line). Note
that the maximum gap is achieved for ǫ = 0 where the chan-
nels become identity channels. At that point, for a single
butterfly block, we find the expected result of 2 bits versus
1.5 qubits per use per receiver. In the figure, η and η′ are the
critical points at which RC and R˜C , respectively cross the
quantum bound RQ. Inset: Difference between R˜C and RQ
as a function of Nx for values of erasure probability equal to 0
(black line) and η′/2 (green line), and the difference between
RC and RQ as a function of Nx for erasure probability equal
to η/2 (blue line).
tum erasure channel [43]. The same work found the
quantum capacity to be Q(ǫ) = max{0, 1− 2ǫ} and also
C(ǫ) = Q2(ǫ) = 1 − ǫ. The erasure channel is unique in
that the number of correctly transmitted bits is known
with certainty, so that the capacity is equivalent to the
average number of transmitted bits. For any network
it is straightforward to calculate the achievable classical
rate. For a single butterfly network block Bera connected
by erasure channels with the same probability, we obtain
the classical rate (per use and receiver)
RC(Bera) = (1− ǫ) + (1− ǫ)
5, (17)
where the first term arises from the contribution of the
side channels, and the second comes from network coding
at the bottleneck node.
5Allowing side one-way CC between nodes in the net-
work allows for the optimization of the transmission
routes, increasing the rate. For example, if we detect
a failure in a channel connected to the bottleneck node,
(Ai, R1), we send any data received at R1 directly to R2
and subsequently to both receivers. We then have addi-
tional communication paths from Aj to Bi and Bj. The
inter-node-assisted rate (per use and receiver) is given by
R˜C(Bera) = (1 − ǫ) + (1− ǫ)
5 + ǫ(1 + ǫ)(1− ǫ)3. (18)
The upper panel of Fig. 3 shows each of the rates for a
single butterfly block. For both RC and R˜C , we observe
a region where the quantum bound RQ is exceeded. We
label the crossing points η = 0.159 and η′ = 0.244 for
RC and R˜C , respectively. The advantage of inter-node
classical communications is significant, and extends the
performance difference between the classical and quan-
tum butterfly network in this configuration.
IV. BUILDING NETWORKS WITH
BUTTERFLY BLOCKS
We will now expand our analysis to larger networks
constructed with butterfly network blocks as shown in
Fig. 4. We consider adding blocks in parallel in Sec. IVA,
in series in Sec. IVB and in both series and parallel in
Sec. IVC.
A. Butterfly blocks connected in parallel
Firstly, we consider the case in which we have a sin-
gle row of Nx connected butterfly blocks, such that we
have a network Npar with r = Nx + 1 senders/receivers.
We extend the previous reasoning to evaluate the max-
imum number of multipartite logical qubits that can be
flooded/transmitted from senders to receivers per use of
the network. This is equal to the total number of physi-
cal qubits transmitted per use and receiver, for which we
can write corresponding upper bounds. In particular, for
the depolarizing case, we have the quantum bound
RQ =
2r − 1
r
[
1−H2
(
3p
4
)]
, (19)
while for the erasure case we write
RQ =
2r − 1
r
(1− ǫ). (20)
The achievable rate of the depolarizing network can
be found by expanding the methods used for the sin-
gle butterfly block case. The network can be decon-
structed into two channels of the form Ai, Ai+1 → Bi
at the ends of the network, and (Nx − 1) channels of the
form Ai, Ai+1, Ai+2 → Bi+1. We find the overall rate
numerically from the combination of the capacities of all
channels, from which we can compute the rate per user
…
… … …
…
FIG. 4: Diagram of the construction of larger networks from
butterfly network blocks in parallel (horizontal) and series
(vertical).
and receiver RC . For the erasure case we can directly
write the following rate per user and receiver
RC = (1− ǫ) +
2(r − 1)
r
(1− ǫ)5. (21)
Here the first term on the right hand side is due to
the fact that all receivers may receive a single bit from
their directly connected sender, while the second term ac-
counts for the fact that all receivers (except the extremal
ones B1 and Br) may receive two bits from successful
network coding on the adjacent intermediate nodes. In
the case of inter-node CC, the rate can be generalized
by recognizing that we have Eq. (21) plus four backup
routes per butterfly block, giving an overall rate of
R˜C = (1− ǫ)+
2(r − 1)
r
[
(1− ǫ)5+ ǫ(1+ ǫ)(1− ǫ)3
]
. (22)
We see immediately for the erasure network that the
difference between the average number of bits/qubits
grows monotonically as we increase the number of but-
terfly blocks. Taking the limit of large r for the rates of
the erasure case we obtain
lim
r→∞
RQ = 2(1− ǫ) (23)
lim
r→∞
RC = (1− ǫ) + 2(1− ǫ)
5 (24)
lim
r→∞
R˜C = (1− ǫ) + 2(1− ǫ)
5 + 2ǫ(1 + ǫ)(1− ǫ)3. (25)
The lower panel of Fig. 2 shows the rates of the depo-
larizing case in the limit of large r for the entire range
of probabilities. The asymptotic rates are approximately
identical at 0.2 but the classical case outperforms the
quantum bound everywhere else in the range. The lower
panel of Fig. 3 shows the asymptotic rates for the erasure
6case. We find that η and η′ are equivalent to the single
block case for any non-zero Nx. At small values of the
erasure probability ǫ, the gap between the rates tends to
one bit per use per receiver.
B. Butterfly blocks connected in series
We now consider the rates of a network Nser consisting
of Ny butterfly network blocks connected in series i.e.
in a ladder formation. The number of receivers is the
same (r = 2) but the number of intermediate nodes and
channels has increased. The addition of extra blocks has
the effect of reducing the rates, as it becomes harder to
reach a receiver without the incurrence of errors.
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FIG. 5: Classical rate (lower lines) and inter-node CC assisted
classical rate (upper lines) per receiver for a 1×Ny butterfly
block network constructed with erasure channels. Compari-
son with the quantum bound (solid black line).
For the depolarizing case, adding blocks in a ladder
structure is equivalent to adding only extra side chan-
nels above a single block. However, in the erasure case,
extra bottlenecks can be used effectively, even if there
are no additional communications. If we allow the nodes
to duplicate data, we can use the bottleneck channels
as effective backup channels in case of errors and per-
form network coding in the final bottleneck before the
receivers.
Let us firstly consider only two blocks in series. We
have the option to ignore the bottleneck structure in the
first block entirely and send only via the side quantum
channels. In this case the classical rate (per use and
receiver) is given by
RC = (1− ǫ)
2 + (1− ǫ)7 (26)
which is however not optimal. A more effective strategy
is to use the bottleneck as an effective backup channel, by
sending a bit from A1 to the intermediate node on A1’s
side of the network, which we briefly label I1, via the
channel R1 → R2 as well as through the direct channel
A1 → I1. Now I1 has a greater probability of receiving
the correct bit, and because there are no additional oper-
ations, no communication between nodes is required. We
can calculate the probability that a correct bit is received
by computing
λ = 1− P (fail) = 1− ǫ[1− (1− ǫ)3] (27)
and the classical rate (per use and receiver) is therefore
given by
RC =
(1− ǫ)λ+ (1 − ǫ)2
2
+ (1 − ǫ)6λ. (28)
There is no further way we can improve the rate without
the receivers losing certainty of what has been sent.
This strategy can be extended to any number of blocks
in series, where a backup channel can be applied once per
block. Sender/intermediate nodes on either side of the
network can use the bottleneck route, however, for more
than two blocks the rate is maximized when the routes
are always used by nodes on the same side of the network.
The previous classical rate can be generalized as
RC =
(1 − ǫ)λNy−1 + (1− ǫ)Ny
2
+(1−ǫ)5(1−ǫ)Ny−1λNy−1.
(29)
Alternatively, if we allow inter-node communication,
the classical rate of a 1×Ny erasure network is obtained
by considering all of the possible paths from sender to
receiver, while prioritizing the backup route in upper
blocks, and accounting for possible channel failures. The
classical rates for the 1×Ny network are shown in Fig. 5
and compared with the quantum bound RQ which does
not depend on Ny. Clearly the value of the crossing point
η′ decreases rapidly as Ny increases, but there is still a
significant gap between the upper bound on the quantum
rate and the achievable classical rate.
C. Butterfly blocks connected in series and parallel
Finally, we come to the most complex case in which
we consider a general Nx ×Ny grid of butterfly network
blocks. This means that we have r = Nx + 1 receivers.
Again, we calculate the classical rates, accounting for
how the additional bottlenecks may be exploited. By
allowing each sender (excluding the one at the right edge
of the network) to use the backup route to the its right in
(Ny−1) upper blocks, we obtain the following unassisted
classical rate (per use and receiver) for a general grid
RC =
1
Nx + 1
{Nx(1− ǫ)λ
Ny−1 + (1− ǫ)Ny
+ 2(Nx − 1)(1− ǫ)
5λ2(Nx−1)
+ 2(1− ǫ)5(1− ǫ)Ny−1λNy−1}. (30)
For the inter-node assisted rate, we repeat the strategy
of the series-only case and obtain values of η′ for differ-
ent configurations. The top panel of Fig. 6 shows the
7relative increase in the critical point η′ with respect to
the series-only case. The increase is significant and in-
creases with the number of blocks we have in series. The
lower panel shows η′ as a function of Ny. The point η
′
decreases rapidly as we increase the number of blocks be-
tween sender and receiver, however the results show that
we always have a finite range over which the classical rate
exceeds the quantum bound. These results demonstrate
that by adding more blocks in parallel we can increase η′
up to a convergence point, increasing by more than 60%
in some cases.
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FIG. 6: Upper panel: relative increase in the critical point
η′ as compared to the Nx = 1 case for various values of Ny .
Lower panel: variation of η′ with Ny for various values of Nx.
V. CONCLUSIONS
Our results show that, when we consider single-
message multiple multicasts over a quantum network con-
structed with butterfly network blocks, there is an im-
portant discrepancy between quantum and classical com-
munication rates. We have demonstrated that this dis-
crepancy can be monotonically increased by adding ad-
ditional blocks in parallel, up to a maximum value of one
bit/qubit per use and receiver for networks constructed
using identical erasure channels.
By exploiting inter-node classical communication in
erasure networks, we have shown that the discrepancy
is increased more rapidly. Additionally, in this case we
observe a notable discrepancy even when we add blocks
in series and the number of butterfly blocks separating
senders from receivers is large. By adding further blocks
in parallel to create a grid, we can increase the discrep-
ancy by more than 60%, i.e., in the value of the criti-
cal point at which the classical rate beats the quantum
bound.
Our results demonstrate that duplicating certain ex-
isting classical network structures containing butterfly
blocks in order to build quantum counterparts can result
in significantly lower performance. It may be possible to
exploit this performance discrepancy in order to create a
system in which a quantum communication cannot beat
a classical equivalent. In this sense, our results provide a
theoretical guide with which to engineer such a system.
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