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CENTRO DE GESTIÓN DE RIESGOS PARA MONITOREO 
DE REDES, EN LA FACULTAD DE INGENIERÍA 
CIENCIAS FÍSICAS Y MATEMÁTICA  
 
La Facultad de Ingeniería, Ciencias Físicas y Matemática desde el 
laboratorio de cómputo se encarga de realizar el monitoreo de red en la 
facultad, que incluye: el Instituto de Investigación y Postgrado, Laboratorio 
de Sanitaria, Laboratorio de Hidráulica, Biblioteca y secretarías, además se 
incorpora el monitoreo para la Facultad de Ingeniería Química. 
 
La facultad no disponía de un inventario de activos ni de la valoración de 
cada uno de ellos, razón por la cual fue necesario conocer los activos 
informáticos y su riesgo, para proteger la información, este estudio se lo 
realizó mediante la Metodología de Análisis y Gestión de Riesgos de los 
Sistemas de Información (Magerit v2.0). 
 
Partiendo de los resultados obtenidos en la valoración de activos, se 
desarrolló módulos para monitorear servidores aplicaciones, de bases de 
datos y dispositivos de interconexión  denominada Centro de Gestión de 
Riesgos para Monitoreo de Redes (CGRMR), que ayudará a visualizar y 
conocer eventos generados en la red, detectar los posibles problemas como 
caídas de servicio y ataques de intrusos, para que el administrador de la red 
pueda tomar medidas correctivas. 
  
DESCRIPTORES:  
MAGERIT / SEGURIDAD DE LA INFORMACIÓN / ANÁLISIS DE RIESGO / 
MONITOREO / VULNERABILIDADES DE ACTIVOS / HERRAMIENTAS DE 







RISK MANAGER CENTER FOR MONITORING NETWORKING IN THE 
FACULTAD DE INGENIERIA CIENCIAS FISICA Y MATEMATICA 
 
The Facultad de Ingenieria, Ciencias Fisicas y Matematica from the 
computer lab is responsible to make monitoring in the faculty network, 
including: Postgraduate and Research Institute, Laboratorio de Sanitaria, 
Laboratorio de Hidraulica, Library and secretariats, and is incorporates 
monitoring for the Facultad de Ingenieria Quimica. 
 
The faculty did not have an asset inventory and valuation of each of them, 
which is why it was necessary to know the IT assets and risk, to protect 
information; this study was made by the Analysis and Management 
Methodology Risk Information System (Magerit v2.0). 
 
Based on the results of the valuation of assets, we development modules to 
monitor application servers, data base servers and interconnection devices 
called Center of Management of Risks for Monitoring network (CGRMR), that 
help you visualize and learn about events generated in the network, detect 
potential problems such as falls service and intrusion attacks, for the network 




MAGERIT / INFORMATION SECURITY / RISKS ANALYSIS / 
MONITORING / ASSETS VULNERABILITIES / MONITORING TOOLS / 
OSSIM 
 










Para el administrador de red o para las personas a cargo de la supervisión 
de enlaces y dispositivos de una empresa, es importante conocer el estado 
de los mismos y sobre todo poder reaccionar ante los eventos del entorno, 
en base a estas premisas se logra una administración potencialmente 
satisfactoria, esta posibilidad brindan las herramientas de Monitoreo de red, 
con las cuales podremos conocer el estado operativo de los host, routers, 
switches, además de tener pleno conocimiento del estado de los servicios 
como son: dns, dhcp, web, proxy, ftp, snmp, lo cual es vital para tomar 
acciones correctivas ante los eventos que se generen. 
 
El administrador necesita saber si los procesos que corren en los 
dispositivos están en funcionamiento, cual es la carga promedio del sistema, 
el uso de memoria en cualquier instante; estos son motivos por los que se 
propone realizar la implementación de mecanismos para monitorizar lo 
definido anteriormente. 
 
El lenguaje que se ha utilizado para la elaboración del presente trabajo de 
graduación es sencillo y directo, para facilitar su comprensión y permitir una 
mayor visión y aplicación de lo que detalla el documento, aspirando a que 
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1.2  Objetivos 
 
1.2.1 Objetivo General 
 
Desarrollar plugins de monitoreo de red acoplados al framework de Open 
Source SIM (OSSIM), que permita detectar problemas ofreciendo 
información confiable y oportuna para reaccionar ante eventos que se 
generan en la red, a través de herramientas de Software libre GPL bajo una 
plataforma Linux, con la aplicación de la Metodología de Análisis y Gestión 
de Riesgos de los Sistemas de Información (Magerit v2.0) en la Facultad de 
Ingeniería, Ciencias Físicas y Matemática. 
 
1.2.2 Objetivos Específicos 
 
Entre los objetivos específicos cabe mencionar: 
 Valorar los servidores de aplicaciones y base de datos, dispositivos 
de interconexión para determinar el impacto y riesgo de en la 
Facultad de Ingeniería Ciencias Físicas y Matemática. 
 Ofrecer un sistema de monitoreo para realizar: análisis de 
vulnerabilidades de los equipos, análisis de tráfico en la red 
verificación de la disponibilidad y servicios de servidores de 
aplicaciones y bases de datos, dispositivos de interconexión 










El desarrollo de este trabajo de graduación permitirá el análisis de la gestión 
de riesgos en las fases de análisis y clasificación del riesgo con la aplicación 
de la metodología Magerit. 
 
Ponderar los activos valorados para que a través del sistema de monitoreo, 
el riesgo de cada evento generado en cada activo pueda ser valorado 
indicando el impacto global de los ataques a nivel del sistema. 
 
El sistema posibilitará la visualización de cuadros de mando, se generarán 
alarmas, se realizará análisis de Seguridad de Información y Eventos 
(SIEM), análisis de vulnerabilidades, detección de intrusos, descubrimiento 
de activos, tráfico de la red, disponibilidad de servicios y host. 
 
Finalmente, este proyecto está enfocado al monitoreo de redes por ejemplo 
servidores de aplicaciones, servidores bases de datos y  dispositivos de 
interconexión (swtiches y routers), para la Facultad de Ingeniería, Ciencias 




La Facultad de Ingeniería, Ciencias Físicas y Matemática, no dispone de un 
centro de gestión de riesgos que agrupe herramientas para monitorear 
constantemente la red, ya que todos los host interconectados  podrían ser 
víctimas de ataques de intrusos, llegando a provocar o causar daños 
informáticos a los servidores y dispositivos como switches y routers  que 
posee la facultad, por lo cual se hace necesaria la implementación de una 









Las limitaciones del sistema de monitoreo son las siguientes: 
 No se desarrollara ni se recomendarán políticas de seguridad ni 
salvaguardas, puesto que el presente estudio se lo realizó para las 
fases de análisis y clasificación de la gestión riesgo.1 
Las limitaciones mencionadas fueron debidamente expuestas al tutor de 
tesis y conversadas con la jefa del laboratorio de computadoras de la 
Facultad de Ingeniería en Ciencias Física y Matemática. 
 
1.6 Herramientas y plataforma de desarrollo para la implementación 
 
Para el desarrollo de plugins e implementación del framework OSSIM se 
utilizó las siguientes herramientas: 
 Java(JVM) versión 1.5 (Máquina Virtual) 
 Navegador Mozilla Firefox versión 3 o superior 
 Lenguaje de programación PHP, Unix, javascript , phyton , 
bash 
 Base de datos MySQL 
 Framework y server Open Source SIM 










                                            
1
 Las fases de la gestión de riesgo son: Análisis de Riesgo, clasificación del riesgo, control de riesgo, 
reducción de riesgo.  
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Monitores:  






Sistema operativo Debian GNU/Linux 5 
 
Justificación del Sistema Operativo Debian 
 
En la implementación del sistema de monitoreo se utilizó Debian como 
sistema operativo base, debido a que el framework Open Source SIM fue 
desarrollado bajo el mismo sistema. 
 
Una de las ventajas que se tiene con Debian es que soporta casi todas las 
arquitecturas de computador, es el líder mundial en la distribución no 
comercial de Linux totalmente gratis. Maneja de mejor manera la gestión de 
paquetes de instalación, actualización, configuración y eliminación de 
paquetes de software, esto lo hace un sistema totalmente integrado que 
permite actualizaciones continuas sin que esto afecte al sistema ni a sus 
configuraciones, la mayoría de paquetes dependientes se manejan de forma 
automática evitando así errores de dependencias comunes en sistemas 
como Red Hat y Suse, además utiliza los comandos estándar de Unix.  
 
En Debian  no son diferentes “servidor” y “cliente”  son todo en uno. El 
rendimiento de Debian es excelente, se puede utilizar incluso los obsoletos 
equipos Pentium. Debían es la distribución con el menor costo de propiedad. 
Por todo lo mencionado con anterioridad  al utilizar este sistema operativo, 
se evita problemas de compatibilidad con  los plugins instalados.2 
 
  
                                            
2
 Basado en http://www.tabyengineering.com/index.php 




2 Teoría del Análisis de Riesgo 
 
2.1 Metodología de Análisis y Gestión de Riesgos de los Sistemas de 
Información (MAGERIT) 
 
MAGERIT, es una metodología de análisis y gestión de riesgos de los 
sistemas de información, la metodología tiene como objetivos principales los 
siguientes: 
 
1.  “Concientizar a los responsables de los sistemas de información 
de la existencia de riesgos y de la necesidad de identificarlos a 
tiempo 
2. Ofrecer un  método sistemático para analizar tales riesgos. 
3. Ayudar a descubrir y planificar las medidas oportunas para 
mantener los riesgos bajo control. 
4. Apoyar a la Institución para la preparación de procesos de 
evaluación, auditoria, certificación o acreditación, según 
corresponda en cada caso.”3 
 
Descripción de la metodología 
 
Magerit al ser una metodología relacionada con el uso de medios 
electrónicos, informáticos y telemáticos, evidencia beneficios para los 
usuarios, pero también existen riesgos innegables que se pueden disminuir 
garantizando de esta manera la disponibilidad, integridad, confidencialidad, 
autenticidad y trazabilidad de la información.   
Magerit está estructurado por tres libros: método, catálogo de elementos, 
guía de técnicas. 
                                            
3
 Tomado de: MAGERIT – versión 2, Libro 1, pág. 6. Julio del 2011. 
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1. Método: Etapa de planificación del proyecto, en donde se describen los 
pasos y tareas básicas para realizar un proyecto de análisis y gestión de 
riesgos. 
2. Catálogo de elementos: Ofrece guías y elementos estándar en cuanto a: 
tipos de activos, dimensiones de valoración de los activos, criterios de 
valoración de los activos, amenazas típicas sobre los sistemas de 
información y salvaguardas a considerar para proteger los sistemas de 
información. 
3. Guía de técnicas: Es una guía de consulta que proporciona técnicas que 
se emplean para llevar a cabo proyectos de análisis y gestión de riesgos: 
técnicas específicas para el análisis de riesgos, análisis mediante tablas. 
Esta metodología exige el seguimiento de los tres libros en orden secuencial. 
2.1.1 Justificación metodológica 
 
Existen varias metodologías como: MAGERIT, OCTAVE, CRAMM, IRAM, 
entre otras,  con las que se puede realizar la valoración de riesgos sobre los 
activos de una organización, una de las herramientas que permite un análisis 
de riesgos  efectivo es Magerit, a diferencia de las otras que hacen un 
análisis básico. 
La importancia de esta metodología sobre los activos se basa en: 
 Admitir el análisis de activos.  
 Valorarlos cuantitativamente de acuerdo a las amenazas,  
 Proponer salvaguardas. 
 Gestionar los riesgos existentes.  
OCTAVE 
Es una metodología de gestión de riesgos desarrollada por la Universidad 
Carnegie Mellon en el año 2001, y su acrónimo significa “Operationally 
Critical Threat, Asset and Vulnerability Evaluation“, corresponde a un 
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conjunto de herramientas, métodos y técnicas para la seguridad de activos, 
estudia los riesgos en base a tres principios Confidencialidad, Integridad y 
Disponibilidad. 
Existen 3 versiones de la metodología OCTAVE: 
 La versión original de OCTAVE 
 La versión para pequeñas empresa OCTAVE-S 




Cramm (ACTC Método de Análisis de Riesgos y Gestión) fue creado en 
1987 por el Centro de Informática y la Agencia Nacional de 
Telecomunicaciones (CCTA ) del gobierno del Reino Unido. Incluye una 
amplia gama de herramientas de evaluación de riesgo que son totalmente 
compatibles con la ISO 27001 y se ocupa de algunas tareas como: 
 •Activos de modelado de dependencia 
•Evaluación de impacto empresarial 
•Identificación y evaluación de amenazas y vulnerabilidades 
•Evaluar los niveles de riesgo 
•La identificación de los controles necesarios y justificados sobre la base de 
la evaluación del riesgo. 
•Un enfoque flexible para la evaluación de riesgos. 
La desventaja frente a MAGERIT es que CRAMM no incorpora la medida de 






                                            
4
 http://seguridadinformaticaufps.wikispaces.com/Herramienta+de+Evaluacion+de+Riesgo-CRAMM 
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IRAM Information Risk Analysis Methodologies 
 
Es la metodología desarrollada por Information Security Forum, fue diseñada 
para analizar información de riesgo del negocio y tomar decisiones sobre los 
controles que se debe tomar para mitigar el riesgo.   
 
IRAM consta de tres fases principales: 
 Fase 1: Análisis de impacto sobre el negocio (BIA). 
 Soportada por la herramienta BIA Assistant. 
 Fase 2: Evaluación de amenazas y vulnerabilidades. 
 Soportada por la herramienta T&VA Assistant. 
 Fase 3: Selección de controles. 
 Soportada por la herramienta CS Assistant. 
Las tres herramientas han sido migradas del entorno microinformático 
original a un entorno web en una nueva herramienta integrada: IRAM Risk 
Analyst Workbench. 
 
De la comparación entre metodologías, se ha obtenido como resultado la 
siguiente tabla. 
Nombre  COMPARACIÓN DE LAS METODOLOGÍAS  
Confidencialidad Integridad Disponibilidad Autenticidad Trazabilidad Otros 
ISO TR 
13335:1997 








      
BS 7799-
3:2006 
      
AS/NZS 
4360:2004 
      
MAGERIT 
      
OCTAVE 
      
CRAMM 
      
NIST SP 800 
- 30 
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IRAM 
      
CORAS 
      
SOMAP 
     
Auditabilidad 
FAIR 
     
Mal uso 
divulgación 
Tabla 1. Comparación de las metodologías 
Leyenda:      completo         satisfactorio          pobre           no tiene 
Fuente: Tesis de Análisis de riesgos  de Seguridad de la Información. 
Autor: Juan Manuel Matalobos, Universidad Politécnica de Madrid, 2009, pág. 78 
 
Del análisis comparativo presentado en la tabla 1 se concluye que Magerit 
presenta un mayor confidencialidad, integridad, disponibilidad, trazabilidad y 





Son los dispositivos, medios y servicios de la tecnología de información  que 
pertenecen a la organización y son necesarios para el funcionamiento de la 
misma y para cumplir sus objetivos propuestos. 
 
Para el análisis de riesgo es necesario conocer las características de las 
dimensiones de seguridad de los activos, estas características pueden ser 
requeridas o no dependiendo de cada caso de análisis. De acuerdo a lo 
mencionado se definen cinco niveles de dimensiones de la seguridad que 
son: Disponibilidad, Integridad, Confidencialidad, Autenticidad y Trazabilidad. 
 
[D] Disponibilidad: Aseguramiento de que los usuarios autorizados tienen 
acceso cuando lo requieran a la información y sus activos asociados. La 
carencia de disponibilidad afecta directamente a la productividad de las 
organizaciones. 
 
[I] Integridad: Garantía de la exactitud y completitud de la información y los 
métodos de su procesamiento, la integridad afecta directamente al correcto 
desempeño de las funciones de una organización. 
Centro de gestión de riesgos para monitoreo de redes 
11 
[C] Confidencialidad: Aseguramiento de que la información es accesible sólo para 
aquellos autorizados a tenerla. 
 
[A_S] Autenticidad de los usuarios del servicio: Aseguramiento de la identidad u 
origen. 
 
[T_S] Trazabilidad del servicio: Aseguramiento de que en todo momento se 
podrá determinar quién hizo qué y en qué. 
 




Son soluciones que satisfacen una necesidad de los usuarios como: servicio 
de internet, correo electrónico, etc., para ello se requieren un conjunto de 
medios.  
Dentro de este grupo se encuentran  los servicios prestados por la 
organización, por ejemplo: 
 
[www]   world wide web     
[telnet]  acceso remoto a cuenta local   
[email]  correo electrónico      
[ftp]      transferencia de ficheros     
 
[SW] Aplicaciones  
 
Son las tareas que han sido automatizadas por un equipo informático, éstas 
gestionan, analizan y transforman los datos permitiendo la explotación de la 
información para la prestación de los servicios. 
Ejemplos de aplicaciones son: 
   
[browser]  navegador web      
[www]       servidor de presentación     
[app]        servidor de aplicaciones    
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[office]      ofimática    
[backup]    sistema de backup   
   
[HW] Equipo Informático       
 
Son los bienes materiales, físicos, destinados a soportar directa o 
indirectamente los servicios que presta la organización, siendo soporte de 
ejecución de las aplicaciones informáticas o responsables del procesado o la 
transmisión de datos, estos son: 
 
[host]      grandes equipos  
[hub]       concentradores       
[switch]   conmutadores       
[router]    encaminadores     
[wap]       punto de acceso wireless  
 
2.2.2 Dependencia de activos 
 
La dependencia entre activos permite analizar la medida en que se ve 
afectado un activo si alguno de los que depende falla, un activo depende de 
otro cuando la ejecución de una amenaza en un activo inferior tiene un 
perjuicio en un activo superior. 
2.2.3 Valoración 
 
Para valorar los activos se puede elegir dos criterios de valoración: criterio 
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2.2.4 Criterios de valoración cualitativa 
 
La valoración cualitativa permite saber cómo se encuentra el activo y cuál es 
su grado de valor, para lo cual se da una valoración en la escala del 0 al 10, 











Tabla 2 Criterios de Valoración 
Autor: Magerit 
      Fuente: Magerit libro II, pág. 19. 
 
Escala de valoración estándar 
 
La escala estándar permite valorar a un activo dependiendo de la afectación 
que pueda tener, la tabla 3 siguiente muestra la valoración de los activos en 
función de los criterios. 
 
 ESCALA ESTÁNDAR DE VALORACIÓN 
Valor Criterio 
10 [olm] Probablemente cause un daño excepcionalmente serio a la eficacia o seguridad 








[da] Probablemente cause una interrupción excepcionalmente seria de las actividades 
propias de la Organización con un serio impacto en otras organizaciones 
[adm] Administración y gestión: probablemente impediría seriamente la operación 
efectiva de la organización, pudiendo llegar a su cierre 
[olm] Probablemente cause un daño serio a la eficacia o seguridad de la misión 
operativa o logística 
[iio] Probablemente cause serios daños a misiones muy importantes de inteligencia o 
información 
[si] Seguridad: probablemente sea causa de un serio incidente de seguridad o dificulte 
CRITERIOS DE VALORACIÓN 
valor criterio descripción 
10 muy alto daño muy grave a la 
organización 
07 - 09 alto daño grave a la organización 
04 - 06 medio daño importante a la organización 
01 - 03 bajo daño menor a la organización 
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la investigación de incidentes serios 






[da] Probablemente cause una interrupción seria de las actividades propias de la 
Organización 
[adm] Administración y gestión: probablemente impediría la operación efectiva de la 
organización 
Probablemente causaría una publicidad negativa generalizada. 
[lg.a] por afectar gravemente a las relaciones con otras organizaciones. 
[lg.b] por afectar gravemente a las relaciones con el público en general. 
[lg.c] por afectar gravemente a las relaciones con otros países. 
Probablemente perjudique la eficacia o seguridad de la misión operativa o logística, 
cause serios daños a misiones importantes de inteligencia  o información. 
 
6 
[pi1] Información personal: probablemente afecte gravemente a un grupo de individuos 







[da] Probablemente cause la interrupción de actividades propias de la Organización 
con impacto en otras organizaciones.  
[adm] Administración y gestión: probablemente impediría la operación efectiva de más 
de una parte de la organización. 
[lg] Probablemente sea causa una cierta publicidad negativa 
[lg.a] por afectar negativamente a las relaciones con otras organizaciones 
[lg.b] por afectar negativamente a las relaciones con el público 
[olm] Probablemente merme la eficacia o seguridad de la misión operativa o logística 
más allá del ámbito local. 
[iio] Probablemente dañe a misiones importantes de inteligencia o información 
[pi1] Información personal: probablemente afecte gravemente a un individuo 




[pi1] Información personal: probablemente afecte a un grupo de individuos 
[ps] Seguridad de las personas: probablemente cause daños menores a varios 
individuos 








[da] Probablemente cause la interrupción de actividades propias de la Organización 
[adm] Administración y gestión: probablemente impediría la operación efectiva de una 
parte de la organización. 
[lg] Probablemente afecte negativamente a las relaciones internas de la Organización. 
[olm] Probablemente merme la eficacia o seguridad de la misión operativa o logística 
(alcance local). 
[iio] Probablemente cause algún daño menor a misiones importantes de inteligencia o 
información. 
[pi1] Información personal: probablemente afecte a un individuo 
[si] Seguridad: probablemente sea causa de una merma en la seguridad o dificulte la 
investigación de un incidente 
[ps] Seguridad de las personas: probablemente cause daños menores a un individuo 
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[lbl] Datos clasificados como de difusión limitada 
 
2 
[lg] Probablemente cause una pérdida menor de la confianza dentro de la 
Organización 






[da] Pudiera causar la interrupción de actividades propias de la Organización 
[adm] Administración y gestión: pudiera impedir la operación efectiva de una parte de 
la organización 
[lg] Pudiera causar una pérdida menor de la confianza dentro de la Organización 
[olm] Pudiera mermar la eficacia o seguridad de la misión operativa o logística 
(alcance local) 
[lbl] Datos clasificados como sin clasificar 
0 No afectaría a la seguridad de las personas, sería causa de inconveniencias mínimas 
a las partes afectadas. 
Tabla 3   Escala estándar 
Autor: Ministerio de Administraciones públicas de Madrid 




Las amenazas son ocurrencias de eventos que pueden afectar 
negativamente a los activos. 
2.3.1 Tipos de amenazas 
Las amenazas se clasifican según su naturaleza, se considera 4 tipos de 
causas de amenazas: desastres naturales, de origen industrial, errores y 
fallos no intencionados, ataques intencionados. 
 Desastres Naturales: Son sucesos que pueden ocurrir sin intervención 
de los seres humanos. 
 De Origen Industrial: Son sucesos que pueden ocurrir de forma 
accidental, derivados de la actividad humana de tipo industrial. 
 Errores y Fallos no Intencionados: Son fallos no intencionales 
causados por las personas. 
 Ataques Intencionados: Son fallos deliberados causados por las 
personas. 
Las siglas antes de cada descripción, permiten identificar la amenaza a la 
que está expuesto el activo. 
Centro de gestión de riesgos para monitoreo de redes 
16 
[N]Desastres naturales. Posibilidad de que los desastres naturales afecten 
a los recursos del sistema. 
N.1 Daños por fuego: Incendios. 
N.2  Daños por agua: Inundaciones. 
N.* Desastres Naturales: Rayos, tormentas eléctricas, terremotos. 
[I]Desastres de origen Industrial. Posibilidad de que los desastres 
industriales afecten a los recursos del sistema. 
I.1 Por fuego: Incendios 
I.2 Daños por agua: Fugas, escapes, inundaciones 
I* Desastres industriales: Explosiones, derrumbes, sobrecarga eléctrica, 
fluctuaciones eléctricas. 
I.3 contaminación mecánica: Suciedad, polvo, vibraciones. 
I.6 corte de suministro eléctrico: Cese de la alimentación de potencia. 
I.7 Condiciones inadecuadas de temperatura y/o humedad: Excesivo frio, 
excesiva humedad, excesivo calor. 
I.8 Fallo de servicios de comunicaciones: Cese de la capacidad de transmitir 
datos de un lugar a otro. 
I.11 Emisiones electromagnéticas: Emisiones de radiaciones al exterior que 
pueden ser interceptadas por otros equipos derivando en una fuga de 
información.  
[E] Errores y fallos no intencionados: Son equivocaciones del personal 
que manipula los equipos y que pueden afectar a la organización.  
E.1 Errores de los usuarios: Equivocaciones de las personas cuando utilizan 
los servicios, datos, etc. 
E.2 Errores del administrador: Equivocaciones de las personas con 
responsabilidades de instalación y operación. 
E.3 Errores de monitorización: Inadecuado registro de actividades, falta de 
registros, registros incompletos. 
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E.4 Errores de configuración: Introducción de datos de configuración 
erróneos. 
E.8 Difusión de software dañino: Propagación inocente de virus, spyware, 
gusanos, etc. 
E.9 Errores de re-encaminamiento: Es el envió de información a través de la 
red usando accidentalmente una ruta incorrecta llevando información por 
donde no es debido. 
E.14 Escapes de información: La información llega accidentalmente al 
conocimiento de personas que no deberían tener conocimiento de ella. 
E.20 vulnerabilidad de los programas (software): Defectos en el código que 
dan pie a una operación defectuosa. 
E.21 Errores de mantenimiento y/o actualización (software): Defectos en los 
procedimientos de actualización. 
E.23  Errores de mantenimiento y/o actualización (Hardware): Defectos en 
los procedimientos de actualización. 
E.24 Caída del sistema por agotamiento de recursos: La carencia de 
recursos provocan la caída del sistema cuando la sobrecarga es 
desmesurada. 
[A] Ataques intencionados: Se encuentran en el uso incorrecto de la 
tecnología. 
A.4 Manipulación de la configuración: Depende de la configuración y de la 
diligencia del administrador, privilegios de acceso, registro de actividad, etc. 
A.5 Suplantación de la identidad del usuario: Cuando un atacante se hace 
pasar por un usuario autorizado. 
A.6 Abuso de privilegios de usuario: Cuando el usuario abusa de su nivel de 
privilegios. 
A.7 Uso no previsto: Uso de los recursos del sistema para fines personales. 
A.8 Difusión de software dañino: Propagación intencionada de virus. 
A.9 Re-encaminamiento de mensajes: Envío de información a un destino 
incorrecto a través del sistema o red. 
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A.10 Alteración de secuencia: Alteración del orden de los mensajes 
transmitidos. 
A.11 Acceso no autorizado: Cuando el atacante consigue entrar al sistema 
sin tener autorización. 
A.13 Repudio: Negación a posteriori de acciones o compromisos adquiridos 
en el pasado. 
A.14 Intercepción de información (escucha): El atacante llega a tener acceso 
a la información sin que esta se vea alterada. 
A.22 Manipulación de programas: Alteración intencionada de los programas. 
A.24 Denegación de servicio: Carencia de recursos suficientes que provoca 
la caída del sistema. 
A.25 Robo: Sustracción de equipos. 
A.26 Ataque destructivo: Vandalismo, Terrorismo 




La vulnerabilidad es la posibilidad de ocurrencia de la materialización de la 









Diagrama 1 Vulnerabilidades 
Autor: tesistas 









El impacto es la consecuencia de que se materialice una amenaza sobre un 
activo. 
2.5.1 Tipos de Impacto 
Existen dos tipos de determinación del impacto5: 
 
Impacto Repercutido: Se calcula tomando en cuenta el valor propio del 
activo y las amenazas a las que están expuestos los activos que dependen 
de él, el impacto repercutido se calcula para cada activo por cada amenaza y 
en cada dimensión de valoración siendo una función del valor propio y de la 
degradación. 
 
Impacto Acumulado: Se calcula sobre un activo tomando en cuenta su 
valor acumulado y las amenazas a las que está expuesto, el impacto 
acumulado se calcula por cada activo, por cada amenaza y en cada 





Las salvaguardas son medidas para reducir el impacto del riesgo sobre el 
activo, para reducir el riesgo se necesita mejorar las salvaguardas que se 
encuentran en funcionamiento o la generación o incorporación de nuevas 
salvaguardas. 
2.6.1 Tipos de Salvaguardas 
 
Es necesario considerar salvaguardas de tipo preventivo para que la 
amenaza no ocurra o su daño sea despreciable. 
 
                                            
5
 Tomado de Magerit v2.0 libro 1 página 23. 
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Existen salvaguardas técnicas, físicas, medidas de organización y políticas 
de personal. 
 
 Salvaguardas Técnicas: En aplicaciones, equipos y 
comunicaciones. 
 Salvaguardas Físicas: Protegiendo el entorno de trabajo de las 
personas y los equipos.  
 Medidas de Organización: De prevención y gestión de las 
incidencias. 
 Políticas de Personal: Políticas de contratación, formación 
permanente, organización de reportes de incidencias, plan de 




Es el daño probable sobre los activos si una amenaza se materializa y no se 
los protege adecuadamente. Es dependiente del impacto y la frecuencia de 
ocurrencia. 
 
2.7.1 Tipos de Riesgo. 
Los tipos de riesgo que podrían presentarse son los siguientes:6 
 
Riesgo repercutido: se calcula teniendo en cuenta el impacto repercutido 
sobre un activo debido a una amenaza y la frecuencia de la amenaza, se 
calcula para cada activo, por cada amenaza y en cada dimensión de 
valoración, siendo una función del valor propio, la degradación causada y la 
frecuencia de la amenaza. 
 
Riesgo acumulado: es el calculado sobre un activo teniendo en cuenta el 
impacto acumulado sobre un activo debido a una amenaza y la frecuencia 
de la amenaza, éste se calcula para cada activo, por cada amenaza y en 
                                            
6
 Tomado del libro 1 de Magerit v2.0  pág. 24 
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cada dimensión de  valoración, siendo una función del valor acumulado, la 
degradación causada y la frecuencia de la amenaza. 
2.7.2 Análisis de riesgos 
 
Proceso sistemático para estimar la magnitud de los riesgos a los que está 
expuesta una organización. 
  
Gestión de riegos: método para determinar, analizar, valor y clasificar el 
riesgo, para posteriormente implementar mecanismos que permitan 
controlarlo. 
La gestión de riesgos tiene cuatro fases: 
 
Análisis: Determina los componentes de un sistema que requieren 
protección, sus vulnerabilidades que lo debilitan y las amenazas que lo 
ponen en peligro, con el resultado de revelar su grado de riesgo. 
 
Clasificación: Determina si los riesgos encontrados y los riesgos restantes 
son aceptables. 
 
Reducción: Define e implementa las medidas de protección, además 
sensibiliza y capacita a los usuarios conforme a las medidas. 
 
Control: Analiza el funcionamiento, la afectividad y el cumplimiento de las 
















Gráfico 1 Gestión de riesgo 
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CAPITULO 3 
3. Administración de la Seguridad de la información 
La seguridad de la información como su nombre lo indica consiste en 
asegurar el activo más importante de una organización el cual es la 
información, pero debemos distinguir entre Seguridad Informática y 
Seguridad de la información. 
 
3.1 Seguridad Informática 
 
La seguridad informática consiste en asegurar la infraestructura tecnológica 
sobre la que funciona la organización entendiéndose como infraestructura 
tecnológica el conjunto de hardware y software sobre los que se encuentran 
los servicios que mantienen a la organización en funcionamiento. 
 
3.2 Seguridad de la Información 
 
Tiene como objetivo principal la protección de sistemas e información en 
cuanto a que se encuentren accesibles (Disponibilidad), que no se 
encuentren alterados por error o mala intención (Integridad), el acceso 
deberá ser permitido solo a personas o personal autorizado 
(Confidencialidad). 
 
Disponibilidad: o disposición de los servicios a ser usados cuando sea 
necesario. La carencia de disponibilidad supone una interrupción del 
servicio. La disponibilidad afecta directamente a la productividad de las  
organizaciones. 
 
Integridad: o mantenimiento de las características de completitud y 
corrección de los datos. Contra la integridad, la información puede aparecer 
manipulada, corrupta o incompleta. La integridad afecta directamente al 
correcto desempeño de las funciones de una Organización. 
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Confidencialidad: o que la información llegue solamente a las personas 
autorizadas. Contra la confidencialidad o secreto pueden darse fugas y 













Visto de esta manera la importancia que tiene la seguridad de la información 




Monitorización es un grupo de herramientas informáticas llamadas sensores, 
que están divididas en Detectores y Monitores, las que permiten vigilar y 
mantener informado sobre acciones y eventos que se generen en la red, 
haciendo que el administrador supervise y reaccione ante estos eventos 
tomando medidas preventivas.  
 
3.3.1 Sensores 
Los sensores se dividen en Detectores y Monitores, que se encargan de la 










SEGURIDAD DE LA INFORMACIÓN 
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3.3.2 Detectores 
Son herramientas recolectoras de patrones  en la red que lo ejecutan en 
tiempo real, para que puedan producir eventos, dependiendo de su fiabilidad 
y sensibilidad, es decir que pueda ofrecer un grado de certeza y capacidad 
de análisis ante un posible ataque. 
 
Los eventos generados e identificados por los detectores, pueden ser 
catalogados como dos problemas identificados como: 
Falsos Positivos: posibles ataques detectados pero no necesariamente son 
ataques reales. 
Falsos Negativos: son ataques no detectados.     
Sensores definidos como detectores son los siguientes: 
Nessus, es un scanner de vulnerabilidades 
Snort, es un sistema de detección de intrusos. 
3.3.3 Monitores  
 
Son herramientas de monitoreo, que nos permiten visualizar con mayor 
detalle el estado actual de la red, alertando cuando el comportamiento de 
este no sea el adecuado.  
Sensores definidos como monitores son los siguientes: 
Ntop, monitor para detectar el tráfico de red. 
Nmap,  monitor para inventario de activos. 
Nagios, es un monitor de disponibilidad. 
 
3.4 Sistema de Detección de Intrusos (IDS) 
 
Los IDS son herramientas que nos permiten detectar o monitorear accesos 
no permitidos, restringidos o sospechosos a la red como por ejemplo 
ataques informáticos.  
Existen dos tipos de IDS que son los Host IDS y los Network IDS. 
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3.4.1 Host IDS (HIDS) 
 
Son IDS basado en host la detección de intrusiones se las detecta en el host 
que está siendo atacado, el IDS monitorea los eventos generados; 
analizando actividades sospechosas o fuera de los patrones normales con el 
objetivo de recolectar toda esta información y realizar un reporte con las 
conclusiones. 
3.4.2 Network IDS (NIDS) 
 
Son IDS basado en red, este tipo de IDS analiza los paquetes que se 
transmiten a través de la red analizando cada uno de ellos esto quiere decir 
que trabajan como sniffer de la red. Luego los paquetes son analizados en 
busca de patrones que comprometan la seguridad mediante algún tipo de 
ataque. 
Una herramienta de detección de intrusos es Snort, que tiene características 
de disponer el código fuente  abierto a través de licencia GPL, por lo que es 
factible realizar modificaciones  y adaptaciones de nuevos cambios en el 
código, además que dispone de una base de datos de firmas de ataques 
actualizada, tiene la funcionalidad de trabajar con módulos específicos en la 
base de datos.   
 
3.5 Escáner de vulnerabilidades 
 
Escáner de vulnerabilidades o analizador de vulnerabilidades permite 
identificar las vulnerabilidades que tiene un activo definido o en general de 
los que se encuentren en la red, permitiendo a los administradores 
supervisar la seguridad de los equipos. 
 
Una herramienta que nos permite analizar un escaneo de vulnerabilidades 
es Nessus, que tiene las características de disponer de una base de datos 
de conocimiento que es mantenida por la comunidad libre, actualizándose de 
manera gratuita y automática, está adaptado para organizaciones con 
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cualquier tipo de red, tiene un lenguaje de programación scripting optimizado 
para interacciones personalizadas en redes.  
3.6 Escáner de puertos 
 
El escáner de puertos permite realizar un análisis de los puertos detectando 
cuales se encuentran abiertos o cerrados y la disponibilidad de servicios en 
un determinado equipo. 
Una herramienta para el escaneo de puertos es Nmap, con características 
de poder descubrir activos, identificar puertos abiertos, determinar qué 
servicio se está ejecutando. 
3.7 Monitor de red  
 
El Monitoreo de red describe el uso de los sistema que constantemente 
monitoriza una red de computadoras recopila información que ayuda a 
mantener la red a pleno rendimiento gracias a funciones que permiten 
identificar patrones anómalos. El Monitor de red proporciona información 
acerca del tráfico de la red que fluye hacia y desde el adaptador de red del 
equipo donde está instalado. Al capturar información y analizarla puede 
evitar y diagnosticar ciertos tipos de problemas relativos a la red. 
La herramienta a utilizarse Ntop (Network Top) es un monitor de red 
multiplataforma (funciona en Linux / Windows / MacOSX /  Sistemas BSD) 
que cuenta con algunas características que nos ayudaran a realizar una 
mejor monitorización de la red. 
 Sniffea toda la red en busca de datos para generar estadísticas. 
 Los protocolos que puede monitorizar son: TCP/UDP/ICMP, (R) ARP, 
IPX, DLC, Decnet, AppleTalk, Netbios, dentro de TCP/UDP es capaz 
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3.8 Base de datos de Conocimiento 
 
Base en la que contendrá información y soluciones de todas las incidencias 
que se generan las herramientas que monitorean la red, para la gestión del 
conocimiento. 
Gestión del conocimiento: Tiene el fin de transferir conocimiento desde un 
lugar donde se genera hasta el lugar en donde va a empezar. 
Bases de conocimiento leídas por máquinas: diseñadas para almacenar 
conocimiento en una forma legible por el computador, usualmente con el fin 
de obtener razonamiento deductivo automático aplicado a ellas. Contienen 
una serie de datos, usualmente en la forma de reglas que describen el 
conocimiento de manera lógicamente consistente.7 
 3.9 Monitor de correlación 
3.9.1 Correlación 
Correlación es la posibilidad de ver los eventos de todos los sistemas en un 
mismo lugar y en el mismo formato, desde este punto de vista privilegiado, 
compara y procesa la información, lo que permite mejorar la capacidad de 
detección y priorización de los eventos de acuerdo al contexto en que se 
produjeron además de monitorear la seguridad de la red. 
3.9.2 Snort 
 
Es un IDS (Intrusion Detection System) basado en red (NIDS) que ayuda a 
precautelar la seguridad de equipos así como la red informática, una de las 
funciones principales es la detección de escaneos de puertos. Snort 
proporciona las IPs que han pretendido escanear algún equipo, brinda un 
informe de la hora en el que se produjo el escaneo y los paquetes 
empleados. 
                                            
7
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Los IDS buscan patrones definidos que impliquen cualquier tipo de actividad 
sospechosa o maliciosa sobre la red. Además contribuyen a la capacidad de 
prevención y de alerta anticipada ante cualquier actividad sospechosa, 
examinan los paquetes analizándolos en busca de datos inseguros. 
Snort puede ser configurado para funcionar en 3 modos: 
Sniffer es un programa informático que lee o rastrea los paquetes enviados 
de los equipos de la red que puede ser visualizado en pantalla 
continuamente. 
Packet Logger registra los paquetes en el disco. 
NIDS permite a Snort analizar todo el tráfico de red basado en reglas 
preestablecidas que ayudan a detectar anomalías en los paquetes. 
Reglas con Snort 
El lenguaje usado por Snort es flexible y potente, basado en una serie de 
normas que serán las que nos sirvan de guía para la escritura de las reglas. 
3.10 Nagios 
 
Nagios es una herramienta que permite llevar un completo control de la 
disponibilidad de los servicios, procesos y recursos de un equipo, permite 
monitorizar los equipos y servicios de una red, supervisa hasta el mínimo 
detalle de sus estados, informando a los administradores en caso de 
detectarse cualquier tipo de problema. 
Características: 
 Monitorización de servicios de red: por ejemplo; http, smtp, etc., 
dispositivos de interconexión, recursos como espacio en disco o 
cantidad de memoria utilizada. 
 Envío de notificaciones a través del correo electrónico. 
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 Agrupación de elementos monitorizados: administración por medio de 
grupos, determinando el comportamiento de los equipos por grupos. 
 Utiliza manejadores de eventos para monitorizar los equipos. 
Manejadores de eventos 
Definición: son componentes de software que se ejecutan cuando se detecta 
un cambio en el estado de un host o servicio. 
3.11 Nessus 
 
Nessus es uno de los mejores escáneres de vulnerabilidades, está  
adaptado para organizaciones con cualquier tipo de red, además está 
diseñado en código abierto, para facilitar su integración.   
La ejecución del programa Nessus consiste en dos principales elementos 
que son el nessusd (daemon de Nessus), que efectúa el escaneo de lo 
solicitado, y nessus, que es la interfaz gráfica mostrada al usuario para su 
respectiva administración en los avances y reportes de los escaneos. 
Ventajas 
 Una de las ventajas que ofrece Nessus es efectuar tareas programadas 
para ejecución de escaneo de vulnerabilidades sobre la red, mediante 
comandos cron. 
 Los resultados del escaneo pueden ser exportados en reportes de 
varios formatos, como texto plano, PDF, XML, HTML. 
 Los resultados también pueden ser guardados en una base de 
conocimiento para referencia en futuros escaneos de vulnerabilidades. 8 
 
 
                                            
8
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Características: 
Las características que hacen que Nessus sea una de las herramientas más 
reconocidas por los administradores de red son las siguientes: 
 Utiliza la arquitectura cliente/servidor. El servidor corre bajo Unix o 
Linux y los clientes en Windows, Java, Unix. 
 Cuenta con su propio lenguaje llamado NASL (Nessus Attack Scripting 
language). 
 Una base de conocimiento muy extensa con las vulnerabilidades 
descritas en CVE (Common Vulnerabilities and Exposures), con la 
opción de configurar los parámetros de estas. 
 La opción de verificar varios servidores al mismo tiempo.9 
3.12 Nmap 
 
Nmap es un escáner de puertos, redes,  equipos y servicios de la red, 
mediante un escaneo configurable con precisión, velocidad o grado de 
intrusión.  
Características 
 Descubre los activos en la red 
 Identifica puertos abiertos 
 Determina que servicio se está ejecutando 
 Determina que sistema operativo y versión se utiliza 
 Obtiene algunas características de hardware de red de los activos 
previamente escaneados 
                                            
9
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3.13 Ntop  
 
Ntop (Network Top) es un programa de software libre capaz de monitorear 
pasivamente una red, recolectando datos sobre protocolos y hosts, 
ordenándolos por fecha, host, protocolo u otras opciones. 
Características y funcionalidades 
Analiza los paquetes que generan tráfico en la red, lista y ordena el tráfico de 
red de acuerdo con varios protocolos, muestra estadísticas de tráfico, 
almacena estadísticas de forma permanentemente en la base de datos, 
identifica pasivamente información relacionada con los hosts de la red, 
incluyendo el sistema operativo ejecutado, muestra la distribución de tráfico 
IP entre varios protocolos de la capa de aplicación, decodifica varios 
protocolos de la capa de aplicación, incluso los encontrados en software de 
tipo P2P, actúa como recolector de flujos generados por ruteadores y 
switchs a través de la tecnología NETFLOW. 
 Dispone de gran variedad de informes: globales de carga de red, de 
tráfico entre elementos, de sesiones activas de cada elemento, etc.  
 Es un software multiplataforma (Windows, Linux, BSD, Solaris y 
MacOSX) 
 Para capturar los paquetes, la interfaz de red de la máquina que 
ejecute NTOP debe entrar en modo promiscuo, lo que implica que hay 
que disponer de permisos de administrador en dicha máquina.  
 Analiza protocolos TCP/UDP/ICMP. 
 Dentro de TCP/UDP es capaz de agruparlos por tipo de servicio que se 
esté utilizando como FTP, HTTP, SSH, DNS, Telnet, SMTP/POP/IMAP, 
SNMP, NFS, X11. 
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Monitoreo de protocolos adicionales: 
Ntop monitorea un conjunto de protocolos, listados en la siguiente tabla: 
PROTOCOLOS DE MONITOREADOS POR NTOP 
Protocolo Puertos 
FTP (File Transfer Protocol) 20, 21 
HTTP (Hypertext Transfer Protocol) 80, 443, 3128 
DNS (Domain Name System) 53 
Telnet (network protocol) 23, 513 
NBios-IP 137, 138, 139 
Mail 25, 109, 110 
DHCP/BOOTP (Dynamic Host 
Configuration Protocol) 
67, 68 
NNTP (Network News Transfer 
Protocol) 
119 
NFS/AFS (Network File System) 2049, 7000-7009 
X11 (X Window System) 6000-6010 
SSH (Secure Shell) 22 
Kazaa (peer-to-peer file sharing) 1214 
WinMX (peer-to-peer file sharing) 6699, 7730 
eDonkey (peer-to-peer file sharing 
network) 
4661-4665 
BitTorrent. (peer-to-peer file sharing 
protocol) 
6881-6999, 6969 
Messenger  1863, 5000, 5001 
Tabla 4. Protocolos Monitoreados por Ntop 
Autor: Desarrollado por tesistas 
Fuente: Wikipedia.com 
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 3.14 Nfsen 
 
Permite realizar una representación gráfica de los flujos de tráfico en la red, 
utiliza los protocolos NetFlow y Sflow, está desarrollado bajo los lenguajes 
Perl y PHP. 
 
Nfsen guarda un histórico del tráfico de red de manera que ante alguna 
eventualidad se pueda detectar la anomalía, los flujos de Nfsen proveen 
información como IPs de origen y destino, puertos de origen y destino, Nfsen 
trabaja sólo con flujo, no maneja SNMP, permite detectar tráfico anormal 
como por ejemplo: tráfico UDP, etc.  
 
Permite mantener todas las ventajas convenientes de la línea de comandos 
mediante nfdump directamente y le da también una visión general gráfica 
sobre los datos de su netflow.  
 
Características de NFSEN 
 
 Navega fácilmente a través de los datos NetFlow.  
 Procesa los datos NetFlow en el intervalo de tiempo especificado.  
 Crea la historia, así como los perfiles de continuo.  
 Muestra los datos NetFlow: flujos, paquetes y bytes con RRD (Round 
Robin de bases de datos).  
 
  




4. Aplicación metodológica para el análisis de riesgo 
 
Para la elaboración del análisis del riesgo en la Facultad de Ingeniería, 
Ciencias Físicas y Matemática, se desarrolla los procesos de: identificación 
de activos, dependencia de activos, valoración de activos, amenazas por 
tipos de activos, disponibilidad de activos, cálculo de Impacto, cálculo del 
riesgo y salvaguardas de la metodología Magerit v2.0. 
 
4.1 Elaboración de los métodos de análisis de riesgo 
 
PROCESO P1: Planificación. 
La Planificación correspondiente al Análisis y Gestión de Riesgos de los 
activos de la Facultad, se describe el estudio de las siguientes actividades y 
tareas de acuerdo a la tabla 5. 
 
PROCESO P1: PLANIFICACIÓN 
Actividad A1.1: Presentación del Problema 
              Tarea T1.1.1 Objetivos 
              Tarea T1.1.2 Alcance 
              Tarea T1.1.3 Justificación 
              Tarea T1.1.4 Limitaciones 
              Tarea T1.1.5 Herramientas y plataforma de desarrollo para la implementación 
Actividad A1.2: Metodología de Análisis y Gestión de Riesgos (MAGERIT) 
              Tarea T1.2.1 Justificación metodológica 
              Tarea T1.2.1 Conceptualizaciones  
Tabla 5 Actividades y tareas del proceso Planificación 
Autor: Tesistas 
Fuente: Libro 1 de Magerit v2.0, pág. 37 
 
El Proceso P1 (proceso de planificación) describe dos actividades con sus 
respectivas tareas: ActividadA1.1 que se detalla en el capítulo uno, en el que 
se estableció la presentación del problema y la Actividad A1.2 en el capítulo 
dos, se definió la metodología de análisis y gestión de riesgo, formulados en 
el presente trabajo de graduación. 
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PROCESO P2: Análisis de Riesgos 
 
El siguiente proceso es el Análisis de Riesgos en la facultad de Ingeniería 
Ciencias, Físicas y Matemática, en el que se identifican los activos, su 
valoración, las amenazas, estimación del impacto y el riesgo de la 
materialización de las amenazas; planteando las actividades y tareas de 
acuerdo a la tabla 6. 
 
PROCESO P2: ANÁLISIS DE RIESGOS 
Actividad A2.1: Caracterización de los activos 
              Tarea T2.1.1 Identificación de los activos 
              Tarea T2.1.2 Dependencias entre activos 
              Tarea T2.1.3 Valoración de los activos 
Actividad A2.2: Caracterización de las amenazas 
              Tarea T2.2.1 Identificación de las amenazas 
              Tarea T2.2.2 Valoración de las amenazas 
Actividad A2.3: Estimación del estado de riesgo 
              Tarea T2.3.1 Estimación del impacto 
              Tarea T2.3.2 Estimación del riesgo 
              Tarea T2.3.3 Interpretación de los resultados 
Tabla 6  Análisis de riesgo 
Autor: Tesistas 
Fuente: Adaptada de Magerit v2.0, pág. 37 
 
Haciendo referencia al desarrollo de la metodología en la que se involucra a 
los libros “Catálogo de activos” y “Guía Técnica” correspondiente a la gestión 
de riesgo, se realiza el análisis de gestión de riesgos de esta investigación. 
 
El proceso dos es el núcleo central de la metodología, éste consiste en 
identificar y valorar activos, amenazas y salvaguardas para finalmente 
evaluar el riesgo. 
 
Actividad A2.1: Caracterización de los activos  
       
Consiste en identificar los activos, analizarlos, caracterizarlos y encontrar las 
dependencias entre ellos para luego valorarlos. 
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4.1.1 T2.1.1 Identificación de los activos 
 
El objetivo de esta tarea es identificar los activos que componen la facultad 
para clasificarlos en los diferentes tipos de activos. 
Del levantamiento de la información realizada en la Facultad de Ingeniería 
Ciencias, Físicas y Matemática y tras entrevistas mantenidas con el 
ingeniero encargado de la administración de red, se dio a conocer que los 
activos que posee la facultad son los que se indican en las tablas 7, 8 y 9. 
 
 Hardware: La tabla 7 indica el equipo, la ubicación y la dirección IP, 
que poseen los activos de hardware. 
HARDWARE [HW] 
EQUIPO UBICACIÓN IP 
[switch] swicth: 3com OFFICE 
CONNECT:  01 AREA DE SUFICIENCIA 10.3.x.x/16 
[switch] swicth: 3com OFFICE 
CONNECT:  01 CARRERA DE CIENCIAS 10.3.x.x/16 
[switch] swicth 3com 4500 SECRETARIA GENERAL 10.3.x.x/16 
[switch]swicth 3com 2024 SECRETARIA GENERAL 10.3.x.x/16 
[switch] Switch 3com 4210 DEPARTAMENTO FINANCIERO 10.3.x.x/16 
[switch] 3com Baseline 2226 POSTGRADO 10.3.x.x/16 
[rou]Linksys Router Wireless N POSTGRADO 10.3.x.x/16 
[switch]D-Link Fast Ethernet POSTGRADO 10.3.x.x/16 
[switch]swicth: 3com OFFICE 
CONNECT:  01 AUDITORIO 10.3.x.x/16 
[switch]swicth: 3com OFFICE 
CONNECT:  01 BIBLIOTECA 10.3.x.x/16 
[switch]Switch 3com 2226 SANITARIA 10.3.x.x/16 
[switch] Switch 3com 2226 [HW] 
FACULTAD DE QUÍMICA (SALA DE 
COMPUTO) 10.3.x.x/16 
[switch]3com 4200G 24P [HW] LABORATORIO DE COMPUTADORAS 10.3.x.x/16 
[switch] 3com 4226T  24P [HW] LABORATORIO DE COMPUTADORAS 10.3.x.x/16 
[switch]3com 3560G 24P LABORATORIO DE COMPUTADORAS 10.3.x.x/16 
Tabla 7 Identificación activos de hardware 
Autor: Tesistas 
Fuente: Tablas elaboradas en base a información levantada 
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 Aplicaciones: La tabla 8. Muestra el equipo con las aplicaciones, la 
ubicación y la dirección IP, que poseen los activos de hardware. 
APLICACIONES [SW] 
EQUIPO UBICACIÓN IP 
[app] sistema de biblioteca BIBLIOTECA 10.3.x.x/16 
[app] servidor de antivirus LABORATORIO DE COMPUTADORAS 10.3.x.x/16 
[app] servidor de base de datos LABORATORIO DE COMPUTADORAS 10.3.x.x/16 
[app] aplicación financiera aplicaciones LABORATORIO DE COMPUTADORAS 10.3.x.x/16 
Tabla 8 Identificación activos de aplicaciones 
Autor: tesistas 
Fuente: Tablas elaboradas en base a información levantada 
 
 Servicios. La Tabla 9. Indica el equipo, la ubicación y la dirección IP, 
que poseen los activos de hardware. 
SERVICIOS [S] 
EQUIPO UBICACIÓN IP 
[www] servidor web LABORATORIO 10.3.x.x/16 
[email] Servidor de correo LABORATORIO 10.3.x.x/17 
Tabla 9 Identificación activos de servicios 
Autor: tesistas 
Fuente: Tablas elaboradas en base a información levantada 
 
4.1.2 T2.1.2 Dependencias entre activos 
 
Después de realizada la identificación de activos el siguiente paso es la 
identificación de la dependencia de activos, que considera la medida en que 
un activo superior se ve afectado por una amenaza en un activo inferior. 
 
Para la valoración de las dependencias de activos se tomó en cuenta los 
criterios de la tabla 10. 
VALORACIÓN DE DEPENDENCIA DE 
ACTIVOS 
CRITERIO VALOR 
Dependencia del activo principal.   100% 
Cada dependencia de activos de 
orden inferior  
 - 25% 
Tabla 10 Criterios de valoración de dependencia 
Autor: Tesistas 
Fuente: Tablas elaboradas en base a información levantada 
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De los criterios de la tabla 10, se obtuvo la matriz de doble entrada en la cual 
se consideró el valor porcentual de la dependencia, lo cual se puede 










Tabla 11. Dependencia de activos 
Autor: Tesistas 
Fuente: Tablas elaboradas en base a información levantada, siguiendo la metodología Magerit 
 Representa la dependencia  
Activo del que dependen todas las 
conexiones 
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La calificación de los porcentajes correspondientes a cada activo se lo 
realizó en función de los criterios de la tabla 10. 
La dependencia de activos mostrada en la tabla 11. debe leerse de la 
siguiente manera: por ejemplo para el caso específico del switch de 
suficiencia referenciado con [A] depende al 100% del switch 3com 
(referenciado con la letra [L]) del laboratorio de computadoras, a éste lo 
llamaremos switch padre, si éste falla la conexión en el departamento de 
suficiencia fallaría. 
 
4.1.3 T2.1.3 Valoración de los activos 
 
Una vez identificados los activos se procede a su respectiva valoración, en 
función de cuanto afecte a la facultad, para realizar esta tarea se utilizó los 
criterios de valoración de la tabla 2, las dimensiones de seguridad 
mencionadas en el punto 2.2, y la escala de valoración estándar presentada 
en la tabla 3. 






CONNECT:  01 
AREA DE SUFICIENCIA 4.2 
[switch] swicth: 
3com OFFICE 






SECRETARIA GENERAL 3 
[switch]swicth 3com 
2024 
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3com 2226 [HW] 
FACULTAD DE QUIMICA 
(SALA DE COMPUTO) 
3.05 
[switch]3com 


















[app] sistema de 
biblioteca 
BIBLIOTECA 3 





[app] servidor de 














[www] servidor web LABORATORIO 4 




Tabla 12. Tabla de ponderaciones de la valoración de activos. 
Autor: tesistas 
Fuente: Tabla elaborada en función de información levantada 
 
La tabla presenta los resultados obtenidos de la ponderación de cada uno de 
los activos de acuerdo a su valoración y dimensión, cuyos cálculos se 
obtuvieron de la siguiente manera: Se tomo el promedio de la valoración de 
los activos por cada amenaza en cada dimensión, una vez obtenido este 
resultado se volvió a realizar el promedio de los valores obtenidos por cada 
amenaza como se muestra en la tabla 13. 
Todos los activos fueron ponderados de la misma manera, todos los activos 
ponderados se encuentran en el anexo 1  pág. 170 
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CONNECT:  01 




N.* 7 [da] - - - 7 [da] 7 
I.5 3[adm] - - - 1[da] 2 
I.6 9[adm] - - - 3[adm] 6 
I.7 1[lg] 
   
- 1 
I.11 - - 1[adm] - - 1 
E.2 5[da] 5[da] 5[da] 1[da] 1[da] 3.4 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 3.4 
E.23 5[da] - - - - 5 
A.4 5[da] 5[da] 5[da] 1[da] 1[da] 3.4 
A.6 - 5[da] 5[adm] - - 5 
A.7 3[da] - - - - 3 
A.11 7 [adm] - - - - 7 
A.14 - - 3 [da] - - 3 
A.24 5[adm] - - - - 5 
A.25 7[da] - 1[da] - - 4 
A.26 7[da] - - - - 7 




Tabla 13 Cálculo de ponderación de activos 
Tesis: Elaborado por tesistas 
Fuente: Elaboración en función de la metodología Magerit 
 
A2.2: Caracterización de amenazas  
 
La caracterización de amenazas busca identificar las amenazas sobre los 
activos, determinando la frecuencia de ocurrencia y la degradación basados 
en las tareas T2.1.1, T2.1.2 de la actividad A2.1 
 
4.1.4 T2.2.1 Identificación de las amenazas 
 
Las tablas 14, 15 y 16 identifican las amenazas sobre los tipos de activos 
(Servicios, Equipamiento y Aplicaciones), la interpretación de éstas es la 
siguiente: Muestra el tipo de amenaza que podría ocurrir sobre un tipo de 
activo en determinada dimensión. 
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La información de la nomenclatura de las tablas se estableció previamente 
en el capítulo 2 
 
La tabla 14 indica las amenazas que pueden materializarse sobre los 
servicios. 
 


















 E.1 E.1 E.2 E.2 E.2 
E.2 E.2 E.4 E.4 E.3 












A.4 A.4 A.4 A.4 A.4 
A.7 A.5 A.5 A.5 A.5 
A.8 A.6 A.6 A.8 A.8 
 
A.8 A.8 A.9 A.9 
 
A.9 A.9 A.11 A.22 
 








Tabla 14   Amenazas materializadas en los servicios 
Autor: Tesistas 
Fuente: Tabla elaborada basada en Magerit para análisis de amenazas 
 





































   
N.1 
































   
I.6 
I.7 
   
I.7 









E.2 E.2 E.2 E.2 E.2 
E.4 E.4 E.4 E.4 E.4 
E.23 
    
E.24 
    












A.4 A.4 A.4 A.4 A.4 















    
A.27 
    
Tabla 15  Amenazas materializadas en los equipos. 
Autor: Tesistas 
Fuente: Tabla elaborada basada en Magerit para análisis de amenazas 
 














































E.1 E.1 E.2 E.2 E.2 
E.2 E.2 E.4 E.4 E.3 
E.4 E.4 E.8 E.8 E.4 
E.8 E.8 E.9 E.9 E.8 
E.20 E.9 E.14  E.9 
E.21 E.20 E.20   











A.4 A.4 A.4 A.4 A.4 
A.5 A.5 A.5 A.5 A.5 
A.7 A.6 A.6 A.8 A.8 
A.8 A.8 A.8 A.9 A.9 
A.22 A.9 A.9 A.11 A.22 
 A.10 A.11 A.22  
 A.11 A.14   
 A.22 A.22   
 
Tabla 16.  Amenazas materializadas en las aplicaciones 
Autor: Tesistas 
Fuente: Tabla elaborada basada en Magerit para análisis de amenazas 
 
A2.3: Estimación del estado de riesgo 
 
Para la estimación del estado del riesgo fue necesario realizar un análisis de 
la degradación de los activos en los diferentes grupos: Hardware, 
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Aplicaciones y Servicios, los valores de degradación fueron asignados de 
acuerdo a la tabla 17, tomando valores del 10% como bajo, 30% medio, 50% 
alto y 90% muy alto. No se tomó en cuenta el valor de 0% porque un activo 
siempre se degrada y el 100% porque significaría que el activo quedaría 
obsoleto. 
CRITERIOS DE DEGRADACIÓN 
10% Bajo 
30% Medio 
50% Alto  
90% Muy alto 
Tabla 17. Criterios de valoración de la degradación 
Autor: tesistas 
Fuente: Elaborado por tesistas basado en la metodología Magerit 
 
Con los criterios de la tabla 17 se realizó la degradación de hardware de los 
activos de la facultad de Ingeniería Ciencias, Física y Matemática del área 
de suficiencia, carrera de ciencias, secretaría general, departamento 
financiero, postgrado, biblioteca, auditorio, facultad de química y laboratorio 
de computadoras. 
 
DEGRADACIÓN DE ACTIVOS DE HARDWARE 

































50% 50% 50% 10% 50% 10% 10% 30% 10% 10% 10% 10% 10% 10% 10% 10% 10% 
[switch] 3com 
Baseline 2226 




POSTGRADO 50% 50% 50% 30% 50% 10% 10% 50% 10% 10% 10% 10% 10% 10% 10% 10% 10% 
[switch]D-Link 
Fast Ethernet 
POSTGRADO 50% 50% 50% 30% 50% 10% 10% 50% 10% 10% 10% 10% 10% 10% 10% 10% 10% 











BIBLIOTECA 50% 50% 50% 10% 50% 10% 10% 30% 10% 10% 10% 10% 10% 10% 10% 10% 10% 
[switch]Switch 
3com 2226 
















50% 50% 50% 10% 50% 10% 10% 30% 10% 10% 10% 10% 10% 10% 10% 10% 10% 
[switch] 3com 













50% 50% 50% 10% 50% 10% 10% 30% 10% 10% 10% 10% 10% 10% 10% 10% 10% 
PROMEDIO 50% 50% 50% 13% 50% 13% 10% 33% 10% 10% 10% 14% 13% 10% 10% 18% 10% 
Tabla 18.  Degradación de hardware para los activos 
Autor: Tesistas 
Fuente: Tabla generada en función de información levantada. 
 
Los datos de la tabla 18, muestran la degradación de los activos de 
hardware en cada dimensión, de donde se obtuvo valores promedio de 
degradación: para [N.1] el porcentaje de degradación es 50%, [N.2] de 50%, 
[N.*] de 50%, [I.5] del 13%, [I.6] del 50%, [I.7] del 13%, [E.2] del 10%, [E.4] 
del 33%, [E.23] del 10%, [A.4] del 10%, [A.6] del 10%, [A.7] del 14%, [A.11] 
del 13%, [A.14] del 10%, [A.24] del 10%, [A.25] del 18% y [A.26 ] del 10%, lo 
que indica cuanto se degradarían los activos en función de cada dimensión. 
 
DEGRADACIÓN DE LOS ACTIVOS DE APLICACIONES 
  
I.5 E.1 E.2 E.3 E.4 E.8 E.14 E.20 E.21 A.4 A.5 A.6 A.7 A.8 A.11 A.14 A.22 
[app] 
sistema de 













COMPUTADORAS 30% 30% 50% 10% 10% 10% 30% 30% 10% 30% 10% 10% 10% 30% 10% 10% 10% 








COMPUTADORAS 30% 30% 10% 30% 10% 10% 30% 30% 30% 30% 30% 10% 10% 10% 10% 10% 30% 
PROMEDIO 35% 25% 20% 25% 10% 10% 20% 25% 20% 25% 15% 10% 10% 20% 20% 10% 15% 
Tabla 19.  Degradación de aplicaciones para los activos 
Autor: Tesistas 
Fuente: Tabla generada en función de información levantada. 
 
Los datos de la tabla 19, muestran la degradación de los activos de 
aplicaciones en cada dimensión, de donde se obtuvo valores promedio de 
degradación: para  [I.5] el porcentaje de degradación es del 35%, [E.1] del 
25%, [E.2] del 20%, [E.3] del 25%, [E.4] del 10%, [E.8] del 10%,[E.14] del 
20%,[E.20] del 25%,[E.21] del 20% ,[A.4] del 25%, [A.5] del 15%, [A.6] del 
10%,[A.7] del 10%,[A.8] del 20%, [A.11] del 10%, [A.14] del 10%, [A.22] del 
15%, lo que indica cuanto se degradarían los activos en función de cada 
dimensión. 
 
DEGRADACIÓN DE ACTIVOS DE SERVICIOS 
    I.5  E.1 E.2 E.3 E.4 E.8 E.9 E.10 E.14 E.20 E.21 A.4 A.5 A.6 A.7 A.8 A.9 A.11 A.14 A.22 
[www] 
servidor 




correo LABORATORIO 10% 10% 30% 10% 50% 30% 30% 10% 30% 30% 30% 30% 30% 10% 10% 30% 30% 10% 10% 10% 
PROMEDIO 10% 10% 30% 10% 40% 30% 20% 10% 20% 30% 30% 30% 40% 10% 10% 20% 20% 10% 20% 20% 
Tabla 20   Degradación de servicios para los servicios 
Autor: Tesistas 
Fuente: Tabla generada en función de información levantada. 
 
 
Los datos de la tabla 20, muestran la degradación de los activos de servicios 
en cada dimensión, de donde se obtuvo valores promedio de degradación: 
para  [I.5] el porcentaje de degradación es del 10%, [E.1] del 10%, [E.2] del 
30%, [E.3] del 10%, [E.4] del 40%, [E.8] del 30%,[E.9] del 20%,[E.10] del 
10%, [E.14] del 20%,[E.20] del 30%,[E.21] del 30% ,[A.4] del 30%, [A.5] del 
40%, [A.6] del 10%,[A.7] del 10%,[A.8] del 20%,[A.9] del 20%,  [A.11] del 
10%, [A.14] del 20%, [A.22] del 20%, lo que indica cuanto se degradarían los 
activos en función de cada dimensión. 
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4.1.5 T2.3.1 Estimación del impacto 
 
La estimación del impacto es el resultado de la valoración del activo 
multiplicado por la degradación en cada dimensión. 
 
IMPACTO DE AMENAZAS SOBRE HARWARE PARA LA DISPONIBILIDAD  
  
N.1 N.2 N.* I.5 I.6 I.7 E.2 E.4 E.23 A.4 A.6 A.7 A.11 A.14 A.24 A.25 A.26 
[switch] swicth: 
3com OFFICE 
CONNECT:  01 
AREA DE 
SUFICIENCIA 
0,5 0,0 3,5 0,3 4,5 0,1 0,5 1,5 0,5 0,5 0,0 0,9 0,7 0,0 0,5 0,7 0,7 
[switch] swicth: 
3com OFFICE 
CONNECT:  01 
CARRERA DE 
CIENCIAS 















0,5 0,0 3,5 0,1 1,5 0,0 0,1 0,3 0,0 0,1 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
[switch] 3com 
Baseline 2226 




POSTGRADO 0,0 0,0 0,0 0,0 0,0 0,0 0,5 2,5 0,0 0,5 0,5 0,0 0,0 0,0 0,0 0,0 0,0 
[switch]D-Link 
Fast Ethernet 
POSTGRADO 0,0 0,0 0,0 0,0 0,0 0,0 0,5 2,5 0,0 0,5 0,5 0,0 0,0 0,3 0,0 0,1 0,0 
[switch]swicth: 
3com OFFICE 
CONNECT:  01 
AUDITORIO 0,0 0,0 0,0 0,0 0,0 0,0 0,1 0,3 0,0 0,1 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
[switch]swicth: 
3com OFFICE 
CONNECT:  01 
BIBLIOTECA 0,5 0,0 3,5 0,1 1,5 0,0 0,1 0,3 0,0 0,1 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
[switch]Switch 
3com 2226 
SANITARIA 0,5 0,0 4,5 0,3 4,5 2,1 0,5 1,5 0,5 0,7 0,0 0,1 0,1 0,0 0,3 0,3 0,1 
[switch] Switch 
3com 2226 [HW] 
FACULTAD DE 
QUIMICA (SALA DE 
COMPUTO) 
0,0 0,0 0,0 0,0 0,0 0,0 0,5 1,5 0,0 0,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
[switch]3com 
4200G 24P [HW] 
LABORATORIO DE 
COMPUTADORAS 
0,0 0,0 0,0 0,0 0,0 0,0 0,5 1,5 0,0 0,5 0,0 0,0 0,0 0,1 0,0 0,1 0,0 
[switch] 3com 
4226T  24P [HW] 
LABORATORIO DE 
COMPUTADORAS 









Tabla 21.  Impacto de hardware para la disponibilidad 
Autor: Tesistas 
Fuente: Tabla generada en función de información levantada. 
 
 
La tabla 21, indica el porcentaje de impacto que tienen los activos de 
hardware para la dimensión de disponibilidad, estos datos se generaron con 
los valores de los activos del anexo 1  pág. 170  y la degradación de la tabla 
 bajo  medio  medio-alto  alto 
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18, los casilleros marcados de color amarillo indican un impacto bajo con 
respecto a la disponibilidad de los activos, los de color verde un impacto 
medio y los de color tomate un impacto medio-alto. 
 
IMPACTO DE AMENAZAS SOBRE LAS APLICACIONES PARA LA DISPONIBILIDAD 
  




























Tabla 22.  Impacto de aplicaciones para la disponibilidad 
Autor: Tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 22, indica el porcentaje de impacto que tienen los activos de 
aplicaciones para la dimensión de disponibilidad, estos datos se generaron 
con los valores de los activos del anexo 1  pág. 170 y la degradación de la 
tabla 19, los casilleros marcados de color amarillo indican un impacto bajo 
con respecto a la disponibilidad de los activos, los verdes un impacto medio 
y los tomates un impacto medio-alto. 
 
IMPACTO DE AMENAZAS SOBRE SERVICIOS PARA LA DISPONIBILIDAD  
  






























Tabla 23.   Impacto de servicios para la disponibilidad 
Autor: Tesistas 
Fuente: Tabla generada en función de información levantada.  
 
 bajo  medio  medio-alto  alto 
 bajo  Medio  medio-alto  alto 
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La tabla 23, indica el porcentaje de impacto que tienen los activos de 
servicios para la dimensión de disponibilidad, estos datos se generaron con 
los valores de los activos del anexo 1  pág. 170 y la degradación de la tabla 
20, los casilleros marcados de color amarillo indican un impacto bajo con 
respecto a la disponibilidad de los activos, los verdes un impacto medio y los 
tomates un impacto medio-alto. 
IMPACTO DE AMENAZAS SOBRE HARWARE PARA LA INTEGRIDAD  
  
N.1 N.2 N.* I.5 I.6 I.7 E.2 E.4 
E.2
3 











[switch] swicth: 3com 




0,0 0,0 0,0 0,0 0,0 0,0 0,5 1,5 0,0 0,5 0,5 0,0 0,0 0,0 0,0 0,0 0,0 
[switch] swicth: 3com 




0,0 0,0 0,0 0,0 0,0 0,0 0,5 1,5 0,0 0,5 0,5 0,0 0,0 0,0 0,0 0,0 0,0 









0,0 0,0 0,0 0,0 0,0 0,0 0,5 1,5 0,0 0,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 




0,0 0,0 0,0 0,0 0,0 0,0 0,5 1,5 0,0 0,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
[switch] 3com 
Baseline 2226 
POSTGRADO 0,0 0,0 0,0 0,0 0,0 0,0 0,3 1,5 0,0 0,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
[rou]Linksys Router 
Wireless N 
POSTGRADO 0,0 0,0 0,0 0,0 0,0 0,0 0,3 2,5 0,0 0,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
[switch]D-Link Fast 
Ethernet 
POSTGRADO 0,0 0,0 0,0 0,0 0,0 0,0 0,3 2,5 0,0 0,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
[switch]swicth: 3com 
OFFICE CONNECT:  
01 
AUDITORIO 0,0 0,0 0,0 0,0 0,0 0,0 0,5 1,5 0,0 0,5 0,5 0,0 0,0 0,0 0,0 0,0 0,0 
[switch]swicth: 3com 
OFFICE CONNECT:  
01 
BIBLIOTECA 0,0 0,0 0,0 0,0 0,0 0,0 0,3 0,0 0,0 0,0 0,5 0,0 0,0 0,0 0,0 0,0 0,0 
[switch]Switch 3com 
2226 
SANITARIA 0,0 0,0 0,0 0,0 0,0 0,0 0,5 1,5 0,0 0,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 












0,0 0,0 0,0 0,0 0,0 0,0 0,5 1,5 0,0 0,5 0,0 0,0 0,0 0,0 0,0 0,0 0,0 

















Tabla 24.   Impacto de hardware para la integridad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
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La tabla 24, indica el porcentaje de impacto que tienen los activos de 
hardware para la dimensión de integridad, estos datos se generaron con los 
valores de los activos del anexo 1  pág. 170 y la degradación de la tabla 18, 
los casilleros marcados de color amarillo indican un impacto bajo con 
respecto a la disponibilidad de los activos, los de color verde un impacto 
medio y los de color tomate un impacto medio-alto. 
 
IMPACTO DE AMENAZAS SOBRE APLICACIONES PARA LA INTEGRIDAD 
  
I.5 E.1 E.2 E.3 E.4 E.8 E.14 E.20 E.21 A.4 A.5 A.6 A.7 A.8 A.11 A.14 A.22 
[app] sistema de 
biblioteca 
BIBLIOTECA 4,50 1,50 0,50 0,00 0,70 0,70 0,00 1,50 0,70 0,30 0,00 0,00 0,70 0,30 0,00 0,00 0,50 




0,30 0,70 0,70 0,00 0,70 0,70 0,00 0,50 2,10 2,70 0,00 0,00 0,00 2,70 0,00 0,00 0,00 
[app] servidor de 
base de datos 
LABORATORIO DE 
COMPUTADORAS 











Tabla 25.   Impacto de aplicaciones para la integridad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 25, indica el porcentaje de impacto que tienen los activos de 
aplicaciones para la dimensión de integridad, estos datos se generaron con 
los valores de los activos del anexo 1  pag170 y la degradación de la tabla 
19, los casilleros marcados de color amarillo indican un impacto bajo con 
respecto a la disponibilidad de los activos, los verdes un impacto medio y los 
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Tabla 26.   Impacto de servicios para la integridad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 26, indica el porcentaje de impacto que tienen los activos de 
servicios para la dimensión de integridad, estos datos se generaron con los 
valores de los activos del anexo 1  pág. 170 y la degradación de la tabla 20, 
los casilleros marcados de color amarillo indican un impacto bajo con 
respecto a la disponibilidad de los activos, los verdes un impacto medio y los 
tomates un impacto medio-alto. 
 
IMPACTO DE AMENAZAS SOBRE HARDWARE PARA LA CONFIDENCIALIDAD 
  
N.1 N.2 N.* I.5 I.6 I.7 E.2 E.4 E.23 A.4 A.6 A.7 A.11 A.14 A.24 A.25 A.26 
[switch] swicth: 
3com OFFICE 
CONNECT:  01 
AREA DE 
SUFICIENCIA 
0.0 0.0 0.0 0.0 0.0 0.0 0.5 1.5 0.0 0.5 0.5 0.0 0.0 0.3 0.0 0.1 0.0 
[switch] swicth: 
3com OFFICE 
CONNECT:  01 
CARRERA DE 
CIENCIAS 















0.0 0.0 0.0 0.0 0.0 0.0 0.5 1.5 0.0 0.5 0.0 0.0 0.0 0.1 0.0 0.1 0.0 
[switch] 3com 
Baseline 2226 




POSTGRADO 0.0 0.0 0.0 0.0 0.0 0.0 0.3 2.5 0.0 0.5 0.0 0.0 0.0 0.1 0.0 0.1 0.0 
[switch]D-Link 
Fast Ethernet 
POSTGRADO 0.0 0.0 0.0 0.0 0.0 0.0 0.3 2.5 0.0 0.5 0.0 0.0 0.0 0.1 0.0 0.1 0.0 
[switch]swicth: 
3com OFFICE 
CONNECT:  01 
AUDITORIO 0.0 0.0 0.0 0.0 0.0 0.0 0.5 1.5 0.0 0.5 0.5 0.0 0.0 0.3 0.0 0.3 0.0 
[switch]swicth: 
3com OFFICE 
CONNECT:  01 
BIBLIOTECA 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.1 0.0 
[switch]Switch 
3com 2226 
SANITARIA 0.0 0.0 0.0 0.0 0.0 0.0 0.5 1.5 0.0 0.5 0.0 0.0 0.0 0.1 0.0 0.1 0.0 
[switch] Switch 
3com 2226 [HW] 
FACULTAD DE 
QUIMICA (SALA DE 
0.0 0.0 0.0 0.0 0.0 0.0 0.5 1.5 0.0 0.5 0.0 0.0 0.0 0.1 0.0 0.5 0.0 
IMPACTO PARA LA INTEGRIDAD DE SERVICIOS 
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4200G 24P [HW] 
LABORATORIO DE 
COMPUTADORAS 
0.0 0.0 0.0 0.0 0.0 0.0 0.5 1.5 0.0 0.5 0.0 0.0 0.0 0.5 0.0 0.1 0.0 
[switch] 3com 
4226T  24P [HW] 
LABORATORIO DE 
COMPUTADORAS 









Tabla 27.   Impacto de hardware para la confidencialidad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 27, indica el porcentaje de impacto que tienen los activos de 
hardware para la dimensión de confidencialidad, estos datos se generaron 
con los valores de los activos del anexo 1  pág. 170 y la degradación de la 
tabla 18, los casilleros marcados de color amarillo indican un impacto bajo 
con respecto a la disponibilidad de los activos, los de color verde un impacto 
medio y los de color tomate un impacto medio-alto. 
 
IMPACTO DE AMENAZAS SOBRE APLICACIONES PARA LA CONFIDENCIALIDAD 
  
I.5 E.1 E.2 E.3 E.4 E.8 E.14 E.20 E.21 A.4 A.5 A.6 A.7 A.8 A.11 A.14 A.22 
                   































Tabla 28.   Impacto de aplicaciones para lo confidencialidad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 28, indica el porcentaje de impacto que tienen los activos de 
aplicaciones para la dimensión de confidencialidad, estos datos se 
generaron con los valores de los activos del anexo 1  pág. 170 y la 
degradación de la tabla 19, los casilleros marcados de color amarillo indican 
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un impacto bajo con respecto a la disponibilidad de los activos, los verdes un 
impacto medio y los tomates un impacto medio-alto. 
 
IMPACTO PARA LA CONFIDENCIALIDAD DE SERVICIOS 
  
I.5 E.1 E.2 E.3 E.4 E.8 E.9 E.10 E.14 E.20 E.21 A.4 A.5 A.6 A.7 A.8 A.9 A.11 A.14 A.22 
                      













Tabla 29.   Impacto de servicios para la confidencialidad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 29, indica el porcentaje de impacto que tienen los activos de 
servicios para la dimensión de confidencialidad, estos datos se generaron 
con los valores de los activos del anexo 1  pág. 170 y la degradación de la 
tabla 20, los casilleros marcados de color amarillo indican un impacto bajo 
con respecto a la disponibilidad de los activos, los verdes un impacto medio 
y los tomates un impacto medio-alto. 
 
IMPACTO DE LAS AMENAZAS SOBRE HARDWARE PARA LA AUTENTICIDAD 
  
N.1 N.2 N.* I.5 I.6 I.7 E.2 E.4 E.23 A.4 A.6 A.7 A.11 A.14 A.24 A.25 A.26 
[switch] swicth: 
3com OFFICE 
CONNECT:  01 
AREA DE 
SUFICIENCIA 
0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch] swicth: 
3com OFFICE 
CONNECT:  01 
CARRERA DE 
CIENCIAS 















0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch] 3com 
Baseline 2226 




POSTGRADO 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.5 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch]D-Link 
Fast Ethernet 
POSTGRADO 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.5 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch]swicth: 
3com OFFICE 
AUDITORIO 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
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CONNECT:  01 
[switch]swicth: 
3com OFFICE 
CONNECT:  01 
BIBLIOTECA 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch]Switch 
3com 2226 
SANITARIA 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch] Switch 
3com 2226 [HW] 
FACULTAD DE 
QUIMICA (SALA DE 
COMPUTO) 
0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch]3com 
4200G 24P [HW] 
LABORATORIO DE 
COMPUTADORAS 
0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch] 3com 
4226T  24P [HW] 
LABORATORIO DE 
COMPUTADORAS 









Tabla 30.   Impacto de hardware para la autenticidad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 30, indica el porcentaje de impacto que tienen los activos de 
hardware para la dimensión de autenticidad, estos datos se generaron con 
los valores de los activos del anexo 1  pág. 170 y la degradación de la tabla 
18, los casilleros marcados de color amarillo indican un impacto bajo con 
respecto a la disponibilidad de los activos, los de color verde un impacto 
medio y los de color tomate un impacto medio-alto 
 
IMPACTO PARA LA AUTENTICIDAD DE APLICACIONES 
  































Tabla 31.   Impacto de aplicaciones para la autenticidad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
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La tabla 31, indica el porcentaje de impacto que tienen los activos de 
aplicaciones para la dimensión de autenticidad, estos datos se generaron 
con los valores de los activos del anexo 1  pág. 170 y la degradación de la 
tabla 19, los casilleros marcados de color amarillo indican un impacto bajo 
con respecto a la disponibilidad de los activos, los verdes un impacto medio 
y los tomates un impacto medio-alto. 
 
IMPACTO DE AMENAZAS SOBRE SERVICIOS PARA LA AUTENTICIDAD 
  













Tabla 32   Impacto de servicios para la autenticidad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 32, indica el porcentaje de impacto que tienen los activos de 
servicios para la dimensión de autenticidad, estos datos se generaron con 
los valores de los activos del anexo 1  pág. 170 y la degradación de la tabla 
20, los casilleros marcados de color amarillo indican un impacto bajo con 
respecto a la disponibilidad de los activos, los verdes un impacto medio y los 
tomates un impacto medio-alto. 
 
IMPACTO PARA LA TRAZABILIDAD DE HARDWARE 
  
N.1 N.2 N.* I.5 I.6 I.7 E.2 E.4 E.23 A.4 A.6 A.7 A.11 A.14 A.24 A.25 A.26 
[switch] swicth: 
3com OFFICE 
CONNECT:  01 
AREA DE 
SUFICIENCIA 
0.5 0.0 3.5 0.1 1.5 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch] swicth: 
3com OFFICE 
CONNECT:  01 
CARRERA DE 
CIENCIAS 















0.5 0.0 0.0 0.1 1.5 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch] 3com 
Baseline 2226 
POSTGRADO 0.5 0.0 0.5 0.1 1.5 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[rou]Linksys 
Router Wireless 
POSTGRADO 0.5 0.0 0.5 0.3 1.5 0.0 0.1 0.5 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 bajo  medio  medio-alto  alto 





POSTGRADO 0.5 0.0 0.5 0.3 1.5 0.0 0.1 0.5 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch]swicth: 
3com OFFICE 
CONNECT:  01 
AUDITORIO 0.5 0.0 0.5 0.1 1.5 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch]swicth: 
3com OFFICE 
CONNECT:  01 
BIBLIOTECA 0.0 0.0 0.0 0.1 0.5 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch]Switch 
3com 2226 
SANITARIA 0.5 0.0 0.0 0.1 1.5 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch] Switch 
3com 2226 [HW] 
FACULTAD DE 
QUIMICA (SALA DE 
COMPUTO) 
0.5 0.0 0.0 0.1 1.5 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch]3com 
4200G 24P [HW] 
LABORATORIO DE 
COMPUTADORAS 
0.5 0.0 0.0 0.5 3.5 0.0 0.1 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
[switch] 3com 
4226T  24P [HW] 
LABORATORIO DE 
COMPUTADORAS 










Tabla 33.   Impacto de hardware para la trazabilidad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 33, indica el porcentaje de impacto que tienen los activos de 
hardware para la dimensión de trazabilidad, estos datos se generaron con 
los valores de los activos del anexo 1  pág. 170 y la degradación de la tabla 
18, los casilleros marcados de color amarillo indican un impacto bajo con 
respecto a la disponibilidad de los activos, los de color verde un impacto 
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IMPACTO PARA LA TRAZABILIDAD DE APLICACIONES 
  































Tabla 34.  Impacto de las aplicaciones para la trazabilidad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 34, indica el porcentaje de impacto que tienen los activos de 
aplicaciones para la dimensión de trazabilidad, estos datos se generaron con 
los valores de los activos del anexo 1  pág. 170 y la degradación de la tabla 
19, los casilleros marcados de color amarillo indican un impacto bajo con 
respecto a la disponibilidad de los activos, los verdes un impacto medio y los 
tomates un impacto medio-alto. 
 
IMPACTO PARA LA TRAZABILIDAD DE  SERVICIOS 
  













Tabla 35.  Impacto de los servicios para la trazabilidad 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 35, indica el porcentaje de impacto que tienen los activos de 
servicios para la dimensión de trazabilidad, estos datos se generaron con los 
valores de los activos del anexo 1  pág. 170 y la degradación de la tabla 20, 
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los casilleros marcados de color amarillo indican un impacto bajo con 
respecto a la disponibilidad de los activos, los verdes un impacto medio y los 
tomates un impacto medio-alto. 
 
4.1.6 T2.3.2 Estimación del riesgo 
 
El riesgo es una función del impacto por la frecuencia,  para realizar el 
cálculo del riesgo se utilizó el impacto obtenido para los activos en cada 
dimensión multiplicado por la frecuencia. 
La frecuencia de los activos fue calculada  con la fórmula siguiente:  
Frecuencia 
                                          
           
 
Del producto de los cálculos realizados se obtuvo los siguientes valores de 
riesgos. 
 
RIESGO PARA LA CONFIDENCIALIDAD DE HARDWARE 
  












































































































































































































































































































































































































































































































































































































































Tabla 36 Riesgo para la confidencialidad de hardware 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada. 
 
La tabla de riesgo para la confidencialidad de hardware indica que el riesgo 
de que la confidencialidad de la información se vea afectada es despreciable 
ya que el valor máximo obtenido es 0.0015. 
 
 
 RIESGO PARA LA CONFIDENCIALIDAD DE APLICACIONES 
  












































































































































































Tabla 37 Riesgo para la confidencialidad de aplicaciones 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla 37, indica que el riesgo de que la confidencialidad de la información 
de aplicaciones se vea afectada es despreciable ya que el valor máximo 
obtenido es 0.0148. 
 
RIESGO PARA LA CONFIDENCIALIDAD DE SERVICIOS 
  









LABORATORIO 0.0000 0.0000 0.0041 0.0000 0.0041 0.0041 0.0074 0.0000 0.0115 0.0000 0.0000 0.0115 0.0014 0.0004 0.0000 0.0074 0.0058 0.0014 0.0003 0.0004 
Tabla 38 Riesgo para la confidencialidad de servicios 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
La tabla de riesgo para la confidencialidad de hardware indica que el riesgo 
de sufrir alguna afectación a la confidencialidad es insignificante ya que el 
máximo valor obtenido es de 0.0115 para errores de tipo [E14]. 
 
RIESGO PARA LA AUTENTICIDAD DE HARDWARE 
  




























































































































































































































































































































































































































































































































































































































Tabla 39 Riesgo para la autenticidad de hardware 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada. 
 
De los datos obtenidos en la tabla 39 se puede observar que los datos de 
riesgo son bajos llegando a un valor de casi cero. 
 
RIESGO PARA LA AUTENTICIDAD DE APLICACIONES 
  







































































































































































Tabla 40 Riesgo para la autenticidad de aplicaciones 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
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Los datos de la tabla de riesgos para la autenticidad de aplicaciones 
muestran al igual que en las tablas anteriores el riesgo es despreciable. 
 
RIESGO PARA LA AUTENTICIDAD DE SERVICIOS 

















                    
  




























































































Tabla 41 Riesgo para la autenticidad de servicios 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
Los datos de la tabla de riesgos para la autenticidad de servicios muestran al 
igual que en las tablas anteriores el riesgo es despreciable. 
 
RIESGO PARA LA TRAZABILIDAD DE HARDWARE 
  
































0.00050 0.00000 0.00000 0.00010 0.00150 0.00000 0.00010 0.00030 0.00000 0.00010 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
[switch] 3com 
Baseline 2226 




POSTGRADO 0.00050 0.00000 0.00250 0.00030 0.00150 0.00000 0.00010 0.00050 0.00000 0.00010 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
[switch]D-Link 
Fast Ethernet 










BIBLIOTECA 0.00000 0.00000 0.00000 0.00010 0.00050 0.00000 0.00010 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
[switch]Switch 
3com 2226 
SANITARIA 0.00050 0.00000 0.00000 0.00010 0.00150 0.00000 0.00010 0.00030 0.00000 0.00010 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 















0.00050 0.00000 0.00000 0.00050 0.00350 0.00000 0.00010 0.00030 0.00000 0.00010 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
[switch] 3com 











0.00050 0.00000 0.00000 0.00050 0.00350 0.00000 0.00010 0.00030 0.00000 0.00010 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
Tabla 42 Riesgo para la trazabilidad de hardware 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
Los datos de la tabla de riesgos para la trazabilidad de servicios muestran un 
riesgo despreciable. 
 
RIESGO PARA LA TRAZABILIDAD APLICACIONES 
  










































































































































































Tabla 43 Riesgo para la trazabilidad de aplicaciones 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
 
Los datos de la tabla 43 indican un riesgo máximo de 0.0247 para las 
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RIESGO PARA LA TRAZABILIDAD PARA SERVICIOS 









LABORATORIO 0.0123 0.0000 0.0041 0.0008 0.0041 0.0058 0.0074 0.0000 0.0000 0.0000 0.0000 0.0115 0.0014 0.0000 0.0000 0.0058 0.0058 0.0000 0.0000 0.0004 
Tabla 44 Riesgo para la trazabilidad de servicios 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada. 
 
La tabla 44 muestra al igual que en las tablas analizadas con anterioridad 
que el riesgo para la trazabilidad de los servicios es insignificante llegando a 
un valor aproximado a cero. 
 



























CONNECT:  01 
AREA DE SUFICIENCIA 4.2 
0.21 0.08 0.07 0.02 0.20 
[switch] swicth: 
3com OFFICE 




0.08 0.08 0.06 0.02 0.30 
[switch] swicth 
3com 4500 
SECRETARIA GENERAL 3 0.07 0.08 0.06 0.02 0.06 
[switch]swicth 3com 
2024 





2.76 0.29 0.08 0.05 0.02 0.04 
[switch] 3com 
Baseline 2226 
POSTGRADO 2.89 0.22 0.08 0.05 0.02 0.07 
[rou]Linksys Router 
Wireless N 
POSTGRADO 2.89 0.12 0.11 0.07 0.02 0.08 
[switch]D-Link Fast 
Ethernet 
POSTGRADO 2.89 0.09 0.11 0.07 0.02 0.08 
[switch]swicth: 
3com OFFICE 
CONNECT:  01 
AUDITORIO 2.81 
0.02 0.08 0.06 0.02 0.09 
[switch]swicth: 
3com OFFICE 
CONNECT:  01 
BIBLIOTECA 2.15 
0.29 0.03 0.01 0.00 0.02 




SANITARIA 3.05 0.25 0.08 0.05 0.02 0.04 
[switch] Switch 
3com 2226 [HW] 
FACULTAD DE QUIMICA 
(SALA DE COMPUTO) 
3.05 0.08 0.08 0.06 0.02 0.04 
[switch]3com 
4200G 24P [HW] 
LABORATORIO DE 
COMPUTADORAS 
3 0.07 0.08 0.07 0.02 0.08 
[switch] 3com 
4226T  24P [HW] 
LABORATORIO DE 
COMPUTADORAS 





























[app] sistema de 
biblioteca 
BIBLIOTECA 5 1.26 1.26 0.13 0.15 0.42 




7 0.44 0.44 0.33 0.23 0.85 
[app] servidor de 
base de datos 
LABORATORIO DE 
COMPUTADORAS 































[www] servidor web LABORATORIO 6 1.29 1.29 0.50 0.50 0.40 
[email] Servidor de 
correo 
LABORATORIO 7 0.45 0.49 0.46 0.46 0.54 
 
Tabla 45 Ponderación del Riesgo 
Autor: tesistas 
Fuente: Tabla generada en función de información levantada.  
La tabla de ponderaciones muestra un resumen de los valores obtenidos en 
el análisis de los activos de la Facultad de Ingeniería en Ciencias, Físicas y 
Matemática, en donde se puede observar una valoración ponderada máxima 
de 3.1 para los activos de hardware, de 7 para los activos de aplicaciones y 
7 para los servicios, los cual representa valores según la escala de criterios 
de valoración de Magerit que tienen una valoración media y media-alta 
respectivamente.  
El riesgo ponderado para los activos de hardware tiene los valores máximos 
siguientes: 0.29, 0.11, 0.07, 0.02, 0.30, para las dimensiones de 
disponibilidad, integridad, confidencialidad, autenticidad, trazabilidad 
respectivamente, lo que indica que tiene un riesgo insignificante para los 
activos de hardware. 
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El riesgo ponderado para los activos de aplicaciones tiene los valores 
máximos siguientes: 1.29, 1.29, 0.86, 0.51, 0.86, para las dimensiones de 
disponibilidad, integridad, confidencialidad, autenticidad, trazabilidad 
respectivamente, en estos datos ya se puede observar que el riesgo llega al 
valor de uno lo que indica un riesgo bajo para estos activos. 
El riesgo ponderado para los servicios tiene los valores máximos siguientes: 
1.29, 1.29, 0.50, 0.50, 0.54, para las dimensiones de disponibilidad, 
integridad, confidencialidad, autenticidad, trazabilidad respectivamente, en 
estos datos también se observa que el riesgo llega al valor de uno lo que 
indica un riesgo bajo para estos activos. 
 
   




5. Arquitectura y Diseño de CGRMR 























Diagrama 2 Arquitectura conceptual de CGRMR 
Autor: tesistas 
Fuente: Framework OSSIM 
 
Se define la arquitectura de CGRMR en: 
 Sensor 
 Servidor de Gestión 
 Base de datos 




El sensor se encarga de analizar el tráfico de toda la red, por lo que para 
tener una buena apreciación no deberán perderse los paquetes que se van a 
analizar, además es necesario utilizar un concentrador o configurar un 
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puerto espejo (port mirror) que copie todos los paquetes de la red y los envíe 
hacia el sensor. 
Las funciones que efectúa son:  
 
 IDS (Snort) 
 Escáner de Vulnerabilidades (Nessus) 
 Análisis y monitorización de la red (Ntop) 
 
Servidor de Gestión 
 
El servidor de gestión procesa los eventos generados por los agentes, los 
almacena en la base de datos de correlación y genera las alarmas. 
 
Base de Datos 
 
Almacena todos los eventos generados por los sensores, el motor de base 




Presentación amigable para que los usuarios finales administren las 
funciones integradas en CGRMR. 
 
5.2 Arquitectura Modular del sistema CGRMR 
 

























Diagrama 3 Arquitectura modular de CGRMR 
Autor: tesistas 
Fuente: elaborado por tesistas desarrollo del sistema 
 
El diagrama describe la arquitectura modular del sistema, la cual explica su 
funcionamiento de la siguiente manera: los eventos generados en la red son 
recolectados por el motor de correlación (Snort y Nessus) y detectados por 
los monitores de disponibilidad y de red (Nagios, Ntop, Nfsen). 
Snort es utilizado como: sniffer, preprocesador, Nessus como escáner de 
vulnerabilidades y tiene un lenguaje NASL, Nagios utiliza manejadores de 
eventos, lenguaje perl y Shell para la creación de sus plugins, así como 
también las variables que proporciona el protocolo snmp, Ntop y Nfsen 
recolectan flows, los que son almacenados en round robbin data base (RRD) 
para generación de gráficos en la escala del tiempo, usan un lenguaje de 
programación Perl.  
 
El motor de correlación genera alertas de ataques o intrusiones de acuerdo 
al nivel del riesgo. El monitor de disponibilidad genera alertas por 
disponibilidad de los activos. El monitor de red genera gráficos del 
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Los eventos son almacenados en la base de datos OSSIM, estos datos nos 
servirán para su presentación en la aplicación web desarrollada  en php 
(front-end). 
 
5.3 Diagramas de flujo de datos 




























































Diagrama 5 Diagrama de flujo nivel 1 
Autor: tesistas 
 
5.3.2 Diagrama de flujo de datos nivel 1 
 Diagrama de flujo de detección de intrusiones 
 





1.1.2 Análisis con 



















 Diagrama de flujo de datos para escaneo de vulnerabilidades 
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 Diagrama de flujo de datos de correlación 
Correlación


















 Diagrama de flujo de datos de descubrimiento de activos 
1.4.1 Envío de 
Peticiones
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1.6.2 RRD (Base 
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5.3.3 Diagrama de transición de estados 













Diagrama Detección de Intruciones
Almacenamiento 
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Ping (a los host) TCP ACK
Identificación
Características
Diagrama Descubrimiento de Activos
 




























Diagrama Disponibilidad de Servicios
Bases de Datos
 





















Diagrama Monitoreo de Red
 




























Asignacion de prioridad y 
riesgo
Creación de alertas de alto 
nivel


































































Reporte visual al 
usuario
Parametros de consulta
Envio de parámetros a la 
consulta
Envio de datos para 
generación de reportes
 








6. Desarrollo y Configuración de plugins 
6.1 Instalación de software necesario para el funcionamiento del 
sistema 
Para iniciar el proceso de instalación de las herramientas necesarias para el 
sistema es requisito necesario tener instalado Debian 5 GNU/Linux con los 
kernel 2.6.31.6 
6.1.1 Instalación de Apache-PHP 
 
Es necesario instalar el servidor  Apache con soporte para PHP. 
Instalaron los siguientes paquetes: 
   - Apache  
   - Php5 + lenny 13 
   - Libphp-adodb 4 
 
Con el comando apt-get install apache php5 libphp-adodb4. 
Una vez instalados los paquetes se debe editar el archivo de configuración 
de Apache con cualquier editor de archivos, en la siguiente dirección: 
/etc/apache/http.conf 
6.1.2 Instalación de Mysql 
 Instalar los paquetes: 
 Mysql-server  
 Mysql-client  
El comando para instalar mysql-client en root es:  
# apt-get install mysql-client 
El comando para instalar mysql-server es 
# apt-get install mysql-server 
Su archivo de configuración se encuentra en:  
/etc/mysql/my.cnf 
Para permitir conexiones remotas añadir la siguiente línea de código con la 
IP del host admitido 
Centro de gestión de riesgos para monitoreo de redes 
84 
bind-address = 10.3.x.x1-10.3.x.x2 
 
Para iniciar, detener y reiniciar el servicio de mysql se utiliza las siguientes 
líneas de comandos: 
Iniciar: # /etc/init.d/mysql start 
Detener: # /etc/init.d/mysql stop 
Reiniciar: # /etc/init.d/mysql restart 
 
Una vez instalado Mysql es necesario establecer una contraseña para el 
usuario root de MySQL. 
 
#Mysql-u root mysql 
mysql> UPDATE user SET password = ('nuevaclave') WHERE user = 'root'; 
 
Crear las siguientes bases de datos: ossim, ossim_acl, snort 
# mysqladmin –u root -p 
mysql> create database ossim; 
mysql> create database ossim_acl; 
mysql> create database snort; 
mysql> exit; 
 
Crear las tablas create_mysql, ossim_config, ossim_data, realsecure, 
create_snort_tbls_mysql, create_acid_tbls_mysql en la base de datos de 
ossim 
 
#cat /urs/share/ossim/db/create_mysql.sql \ 




Mysql –u root ossim –p 
 
# cat /usr/share/ossim/db/create_snort_tbls_mysql.sql \ 
/usr/share/ossim/db/create_acid_tbls_mysql.sql \ 
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| mysql –u root snort –p 
 
6.1.3 Instalación de server OSSIM  
 
Instalación del paquete ossim-server y sus dependencias: 
# apt-get install ossim-server 
Editar el archivo config.xml, para dar de alta las propiedades en las bases de 
datos: 
# vim /etc/ossim/server/config.xml 
<framework name="nombre_servidor"  ip="10.3.x.x" port="40003"/> 
<datasource name="ossimDS" provider="MySQL" dsn="PORT=3306; 
USER=root;PASSWORD=JxpPGYg7im;DATABASE=ossim;HOST=127.0.0.1
"/> 
<datasource name="snortDS" provider="MySQL" dsn="PORT=3306; 
USER=root;PASSWORD=JxpPGYg7im;DATABASE=snort;HOST=127.0.0.1"
/> 
Inicializar el servidor OSSIM con la siguiente línea de comandos 
# ossim-server –d –c  /etc/ossim/server/config.xml 
 
6.1.4 Instalación del agente de OSSIM  
Instalar el paquete ossim-agent y sus dependencias 
#apt-get install ossim-agent  ossim-utils 
Editar el archive config.xml 
# vim /usr/share/doc/ossim-contrib/contrib/debian/agent/config.xml 
Con los siguientes parámetros 
 
<!ENTITY   sensor     "127.0.0.1" > 
<!ENTITY   interface  "eth0" > (ó la interfaz que maneje el servidor) 
<!ENTITY   ossim_db   "mysql:localhost:ossim:root:yourpassword" > 
 
Iniciar el agente 
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# ossim-agent -d -c /usr/share/doc/ossim-contrib/contrib/debian 
/agent/config.xml 
 
6.2 Instalación y Configuración de Snort 
 




Instalar el paquete snort y acidb  
#apt-get install snort-mysql snort-doc acidbase 
En la instalación se deberá especificar la red a la que se está conectando y 
la creación de una clave para acidbase, además debe instalarse las librerías 
DAQ, libcap, libdnet. 
#apt-get install libcap libdnet daq 
 
Una vez instalado se debe editar el fichero /etc/php5/apache2/php.ini 
asegurándose que se encuentre las siguientes extensiones: 
    extension = gd.so 
    extension = mysql.so 
 
Crear la base de datos de snort de la siguiente manera: 
 
$ mysql –u root -p mysql 
mysql> CREATE USER'snort'@'localhost' IDENTIFIED BY 'snort';  
mysql> GRANT ALL PRIVILEGES ON *.* TO 'snort'@'localhost' BY 'snort'; 
mysql> CREATE DATABASE IF NOT EXISTS „snort‟; 
mysql> GRANT ALL PRIVILEGES ON `snort`.* TO 'snort'@'localhost';  
mysql> flush privileges; 
mysql> quit  
 
Crear la estructura de la base de datos de la siguiente manera: 
# cd /usr/share/doc/snort / 
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#Zcat / usr / share / doc / snort / contrib / create_mysql.gz | mysql-u root-p 
snort  
 
Una vez creada la estructura de snort digitar los siguientes comandos: 
# rm /etc/snort/db-pending-config  
# apt-get upgrade 
# dpkg-reconfigure -plow snort-mysql  
  
El archivo de configuración de snort se encuentra en: 
/etc/snort/snort.conf  
La configuración de acidbase se encuentra en 
 /etc/acidbase/base_conf.php,  
en este archivo se debe verificar la siguiente configuración y asegurarse que 










Descomentar la línea de salida de alert_syslog: LOG_AUTH LOG_ALERT 
para habilitar alertas a syslog 
Como último paso se debe reiniciar los demonios de apache y de snort 
# /etc/init.d/apache2 restart 
# /etc/init.d/snort restart. 
 
Crear los siguientes directorios:  
 Directorio donde se guardarán las reglas:  
#mkdir /etc/snort/reglas. 
 Directorio de registro de actividad: 
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 #mkdir /var/log/snort   
#add user snort   
#chown snort /var/log/snort 
Para comprobar que snort está funcionando se puede digitar el comando: 
#snort -v  en la que se puede observar a snort trabajando sniffer, tal como lo 
muestra la siguiente gráfica: 
 
Gráfico 3 Snort como sniffer 
Autor: tesistas 
Fuente: Datos recolectados de snort 
 
6.3 Instalación y Configuración de Nessus 
 
Para instalar Nessus se ejecuta los siguientes comandos: 
 
#apt-get install nessusd 
#apt-get install nessus 
#apt-get install nessus-plugins 
 
Una vez instalado se debe crear el usuario de la siguiente manera: 
var/lib/nessus/users# nessus-adduser  
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Luego se escribe el login y el password para el usuario creado. 
 
Actualización de los reglas de nessus. 
 
Ejecutar el siguiente comando: # nessus-fetch --register F727-KD8L-D291-
6HEE-3J3W 
 
Para actualizar los plugind se debe ejecutar el siguiente comando: 
ossim-appliance:~# nessus-update-plugins 
 finalmente se inicializa nessus 
# /etc/init.d/nessusd start 
 
6.4  Instalación y Configuración de Ntop 
 
Ntop se encarga de análisis de la red, para su funcionamiento es necesario 
instalar ntop en el puerto 3000 para escuchar y 3001 SSL. 
Los comandos para instalar ntop son:  
#apt-get install ntop-ossim 
Definir las claves de usuario administrador 
# ntop –u –ntop 
Inicializar el demonio ntop 
# /etc/init.d/ntop start 
#chkconfig –level -345 ntop on 
6.4.1 Instalación de paquetes rrd 
 
Para generar los gráficos  en la escala de tiempo es necesario compilar las 
siguientes bibliotecas y compiladores 









Después de instaladas las librerías se debe digitar el comando: 
#apt-get install rrdtools 
6.4.2 Instalación de Mrtg 
 
Es necesaria la instalación de mrtg para utilizar rrdtool, la forma de 
instalación es la siguiente: 
#apt-get install mrtg 
Después se debe limpiar el archivo: 
# echo > /etc/mrtg.cfg 
Editar el archivo mrtg.cfg 









Después de instalado es necesario parchear mrtg para su correcto 
funcionamiento 
    #Patch /usr/share/doc/ossim-contrib/contrib/mrtg mrtg.diff 
 
Instalación de graphpviz 
 
Graphpviz permite dibujar nodos de la topología de red. 
#apt-get install graphviz gsfonts-x11 
 
Una vez realizados los cambios el siguiente paso es reiniciar el demonio. 
# /etc/init.d/ntop restart 
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Gráfico 4 Funcionamiento de ntop 
Autor: tesistas 
Fuente: Datos de ntop del sistema 
 
6.5  Instalación y Configuración de Nagios 
 
Nagios en el sistema permite el monitoreo de la disponibilidad de los activos, 
y una vez realizada la instalación de los pasos anteriores se prosigue con la 
configuración e instalación de nagios. 
  
Instalación del paquete de compilación: 
#apt-get install build-essential 
Instalar las librerías jpg, jpeg, png y gd2 
#apt-get install libjpeg62 libjpeg62-dev libpng12-0 libpng12-dev libgd2-xpm-
dev   
 Instalación de la librería GD 
#cd /tmp   
#wget -c http://www.libgd.org/releases/gd-2.0.35.tar.gz   
tar -xzvf gd-2.0.35.tar.gz   
#cd gd-2.0.35   
#./configure   
#make   
#make install   
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Instalación del modulo GD de PHP 
#apt-get install php5-gd  
 
Se reinicia apache para que se hagan efectivos los cambios 
#/etc/init.d/apache2 restart  
 
Creación de usuario Nagios y asignación de password 
 #useradd nagios   
 #passwd nagios  
Instalar las fuentes y plugins. 
#cd /tmp 
#wget http://sourceforge.net/projects/nagios/files/nagios-3.x/nagios-




Instalación de Nagios 
# tar xvfz nagios-3.2.2.tar.gz   
#cd nagios-3.2.2/   
#./configure --with-command-group=nagcmd   
#make all   
#make install   
#make install-init   
#make install-config   
#make install-commandmode   
#make install-webconf   
Instalación del modulo SNMP de perl para normalizar los datos SNMP 
perl -MCPAN -e "install Net::SNMP" 
 
Después se debe reiniciar apache para que se actualice los cambios 
realizados y reiniciar el servicio de Nagios. 
#/etc/init.d/apache2 restart 
#/etc/init.d/nagios start   
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Gráfico 5 Funcionamiento de Nagios 
Autor: tesistas 
Fuente: Datos recolectados de nagios 
6.5.1 Instalación de postfix 
 
Postfix permite el envío correos electrónicos por cada alerta generada por 
Nagios. 
El comando para instalación de postfix es: 
#apt-get install postfix. 
Seguir las instrucciones presentadas en la pantalla y poner si a todas las 
opciones. 
Reiniciar nagios  con el siguiente comando: 
#/etc/init.d/nagios3 restart. 
El archivo de configuración inicial de nagios se encuentra en el archivo 
nagios.cfg en la dirección: /etc/nagios3/nagios.cfg. 
En el archivo /etc/nagios3/conf.d/contacts_nagios.cfg, se define los 
contactos y el grupo de contactos así: 
 
define contact{ 
        contact_name                    root   
        alias                                   Root    
        service_notification_commands notify-service-by-email      
        email                                 usuariofac@gmail.com ;  
        } 
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define contactgroup{ 
        contactgroup_name       admins 
        alias                               Nagios Administrators 
        members                       root 
        } 
 
La configuración de los servicios se la realiza en el archivo servicios.cfg en la 
ruta /usr/local/nagios3/conf.g/services_nagios2.cfg, se definen los servicios a 
monitorizar, el formato de la información  en este archivo es el siguiente: 
define service { 
  hostgroup_name              http-servers 
  service_description          HTTP   
   check_command              check_http 
   use                     generic-service 
 } 
 
Para levantar nagios de forma independientemente se escribe la siguiente 
línea de comandos:  #service nagios3 restart. 
 
Para agregar el demonio de nagios se debe escribe la siguiente línea de 
comandos: #chkconfig --add nagios3. 
  
Para que el servicio se levante después de reiniciar el servidor se debe 
escribir #chkconfig nagios3. 
 
Después de realizados los cambios el siguiente paso es esperar a que se 
genere un evento y verificar que se haga enviado el correo como se muestra 
en la siguiente gráfica. 
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Gráfico 6 Envío de Correos 
Autor: tesistas 
Fuente: Correos enviados de postfix 
 
6.6 Instalación de Nmap 
 
Nmap permite el descubrimiento de activos de la red 
Se debe instalar los siguientes paquetes con el comando  
# apt-get install nmap p0f arpwatch 
Si al instalar p0f se tiene un error como este 
[-] ERROR: / etc/p0f/p0f.fp, es porque no existe el fichero o directorio, se 
debe crear un enlace al archivo de configuración en el lugar correcto: 
 
    $ Mkdir / etc/p0f 
    $ Ln-s / etc/p0f.fp / etc/p0f/p0f.fp 
 
Gráfico 7 Escaneo de activos 
Autor: tesistas 
Fuente: Escaneo de activos en el sistema 
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6.7 Instalación y Configuración de Ocs Inventory en linux 
 
Herramienta para realizar el inventario de los equipos de la red mediante un 
agente que se instala en el cliente, los pasos son los siguientes: 
 
Ejecutar el comando: 
#apt-get update 
Para continuar se necesita instalar las librerías libxml-simple-perl, biblioteca 
de software para analizar documentos XML 
# apt-get install libxml-simple-perl      
libcompress-zlib-perl, módulo externo de Perl que proporciona una interfaz 
para biblioteca de compresión. 
# libcompress-zlib-perl 
libdbi-perl, interfaz de base de datos de Perl 
# libdbi-perl 
libdbd-mysql-perl, interfaz de base de datos a la base de datos MySql 
# libdbd-mysql-perl 
libapache-dbi-perl, módulos de perl para el apache webserver 
# libapache-dbi-perl 
libnet-ip-perl, extension Perl para manipular las direcciones IPv4/IPv6 
# libnet-ip-perl 
libsoap-lite-per, es una colección de módulos de Perl 
# libsoap-lite-per 
Los paquetes de apache2, php5, perl, mysql-server, fueron instalados con 
anterioridad. 
Instalación de la aplicación OCSINVENTORY Server: 
 
Descargar el paquete OCSNG_LINUX_SERVER_1.01.tar.gz, de la dirección 
url  http://www.ocsinventory-ng.org/  y  descomprimirlo 
#tar –xzf /home/OCSNG_LINUX_SERVER_1.01.tar.gz 
Ingresar a la carpeta OCSNG_LINUX_SERVER_1.01 y ejecutar el archivo 
para la instalación 
# cd OCSNG_LINUX_SERVER_1.01 
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#./setup.sh 
Y reiniciamos los servicios de apache y mysql 
# /etc/init.d/apache2 restar 
# /etc/init.d/mysql restar 
 
Instalación del Agente OCSINVENTORY 
Para instalar el agente, se descarga el paquete 
OCSNG_LINUX_AGENT_1.01.tar.gz,  de la dirección url 
http://www.ocsinventory-ng.org/  y descomprimirlo 
#tar –xvzf /home/OCSNG_LINUX_AGENT_1.01.tar.gz 
Ingresar a la carpeta OCSNG_LINUX_AGENT_1.01 y ejecutar el archivo 




Gráfico 8 Ocs Inventory 
Autor: tesistas 
Fuente: Escaneo con OCS Inventory 
 
6.8  Instalación y Configuración de Nfsen 
 
Como se explicó en el capítulo 3 Nfsen es un sensor de netflows. 
Antes de instalar nfsen es necesaria la instalación de los paquetes con el 












Instalación de Nfsen 
El primer paso es descargar NFSEN desde la siguiente URL: 
http://sourceforge.net/projects/nfsen. 
Descomprimir en archivo .tar.gz con el siguiente comando: 
# tar –zxvf nfsen-1.3.3.tar.gz; de esta forma se genera una carpeta llamada 
nfsen-1.3.3 
Ingresar a la carpeta y copiar el archivo nfse-dist de la siguiente manera:  
# cd etc/nfsen-1.3 
# cp nfsen-dist.conf nfsen.conf 
Editar nfsen.conf y configurarlo: 










$PREFIX = '/usr/local/bin'; 
$USER = "netflow"; 
$WWWUSER = "apache"; 
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$WWWGROUP = "apache"; 
$BUFFLEN = 200000; 
$SUBDIRLAYOUT = 1; 
$ZIPcollected = 0; 
$ZIPprofiles = 0; 
$DISKLIMIT = 98; 
$low_water = 90; 
$syslog_facility = 'local3'; 
Crear el usuario  netflow, con el siguiente comando: 
# adduser -G apache netflow 
Instalar NFSEN 
perl install.pl etc/nfsen.conf 
Arrancar Nfsen 
# cd /var/nfsen/bin 
# ./nfsen start 
 
La configuración de netflows se encuentra en el archivo 
/var/cache/nfdump/flows/live/ossim/<fechas> 
Los lenguajes de programación utilizados son PHP para frond-end y perl 
para el back-end. En el backend se encuentra todo la programación propia 
del plugin y en el frond-end se hace el llamado al plugin desarrollado. 
La información correspondiente al backend se encuentra en: 
/usr/nfsen/plugins 
Mientras que la el frontend se ubica en: 
/var/www/nfsen/plugins 
La configuración del frontend y el backend se encuentran en el archivo: 
/etc/nfsen/nfsen.conf 
Los gráficos son generados con RRD instalado en el apartado de ntop. 
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Gráfico 9 Funcionamiento Nfsen 
Autor: tesistas 
Fuente: Tráfico de flujos con nfsen 
 
6.9 Configuración del framework OSSIM 
 
Descargar la última versión de OSSIM de la página 
  http://www.ossim.net/download.php 
Descomprimir el archivo en la dirección /opt/ossim, en la cual se puede 
observar los siguientes directorios: 
  / Opt / ossim / agente 
 / Opt / ossim / contrib. 
 / Opt / ossim / db 
 / Opt / ossim / etc 
 / Opt / ossim / include 
 / Opt / ossim / mrtg 
 / Opt / ossim / pixmpaps 
 / Opt / ossim / scripts 
 / Opt / ossim / servidor 
 / Opt / ossim / www 
Copiar el archivo de configuración de ejemplo de la carpeta ossim de la 
siguiente manera: 
#cp / opt/ossim/etc/ossim.conf.sample /etc/ossim/ossim.conf 
Cambiar la configuración del archivo ossim.conf 










framework_ip=10.3.x.x // IP del framework de ossim 
framework_port=40003 // Puerto por el que se  conecta OSSIM 
 
 
Creación de bases de datos 
Antes de crear la estructura de base de datos de OSSIM, se debe editar el 













Establecer en donde van las reglas de Snort 
snort_rules_path = /etc/snort/rules/ 
Se debe verificar que estén creadas las bases de datos ossim, ossim_acl y 
Snort. 
Añadir el siguiente alias en el archivo de configuración de apache que 
apuntan a ossim  directorio www: 
El archivo se encuentra en la dirección /etc/apache2/conf.d en el archivo 
ossim.conf 
<IfModule mod_alias.c> 
  Alias /ossim "/usr/share/ossim/www" 
</IfModule> 




<Files ~ "\.(pl|local|old|conf|ini|sql|cnf)$"> 
Order Allow, Deny 
Allow from 127.0.0.1 
</Files> 
  <IfModule mod_php4.c> 
    php_value include_path .:/usr/share/php:/usr/share/ossim/include/ 
    php_value error_reporting 2039 
    php_value memory_limit 512M 
    AddType application/x-httpd-php .inc 
  </IfModule> 
  <IfModule mod_php5.c> 
    php_value include_path .:/usr/share/php:/usr/share/ossim/include/ 
    php_value error_reporting 2039 
    php_value memory_limit 512M 
    AddType application/x-httpd-php .inc 
  </IfModule> 
</Directory> 
 
En la dirección /usr/share/ossim/include configurar el archivo ossim_conf.pm 







    local %ossim_conf::ossim_data; 
     
    # 
    # Read config from /etc/ossim.conf 
    # 
    open FILE, "/etc/ossim/framework/ossim.conf"  
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        or die "Can't open logfile:  $!"; 
 
    while ($_ = <FILE>) { 
        if(!(/^#/)) { 
            if(/^(.*)=(.*)$/) { 
                $ossim_conf::ossim_data->{$1} = $2; 
            } 
        } 
    } 
 
    close(FILE); 
 
    # 
    # Read config from database 
    # 
    my $ossim_type = $ossim_conf::ossim_data->{"ossim_type"}; 
    if ($ossim_type =~ /^postgres|^pg/i) { 
        $ossim_type = "Pg"; 
    } 
 
    my $dsn = "dbi:$ossim_type:" . 
        "dbname=" . $ossim_conf::ossim_data->{"ossim_base"} ";" . 
        "host="   . $ossim_conf::ossim_data->{"ossim_host"} . ";" . 
        "port="   . $ossim_conf::ossim_data->{"ossim_port"}; 
 
    my $conn = DBI->connect($dsn,  
                            $ossim_conf::ossim_data->{"ossim_user"},  
                            $ossim_conf::ossim_data->{"ossim_pass"})  
        or die "Can't connect to Database\n"; 
 
 my $uuid = ""; 
 if (-e "/etc/ossim/framework/db_encryption_key") { 
  $uuid = `grep "^key=" /etc/ossim/framework/db_encryption_key 
| awk 'BEGIN { FS = "=" } ; {print \$2}'`; chomp($uuid); 
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 } else { 
  $uuid = `dmidecode -s system-uuid`; chomp($uuid); 
 } 
    my $query = "SELECT *,AES_DECRYPT(value,'$uuid') as dvalue FROM 
config"; 
    my $stm = $conn->prepare($query); 
    $stm->execute(); 
     
    while (my $row = $stm->fetchrow_hashref) { 
        if (!$ossim_conf::ossim_data->{$row->{"conf"}}) { 
         my $value = ($row->{"dvalue"} ne "") ? $row->{"dvalue"} : $row-
>{"value"}; 
            $ossim_conf::ossim_data->{$row->{"conf"}} = $value; 
        } 
    } 
    $stm->finish(); 
    $conn->disconnect(); 
 
} 
Reiniciar el servidor y verificar que se ingresó al sistema: 
http://10.3.x.x/ossim  
 
Para visualizar las gráficas se debe copiar todos los archivos de imágenes 
de ossim a la carpeta mrtg que se instaló con anterioridad. 
 
6.10 Carga del CPU 
 
Para mirar la carga en el CPU, se desarrolló un plugin en el lenguaje perl 
cuya estructura es la siguiente: 
 
sub print_usage { 
print "check_win_snmp_cpuload.pl IP COMMUNITY warning critical\n"; 
} 
$PROGNAME = "check_win_snmp_cpuload.pl"; 
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$STATE_CRITICAL = 2; 
$STATE_WARNING = 1; 
$STATE_UNKNONW = 3; 






$resultat =`snmpwalk -v 1 -c $COMMUNITY $IP 1.3.6.1.2.1.25.3.3.1.2`; 
if ( $resultat ) { 
@pourcentage = split (/\n/,$resultat); 
$i=0; 
foreach ( @pourcentage ) { 




$use = $use_total / $i ; 
 
if ( $use < $warning ) { 
print "OK : CPU load $use%\n"; 
 
 
print "|cpu_load=".$use."%".";".$warning.";".$critic al; 
 
exit $STATE_OK; 
} elsif ( $use < $critical ) { 
print "WARNING : CPU load $use%\n"; 
exit $STATE_WARNING; 
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} else { 
print "CRITICAL : CPU load :$use%\n"; 
exit $STATE_CRITICAL; 
} 
} else { 








my $host = shift;  
my $community = shift; 
my $storageType = shift; 
our $WARN = shift; 
our $CRIT = shift;  
unless( $CRIT ) { 
 errorExit( "syntax: check_win_snmp_storage.pl HOST COMMUNITY 
type WARN CRIT" ); 
} 
our %ERRORS = ( 
 OK => 0, 
 WARNING => 1, 
 CRITICAL => 2, 
 UNKNOWN => 3, 
 DEPENDENT => 4 
); 
 
my %oid = ( 
 hrStorageEntryTables => '.1.3.6.1.2.1.25.2.3.1', 
 hrStorageIndex => '.1.3.6.1.2.1.25.2.3.1.1', 
 hrStorageType => '.1.3.6.1.2.1.25.2.3.1.2', 
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 hrStorageDesc => '.1.3.6.1.2.1.25.2.3.1.3',  
 hrStorageAllocationUnits => '.1.3.6.1.2.1.25.2.3.1.4', 
 hrStorageSize => '.1.3.6.1.2.1.25.2.3.1.5', 
 hrStorageUsed => '.1.3.6.1.2.1.25.2.3.1.6' 
); 
 
my %storageType = ( 
 '.1.3.6.1.2.1.25.2.1.5' => 'RemovableDisk',  
 '.1.3.6.1.2.1.25.2.1.4' => 'FixedDisk',  
 '.1.3.6.1.2.1.25.2.1.7' => 'CompactDisk',  
 '.1.3.6.1.2.1.25.2.1.3' => 'VirtualMemory',  
 '.1.3.6.1.2.1.25.2.1.2' => 'PhysicalMemory'  
); 
 
# get SNMP session object 
my ($snmp, $err) = Net::SNMP->session( 
 -hostname => $host, 
 -community => $community, 
 -port => 161, 
 -version => 1  
); 
errorExit( $err ) unless (defined($snmp)); 
 
# get storage tables 
my $response = $snmp->get_table( 
 -baseoid => $oid{hrStorageEntryTables} 
); 
errorExit( "error getting storage tables" ) unless $response; 
my %value = %{$response}; 
$snmp->close(); 
 
# find indices 
my @indices; 
foreach my $key ( keys %value ){ 
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 my( $parent ) = $key =~ /(.*)\.\d+$/; 
 push @indices, $value{ $key } if ($parent eq $oid{hrStorageIndex}); 
} 
 
# build storage definition hash 
my %storage; 
foreach my $index ( @indices ){ 
 my $size = $value{ $oid{hrStorageSize} . ".$index" }; 
 my $used = $value{ $oid{hrStorageUsed} . ".$index" }; 
 my $pct = $size ? int(100 * $used / $size) : 0; 
 $storage{$index} = { 
  type => $storageType{ $value{ $oid{hrStorageType} . 
".$index" } }, 
  desc => $value{ $oid{hrStorageDesc} . ".$index" }, 
  units => $value{ $oid{hrStorageAllocationUnits} . ".$index" }, 
  size => $size, 
  used => $used, 




# memory checks 
if( (lc $storageType) eq 'virtualmemory' || (lc $storageType) eq 
'physicalmemory') { 
 foreach my $item ( values %storage ){ 
  my %this = %{$item}; 
  if ( (lc $this{type}) eq (lc $storageType) ) { 
   ReportAndExit(  
    $this{pct},  
    $this{size} * $this{units},  
    $this{used} * $this{units},  
    $this{type} 
   ); 
  } 
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 } 
 errorExit( "$storageType type not found" );  
} 
 
# all disks - report on worst disk 
if( (lc $storageType) eq 'alldisks' ){ 
 my %worst = ( 
  disk => '', 
  pct => 0, 
  size => 0, 
  used => 0, 
  units => 0 
 ); 
 foreach my $item ( values %storage ){ 
  my %this = %{$item}; 
  if ( $this{type} eq 'FixedDisk' ) { 
   if( $this{pct} > $worst{pct} ) { 
    $worst{disk} = uc substr($this{desc},0,1); 
    $worst{pct} = $this{pct}; 
    $worst{size} = $this{size}; 
    $worst{used} = $this{used}; 
    $worst{units} = $this{units}; 
   } 
  } 
 } 
 if ( $worst{disk} ){ 
  ReportAndExit(  
   $worst{pct},  
   $worst{size} * $worst{units},  
   $worst{used} * $worst{units},  
   'Disk ' . $worst{disk} 
  ); 
 } else { 
  errorExit( "no fixed disks found" ); 





# must be a driveletter 
if( $storageType =~ /^[a-zA-Z]$/ ) { 
 my $drive = uc $storageType; 
 foreach my $item ( values %storage ){ 
  my %this = %{$item}; 
  if ( ($this{type} eq 'FixedDisk') ) { 
   my $thisDrive = uc substr($this{desc},0,1); 
   if( $thisDrive eq $drive ){ 
    ReportAndExit(  
     $this{pct},  
     $this{size} * $this{units},  
     $this{used} * $this{units},  
     "Disk $drive" 
    ); 
   } 
  } 
 } 
 errorExit( "Driveletter [$drive] not found" ); 
} 
errorExit( "Invalid storage type $storageType" ); 
 
# end of program 
 
sub ReportAndExit { 
 my ( $pct, $total, $used, $type ) = @_; 
 my $err = ($pct > $CRIT) ? 'CRITICAL' : ($pct > $WARN) ? 
'WARNING' : 'OK'; 
 print "$err : Storage Used $pct% : Total $total bytes : Used $used 
bytes : Type $type\n"; 
 exit $ERRORS{$err}; 
} 
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sub errorExit { 
 my $msg = shift; 
 print "UNKNOWN: $msg\n"; 








7. SISTEMA MODULAR 
 
7.1 Identificación de activos 
 
La identificación de activos permite ingresar manual o automáticamente los 
dispositivos de interconexión de la facultad, para recolectar información de lo 
que sucede en los activos. 
 
Para identificar de manera general a los activos es posible agruparlos por 
equipos tomando en cuenta sus propiedades, teniendo así un grupo 
específico a monitorear, además se tiene la opción de agregar puertos o 
crear grupos de puertos pertenecientes a cada uno de los activos para su 
monitoreo. 
 
7.1.1 Registro de activos en la red. 
 
El primer paso para realizar el monitoreo es registrar los equipos, para ello el 
sistema maneja un menú con las opciones de crear, modificar, borrar. Los 
activos que se deben registrar son los que se valoraron con la metodología. 
 
Activos- Opción Equipos 
 
Para registrar equipos, el sistema tiene las opciones de crear un nuevo 
activo, modificar, eliminar, duplicar activos y asignarle credenciales de 
autentificación. 
 
Gráfico 10 Menú de activos 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
 




Al dar clic en NUEVO, aparecerá la siguiente pantalla, en donde los campos 
marcados con asterisco son obligatorios. 
 
Gráfico 11 Registro individual de Activos 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
 Nombre equipo: Nombre del equipo a monitorear, campo 
obligatorio. 
 IP: ip del equipo, campo obligatorio. 
 FQDN/Alias: Nombre de la computadora y nombre del dominio 
 Descripción: descripción general del equipo 
 Valor de los activos: Valor asignado al equipo en función de la 
valoración realizada por Magerit, campo obligatorio. 
 Ícono: Permite realizar el ícono para el equipo. 
 Sensores: Seleccionar el checkbox, para habilitar el sensor para 
monitorear. 
 Opciones Avanzadas 
o Opciones de escaneo: permite habilitar Nagios para 
monitorear disponibilidad de servicios. 
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o Perfil RRD: Perfil para generar gráficas estadísticas, existen 
tres opciones para elegir: default, server y WarmHost 
o Umbral C: umbral de error, campo obligatorio 
o Umbral A: umbral de error, campo obligatorio 
 Inventario 
o SO: sistema operativo 
o Dirección MAC: dirección MAC del equipo 
o Fabricante de MAC: fabricante del equipo 
Modificar 
 
Para modificar la información de un activo, se debe seleccionar el activo y 




Gráfico 12 Modificación de activos 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Donde, además de modificar información propia del activo, es posible 
agregar los servicios que se desea monitorear, para realizar esto se debe 
dar clic en escaneo local ahora, se desplegará  un árbol con información 
de: sistema operativo, departamento, MAC Address y servicios del equipo. 
 
Centro de gestión de riesgos para monitoreo de redes 
115  
 
Gráfico 13 Inventario de Activos 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Para realizar el inventario de activos se utilizó el plugin nmap, estos activos 
se acoplan al framework de ossim realizando operaciones de inserción a la 
base de datos de OSSIM 
Borrar Seleccionados 
 
Para eliminar un activo que se ingresó mal, se debe seleccionar el equipo y 




Esta opción admite la adición de credenciales al activo: 
 
Gráfico 14 Credenciales del activo 
Autor: tesistas 
Fuente: Imágenes del sistema 
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 Tipo: permite seleccionar si es de tipo active directory, ssh o 
Windows. 
 Nombre de usuario: se escribe un nombre de usuario del equipo. 
 Contraseña: la contraseña del equipo dependiendo de del tipo 
seleccionado. 
 Extra: breve descripción del equipo. 
 
Activos – Opción Grupo de activos 
Para organizar los equipos por grupos, el sistema permite agrupar por 




Gráfico 15 Registro grupo de equipos 
Autor: tesistas 




Se debe registrar la información solicitada, los campos con asterisco son 
obligatorios. 
  Nombre: nombre del grupo, campo obligatorio. 
 Equipos: seleccionar del árbol Activos por propiedad, por que deseo 
agrupar los activos. 
 Descripción: descripción general del grupo 
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 Sensores: Selecciona el sensor monitor. 
 Avanzado 
o Opciones de escaneo: permite habilitar Nagios para 
monitorear disponibilidad de servicios. 
o Perfil RRD: Perfil para generar gráficas estadísticas, existen 
tres opciones para elegir: default, server y WarmHost 
o Umbral C: umbral de error, campo obligatorio 
o Umbral A: umbral de error, campo obligatorio 
7.1.2 Registros de redes. 
Activos – Opción Redes 
Se realiza el registro de la o las redes a monitorear. 
 
 
Gráfico 16 Registro de redes 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Nuevo 
 Nombre: Nombre de la red a monitorear, campo obligatorio. 
 CIDR: (enrutamiento entre dominios sin clases) ip del equipo, campo 
obligatorio 
 Descripción: descripción general de la red, campo obligatorio 
 Valor de los activos: Valor asignado al equipo en función de la 
valoración realizada por Magerit, campo obligatorio. 
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 Sensores: Seleccionar el checkbox, para habilitar el sensor para 
monitorear. 
 Ícono: Permite realizar el ícono para el equipo. 
7.1.3 Registro de puertos. 
Activos – Puertos 
Aquí se registra los puertos que los activos tienen en común, los campos 
que se debe llenar son: 
Nombre: Nombre de los puertos 
Puertos: se selecciona los puertos que se va a ingresar. 
Descripción: descripción general de los puertos registrados. 
 
 
Gráfico 17 registro de puertos 
Autor: tesistas 
Fuente: Imágenes del sistema 
7.1.4 Búsqueda y descubrimiento de activos 
 
Búsqueda de activos 
 
Permite buscar hosts que cumplan determinadas condiciones. 
 
 Búsqueda Avanzado  
Permite realizar una búsqueda avanzada de activos por sistema operativo, 
servicios, MAC, vulnerabilidades, alarmas. 
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Gráfico 18 Búsqueda avanzada 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Descripción: descripción sobre la cual se desea buscar el activo. 
Condiciones: existe varias condiciones para buscar activos, la forma de 
consulta es la siguiente: SI seleccionar TODOS o CUALQUIERA, cumplen 
con las condiciones: (OS, SERVICIOS, MAC, ETC.,), seleccionar primera 
condición, luego las opciones de relación, después escribir la cadena con la 
que se desea relacionar y oprimir buscar, se desplegarán los resultados de 
la búsqueda. 
 
Descubrimiento de activos 
 
Esta opción permite realizar un descubrimiento de activos por equipos, grupo 
de equipos o por redes. Existen tres opciones de descubrimiento de activos: 
normal, escaneo rápido, escaneo completo, y al dar clic en iniciar escaneo 
es posible ver los resultados del escaneo. 
 
Gráfico 19 Descubrimiento de activos por redes 
Autor: tesistas 
Fuente: Imágenes del sistema 




Gráfico 20 Descubrimiento de  activos por equipos 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
7.1.5 Monitoreo de red 
El monitoreo de red en el sistema abarca lo que corresponde a flujo de red 
tomando datos con NFsen, Nfdump  y tráfico de red para lo cual el sistema 
utiliza ntop. 
 
Flujo de red 
 
La pantalla que se muestra a continuación indica el tráfico generado por 
TCP, UDP,  ICMP, al dar clic sobre uno de ellos se observa con mayor 
detalle la relación de flujos, paquetes y bits de cada servicio en función del 
tiempo. 
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Gráfico 21 Tráfico de flujos de red 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Netflow, es un protocolo de red desarrollado por cisco para monitorización 
del tráfico de red, sólo envía datos estadísticos, los flujos de red capturados 
se almacenan en:  
/var/cache/nfdump/flows/live/ossim/<fechas> 
 
Nfsen, es un  sensor de netflows y por omisión nfsen viene instalado en el 
framework de ossim, éste hace posible desplegar este tipo de gráficos y 
reportes históricos del tráfico de la red, la información es tomada de nfdump 
y fprobe que son un colector de netflows y recopilador de tráfico de red que 
se envía como flujos hacia netflow respectivamente. 
 
Características: 
 Los lenguajes de programación utilizados son PHP para frond-
end y perl para el back-end. En el backend se encuentra todo 
la programación propia del plugin y en el frond-end se hace el 
llamado al plugin desarrollado. 
La información correspondiente al backend se encuentra en: 
/usr/nfsen/plugins 
Mientras que la el frontend se ubica en: 
/var/www/nfsen/plugins 
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La configuración del frontend y el backend se encuentran en el 
archivo: 
/etc/nfsen/nfsen.conf 
 Para los gráficos netflow, nfsen requiere las herramientas de 
RRD (round robbind data base). 
 
Tráfico de red 
 
En la pestaña perfiles de la sección de monitores, se encuentra gráficos 
estadísticos del tráfico de red, estos gráficos son generados por ntop, para 
observar el comportamiento de la red. 
 
Gráfico 22 Reporte de tráfico de paquetes y bits  
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Por ejemplo para la gráfica siguiente muestra que el total de tráfico generado 
es de 2.0 GB que corresponden a 12761302 paquetes,  el tráfico de IPv4 es 
de 1.6 GB, el promedio del tiempo de vida de un paquete es de 68 saltos 
antes de que el paquete sea descartado o devuelto, el 28.8% de los host 
tiene un tiempo de vida menor a 32, para el 13.8% de los host el tiempo de 
vida está entre 32 y 64, el 25.8% tiene un tiempo de vida entre 96 y 128 y el 
4.1% tiene su tiempo de vida menor que 256 y mayor que 224, lo que indica 
que no existe tráfico en esta red. 
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Gráfico 23. Análisis de gráficas de tráfico 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Distribución global de protocolos 
 
La gráfica de distribución global del protocolo indica que protocolos son los 
más utilizados, para ello se muestran la gráfica siguiente la cual se la debe 
leer así: para el protocolo IP se transmitieron 199.2 Kbytes de los cuales el 
71.3% corresponde a trasmisión TCP, el 22.8 % a trasmisión UDP, el 3,3% a 
ICMP y 2.6% a trasmisión IGMP (protocolo utilizado para intercambiar 
información entre enrutadores). 
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Gráfico 24. Protocolo global de distribución 
Autor: tesistas 
Fuente: Imágenes del sistema 
  
Distribución global del protocolo TCP/UDP 
 
La gráfica del protocolo de distribución global indica la cantidad de bytes 
trasmitidos para los protocolos HTTP, DNS, NBios-IP y DHCP-BOOTP, con 
sus respectivos gráficos cada gráfico tiene una leyenda que explica el 
significado de los colores, el valor máximo obtenido, el valor promedio 
generado y el último valor en el último minuto. 
 
Gráfico 25 Distribución global del protocolo TCP/UDP 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Tráfico en el último minuto 
El sistema permite ver el tráfico generado en el último minuto por cada 
puerto es posible observar la cantidad de bytes enviados y recibidos. 
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Gráfico 26 Tráfico en el último minuto 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Información de los host 
 
Para ver información por host del tráfico generado, es necesario ir a la 
opción Summary y dar clic en Hosts se obtiene una tabla que muestra los 
equipos de la red que generan tráfico, los datos que se obtienen de los 
equipos son: dirección IP, dirección MAC, tecnología del proveedor, el ancho 
de banda consumido mostrado en barras (la barra de color celeste indica 
porcentaje enviado y la barra de color azul el porcentaje recibido). 
 
Gráfico 27 Información de host 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Dando clic sobre la dirección IP  de un equipo se obtiene información 
general de lo que está pasando con el equipo, el porcentaje de datos 
enviados, recibidos y el total. 
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Gráfico 28 Información general del tráfico del equipo 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
En esa misma opción es posible observar estadísticas del tráfico de host en 
cada hora, con porcentajes de envío y recepción de bytes. 
 
Gráfico 29 Estadísticas de tráfico por host 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Más adelante se tiene la gráfica de paquetes estadísticos por host, que 
indica las conexiones fallidas y establecidas 
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Gráfico 30 Paquetes estadísticos por host 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Es posible ver también los protocolos de distribución por host, puertos 
usados, servicios activos, conexiones establecidas y el tráfico ICMP 
 
Gráfico 31 Distribución de protocolos por host 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
 
Estadísticas de carga de la red o consumo de ancho de banda 
 
En Summary y dando clic en network load, es posible ver las gráficas que 
muestran la carga de la red o ancho de banda consumido los últimos 10 
minutos, última hora, último día y último mes.  
 
Gráfico 32 Gráfica del ancho de banda de la red 
Autor: tesistas 
Fuente: Imágenes del sistema 
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Tráfico de red [todos los protocolos] 
 
En All protocols y dando clic en Traffic se visualiza el tráfico de red de 
todos los host conectados en resumen general y para todos los protocolos 
(TCP/UDP) analizados. 
 
Gráfico 33 Tráfico de red de todos los protocolos para cada host 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Al dar clic en IP-----> Summary -----> Traffic, se despliega el tráfico por IP de 
los equipos que se encuentren identificados. 
 
 
Gráfico 34 Tráfico de red de todos los hosts 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
En IP ------->Networks muestra las estadísticas de toda la red. 
 
Gráfico 35 Estadísticas de la red 
Autor: tesistas 
Fuente: Imágenes del sistema 
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En IP -------> Local -------->network traffic map, se despliega el mapa de 




Gráfico 36 Topología de red 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Para análisis de tráfico de red su utilizó la herramienta ntop y graphvis. 
7.1.6 Monitoreo de disponibilidad de servicios y puertos 
 
La disponibilidad de servicios y puertos el sistema lo realiza a través de la 
herramienta Nagios, antes de ver la disponibilidad de un servicio o de un 
puerto para un activo es necesario registrar el activo en la sección activos y 
habilitar Nagios para ese activo. 
 
Para disponibilidad de servicios y captura de datos como uso de la memoria 
o CPU Nagios usa smnp. 
 
El sistema permite ver la disponibilidad de los activos, se puede observar 
que puertos se encuentran disponibles o no, la disponibilidad por host 
individuales o por grupos de host. Los servicios que se van analizar son: 
FTP, SNMP, SMTP, SSH y TELNET. Para cada equipo o grupo de equipos 
se puede obtener un reporte que muestra que es lo que está pasando con el 
equipo, obteniendo tres tipos de alarmas por estados del servicio, los cuales 
son: OK, CRITICAL Y WARNING. 
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Gráfico 37 Disponibilidad de servicios 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Las configuraciones de los comandos de Nagios se encuentra en: 
/etc/nagios3/commands.cfg 
Los servicios se encuentra en: 
/etc/nagios3/conf.d/services_nagios2.cfg 
 
7.1.7 Reportes de disponibilidad 
 
Existen dos tipos de reportes por host o por servicio, después de seleccionar 
el tipo de reporte que se desea obtener, dar clic en el paso 2, después 
seleccionar las opciones del reporte y oprimir el botón crear reporte. 
 
Gráfico 38 Primer paso, reporte de disponibilidad 
Autor: tesistas 
Fuente: Imágenes del sistema 
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Gráfico 39 Segundo paso, reporte de disponibilidad 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Gráfico 40 Tercer paso, reporte de disponibilidad 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
 
Gráfico 41 Reporte Generado 
Autor: tesistas 
Fuente: Imágenes del sistema 
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7.1.8 Seguridad de información y eventos (SIEM) 
Seguridad de Eventos 
Seguridad de Información y Eventos (SIEM) 
La pestaña de SIEM, permite tener acceso para visualizar  todos los eventos 
que generan los sensores y que se almacenan en la base de datos OSSIM.  
 
 
Gráfico 42 Seguridad de Información y eventos 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
SIEM, está dividido en varias secciones: 
 
La primera sección está en la parte superior de la pantalla, en el que se 
presenta un gráfico que representa la tendencia del número de eventos en 
una línea de tiempo, actualizándose y modificándose cada 5 segundos, y si 
se quiere observar los eventos que llegan al servidor en tiempo real, 
pulsamos el botón “TIEMPO REAL” que se encuentra en la parte izquierda. 
 
 
Gráfico 43 Eventos en tiempo real 
Autor: tesistas 
Fuente: Imágenes del sistema 




Una vez dado clic aparece la pantalla de los eventos que llegan al servidor y 
son generados por los distintos plugins como Snort, ossec, ssh, indicando la 
fecha que se genero el evento, el nombre, el riesgo definido por las reglas, el 
plugin que lo generó, el sensor qué lo detecto, IP origen e IP destino del 
evento. 
 
Gráfico 44 Eventos generados 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
En la parte derecha de la pantalla, indica que se puede filtrar por plugin 
generador, es decir, que si damos un clic en el cuadro correspondiente al 
nombre de un plugin, nos permite visualizar todos los eventos del plugin 
seleccionado.  
 
Gráfico 45 Visualización de eventos consultados 
Autor: tesistas 
Fuente: Imágenes del sistema 
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En la parte izquierda existe la opción de que se pueda  la lectura de 
los eventos,  la generación de eventos y si se quiere detener el botón 
Detener  
 
La segunda sección es la generación de búsqueda, ubicada en la parte 
superior izquierda, consiste en la búsqueda avanzada y limpiar o borrar 
todos los criterios de búsqueda que se han realizado. 
 
Gráfico 46 Búsqueda avanzada de eventos 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Las consultas se puede ejecutar por sensor (servidor donde se encuentra la 
aplicación),  origen de datos (eventos de los plugins que se generaron), por 
nivel de riesgo (bajo, medio y alto).  
 
Gráfico 47 Tipos de ejecución de consultas de eventos 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
En la parte inferior de este bloque o sección se puede realizar  consultas por 
rangos de fechas o seleccionar tiempos preestablecidos de los eventos: 
HOY, últimas 24 horas, últimos 2 días, última semana, últimas 2 semanas, 
último mes o todos. 
 
Gráfico 48 Consultas por fechas de eventos 
Autor: tesistas 
Fuente: Imágenes del sistema 
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La tercera parte de esta sección se encuentra  en la parte superior derecha 
de la pantalla, los criterios de búsqueda actuales, en la que se visualiza los 
parámetros enviados en la consulta de la segunda sección. Además se 
encuentra el acceso a los resumen de estadísticas basados en los criterios 
de búsqueda que se están utilizado y en la parte inferior de este bloque hay 
la opción de configurar una vista personalizada para ver ciertos campos de 
los eventos almacenados en la base de datos de OSSIM. 
 
Gráfico 49 Criterios de búsquedas y resúmenes estadísticos 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
La cuarta sección visualiza la lista de eventos recolectados por los plugins y 
almacenados en la base de datos de OSSIM 
 
Gráfico 50 Eventos recolectados 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Descripción de cada columna 
Evento: Descripción general  del evento 
Fecha: Indica la fecha y hora en que ocurrió el evento  
Origen: Es la dirección origen, que puede ser el nombre del host, dirección 
IP o la dirección IP y el puerto 
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Destino: Esa la dirección destino del host, que puede ser el nombre del host, 
dirección IP o la dirección IP y el puerto. 
Activo   S -> D: Valor del activo, evento del host origen (S), hacia el evento 
del host destino. El valor del activo está entre cero y cinco. 
Prio: Es la prioridad del evento. 
Rel: Es la fiabilidad de la prueba. 
Riesgo  S -> D: Es el riesgo, que es calculado en base al origen del evento 
(S) y el riesgo calculado en base al destino del evento (D). 
L4 Proto:  
 
Información de Eventos 
 
SIEM, almacena los eventos recolectados por los colectores Nagios, 
Nessus, y en el caso de Snort específicamente la carga útil de la red.  
 
Al dar clic sobre el evento generado, se traslada hacia una pantalla en la que 
proporciona información más detallada, dando la ventaja de poder trabajar 
con Análisis Shellcode, o la opción de descargar en formato PCAP. 
PCAP: un archivo de extensión PCAP, es la captura de paquetes de datos y 
que pueden ser abiertos por software como WinDump o WireShark que son 
los más conocidos. 
 
El sistema proporciona la opción de poder trabajar en rangos de fechas 
reduciendo el número de eventos para que el análisis sea mucho más 
rápido. 
También se puede trabajar por rangos de fechas predefinidas. 
Para la búsqueda el usuario podrá filtrar los eventos por el nombre, dirección 
IP (origen o destino) o por el texto del evento generado. 
Cuando se crea filtros de búsqueda se despliegan en el cuadro de criterios 
de búsqueda, se puede borrar todos los filtros o uno por uno, haciendo clic 
en borrar. Mostrar criterios de búsqueda informa los filtros que se aplicado. 
El resumen de estadísticas agrupa los eventos utilizando diferentes 
criterios: 
Eventos: Direcciones únicas por origen y destino. 
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Eventos únicos: Eventos agrupados por puerto UDP y TCP. 
Sensores: Eventos agrupados por sensores en los puertos UDP y TCP. 





Si se hace clic sobre la dirección IP, se podrá observar toda la información 
almacenada en el sistema, además proporcionará enlaces a sitios web 
externos que ofrecen información sobre DNS, listas negras, información de 
malware, de direcciones IPs públicas. 
 
Eliminación de Eventos 
Para eliminar uno o varios elementos marcamos con un clic en la casilla de 
verificación junto al nombre del evento y en la parte inferior dar un clic en el 
botón Borrar Seleccionados, para borrar todos los eventos en pantalla, clic 
en el botón Eliminar TODOS en la pantalla, y para borrar todos los eventos 
del los criterios de búsqueda, clic en el botón Eliminar toda la consulta. 
 
Administración 
En la parte inferior derecha, encontramos un link con la palabra 
Administración, que traslada hacia una pantalla con dos secciones la 
primera es para que se pueda ver información general de que componentes 
integran para recolección de eventos PHP built y la otra sección Database 
permite ver la base de datos que utiliza, la versión y que sensor utiliza para 
la colección de eventos. Permite realizar una manipulación de la base de 
datos, con las opciones de Reparar, Limpiar Tablas y Limpiar Sensores. 
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Gráfico 51 Administración de vulnerabilidades 
Autor: tesistas 
Fuente: Imágenes del sistema 
7.1.9 Vulnerabilidades 
Análisis de vulnerabilidades 
 
La pestaña Vulnerabilidades, proporciona una interfaz gráfica de todos los 
trabajos de escaneo ejecutados por el plugin de Nessus. 
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Gráfico 52 Interfaz gráfica de trabajos escaneados 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
La primera sección ubicada en la parte superior, visualiza los gráficos 
generados por los resultados del análisis de vulnerabilidades. Los  gráficos 
representan las vulnerabilidades por gravedad, los servicios más 
vulnerables, por redes (si se hubiese definido otras redes), los equipos más 
vulnerables. 
 
En la siguiente sección se presenta los activos que han sido ejecutados en 
un análisis de vulnerabilidades, indicando: 
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Gráfico 53 Vulnerabilidades actuales 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Equipo –IP: Presenta el nombre del activo, y todos los trabajos ejecutados. 
Fecha / Tiempo: fechas realizadas en el trabajo de escaneo. 
Perfil: nombre del perfil que se ha dado al trabajo de escaneo. 
Serias, Alto, Medio, Bajo, Info: división de las vulnerabilidades por activo 
ejecutado en el análisis 
Presentación de informes que pueden ser consultados por cada análisis 
realizado. 
Se puede seleccionar por Equipo/Red, Servicio o Texto libre, para que 
despliegue la información en función de los parámetros solicitados. 
 
Gráfico 54 Parámetros de consultas de vulnerabilidades 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
7.1.10 Base de datos de amenazas 
 
La pestaña Base de datos de amenazas, presenta las reglas de 
vulnerabilidades que tiene el escáner de vulnerabilidades Nessus, estas son 
las utilizadas para la ejecución de los análisis de vulnerabilidades.  
Las reglas se encuentran agrupadas por familia de amenazas 
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Gráfico 55 Bases de datos de amenazas 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
 
Para acceder a la información de cada uno de las reglas de vulnerabilidades, 
dar clic en el valor indicado en las columnas, las cuales están divididas por 
Info-1, Bajo-2, Medio-3, Alto-6, Serias-7, indicando la gravedad. 
 
 
Gráfico 56 Identificación de reglas 
Autor: tesistas 
Fuente: Imágenes del sistema 
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Para acceder a la información de cada uno de los resultados presentados, 
colocar el puntero del mouse sobre el valor numérico que se muestra en la 
columna ID. 
 
La mayoría de reglas otorgadas por Nessus, contienen un identificador CVE 
que hace referencia a la vulnerabilidad que puede detectar. Si se hace un 
clic en el identificador CVE en la columna puesta por el mismo nombre CVE-
Id, obtendremos más información acerca de esta vulnerabilidad.  
 
Gráfico 57 Clave CVE 
Autor: tesistas 




En la parte superior de la página, se puede realizar  una búsqueda de las 
reglas que se necesite ya sea por fecha de inicio, fecha de finalización, por 
palabras clave o el formato CVE Id, o por el factor de riesgo. 
 
 
Gráfico 58 Búsquedas por reglas 
Autor: tesistas 
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7.1.11 Trabajos de escaneo 
 
La pestaña Trabajos de escaneo, permite realizar análisis de 
vulnerabilidades, ya sea en tiempo real o previamente programados. 
 
 
Gráfico 59 Trabajos de escaneo 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Estado 
Esta sección indica el estado en tiempo real del servidor o activo que se está 
escaneando para un análisis de vulnerabilidades, conteniendo  el número de 
cuantos se están ejecutando, los que están programados para el análisis, los 
completados, los que han fallado el escaneo por tiempo de espera y el 
estado de escaneo. 
 
 
Gráfico 60 Escaneo en tiempo real 
Autor: tesistas 








Esta sección muestra los análisis programados para ser ejecutados 
periódicamente, indicando el nombre de la tarea, el tipo de programación 
(Diario, Día de la semana, Día del Mes o enésimo día de la semana del 
mes), la hora que se debe ejecutar, la fecha y hora del siguiente escaneo, el 
estado en que se encuentra la tarea y opciones de deshabilitar, editar y 
borrado del tarea. 
 
 
Gráfico 61 Trabajos programados 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Nombre: Nombre del trabajo programado 
Dipo de Programación: Diario, Día de la semana, Día del mes, enésimo día 
del mes 
Tiempo: la hora que debe ejecutarse el escaneo 
Siguiente escaneo: la fecha y hora del siguiente escaneo 
Estado: estado de la tarea, que puede ser habilitado o deshabilitado 
Acción: se puede realizar sobre la tarea las opciones de deshabilitar o 
habilitar, editar o borrar. 
 
Todos los escaneos 
En esta sección muestra todos los analisis de vulnerabilidades o escaneos 
que se han ejecutado, que se estan ejecutando o que se ejecutaran en el 
futuro. 
 
Gráfico 62 Escaneos 
Autor: tesistas 
Fuente: Imágenes del sistema 
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Nombre lanzamiento: cuando él análisis de vulnerabilidades se programo 
Tiempo del trabajo: nombre del trabajo de escaneo de vulnerabilidades 
Tiempo de inicio escaneo: cuando él análisis de vulnerabilidades comenzó 
Tiempo fin escaneo: cuando él análisis de vulnerabilidades ha terminado 
Duración escaneo: duración del análisis de vulnerabilidades 
Siguiente escaneo: cuando él análisis nuevamente se ejecutara 
Acción: opciones para sacar reportes, borrar tareas. 
 
Leyendas para identificación de las tareas del análisis de 
vulnerabilidades 
En la última sección tenemos la identificación de leyendas 
 
Gráfico 63 Identificación de leyendas 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Completado: tarea terminada o ejecutada 
Fallado: cuando él análisis para el activo ha fallado 
Requested: cuando él análisis es identificado 
Ejecutando: cuando la tarea está inicializándose 
Programados: cuando las tareas son programadas 
Timeout: cuando la tarea ha llevado mucho tiempo en espera 
 
 
Nuevos trabajos de escaneo 
Para ejecutar un nuevo trabajo de escaneo pulsamos en el botón Nuevo 
trabajo de escaneo, desplegando otra pantalla indicando el ingreso de 
parámetros. 
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Gráfico 64 Nuevos trabajos de escaneo 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Nombre del trabajo: indica el nombre que se le da a la tarea del análisis de 
vulnerabilidades y si se trata de una tarea programada identificar con el 
nombre PROGRAMADA.  
 
Nombre del servidor: selecciona el servidor de escaneo de 
vulnerabilidades 
 
Perfil: Plugins de Nessus habilitados para el trabajo de detección. 
 
Gráfico 65 Combo plugins 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Timeout: tiempo de espera máximo de escaneo, si el análisis se tarda más 
de lo esperado, la tarea se cancela, ingreso de tiempo en segundos, por 
omisión se ingresa 28800 segundo. 
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Modo de programación: selecciona el modo en que se quiere ejecutar el 
análisis de vulnerabilidades. 
 
Hacer este trabajo de escaneo visible para: seleccionar el usuario  para el 
que el trabajo de análisis de vulnerabilidades pueda ver visto. 
 
Enviar notificación por correo electrónico cuando termine: envía un 
correo electrónico a la cuenta de correo del administrador, que es ingresado 
posteriormente en Configuraciones 
 
Seleccionar las opciones deseadas: Escanear solo los equipos que están 
levantados en el inventario, ayudando a ejecutar más rápido la exploración 
(Ping scan) de los activos, antes de iniciar el análisis de vulnerabilidades. 
Pre-scan localmente, ejecuta el  escaneo de ping, desde el host que está 
instalada la interface CGRM. 
 
Objetivos (Host/redes): Para seleccionar los objetivos que se analizaran en 
busca de vulnerabilidades, se debe elegir en el árbol de activos registrados 
en el inventario de CGRMR. Dar clic en el nombre del activo para agregarlo 
como destino. 
Se puede seleccionar por grupos de equipos, por red, por grupos de redes o 




Gráfico 66 Activos a realizar el trabajo de escaneo 
Autor: tesistas 
Fuente: Imágenes del sistema 
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Para ejecutar el trabajo de escaneo de vulnerabilidades, se debe dar un clic 
en el botón Nuevo trabajo, pero si se desea realizar una simulación de 
exploración para comprobar la disponibilidad de sensores, se da clic en 
Comprobación de configuración. 
 
Gráfico 67 Nuevo trabajo de escaneo 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Sistemas de detecciones de intrusos 
7.1.12 Detección HIDS Y NIDS 
Análisis 
Detección 
La pestaña Detección, permite visualizar resúmenes gráficos de HIDS, 
eventos, categorías, orígenes y destinos  en los que se han generado.  
 
 
Gráfico 68 HIDS 
Autor: tesistas 
Fuente: Imágenes del sistema 
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La primera gráfica Top 10 eventos NIDS: informa los eventos que más se 
han generados sobre los activos, identificados por las reglas de Nessus.   
 
Si da un clic sobre cualquiera de las barras presentadas en la gráfica, se 
trasladará a la ventana de  Seguridad de la Información (SIEM), presentando 
más detalladamente todos los eventos generados a la identificación de la 
regla de Nessus.  
 
Top 10 categorías de eventos NIDS: informa los eventos que más se han 
generado en los activos,  clasificándose por categorías. 
 
Top 10 origen NIDS: informa y presenta en pantalla los eventos que más se 
han generado en los activos como origen de NIDS. 
 
Top 10 destinos NIDS: informa y presenta en pantalla los eventos que más 
se han generado en los activos como destino de NIDS. 
7.1.13 Correlación 
La correlación de eventos se la realiza con las herramientas Snort y Nessus, 
las directivas de correlación permiten definir las diferentes condiciones que 
deben cumplir los eventos. 
El motor de correlación toma todos los eventos de los detectores y luego los 
normaliza. 
7.1.14  Directivas de Correlación  
 Las directivas de correlación se escriben en lenguaje XML, el usuario puede 
crear nuevas directivas que se almacenan en  /etc/ossim/server/user.xml. 
Reglas de correlación 
Cada directiva de correlación está formada por reglas, las reglas de 
correlación definen un conjunto de condiciones que deben cumplirse para 
obtener los eventos. 
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7.1.15 Políticas y acciones 
En esta parte de las políticas se configura la forma en que el sistema va a 
procesar los eventos. 
El sistema realiza las siguientes actividades: 
 Evaluación de riesgos: el riesgo se asigna a cada evento teniendo 
en cuenta el tipo de evento y los activos involucrados en la 
generación del evento.  
 Correlación: Es el proceso de transformación de varios datos de 
entrada en uno solo de salida, los datos que se correlacionan son los 
que se toman de las bases de datos de Snort y de Nessus. 
 Base de almacenamiento: los eventos procesados por el motor de 
correlación se almacenan en una base de datos de MySQL.  
Cada  política tiene los siguientes campos: 
 Estado: estado de la política habilitada o deshabilitada. 
 Orden: Posición en la que se esta regla se cargará.  
 Prioridad: la prioridad de los eventos que coinciden con la regla  
tiene que ser modificado o no, aplicando el valor de la prioridad. 
 Source: Los orígenes a los cuales se aplica la regla (Hosts, grupos 
de hosts, redes, grupos de red)  
 Destino: Los destinos a los cuales se aplica la regla (hosts, grupos de 
hosts, redes, grupos de red).  
 Grupo de puertos: Puerto de destino de los eventos que coinciden 
con esta regla de política.  
 API Grupo: Grupo de tipos de eventos. 
 Sensores: sensor que compila. 
 Intervalo de tiempo: Periodo de tiempo en el que se esta regla de 
directiva habilitada.  
 Targets: Los servidores en los se instalará la regla.  
 Correlate: Activa / Desactiva la correlación lógica de los eventos que 
coincidan con esta regla de política. 
 Correlación cruzada: Activa / Desactiva la correlación cruzada para 
los eventos que coincidan con esta regla. 
 Qualify: Activa / Desactiva el cálculo del riesgo para los eventos que 
coincidan con esta regla de política. 
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 Reenviar Alarmas: activa / desactiva el reenvío de alarmas a un 
servidor superior para los eventos que coincidan con esta regla de 
política  
 Reenviar eventos: Activa / Desactiva el reenvío de eventos a un 
servidor superior para los eventos que coincidan con esta regla de 
política  
 SIEM: Activa / Desactiva el SIEM para los eventos que coincidan con 
esta regla de política  
Nueva Política 
Para crear una nueva política se debe dar clic en Nuevo y se mostrará la 
siguiente pantalla.  
Origen 
En esta parte se debe insertar los activos para los cuales se desea realizar 
la política, se puede filtrar por redes, grupos de redes, equipos. 
 
Gráfico 69 Primer paso, creación de políticas 
Autor: tesistas 
Fuente: Imágenes del sistema 
Dando clic en insertar se puede crear una regla para cualquier otra IP que no 
esté en el los activos descubiertos 
Destino  
Hay que insertar en destino las Ip para los cuales se desea realizar la 
política, se puede filtrar por redes, grupos de redes, equipos. 
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Puertos  
En los puertos se puede configurar el puerto que debe aparecer como puerto 
de destino en sus eventos. Si desea crear una regla de política que sólo 
coincide con los eventos que tienen uno o más puertos de destino, se crea el 
Grupo de puertos (del registro de activos) y luego seleccione el grupo de 
puertos en esta forma política.  
 
Gráfico 70 Puertos de destino 
Autor: tesistas 
Fuente: Imágenes del sistema 
Grupos OD 
Aquí se debe seleccionar qué tipo de eventos se desea para la política. Para 
seleccionar sólo ciertos eventos se debe crear un nuevo grupo de plugins en 
configuración.  
 
Gráfico 71 Grupos OD 
Autor: tesistas 
Fuente: Imágenes del sistema 
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Sensores  
En esta parte se selecciona el sensor que va a realizar el análisis de los 
eventos. 
 
Gráfico 72 Sensores 
Autor: tesistas 
Fuente: Imágenes del sistema 
Rango de tiempo  
Una política sólo se puede activar en un momento determinado durante la 
semana, por ejemplo, por la noche o durante el fin de semana.  
Consecuencias de la política 
En esta parte se puede ver las consecuencias de la política creada. 
 
Gráfico 73 Consecuencias de la política 
Autor: tesistas 
Fuente: Imágenes del sistema 
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En la parte izquierda, se encuentran las acciones. Las acciones pueden 
estar vinculadas a las políticas, así que cuando una política se corresponde 
con el sistema puede iniciar una acción para enviar un correo electrónico o 
ejecutar un comando de Linux.  
Para seleccionar una acción simplemente se debe arrastrar y soltar las 
acciones en el lado derecho. 
El resto de consecuencias se puede utilizar para crear excepciones para 
ciertos eventos. 
 
Grupo de políticas 
Una vez que una gran cantidad de reglas de política se han definido, se 
puede crear grupos de políticas a seguir las reglas de políticas bien 
organizadas.  
En la parte inferior se encuentra un cuadro en el que se puede ver todas las 
condiciones y consecuencias de la política creada. 
 
Gráfico 74 Cuadro de políticas creadas 
Autor: tesistas 
Fuente: Imágenes del sistema 
Editar regla de directiva  
 
Para editar una regla de política, seleccionar la regla de políticas utilizando 
un solo clic izquierdo y, a continuación, haga clic en Modificar.  
 
Duplicar una regla de directiva  
Para duplicar una regla de política, seleccione la regla de políticas en la red 
utilizando un solo clic izquierdo y, a continuación, haga clic en Duplicar 
seleccionado.  
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Acciones 
En la pestaña acciones se insertan las acciones que se desea que se tome 
cuando el evento coincida con la regla creada. 
 
Gráfico 75  Acciones de  política 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
7.1.16 Directivas de correlación 
En directivas de correlación se encuentran todas las directivas creadas, para 
activarlas debe dar clic en la flecha y habilitar. 
 




Gráfico 76 Propiedades de las directivas 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
 
En esta pestaña están las propiedades de las directivas, se puede crear una 
nueva propiedad dando clic en nuevo y aceptando o negando las opciones. 
7.1.17 Correlación Cruzada 
Esta parte del sistema permite establecer las reglas de correlación cruzada, 
dando clic en nuevo aparece una pantalla como la siguiente: 
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Gráfico 77 Correlación cruzada 
Autor: tesistas 
Fuente: Imágenes del sistema 
En esta pantalla se debe seleccionar el origen de datos y el destino de los 
datos, con esto lo que hace el sistema es correlacionar los datos del plugin 
de origen con el plugin de destino, luego se debe dar clic en crear regla y 
esta aparecerá en la pantalla de inicio de correlación cruzada. 
7.1.18  Alarmas 
Esta pestaña muestra todas las alarmas generadas en el sistema. Cada 
usuario podrá observar las alarmas de los activos que están autorizados a 
monitorear basado en los permisos de usuario.  
 
 
Gráfico 78 Alarmas 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Una alarma es un evento que tiene un riesgo mayor a 1. Las alarmas son un 
tipo especial de evento, ya que puede agrupar más de un evento, cuando el 
evento se convierte en alarma mediante directivas de correlación.  
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El motor de correlación sólo generará nuevos eventos, que pueden 
convertirse en alarma, cuando el riesgo es calculado para un nuevo evento. 
Una alarma también pueden ser generadas con un solo evento, si el evento 
tiene una alta prioridad y los valores de fiabilidad y el valor de los activos 
implicados en la generación del evento es lo suficientemente alta.  
Las alarmas muestran las siguientes columnas:  
 
Columna  Contenido  
Alarma  Nombre de la directiva de eventos generados durante la correlación  
Riesgo  Valor del riesgo entre 0 y 10  
Sensor  Nombre del sensor activo  
Primer Evento Fecha y hora del primer evento que genero la alarma  
Último Evento Fecha y hora del último evento que genero la alarma  
Origen IP o nombre del host de origen que generó la alarma (puede ser más de un 
origen, pero sólo la primera se mostrará)  
Destino  IP de destino del host que generó la alarma (puede ser más de un destino, pero 
sólo la primera se mostrará  




Sirve para filtrar o mostrar sólo ciertas alarmas, haga clic en Filtro, Acciones 
y Opciones en la esquina superior izquierda.  
 
Gráfico 79 Filtros de alarmas 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Este formulario permite el filtrado por sensor, nombre de alarma, Origen y 
Destino. Las alarmas también se pueden filtrar basándose en el intervalo de 
tiempo en el que se generaron utilizando el siguiente calendario:  
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Gráfico 80 Calendario de alarmas 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Para simplificar el análisis de las alarmas, pueden agruparse por tipo de 
alarma, la de origen y destino. Para acceder a la vista agrupada de las 
alarmas, haga clic en Agrupados en la esquina superior izquierda.  
 
 
Gráfico 81 Agrupación de alarmas 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Cerrar Alarmas  
 
Una vez que la alarma ha sido analizada debe ser cerrada. Las alarmas que 
no se han considerado como un falso positivo no se deben eliminar, sólo se 
debe cerrar.  
Para cerrar una alarma haga clic en el icono blanco X junto a la alarma que 
desea cerrar, para ver las alarmas abiertas y cerradas, haga clic en Filtros, 
Acciones, Opciones y desmarcar la casilla de verificación ocultar las alarmas 
cerradas.  
Para cerrar más de una alarma haga clic en Filtros, Acciones y Opciones, 
marque la casilla de verificación junto a las alarmas que desea eliminar y, a 
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Borrar alarmas  
 
Sólo las alarmas que han sido consideradas como falsos positivos deben ser 
eliminadas. Las alarmas que representan un verdadero problema en la red 
debe ser cerrada pero no borradas.  
Para eliminar más de una alarma  haga clic de en filtros, acciones y 
opciones, marque la casilla de verificación junto a las alarmas que desea 
eliminar y, a continuación, haga clic en Eliminar seleccionado.  
 
Gráfico 82 Alarmas Generadas 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Vista detallada  
Cuando una directiva de correlación es generada por varios eventos, todos 
los eventos se agrupan dentro de la misma alarma. En este caso, la alarma 
se compone de diferentes eventos. Para ver todos los eventos, haga clic en 
la cruz verde junto al nombre de la alarma:  
 
 
Gráfico 83 Vista detallada de alarmas 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Se abrirá una nueva ventana con todos los eventos organizados por nivel de 
correlación. Al hacer clic en cada evento se mostrará el evento original en la 
consola forense.  
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Al hacer clic derecho en cualquier dirección IP se mostrará un menú que 
proporciona acceso directo a toda la información almacenada por el sistema 
para esa dirección IP, como se muestra en la siguiente imagen:  
 
Gráfico 84 Información de alarmas 
Autor: tesistas 
Fuente: Imágenes del sistema 
7.1.19  Base de Datos de Conocimientos 
 
La base de datos de conocimiento proporciona acceso a las configuraciones 
definidas por el usuario, la base de conocimientos contiene soluciones a los 
incidentes  presentados. Se puede crear documentos nuevos con un título, 
descripción, y palabras claves que pueden estar asociados a un activo, un 
grupo de activos, la red, grupos de red, o de un tipo de evento.  
 
 
Gráfico 85 Base de  datos de conocimientos 
Autor: tesistas 
Fuente: Imágenes del sistema 
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Nuevo documento 
Se puede agregar un nuevo documento a la Base de Datos, haga clic en 
Nuevo documento. El sistema de proporciona un editor de texto ofreciendo la 
posibilidad de la insertar imágenes en los documentos. 
 
 
Gráfico 86 Generación de nuevo documento 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Cada documento puede ser visible para un usuario específico como se 
muestra a continuación. 
 
Gráfico 87 Selección de nuevo documento 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Editar documentos 
Para editar un documento, haga clic en el icono correspondiente junto al 
nombre del documento que desea editar. 
Eliminar documento 
Para eliminar un documento, haga clic en el icono rojo con una 'X' al lado del 
nombre del documento que desee eliminar. 
Cambiar de Propietario 
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Para cambiar el propietario del documento, haga clic en el icono de al lado 
del documento que va a modificar el propietario 
 
Gráfico 88 Cambiar de propietario 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Adjuntar archivos 
Para adjuntar un archivo a un documento de la base de datos de 




Gráfico 89 Ficheros adjuntos 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Vincular documentos  
Un documento de la base de datos de conocimiento puede ser vinculado a 
un host, un grupo de hosts, a una red, un grupo de red. 
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Gráfico 90 Relaciones para documento 
Autor: tesistas 
Fuente: Imágenes del sistema 
 
Para establecer un vínculo con un documento, basta con hacer clic en el 
icono de vinculación. 
 
  








 La aplicación de la Metodología de Análisis y Gestión de 
Riesgos de los Sistemas de Información (MAGERIT), permitió 
identificar, analizar y valorar los activos más significativos de la 
Facultad de Ingeniería, Ciencias Físicas y Matemática, 
facilitados por la persona encargada de la administración de  
red, obteniendo como resultado una calificación del impacto y 
riesgo del tipo medio-bajo, debido a que el nivel de 
degradación tiene una valoración de 50%, es decir se 
encuentra en un rango medio.  
 En la actualidad existen varias herramientas de monitoreo de 
redes que trabajan independientemente y son utilizadas por los 
administradores de red, obteniendo resultados en diferentes 
controles de pantalla, por esta razón se cumple con el objetivo 
de realizar un sistema al que se denominó “Centro de Gestión 
de Riesgos para Monitoreo de Redes”, que centraliza las 
siguientes herramientas de monitoreo: Snort, Nessus, Nagios, 
Ntop, Nfsen, Nmap y Plugins para  carga de memoria y uso de 
C.P.U., logrando realizar el Análisis de vulnerabilidades, 
Análisis de tráfico en la red y la Verificación de disponibilidad 
de host y servicios en la Facultad de Ingeniería, Ciencias 
Físicas y Matemática. 
 La Metodología del Análisis y Gestión de Riesgos de los 
Sistemas de Información permite realizar el análisis y la gestión 
del riesgo. El trabajo desarrollado tiene un enfoque hacia el 
análisis de la seguridad de la información; mientras que para la 
gestión del riesgo se necesita realizar la generación de 
salvaguardas y políticas de seguridad, por lo tanto se concluye 
que la gestión del riesgo debería ser tomada en cuenta para 









 Se recomienda proseguir con la siguiente parte de la 
Metodología de Análisis y Gestión de Riesgos de los Sistemas 
de Información (MAGERIT), que corresponde a la gestión de 
riesgos, en la que se incluye el estudio de la generación de 
salvaguardas y políticas de seguridad.  
 Para incluir un nuevo activo en el sistema “Centro de Gestión 
de Riesgos para Monitoreo de Redes” se recomienda 
realizar  la valoración del equipo informático, mediante la 
aplicación de la Metodología de Análisis y Gestión de Riesgos 
de los Sistemas de Información 
 Para administrar sistema “Centro de Gestión de Riesgos 
para Monitoreo de Redes” se recomienda que el perfil del 
administrador de red tenga conocimientos en protocolos de red, 
análisis de flujos, administración de servidores Linux, análisis 
de SIEM, destreza en el uso de herramientas de monitoreo 
(Snort, Ntop, Nessus, Nmap, Nagios, Netflow).  
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GLOSARIO DE TERMINOS 
 
Activo: dispositivo informático, forma parte de la red y que tiene una 
valoración. 
Alarma: es un evento o n eventos que han alcanzado un nivel de riesgo 
suficientemente alto. 
Alerta: cualquier evento originado de un sensor y que tiene una prioridad 
asignada. 
Anomalía: uso de servicios con origen y destino anormales, ataques para el 
que aún no existen firmas. 
Ataque: evento generado a un activo específico con nivel de riesgo alto. 
Correlación: donde se analizaran un conjunto de eventos relacionados para 
obtener una información de mayor valor. 
CRAMM: CCTA Risk Analysis and Method Management, metodología de 
Análisis de Riesgos. 
Detectores: proporcionan normalmente alertas. 
DHCP: Dynamic Host Configuration, en español: Protocolo de configuración 
dinámica de host. 
DNS: Domain Name System, en español: Sistema de Nombres de Dominio 
Eventos: suceso que produce en el los registros de activos. 
Falso positivo: posibles ataques que realmente no corresponden con 
ataques reales. 
Fiabilidad: clásico riesgo de evaluación, que tan probable puede ser 
atacada la red. 
FTP: File Transfer Protocol, en español: Protocolo de Transferencia de 
Archivos. 
HNIDS: Host Intrusion Detection System, en español: Sistema de detección 
de intrusos para host. 
IDS: Intrusion Detection System, en español: Sistema de detección de 
intrusos. 
LAN: Local area network, en español: red de area local. 
MAGERIT: Metodología de Análisis y Gestión de Riesgos de los Sistemas 
de Información. 
Monitores: proporcionan normalmente indicadores del estado de la red 
Centro de gestión de riesgos para monitoreo de redes 
167  
Monitoreo: visualización de eventos. 
NIDS: Network Intrusion Detection System, en español, Sistema de 
detección de intrusos para la red. 
OCTAVE: Operationally Critical Threats Assets and Vulnerability Evaluation. 
Es un método de evaluación y de gestión de riesgos.  
Ocurrencia: cuantas veces puede ocurrir un evento. 
OSSIM: Open Source System Information Management, en español: 
Sistema de código abierto para la Administración de la Seguridad de la 
Información. 
Priorización: valoración de la importancia de una alerta dependiendo del 
escenario de la red. 
Prioridad: mide la importancia del ataque a un servidor. 
PROXY: en una red informática, es un programa o dispositivo, cuya finalidad 
es la de interceptar las conexiones de red que un cliente hace a un servidor 
de destino. 
Riesgo: valoración de los diferentes activos y sus interdependencias. 
Router: activo conocido como enrutador o encaminador de paquetes, 
proporciona conectividad a nivel de red. 
Salvaguarda: acción preventiva 
Sensor: elemento que se despliega en la red para monitorizar la actividad de 
la misma. 
SMTP: Simple Mail Transfer Protocol, en español: Protocolo Simple de 
Transferencia de Correo 
Sniffer: es un programa informático que registra la información y actividad 
que envían los activos. 
Switch: activo conocido como conmutador o switch, es un dispositivo lógico 
de interconexión de redes de computadoras. 
TCP: Transmission Control Protocol, en español: Protocolo de Control de 
Transmisión. 
Tráfico de Red: toda información que se encuentra en la red. 
UDP: User Datagram Protocol, protocolo del nivel de trasporte basado en el 
intercambio de datagramas 
Vulnerabilidad: es un fallo de seguridad en la red, llegando afectar a los 
activos. 
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WAN: Wide area network, en español: Red de área amplia. 
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VALORACIÓN DE ACTIVOS 
 
Para leer la tabla de valoración de activos es necesario guiarse en las 
escalas del capítulo 2 de valoración e identificación de activos en la 
página 13. 
 
Valoración de switch 1 suficiencia 
ACTIVO 
VALORACION AREA DE SUFICIENCIA 
PROMEDIO POR 
AMENAZAS 
[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
[switch] swicth: 3com OFFICE 
CONNECT:  01  
 
N.* 7 [da] - - - 7 [da] 7 
I.5 3[adm] - - - 1[da] 3 
I.6 9[adm] - - - 3[adm] 6 
I.7 1[lg] 
   
- 1 
I.11 - - 1[adm] - - 1 
E.2 5[da] 5[da] 5[da] 1[da] 1[da] 3.4 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 3.4 
E.23 5[da] - - - - 5 
A.4 5[da] 5[da] 5[da] 1[da] 1[da] 3.4 
A.6 - 5[da] 5[adm] - - 5 
A.7 3[da] - - - - 3 
A.11 7[adm] - - - - 7 
A.14 - - 3 [da] - - 3 
A.24 5[adm] - - - - 5 
A.25 7[da] - 1[da] - - 4 
A.26 7[da] - - - - 7 
                                                                     PROMEDIO PONDERADO 4.2 
Tabla 46 Valoración switch 1 de suficiencia 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla Muestra los resultados del análisis de activos para el swicth: 
3com OFFICE CONNECT: 01 de la sala de suficiencia, en la cual se 
resume el promedio por amenazas y el promedio ponderado, en este caso 
el promedio ponderado tiene una valoración de 4.2, lo cual lo ubica en 
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una valoración media baja de acuerdo a la escala de valoración propuesta 
por MAGERIT. 
  










[D] [I] [C] [A] [T]  
HARDWARE [HW] 
 
[switch] swicth: 3com OFFICE 
CONNECT:  01  
N.* 7 [da] - - 0 7 [da] 7 
I.5 3[adm] - - - 1[da] 3 
I.6 9[adm] - - - 3[adm] 9 
I.7 1[lg] 
   
0 1 
I.11 - - 1[adm] - - 0 
E.2 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.23 5[da] - - - - 5 
E.24 0 - - - - 0 
A.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
A.6 - 5[da] 5[adm] - - 0 
A.7 3[da] - - - - 3 
A.11 7 [adm] - - - - 7 
A.14 - - 3 [da] - - 0 
A.24 5[adm] - - - - 5 
A.25 7[da] - 1[da] - - 7 





Tabla 47 Valoración de switch 1 dirección de carrera 
Autor: tesistas 
Fuente: Magerit v2.0 
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La tabla 47. Muestra los resultados del análisis de activos para el swicth: 
3com OFFICE CONNECT: 01 de la sala de la dirección de carrera, en la 
cual se resume el promedio por amenazas y el promedio ponderado, en 
este caso el promedio ponderado tiene una valoración de 4.1, lo cual lo 
ubica en una valoración media baja de acuerdo a la escala de valoración 
propuesta por MAGERIT. 
 
Valoración de switch 1 secretaría general 
 
ACTIVO 




[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
[switch] swicth 3com 4500 
     
 
N.1 1[adm] - - - 1[adm] 1 
N.2 0 - - - 0 0 
N.* 9 [da] - - - 0 9 
I.5 3[adm] - - - 1[da] 3 
I.6 9[adm] - - - 3[adm] 9 
I.7 7[adm] 
   
0 7 
I.11 - - 1[adm] - - 0 
E.1 - - - - - 0 
E.2 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.23 5[da] - - - - 5 
E.24 0 - - - - 0 
A.4 7[adm] 5[da] 5[da] 1[da] 1[da] 7 
A.6 - 0 0 - - 0 
A.7 1[da] - - - - 1 
A.11 1 [da] - - - - 1 
A.14 - - 1 [da] - - 0 
A.24 3[adm] - - - - 3 
A.25 3[adm] - 1[da] - - 3 
A.26 1[da] - - - - 1 
PROMEDIO PONDERADO 3 
Tabla 48 Valoración de switch 1 secretaría general 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 48. Muestra los resultados del análisis de activos para el swicth: 
swicth 3com 4500 de la secretaría general, en la cual se resume el 
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promedio por amenazas y el promedio ponderado, en este caso el 
promedio ponderado tiene una valoración de 3, lo cual lo ubica en una 
valoración baja de acuerdo a la escala de valoración propuesta por 
MAGERIT. 
Valoración de switch 2 secretaría general  
ACTIVO 




[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
[switch]swicth 3com 2024 
     
 
N.1 1[adm] - - - 1[adm] 1 
N.2 0 - - - 0 0 
N.* 9 [da] - - - 0 9 
I.5 3[adm] - - - 1[da] 3 
I.6 9[adm] - - - 3[adm] 9 
I.7 7[adm] 
   
0 7 
I.11 - - 1[adm] - - 0 
E.1 - - - - - 0 
E.2 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.3 - - - - - 0 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.23 5[da] - - - - 5 
E.24 0 - - - - 0 
A.4 7[adm] 5[da] 5[da] 1[da] 1[da] 7 
A.6 - 0 0 - - 0 
A.7 1[da] - - - - 1 
A.11 1 [da] - - - - 1 
A.14 - - 1 [da] - - 0 
A.24 3[adm] - - - - 3 
A.25 3[adm] - 1[da] - - 3 
A.26 1[da] - - - - 1 
PROMEDIO PONDERADO 2.9 
Tabla 49 Valoración de switch 2 secretaría general 
Autor: tesistas 
Fuente: Magerit v2.0 
 
La tabla 49. Muestra los resultados del análisis de activos para el swicth: 
swicth 3com 2024 de la secretaría general, en la cual se resume el 
promedio por amenazas y el promedio ponderado, en este caso el 
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promedio ponderado tiene una valoración de 2.9, lo cual loa ubica en una 
valoración baja de acuerdo a la escala de valoración propuesta por 
MAGERIT.  
Valoración de switch 1 departamento financiero  
ACTIVO 




[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
[switch] Switch 3com 4210 
     
 
N.1 1 [adm] - - - 1 [adm] 1 
N.2 0 - - - 0 0 
N.* 9 [da] - - - 0 9 
I.5 3[adm] - - - 1[da] 3 
I.6 9[adm] - - - 3[adm] 9 
I.7 5[adm] 
   
0 5 
I.11 - - 1 [adm] - - 0 
E.1 - - - - - 0 
E.2 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.3 - - - - - 0 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.23 5[da] - - - - 5 
E.24 0 - - - - 0 
A.4 7[adm] 5[da] 5[da] 1[da] 1[da] 7 
A.6 - 0 0 - - 0 
A.7 1[da] - - - - 1 
A.11 1 [da] - - - - 1 
A.14 - - 1 [da] - - 0 
A.24 3[adm] - - - - 3 
A.25 3[adm] - 1[da] - - 3 
A.26 1[da] - - - - 1 
PROMEDIO PONDERADO 2.8 
Tabla 50 Valoración de switch 1 departamento financiero 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 50. Muestra los resultados del análisis de activos para el swicth: 
swicth 3com 4210 del departamento financiero, en la cual se resume el 
promedio por amenazas y el promedio ponderado, en este caso el 
promedio ponderado tiene una valoración de 2.8, lo cual lo ubica en una 
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valoración baja de acuerdo a la escala de valoración propuesta por 
MAGERIT.  






[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
[switch] 3com Baseline 2226 
     
 
N.1 0 - - - 0 0 
N.2 0 - - - 0 0 
N.* 9 [da] - - - 0 9 
I.5 3[adm] - - - 1[da] 3 
I.6 9[adm] - - - 3[adm] 9 
I.7 5[adm] 
   
0 5 
I.11 - - 0 - - 0 
E.2 3[da] 3[da] 3[da] 1[da] 1[da] 3 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.23 5[da] - - - - 5 
E.24 0 - - - - 0 
A.4 7[adm] 5[da] 5[da] 1[da] 1[da] 7 
A.6 - 0 0 - - 0 
A.7 1[da] - - - - 1 
A.11 1 [da] - - - - 1 
A.14 - - 1 [da] - - 0 
A.24 3[adm] - - - - 3 
A.25 3[adm] - 1[da] - - 3 
A.26 1[da] - - - - 1 
PROMEDIO PONDERADO 2.9 
Tabla 51 Valoración de switch 1 postgrado 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 51. Muestra los resultados del análisis de activos para el swicth: 
3com Baseline 2226 de postgrado, en la cual se resume el promedio por 
amenazas y el promedio ponderado, en este caso el promedio ponderado 
tiene una valoración de 2,9, lo cual loa ubica en una valoración media 
baja de acuerdo a la escala de valoración propuesta por MAGERIT.  
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Valoración de router 1 postgrado  
ACTIVO 




[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
[rou]Linksys Router Wireless N 
     
 
N.1 0 - - - 0 0 
N.2 0 - - - 0 0 
N.* 9 [da] - - - 0 9 
I.5 3[adm] - - - 1[da] 3 
I.6 9[adm] - - - 3[adm] 9 
I.7 5[adm] 
   
0 5 
I.11 - - 0 - - 0 
E.2 3[da] 3[da] 3[da] 1[da] 1[da] 3 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.23 5[da] - - - - 5 
E.24 0 - - - - 0 
A.4 7[adm] 5[da] 5[da] 1[da] 1[da] 7 
A.6 - 0 0 - - 0 
A.7 1[da] - - - - 1 
A.11 1 [da] - - - - 1 
A.14 - - 1[da] - - 0 
A.24 3[adm] - - - - 3 
A.25 3[adm] - 1[da] - - 3 
A.26 1[da] - - - - 1 
PROMEDIO PONDERADO 2.9 
 
Tabla 52 Valoración de router 1 postgrado 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 52. Muestra los resultados del análisis de activos para el router: 
Linksys Router Wireless N de postgrado, en la cual se resume el 
promedio por amenazas y el promedio ponderado, en este caso el 
promedio ponderado tiene una valoración de 2.9, lo cual loa ubica en una 




Centro de gestión de riesgos para monitoreo de redes 
178  
Valoración de SWITCH 2 postgrado  
ACTIVO 




[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
[switch]D-Link Fast Ethernet 
     
 
N.1 0 - - - 0 0 
N.2 0 - - - 0 0 
N.* 9 [da] - - - 0 9 
I.5 3[adm] - - - 1[da] 3 
I.6 9[adm] - - - 3[adm] 9 
I.7 5[adm] 
   
0 5 
I.11 - - 0 - - 0 
E.2 3[da] 3[da] 3[da] 1[da] 1[da] 3 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.23 5[da] - - - - 5 
E.24 0 - - - - 0 
A.4 7[adm] 5[da] 5[da] 1[da] 1[da] 7 
A.6 - 0 0 - - 0 
A.7 1[da] - - - - 1 
A.11 1 [da] - - - - 1 
A.14 - - 1 [da] - - 0 
A.24 3[adm] - - - - 3 
A.25 3[adm] - 1[da] - - 3 
A.26 1[da] - - - - 1 
PROMEDIO PONDERADO 2.9 
 
Tabla 53 Valoración de SWITCH 2 postgrado 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 53. Muestra los resultados del análisis de activos para el switch: 
D-Link Fast Ethernet de postgrado, en la cual se resume el promedio por 
amenazas y el promedio ponderado, en este caso el promedio ponderado 
tiene una valoración de 2.9, lo cual lo ubica en una valoración baja de 
acuerdo a la escala de valoración propuesta por MAGERIT. 
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[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
[switch]D-Link Fast Ethernet 
     
 
N.* - - - - 7 [da] 7 
I.5 3[adm] - - - 1[da] 3 
I.6 9[adm] - - - 3[adm] 9 
I.7 1[lg] 
   
0 1 
I.11 - - 9[adm] - - 9 
E.2 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.23 5[da] - - - - 5 
A.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
A.6 - 5[da] 5[adm] - - 5 
A.7 3[da] - - - - 3 
A.11 7 [adm] - - - - 7 
A.14 - - 3 [da] - - 3 
A.24 5[adm] - - - - 5 
A.25 7[da] - 1[da] - - 7 
A.26 7[da] - - - - 7 
PROMEDIO PONDERADO 5.4 
Tabla 54 Valoración de switch 1 auditorio 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 54. Muestra los resultados del análisis de activos para el switch: 
D-Link Fast Ethernet del auditorio, en la cual se resume el promedio por 
amenazas y el promedio ponderado, en este caso el promedio ponderado 
tiene una valoración de 5.4, lo cual lo ubica en una valoración media de 
acuerdo a la escala de valoración propuesta por MAGERIT. 






[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
[switch]swicth: 3com OFFICE 
CONNECT:  01      
 
N.1 7[da] - - - - 7 
N.* 9 [da] - - - - 9 
I.5 3[adm] - - - 1[da] 3 
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I.6 3[da] - - - 1[adm] 3 
I.7 1[adm] 
   
0 1 
E.2 3[da] 3[da] 1[da] 1[da] 1[da] 3 
E.23 3[da] - - - - 3 
E.24 3[da] - - - - 3 
A.6 - 5[da] - - - 5 
A.7 1[da] - - - - 1 
A.11 1 [da] - - - - 1 
A.14 - - 1 [da] - - 1 
A.24 3[adm] - - - - 3 
A.25 3[adm] - 1[da] - - 3 
A.26 1[da] - - - - 1 
PROMEDIO PONDERADO 3.1 
Tabla 55 Valoración de switch 1 biblioteca 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 55. Muestra los resultados del análisis de activos para el switch: 
3com OFFICE CONNECT:  01 de la biblioteca, en la cual se resume el 
promedio por amenazas y el promedio ponderado, en este caso el 
promedio ponderado tiene una valoración de 3.1, lo cual lo ubica en una 
valoración medio-baja de acuerdo a la escala de valoración propuesta por 
MAGERIT. 






[D] [I] [C] [A] [T]   
APLICACIONES [SW]             
servidor de biblioteca             
I.5 9[da] - - - 9 [da] 9 
E.1 5[da] 5[da] - - - 5 
E.2 5[da] 7[adm] 7[adm] 7[adm] 7[adm] 5 
E.3 - - - - 1[lg] 1 
E.4 7[adm] 7[adm] 7[adm] 7[adm] 7[si] 7 
E.8 7[olm] 5[olm] 7[da] 6[si] 7[ps] 7 
E.14 - - 3[adm] - - 3 
E.20 5[adm] 5[adm] 5[adm] - - 5 
E.21 7[adm] 7[adm] - - - 7 
A.4 3[adm] 3[adm] 3[adm] 1[adm] 1[adm] 3 
A.5   9[adm] 9[adm] 9[adm] 9[adm] 9 
A.6 - 7[adm] 7[adm] - - 7 
A.7 7[adm] - - - - 7 
A.8 3[adm] 3[adm] 3[adm] 3[adm] 3[adm] 3 
A.11 - 7[adm] 7[adm] 5[adm] - 6.3 
A.14     3[adm]     3 
A.22 5[adm] 5[adm] 5[adm] 7[adm] 5[si] 6.8 
PROMEDIO PONDERADO 5.5 
Tabla 56 Valoración de servidor de la biblioteca 
Autor: tesistas 
Fuente: Magerit v2.0 
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La tabla 56. Muestra los resultados del análisis de activos para el servidor 
de la biblioteca, en la cual se resume el promedio por amenazas y el 
promedio ponderado, en este caso el promedio ponderado tiene una 
valoración de 5.5, lo cual lo ubica en una valoración media de acuerdo a 
la escala de valoración propuesta por MAGERIT. 
Valoración de switch 1 sanitaria 




[D] [I] [C] [A] [T] 
 
HARDWARE [HW] 
      
Switch 3com 2226 
      
N.1 1[adm] - - - 1[adm] 1 
N.* 9 [da] - - - 0 9 
I.5 3[adm] - - - 1[da] 3 
I.6 9[adm] - - - 3[adm] 9 
I.7 5[adm] 
   
0 5 
I.11 - - 1[adm] - - 1 
E.2 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.23 5[da] - - - - 5 
A.4 7[adm] 5[da] 5[da] 1[da] 1[da] 7 
A.7 1[da] - - - - 1 
A.11 1 [da] - - - - 1 
A.14 - - 1 [da] - - 1 
A.24 3[adm] - - - - 3 
A.25 3[adm] - 1[da] - - 3 
A.26 1[da] - - - - 1 
PROMEDIO PONDERADO 3.8 
Tabla 57 Valoración del switch de sanitaria 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 57 muestra la valoración ponderada del Switch 3com 2226 de 
sanitaria, en la cual se resume el promedio por amenazas y el promedio 
ponderado, en este caso el promedio ponderado tiene una valoración de 
3.8, lo cual lo ubica en una valoración media de acuerdo a la escala de 
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[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
Switch 3com 2226 [HW] 
     
 
N.1 1 [adm] - - - 1 [adm] 1 
N.* 9 [da] - - - - 9 
I.5 3[adm] - - - 1[da] 3 
I.6 9[adm] - - - 3[adm] 9 
I.7 5[adm] 
   
- 5 
I.11 - - 1 [adm] - - 1 
E.2 5[da] 5[da] 5[da] 1[da] 1[da] 3.4 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 3.4 
E.23 5[da] - - - - 5 
A.4 7[adm] 5[da] 5[da] 1[da] 1[da] 3.8 
A.7 1[da] - - - - 1 
A.11 1 [da] - - - - 1 
A.14 - - 1 [da] - - 1 
A.24 3[adm] - - - - 3 
A.25 3[adm] - 1[da] - - 2 
A.26 1[da] - - - - 1 
PORMEDIO PONDERADO 3.3 
Tabla 58 Valoración de switch 1 Facultad de química 
 Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 58. Muestra los resultados del análisis de activos para el Switch 
3com 2226 de la Facultad de Ingeniería Química, en la cual se resume el 
promedio por amenazas y el promedio ponderado, en este caso el 
promedio ponderado tiene una valoración de 3.3, lo cual lo ubica en una 
valoración media de acuerdo a la escala de valoración propuesta por 
MAGERIT. 
Valoración de switch 1 laboratorio de computadoras  
ACTIVO 




[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
3com 4200G 24P [HW] 
     
 
N.1 1 [adm] - - - 1 [adm] 1 
N.* 9 [adm] - - - - 9 
I.5 7[da] - - - 5[adm] 7 
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I.6 9[da] - - - 7[da] 9 
I.7 5[adm] 
   
- 5 
I.11 - - 1 [adm] - - 1 
E.2 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.23 5[da] - - - - 5 
A.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
A.7 1[da] - - - - 1 
A.11 1 [da] - - - - 1 
A.14 - - 5 [da] - - 5 
A.24 1[da] - - - - 1 
A.25 2[lg] - 1[da] - - 2 
A.26 1[da] - - - - 1 
PROMEDIO PONDERADO 3.9 
Tabla 59 Valoración de switch 1 laboratorio de computadoras 
Autor: tesistas 
Fuente: Magerit v2.0 
 
La tabla 59. Muestra los resultados del análisis de activos para el Switch 
3com 4200GT  24P del laboratorio de computadoras , en la cual se 
resume el promedio por amenazas y el promedio ponderado, en este caso 
el promedio ponderado tiene una valoración de 3.9, lo cual lo ubica en 
una valoración media de acuerdo a la escala de valoración propuesta por 
MAGERIT. 
 
Valoración de switch 2 laboratorio de computadoras  
ACTIVO 




[D] [I] [C] [A] [T]  
HARDWARE [HW] 
     
 
3com 4226T  24P [HW] 
     
 
N.1 1[adm] - - - 1[adm] 1 
N.* 9[adm] - - - - 9 
I.5 7[da] - - - 5[adm] 7 
I.6 9[da] - - - 7[da] 9 
I.7 5[adm] 
   
- 5 
I.11 - - 1[adm] - - 1 
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E.2 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.4 5[da] 5[da] 5[da] 1[da] 1[da] 5 
E.23 5[da] - - - - 5 
A.4 7[da] 7[da] 5[da] 1[da] 1[da] 7 
A.7 1[da] - - - - 1 
A.11 1 [da] - - - - 1 
A.14 - - 5 [da] - - 5 
A.24 1[da] - - - - 1 
A.25 2[lg] - 1[da] - - 2 
A.26 1[da] - - - - 1 
PROMEDIO PONDERADO 4 
Tabla 60 Valoración de switch 2 laboratorio de computadoras 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 60 muestra la valoración para el switch 3com 4226T  24P, de 
donde se obtiene los valores del promedio de amenazas y el promedio 
ponderado es de 4 lo que indica que el switch tiene una valoración media. 
 
Valoración de servidor de antivirus  
ACTIVO 




[D] [I] [C] [A] [T]  
SERVIDORES [S] 
     
 
servidor de antivirus 
     
 
I.5 1[adm] - - - 1[adm] 1 
E.1 7[olm] 7[olm] - - - 7 
E.2 7[olm] 5[olm] 5[olm] 6[pi1] 7[si] 7 
E.3 - - - - 7[si] 7 
E.4 7[olm] 5[olm] 5[olm] 6[pi1] 7[si] 7 
E.8 7[olm] 5[olm] 5[olm] 6[pi1] 7[ps] 7 
E.9 - 0 [4] 0 [4] 0 [4] 1[lg] 1 
E.20 5[olm] 5[olm] 3[olm] - - 4.3 
E.21 7[olm] 7[olm] - - - 7 
A.4 9[iio] 7[olm] 7[olm] 3[olm] 3[olm] 5.8 
A.8 9[olm] 9[adm] 9[adm] 3[olm] 7[si] 7.4 
A.9 - 0 [4] 0 [4] 0 [4] 1[lg] 1 
A.11 
 
9[adm] 9[adm] 3[olm] - 7 









7[olm] 7[olm] 3[olm] 3[olm] 6.6 
PORMEDIO PONDERADO 5.1 
Tabla 61 Valoración de servidor de antivirus 
Autor: tesistas 
Fuente: Magerit v2.0 
 
La tabla 61. Muestra los resultados del análisis de activos del servidor de 
antivirus, en la cual se resume el promedio por amenazas y el promedio 
ponderado, en este caso el promedio ponderado tiene una valoración de 
5.1, lo cual lo ubica en una valoración media-alta de acuerdo a la escala 
de valoración propuesta por MAGERIT. 
Valoración de servidor de base de datos  
ACTIVO 





[D] [I] [C] [A] [T]  
SERVIDORES [S] 
     
 
servidor de base de datos 
     
 
I.5 9[da] - - - 9 [da] 9 
E.1 9[da] 9[da] - - - 9 
E.2 7[da] 7[da] 7[olm] 9[adm] 9[adm] 7.5 
E.3 - - - - 7[si] 7 
E.4 9[da] 9[da] 9[da] 7[adm] 7[si] 9 
E.8 7[olm] 5[olm] 9[da] 6[si] 7[ps] 6.75 
E.9 - 9[da] 9[da] 6[si] 7[ps] 8 
E.14 - - 9[lbl] - - 9 
E.20 5[adm] 5[adm] 7[adm] - - 9 
E.21 5[adm] 5[adm] - - - 5.7 
A.4 9[adm] 9[adm] 9[adm] 7[adm] 7[si] 5 
A.5 9[adm] 9[adm] 9[adm] 7[adm] 7[adm] 8.5 
A.6 - 9[adm] 9[adm] - - 8.5 
A.7 7[adm] - - - - 9 
A.8 9[olm] 9[adm] 9[adm] 7[adm] 7[si] 7 
A.9 - 9[adm] 9[adm] 7[adm] 9[si] 8.5 






A.22 9[adm] 9[adm] 9[adm] 7[si] 7[si] 7 
PROMEDIO PONDERADO 7.7 
Tabla 62 Valoración de servidor de base de datos 
Autor: tesistas 
Fuente: Magerit v2.0 
Centro de gestión de riesgos para monitoreo de redes 
186  
La tabla 62. Muestra los resultados del análisis de activos del servidor de 
base de datos, en la cual se resume el promedio por amenazas y el 
promedio ponderado, en este caso el promedio ponderado tiene una 
valoración de 7.7, lo cual lo ubica en una valoración alta de acuerdo a la 
escala de valoración propuesta por MAGERIT. 
Valoración de servidor de aplicaciones  
ACTIVO 




[D] [I] [C] [A] [T]  
SERVIDORES [S] 
     
 
Servidor de aplicaciones 
     
 
I.5 9[da] - - - 9 [da] 9 
E.1 5[da] 5[da] - - - 5 
E.2 5[da] 7[adm] 7[adm] 7[adm] 7[adm] 6.5 
E.3 - - - - 5[adm] 5 
E.4 7[adm] 7[adm] 7[adm] 7[adm] 7[si] 7 
E.8 7[olm] 5[olm] 9[da] 6[si] 7[ps] 6.75 
E.9 - 9[adm] 9[adm] 6[si] 7[ps] 8 
E.14 - - 3[adm] - - 9 
E.20 9[adm] 9[adm] 9[adm] - - 3 
E.21 9[adm] 9[adm] - - - 9.0 
A.4 9[adm] 7[adm] 9[adm] 7[adm] 7[si] 9 
A.5 
 
7[adm] 7[adm] 7[adm] 7[adm] 8 
A.6 - 5[adm] 7[adm] - - 7 
A.7 7[adm] - - - - 6 
A.8 9[adm] 7[adm] 9[adm] 7[adm] 7[si] 7 
A.9 - 3[adm] 3[adm] 3[adm] 3[si] 8 






A.22 9[adm] 9[adm] 9[adm] 7[adm] 7[si] 5 
PROMEDIO PONDERADO 6.6 
Tabla 63 Valoración de servidor de aplicaciones 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 63. Muestra los resultados del análisis de activos del servidor de 
base de datos, en la cual se resume el promedio por amenazas y el 
promedio ponderado, en este caso el promedio ponderado tiene una 
valoración de 6.6, lo cual lo ubica en una valoración medio-alta de 
acuerdo a la escala de valoración propuesta por MAGERIT. 
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Valoración de servidor web  
ACTIVO 





[D] [I] [C] [A] [T]  
SERVIDORES [S] 
     
 
servidor web 
     
 
I.5 7[adm] - - - 1[adm] 7 
E.1 7[olm] 7[adm] - - - 7 
E.2 9[da] 9[da] 9[olm] 7[adm] 3[olm] 9 
E.3 - - - - 7[adm] 7 
E.4 9[da] 7[adm] 7[adm] 7[adm] 7[adm] 9 
E.8 7[olm] 5[olm] 5[olm] 5[lg.b] 5[olm] 7 
E.9 - 9[olm] 7[olm] 7[olm] 7[iio] 7.5 
E.14 - - 7[iio] - - 7 
E.20 5[olm] 5[olm] 3[olm] - - 4.3 
E.21 7[olm] 7[olm] - - - 5 
A.4 9[iio] 7[olm] 7[olm] 3[olm] 3[olm] 7 
A.5 - 9[adm] - - - 9 
A.6 - 8[lbl] 8[lbl] - - 8 
A.7 9[adm] - - - - 9 
A.8 9[adm] 3[olm] 5[olm] 7[da] 7[si] 4.8 
A.9 - 3[olm] 3[olm] 3[olm] 1[olm] 2.5 
A.11 
 








7[olm] 7[olm] 3[olm] 7[olm] 6 
PROMEDIO PONDERADO 6.8 
Tabla 64 Valoración de servidor web 
Autor: tesistas 
Fuente: Magerit v2.0 
 
La tabla 64. Muestra los resultados del análisis de activos del servidor 
web, en la cual se resume el promedio por amenazas y el promedio 
ponderado, en este caso el promedio ponderado tiene una valoración de 
6.8, lo cual lo ubica en una valoración medio-alta de acuerdo a la escala 
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Valoración de servidor de correo  
ACTIVO 




[D] [I] [C] [A] [T]  
SERVIDORES [S] 
     
 
Servidor de correo 
     
 




E.1 3[adm] 3[adm] - - - 3 
E.2 5[adm] 5[adm] 5[adm] 5[adm] 5[adm] 5 
E.3 - - - - 3[adm] 3 
E.4 3[adm] 3[adm] 3[adm] 3[adm] 3[si] 3 
E.8 5[adm] 5[adm] 5[adm] 5[adm] 7[adm] 5 
E.9 - 9[adm] 9[adm] 9[adm] 9[adm] 9 
E.14 - - 7[adm] - - 7 
E.21 3[adm] 3[adm] - - - 3 
A.4 7[adm] 7[adm] 7[adm] 7[adm] 7[si] 3 
A.5 
 
7[adm] 7[adm] 7[adm] 7[adm] 7 
A.6 - 5[adm] 5[adm] - - 5 
A.7 5[adm] - - - - 5 
A.8 9[adm] 7[adm] 9[adm] 7[adm] 7[si] 5 
A.9 - 7[adm] 7[adm] 7[adm] 7[adm] 8 






A.22 7[adm] 7[adm] 7[adm] 7[adm] 7[si] 5 
PROMEDIO PONDERADO 5.4 
Tabla 65 Valoración de servidor de correo 
Autor: tesistas 
Fuente: Magerit v2.0 
La tabla 65. Muestra los resultados del análisis de activos del servidor 
web, en la cual se resume el promedio por amenazas y el promedio 
ponderado, en este caso el promedio ponderado tiene una valoración de 
5.4, lo cual lo ubica en una valoración media de acuerdo a la escala de 
valoración propuesta por MAGERIT. 
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Diagrama de red de la facultad de Ingeniería Ciencias Físicas y 
Matemática. 
A continuación se muestra el diagrama de red de los activos de la 




Laboratorio de Computadoras de 




Postgrado de IngenieríaLaboratorio de computación
Edificio de Hidraúlica











FACULTAD DE INGENIERÍA 
QUIMICAEDIFICIO DE HIDRAÚLICA EDIFICIO DE AULAS
EDIFICIO DE RESISTENCIA DE MATERIALES
CENTRO DE DATOS CIU
EDIFICIO DE SUELOS
Aplicación biblioteca
Switch de la biblioteca
Servidor de aplicaciones
Servidor de antivirus
Servidor de bases de datos
 
Diagrama 20.Red de la Facultad de Ingeniería en Ciencias Física y Matemática 
Autor: tesistas 
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Diagramas de dependencias de Activos 
Internet
EDIFICIO DE RESISTENCIA DE 
MATERIALES
CENTRO DE DATOS CIU
Laboratorio de 
Computadoras de 
La escuela de ciencias
CIU
Servidor de Correo
DIAGRAMA DEL SERVICIO DE CORREO ELECTRONICO
 
Diagrama 21. Servicio de correo electrónico 
Autor: tesistas 
Fuente: Diagramas elaborados en base a información proporcionada por el administrador de red 
 
Diagrama 21 desarrollado por tesistas, muestra la dependencia del switch 
del CIU con el switch del laboratorio de computadoras de la escuela de 
Ciencias y del servidor de correo con el switch del laboratorio. 




Laboratorio de computación Edificio de Hidraúlica
FACULTAD DE INGENIERÍA 
QUIMICA
EDIFICIO DE HIDRAÚLICA
IDENTIFICACIÓN DEL ENLACE FACULTAD DE INGENIERÍA 




Diagrama 22 Identificación de enlaces de la Facultad de Ingeniería Química hacia Hidráulica 
Autor: tesistas 
Fuente: Diagramas elaborados en base a información proporcionada por el administrador de red 
 
Diagrama 22 desarrollado por tesistas, muestra la dependencia del switch 
del laboratorio de computación de química con el de laboratorio de 
hidráulica. 
 
Postgrado de Ingeniería Laboratorio de computación
FACULTAD DE INGENIERÍA 
QUIMICA
EDIFICIO DE AULAS
IDENTIFICACIÓN DEL ENLACE EDIFICIO DE AULAS HACIA LA 
FACULTAD DE INGENIERÍA QUÍMICA
 
 
Diagrama 23  Identificación de enlaces del edificio de aulas hacia la Facultad de Ingeniería 
Química hacia laboratorio de Posgrado. 
Autor: tesistas 
Fuente: Diagramas elaborados en base a información proporcionada por el administrador de red 
 
 




Diagrama 23 desarrollado por tesistas, muestra la dependencia del switch 
del laboratorio de computación de química con el switch del laboratorio de 
postgrado. 
Laboratorio de Computadoras de 
La escuela de ciencias
Postgrado de Ingeniería
EDIFICIO DE AULAS
EDIFICIO DE RESISTENCIA DE 
MATERIALES
IDENTIFICACIÓN DEL ENLACE EDIFICIO DE RESISTENCIA DE 
MATERIALES HACIA EL EDIFICIO DE AULAS
 
Diagrama 24  Identificación de enlaces del edificio de resistencia hacia el edificio de aulas 
Autor: tesistas 
Fuente: Diagramas elaborados en base a información proporcionada por el administrador de red 
Diagrama 24 desarrollado por tesistas, muestra la dependencia del los 
enlaces entre el edificio de resistencia de materiales y el edificio de aulas. 
 
Laboratorio de Computadoras de 
La escuela de ciencias
Secretaría General Departamento FInanciero
EDIFICIO DE RESISTENCIA DE 
MATERIALES
EDIFICIO DE SUELOS
IDENTIFICACIÓN DEL ENLACE EDIFICIO DE RESISTENCIA DE 
MATERIALES HACIA EL EDIFICIO DE SUELOS
 
 
 Diagrama 25  Identificación de enlaces del edificio de resistencia hacia el edificio de suelos  
Autor: tesistas 
Fuente: Diagramas elaborados en base a información proporcionada por el administrador de red 
 
Diagrama 25 desarrollado por tesistas, muestra la dependencia de los 
enlaces del edificio de resistencia de materiales con el edificio de suelos. 
 




Laboratorio de Computadoras de 
La escuela de ciencias
Laboratorio de suficiencia de la 
Escuela de Ciencias
IDENTIFICACIÓN DEL ENLACE 
LABORATORIO DE COMPUTADORAS 
HACIA EL LABORATORIO DE 
SUFICIENCIA
EDIFICIO DE RESISTENCIA DE MATERIALES
 
 
Diagrama 26  Identificación de enlaces del laboratorio de computadoras hacia el laboratorio 
de suficiencia 
Autor: tesistas 
Fuente: Diagramas elaborados en base a información proporcionada por el administrador de red 
 
Diagrama 26 desarrollado por tesistas, muestra la dependencia del enlace 
del laboratorio de computadoras hacia el laboratorio de suficiencia. 
 
Internet
EDIFICIO DE RESISTENCIA DE 
MATERIALES
CENTRO DE DATOS CIU
Laboratorio de 
Computadoras de 
La escuela de ciencias
CIU
Servidor Web
DIAGRAMA DEL SERVICIO WEB
 
Diagrama 27  Diagrama servicio web 
Autor: tesistas 
Fuente: Diagramas elaborados en base a información proporcionada por el administrador de red 
Diagrama 27 desarrollado por tesistas, muestra el diagrama del servicio 
web, que va desde el edificio de resistencia de materiales hasta el centro 
de datos CIU (Centro Informático Universitario). 
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Foto 1 Cuarto de laboratorio 
Autor: tesistas 




Foto 2 Servidores Web y Servidor de antivirus 
Autor: tesistas 












Foto 3 Servidores de Base de Datos y Servidor de correo electrónico 
Autor: tesistas 





Foto 4 Secretaria de la Facultad 
Autor: tesistas 














Foto 5 Laboratorio de Sanitaria 
Autor: tesistas 




Foto 6 Facultad de Ingeniería Química 
Autor: tesistas 














Foto 7 Instituto de Posgrado 
Autor: tesistas 
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Antes de realizar iniciar el proceso de configuración del Nagios primero es 
necesario tener instalado apache y la base de datos de mysql. 
 
La configuración  inicial de Nagios se encuentra en el archivo nagios.cfg, 
ubicado en la dirección  /etc/nagios3/nagios.cfg. 
En el archivo /etc/nagios3/conf.d/contacts_nagios.cfg, se define los 
contactos y el grupo de contactos así: 
 
define contact{ 
        contact_name                    root   
        alias                                   Root    
        service_notification_commands notify-service-by-email      
        email                                 usuariofac@gmail.com ;  
        } 
 
define contactgroup{ 
        contactgroup_name       admins 
        alias                               Nagios Administrators 
        members                       root 
        } 
 
La configuración de los servicios se la realiza en el archivo servicios.cfg 
en la ruta /usr/local/nagios3/conf.g/services_nagios2.cfg, se definen 
los servicios a monitorizar, el formato de la información  en este archivo es 
el siguiente: 
 
define service { 
  hostgroup_name              http-servers 
  service_description          HTTP   
   check_command              check_http 




   use                     generic-service 
 } 
 
Para levantar Nagios de forma independientemente se escribe la 
siguiente línea de comandos: service nagios3 restart. 
 
Para agregar el demonio de Nagios se debe escribe la siguiente línea de 
comandos: chkconfig --add nagios3. 
  
Para que el servicio se levante después de reiniciar el servidor se debe 




Las variables snmp que maneja Nagios se encuentran en una librería del 
paquete, esta librería se llama check_snmp_process.pl, la misma que 
se la puede descargar para utilizarla.  
La forma de configurar este archivo es la siguiente: 
1. Después de descargado se debe dar permisos de escritura sobre el 
archivo de la siguiente forma: chmod 755 
check_snmp_process.pl 
2. El siguiente paso es dar permisos de ossim a la librería así:  
chown ossim check_snmp_process.pl 
3. Se debe editar el fichero /etc/nagios3/ossim-commands.cfg 
agregando las líneas siguientes: 
define command{ 
command_name   check_snmp_process 
command_line     $USER1$/check_snmp_process.pl -H 
$HOSTADDRESS$ 








Manejadores de eventos 
Un manejador de eventos es un componente de software que se ejecuta 
cuando se detecta un cambio en el estado de un host o un servicio que se 
esté monitoreando, por ejemplo si se cae un enlace o un servicio como 
apache inmediatamente se levantará una alerta. 
Para obtener la información de los hosts Nagios utiliza manejadores de 
eventos Event Handler. 
La especificación de los servicios individuales que se debe monitorear se 
encuentran en: etc/nagios3/conf.d/ossim-configs 
La configuración se la debe realizar en los archivos host-services, 
hostgroup-services, hostgroups, host. 
En la ubicación /etc/nagios-plugins/config se encuentran todos los event 
handlers para monitorear, un ejemplo de un manejador de eventos es el 
siguiente:  
define command { 
 command_name         snmp_load 
 command_line            /usr/lib/nagios/plugins/check_snmp –H 
„$HOSTADDRESS&‟  -C „&ARG1&‟ 
} 
$HOSTSTATE$ 
Una cadena de caracteres que indica el estado 
actual del host: “UP”, “DOWN” ó “UNREACHABLE” 
$HOSTSTATETYPE$ 
Una cadena de caracteres que indica el tipo de 
estado en el que se encuentra el host actual: 
“SOFT” ó “HARD” 





El número de chequeos que lleva Nagios hacia el 
host luego de que se detectó un cambio en el 
estado del mismo. 
Tabla 1: Valores de las macros usadas en el manejador de evento 
Usar el event handler de Nagios para recuperar servicios 
En Nagios se puede aplicar algunos procedimientos para intentar 
recuperar automáticamente un servicio que está fallando. El event 
handler combinado con el NRPE puede hacer esto. 
Con un event handler se puede ejecutar un comando cada vez que un 
servicio cambia de estado, se maneja las siguientes tres variables: 
$SERVICESTATE$: El estado del servicio puede ser: “OK“, “WARNING“, 
“UNKNOWN“, o “CRITICAL“. 
$SERVICESTATETYPE$: Puede ser “HARD” (Ha llegado al número 
máximo de intentos) o “SOFT” (Aún no ha llegado al máximo de intentos, 
por lo tanto aún no se ha mandado la notificación) 
$SERVICEATTEMPT$: El número de veces que se intentado el check en 
el estado actual 
Por lo tanto el orden sería, en un check que tuviera configurados 4 
intentos: 
CRITICAL SOFT 1: Primer vez que falla 
CRITICAL SOFT 2: Segunda vez consecutiva que falla 
CRITICAL SOFT 3: Tercera vez consecutiva que falla 
CRITICAL HARD 4: Cuarta vez consecutiva que falla y momento en el 
que se mandan las notificaciones 
Existe también un event handler para host checks con unas variables 
diferentes 
$HOSTSTATE$, $HOSTSTATETYPE$ y $HOSTATTEMPT$. 
Para habilitar globalmente los event handlers se debe editar el fichero de 
configuración  de nagios (nagios.cfg) y con la líneae 
nable_event_handlers=1, se habilita los manejadores de eventos. 








echo "$1 $2 $3" 
 






CRITICAL) case "$2" in 
 SOFT)  case "$3" in 
  2) # antes de mandar la notificacion  
  ;; 
   esac 
  ;; 
 HARD) 
  # aquí se manda la notificacion si se arregla con esto se 
manda igual 





Una vez generado el script hay que configurar el NRPE para que acepte 
parámetros en los comandos que tenga definidos, para ello se añade las 
siguientes opciones: 
dont_blame_nrpe: Esta opción es clara indicando que si los comandos 
permiten parámetros se pueden usar para ejecutar comandos con los 
permisos del NRPE. 




allowed_hosts: Permite limitar los comandos a los que provengan de 
un host o conjunto de hosts. 




$ARG1$ $ARG2$ $ARG3$ 
 
Después hay que añadir el comando de reinicio del servicio por NRPE: 
define command{ 
        command_name    nrpe_restart_bacula_fd 
        command_line    $USER1$/check_nrpe -H $HOSTADDRESS$ -c 
restart_bacula_fd -a $SERVICESTATE$ $SERVICESTATETYPE$ 
$SERVICEATTEMPT$ 
} 
Para el servicio concreto que se desee habilitar en el event handler se 
añade: 
event_handler_enabled: Habilitamos explícitamente el event handler 





Configuración de notificaciones de alertas a correo electrónico 
 
Para recibir la notificación de alertas al correo del administrador se debe 
editar el archivo commands.cfg. 
 
Para envío de correos se uso el plugin postfix, la instalación se la realiza 
con el siguiente comando: apt-get install postfix. Luego se debe seguir 
los pasos que se muestran en las gráficas:  
 











En la opción updates on mail quenue escoger la opción No 
 
 
Colocar la red sobre la cual se encuentra el servidor 







Luego aparecerá una pantalla como la que se muestra, en la que indica 
que el servidor de correo ya está arriba 
 
 
Escribir los comandos: 
sudo postconf –e „home_mailbox=Maildir/‟ 








Con el comando openssl genera 1024 > smtp.key, se configura la 
información básica de smtp, se debe responder las preguntas y seguir 
hasta el final, adelante se muestra los comandos de la configuración. 
 
 

















Pem pass: fing 








Copiando a la carpeta de seguridad escribir los comandos 
 






Para generar los archivos encriptados de claves escribir los siguientes 
comandos: 
 
sudo postconf -e 'smtp_tls_security_level = may' 
sudo postconf -e 'smtpd_tls_security_level = may' 
sudo postconf -e 'smtpd_tls_auth_only = no' 
sudo postconf -e 'smtp_tls_note_starttls_offer = yes' 
sudo postconf -e 'smtpd_tls_key_file = /etc/ssl/private/smtpd.key' 
sudo postconf -e 'smtpd_tls_cert_file = /etc/ssl/certs/smtpd.crt' 
sudo postconf -e 'smtpd_tls_CAfile = /etc/ssl/certs/cacert.pem' 
sudo postconf -e 'smtpd_tls_loglevel = 1' 
sudo postconf -e 'smtpd_tls_received_header = yes' 
sudo postconf -e 'smtpd_tls_session_cache_timeout = 3600s' 
sudo postconf -e 'tls_random_source = dev:/dev/urandom' 
sudo postconf -e 'myhostname = usuariofac@gmail.com'  
 
como se muestra a continuación: 






Después de realizado esto se debe configurar el archivo 
etc/postfix/main.cf, dentro de este archive se hace la configuración del 
correo al que se desea que se envíen las alertas 
  relayhost = [smtp.gmail.com]:587   
  smtp_use_tls = yes   
  smtp_tls_CAfile = /etc/postfix/cacert.pem   
  smtp_sasl_auth_enable = yes   
  smtp_sasl_password_maps = hash:/etc/postfix/sasl/passwd   
  smtp_sasl_security_options = noanonymous  
 
Luego se debe generar el archivo con la autenticación  
nano -w /etc/postfix/sasl/passwd   
se la los permisos al archivo con el siguiente comando 
chmod 600 /etc/postfix/sasl/passwd  
 
Ahora lo que se hace es transformar el archivo en u  fichero hash 
postmap /etc/postfix/sasl/passwd   
 




Luego se añade la unidad certificadora de la siguiente manera 
cat /etc/ssl/certs/Equifax_Secure_CA.pem >> /etc/postfix/cacert.pem 
 
Ahora se reinicia el servicio postfix con el siguiente comando 




Y con el siguiente código se prueba el envío de correos: 
mail -s "el.asunto" usuariofac@gmail.com  
 
En el archivo /var/log/mail.log , se pueden observan todos los logs de 
envíos de correos 
en tail -f /var/log/syslog  se pueden ver todos los logs del sistema 
 
Configuración de Snort y correlación cruzada 
SNORT es un sistema open source de detección de intrusos (IDS) y un 
sistema de prevención de intrusos (IPS) capaz de realizar análisis en 
tiempo real de tráfico en redes IP. Actualmente se encuentra desarrollo 
por parte de Sourcefire. 
 
SNORT realiza análisis de protocolos y es usado habitualmente para 
boquear o detectar gran variedad de ataques y pruebas como buffer 
overflows, escaneos de puertos, ataques a aplicaciones web, intentos de 
OS fingerpirnting, etc. 
 
Solución basada en Snort+MySQL+PHP+BASE+Apache-SSL. 
Se ha utilizado una versión estable Debian 2.6. 
 




Instalamos todos los paquetes necesarios: 
 
# apt-get update 
# apt-get install ssh 
#apt-get install apache-ssl apache-common libapache-mod-php4 \mysql-
server mysql-common mysql-client php4-mysql \libnet1 libnet1-dev 
libpcre3 libpcre3-dev autoconf automake1.9 \libpcap0.8 libpcap0.8-dev 
libmysqlclient15-dev \php4-gd php4-pear libphp-adodb vim gcc make 
\php4-cli libtool libssl-dev gcc-4.1 g++ 
 
Al instalar el apache-ssl pedirá los parámetros para configurar el 
certificado que usará. 
 
A continuación se sugiere instalar el firewall lokkit por su sencillez. Obviar 
este paso. 
 
Instalar la versión de SNORT que se la puede descargar desde: 
http://www.snort.org/dl/current/snort-2.8.0.2.tar.gz 
 
# cd /usr/local/src# wget http://snort.org/dl/old/snort-2.8.0.1.tar.gz# tar xvzf 
snort-2.8.0.1.tar.gz# cd snort-2.8.0.1# ./configure --with-mysql --enable-
dynamicplugin# make# make install 
 
Instalar y configurar las reglas: 
Las reglas VRT (Sourcefire Vulnerability Research Team), son las reglas 
que desarrolla el equipo de soporte de SNORT. La regla que se debe 
utilizar es para usuarios registrados (basta con crearse una cuenta).  
 
Por otra parte, hay un grupo de reglas de la comunidad. Son reglas que 
gente de todo el mundo va desarrollando y envía a Snort para que las 
publiquen. 
Descargar las reglas para la versión 2.8 (tipo 2 :)) en: 






Es necesario registrarse y generar un oink-code -> ...64188359a0f2248... 
para poder descargarlas. 
 
En este caso las hemos descargado en el directorio /root: 
 
# cd /etc/snort 
# mv /root/snortrules-snapshot-2.8.0.1.tar.gz  
# tar xvzf snortrules-snapshot-2.8.0.1.tar.gz MD5 -
>61b7818176609e8753bb10b98ae9a820 
# cp /usr/local/src/snort-2.8.0.1/etc/*.conf* 




var RULE_PATH /etc/snort/rules 
var HOME_NET 192.168.1.0/24 
var EXTERNAL_NET !$HOME_NET 
 
Levantar snort con: 
# /usr/local/bin/snort -Dq -u snort -g snort -c /etc/snort/snort.conf 
-c fichero de configuración 
-D Ejecuta Snort en modo demonio 
-g Indica el grupo (elimina privilegios de root a Snort después de terminar 
su inicialización) 
-q Modo Quiet. No muestra información de inicialización ni banner. 
 
Si tenemos apache2 previamente instalado, podemos tener problemas 
entre el apache2 y apache-ssl 
 
Configuración de MYSQL: 





Poner password a root de mysql si no lo tiene ya: 
 




# mysql -u root –p 
Creamos la BD snort: 
mysql> create database snort; 
 
Creamos un usuario "snort" en la BD y le asignamos permisos: 
 
mysql> grant CREATE, INSERT, SELECT, DELETE, UPDATE on snort.* 
to snort@localhost; 
 
Asignar un password. 
 
mysql> SET PASSWORD FOR 
snort@localhost=PASSWORD('password'); 
 
Ejecutar el script que creará las tablas de la BD snort: 
 
# cd /usr/local/src/snort-2.8.0.1/schemas 
# mysql -u root -p <> 
 
Configurar snort para que utilice mysql: 
 
Editar /etc/snort/snort.conf, descomentar y configuramos la línea: 
 
output database: log, mysql, user=snort password=mipass dbname=snort 
host=localhost 







# kill -9 pid 
Hacer un escaneo a la máquina con nmap y comprobar que ha guardado 
algún evento con: 
 




Si tenemos apache2 instalado, deberemos eliminarlo del arranque. 
Para esto, se puede poner: 
 




Buscar y descomentar: 
 
AddType application/x-httpd-php .php 
AddType application/x-httpd-php-source .phps 
 







Instalar BASE (Basic Analysis and Security Engine. Front-end web para 
analizar alertas del snort): 
# cd /var/www 




# rm index.html (opcional) 
# wget http://internap.dl.sourceforge.net/sourceforge/secureideas/base-
1.2.5.tar.gz 
# tar xvzf base-1.2.5.tar.gz 
# mv base-1.2.5 base 
# chmod 777 base 
 
Abrir un navegador y escribir en la barra de direcciones 
https://[ip_servidor]/base 





Introducir los siguientes parámetros: 
 
Database Name: snort 
Database Host: localhost 
Database Port: (en blanco para puerto por defecto) 
Database User Name: snort 








Pulsar sobre el botón "create baseag" e informa de si se ha creado todo 
correctamente. 
Pulsar "Ir al paso 5" 
Cambiar permisos al directorio base: 




# chmod 755 /var/www/base 
 
Para que funcionen las gráficas: 
 
Cambiar el siguiente enlace: 
 
# rm /etc/alternatives/php 




# pear config-set preferred_state alpha 
 






# pear install Image_Color 
# pear install Image_Canvas 




Barnyard (programa para procesar logs de eventos de forma unificada, 
mejora el rendimiento de snort y proporciona tolerancia a fallos en caso de 
caída de la BBDD) 
 
En este caso no instalar. 
 
Pasando del banyard 
Configurar actualizaciones de las reglas: 




Descargar e instalar oinkmaster para que haga actualizaciones 
automáticas de las reglas: 
 
# cd /usr/local/src 
# wget  
http://internap.dl.sourceforge.net/sourceforge/oinkmaster/oinkmaster-
2.0.tar.gz 
# tar xvzf oinkmaster-2.0.tar.gz 
# cd oinkmaster-2.0 
# cp oinkmaster.pl /usr/local/bin 
# mkdir /usr/local/etc 
# cp oinkmaster.conf /usr/local/etc 
 
Editar /usr/local/etc/oinkmaster.conf y descomentar la siguiente línea: 
 
url = http://www.snort.org/pub-bin/oinkmaster.cgi/oinkcode/filename 
 
Sustituir [b]oinkcode[/b] por uno válido: ...64188359a0f22... 
 
A continuación hacemos: 
 
# mkdir /tmp/oinktest 
# /usr/local/bin/oinkmaster.pl -o /tmp/oinktest 
 
Si todo va bien se descargará más reglas, se desempaquetarán e 
instalarán 
 
Se puede añadir una copia de seguridad de las reglas antes de instalarlas 
con la opción -b (sin probar) 
 
# mkdir /tmp/OINKBACK  
# /usr/local/bin/oinkmaster.pl -o /tmp/oinktest -b /tmp/OINKBACK 




Esto, hará una copia de las reglas en OINKBACK antes de instalar las 
nuevas. 
Crear el script de inicio de SNORT: 
Crear y editar /etc/init.d/snort 
Añadir al fichero lo siguiente: 
 
#!/bin/bash 
/sbin/ifconfig eth0 up 




#chmod +x /etc/init.d/snort-barn 
 
Utilizar update-rc.d will para crear los enlaces en los directorios rc?.d: 
#update-rc.d snort defaults 95 
 
Reiniciar y comprobar que todo funciona correctamente. 
 
Configuración e instalación de NESSUS 
 
Para empezar con Nessus se debe tener ya instalado el servidor apache y 
la base de datos mysql. 
La configuración de Nessus, viene instalado por omisión. 





En él se especifica por ejemplo el nombre de su proceso, la disponibilidad 
del plugin y acciones para levantarlo o tirarlo. 
 
 
















Puerto de escucha 
Nessus en su operación de escaneo utiliza el puerto 1241, para 
comunicarse con el  sistema, su plugin ocupa el puerto 3001. 
 
Ejecución y programación de escaneos desde la aplicación web 
 
Es posible desde la aplicación web poner en marcha o programar 
escaneos, esto es solo posible si y solo si el plugin de Nessus fue cargado 
desde el inicio en la configuración de plugins. 
 
El funcionamiento de este módulo del sistema es el siguiente: 
 
1.- En la aplicación web, en el menú eventos se encuentra la sección 
vulnerabilidades, esta opción nos permite poner en marcha escaneos o 
programarlos. Como primera instancia 






Debemos especificar hacia quien va dirigido el escaneo, si es hacia el 
grupo de trabajo en el que nos encontramos o si hacia nosotros mismos. 
 
2.- En cuanto nosotros pongamos en funcionamiento un escaneo, se 
ejecutan una serie de instrucciones a nivel php que nos permite verificar el 
funcionamiento de Nessus e inmediatamente conectarnos con el 








3.- El demonio del Framework, encargado de ejecutar todas las tareas 





4.- Los resultados del escaneo son registrados en la base de datos y 











Para poder actualizar los plugins de Nessus, estos  se encuentran en la 
siguiente dirección:  
 
Lenguaje NASL 
El analizador Nessus incluye NASL (Nessus Attack Scripting Language), 
un lenguaje diseñado específicamente para crear pruebas de seguridad 
de manera rápida y sencilla.  
 
Directorios principales de Nessus  
La siguiente tabla enumera la ubicación de la instalación y los directorios 
principales usados por Nessus: 
 
 
Directorio principal de Nessus  Objetivo  
./etc/nessus/ Archivos de configuración  
./var/nessus/users/<username>/kbs/  Base de conocimiento del usuario 
guardada en el disco  
 
 








Inicio del servicio de Nessus como raíz mediante el siguiente comando:  
 
# /opt/nessus/sbin/nessus-service –D 
/etc/init.d/nessusd start 
 
Detención del demonio de NESSUS  
 
Si por cualquier motivo necesita detener el servicio nessusd, el siguiente 
comando suspenderá Nessus y también detendrá de manera inmediata 
cualquier análisis en curso:  
 
# killall nessusd 
# /etc/init.d/nessusd stop 
 
OPCIONES DE LÍNEAS DE COMANDOS DE NESSUSD  
 
Además de ejecutar el servidor nessusd, existen varias opciones de 
líneas de comandos que se pueden usar según resulte necesario. La 
siguiente tabla contiene información sobre los distintos comandos 
opcionales. 
 
Opción  Descripción  
-c <config-file>  Al iniciar el servidor nessusd, esta 
opción se emplea para especificar el 
archivo de configuración nessusd del 
servidor que se usará. Posibilita el uso 
de un archivo de configuración 
alternativo en lugar del 







conf para FreeBSD).  
-a <address>  Al iniciar el servidor nessusd, esta 
opción se emplea para indicar al servidor 
que solo escuche las conexiones en la 
dirección <address> que sea una IP, no 
un nombre de equipo. Esta opción 
resulta útil si usted ejecuta nessusd en 
una puerta de enlace, y si no desea que 
personas ajenas se conecten con su 
nessusd.  
-S <ip[,ip2,...]>  Al iniciar el servidor nessusd, fuerza la 
IP de origen de las conexiones 
establecidas por Nessus durante el 
análisis a <ip>. Esta opción solo es de 
utilidad si usted tiene un equipo de 
múltiples hosts con varias direcciones IP 
públicas que desea usar en lugar de la 
dirección predeterminada. Para que 
funcione esta configuración, el host en el 
que se ejecute nessusd debe contar con 
varias NIC en las que estén establecidas 
estas direcciones IP.  
-p <port-number>  Al iniciar el servidor nessusd, esta 
opción le indicará al servidor que 
escuche las conexiones con el cliente en 
el puerto <port-number> en lugar de 
escucharlas en el puerto 1241, que es el 
predeterminado.  
-D  Al iniciar el servidor nessusd, esta 




opción hará que el servidor se ejecute en 
segundo plano (modo demonio).  
-v  Muestra el número de la versión y cierra.  
-l  Muestra la información de licencia de la 
fuente de los plugins y cierra.  
-h  Muestra un resumen de los comandos y 
cierra.  
--ipv4-only  Solo escucha en el socket IPv4.  
--ipv6-only  Solo escucha en el socket IPv6.  
-q  Funciona en modo “silencioso”, con lo 
cual se suprimen todos los mensajes a 
stdout.  
-R  Fuerza el reprocesamiento de los 
plugins.  
-t  Comprueba la marca de tiempo de cada 
plugin al iniciarse.  




Actualización de Plugins  
 
El siguiente comando se usa para actualizar el analizador Nessus con los 




Dado que todos los días se descubren y publican nuevos errores, se 
diseñan diariamente nuevos plugins de Nessus. Para que el analizador 
Nessus permanezca al día con los plugins más recientes, con lo cual el 
análisis tendrá la mayor precisión posible, se deberá actualizar los plugins 
con frecuencia. 






Nessus con Ossim 
 
Para usar Nessus, integrado con Ossim, se tiene que actualizar las reglas 
de manera manual y configurar el fichero para lanzar Nessus desde 
Ossim con los parámetros adecuados. 
 
Para ello, es necesario modificar las variables que indican el login y 
password en el servidor nessusd, así  como el puerto, host y los 
directorios donde almacenar los resultados: 
 
my $nessus = "/usr/bin/nessus"; 
my $nessus_user = "angel"; 
my $nessus_pass = "------"; 
my $nessus_host = "localhost"; 
my $nessus_port = "1241"; 
my $nessus_rpt_path = "/usr/share/ossim/www/vulnmeter/"; 
my $nessus_distributed = "0"; 
my $nessus_tmp = $nessus_rpt_path . "tmp/"; 
 
Solo destacar que la variable ‟nessus distributed‟ indica si se quiere lanzar 
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Centro de Gestión de Riesgos para Monitoreo de redes en la Facultad de 
Ingeniería, Ciencias Físicas y Matemática, es una aplicación Web 
desarrollada en PHP, almacena sus datos en un motor de base de datos 
MYSQL, se integra con Apache, se ejecuta bajo la plataforma GNU/Linux 
cuya distribución es Debian. 
Para la instalación necesitamos un software adicional llamado Acronis 
True Image, que nos permitirá la ejecución de la instalación paso a paso 
de la aplicación Centro de Gestión de Riesgos para Monitoreo de 
redes en la Facultad de Ingeniería, Ciencias Físicas y Matemática, 
que en adelante lo denominaremos simplemente como CGRMR. 
Esta aplicación permitirá monitorizar y ver la red en tiempo real, con 
eventos que se generan en el sistema con opciones para visualizar y 
configurar mediante una consola Web. 
REQUISITOS DE HARDWARE 
Se ha trabajado y se ha probado que el sistema puede convivir en un solo 
servidor, bajo una plataforma Debian GNU/Linux 5.0.9 (lenny) con una 
arquitectura de 64 bits, con memoria mínima de 2 GB, procesador de  
mínimo 1.7 GHz  y de capacidad de disco de mínimo 40 GB. 
INSTALACION 
1. Colocar en el servidor el dispositivo de almacenamiento (Flash 
memory CGRMR) que contiene el archivo  MyBackup.tib y el CD 
booteble Acronis True Image, para que inicialice el servidor desde 
el CD. 
El archivo MyBackup.tib, contiene un backup del sistema  
CGRMR, por lo que el sistema es basado en el Kernel de Debian. 
 




2. Una vez iniciado el servidor, despliega las siguientes opciones 
como muestra gráfica, de las cuales escogemos Acronis True 
Imagen Home. 
 
3. Una vez seleccionada la opción correspondiente despliega las 
siguientes pantallas de transición. 
 
 




4. Ingresar al menú de opciones de Acronis True Imagen Home y 
seleccionar la opción  Recover, en el submenú My Disks 
 
5. Se Despliega de esta manera un asistente que  guiará de la 
manera correcta en el proceso de instalación. Seleccionar o buscar 
la ubicación del archivo MyBackup.tib pulsando el botón Browse. 
 
6. Ubicarse en el árbol de carpetas y dar doble clic en el dispositivo 
de almacenamiento que se conecto en el servidor mediante el paso 
1. El dispositivo de almacenamiento tiene el nombre de 
Removable Drive o CGRMR. 






7. Seleccionar el archivo MyBackup.tib y dar un clic en el botón OK. 
 
 
8. Dar clic en el botón Next> 
 
9. Dar un clic en la opción: Recover whole disk and partitions, y 
seleccionar Sector by sector, que permitirá realizar la instalación 
con todas las propiedades del archivo original, para continuar 
damos un clic en el botón Next> 





10. Dar un clic en checkbox de la selección de Disk # (#: puede ser 
1,2,3,… según el número de discos), luego dar un clic en el botón 
Next>, para recuperar toda la información y configuración inicial. 
 
 
11. Seleccionar el destino de la instalación del sistema (en este caso la 
única partición existente es Disk 1), y dar un clic en el botón Next> 





12. Antes de finalizar con el asistente, despliega una pantalla resumen 
de los pasos realizados anteriormente, para continuar si se acepta 
todas estas opciones seleccionadas, dar un clic en el botón 
Proceed 
 
13. Finalmente, el proceso de instalación recupera el sistema original 
para montarle en la partición deseada, dar un clic en la opción 
Restart the computer when „recovery‟ is completed, para 
reiniciar el servidor luego que la instalación se haya completado, 
caso contrario si queremos apagar el servidor, damos un clic en 
Shut down the computer when „recovery‟ is completed 
 





14. De esta manera se ha instalado CGRMR en el servidor. Si en el 
paso 13. Se seleccionó la opción Restart the computer when 
„recovery‟ is completed, se tendrá la siguiente pantalla de inicio 
del sistema. 
 
Y si en el paso 13. Se seleccionó Shut down the computer when 
„recovery‟ is completed, se debe encender el servidor para inicio 
del sistema. Y dejar que inicie por omisión. 
15. Despliega pantallas en las que inicia todos los servicios de la 
aplicación, framework-ossim, MySql, Apache, Snort, Nessus, Ntop, 
Nagios.  
 
16. Una vez inicializado todos los servicios, se debe entrar a la raíz de 
la aplicación mediante consola de comandos, donde ingresamos el 
login y el password, que por omisión son los siguientes: 
Login: root 







17. Si se desea cambiar el password del usuario root se debe ejecutar 
la siguiente opción en la de consola de comandos. “passwd root”, 
pedirá un nuevo password y que se reingresará para validar. De 
esta manera se cambia la contraseña. 
 
18. Para la configuración de la red, digitar el siguiente comando para 
editar el fichero, e ingresar para configurar la red. 
vim /etc/network/interfaces 
 
Donde los parámetros son los siguientes: 
 address: Es la dirección IP del sistema que se instaló (dirección IP 
otorgada por el administrador de red).  
 netmask: Máscara de red de la LAN 
 network: Es la red a la que pertenece la máquina. 




 broadcast: Es la IP a la que se mandan los paquetes que deben 
recibir todas las máquinas de la LAN.  
 gateway: Dirección de pasarela o puerta de enlace. Se trata de la 
dirección IP de la máquina de la red LAN a través de la cual se sale 
hacia el exterior. 
 dns-nameservers: Dirección IP de los DNS que utilizará la máquina 
para traducir los nombres de máquina a direcciones IP. Se puede 
colocar más de un servidor DNS separándolos por coma. Es 
importante que el DNS en primera posición sea el DNS interno, 
para que el sistema sea capaz de resolver los nombres de las 
máquinas de la red antes de enviar los eventos al servidor. 
19. Una vez configurada la red, reiniciar el servidor ejecutando el 
siguiente comando: 
SRVSEGURIDAD:/# reboot 
20. Configurada y verificada la red, abrir un navegador Web y digitar la 
dirección IP correspondiente a la aplicación, dando como resultado 
el ingreso a la interfaz de la aplicación CGRMR. Ejemplo: 
https://192.168.1.10 
 




Aparecerá la siguiente pantalla, se debe seleccionar la opción 
“Vaya a este sitio web (no recomendado)” 





Se mostrará el acceso al sistema. 
 
 
 Para cambiar el password, se debe dirigir a la opción admin 
ubicado en la parte inferior izquierda, seleccionar Mi Perfil 
desplegando el perfil del usuario, en el cual se puede realizar la 
configuración correspondiente. 





21.  Después es necesario configurar el sensor , para esto ir a crear un 
nuevo sensor en el menú en la opción “Configuración” en el 
submenú “AlientVault Components” 
 
Dar clic en la opción “Nuevo” y llenar los campos requeridos que 
son: 
Nombre: Nombre del sensor. (Campos obligatorios) 
IP: IP del sensor. (Campos obligatorios) 
Prioridad: la prioridad del sensor que tiene valores entre 1 y 10. 
Zona Horaria: zona horaria de la ubicación del servidor. 
Descripción: cualquier descripción del sensor. 






22. Una vez creado el sensor se debe configurar, para ello en el menú 
“Configuración” en la opción “Principal” en la pestaña 
“Avanzado” en Framework Ossim en “Default Ntop Sensor” se 




Luego en la opción “Demonio framework Ossim” se debe colocar 
la dirección IP del framework que es la misma que se cambió 
cuando se configuró las interfaces en el paso 18, en este caso 
192.168.1.10. 






23.  Ahora sólo faltan las configuraciones en la raíz del sistema. Se 
debe cambiar la información del archivo ossim_setup.conf el que 
se encuentra en la dirección /etc/ossim, digitando el comando  
vim /etc/ossim/ossim_setup.conf 
Cambiar la IP en la línea 1, por la nueva ip del servidor en este 
caso 192.168.1.10. 
admin_ip=192.168.1.10 
Cambiar la IP en la línea 40, por la nueva ip del servidor en este 
caso 192.168.1.10. 
framework_ip=192.168.1.10 
Luego guardar los cambios digitando las teclas: “esc” + “:” + ”wq” + 
“Enter” 
 
Los mismos cambios se deben realizar en el archivo 
ossim_setup.conf_last digitamos el siguiente comando: 
vim /etc/ossim/ossim_setup.conf 
24.  Una vez realizados los cambios del paso 23 configurar el agente 
del sistema, digitando el comando: 
 vim /etc/ossim/agent/ config.cfg. 
Cambiar la línea 4 con la nueva ip del servidor: 
ip=192.168.1.10 
Cambiar la línea 48 con la nueva ip del servidor: 
sensor=192.168.1.10 
25. Realizados los cambios de los pasos 23 y 24 configurar el sensor 
digitando el comando:  




vim  /etc/ossim/server/config.xml 
y cambiar la línea 5 por la ip del Nuevo servidor: 
<framework name="srvossim" ip="192.168.1.10" 
port="40003"/>  
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Ingreso al sistema 
Al ingresar al sistema se encontrará una pantalla en la que permitirá 
ingresar el nombre de usuario y la contraseña.  





Menú del sistema 
El menú del sistema tiene las siguientes opciones: 
1. Cuadro de mandos: se puede realizar consultas de los eventos 
generados de forma gráfica y se observa el mapa de red 
2. Incidencias: aquí es posible consultar alarmas, tickets generados 
y la base de datos del conocimiento. 
3. Análisis: consulta los eventos generados, vulnerabilidades e IDSs 
4. Informes: genera reportes eventos, alarmas e informes de 
vulnerabilidades. 
5. Activos: permite crear nuevos activos y descubrir activos. 
6. Inteligencia: se encuentra todo lo relacionado a creación de 
políticas de seguridad y correlación cruzada. 




7. Conocimiento de la situación: aquí es posible ver el tráfico de red 
y la disponibilidad de los servicios. 
8. Configuración: corresponde a la creación de usuarios y perfiles. 
 
1. Cuadro de Mandos. 
Dentro de esta opción de menú hay dos opciones: la de cuadro de 
mandos y la de riesgo. 
 
 La opción cuadro de mandos permite visualizar gráficos estadísticos de 
ocurrencias de eventos, existen cinco pestañas en la que se pueden 
observar los cuadros de mando, estas son: Gerencial, Seguridad, tickets, 
Vulnerabilidades, Red. 
 
La opción riesgo muestra el gráfico de red de la facultad. 
 






La opción incidencias del menú muestra el submenú con tres 
posibilidades: alarmas, tickets y base del conocimiento.  
 
Alarmas 
Despliega la pantalla con las alarmas que se han generado. 
 
Dando clic en la IP de puerto de origen o destino, se muestra la 
información de esa IP. 









Esta pantalla se muestran los tickets generados que pueden tener un 
estado de abierto o cerrado. 
 




Dando clic en el título del ticket  se muestra la descripción del ticket  y la 




Aquí se encuentra la información de todos los eventos. 
3. Análisis 
Esta opción de menú tiene un submenú de: Seguridad de eventos, 
Vulnerabilidades y Detección. 
 
Seguridad de eventos 
Muestra los logs de todos los eventos 
 






Se indica el porcentaje de vulnerabilidades encontradas en función de las 
tareas programadas para los activos 
 
Trabajos de escaneo 
Es posible realizar trabajos de escaneo y dejarlos ejecutando es decir se 
debe dar clic en Nuevo Trabajo de escaneo y llene los datos 
correspondientes. 
 







De esta manera se genera un proceso almacenado que se ejecuta cada 
cierto tiempo. 
Detección 




Esta opción permite generar reportes por eventos y alarmas. 






Mediante este menú se descubre los activos que se encuentran en la red, 
donde se puede: ingresar activos y crear grupos de activos. 
Para crear un activo, ir a la opción Activos del submenú,  en la pestaña 
Equipo ir a la opción nuevo. 
 
Aparecerá la siguiente pantalla: 
 
En Nombre equipo: nombre del activo. 
En IP: IP del equipo. 
En Alias: alias si existiera. 
En descripción: descripción del equipo. 




Valoración del activo: se otorga una valoración entre 1-5 
Sensores: por omisión va el nombre del servidor, en este caso 
SRVSEGURIDAD. 
Para crear un grupo de activos el procedimiento a seguir es: en la pestaña 
grupo de equipos, nuevo y aparecerá la pantalla siguiente: 
 
Nombre: nombre del grupo. 
Equipos: se agrega los equipos que van a formar parte del grupo. 
Descripción: descripción del grupo.  
Para crear redes, grupos de redes y puerto, el procedimiento a seguir es 
el mismo, seleccionar la pestaña, luego a la opción nuevo y llenar la 
información requerida. 
Búsqueda de activos 
Es posible realizar la búsqueda de activos de la red de forma simple y 
avanzada, para la búsqueda simple se puede buscar por activo, 
inventario, vulnerabilidad, tickets y eventos. 
 





La búsqueda avanzada, se realizar por sistema operativo, alarmas, 
tickets, activos por todos las opciones. 
 
Descubrimiento de activos 
Se realiza el descubrimiento de activos, por equipos, grupos de equipos, 
redes o grupos de redes, dando clic en la opción Iniciar escaneo; se 




Desde esta sección se controla parte de la colección, correlación y 
priorización de eventos básicos. Aquí se podrá definir que se puede y que 




no se debe de realizar en la red. La política es esencialmente un grupo de 
ajustes que manejan el comportamiento y seguridad de la red, desde aquí 
podemos definir qué hacer para ciertos eventos o alarmas con origen y 
destino conocido. 
Esta sección permite ver la política definida y crear nuevas políticas 
cuando sea necesario. 
 Estado: Muestra si la regla se encuentra en estado habilitado o 
deshabilitado.  
 Orden: Posición en la que se encuentra creada la regla. 
 Origen: Indica la dirección origen de los acontecimientos que 
queremos registrar. Los eventos que no tienen un objetivo solo 
tienen dirección de origen, como pueden ser (cambios de sistemas 
operativos, cambios de Mac, nuevo servicio, identificación de una 
vulnerabilidad, etc.). En este campo podemos seleccionar 
cualquiera de los equipos definidos anteriormente e incluso 
seleccionar como origen una de las redes definidas.  
 Destino: En este campo indicamos el objetivo del evento. En caso 
de que no tenga un objetivo como hemos visto anteriormente, 
marcaremos este campo como cualquiera (Ossim insertará como 
destino la dirección 0.0.0.0). Al igual que en el campo fuente 
podremos agregar tanto los equipos definidos como las redes. 
 Grupo de puertos Identifica el puerto de destino del evento, 
podemos seleccionar cualquiera de los puertos definidos en la 
sección de puertos, o une vez más, si el evento no tiene un puerto 
en relación definido podemos definirlo con la etiqueta cualquiera. 
 Grupo OD : Grupo de Origen de Datos son los tipos de eventos 
que cada detector o  
 monitor envía. Estos plugins vienen ya definidos  
 Sensores: Identifica el sensor que debe generar los eventos 
asociados a la política. 




 Como en los anteriores casos podemos seleccionar los sensores 
definidos en la sección de sensores. 
 Rango de tiempo: Permite definir en qué rango de tiempo esta 
política va a ser válida.  
 Objetivos: Los servidores en los que se esta regla va hacer 
aplicada. 
 Siem: Activa / Desactiva el SIEM para los eventos que aplican esta 
regla. 
 Correlación: Activa / Desactiva la correlación lógica de los eventos 
que coincidan con esta regla (Sólo se aplica si SIEM está 
habilitado)  
 Correlación Cruzada: Activa / Desactiva la correlación cruzada 
para los eventos que coincidan con esta regla (Sólo se aplica si 
SIEM está habilitado)  
 Sql de Almacenamiento: Indica si deberían de ser almacenados 
en la base de datos. (Sólo se aplica si SIEM está habilitado)  
 Reenviar Alarmas: Indica si las alarmas generadas deben de ser 
reenviadas al resto de servidores.  
 Reenviar eventos: Indica si los eventos generados deben de ser 
reenviados al resto de servidores.  
 Descripción. Es un simple campo de descripción usado para 
describir de forma breve la política. 
Correlación. 
La correlación es una de las funciones más importante del núcleo ya que 
reduce considerablemente los falsos positivos y aumenta la fiabilidad de 
los falsos negativos. El número de eventos se reduce a tan sólo algunas 
alarmas que son mucho más fiables y fáciles de analizar. 
El motor de correlación se alimenta de las directivas creadas para generar 
las alarmas. 
Directivas. 




Las directivas son un tipo especial de “plugin”. Cuando una directiva 
genera una alarma lo que hace es crear un tipo especial de evento, que al 
igual que cualquier otro caso debe de ser generado por algún plugin. Se 
ha definido una serie de categorías donde alojaremos las directivas 
usando el rango definido para cada categoría. 
Elementos de una directiva. 
A continuación vamos a describir cada una de las etiquetas que se utilizan 
en el pseudo-lenguaje XML para definir las directivas. Una directiva se 
inicia con tres etiquetas: 
Id. Identificador único de la directiva, comprendido dentro del rango de su 
categoría. 
Name. Nombre descriptivo de la directiva. 
Priority. Nivel de prioridad que es global a la directiva. Cada directiva 
empieza con una regla que debe de coincidir con un evento y aquí 
empieza la correlación. Las reglas pueden contener las siguientes 
etiquetas: 
 Type. Indica el tipo de regla, que puede ser: 
Detector. La regla define eventos que son producidos 
por los agentes detectores como (Snort, spade, 
apache, etc.). 
Monitor. La regla define eventos que son producidos 
por el servidor de datos Ntop y sesiones Ntop. 
 Name. Nombre descriptivo de la regla. 
 Priority. Es el nivel de importancia que tiene el 
evento. No tiene relación con un equipo en concreto ni 
con el entorno, solo mide la importancia relativa del 
evento. 




 Reliability. Cuando hablamos del riesgo de un ataque 
se podría definir  como la “probabilidad” de que 
esto ocurra. El valor de la fiabilidad puede ser entre 0 
y 10, se puede especificar un valor absoluto (ej. 6) o 
relativo (ej. +3 significa tres más que en nivel 
anterior). 
Ocurrence. Indica cuántas veces debemos encontrar 
una  coincidencia para avanzar un nivel de 
correlación. 
 Time_out. Indica el tiempo de vida de una regla, 
esperando a que el  evento  ocurra, hasta 
que la regla expira. 
From. Ip origen. Hay varios valores posibles para este 
campo: 
ANY, como la palabra índica cualquier dirección Ip 
servirá. 
Una dirección IPv4 numérica separada con puntos 
(x.x.x.x). Se  puede utilizar más de una dirección Ip 
separadas por comas. 
 Utilizando un nombre de equipo definido. 
Relative:. Se utiliza para referenciar direcciones Ip de 
niveles  anteriores. 
Negado. También se pueden usar elementos 
negados,   (ej:192.168.1.11) 
Podemos usar nombre de redes definidos en la base  
de datos. 




 To. Ip destino, es el campo usado al referirse a los 
datos del monitor que no tienen ningún origen. Hay 
varios valores posibles para este campo: 
ANY, como la palabra índica cualquier dirección Ip 
servirá. 
Una dirección IPv4 numérica separada con puntos 
(x.x.x.x). Se  puede utilizar más de una dirección Ip 
separadas por comas. 
Utilizando un nombre de equipo definido. 
Relativo, se utiliza para referenciar direcciones Ip de 
niveles  anteriores. 
Negado. También se pueden usar elementos negados. 
Podemos usar nombre de redes definidos en la base 
de datos. 
Sensor. Indica el sensor que debe obtener el evento. 
Hay varios valores posibles para este campo: 
ANY, como la palabra índica cualquier dirección Ip 
servirá. 
 Una dirección IPv4 numérica separada con puntos 
(x.x.x.x). Se puede utilizar más de una dirección Ip 
separadas por comas. 
Usando un nombre de sensor definido en la interfaz 
web. 
 Relativo, se utiliza para referenciar direcciones Ip de 
un sensor en los  niveles anteriores. 




Negado. También se pueden usar elementos 
negados. 
 Port_from / Port_to. Indica los posibles puertos 
origen y puertos destino del evento. Hay varios 
valores posibles para este campo: 
ANY, como la palabra índica cualquier puerto es 
válido. 
Un número de puerto. Se puede utilizar más de un puerto separados por 
comas. 
Usando un rango de puertos (ej.”1000-2000”). 
Relativo, se utiliza para referenciar un puerto en los niveles anteriores. 
Negado, También se pueden usar elementos negados o negar un rango 
“1-1000,!1-100”. 
Protocolo. Especifica el protocolo utilizado por el evento, puede ser uno 
de los siguientes textos: TCP, UDP, ICMP, Host_ARP_Event, 
Host_OS_Event, Host_Service_Event, Host_IDS_Event, 
Information_Event. Aunque Host_ARP, Host_OS, etc. no son realmente 
un protocolo, se pueden usar si queremos definir una directiva con ARP, 
OS, IDS, o eventos de servicio. 
7. Conocimiento de la situación 
El administrador podrá realizar: análisis de la red, tráfico de red y 









Se realiza el análisis del tráfico de red para los servicios TCO, UDP, 
ICMP, y mostrarlos a través de gráficos estadísticos. 
 
Los gráficos que muestran el tráfico de red se despliegan al dar clic en la 




La opción de disponibilidad de activos indica que equipos están 
habilitados o deshabilitados, que servicios están disponibles o no 
disponibles, cada vez que se deshabilita un servicio, enviando un mensaje 
de correo a la cuenta usuariofac@gmail.com, con información del 
problema. 









El menú de configuración principal permite realizar los cambios en el 
sistema CGRMR.  
 
 
Para cambiar los valores de los parámetros de configuración, hacer clic en 
la categoría correspondiente, escribir el nuevo valor y hacer clic en 
actualizar configuración. 
Usuarios 










El menú de configuración componentes, permite ingresar nuevos 











El menú configuración colección, permite al administrador verificar que el 
estado del sistema, es decir que plugins están arriba o abajo, a si como 





Copia de seguridad 
 
El menú de configuración copia de seguridad, permite realizar backup de 
la base de datos automáticamente, por omisión la configuración es para 
realizar cada cinco días, esta configuración se la puede realizar en el 
menú de configuración Principal, además indica la dirección donde se 
encuentran almacenados todos los archivos de backup.  
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Este documento presenta el Análisis de los resultados obtenidos en las 
pruebas realizadas a los activos registrados en el sistema “Centro de 
Gestión de Riesgos para Monitoreo de Redes” de la Facultad de 
Ingeniería, Ciencias Físicas y Matemática, con el objetivo de analizar 





Una de las preocupaciones más importantes es saber qué es lo que 
sucede en la red, esto debido al aumento de vulnerabilidades encontradas 
en los sistemas informáticos que son el blanco predilecto de herramientas 
de software cada vez más poderosas en su capacidad de ocasionar 
daños a los sistemas. 
 
Otro punto de interés es conocer el ancho de banda de la infraestructura 
de red que genera la facultad para determinar si está o no saturada. 
 
Además es importante observar la disponibilidad de  los activos 














DESCRIPCIÓN DE LAS PRUEBAS REALIZADAS 
 
De acuerdo al registro y valoración de los activos, con base en la 
confidencialidad de la información que guardan, se realizó las pruebas de 
análisis de vulnerabilidades, monitoreo de red, disponibilidad de host y 
uso del disco duro. 
 
1. ANÁLISIS DE VULNERABILIDADES 
 
Las pruebas se ejecutaron mediante las herramientas NESSUS y 
OpenVas, con sus respectivas reglas actualizadas. 
 
Resultados del Análisis de vulnerabilidades 
 
Se presenta gráficamente el resultado del análisis de vulnerabilidades 
realizado a los activos registrados en el sistema “Centro de Gestión de 
Riesgos para monitoreo de redes” de la Facultad de Ingeniería, Ciencias 
Físicas y Matemática. 
 
Por Gravedad de vulnerabilidad 
 
Del análisis ejecutado a los activos de la red se muestra el número de 
vulnerabilidades y el porcentaje que las representa 
High (altas): 7 vulnerabilidades que representa el 1% 
Medium (medias): 19 vulnerabilidades que representa el 4% 
Low (bajas): 202 vulnerabilidades que representa el 42% 
Info (informativas): 257 vulnerabilidades que representa el 53% 
 





Los activos más vulnerables 
 
Del análisis ejecutado, se muestran los activos que tienen mayor  




ACTIVOS IDENTIFICADOS COMO VULNERABLES  
  ACTIVOS IP 
NÚMERO DE 
VULNERABILIDADES 
1 srvwebhpml350  10.3.0.9  64 
2 quipuxfing  10.3.0.12  48 
3 svrasistencia  10.3.0.24  46 
4 svrantivirus  10.3.1.3  42 
5 svrwebnotas  10.3.1.2  40 
6 switchprincipal  10.3.1.25  25 
7 switchsecretaria  10.3.1.26  24 
8 switchlabcom  10.3.1.30  23 
9 switchsanitaria  10.3.1.29  20 
1.1 Análisis de resultados 
 




Análisis de resultados para el activo srvwebhpml350 (10.3.0.9)  
 
El activo al cuál se realizó el análisis es un equipo con sistema operativo 
Linux, que funciona como servidor web, éste fue seleccionado debido a 
que en las pruebas realizadas se observó que se han generado mayor 
número de vulnerabilidades. 
 
Descripción de los Resultados más relevantes 
 
Nivel de vulnerabilidad alta. 
 
ID Vulnerabilidad: 11213 (regla de Nessus y OpenVas) 
Nombre de la vulnerabilidad: http TRACE XSS attack 
Servicio: http (80/tcp), https (443/tcp) 
Observación: Las funciones de ejecución están habilitadas en el servidor 
remoto HTTP. 
Consecuencias: El servidor Web remoto soporta los métodos HTTP: 
TRACE y/o métodos TRACK, los cuales son utilizados para ejecutar 
conexiones del servidor.  
El método TRACE envía peticiones TRACE y devuelve todos los header 
que se envían al servidor, es así que un atacante puede usar este error 
para engañar a los usuarios de la web y de esta manera darle sus 
credenciales. 
 
Solución recomendada: Deshabilitar estos métodos 




ID Vulnerabilidad: 100415 (regla de Nessus y OpenVas) 
Nombre de la vulnerabilidad: Sendmail NULL Character CA SSL 
Certificate Validation Security Bypass Vulnerability 




Servicio: smtp (25/tcp) 
 
Observación: Sendmail es propenso a una vulnerabilidad security-bypass 
(seguridad de paso directo) por que la aplicación no valida correctamente 
el nombre de dominio en un certificado firmado por una unidad 
certificadora. 
 
Consecuencias: Permite a los atacantes sustituir certificados maliciosos 
SSL, para ejecutar ataques man-in-the-middle o hacerse pasar por 
servidores de confianza. 
 
Solución recomendada: Deshabilitar estos métodos 





Nivel de vulnerabilidad media. 
 
ID Vulnerabilidad: 103122 (regla de Nessus y OpenVas) 
Nombre de la vulnerabilidad: Apache Web Server ET ag Header 
Information 
Servicio: http (80/tcp), https (443/tcp) 
 
Observación: Es una debilidad que se ha descubierto en servidores web 
Apache que están configurados para utilizar la directiva FileETag. Debido 
a la forma en que Apache genera cabeceras de respuesta (ETag), puede 
ser posible para un atacante obtener información confidencial con 
respecto a los archivos del servidor. En concreto, los campos de cabecera 
ETag devuelve a un cliente en contenido del número de archivos inodo. 
 




Consecuencias: La explotación de este problema proporcionaría a un 
atacante información que podría ser utilizada para lanzar ataques contra 
una red de destino.  
 
Solución recomendada: OpenBSD ha lanzado un parche para 
solucionar este problema. Novell ha lanzado TID10090670 para asesorar 
a los usuarios como de deshabilitar la directiva en el archivo de 
configuración para las versiones de Apache en NetWare. 






Nivel de vulnerabilidad baja. 
 
ID Vulnerabilidad: 15588 (regla de Nessus y OpenVas) 
Nombre de la vulnerabilidad: Detect Apache HTTPS, HTTP Server type 
and version 
Servicio: dnp (20000/tcp) 
 
Observación: Un problema de detección SSL (Security Service Level) 
podría impedir el escaneo OpenVAS. 
 
Consecuencias: OpenVAS ha descubierto que HTTP está 
comunicándose abiertamente en un puerto SSL. OpenVAS ha corregido 
este problema para HTTPS habilitado en este puerto únicamente. Sin 
embargo, si otros puertos SSL se utilizan en la máquina remota, pueden 
ser omitidos. 
 
Solución recomendada: Realizar pruebas habilitando el servicio SSL en 
SERVICES o servicios de Windows. 





El sistema emite el reporte de los resultados del análisis de 
vulnerabilidades, descrito en anexo análisis de vulnerabilidades, 
indicando detalladamente cada vulnerabilidad analizada, que son 
generadas por las herramientas de escaneo NESSUS y OpenVas.. La 
identificación de vulnerabilidades lo realiza por medio de reglas, propias 
de cada herramienta con las que proporciona información de: nombre, 
nivel de gravedad, aplicación qué está siendo afectada, puerto, protocolo, 
descripción, consecuencias, soluciones, y distintos links donde 
proporciona características importantes y más soluciones a las 




Un servidor con vulnerabilidades es una exposición muy alta para la red 




Se deberá poner mucha atención para actualizar, y deshabilitar servicios 
en el  servidor donde se encontraron vulnerabilidades graves y tomar en 
consideración las soluciones recomendadas. 
 
2. MONITOREO DE RED 
 
Los resultados del monitoreo de red se despliegan a través de gráficos 
estadísticos, para que el administrador de la red pueda interpretar dichos 
resultados. 
 
2.1  Consumo del ancho de banda 
 
El consumo local de ancho se realiza mediante la herramienta NTOP.  





Resultados del consumo de ancho de banda 
 
El consumo ancho de banda es medido en kbits/s y se representa 
gráficamente  en intervalos de tiempo de: 1 día y 1 mes. 
 
Consumo de ancho de banda en el último día 
 
El resultado obtenido en un día, indica que el consumo máximo de ancho 
de banda es de 230.3Kbits/s y con un promedio es de 19.7 Kbits/s. 
El monitoreo fue realizado desde las 20:38 del 29 de octubre de 2012 








Consumo de ancho de banda en el último mes 
 
El resultado en un mes, indica que el consumo máximo de ancho de 
banda es de 307.6Kbist/s y con un promedio es de 26.9Kbist/s. 
El monitoreo fue realizado desde las 20:45 del 30 de septiembre hasta las 










El mayor consumo de ancho de banda se genera al inicio y al final de la 
jornada estudiantil sin afectar al desempeño de la red. 
 
3. DISPONIBLIDAD DE ACTIVOS 
 
Las pruebas que se realizaron para la disponibilidad de activos, se 
ejecutaron con la herramienta Nagios. 
 
Resultados de Disponibilidad 
 
Se presenta gráficamente los resultados de la disponibilidad de los activos 
registrados en el sistema “Centro de Gestión de Riesgos para monitoreo 
de redes” de la Facultad de Ingeniería, Ciencias Físicas y Matemática. 
 
Nagios identificó 18 activos que se encuentran disponibles.  
Los activos identificados como disponibles (UP) el sistema los pinta de 
color verde y si no están disponibles (DOWN) de color rojo. 
 
Para ver la dirección IP de los activos que se encuentran disponibles 
trasladarse al anexo de disponibilidad de activos.  
 
 
Prueba específica con el activo de dirección IP: 10.2.3.69 
 
La prueba consiste en ver que el activo se encuentre disponible (UP), 
para realizar las pruebas de: desconexión del cable, deshabilitar la tarjeta 
y apagado del equipo. 





Se observó que el activo 10.2.3.69 se encuentra disponible, una vez 
comprobada la disponibilidad del activo se procedió a: 
 Primera prueba: desconexión del cable de red. 
 Segunda prueba: Deshabilitar la tarjeta de red. 
 Tercera prueba: Apagar del equipo. 
Obteniéndose en cada prueba el siguiente resultado: 
 
Se observa que el que el host 10.2.3.69 no se encuentra disponible 
(DOWN). 
 
¿Cómo saber cuando un activo se ha desconectado de la red? 
 
Nagios tiene la capacidad de identificar si un activo se ha deshabilitado, 
enviando una notificación al correo electrónico del administrador de la red, 





Análisis de resultados 
 
Los resultados obtenidos de acuerdo en la disponibilidad de activos, 
permite monitorearlos para conocer su estado (UP/DOWN). 
Si el activo registrado en el sistema cambia de estado disponible a no 
disponible puede ser debido a varias circunstancias, entre ellas las que se 




realizó (pruebas  de: deshabilitado o fallo de la tarjeta Ethernet, apagado 




La respuesta del sistema es inmediata en el momento que se desconecta 
o se deshabilita los servicios de los activos, informando al administrador 
de la red mediante el envió de un correo electrónico.  
 
Se verificó que las pruebas realizadas tuvieron éxito. 
 
4. USO DE CAPACIDAD DE DISCO DURO  
 
Resultados de uso de capacidad de Disco en un activo 
 
Los resultados de uso del disco, se muestran cuando la capacidad de 
almacenamiento del activo supera el 70%, en el caso específico del activo 
con dirección IP 10.2.3.69, indica que tiene una capacidad de 
almacenamiento del 77%. 
 
Niveles de capacidad: 
 70% : alerta 













Se concluye que la capacidad de almacenamiento del activo está en un 
nivel de alerta. 
Recomendación 
 
Si la capacidad de almacenamiento del disco duro está saturada se 





































































ANEXO DISPONIBILIDAD DE  
ACTIVOS 
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