In this paper we investigate the role of deterministic components and initial values in bootstrap likelihood ratio type tests of co-integration rank. A number of bootstrap procedures have been proposed in the recent literature some of which include estimated deterministic components and non-zero initial values in the bootstrap recursion while others do the opposite. To date, however, there has not been a study into the relative performance of these two alternative approaches. In this paper we fill this gap in the literature and consider the impact of these choices on both OLS and GLS de-trended tests, in the case of the latter proposing a new bootstrap algorithm as part of our analysis. Overall, for OLS de-trended tests our findings suggest that it is preferable to take the computationally simpler approach of not including estimated deterministic components in the bootstrap recursion and setting the initial values of the bootstrap recursion to zero. For GLS de-trended tests, we find that the approach of Trenkler (2009), who includes a restricted estimate of the deterministic component in the bootstrap recursion, can improve finite sample behaviour further.
Introduction
Likelihood-based procedures for testing the co-integration rank in VAR systems of I (1) variables, see Johansen (1996) and Saikkonen & Lütkepohl (2000) , are extensively used in empirical research. However, it is now well understood that the finite sample properties of these tests, when based on asymptotic inference, can be quite poor; see, in particular, Johansen (2002) and the references therein. It is also well-known that the bootstrap, when correctly implemented, can be an important device to compute critical values of asymptotic tests in samples of finite size thereby delivering tests with empirical rejection frequencies closer to the nominal level. As a consequence, it is not surprising that there has been an increasing interest in using bootstrap methods in determining the co-integration rank in vector autoregressive models. For the use of bootstrap tests in co-integrated VAR models with independent and identically distributed (i.i.d.) innovations, see, in particular, Swensen (2006) and Trenkler (2009) , while for VAR models with potentially heteroskedastic innovations, see Cavaliere, Rahbek & Taylor (2010) .
In cases where deterministic components are allowed for, a key difference exists between the bootstrap recursion used to generate the bootstrap data in some of the approaches outlined above. In particular, the bootstrap recursion in Swensen (2006) Cavaliere et al. (2010) , the original statistics being bootstrapped are exact invariant to the deterministic component (by usual least squares projection arguments), and therefore these do not need to be included in the bootstrap recursion. Moreover, provided a constant is included in the deterministic component, the co-integration tests will be (exact) similar with respect to the starting values. In contrast we show that, crucially, the bootstrap tests obtained from the recursion in Swensen (2006) are not exact invariant to the level term in the deterministic component. In contrast, the tests outlined in Trenkler (2009) , which include a restricted estimate of the deterministic component, are exact invariant to the level term.
In this paper our aim is to investigate which of these two approaches delivers the better finite sample performance. We investigate approaches based both on OLS de-trending and on GLS de-trending; for the former we use the trace tests of Johansen (1996) and for the latter we use the corresponding trace tests of Saikkonen & Lütkepohl (2000) . We find that the simpler recursion where no estimated deterministics are included and where initial values are set to zero delivers the best finite sample performance in the context of OLS de-trended tests, but is slightly inferior to the approach outlined in Trenkler (2009) The paper is organized as follows. Section 2 outlines our reference co-integrated VAR model and reviews the asymptotic likelihood-based trace tests of Johansen (1996) and Saikkonen & Lütkepohl (2000) . In section 3 we outline the various bootstrap implementations of the trace tests from section 2, focusing on the issue of whether or not to include the estimated deterministic component in the bootstrap recursion and how to treat the initial values of the recursion. In section 4 we outline the invariance properties of the various statistics discussed in sections 2 and 3, showing that the approach of Swensen (2006) results in bootstrap tests which are not exact invariant to the level term in the deterministic component. In section 5 we compare the finite sample performance of both the asymptotic tests from section 2 and the various bootstrap tests outlined in section 3 for a variety of co-integrated models. Section 6 concludes.
In the following ' w →' denotes weak convergence, ' p →' convergence in probability, and ' w → p ' weak convergence in probability (Giné and Zinn, 1990; Hansen, 1996) , in each case as the sample size diverges to positive infinity; I(·) denotes the indicator function, and 'x := y' (' x =: y') indicates that x is defined by y (y is defined by x). For any m × n matrix A, if A is of full column rank n < m, then A ⊥ denotes an m × (m − n) matrix of full column rank satisfying A ⊥ A = 0. For any square matrix, A, |A| is used to denote the determinant of A.
The Model Framework and Rank Tests
Let us consider a n-dimensional times series y t := (y 1t , . . . , y nt ) , t = 1, . . . , T , which is generated by
1) where µ 0 (the level term) and µ 1 (the linear trend coefficient) are unknown (n × 1) parameter vectors. Hence, the deterministic part consists of a constant and a linear trend. The term x t is an unobservable stochastic error process which is assumed to follow a vector autoregressive process of order p, VAR(p),
where A j , j = 1, . . . , p, are (n × n) coefficient matrices and the initial values, x t = 0, t ≤ 0, are taken to be fixed.
As usual, we can write the VAR(p) model in vector error correction (VEC) form as
where Γ j , j = 1, . . . , p − 1, are (n×n) lag coefficient matrices and the impact matrix Π satisfies Π = αβ , where α and β are full column (n × r) matrices for 0 < r ≤ n.
and rearranging yields the VECM representation for y t 
(1 − z) = 0, lie either outside the unit circle or are equal to unity; 
Assumption 1 is standard in the co-integration testing literature, while Assumption 2, which is used by Cavaliere et al. (2010) , implies that ε t is a serially uncorrelated, potentially conditionally heteroskedastic process. The latter therefore contrasts with the assumption that ε t is i.i.d. as made in Johansen (1996) 
with Z 0t := ∆y t , Z 1t := (y t−1 , t) , Z 2t := (U t , 1) , where U t := ∆y t−1 , ..., ∆y t−p+1 ,
As is standard, let
, with Z it defined as in (2.7), and let
00 S 01 = 0, we obtain the ordered generalized eigenvaluesλ 1 > · · · >λ n . The (pseudo) likelihood ratio [PLR] test for the pair of hypotheses in (2.6) then rejects for large values of the trace statistic Cavaliere et al. (2010) derive the limiting null distribution for LR r for data generated according to (2.2) under Assumptions 1 and 2, and this result is reproduced for convenience in the following theorem.
Theorem 1 Let x t be generated as in (2.2) under Assumptions 1 and 2. Then under
where
with B n−r (·) a (n − r)-variate standard Brownian motion and F n−r := (B n−r , u|1) , where
of a onto b.
1 Notice that the subscript r in LR r is a generic notation denoting the null rank being tested. If the specific rank r = 0 were being tested, for example, then the statistic would be referred to as LR 0 . The same convention will be adopted for all other statistics introduced in this paper.
The PLR test, LR r , outlined above is based on OLS de-trending. More recently, Saikkonen & Lütkepohl (2000) have suggested alternative tests, in the same spirit as Elliott et al. (1996) for univariate unit root tests, which use (pseudo) GLS de-trending to adjust the data for deterministic terms before applying the LR test procedure described above. To that end, define a 0t := 1 for t ≥ 1 0 for t ≤ 0 and a 1t = t for t ≥ 1 0 for t ≤ 0 and multiplying (2.1) by A(L) we obtain 10) where
and multiply (2.10) by Q , then we have
Hence, the error term η t has a zero mean and a unit covariance matrix as it is required for a GLS transformation. To render the GLS estimation feasible, Saikkonen & Lütkepohl (2000) propose using the reduced rank (RR) estimatorsα,β,Γ j , j = 1, . . . , p − 1, and Ω which are obtained from (2.4) by applying r, the rank under the null hypothesis of the co-integration test. Based on these RR estimators, one can compute the estimatorsQ andH it (i = 0, 1). Thus, feasible GLS estimators of µ 0 and µ 1 , sayμ 0 andμ 1 , are then obtained by multivariate LS estimation of the model
The estimated deterministic terms are used to adjust y t , giving the GLS de-trended
Then, the LR-type test is performed with respect to the model 
The limiting null distribution of GLS r is given in the following theorem, critical values from which can be computed using the response surface approach of Trenkler (2008) .
This result was derived under a slightly stronger version of Assumption 2 by Saikkonen & Lütkepohl (2000) ; the generalisation to cover Assumption 2 is entirely straightforward
given the results in Saikkonen & Lütkepohl (2000) and is therefore omitted. where
Remark 2.1. As stated in Theorem 1 of Saikkonen & Lütkepohl (2000) , the level parameter µ 0 is not consistently estimated in the direction of β ⊥ because µ 0 is not identified in that direction in (2.4). Therefore, Saikkonen, Lütkepohl & Trenkler (2006) 
Bootstrap Co-integration Tests
In this section we describe the various bootstrap schemes which we will subsequently compare in section 4. In Algorithm 1, we first outline our leading recursive bootstrap used to generate the so-called pseudo or bootstrapped observations, y * 1 , . . . , y * T . In the case of the OLS de-trended PLR test, LR r , this algorithm has been previously suggested in 2 Note that the generalized eigenvalue problem described here is slightly different from the one in Saikkonen & Lütkepohl (2000) . However, the eigenvalue problems can be transformed into each other by an appropriate redefinition of the respective eigenvalues. Cavaliere et al. (2010) , and has the key property that both deterministic terms and initial values are set to zero in the bootstrap data recursion. This scheme can be regarded as an adjusted version of the bootstrap algorithms discussed in Swensen (2006) and Trenkler (2009), which, in contrast, do include estimated deterministic components and non-zero initial values in the bootstrap recursion. These alternative algorithms are subsequently discussed in Remarks 3.3 and 3.4.
Algorithm 1.
(1) Estimate an unrestricted version of (2.4) setting r = n, i.e. estimate a VAR(p) model for y t , in order to obtain the OLS estimatorsΓ j , j = 1, . . . , p − 1, and the ordinary least squares (OLS) residualsε p+1 , . . . ,ε T .
(2) The remaining parameters are estimated by performing a RR regression of (2.4) under the rank hypothesis H 0 (r) : rk(Π) = r. Letα andβ be the estimators of α and β respectively. Remark 3.2. As discussed in Cavaliere et al. (2010) , the unknown cdfs, G Hansen (1996) . Estimated p-values for the alternative bootstrap procedures discussed below can be obtained in the same way. (2006) in the case of a non-zero deterministic component in the DGP. As a consequence, we will include this scheme in our comparative study in section 4. We will consider both the original version considered in Trenkler (2009) 
Moreover, it is also required that |α ⊥Γβ ⊥ | = 0 whereΓ :
While the latter condition is always satisfied in practice, if the former condition is not met, then the bootstrap algorithms cannot be implemented, since the bootstrap samples may become explosive; cf. Swensen (2006, Remark 1). As a consequence, we will not consider iterations in the simulations where the former condition is violated.
Invariance Issues
All of the tests considered are exact invariant to the trend coefficient, µ 1 . However, while all of the tests considered in sections 2 and 3 are asymptotically invariant to the level parameter, µ 0 , not all of the tests considered in this paper are exact invariant to µ 0 .
Both the LR r and GLS r statistics are invariant to the value of µ 0 given that they are both based on de-trended data. Moreover, the bootstrap statistics LR 1 * r GLS 1 * r , LR 2 * r , and GLS 2 * r are also invariant to µ 0 since the corresponding bootstrap algorithms do not contain any deterministic terms and because the initial values are set to zero.
For the remaining tests we note first that changes in µ 0 will only affect the estimates of the constant term vector ν in the unrestricted VAR model and in the VECM with the rank under H 0 imposed. The other estimates considered will not respond to variations in µ 0 .
If µ 0 is varied, say by ∇µ 0 , the estimates of the constant term vector ν in the unrestricted VAR model and the restricted VECM adjust in such a way that the variation in µ 0 is exactly matched. Note, however, that these adjustments inν andν depend on the model setup used for estimating the model parameters. Accordingly, all bootstrap data are only shifted exactly by ∇µ 0 if the same model is used to estimate ν and to generate the bootstrap data. This is indeed the case for the recursion of bootstrap Algorithm 2d. Here, the VECM estimated under the rank null hypothesis is used for both the estimation of all parameters and the generation of the data. Thus, LR is equal to ∆y * t =ν + ε * t . Here, y * 1 will exactly change by ∇µ 0 and y * t , t = 2, 3, . . . , T , will change by ∇µ 0 + (t − 1)∇ν. Hence, the change is described by a linear trend and can, therefore, be perfectly captured by both the OLS and GLS de-trended tests. Hence,
and GLS 1d * 0 do not depend on µ 0 in this setup. Note, however, that this result does not carry over to higher order VAR processes. This is due to fact that all initial values y * 1 , . . . , y * p will adjust by ∇µ 0 so that the change in the bootstrap sample is not a simple linear trend. In fact, the change may even be manifested as a higher order trend.
In any case, we again have a mismatch between initial values and the remainder of the bootstrap sample.
Numerical Results
In this section we use Monte Carlo simulation methods to compare the finite sample size and power properties of the various bootstrap and asymptotic tests discussed previously in Section 3.
We first consider a data-based DGP by referring to an empirical study of King, Plosser, Stock & Watson (1991) (KPSW) who analyse a small macroeconomic model for the U.S. which consists of the logarithms of per-capita private real GNP, per-capita real consumption, and per-capita gross private domestic fixed investment. We estimate a subset-VECM with one lag and two restricted co-integrating relationships using quarterly data in logarithms for the period 1949:1-1988:4. Subset restrictions have been imposed by using a Top-Down strategy employing the AIC. As starting values we chose the corresponding empirical data. The same process was used by Trenkler (2009) in a related simulation study. The results in Trenkler (2009) highlighted poor finite sample behaviour in both the asymptotic tests and the bootstrap co-integration tests from Remark 3.4 using the recursive scheme in (3.4) for this process.
Hence, we may regard the KPSW-DGP as a demanding reference model for the bootstrap test procedures under consideration.
The second DGP we consider is a co-integrated VAR(2) process; cf. Johansen (2002) and Swensen (2006) . We will consider processes of dimension n for n = 2, ..., 5. We set the true co-integrating rank, r 0 say, equal to one throughout. The general model we consider is therefore given by 
We focus on ξ = 0.5 and consider three cases for a 1 and a 2 : a 1 = a 2 = −0.4 (Case 1),
, and a 1 = a 2 = −0.8 (Case 3). As described in Johansen (2002), Case 2 refers to a situation close to no co-integration whereas Case 3 represents a setup close to the case of I(2) data. We do not consider VAR(1) processes since they are of limited interest, given the discussion in section 4 on the invariance properties of the test statistics. Moreover, due to the exact invariance properties of the tests discussed in section 4, we may set µ 1 = 0 in all simulations with no loss of generality.
The specific values of µ 0 in the KPSW-DGP are implied by the set-up in (5.1). To Results are reported for T = 50, T = 100, and T = 200.
All tests are run at the 5% significance level. The rejection frequencies of the asymptotic Johansen and GLS tests are based on asymptotic critical values computed from response surfaces given in Doornik (1998) and Trenkler (2008) , respectively. We use the response surface critical values since these are known to deliver a more accurate approximation of the tests' limiting distributions than the standard tabulated asymptotic critical value; see Doornik (1998) . The computations are performed using the RNDNS function (with fixed seed) of GAUSS 9.0 for Windows. The number of replications is R = 5000.
For determining the quantiles of the empirical bootstrap distributions we use B = 499 bootstrap replications.
KPSW-DGP
The results for the KPSW-DGP (5.1) are shown in (2009), who shows that the unrestricted estimates of ν obtained from KPSW-DGP can be heavily biased in small samples. As a consequence, the bootstrap data generated by Algorithm 1d typically contain deviating drifts such that there is a mismatch between the initial values taken from the original data and the actual properties of the bootstrap data generated from Algorithm 1d (which use the estimated deterministic component). Moreover, the GLS-type tests tend to be sensitive to the initial values of the process, since these have a strong impact on the estimation of µ 0 in (2.1). Given the mismatch between the initial values and the remainder of the bootstrap sample, the GLS-adjustment for deterministic terms can therefore be quite inaccurate, resulting in poor small sample properties for GLS Overall there appears to be little difference between Algorithms 1 and 2. To be precise, once initial values and deterministic components are set to zero it does not seem to matter much whether the estimates for Ψ are taken from an estimated unrestricted VAR (Algorithm 1) or a restricted VECM (Algorithm 2). This result may well be attributable to the fact that the data obtained from Algorithms 1 and 2 are strongly correlated. On average this correlation turns out to be about 0.8. In contrast, regarding Algorithms 2 and 2d on the one hand, and Algorithms 1 and 2d on the other, the correlations amount to about 0.6 and 0.7 (after trend adjustments), respectively. Moreover, the correlations involving Algorithm 1d are practically zero after trend adjustment. These smaller correlations help explain the differing performances of some of the bootstrap tests. Similar results are found for the VAR(2) processes which we analyze in detail in the next subsection.
Turning to the results for power (that is for tests of either the null hypothesis of rank one or zero), we see that bootstrapping tends to be associated with some loss of power.
This effect is more pronounced when r = 0 is being tested. For the tests of r = 1 power losses are very mild. Finally, we observe that GLS 1d * 0 displays a very large loss in power relative to both the asymptotic test, GLS 0 , and the other GLS de-trended bootstrap tests.
This, coupled with the bad over-size problems noted above, arguably renders the GLS 1d * r test unusable in practice.
Co-integrated VAR(2)
We now discuss the results for the co-integrated VAR (2) Tables 3, 5 , 7, and 9, it is also observed that GLS 1d * 1 is much more negatively affected by increasing values of µ 0 than is LR 1d * 1 . The empirical size of GLS 1d * 1 approaches zero for increasing values of µ 0 . This effect, which starts to become visible for µ 0 = 20, tends to be stronger the larger the dimension of the system when n ≥ 3. For n = 2, the situation is more complex, presumably due to the fact that n − r 0 = 1 here. For example, for Cases 1 and 2, the rejection frequencies are decreasing for increasing values of µ 0 if T = 50 and T = 100, while the opposite is true for T = 200.
What can clearly be seen again from these results is that the finite sample behaviour of GLS 1d * 1 is far too unreliable to allow it to be recommended for use in applied work, as has previously also been argued by Trenkler (2009).
Again, using only estimates from an restricted VECM, i.e. applying either Algorithm 2 or 2d, yields bootstrap tests with better size properties than the corresponding tests resulting from Algorithm 1d. As regards, the OLS de-trended tests, LR 2 * 1 appears to be generally preferable to LR 2d * 1 , the former tending to be less conservative than the latter. Accordingly, it also pays here to exclude the deterministic terms from the bootstrap recursion and to use zero initial values. In contrast, GLS 2d * 1 tends to be less conservative than GLS 2 * 1 . This relative advantage of GLS 2d * 1 was also observed for the results from KPSW-DGP. Hence, in this particular case one may keep the estimated deterministic components in the bootstrap recursion. However, this is the only case for which we can make this recommendation.
Once again, the choice between Algorithms 1 and 2 appears not to be crucial. We observe some differences between LR is the preferred procedure among the GLS de-trended tests. These tests are seen to best reduce the size distortions from which the corresponding asymptotic tests, LR 1 and GLS 1 , suffer. Applying bootstrap methods is seen to be particularly beneficial where the asymptotic tests display either excessive upward size distortions, as occurs, for example, for both the LR 1 and GLS 1 tests in the case of the higher dimensional systems considered, or are under-sized as occurs, for example, in the case of the GLS 1 test in bivariate (n = 2) VAR processes (see Table 2 ).
We now turn to the finite sample power properties of the tests for the null hypothesis that the co-integrating rank is zero. In general, there are no significant differences between the power of the OLS de-trended bootstrap tests. It is only for Case 3 with T = 50, that . In order to clarify this point further, we also simulated power results for tests for the null hypothesis of r = 1 in the three-dimensional VAR (2) process with two co-integrating relations (r 0 = 2) given by: Our results also show that there can be significant differences in power between the asymptotic tests and the corresponding bootstrap tests. To assess the importance of these differences one must also compare the empirical size properties of LR 0 and GLS 0 for a nonco-integrated VAR (2) 
Conclusions
We have investigated the role of deterministic components and initial values in bootstrap likelihood ratio type tests of co-integration rank, comparing a number of bootstrap procedures that have been proposed in the recent literature some of which include estimated deterministic components and non-zero initial values in the bootstrap recursion while others do the opposite. In the case of OLS de-trended tests, our findings suggest that it is preferable to take the computationally simpler approach of not including estimated 
