Abstract. An optimization-based algorithm is presented for the short-term scheduling of hydrothermal power systems using the Lagrangian relaxation technique. This paper concentrates on the solution methodology for hydro subproblems with cascaded reservoirs and discrete hydro constraints. Continuous reservoir dynamics and constraints, discontinuous operating regions, discrete operating states, and hydraulic coupling of cascaded reservoirs are considered in an integrated fashion. The key idea is to substitute out the reservoir dynamics and to relax the reservoir level constraints by using another set of multipliers, making a hydro subproblem unit-wise and stage-wise decomposable. The optimal generation level for each operating state at each hour can be obtained simply by minimizing a single variable function. Dynamic programming is then applied to optimize the operating states across the planning horizon with a small number of well-structured transitions.
I. INTRODUCTION
Hydrothermal scheduling is an important daily activity for utilities because of its significant economic impact. It aims at determining the commitment and generation of all schedulable power resources over a planning horizon to meet the system demands and reserve requirements. The goal is to minimize the total generation cost. To solve this NP-hard mixed integer programming problem, many algorithms have been developed. Lagrangian relaxation and its extension are among the most successful ( [1] [2] [3] [4] [5] ).
In Lagrangian relaxation, the problem is converted to a two-level optimization problem. The low level consists of a number of subproblems, one for each thermal unit or river catchment, and the high level is to optimize the multipliers. Generally hydro subproblems are more difficult to solve than thermal subproblems. A hydro unit has reservoir dynamics and constraints coupling the hourly generation across time.
Operating in certain regions may not be permitted for security or efficiency reasons, resulting in discontinuous regions or even discrete generation levels. Furthermore, since the reservoirs in a river catchment are hydraulically coupled, the generation of an upstream unit affects the reservoir levels of the downstream units. Finally, to prevent wear-off caused by frequent starting up and shutting down, hydro units may also have minimum up/down time requirements resulting in discrete operating states, and start-up and shut-down costs as described in [17] . Integrated consideration of the above factors within the Lagrangian relaxation framework is a very challenging issue, and is the focus of this paper.
Many methods have been developed to solve hydro subproblems, including dynamic programming (DP), network flow, and standard mixed integer programming methods. DP is flexible and can handle the above mentioned constraints in a straightforward way ( [6] [7] ). However, DP needs to discretize reservoir levels. For systems with cascaded reservoirs and discrete operating states, the state space expands exponentially with problem size, causing DP to suffer from the "curse of dimentionality" for practical applications. Network flow is the most widely used method for hydro power scheduling ( [8] [9] [10] [11] [12] ). Its major limitation, however, is its inability to deal with discontinuous operating regions and discrete operating states, although continuous non-network constraints can be approximated in a network flow formulation as in [8] . General linear and nonlinear programming methods encounter similar limitations as network flow ( [13] ). Heuristics are sometimes used to obtain hydro commitment, or to post-process solutions obtained by network flow. Recently, a combination of network flow, dynamic programming and heuristic method is reported in [17] . A genetic aided scheduling method is presented in [15] , and a multi-pass dynamic programming method with special state approximation is developed in [16] . These two later methods do not consider discontinuous operating regions or discrete operating states. Recently, a commercial mixedinteger linear programming package is used to generate hydro schedules where integer variables are handled by partial enumeration such as branch-and-bound methods ( [14] ). When the problem is large and coordination with thermal units is needed, computational requirements may become too large for practical applications. In our pervious work ( [20] , [21] ), efficient algorithms for hydro and pumped-storage subproblems were developed and embedded in the daily scheduling package of Northeast Utility Service Company (NU). However, the hydraulic coupling of cascaded reservoirs was not considered.
Relaxing reservoir dynamics and hydraulic coupling by using additional sets of Lagrangian multipliers is an efficient and systematic way to handle discontinuous operating regions, discrete operating states, and hydraulic coupling of reservoirs ( [18] [19] [20] [21] ). By extending this idea, a new algorithm is presented in this paper for solving hydro subproblems with cascaded reservoirs within the Lagrangian relaxation framework of hyrdothermal scheduling. The basic idea is to substitute out the reservoir dynamics and relax reservoir level limits by using another set of Lagrangian multipliers. This relaxation is computationally efficient and numerically stable as compared to relaxing reservoir dynamics ( [18] ), since reservoir level limits are inequality constraints and many of them may not be active. The sub-Lagrangian associated with a river catchment then becomes unit-wise and stage-wise decomposable, and the cost function of an individual unit involves only the multipliers associated with its own and its direct downstream unit. For each discrete operating state of a unit at an hour, the optimal generation can be obtained by optimizing a single variable function. DP is then used to optimize the discrete operating states of the unit across the scheduling horizon with a very small number of wellstructured transitions. The multipliers are updated at an intermediate level. A nonlinear network flow algorithm is then used to generate a feasible schedule at the convergence of the dual problem, with operating states obtained in the dual solution possibly adjusted by heuristics. Numerical testing based on practical size data sets shows that this method is computationally efficient to handle hydro subproblems with cascaded reservoirs and discrete hydro constraints.
II. PROBLEM FORMULATION
Consider a hydrothermal power system with I thermal units, J hydro reservoirs and K pumped-storage units. Without loss of generality, assume that there is only one river catchment since with given Lagrange multipliers, hydro subproblems associated with different river catchments are independent. It is required to determine the operating states and generation/pumping levels of all units over a specified period T. The goal is to minimize the total generation cost subject to system demand and reserve requirements, and individual unit constraints. The time unit is one hour and the planning horizon may vary from one day to a week.
To formulate the problem mathematically, the notation to be used is first introduced:
I:
number 
time required for the water discharged from reservoir j to reach its direct down stream reservoir, in hours.
B:
reservoir connection matrix with element b ij = 1 if hydro unit j is a direct up stream of unit
The scheduling problem can then be formulated as the following mixed integer programming problem min
hj pk C, with
subject to system wide demand and reserve requirements and individual unit constraints to be described below. System demand: 
Thermal and pumped-storage constraints Detailed descriptions of individual constraints for thermal and pumped-storage units can be found in [21, 22] . 
Constraints for river catchment and hydro units
Equation (4) requires conservation of flow among reservoirs in the river catchment. Without loss of generality, it is implicitly assumed that the time required for water to travel from a reservoir to a reservoir direct downstream is far less than the scheduling horizon.
--Reservoir level limits: w t w t w t
(7b) Although only two operating regions, (7a) and (7b), are considered, the method developed can be directly used to solve problems with multiple operating regions or even discrete output levels caused by restricted loading bands or operating efficiency.
--Minimum up/down time u t x t hj hj hj
which discourage frequent start-ups and shut-downs. 
The water-power conversion is approximated by the following concave quadratic function p w t a w t b w t c
The reserve contribution of a hydro unit is calculated as the difference between generation capacity and the generation level r w t p w t p w t
if the unit is up, and is zero if the unit is down.
III. SOLUTION METHODOLOGY

III. 1 The Lagrangian Relaxation Framework
The basic idea of Lagrangian relaxation is to relax system-wide demand (2) and reserve requirements (3) by using Lagrange multipliers and to form a hierarchical optimization structure. Given the multipliers, the low level consists of individual thermal and pumped-storage units, and hydro river catchments as in [20] [21] [22] . The high level dual problem is to update the multipliers. The methods for solving thermal and pumped-storage subproblems have been presented in detail in [20, 22] , and only solution methodology for the hydro subproblem is presented here.
III. 2 Solving hydro subproblem
The hydro subproblem is presented within the Lagrangian relaxation framework: min
hj hj j J ( ( ))} 1 (12) subject to constraints (4)-(9).
The key idea to solve the subproblem is to substitute out the water balance equation (4) and to relax the reservoir level limits of (5) and terminal reservoir level (6b) by using additional sets of Lagrangian multipliers. An intermediate level is thus created. The hydraulic coupling among reservoirs is "cut-off," and the river catchment subproblem then becomes unit-wise and stage-wise decomposable. At the low level, decomposed subproblems for individual units are efficiently solved by first optimizing a series of single variable functions, and then applying DP with a small number of states and well-structured transitions without discretizing the reservoir levels. These multipliers are updated at the intermediate level. At the convergence of the dual problem, a nonlinear network flow algorithm is then applied to generate a near optimal feasible schedule, with the discrete operating states obtained in the dual problem and possibly adjusted by heuristics.
Problem decomposition
After relaxing the reservoir level limits (5) and terminal reservoir level (6b), the sub-Lagrangian (12) becomes: 
where terms such as w n j j (14) are water discharges from the previous scheduling cycle, and are considered as given. By substituting (14) into (13) Suppose that reservoir with index j d is direct downstream to reservoir j, then the subproblem for unit j is described as min , 
subject to its individual constraints (5) (6) (7) (8) (9) . Note that (17) contains multipliers associated with unit j and its direct downstream unit only. A hydro unit is thus coordinated with other units within the same river catchment by the multipliers associated with its direct downstream unit.
Solving an individual unit subproblem
To model the discrete dynamics, the concept of "operating state" is introduced following what was used for (17) is depicted in Fig.  2 . The optimal water discharge at time t for a particular operating region can then be obtained by w t
subject to the range of the operating region.
After the optimal generation level for each operating region has been obtained for each hour, the associated cost function h w t j j ( ( ))can be calculated. Based on the state transition diagram of Fig. 1 , dynamic programming can then be applied to optimize states across hours as in [20, 22] . The optimal water discharge over the entire scheduling horizon can thus be obtained without discretizing reservoir levels.
III. 3 Updating the multipliers
A modified subgradient method with adaptive step sizing is applied to update the multipliers β β β , associated with system demand and reserve requirements at the high level. This method has been described in detail in [20] [21] [22] . The subgradients for β β β
respectively. It should be noted that these multipliers are needed for the hydro subproblem only.
III. 4 Obtaining Feasible Solutions
The subproblem solutions obtained from Lagrangian relaxation are generally infeasible, i.e., the relaxed constraints (2, 3, 5, 6b) may not always be satisfied. To obtain a good feasible solution, a feasible hydro schedule is first obtained by using a nonlinear network flow algorithm with the operating states obtained in the dual solution. However, too many idle hours of a unit may cause forced spillage, and too many up hours may result in no feasible schedule even with minimum generation. In this case, a heuristic is developed to adjust operating states as in ( [23] ). The cost increase of changing the state for each hour is calculated to provide quantitative information. For example, if changing from a down state to an up state is necessary, the hour with the minimum cost increase while satisfying the minimum down time will be selected.
With the feasible hydro schedule fixed, the thermal and pumped-storage units are adjusted to meet the system demand and reserve requirements as in [20, 22] .
IV. IMPLEMENTATION AND TESTING RESULTS
The algorithm is implemented in FORTRAN on HP 715/33 workstations. Numerical testing is performed using modified billing data sets from Northeast Utility Service Company (NU). There are about 70 thermal units, 1 large pumped-storage unit, and 7 hydro units belonging to one river catchment as shown in Fig. 3 . The system features have been presented in [20] . Two sets of data were selected from the NU billing database and modified to form a cascaded river catchment.
Testing results are summarized in Table 1 . Cases 2 and 4 are obtained by using the method developed in this paper (Lagrangian relaxation + network flow or LNF), and are compared with Cases 1 and 3 obtained by using a pure network flow algorithm (NF). As stated in Section I, the NF algorithm cannot handle hydro units' minimum down time (MDT), and the minimum water discharge has to be set to 0. It can be seen that the costs of the LNF are no more than 0.7% of the corresponding NF costs, which in fact are lower bounds to optimal costs in view of the absence of MDT and zero minimum water discharge. The schedules obtained by LNF are therefore near optimal. The CPU times are in the range of a few minutes on a low-end workstation, efficient for daily scheduling. 
V. CONCLUSIONS
An optimization-based algorithm has been presented for scheduling hydro units with cascaded reservoirs and discrete hydro constraints within the Lagrangian relaxation framework. The algorithm can systematically deal with discontinuous operating regions and discrete operating states without discretizing reservoir levels. Numerical testing results based on a practical system show that the algorithm is computationally efficient, and near optimal schedules are obtained.
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