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I. INTRODUCTION 
Many problems in optimal control theory, filtering and estimation theory, 
theoretical mechanics, and mathematical physics, in general, ultimately 
reduce to the solution of two-point boundary value problems. When the 
problems of interest are linear, a popular method to employ for the numerical 
solution is to use a Riccati transformation or invariant imbedding, thereby 
reducing the solution of a linear two-point boundary value system to the 
solution of a matrix Riccati equation together with some auxiliary equations 
of initial-value type. 
The objective of this paper is to point out how the structural features of 
the original two-point boundary-value system may often be utilized to 
reduce the calculation of the solution of the matrix Riccati equation to the 
calculation of vector equations only. In some particularly favorable circum- 
stances (which often occur in practice), it will be seen that the calculation of 
the solution of an (n x n) matrix Riccati equation may be replaced by the 
calculation of two n-dimensional vector functions. Thus, computational 
savings may be obtained whenever n > 2. 
The germ of the idea employed here for dimensionality reduction had its 
beginning in the work of Chandrasekhar [I] with his introduction of the 
X and Y functions into the field of radiative transport in the atmosphere. 
Later Casti, Kalaba, and Murthy [2] and Casti and Tse [3] exhibited the 
manner in which these transport theory notions could be extended to the 
field of optimal linear filtering. However, it was not until the recent work of 
Kailath [4, 51 that the true significance of the X and Y functions was explicitly 
made clear in contexts other than radiative transfer. The current paper 
extends the results of [5] to cover general linear two-point boundary value 
problems with constant coefficient matrices. 
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II. LINEAR TWO-POINT BOUNDARY VALUE PROBLEMS AND 
MATRIX RICCATI EQUATIONS 
In this section we briefly review the procedure of converting a linear two- 
point boundary value problem into an equivalent initial value problem by 
the method of invariant imbedding. Having seen the origin of the matrix 
Riccati equation associated with the original system, we will then show what 
structural features of the coefficient matrices enable us to reduce the 
dimensionality of the computational task of obtaining the solution to the 
matrix Riccati equation. 
Consider the two-point boundary value problem 
ti(t, T) = Au(t, T) + Bv(t, T), u(0, T) = c 
ti(t, T) = Cu(t, T) + Do(t, T), v(T, T) = 0, 
(+) 
where u, v, A, B, C, D have the dimensions n x 1, m x 1, n x n, n x m, 
m x n, m x m, respectively. Here we write u(t, T), v(t, 7’) to explicitly 
indicate that the solution depends upon T, the interval length of the process. 
Note that (a) refers to differentiation with respect to the first arguments of u 
and D, while in the sequel ( )r will refer to differentiation with respect to the 
second argument. 
In Refs. [6, 71 a detailed analysis of (+) shows that the curves u and 2, 
may be obtained as the solution to the following initial value problem: 
S’(T)=B+AS-SD-SC& 
r’(T) = (A - SC) r, 
&.(t, T) = -X[CS + D], 
YT(t, T) = -Y[CS + D], (*) 
u,(t, T) = -XC?, 
v,(t, T) = -YCr, O<t<T<T”, 
where T* is the maximal interval of existence of a unique solution to (+). 
The initial conditions for the system are given by 
S(0) = 0, 
Y(0) = c, 
w, t) = S(t), 
Y(t, t) = I, 
44 t) = r(t), 
v(t, t) = 0. 
Note, of course, that S, X, and Y are matrix functions while r, u, and w are 
vector functions. 
409/45/2-18 
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Briefly, the numerical solution procedure is to begin by integrating the 
functions S and r from T = 0 to T = tl , the first point at which the solution 
functions u and ~1 are desired. At T = t, , equations for X(tl , T), Y(tl , T), 
u(t, , T), and v(t, , T) are adjoined with the appropriate initial conditions. 
The entire system is then integrated from T = t, to T = t, , the next point 
at which the functions u and v are desired. Additional equations for X, Y, u, 
and v are again adjoined with suitable initial conditions and the entire 
process continues until T reaches T, the desired interval length of the process, 
at which point the values u(td , T), v(ti , T) are available, i = 1, 2,..., N, where 
IV is the number of points ti at which the solution is desired. 
Notice that the above procedure enables us to produce u and v for any 
interval length less than or equal to T. Also, we have the flexibility of obtaining 
either u or v without the other, as well as producing only the current value 
of u (as the vector r) if past values are of no interest. This feature is often 
valuable in real-time filtering applications. Of course, in each of these situa- 
tions a reduction of the computational burden is possible since some, or all, 
of the equations for X, Y, U, v may not be needed for the particular informa- 
tion required. 
However, we see that regardless of what information we desire, it is always 
necessary to calculate a function of the solution of the matrix Riccati equation 
for S and the associated vector function for r. Thus, we concentrate our 
attention on structural features in the equation for S to utilize for dimension- 
ality reduction. We make the following assumption regarding the matrices 
B, C, D: 
(1) rank B = p < min(m, n), 
(2) rank C = 4 < min(m, n), 
(3) rank D = Y < m. 
By these assumptions, we may factor B, C, D as 
B = ZJ, , -C=GH, D = DID,, 
where 2, , 2, , G, H, D, , D, are n x p, p x m, m x q, q x n, m x r, 
t X m matrices, respectively. 
Our first basic result is 
THEOREM 1. Let 
M = [O, b), 
6 = sup{s: the Riccati equation for S has u solution on [0, s]}. 
Then S may be algebraically expressed by 
AS - SD = L,Lz f K,K, - B, 
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where L, , L, , KI , K, are n x p, p x m, n x q, q x m matrix functions of T, 
respectively, satisfying the coupled equatiuns 
&I(T) = (A - KJW,, -w) = 4 , (1) 
-&L’(T) =L,(- D - GK,), L,(O) = z, , (2) 
-& K,(T) = W,G K,(O) = 0, (3) 
-& K,(T) = HJ% , K,(O) = 0, (4) 
TEM. 
Proof. The solution to the Riccati equation for S is obviously unique 
and infinitely differentiable on M. Differentiating it we obtain 
S”(T) = (A - SC) 5” + S’(- D - CS). (5) 
Regarding (5) as a linear equation for S’, we may write its solution as 
S’(T) = P(T) -W,Q(T), (6) 
where P and Q are n x n and m x m matrix functions of T, respectively, 
satisfying the equations 
Defining 
dP/dT = (A - SC) P, 
dQ/dT = Q(- D - CS), 
TEM. 
L,(T) = P(T) Z, 
L,(T) = GQO"), 
K,(T) = S(T) G 
K,(T) = HS(T), 
TEM, 
P(0) = I, (7) 
Q(O) = I, (8) 
it is easily verified that L, , L, , KI , and K, satisfy the stated equations and 
initial conditions. 
Making use of the original Riccati equation for S, together with the 
definitions (9)-( 12), we immediately obtain the algebraic equation for S as 
AS - SD = LILz + K,K, - B. 
526 J. CAST1 
Remarks. (i) The determination of S through Theorem 1 entails the 
solution of a set of linear algebraic equations, together with the integration 
of (m + n) (p + a) equations for the functions L, , L, , Kr , and Ka . Modulo 
the solution of the set of algebraic equations, we see that a computational 
savings may be expected over a straightforward integration of the Riccati 
equation for S whenever (p + q) < mn/(m + n). For example, in the 
particularly favorable situation when p = 4 = 1, integration of L, , L, , Kl , 
and KS is indicated whenever m, n 3 2. 
(ii) If m = n, B = BT, C = CT, and -D = AT, then L, = LzT and 
Kr = K,T. Hence, in this situation (which often occurs in practice) only the 
equations for L, and Ki need be integrated, the functions L, and K, being 
obtained by transposition. 
(iii) In the frequently occurring case when A = diag(or, ..., a,), 
D = diag(P, ,..., &), oli # & , i = 1, 2 ,..., n; j = 1,2 ,..., m, inversion of the 
algebraic relation for S is immediate by inspection. If we denote the (i, j)th 
element of a matrix A by (L& , then we have 
i = 1, 2,..., n; j = 1, 2 ,..., m. 
III. FURTHER REDUCTION AND COMPUTATION OF u AND v 
Theorem 1 enables us to employ whatever rank structure may be present 
in B and C to calculate the Riccati function S with a fewer number of equa- 
tions than that required by direct integration. However, our ultimate objective 
is the determination of the curves u and v. In this section we show how use of 
the structural assumption on D enables us to circumvent calculation of the 
matrix functions X and Y of the initial value problem (*). 
To begin with, we observe that in (*) the only use made of the matrix 
functions X and Y is to form the combinations XC and YC in the equations 
for z+(t, T) and v,(t, T). With this as our starting point, we assert the 
following: 
THEOREM 2. Define the quantities 
m(t, T) = -Y(t, T) C, n(t, T) = -X(t, T) C, O<t<T, TEM. 
Then m(t, T) and n(t, T) are given by 
m(t, T) = a(t, T) H, n(t, T) = At, T) H, 
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where (~l(t, T) and & T) are m x q and n x q matrix functions of T, respec- 
tively, for each fixed t, satisfying the equations 
+(t, T) = 4, T) =V’) G + P(t, T) W, (13) 
a(t, t) = G, (14) 
Br(t, T) = 4, T) fWT) D, + B(t, T) DA , (15) 
P(t, t> = 4 , (16) 
y&, T) = y(t, T) f=(T) G + W, T) D,G (17) 
r(t, 4 = s(t) G, 
= K,(t) 
(18) 
h-(4 T) = y(t, T) fJS(T) D, + W, T) W, , (1% 
S(t, t) = s(t) D, , (20) 
O<t<T, TEM. 
Proof. Define the quantities 01, /3, y, 6, as 
ci(t, T) = Y(t, T) G, 
P(t, T) = W, T) 4 > 
y(t, k) = x(t, T) G, 
S(t, T) = X(6 T) 4 , O<t<T, TEM. 
Making use of the equations for X and Y from (*) and the rank assumption 
on D, it is a straightforward exercise to verify that 01, /3, y, S satisfy the stated 
equations. The rank assumption on C then establishes the formulas for 
m(t, T) and n(t, T). 
Remarks. (i) Note that the calculation of m(t, T) involves only the 
functions 01, /3, while that of n(t, T) involves only y and 6. Thus, if we wish 
only the curve u, we may neglect y and 6, while determining v without u 
admits the elimination of (Y, j3 from our computation. Also, to calculate v 
alone, we need never produce the function S(t); if u is desired, we need 
obtain S(t) only to produce the initial condition on the function S. Thus, the 
linear algebraic equations of Theorem 1 for S(t) need be solved only for those 
values of t where the function S is needed. In fact, if we desire to avoid 
solving linear algebraic equations altogether, we may introduce the new 
function p(T) = S(T) D, . Making use of the fact that s(T) = L,( T)L,( T), 
it is immediate that p satisfies the equation 
/WI = JW) -h(T) DI 9 P(O) = 0, O<T<T*. 
Thus, the initial condition for the function S(t, T) at T = t is S(t, t) = p(t). 
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IV. CONNECTIONS WITH THE LINEAR REGULATOR PROBLEM 
In [5], the following control problem was considered 
subject to the constraints 
i+(t) =Fx(t) + G(t), x(O) = $0 , 
with F, c, Q constant matrices, and g symmetric of rank p < n. The classical 
Riccati equation associated with this problem is 
-- 
P(t) = - FTP(t) - P(t)F + P(t) GGTPT(t) - Q, 
P(T) = 0, 
with the optimal control law u(t) then being given by 
-- 
u(t) = -GTP(t) x(t), 
= -K(t) x(t). 
Using the reasoning employed above, the following system was obtained for 
determining a: 
F(t) = -Gw(t)e(t), (21) 
L’(t) = -L(t) [F - GE(t)], O<t<T, (22) 
with 
K(T) = 0, E(T) = B, 
where B is any p x 11 matrix such that s = BrB. Notice that K(t) is an 
m~nmatrixandE(t)isa(p~n)matrixif~,Faren~n,eisnxmand 
&hasrankp<n. 
Note that the classical approach is a two-sweep procedure: first the func- 
tion P(t) is produced integration from t = T to t = 0. Then a forward 
integration from t = 0 to t = T gives the function u(t), the optimal control 
law. 
On the other hand, if one considers the linear two-point boundary value 
problem (the Euler equation) associated with the foregoing variational 
problem, we are led to 
L+(t) =Fx(t) - txPp(t), x(0) = x, 
j(t) = -@c(t) - P’p(t), p(T) = 0. 
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This system matches up with (*) through the identifications 
A3F 
B + --eeT 
c-+-g 
D+---FT 
c--+x(). 
In addition to the computational advantages accrued in using a one-sweep 
rather than a two-sweep procedure, we now show that Theorems 1 and 2 
may be employed to further reduce the number of necessary equations over 
the number described above and in [5] if advantage is taken of additional 
structure that may be present in e and F, as well as p. 
Specifically, we shall assume that 
(i) G has rank s < min(n, m) and, consequently is factored as 
e = I&[, , where [r and 5, are n x s and s x m matrices, respectively; 
(ii) F has rank r < n and is factored as Pr = -DID, , where Dl and 
D, are n x Y and r x n matrices, respectively; 
(iii) 0 is as above, i.e., & = BTB, where B is a q x n matrix, q < n. 
With these assumptions, the relevant Riccati equation for the initial- 
value system is 
S’ = -t;,r;,i$Tr;,T - DsTDITS - SD,D, f SBTsS, S(0) = 0. (23) 
For this particular Riccati equation, we have a modified version of Theorem 1: 
THEOREM 3. The solution to the Riccati equation (23) is given algebraically 
by the expression 
SW, + DzThTS = VTV + UT5,5,TU - t&52T51=, 
where the functions V(T) and U(T) are q x n and s x n matrix functions of 
T, respectively, satisfying the coupled equations 
dU 
dT = U(-D,D, + BTV), U(O) = t-IT, 
dV 
dT= --B( UTu2Tq V(0) = 0, 
T 2 0. 
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Proof. Employ the same chain of reasoning as in Theorem 1 except that 
now the functions U, , U, , V, , V, are defined as 
U,(T) = PC, , 
U,(T) = L’Q, 
V,(T) = SE*, 
V,(T) = i?S. 
The symmetry of g and GG* then shows that U, = U2* and V, = V2*. Pick 
U = U, , V = V, to complete the proof. 
The determination of the minimizing control law u*(t, T) is then carried 
out with the help of our next result. 
THEOREM 4. Let the functions U(T) and V(T) be calculated according to 
the equations of Theorem 3. Then the optimal control law u*(t, T) is characterized 
by the expression 
u*(t, T) = - @*p(t, T), 
and may be obtained by solving the initial value system 
$ = (P + V*(T) B) r, r(O) = x0 , 
aT(t, T) = a(t, T) V(T) I?* + P(t, T) DzB*, a(t, t) = BT, 
&(t, T) = B(t, T) W, + a(t, T) V(T) DI 9 B(t, t) = D, 3 
pT(t, T) = a(t, T) Br(T), p(4 t) = 0, 
O<t<T, 
Proof. The stated form of u* is a direct consequence of the Pontryagin 
Minimum Principle. The stated initial value system is immediate from the 
system (*). Theorem 2, and the assumptions on F, G, and g. 
Remark. Since U, V, and r are s x n, q x n, and n x 1 matrices, res- 
pectively, we need to integrate n(s + q + 1) equations to produce these 
quantities. In addition, for each point t which we wish the solution u*(t, T), 
we must integrate n(r + q + 1) additional equations for the functions a(t, T), 
B(t, T), and p(t, T). If we desire to know u*(t, T) for N values of t, we ulti- 
mately must integrate n(s + q + 1) + Nn(r + q + 1) equations. If q, r, s 
are small, this may result in quite significant computational savings over 
producing the solution by standard methods. 
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V. CONCLUSIONS 
The foregoing results have demonstrated that for linear two point boundary 
value problems with constant coefficients, significant computational savings 
may be obtained over standard solution procedures if full advantage is taken 
of structural features of the problem which are often present in many physical 
situations. 
Since the motivation for the above work came from the field of astrophysics, 
it is a reasonable conjecture that many of the other astrophysical functions 
associated with the X and Y functions of Chandrasekhar will have meaning 
in other contexts. In particular, the H- function should prove useful in 
studies of stability and asymptotic behavior, while the transmission function 
may shed light on the applicability of the above notions to time dependent 
experiments. These investigations, as well as the results of numerical experi- 
ments with the above equations will be reported in subsequent papers. 
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