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Abstract
The physics of light-matter interactions is a rapidly developing research area at the
junction between condensed matter physics and quantum optics. Depending on the
strength of the light-matter interaction the systems behave very differently. In the
current thesis, we mainly (but not exclusively), focus on the regime of (ultra)strong
light-matter interaction. Typically, the strong coupling regime implies the employment
of various low-dimensional semiconductor structures embedded into a microcavity, or
irradiation by a strong laser field, or considering cold atoms, trapped in the vicinity
of a waveguide. In the current thesis, we investigate various quantum systems and
phenomena in the (ultra)strong coupling regime, including:
1)topological insulator based on a two-dimensional array of dressed quantum rings;
2)the new type of a polariton Z topological insulator;
3)Bose-Einstein condensate in a tilted polariton ring;
4)chiral waveguide quantum optomechanics;
5)the new type of a Hall effect for composite particles (excitons), that we refer to
as the anomalous exciton Hall effect;
6)transition metal dichalcogenide polaritons in the presence of free carriers;
and other related phenomena.
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Útdráttur
Eðlisfræði víxlverkunar ljóss og efnis þróast hratt sem rannsóknarsvið á mörkum þét-
tefnisfræði og skammtaljósfræði. Hegðun eðlisfræðikerfa þar sem þessi víxlverkun á
við er mjög mismunandi og fer eftir styrkleika þess. Í þessari ritgerð, skoðum við aðal-
lega svið ofursterkrar víxlverkunar ljóss og efnis án þess að einskorða okkur við það.
Svið ofursterkrar víxlverkunar ljóss og efnis gefur almennt til kynna notkun á ým-
sum lágvídda hálfleiðarakerfum, ágeislun með sterku leysissviði, eða kaldar frumeindir
í gildru nálægt bylgjuleiðurum. Ritgerð þessi fjallar um rannsóknir okkar á mismu-
nandi skammtakerfum og fyrirbærum í sviði ofursterkrar kúplunar, svo sem:
1) grenndareinangrara byggða á tvívíðri grind af ágeisluðum skammtahringjum;
2) nýja tegund Z grenndareinangrara byggða á ljósskauteindum;
3) Bose-Einstein þéttingu í hallandi hring ljósskauteindahring;
4) skammtaljósaflfræði með hendnum bylgjuleiðara;
5) nýja tegund Hallhrifa fyrir samsettar eindir (örveindir), sem við köllum afbrigðileg
Hallhrif örveinda;
6) hliðarmálms díkalkogeníða (TMD) ljósskauteindir í nærveru frjálsra rafbera;
og fleiri tengd fyrirbæri.
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The field of strong light-matter interactions is one of the rapidly developing areas of
contemporary physics, situated on the boundary of quantum optics and condensed
matter physics. Working in this field requires a deep comprehension of the micro-
scopic principles for both the electromagnetic field and matter constituent. When the
interaction rate between the material subsystem and electromagnetic field exceeds all
possible decay rates of the system, the perturbative treatment of the irradiation impact
on the system properties ceases to work, because the matter-light system becomes a
hybrid entangled object. Conventionally, there are several approaches to implement
strong light-matter coupling. For example, embedding semiconductor structures into
an optical cavity leads to resonant coupling between the cavity mode and the matter
excitations. If the matter excitations are bosonic, then the resulting hybrid quasiparti-
cles are referred to as "polaritons". Another way to implement (ultra)strong coupling,
is the cold atoms set-ups. Namely, if the cold atoms are trapped in the vicinity of
a waveguide, then the atoms can interact with each other by means of exchanging
photons through the waveguide which results in the hybridization between the atomic
and photonic subsystems. Alternatively, the regime of strong light-matter coupling
can be achieved by "dressing" the system – i.e. by applying a high-frequency driving
field, which modifies the properties of the system, if one studies only the stroboscopic
dynamics in the prethermal regime. The concept of driving is widely spread in quan-
tum physics and is used, for instance, to modify the spectrum of nanostructures or to
create so-called discrete time crystals that break discrete time-translation symmetry.
The current thesis consists of two main parts. The first part is devoted to the theo-
retical study of optical and transport properties of semiconductor quantum wells and
2D materials, being in the regime of strong light-matter coupling. The second part
is devoted to studying various symmetry-breaking phenomena that take place in the
systems of cold atoms. In the introductory chapter, the general description of the
systems under consideration and the mathematical methods are presented.
Chapter 2 is devoted to the transport properties of a two-dimensional array of inter-
connected quantum rings, dressed by hight-frequency circularly polarized light. It is
demonstrated that the artificial gauge field that is induced by the radiation leads to
the opening of bandgaps that may host topologically protected edge states. Also, in
this chapter, the effects of a linearly polarized dressing field on a single quantum ring
with the Rashba spin-orbit coupling are studied.
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Chapter 3 is devoted to the topological metamaterials, based on exciton-polariton
rings. We show, that the interplay of Zeeman splitting with the photonic analog of
spin-orbit coupling (the transverse-electric–transverse-magnetic (TE-TM) splitting)
inherently present in this system leads to the appearance of synthetic U(1) gauge field
and the opening of topologically nontrivial spectral gaps.
In Chapter 4 we theoretically and experimentally studied the effect of pseudo magnetic
field originating from the polaritonic analog of spin-orbit coupling (TE-TM splitting)
on a polariton condensate in a ring-shaped microcavity (polariton ring). The effect
gives rise to a stable four-leaf pattern around the ring as seen from the linear po-
larization measurements of the condensate photoluminescence. This pattern is found
to originate from the interplay of the cavity potential, energy relaxation, and TE-TM
splitting in the ring. Our observations are compared to the dissipative one-dimensional
spinor Gross-Pitaevskii equation with the TE-TM splitting energy which shows good
qualitative agreement.
In Chapter 5 we show, that the atoms harmonically trapped in the vicinity of a chiral
waveguide exhibit quantum phase transitions and the emergence of the multicompo-
nent Schrödinger cat ground states in the regime of strong optomechanical coupling.
We found a rigorous mathematical mapping between the quantum optomechanical
systems in a waveguide geometry and the generalized Quantum Rabi Model describ-
ing the light-matter interaction of a multilevel atom in a cavity. As a result, we
revealed a hidden unconventional ZN symmetry in the optomechanical systems con-
sisting of N atoms and demonstrate that the self-organization of atoms in the vicinity
of the photonic waveguide maps to a super-radiant quantum phase transition occur-
ring in the Rabi model which is accompanied by the spontaneous breaking of the ZN
symmetry. These findings bridge the fields of ultrastrong light-matter coupling and
optomechanics. We demonstrated, that the proposed phenomena can be observed in
state-of-the-art experiments with cold atoms.
Chapter 6 is devoted to the transport properties of bright and dark excitons in a
disordered (doped) quantum well in the presence of a magnetic field. The regimes of
weak and strong magnetic fields are studied. The latter corresponds to the so-called
magneto-excitons. We have shown, that in both cases the exciton flow deflects due to
the scattering of the excitons with the induced dipole moment on electrically charged
impurities. This mechanism resembles the anomalous Hall effect, and for this reason,
we call the proposed phenomenon the anomalous exciton Hall effect.
In Chapter 7 we consider the 2D TMD material in an optical microcavity in the
presence of free carriers, that are injected by the gate. Exploiting the fact that the
free carriers modify the excitonic response of the system due to the formation of
exciton-polarons, we have shown that the optical nonlinearity stemming from both
the exciton-exciton interaction and (b) phase-space filling effects can be efficiently
controlled by the gate voltage.
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In the last chapter (Conclusions) we give a brief summary of the thesis with concluding
remarks. After Conclusions, we list 7 publications on which this thesis is based. Some
of the text and figures from the listed publications have been reused in this thesis with
the permission of the publisher (Copyright (2021) by the American Physical Society).
13
1 Introduction
1.1 Quantum wells, quantum wires, and quantum
dots
A significant part of this thesis is devoted to optical phenomena in semiconductor
microstructures, and in this section, we give a brief description of the main types of
semiconductor microstructures.
Three main types of semiconductor microstructures can be distinguished: quantum
wells, quantum wires, and quantum dots, the latter sometimes being called artificial
atoms. The study of these structures not only opens up new pages of electronic
engineering but is also accompanied by discoveries of a fundamental nature. Quantum
wells can be constructed by inserting a thin layer of one type of semiconductor material
between two layers of another with a different band gap. Let us consider, for instance,
a thin layer of GaAs with a smaller band-gap surrounded by two layers of AlGaAs
with a large bandgap. Let us assume that the change in material occurs along some
direction and therefore the potential well is along this particular direction. Since the
bandgap of the surrounding AlGaAs is greater than that of the contained material,
a quantum well is created in the GaAs region. This change in band energy across
the structure plays a role in the potential well a carrier would feel, hence low energy
carriers can be confined in such a well, see Fig. 1.1.
An electron (hole) in the conduction (valence) band can be trapped in the potential
well created in the structure and the available states are particle-in-a-box-like. Those
carriers can have discrete energy eigenstates within the quantum well. For instance,
there are available states in the conduction band such that an electron can have lower
energy within the well than it could have in the surrounding AlGaAs region. In a
similar way, holes in the valence band can also be confined to the top of potential




Figure 1.1: The sketch of a semiconductor heterojunction: the band structure diagram
in a quantum well of GaAs in between AlGaAs.
The concept of the quantum well was proposed in 1963 independently by Zhores
Alferov and R.F. Kazarinov and by Herbert Kroemer and [1]. Development of the
semiconductor heterojunction for optoelectronics resulted in Nobel Prizes for Zhores
14
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Alferov and Herbert Kroemer in 2000. If the motion of the carriers is confined in an
additional direction, the motion of electrons in the structure will remain free only in
the single direction and such structure is called a quantum wire. By confining the
carriers in all three spatial dimensions we get a quantum dot. In Chapters 2-5 of the
current thesis, we discuss various effects, taking place in quantum wells and quantum
wires.
1.2 Strong coupling between classical light and
quantum matter
In this section, we discuss the interaction between a classical electromagnetic field
and various systems, described by quantum mechanics as, for example, semiconduc-
tor nanostructures, discussed in the previous section. The results, presented in this
section, are relevant for Chapters 2, 5, and 6 of the current thesis.
1.2.1 Interaction between quantum systems and light
The concept of gauge fields is pivotal in fundamental physics and forms the grounds of
the Standard Model of particle physics. The best-known example is an electromagnetic
field, described by two vector fields: E and B. An electromagnetic field is an Abelian
U(1) gauge field, and it can be coupled to any Hamiltonian, describing charged matter,
by means of the so-called minimal substitution
p̂µ → p̂µ − qAµ (1.1)
with q being the particle’s charge, p̂µ = i~∂µ = i~(c−1∂/∂t,∇) being the 4-momentum
operator, and Aµ = ηµνAν being components of the 4-potential which transforms
under the action of global transformations from the adjoint representation of the
U(1) gauge group (here ηµν = diag(1,−1,−1,−1) is the metric tensor of the flat
4-dimensional Minkowski space). The 4-potential Aµ = (φ/c,A) contains all the in-
formation about the corresponding (classical) electric and magnetic fields, that are
given by
B(r, t) = ∇×A(r, t), (1.2)
E(r, t) = −∇φ(r, t)− ∂A(r, t)
∂t
, (1.3)
and they are invariant under the following gauge transformation Aµ → Aµ − ∂µχ,
where χ is an arbitrary smooth function of coordinates and time.
Particles interact with an electromagnetic field due to the presence of charge (p̂µ →
p̂µ − qAµ) which defines the strength of the interaction. At a fundamental level, in
15
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quantum electrodynamics (QED), the charge value is the only parameter, defining the
strength of the interaction. For the case of electrons/positrons with charge q = ∓e,









which plays the role of the dimensionless coupling constant, called the fine-structure
constant. Here ~ = h/(2π) is the reduced Planck constant, c is the speed of light, and
ε0 is the electric constant or permittivity in a vacuum. It should be noted, that this
constant is not actually a constant in the following sense: its value depends on the
energy scale Λ at which it is measured. In particular, at low energies α(Λ ≈ 0) ≈ 1/137,
whereas at the energy scale of the weak interaction (about 90 GeV, the Z-boson mass),
the experiments yield a greater value α(Λ ≈ 90 GeV ) ≈ 1/127. This dependence is
known as "running of the coupling" and it goes far beyond the scope of the current
thesis because here we focus on low-energy non-relativistic phenomena in condensed
matter physics. The value of the coupling constant is quite small, that is why a
perturbation theory with respect to α works very well in quantum electrodynamics.
However, in condensed matter physics one deals with effective theories – low-energy
approximations of QED. In such effective theories, the corresponding effective coupling
constants could be tuned by varying the parameters of a system under consideration.
Thus the regime of strong coupling could be achieved, which is one of the main topics
of the current thesis, where we study the interaction between matter excitations and
photons (or phonons) in the regime of strong coupling.
Let us demonstrate the minimal coupling scheme with specific examples. For a system
of N charged non-relativistic particles interacting with an external electromagnetic







(p̂i − qA (ri, t))2 + qφ (ri, t)
]
. (1.5)
This Hamiltonian preserves the gauge symmetry if one demands that the wave function
transforms under the gauge transformation too. For example, for the case of a single
particle this transformation reads ψ(r, t)→ ψ(r, t)eiqχ(r,t)/~, where χ(r, t) is the same
as in Aµ → Aµ − ∂µχ. The Hamiltonian can be transformed to the following form,
where the interaction part is separated from the free part, suitable for a linear response
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[(p̂i − qA(r, t)) δ (r− r̂i) + δ (r− r̂i) (p̂i − qA(r, t))] . (1.8)
In the presence of an electromagnetic field the current operator jA(x) is the sum of





here first term (paramagnetic) is the current operator in the absence of an electromag-
netic field j(x) (for A = 0), and the second term is the diamagnetic contribution.
Another important example to consider is a single quantum particle bound by some po-
tential V (r) (for example, a single-electron atom) in the presence of near-monochromatic
light with a characteristic wavelength much larger than the localization length of the
particle’s wavefunction. Let us use the radiation gauge which implies φ(r, t) = 0 and
∇A(r, t) = 0, in this case E(r, t) = −Ȧ(r, t). Since the light field doesn’t change















where r0 is the average position of the particle. Now we perform the following gauge
transformation




A (r0, t) · r
]
ψ̃(r, t) (1.11)
after which we arrive at the following Hamiltonian for ψ̃
i~ ˙̃ψ(r, t) =
[
Ĥ0 − d̂ ·E (r0, t)
]
ψ̃(r, t) (1.12)




+ V (r). (1.13)
This Hamiltonian Ĥ0−d̂·E(r0, t) describes the interaction between a classical light field
and a quantum two-level system and will be extensively used in the next subsections.
1.2.2 Lasers: weak light-matter coupling
The next few subsections will be devoted to the interaction between a classical monochro-
matic light field and matter. Such fields are typically produced by lasers (light am-
plification by stimulated emission of radiation) or masers (microwave amplification
17
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by stimulated emission of radiation), invented by N. Basov, A. Prokhorov, and C.
Townes, which brought them the Nobel Prize in Physics in 1964. In this section, we
will briefly overview the semiclassical theory of lasers. Interestingly, that in order to
describe the operation of lasers that produce classical light we will need to invoke the
notion of photons – quanta of light, each having energy hν and obeying Planck’s law.
They were introduced by A. Einstein and M. Planck. Following the historical path, we
will employ the notion of photons before giving a strict theoretical description of them
in the framework of Quantum Electrodynamics (will be presented in the subsequent
sections of Introduction). Ordinary lasers operate in the weak light-matter coupling
regime, which implies that the coupling between light and matter doesn’t significantly
change the parameters of the matter subsystem. In this subsection, we will assume
that the condition of the weak coupling is fulfilled.
Let us consider a medium, consisting of identical two-level systems with energy levels
E1 < E2. This medium interacts with a thermal bath of photons of frequency ν0. The
photon bath is at equilibrium at fixed temperature T . The photons are assumed to
be in resonance with the two-level systems, i.e hν0 = E2 − E1, all other frequencies
are assumed to be irrelevant for our consideration. We denote the occupations of the
ground and excited states as N1,2, respectively. A. Einstein proposed the following
equation for the occupations
dN2
dt













is the energy density of the photons with frequency ν at temperature T . The RHS of
the equation (1.14) consists of three terms, each of which will be discussed separately.
The first term −A21N2 corresponds to spontaneous emission of photons and the so-
called "Einstein’s A-coefficient" A21 defines the probability of the two-level system
to fall from the excited to state to the ground state with the emission of a photon.
The second term N1B12uPlanck(ν0) corresponds to photon absorption, and the so-
called "Einstein’s B coefficient" B12 defines the probability of absorbing a photon
with subsequent transmission from the ground state to the excited state. Finally, the
third term −N2B21uPlanck(ν0) corresponds to stimulated emission, i.e. when a two-
level, being in the excited state, meets a photon with the frequency hν0 = E2−E1 and
emits an exactly the same photon as the one it meets. After this process, the two-level
system turns out to be in the ground state, and there are two identical photons – the
initial one and the one, produced by the two-level system. We note, that due to the
fact that N = N1 +N2 = const one has dN1/dt = −dN2/dt.
To derive the relations between Einstein’s coefficients, let us assume that the mat-
ter subsystem is brought to equilibrium with light, and thus it has the same tem-
perature T . Then one has dN2/dt = 0 and N2/N1 = exp [−(E2 − E1)/(kBT )] =
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exp [−hν0/(kBT )] according to the Boltzmann distribution. This immediately yields:
B12 = B21 (or, more generally B21/B12 = g1/g2, where g1,2 are the multiplicities
(degeneracy) of the respective energy levels), and A21/B21 = 8πhν30/c3. Thus, the
study of the thermal equilibrium between photons of a certain frequency and a set
of two-level systems allowed us to derive the useful relation between Einstein’s coeffi-
cients without knowing the microscopic details of the mechanism of the light-matter
interaction.
Now let us consider a bunch of identical (coherent) photons with frequency ν0, passing
through the medium along the z-axis. In the discussion of the nonequilibrium physics
below, we do not take into account the effect of thermal photons, which does not
qualitatively affect the presented results. The change in intensity, as the beam passes
through a thin slice of width dz of the medium, reads





where we neglected spontaneous emission (it will be added later phenomenologically),
and we used the following relation between intensity and energy density: I = uc. Here
we do not assume that the two-level systems are in equilibrium with the photons. So far
we did not include the process of spontaneous emission in the equation above because
during this process the two-level systems emit photons with the same frequency ν0
(most likely), however, they are not identical (not coherent) to the photons we consider,
and thus, even though they have the same frequency, the do not enter the quantity
u of interest. Solving the equation above with respect to I(z), keeping in mind that
B21 = B12, one gets
I(z) = I(0)eγz, (1.17)
where γ is the "gain coefficient", given by




Now let us include the losses due to spontaneous emission (and other processes) by
introducing a phenomenological coefficient α in the expression for I(z):
I(z) = I(0)e(γ−α)z. (1.19)
For γ > α, the intensity of the light will increase as it passes through the medium
(optical gain).
Now we may formulate the two conditions of operation of a laser: (a) optical gain –
gain>losses (γ > α); (b) positive feedback. If we forget for a moment about losses, then
the condition (a) transforms to γ > 0, which requires N2 > N1 (known as "population
inversion"), but at thermal equilibrium, the Boltzmann distribution dictates N2 < N1,
which makes impossible lasing in two-level systems at thermal equilibrium.
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To achieve the condition ∆N = N2 − N1 > 0, one, therefore, needs to "pump" the
medium, typically by illuminating with another incoherent (thermal) light source or
by passing an electric current through the medium. If we include a pump term, the
rate equation becomes
Ṅ2 = −N2B21u−A21N2 +N1B12u+ P (1.20)
where the pumping term P represents the rate of excitation to level 2.
To provide the positive feedback required for lasing, one should put the medium in an
optical cavity (resonator), represented, in the simplest form, by two reflecting surfaces
that reflect light back and forth. A thoughtful discussion of optical resonators will be
given in the future sections of Introduction.
Let us switch back to the bunch of coherent photons, discussed above, but now they
pass through the medium, which is sandwiched between two mirrors, placed at z = 0
and z = L. The initial intensity of the photons equals I0. The two mirrors are
imperfect and their reflectance (effectiveness in reflecting radiant energy) is equal to
R1,2, respectively.
After the first trip from the left mirror at z = 0 to the right one at z = L, the intensity
is:
I0 exp[(γ − α)L]. (1.21)
It is then reflected by the right mirror so that when the beam returns to z = 0, its
intensity, right after the second reflection by the left mirror, reads
I0 exp[2(γ − α)L]R1R2. (1.22)
For steady-state operation, one must require that the intensity doesn’t change after
one round-trip i.e.
I0 = I0 exp [2 (γth − α)L]R1R2 (1.23)
where γth is the "threshold gain coefficient", which is equal to the gain required to
just balance the total losses (scattering in the gain medium and leakage through the





If one pumps the gain medium more, so that the population inversion ∆N grows such
that γ > γth, then the intensity will grow. However, the rate of stimulated emission
increases too, which will decrease ∆N until the condition γ = γth is reached. This is
the feedback mechanism that always keeps ∆N = ∆Nth in the steady-state regime.
We remind that γ = ∆NB21hν0/c.
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Figure 1.2: The scheme of operation of a 4-level laser. This scheme can be realised in
Nd3+:YAG laser, where the dopants – triply ionized Nd3+ replaces a small fraction
of the Y ions in the yttrium aluminum garnet (YAG). Here the transitions E3 → E2
and E1 → E0 are non-radiative and are accompanied with phonon emission. The
role of E0, E1, E2, E3 levels is played by 4I9/2, 4I11/2, 4F3/2, 4F5/2 levels of Nd3+,
respectively. E0 is the ground state of Nd3+. We note, that level E1 is (almost) not
occupied neither at thermodynamic equilibrium, nor during the laser operation.
The pump term introduced above implies that there are other energy levels in the
gain medium since it does not conserve the total number of occupied states N1 +N2.
Let us consider the scheme of operation of a 4-level laser, as illustrated in Fig 1.2
(see the description in the caption). Here, the pump excites atoms to level 3 ("pump
band") from the ground state (level 0). From level 3 the atoms rapidly relax to level 2
("upper laser level"). The lasing transition occurs between level 2 and level 1 ("lower
laser level"). From level 1 the atoms rapidly relax to the ground state. The lifetimes
of the transitions 3 → 2 and 1 → 0 are much shorter than the lifetime of the lasing
transition 2→ 1, i.e.
τ21  τ32, τ10 (1.25)
This ensures that the population inversion is maximized when pumped, because N2 
N1 and therefore ∆N ≈ N2. In this case, the equation for the occupation numbers
becomes
˙(∆N) = P −∆N (B21u+A21) . (1.26)

















where we expressed the lifetime via Einstein’s A coefficient as τ21 = 1/A21. Finally,




(P − Pth) , (1.28)
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Thus, the output intensity of a laser is zero (or, strictly speaking, is small) if the pump
intensity is below the threshold P < Pth, and grows linearly with P after the threshold
P > Pth. Lasers possess a number of unique features: their emission is coherent, they
can have high temporal and spatial coherence, which allows them to emit light with a
very narrow spectrum and focus the beam to a tight spot. In the next few subsections,
we will discuss the interaction between laser radiation and matter.
1.2.3 Two-level system interacting with classical light
Strong light-matter interaction is the main topic of the current thesis. One of the
simplest models that allow for the analytical description of the regime of interest is a
quantum two-level system (TLS) interacting with classical light, which is relevant, for
example, for studying quantum dots, irradiated by a monochromatic laser field. Such
field configuration can be described by the following expression
E(r, t) = E0 cos(ωLt− kr) =
E0
2
(e−iωLt+ikr + eiωLt−ikr) = E(+)(r, t) + E(−)(r, t),
(1.30)
where E0 denotes the field amplitude, and ωL is the light’s frequency. The Hamiltonian
of the two-level system reads
ĤTLS = EGS |g〉〈g|+ (EGS + ~ω0)|e〉〈e|, (1.31)
where |g〉 (|e〉) denotes the ground (excited) state, with the energies EGS and EGS +
~ω0, respectively. We may safely set the ground state energy to zero (EGS = 0).
To describe the interaction of the TLS with the electromagnetic field of the laser beam
we employ the dipole approximation, which is valid if the wavelength of the field is
much larger than the size of the TLS, which is assumed to be localized around the
point r0. In this case, the interaction is described by the following term in the full
Hamiltonian
ĤTLS−F = −d̂E(r0, t), (1.32)
where d̂ denotes the dipole moment operator of the TLS
d̂ = d∗egσ− + degσ+ = d̂
(+) + d̂(−), (1.33)
where σ− = |g〉〈e|, σ+ = |e〉〈g|. We set dee = dgg = 0, which is valid for symmetric
quantum dots. In addition to that, we assume that d∗eg = deg. Thus, for the system’s
22
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total Hamiltonian is
Ĥ = ĤTLS + ĤTLS−F = ~ω0σ+σ− − d̂E(r0, t) =
ĤTLS − ~Ω cos (ωLt− kr0)(σ− + σ+), (1.34)
where we introduced the Rabi frequency, which is the coupling constant measuring
the strength of light-matter interaction in this system
Ω = degE0/~, (1.35)
and σ+σ− = |e〉〈e|.
Let us start our analysis by applying the time-dependent perturbation theory, assum-
ing that we are in the regime of weak light-matter coupling (Ω is small). The TLS is
initially prepared in some state |i〉 and we take the initial time to be t = −∞. The
perturbation is switched on adiabatically, i.e.









where we picked r0 = 0 for simplicity, and we are studying the dynamics at times
much smaller than 1/ε (ε is small). It should be noted, that the approach where the
interaction turns on abruptly yields the same results in this case. We want to study
the |i〉 → |f〉 transition probability Pf←i(t) under the action of the time-dependent
perturbation. It can be shown, that if we are close to the resonance, then the two
terms in Eq. (1.36) correspond to the processes of stimulated emission and absorption,
respectively, and can be considered separately. Let us focus on absorption, i.e. we
choose the perturbation to be (1/2)eεtV̂0e−iωLt. The transition probability to first
order in perturbation theory is given by
Pf←i(t) = |c(1)f (t)|
















(ωfi − ωL)2 + ε2
|〈f |V̂0|i〉|2, (1.37)





(ωfi − ωL)2 + ε2
→ 2πδ (ωfi − ωL) (1.38)




|〈f |V̂0|i〉|2δ (ωfi − ωL) . (1.39)
It is important to note, that since |Vfi|2 = |Vif |2, we get the detailed balance equation,
stating that for two discrete states the transition rates |i〉 → |f〉 and |f〉 → |i〉 are
23
1 Introduction
the same. Averaging the transition rate Rf←i over all possible directions of the unit




〈|dfiE|2〉dirδ (ωfi − ωL) =
2πE20
4~2
〈|dfin|2〉dirδ (ωfi − ωL) =
2πE20
4 · 3~2
|dfi|2δ (ωfi − ωL) , (1.40)
where we used the fact that 〈ninj〉dir = δij/3 =⇒ 〈|dfin|2〉dir = |dfi|2/3. The total
energy density of the electromagnetic wave at r0 is uEM (r0, t) = 2uE(r0, t), where




2 (ωLt− kr0), and we recall now that for a
plane EM wave B0 = c−1[(k/k) × E0]. Averaging the total energy density over one


































Interestingly enough, that the semiclassical theory we used above is able to predict
the rates of absorption and stimulated emission (Einstein’s B12 and B21 coefficients,
respectively), but not the rate of spontaneous emission (Einstein’s A-coefficient). The
latter can be routinely calculated using the Wigner-Weisskopf method in QED. How-
ever, as we derived in the previous subsection, Einstein’s A-coefficient can be expressed









Einstein’s coefficients, calculated in the framework of QED, coincide with our results,
listed above.
Let us now try to solve the problem analytically without invoking the perturbation
theory. The interaction term ĤTLS−F in the total Hamiltonian can be expanded as
ĤTLS−F = −d̂(+)E(+)(r0, t)− d̂(−)E(−)(r0, t)− d̂(+)E(−)(r0, t)− d̂(−)E(+)(r0, t).
(1.46)
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− d̂(+)(int)E(+)(r0, t)− d̂(−)(int)E(−)(r0, t)
− d̂(+)(int)E(−)(r0, t)− d̂(−)(int)E(+)(r0, t), (1.47)
where d̂(±)(int) = d̂(±)e∓iω0t, and we remind that E(±)(r0, t) ∼ e∓iωLt, thus the first
two terms oscillate at frequency e±i(ωL+ω0)t, while the last two terms oscillate at
frequency e±i∆t, where ∆ = ωL − ω0. In the case when the laser beam is slightly
detuned from the TLS transition frequency, i.e when |∆| = |ωL − ω0|  ωL + ω0,
we can discard the rapidly oscillating terms (∼ e±i(ωL+ω0)t) and leave only the slowly
oscillating terms (∼ e±i∆t). This approach is called the rotating wave approximation
(RWA), and it is justified by noting that on any appreciable time scale, the discarded
terms will average to zero. Therefore, in the RWA we have (we pick r0 = 0 for
convenience)







Thus, in the RWA the total Hamiltonian takes the form






To investigate the system’s dynamics, we expand the wavefunction in the basis states
|ψ〉 = cg|g〉+ ce|e〉, (1.50)
where cg,e are time dependent coefficients. Thus, the Schrödinger equation results in














The time dependence in the coefficients of the system of linear differential equations
above can be eliminated by introducing ce(t) = ae(t)e−iωLt. After that, the equations






























Figure 1.3: The time dynamics of ground (red curve) and excited (blue curve) state
population for the detuning values (a) ∆ = 0, (b) ∆ = 3Ω.
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For the case when the system is initially prepared in the ground state, cg(0) = 1, and
ce(0) = 0. In this case, the time evolution of the ground and excited-state populations
read


















In Fig. 1.3 the time evolution of the populations is presented. We clearly see that
the populations of the two levels oscillate at frequency ΩR. If the frequency of the
laser field is perfectly matched with the resonant frequency of the TLS (i.e. ∆ = 0)
one sees the population oscillate with the highest possible amplitude equal to one
(Rabi flopping). Increasing the detuning ∆, the magnitude of the oscillations Ω2/Ω2R
decreases while their frequency ΩR =
√
Ω2 +∆2 increases.
1.2.4 Avoided crossing: dressed states
If we apply the unitary transformation Û = exp(iωLt|e〉〈e|) to the Hamiltonian ĤRWA
from the previous section we will get rid of the time dependence in the Hamiltonian:
H̃ = ÛĤRWAÛ† + i~
∂Û
∂t
Û† = −~∆σ+σ− −
~Ω
2
(σ− + σ+), (1.55)







We note, that even though the transformation Û is unitary, it does change the eigen-
values of the Hamiltonian due to the term i~ ˙̂UÛ†. The eigenvalues of the Hamiltonian







and the eigenvectors read
|1〉 = cos θ|g〉+ sin θ|e〉,


















so we see that the periodic laser field mixes (hybridizes) the two states of the TLS
and renormalizes the spectrum of the system, which is referred to as "dressing". We
see that for zero detuning (∆ = 0) one has E1,2 = ∓~ΩR/2, and, correspondingly, for
vanishing light-matter coupling strength E1,2 = 0. Now, if we recall that we obtained
these energies E1,2 after making the unitary transformation Û = exp(iωLt|e〉〈e|), we
will see that after switching back to the original basis {|g〉, |e〉} one has four oscillating
exponentials with frequencies ±E1,2 and ωL ± E1,2 in the decomposition of the total
wave function (we remind that for ∆ = 0 one has ωL = ω0). This fact can be
interpreted (with caution, this interpretation is of a qualitative nature) as splitting of
the two original energy levels {0, ω0} into the quadruplet {0 ± E1,2, ω0 ± E1,2}. We
note, that the value of the splitting |E2 −E1|, in this case, is the same for the ground
and excited states and thus the corresponding fluorescence spectrum is the Mollow
triplet. As we will see in the future chapters, in the full quantum description one
has more than three emission lines (if we focus on two subsets with N and N + 1
photons, then there are four emission lines) that, however, merge into a Mollow triplet
at relatively high intensities (N  1) where one may choose to not distinguish between
N and N + 1 photons.
In the Fig. 1.4 we show the energies of the dressed states as a function of the detuning
∆. The light-matter coupling leads to hybridization of the eigenstates, which is pro-
nounced the most at the resonance (∆ = 0). We clearly see that when the detuning is
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large compared to the coupling strength Ω, the TLS almost doesn’t feel the presence
of the dressing field. However, realistic systems always have losses (for example, the
bath of the free space modes), which imposes certain limitations on the conditions
of the onset of the strong-light matter coupling regime. To account for the losses we
add an imaginary part to the excited state energy ω0 → ω0 − iΓ . In this case, the
difference between the real parts of the eigenenergies at the point of avoided crossing
is given by




Ω2 − Γ 2, Ω > Γ
0, Ω ≤ Γ
(1.60)
and the corresponding broadenings (imaginary parts with the minus sign) read
γ1,2 ≡ − Im(E1,2) =
{




Γ 2 −Ω2). Ω ≤ Γ
(1.61)
Thus, in order to achieve the regime of strong light-matter coupling the following
two conditions must be met: (a) the coupling strength is greater than the broadening
Ω > Γ so that there is a non-zero difference between the real parts of the eigenenergies
(avoided crossing), and (b) difference between the real parts of the eigenenergies is
greater than the sum of the broadenings of the corresponding states, i.e. Re(E2−E1) =
~
√
Ω2 − Γ 2 > γ1 + γ2 = ~Γ . The condition (b) is stronger than (a), thus finally the




To conclude, in the last two subsections section we discussed the near-resonant inter-
action between a two-level system and a classical light field in the presence of losses
due to the leakage of the energy in the free-space modes. In the future sections of In-
troduction, we will consider a TLS placed in an optical resonator and we will account
for the quantum nature of the electromagnetic modes of the cavity in the framework
of the quantum Rabi model.
1.2.5 Dressed 2DEG
In the previous subsection, we described the interaction between a quantum two-level
system and classical monochromatic light. Now we proceed with studying a more
sophisticated set-up, namely, a 2-dimensional electron gas (2DEG) in the presence of
a monochromatic light field. A 2DEG is formed, for example, in doped quantum wells.
If we neglect the influence of the field on the spin degrees of freedom of the electrons
and limit our consideration to the case of a parabolic dispersion, then the problem can
be solved exactly [50]. The Hamiltonian of a 2DEG dressed by a linearly polarized







where m is the effective mass. The light field is assumed to be at normal incidence on
the surface of the 2DEG, thus one may omit the spatial dependence in the light field.





We assume that the frequency ω = 2π/T of the light is far from resonant electron
frequencies corresponding to interband electron transitions, thus, in the effective mass
approximations one may treat 2DEG as a bunch of free electrons, which is justified
by Landau’s Fermi-liquid theory. Since a free electron cannot absorb a photon be-
cause this process would violate the energy and momentum conservation laws, the
only possible remaining source of absorption involves third parties, such as phonons or
impurities. To estimate the energy absorption rate due to scattering events we invoke
the Drude model, which allows calculating the conductivity in the frequency domain
(see detailed derivation in the next section) σ(ω) = σ0/(1− iωτ), where σ0 = ne2τ/m
and τ is the mean free time between collisions with impurities and/or phonons (elec-
tron relaxation time). Knowing the conductivity, one immediately gets the current
density j = Re[σ(ω)Eω], here Eω ∝ e−iωt and E(t) = Re[Eω]. Finally, the colli-













where Q is the period-averaged field energy absorbed by conduction electrons per unit
time and per unit area. Thus, we demand that ω satisfies the inequality
ωτ  1, (1.65)
which provides that the intraband (collisional) absorption of wave energy by conduc-
tion electrons is negligibly small.
According to the Floquet theorem, that will be discussed in details in the next sub-
section, for a periodic in time Hamiltonian there exist solutions to the corresponding
time-dependent Schrödinger equation i~ψ̇(t) = Ĥ(t)ψ(t) of the form
ψα(t) = e
−iεαt/~φα(t), (1.66)
where φα(t) are the periodic Floquet modes with period T = 2π/ω, and εα are the
quasienergy levels. The quasienergy levels are constants in time, but only uniquely
defined up to multiples of ~ω. Any solution of the Schrödinger equation with the
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where the coefficients cα are determined by the initial wavefunction Ψ(0) =
∑
α cαψα(0).
In the case of the Hamiltonian given by Eq. (1.62) the Floquet modes and quasienergies
can be found analytically and they read












where χk(r) = S−1/2 exp(ikr), here S is the normalization area, k = (k cos θ, k sin θ)
in polar coordinates, and the the corresponding quasienrgies read





where εk = ~2k2/(2m) is the spectrum of the bare 2DEG. We see that the dressing
field does not modify the shape of the spectrum in this case, however, as we will
see later, for many other systems this is not the case. It should be stressed that the
averaged over the field period T = 2π/ω mechanical momentum of the dressed electron





〈ψk(r, t) |(p̂− qA(t))|ψk(r, t)〉 dt = ~k ≡ p, (1.70)
where ψk(r, t) = e−iεαt/~φα(r, t) is the corresponding wave function of the dressed
electron state, satisfying the Floquet theorem.
The problem of a driven non-interacting 2DEG with a parabolic dispersion, discussed
in this section had an exact analytical solution, however, it is quite rare that a period-
ically driven quantum system admits an analytical solution. In the next subsection,
we will discuss in detail the Floquet-Magnus approach, allowing one to approximately
account for the dressing field in the high-frequency regime. In the current thesis, this
approach will be used, in particular, in order to construct the effective Hamiltonian
for dressed ring-shaped nanostructures (quantum rings) with spin-orbit coupling.
1.2.6 Floquet engineering and Magnus expansion
One of the possible ways to achieve the regime of strong light-matter coupling is
to apply a high-frequency laser field to a sample. This approach is called Floquet
engineering. It turns out, that under certain conditions the behavior of a periodically
driven system can be governed by a static effective Hamiltonian, which resembles the
initial Hamiltonian of the system (without driving) but with renormalized parameters
(such as the bandgap width or the shape of the spectrum) plus extra terms that
vanish in the absence of driving. An effective static Floquet Hamiltonian may have
band gaps, initially absent in the original, non-driven Hamiltonian, and these gaps may
host topologically protected edge states, as will be discussed in the next subsections.
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Floquet engineering poses a question of avoiding heating, caused by the drive. It is
well understood how this works in non-interacting Floquet systems with single-particle
energy eigenstates that lay in some finite bandwidth defined by the local couplings in
the system J . Many-body states are constructed by populating these single-particle
states. For such systems, if one drives at a frequency much larger than the single-
particle bandwidth, ω  J , then the drive is inefficient at exciting the single-particle
states, which limits the energy absorption. Formally, we will demonstrate below that
there exists a Floquet-Magnus expansion in powers of ω−1 which converges and can
be used to construct a local, non-interacting effective Hamiltonian. By contrast, the
Floquet-Magnus expansion obviously breaks down in a generic, interacting many-body
when the system size is taken to infinity. However, the truncated expansion manages
to capture the behavior of the many-body system at intermediate times (the so-called
prethermal regime), but at late times this description breaks down and the system
inevitably heats up.
Here we present the Floquet-Magnus method for systems under the influence of peri-
odic drive, which will be applied in the current thesis to achieve the regime of strong
coupling between carriers in two-dimensional materials and a high-frequency electro-
magnetic field. In such systems, the interaction of light and matter leads to the
renormalization of the carrier spectrum, which in its turn leads to a substantial mod-
ification of various features of the system. If the frequency of the field is greater than
the energy scales of the two-dimensional system, the behavior can be described by
a quasistationary Hamiltonian different from the original one. The Floquet-Magnus
method allows approximately calculate the quasistationary Hamiltonians. A detailed
overview of this method is presented in [48], and this section summarizes the main
provisions of this method.
Let the system under the action of periodic excitation be described by the Hamiltonian
Ĥ(t), In this case, we can split the full Hamiltonian into two parts Ĥ(t) = Ĥ0 +
V̂ (t), where Ĥ0 is the Hamiltonian of the unperturbed system (time-independent),
and V̂ (t) = V̂ (t + T ), where T = 2π/ω is the period of driving. Let ψ(t) be the
total wave function of the system satisfying the Schrödinegr equation. According
to the Floquet theorem, there exist solutions to the corresponding time-dependent
Schrödinger equation (with the Hamiltonian Ĥ(t)) of the form
ψα(t) = e
−iεαt/~φα(t), (1.71)
where φα(t) are the periodic Floquet modes with period T = 2π/ω, and εα are the
quasienergy levels. The quasienergy levels are constants in time, but only uniquely
defined up to multiples of ~ω. Any solution of the Schrödinger equation with the
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We introduce the functions ψ̃α(t):
ψ̃α(t) = Û(t)ψα(t) = e
iK̂(t)ψα(t), (1.73)
where U(t) and K̂(t) are unknown unitary and Hermitian operators, respectively.










If we now require that Heff be time-independent, this will give an equation for K̂(t).
This equation is usually not solved exactly, but one can obtain an approximate solution




























eiK̂(t)Ĥ(t)e−iK̂(t) = Ĥ + i[K̂, Ĥ]− 12! [K̂, [K̂, Ĥ]] . . .
(1.76)
then the original equation can be split into a system of equations of a certain order
in ω−1. For the n-th order equation, the term Kn+1 will be expressed in terms of
H0, . . . ,Hn and K1, . . . ,Kn. Having required that for any n one has Hn = const(t),
one can calculate sequentially Hn and Kn in any order of ω−1. In particular, if the
Hamiltonian can be represented in the form (driving at a specific frequency)
Ĥ = Ĥ0 + V̂ e
iωt + V̂ †e−iωt, (1.77)
then the effective Hamiltonian in such a system in the first orders in the inverse
frequency is written as















†]]+ 14~4ω4 ([[[V,H0] , H0] , [V †, H0]]+ h.c. )+ . . . (1.78)
and the corresponding gauge transformation K̂(t) is
K̂(t) = 1i~ω
(










[[V,H0] , H0] e
iωt − h.c.
)
+ . . .
(1.79)
If it is possible to find the exact transformation K̂(t), leading to a to the stationary









The functions φα(t) = e−iK̂(t)ψ̃α(0) are time-periodic with a period T = 2π/ω. Thus,
the solution found by the Floquet-Magnus method in an obvious way satisfies the
Floquet theorem, and the eigenenergies of the quasistationary Hamiltonian correspond
to the quasienergies in the Floquet problem.
Rewriting our results in the language suitable for many-body physics, a state in closed
periodically driven systems will evolve as |Ψ(t)〉 =
∑
α cαe
−iεαt |Φα(t)〉 , where cα =
〈Φα (t0) | ψ0〉 and |ψ0〉 is the initial state at time t0 = 0. {|Φα(t)〉} are the Floquet
modes (states) with quasi-energy εα. At stroboscopic time (t = mT ), the presented
solution |Ψ(t)〉 has exactly the same form as the evolution of static systems with
{εα} playing the role of the energy spectrum and {|Φα (t0)〉} playing the role of the
eigenstates.
In a generic closed nonintegrable many-body system, for realistic initial states (for
example, product states), that can be experimentally prepared without the need
for exponentially long (with the system size) time for preparation, thermalization
is expected to occur after sufficiently-long time. This means that thermalization is
also expected to occur in periodically-driven systems because 〈Ψ(t)|Ô|Ψ(t)〉|t→∞ ≈∑
α e
−βεα〈Φα (t0) |Ô|Φα (t0)〉 should hold for a local observable Ô for some value of
inverse temperature β = 1/(kBT ) at stroboscopic time steps. However, there is a
hidden problem here since εα was defined modulo ~ω, and such ambiguity should not
manifest itself in physical quantities. The resolution of this apparent paradox is given
in Ref. [52], where it was shown that 〈Φα (t0) |Ô|Φα (t0)〉 is almost independent of α.
This implies, that 〈Φα (t0) |Ô|Φα (t0)〉 can be factored out, which is the same as say-
ing that kBT = ∞, i.e. generic closed nonintegrable periodically driven many-body
systems will thermalize to a state with infinite temperature.
Nevertheless, if the driving is chosen appropriately, heating will occur at very late
times, so that the system is described by a single-particle dominated regime at short
times and by a nontrivial metastable state at the intermediate time scale – a Floquet
prethermal regime [56]. The slow heating processes come from higher-order terms in
the Floquet-Magnus expansion, which do not affect the metastable state (an eigenstate
of the truncated effective Hamiltonian). However, a lot of aspects of the driven many-
body system are not yet fully understood.
1.2.7 Topological insulators and Kubo formula
When one applies an intense high-frequency laser field to a 2D (semiconductor) sys-
tem, then in the regime of strong-light matter coupling the effective Hamiltonian of
the system may acquire bandgaps that were initially absent in the spectrum of the
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non-perturbed Hamiltonian. Under certain circumstances that are considered in the
present thesis, these bandgaps may host topologically protected edge states – i.e. the
modes localized at the edges of the sample and resilient to sufficiently weak pertur-
bations such as impurities or imperfections close to the edges. In this subsection, we
address the transport properties and briefly introduce the theory of topologically pro-
tected edge states. Such states are of great interest since they are responsible for the
family of quantum Hall effects.
In this subsection, we closely follow the lecture notes on Quantum Hall Effect by
David Tong [49]. We start with considering a particle moving on a rectangular lattice
(a tight-binding model). The lattice period in the x -direction is a; the lattice period
in the the y -direction is b. The energy spectrum of this system form energy bands.
Within each band, states are labeled by quasimomentum which belong to the first












The Brillouin zone is actually a torus T2 rather than a square since the states at the




where uk(x) is periodic on a unit cell so that uk(x + e) = uk(x) with either
e = (a, 0) or e = (0, b)
The systems we consider are generic and must satisfy a few simple criteria.
First, we will assume that the single-particle spectrum forms energy bands, and the
corresponding Brillouin represents a torus T2. Under certain assumptions the derived
formulas are valid in the presence of a magnetic field (in this case a magnetic Brillouin
zone appears), however, the Bloch theorem must be altered in this case.
Second, we will assume that the electrons are non-interacting and the many-body
states are produced by filling the single-particle spectrum accounting for the Pauli
exclusion principle.
Finally, we will assume that the system is an insulator, i.e. there is a gap between
bands and that the Fermi energy EF lies in the gap.
It turns out that if these three criteria above are obeyed, one can assign an integer
number (topological invariant) C ∈ Z to each band. The origin of topology is in a
winding of the phase of the eigenstates as we move around the torus (Brillouin zone







When one changes the phase of the states |uk〉, it corresponds to gauge transformation















The above mentioned topological invariant – the so-called first Chern number (or the
TKNN invariant) is constructing by integrating F over the Brillouin zone T2





This number is always an integer. As we will see below, the Chern number is related








Let’s now prove this result. Our starting point is the Kubo formula for the Hall
conductivity at zero temperature of a non-interacting system, which can be derived in



















where the index α labels the filled bands and β labels the unfilled bands.
To proceed, we need to define the current operator Ĵ. For a single electron in the
presence of an electromagnetic field the current carried by the particle is Ĵ = −e ˙̂x =
−e(p̂ + eA)/m. Here we will employ a more general definition, based on the Bloch
theorem




|uk〉 = Ek|uk〉 (1.89)
⇒ ˆ̃H(k)|uk〉 = Ek|uk〉 with ˆ̃H(k) = e−ik·xĤeik·x (1.90)
Then we define the current operator in terms of the Bloch Hamiltonian





It is straightforward to check that the new definition coincides with the old one. For
a free particle Ĥ = (p̂ + eA)2/(2m), which yields ˆ̃H = (p̂ + ~k + eA)2/(2m) and the
current operator of a single particle is Ĵ = −e ˙̂x.
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= (Eβ(k)− Eα(k)) 〈uαk | ∂iu
β
k〉 (1.94)
= − (Eβ(k)− Eα(k)) 〈∂iuαk | u
β
k〉 (1.95)











































〈∂yuαk | ∂xuαk〉 − 〈∂xuαk | ∂yuαk〉. (1.97)







which completes the proof.
The Chern number C can’t change continuously thus the TKNN formula states that
the Hall conductivity is a topological invariant. This means that if we perturb the
system in some way then, as long as the topological bandgap is opened, the Hall
conductivity can’t change.
1.2.8 Light-induced quantum anomalous Hall effect and
light-induced (synthetic) Berry curvature
In this section we introduce the theory, describing the photovoltaic anomalous Hall
effect [53, 54]. This effect was confirmed experimentally in 2020 [55]. Before proceeding
with the photovoltaic (quantum) anomalous Hall effect, we briefly remind the key ideas
behind the ordinary Hall effect (OHE), the spin Hall effect (SHE), and the (quantum)
anomalous Hall effect (AHE/QAHE). In this subsection, we focus on 2D systems.
The ordinary Hall effect manifests itself in the production of a voltage (the Hall volt-
age) across a conductor, transverse to an applied magnetic field perpendicular to
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the current, flowing through the conductor with an applied electric field. At fields
magnetic fields the classical description of the OHE yields the same results as the
quantum description, however, at large magnetic fields the quantum description yields
quantization of the Hall resistivity as seen in Fig. 1.5(a). This is the manifestation
of the quantum Hall effect (QHE), which arises from the quantization of the motion
of charged carriers in a magnetic field (Landau levels). The plateaux in the QHE
owe their existence to the localization, associated with a drift motion of carriers along
contours of constant disorder [49].
Now let us imagine that there is no external magnetic field, and we applied an electric
field in, say, x-direction, and for some reasons (will be discussed below), carriers with
opposite spins deflect in opposite directions towards the edges in addition to moving
along the electric field. If the amount of carriers with opposite spins is the same,
then one would have an accumulation of the opposite spins at the opposite edges of
the sample in the y-direction. This is the spin Hall effect (SHE). If the sample is a
ferromagnetic conductor with a non-zero magnetization, then there is spin imbalance
at the Fermi level, and thus, if the same mechanism, that causes SHE, applies, then
one would have a voltage drop in the y-direction in addition to spin separation. This
is the anomalous Hall effect (AHE). The presence of a non-zero magnetization lifts the
spin degeneracy and shifts the spin-up and spin-down density-of-state profiles, which
results in spin imbalance at the Fermi level. We note that in the presence of spin-orbit
coupling, the density of states (DOS) of a system changes, and thus, for example, the
DOS of a 2D material with a parabolic dispersion is no longer equal to a constant in
this case.
There are three main mechanisms responsible for spin separation: 1) intrinsic deflec-
tion, 2) skew scattering and 3) side jump. The later two mechanisms are related to
scattering on impurities, whereas the first one (intrinsic) is due to the momentum-
space Berry curvature of a perfect crystal, which typically stems from the presence of
spin-orbit coupling. The skew scattering contribution is the asymmetric scattering on
impurities which also stems from the spin-orbit coupling. In the modern approach to
the anomalous Hall effect, the side-jump contribution defined as the difference between
the full Hall conductivity and the two previously considered contributions (intrinsic
and skew scattering). As will be discussed below, the intrinsic contribution to the Hall
conductivity is quantized due to the topological properties of the Berry curvature, as
shown in Fig. 1.5(b). Thus, if one has a perfect crystal without impurities with a non-
zero intrinsic contribution to the Hall conductivity, the AHE turns into the quantum
anomalous Hall effect (QAHE).
We have outlined the mechanism behind the (Q)AHE, starting from SHE. The key
ingredients were spin and spin-orbit coupling. However, in condensed matter physics,
one may have effective Hamiltonians with pseudospin degrees of freedom, that have
nothing to do with spin but nevertheless act like spin. For example, the effective two-
band description of graphene contains a pseudospin degree of freedom, which comes
from the fact that an elementary cell of the lattice has a basis of two atoms (that
38
1.2 Strong coupling between classical light and quantum matter
Figure 1.5: Dependence of the transverse resistance ρxy and the longitudinal resistance
ρxx on the magnetic field strength for the (a) QHE and (b) QAHE. Note the presence
of a hysteresis loop in the QAHE.
is why it has two bands). As a consequence, the effective Hamiltonian of graphene
contains a spin-orbit-like coupling term and thus one may study the AHE physics. The
aforementioned imbalance between opposite pseudospins may be reached by varying
the position of the Fermi level.
Now we switch to the photovoltaic AHE, closely following the original paper [53]. We
start with deriving the Kubo formula for electric transport for strongly AC-driven
systems. We add the periodic AC electric field Aac(t + T ) = Aac(t) via the minimal
coupling scheme, with Ω = 2π/T being the frequency. Besides, we add a weak DC
electric field with the corresponding vector gauge potential A(t) = Et to study the lin-
ear response. Thus, we have a time-dependent Hamiltonian Ĥ (~k + eAac(t) + eA(t)),
which we use to construct the Floquet operator
Ĥ (k,Aac(t),A(t)) = Ĥ (~k + eAac(t) + eA(t))− i~∂t, (1.99)
which allows us to rewrite the time-dependent Schrödinger as
Ĥ (k,Aac(t),A(t)) |Ψ(k; t)〉 = 0. (1.100)
Employing the adiabatic approximation for the infinitesimally small DC field A(t),
assuming that A(t) is an infinitesimally slow function of time, one may introduce the
Floquet states, satisfying the Floquet equation
Ĥ (k,Aac(t),A) |Φα(k;A, t)〉 = εα(k;A) |Φα(k;A, t)〉 (1.101)
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with a periodicity |Φα(k;A, t+ T )〉 = |Φα(k;A, t)〉 , where εα(k;A) are the Floquet
quasi-energies, which are represented here as a sum of the dynamical phase and the
Aharonov-Anandan phase (see Eq. (1.110) below). A solution of the time-dependent
Schrödinger equation for a fixed A can be found as |Ψα(t)〉 = e−iεαt/~ |Φα(t)〉. If an
inner product is defined as averaging over a period T :




dt〈α(t) | β(t)〉, (1.102)
then the Floquet states form an orthonormal basis, i.e., 〈〈Φα(k;A) | Φβ(k;A)〉〉 =
δαβ . This orthonormal basis can be used to express a solution to the time-dependent
Schrödinger as



























Since the current operator is defined as Ĵ = −∂Ĥ(~k + eAac(t) + eA)/∂A, the Kubo
formula for the DC conductivity in an intense AC field reads









εβ(k)− εα(k) + iη
(1.105)
where fα(k) is the distribution function of the α-th Floquet state. The distribution
function is non-equilibrium in general if, say, leads attached to a finite system. The










fα(k) [∇k ×Aα(k)]z (1.106)
where the light-induced Berry connection (or the light-induced Berry gauge potential)
is givne by Aα(k) ≡ −i 〈〈Φα(k) |∇k|Φα(k)〉〉. Let us redefine the Floquet index such
that now it includes the band index too: α = (i,m), here i labels the bands, and m
is the original Floquet index. We note, that Aα(k) is independent of m in contrary
to the distribution function fα(k), which depends on both indices. In equilibrium,
f(i,m)(k) = δm0fFD (Ei(k)), where Ei(k) is the state with momentum k from the i-th
energy band, and fFD is the Fermi-Dirac distribution.
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Let us apply this theory to a specific material, namely, graphene, which is described
by the two-band 2D Dirac Hamiltonian
Ĥ(t) = τzv [~kx + eAxac(t)]σx + v [~ky + eAyac(t)]σy, (1.107)
where τz = ±1 is the valley index, marking K and K ′ points in reciprocal space, v  c
is the Fermi velocity, and σi are the Pauli matrices (they represent the fact that an
elementary cell of the lattice has a basis of two atoms, and they have nothing to do
with spin, as discussed above). We focus on the case when the driving field is polarized











Figure 1.6: Quasi-energy spectrum of graphene, irradiated by circularly polarized light
of frequency Ω (adopted form [53]). The dashed green lines show the spectrum of the
unperturbed system (two Dirac bands). The sample is finite and periodic boundary
conditions are imposed.
The AC field opens gaps ω = n × Ω/2, where n ∈ Z in the quasi-energy bands as
shown in Fig. 1.6. The gap at ω = ±Ω/2 is the largest, and it also opens in the case
of linearly polarized light. What is more important, there is another gap opening at
k = 0 which appears only in the case of circularly polarized light. To see this, we note
that the time-dependent Schrödinger equation can be solved analytically at k = 0,
and its solution reads










where the quasi-energies εα = ε̃i +m~Ω with ε̃1 = (
√
4(evE0/Ω)2 + (~Ω)2 + ~Ω)/2,
ε̃2 = (−
√
4(evE0/Ω)2 + (~Ω)2 + ~Ω)/2 The α = (1,−1), (2, 0) bands are direct
analogs of the original Dirac bands, with the light-induced gap ∆ = 2ε(1,−1) =√
4(evE0/Ω)2 + (~Ω)2 − ~Ω between them. The quasi-energies are sums of the dy-
namical phase and the Aharonov-Anandan phase
εα = 〈〈Φα|Ĥ(t)|Φα〉〉+ ~γAAα /T, (1.109)
where the Aharonov-Anandan phase is given by
γAAα ≡ T 〈〈Φα |i∂t|Φα〉〉 = ±π
{[
4(evE0/~Ω2)2 + 1
]−1/2 − 1} , (1.110)
here ± refers to α = (1,−1), (2, 0), and i = 1, 2 corresponds to the lower/upper Dirac
bands, respectively. In the adiabatic limit (Ω → 0 with a fixed E0/Ω) the Aharonov-
Anandan phase approaches ∓π.
Thus, the irradiation opens a topological gap in the Dirac spectrum which leads to
the (quantum) anomalous Hall effect. It manifests itself through the appearance of a
photovoltaic DC Hall voltage in graphene under circularly polarized illumination.
1.3 Optical microcavities
In the previous section, we discussed how to achieve the regime of strong light-matter
due to interaction between a laser field and low-dimensional nanostructures. Another
possible way to achieve the desired regime is to place a nano-structure in an optical
resonator, where light is trapped, for example, between two mirrors. Here we discuss
different realization of optical resonators (microcavities). The results, presented in
this section, are relevant for Chapters 3, 4, and 7 of the current thesis.
1.3.1 Distributed Bragg reflectors
The simplest possible approach to trap light is to consider a metal-coated dielectric
spacer as shown in Fig. 1.7. The standing eigenmodes of such a resonator can be
found by superimposing a wave moving in the positive direction of the z-axis and





where r is the reflection coefficient. To find the reflection coefficient in the metal
and the appropriate boundary conditions, we need to recall that the current density
and the electrical displacement in conducting media are related to the electric field
oscillating at a certain frequency Eω ∝ e−iωt by
jfω = σ(ω)Eω, (1.111)
Dω = εL(ω)Eω, (1.112)
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Figure 1.7: Fabry–Perot modes of a resonator, consisting of two parallel perfect metal
plates.
where εL(ω) is the dielectric constant of the lattice (it does not include the conduction
electrons), and σ(ω) is the metal conductivity. Here we assumed for simplicity that
the medium (metal) is isotropic. Plugging this into the Maxwell equation
∇×H = ∂D
∂t

















from where it follows that the conduction band electrons can be accounted for by
introducing the following complex dielectric function,




In the simplest case, the conductivity σ(ω) can be found from the Drude model,
where it is assumed that the conduction electrons are non-relativistic non-interacting
particles that move in the presence of an external electric E field and collide with the
lattice ions. In the case, Newton’s law of motion reads ṗ = −eE − p/τ , where τ is
mean free time between electron-impurity and/or electron-phonon collisions, and m
is the effective electron mass. Defining the current density as j = −enp/m with ne
being the conduction band electron concentration, one immediately gets the following
expression for the conductivity σ(ω) = σ0/(1− iωτ), where σ0 = ne2τ/m. Therefore,













At low frequencies ωτ  1, the dielectric function is inversely proportional to ω and
is purely imaginary, ε(ω) ≈ iσ0/ω. At high frequencies ωτ  1, one has ε(ω) ≈
εL(1− ω2p/ω2), where ω2p = e2n/(mεL) is the plasma frequency and we neglected the
dependence of ε on ω. Knowing the dielectric function one immediately obtains the
complex refractive index n =
√
ε(ω)/ε0. Finally, from the Fresnel equation one gets





The measurable quantities are the reflectivity R = |r|2 and the absorption coefficient
α = 2ω Im(n)/c which relates to the skin depth (the distance of penetration of the
optical beam into the medium) as δ = 2/α. At high frequencies (relevant for optics)
that are less than the plasma frequency ω < ωp the dielectric function is purely
imaginary and thus for this frequency range the reflectivity of metals R = 1. For
the frequencies of light that exceed the plasma frequency ω > ωp the absorption
coefficient vanishes (α = 0) while the reflectivity drops sharply to zero followed by
growth, and the metallic medium acts as a transparent dielectric. Typically, the plasma
frequency belongs to the high visible or ultraviolet range. For the optical frequency
range (ωτ  1 and ω < ωp) the light penetration depth is small (the absorption
coefficient α = 2ω Im(n)/c is large) at normal incidence, while the real part of the
complex refractive index is zero which yields the reflection coefficient r ≈ −1.
Now we switch back to calculating the eigenmodes of the resonator, described above.
Neglecting the skin depth allows one to impose the boundary condition that the value
of the parallel component of the electric field must vanish on the metallic plates, i.e.
E||(z = 0) = E||(z = d) = 0. It is clear that this boundary condition immediately
implies r = −1, showing consistency. Plugging the above mentioned ansatz for the









, j = 1, 2, 3 . . . (1.118)
These eigenmodes exhibit themselves as dips (peaks) when measuring the reflectance
(transmittance) of the resonator.
However, if we want to work the optical region of the spectrum, the metallic resonators
described above have a very small Q-value, not exceeding a few hundred (see Fig. 1.8).
Another way of trapping the light is to use distributed Bragg reflectors (DBR’s).
A DBR is a periodic structure composed of two types of dielectric layers: A with
refraction index na and width da = λc/(4na), and Ĉ with refraction index nb and
width db = λc/(4nb), alternating throughout one dimension as schematically shown
in Fig. 1.9 (a). For normally incident light with a wavelength in the vicinity of λc
the structure’s reflectivity is close to unity. It is the positive interference of waves,
reflected from all interfaces between the layers, that is responsible for such a good
reflectivity. The use of DBRs is ubiquitous in mesoscopic scale devices operating with
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Figure 1.8: Reflection and transmission (experiment and theory) of a planar micro-
cavity consisting of a gold-coated 590 nm glass spacer, taken from [19].
light. The microresonators based on DBRs are relatively easy to fabricate and are
characterized by a very large Q-factor in the optical region of the spectrum.
To calculate the properties of DBRs we employ the transfer matrix approach. Let us
consider a plane wave propagating along the structure growth direction z. The electric




where ω and λ = 2π/k are the wave frequency and length in a vacuum. The electric
field is represented as a sum of the wave propagating along the growth direction z with
the envelope amplitude E→ and the wave propagating opposite to the z-axis with the








To relate the amplitudes on the opposite ends of a corresponding layer (A or B),
we introduce 2 by 2 matrices Ta and Tb. These objects Ta(b) are called transfer
matrices and they relate the vectors At and Ab on the opposite ends of a layer,
so that Ab = Ta(b)At.
For an incident plane wave with the wave vector k = 2π/λ each individual layer’s
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Figure 1.9: (a) A sketch of the DBR (b) Dependence of the reflectivity (abs. val.
squared) on the wavelength for a DBR consisting of 10 periods of layers with refrac-
tion indices na = 1 and nb = 2.
transfer matrix is constructed by noting that the wave acquires the phase ϕa(b) =












The transfer matrices for the interfaces (AB and BA) between the two media are


















It is clear, that the transfer matrix of one structure period (AB) is T = TaTabTbTba.
If we focus on a semi-infinite structure the reflectivity is obtained by calculating the
eigenvectors of the period transfer matrix. Since eigenvectors are defined up to nor-
malization, one can always recast the corresponding eigenvector to the following form
(1, r), such that its upper element is unity, which matches the case of an incident
plane wave with unit amplitude. Then the lower element would correspond to the re-
flectivity. After performing this simple calculation for the perfectly tuned wavelength
λ = λc, one gets r = 1 (perfect reflection). If the light frequency is slightly detuned















2 (na − nb)
. (1.126)
Here n0 is the refractive index of the medium outside of the DBR. For finite DBRs
the structure’s transfer matrix is Tfull = TN , where N is the number of periods (for
example, if N = 2 we have ABAB). Knowing the full transfer matrix Tfull, the (com-
plex) reflectivity coefficient is extracted as r = −Tfull21/Tfull22. We performed this
procedure for na = 1, nb = 2 and the result for the reflectivity R = |r|2 as a function
of the incident wavelength is shown in Fig. 1.9 (b). If we considered an infinite struc-
ture, it would be characterized by allowed and forbidden (stop) bands analogously to
the case of a quantum particle in a periodic potential. If we take an infinite DBR
structure and introduce a defect layer, then it is possible for the light to be localized
in the vicinity of the defect layer. Such excitation would lay within the stopband.
1.3.2 Cavity-embedded quantum wells
For the finite system, sketched in Fig. 1.10, where one has two DBR mirrors of finite
width surrounding a "defect" (a semiconductor layer that differs from A and B) the
light cannot be trapped in such a resonator for an infinitely long time even if we
completely neglect absorption in the material. The reason for this is that light can
leave the cavity through its boundaries. Thus, the cavity optical mode has a linewidth
Γ , defined as the frequency width at half maximum (FWHM). The inverse quantity
Γ−1 has the meaning of the cavity photon lifetime. Clearly, accounting for absorption
diminishes the lifetime.
To characterize the quality of trapping the light in the presence of losses, the quality
factor of a cavity Q is introduced. It describes the average number of oscillations made











If the cavity hosts more than one modes, then to ensure that the spectral lines of the
cavity are well-resolved one has to provide that the condition F  1 is fulfilled. In
this case, if we are tuned to a specific mode, the microcavity can be effectively treated
as a single-mode resonator. This can be provided by diminishing the size of cavities,
whereas the achievement of a high Q-factor is more challenging.
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Figure 1.10: A planar microcavity: a quantum well sandwiched between two DBRs.
We note, that the electromagnetic field can propagate freely in the plane of the well
while being confined in the growth direction. This circumstance allows one to introduce
an effective mass of photons in such structures by means of the following procedure.
We focus on a single cavity mode and neglect losses for a moment than its dispersion

























is the effective refractive index, with E(z) being the amplitude of the mode’s electric
field. The first term in Eq. (1.130) is nothing but the cavity mode frequency (energy),
while the second term describes the in-plane propagation of waveguide modes.
The abovementioned set-ups based on DBR microcavities are of vast interest for theo-
retical studies since they allow for achieving the regime of strong-light matter coupling
which is one of the central aspects of cavity quantum electrodynamics (CQED).
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As for the practical applications of optical microcavities, it is worth mentioning a
Vertical Cavity Surface Emitting Laser (VCSEL), which is a type of semiconductor
laser diode. Contrary to conventional edge-emitting semiconductor lasers, a VCSEL
emits a light beam perpendicular from the top surface. A VCSEL is now a commer-
cialized product and is used for making computer mouses, fiber optic communications,
laser printers, Face ID, and smartglasses. VCSELs typically operate in the weak cou-
pling regime, where the decay rates of the light and matter components overcome the
light-matter coupling strength.
1.4 Excitons
In the previous section, we discussed how to trap light in a microcavity in order to
couple the trapped photons to the matter excitation of a nano-structure, placed in
the microcavity. In this section, we will discuss the special type of matter excitations
(excitons). The results, presented in this section, are relevant for Chapters 3, 4, 6,
and 7 of the current thesis.
1.4.1 Bulk excitons
An exciton is a composite bosonic quasi-particle, that consists of a conduction band
electron and a valence band hole. It may be understood as an excitation quantum
over the ground state semiconductor (or insulator) electron subsystem. The two
types of excitons are distinguished, depending on their characteristic size: Frenkel
and Wannier-Mott excitons. The first ones correspond to the situation where the
average electron-hole distance is of the order of the lattice constant. The second one
corresponds to the opposite limit, where the distance between the electron and the hole
greatly exceeds the size of a unit cell. In the present thesis, we deal with Wannier-Mott
excitons, whereas Frenkel excitons are mostly relevant to organic molecular crystals.
In the effective mass approximation, a Wannier-Mott exciton in a bulk crystal can
be described as a two-body bound state with the Coulombic attraction between the
electron and the hole, and therefore the Hamiltonian of the exciton is analogous to
that of the Hydrogen atom










where the first two terms describe the kinetic energies of the conduction band electron
with the effective mass mc and the valence band hole with the effective mass mv, and
ε is the effective dielectric permittivity of the crystal (this description only applicable
on the scales larger than the lattice constant).
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Figure 1.11: The bandstructure of a typical direct-gap semiconductor with a Zincblende
crystal lattice.
An important role in the current thesis is played by GaAs-based materials. They have
the Zincblende structure, which is characterized by a direct energy gap in the Γ -point
of the Brillouin zone. Valence band energy dispersion splits into the heavy hole and
light hole branches, see Fig. 1.11.
When one shines on a semiconductor sample with the appropriate frequency, the sam-
ple absorbs light. If we neglect excitons for a moment then the process goes as follows:
the photons cause the transitions of electrons from the valence band to the conduc-
tion band (dashed blue line in Fig. 1.12) and the absorption is proportional to the
density of electronic states in the conduction band and no absorption occurs unless
the frequency of the light is greater or equal than the bandgap with since there are
no states within the bandgap for the electrons to transfer to. If one takes the excitons
into account, they manifest themselves as peaks below the single-particle continuum
since their energy levels are located in the bandgap (red line Fig. 1.12).
50
1.4 Excitons
Figure 1.12: Absorption spectrum of a direct-gap bulk semiconductor as a function of
frequency (photon energy). The peaks correspond to the excitonic states that are
located in the bandgap.
1.4.2 2D excitons
In confined Zincblende systems, such as quantum wells or wires, the size quantiza-
tion effects remove the degeneracy between the heavy and light holes at the Γ -point.
That leads to the fact, that the heavy hole exciton is the lowest energy state of an
electron-hole pair. Since the electron’s spin projection is ±1/2 and the heavy holes
total momentum projection is ±3/2, then the spin structure of the exciton consists of
four possible total momentum projections −2, −1, +1 and +2. The optically active
(i.e. may decay with photon emission) bright states are those with total momentum
projections ±1, whereas states with ±2 are called dark, see Fig. 1.13. The frequency
of the emitted photon is defined by the exciton transition energy, Eg +Ee +Eh−EB ,
where EB is the exciton binding energy, Ee(h) is the electron (hole) energy originating
from size quantization, and Eg is the bulk bandgap width.
Below we give a mathematical description of two-dimensional excitons, which starts














+ U(ze) + U(zh), (1.132)
where the first two terms correspond to the kinetic energies of the electron and the
hole, the third term describes the Coulomb interaction, and the last two terms stand
for the confinement potential in the z-direction that restricts the motion of the electron
and the hole. In the limit of narrow quantum well the motions of the electron and
the hole the problem can be projected on the lowest size quantization subband and



















Figure 1.13: Light with certain polarization can induce an interband optical transition
between the energy-split hole subbands and the electron band, depending on the in-
dicated projection of the total angular momentum on the chosen axis (usually the
growth axis). For example, when a circularly polarized light (photon) causes the
transition from the heavy-hole branch with Jz = −3/2 to the conduction band with
Jz = −1/2, the z-projection of the total angular momentum of the system becomes
equal to −(−3/2) + (−1/2) = +1. One may understand it as either considering the
state of a hole as the time-reversal state of the corresponding electron state or by
noting that when one deletes an electron with some value of Jz from the system,
the total Jz of the system changes by the value of −Jz. Interband optical transition
matrix elements are proportional to Jz, thus the hh to CB optical transition is 3
times stronger than the lh to CB transition.
center-of-mass and relative coordinates r = re − rh, R = (mere +mhrh)/(me +mh),








which is nothing but the 2D analog of the Schrödinger equation for the hydrogen
atom in the medium, having dielectric permittivity ε. By µ we denoted the reduced
mass µ = memh/(me +mh). The eigenfunctions and eingenvalues of this system can












where a2D = 4πε0ε~2/(2µe2) is the two-dimensional Bohr radius (2 times smaller
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compared to 3D) and n = 1, 2, 3, . . .. The above-described formalism is physically
correct only in the case of low concentrations of excited electron-hole pairs, which
should be below the critical value, called the Mott density. Thus the validity of the
application of exciton formalism is the condition
nexca
2
2D  1, (1.135)
where nexc denotes the exciton concentration.
When an exciton gas is formed, its properties strongly depend on the interactions
between the excitons. There are four possible processes, contributing to the exciton-
exciton-interaction [154]: direct Coulomb interaction between electrons and holes, ex-
change of electrons (holes) between excitons, and simultaneous exchange of the electron
and the hole. The interaction between excitons is short-range. It was shown that the
contribution to the interaction coming from electron and hole exchange significantly
outweighs the direct interaction between excitons. The main contribution governed







where A is the normalization area that is not present in any observables. In the current
thesis, we will apply this formalism to study exciton-exciton interactions for both
the ground and excited states in transition-metal dichalcogenide monolayers (TMD),
where excitonic properties are especially well pronounced even at room temperature.
1.5 Strong light-matter coupling in microcavities
In the section, we discuss different aspects of the coupling between the microcavity
photons (quanta of an electromagnetic field) and the matter excitations (excitons) of
low-dimensional nanostructures, embedded in microcavities. The results, presented in
this section, are relevant for Chapters 3, 4, 6, and 7 of the current thesis.
1.5.1 Quantization of an electromagnetic field
We start our discussion with the quantization of an electromagnetic field since for our
future considerations the quantum nature of an electromagnetic field will be crucial.
We choose the Coulomb gauge (non-relativistic), for which ∇ · A = 0, makes A
transverse. The Fourier expansion of the vector potential in a finite box of volume


















where ā stands for the complex conjugate of a. The wave vector k shows the propa-
gation direction of the corresponding polarized monochromatic wave (a Fourier com-




with ω the frequency of the mode. In this summation k runs over quarter-space.
Two e(µ) polarization vectors are unit vectors for left and right hand circular polarized
(LCP and RCP) electromagnetic waves and they are perpendicular to k:
e(±1) ≡ ∓1√
2
(ex ± iey) with ex · k = ey · k = 0 (1.139)
From the field equations of B and E in terms of A above, electric and magnetic fields
read









ik·r − e(µ)(k)ā(µ)k (t)e−ik·r
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= δk,k′δµ,µ′ . The square brackets indicate a commutator.





































1.5 Strong light-matter coupling in microcavities
1.5.2 Cavity exciton-polaritons
In the previous sections, we discussed how to trap matter excitation and how to trap
light. In this subsection, we will discuss the interaction between the microcavity mode
and the excitons in the quantum well. It turns out that if one has two sufficiently nar-
row interacting modes then the regime of strong coupling may appear under conditions
discussed below. Thus, the excitons and the microcavity mode, are good candidates
for achieving the regime of strong light-matter coupling contrary to the electron-hole
continuum.
Early theoretical predictions of the strong exciton-photon coupling regime were done in
the mid-fifties [14–16], however experimentally this was implemented several decades
later – in 1992 in a 2D semiconductor nanostructure, consisting of two DBRs and
quantum wells sandwiched between the mirrors [17].
The two-dimensional excitons interact with trapped cavity photons. By adjusting the
parameters of the system one can tune the cavity mode to be in resonance with the
excitonic transition energy. By doing this, one makes it possible to achieve a strong
exciton-photon coupling regime. In the language of quantum mechanics, this leads
to the emergence of a hybrid quasiparticle, called exciton-polariton (or polariton for
brevity). In this regime, the spectrum of the system gets modified (the anticrossing
appears) as shown in Fig. 1.14, which manifests itself in photoluminescence experi-
ments. An analogous process takes place in classical mechanics when one considers
the behavior of two coupled oscillators: if the modes of the oscillators coincide (or
close to each other) then the normal modes of the joint system are different ("repel"
each other) by the quantity which is proportional to the coupling strength.
We proceed with giving the overview of the quantum theory for exciton-polaritons,



















Ψ̂ (r′) Ψ̂(r)d2rd2r′ (1.146)
where Ψ̂(r) is the electron annihilation field operator and V (r) is the periodic lattice
potential. We restict our consideration by only two bands, labeled below as i = c
(conduction) and i = v (valence). The operator Ψ̂ can be expanded in terms of single-
particle wavefunctions ϕi,k(r) = S−1/2eikrui,k(r), labelled by momentum k and by







After applying Bloch’s theorem and switching to the momentum space, one may intro-
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duce hole annihilation operators ĥk = ĉ
†
v,−k (spin is also reversed if present). Then,
in the low-density limit, one may perform the bosonization procedure by rewriting






























where ϕν(p) = 〈p|ν〉 is the exciton wave function, written in the momentum space,
and ĉk ≡ ĉc,k. The exciton moves as a whole with momentum ~k, carrying energy
Eν(k), here ν is the quantum number, describing the internal exciton state. The







ν,k. We note, that
for the sake of simplicity the formulas above were written with the assumption that
the electron and the hole have the same effective mass, allowing us to write the relative
momentum as (k1 − k2)/2. In general, the relative momentum of a two-body system
is given by (m2k1 −m1k2)/(m1 +m2), however, this simplification doesn’t affect any
of the results, presented in this section. Thus, using the bosonization procedure, one







This Hamiltonian is quadratic, however, it only looks simple, because actually excitons






= δν,µδk,q − D̂ν,µ,k,q, (1.151)
where an operator D̂ν,µ,k,q describes the deviation from bosonicity due to the com-






















, where nX is the
density of excitons. Thus, excitons can be treated as bosons when the condition
nXa
2
B  1 is fulfilled, as was discussed in the previous sections.
Now let us switch to the description of exciton-photon interaction. In the dipole
approximation, the dipole moment of the electron-hole pair couples to the light field,
described by the electric field operator Ê, which results in the following interaction
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term in the full many-body Hamiltonian
ĤCX int =
∫
Ψ̂ †(r)[−er · Ê(r)]Ψ̂(r)dr (1.152)
Applying the bosonization procedure, outlined above, and using the rotating wave
approximation together with the assumption that only 1s-excitons are relevant for the
processes we consider, we arrive at the following Hamiltonian, describing the exciton-
photon interaction



















with ~g(k) = dcv(k)ϕ1s(0)
√
EC(k)/ (2ε0εL), and dcv(k) being the dipole matrix ele-
ment for the transition between the valence and conduction bands states, labeled by
k, Ĉk is the cavity photon annihilation operator. We note, that the coupling constant
~g(k) may be regarded as constant in the regime under consideration. The Hamilto-
nian (1.153) can be diagonalized, using the Bogoliubov canonical transformation
âLk ≡ XkX̂k − CkĈk (1.154)
âUk ≡ CkX̂k + XkĈk (1.155)
where the so-called Hopfield coefficients Ck and Xk satisfy |Ck|2 + |Xk|2 = 1, so that
the new operators âL,Uk operators follow the bosonic commutation relations as well.
















with annihilation operators aU and aL that are responsible for the excitations of upper
and lower-polariton branches, respectively. The spectrum of the resulting Hamiltonian






~2g(k)2 + (∆k/2)2, (1.157)
where EC is the cavity mode dispersion and EX is the exciton dispersion, usually
approximated by a parabola with a large effective mass. The detuning ∆k between
the cavity mode and excitonic transition energy is defined as
∆k ≡ EC(k)− EX(k). (1.158)
The squares of the Hopfield coefficients correspond to the photon/exciton fraction of















In order to account for finite lifetimes of excitons and photons one should supply
Figure 1.14: The dispersion (the spectral function) of upper and lower polariton
branches plotted for the detuning value ∆k = 10 meV. The interaction constant
is set to 2g(k) = 10 meV. The thickness of the lines is determined by the broaden-
ings γC,X .
the corresponding dispersion relations by additional imaginary terms −iγX,C , respec-
tively. In this case, the polariton spectrum becomes complex, and its real part yields
the dispersion of polariton modes, while the imaginary part describes the spectral
broadenings with a Lorentzian shape. In this case, the Rabi frequency, i.e. the dis-
tance between the real parts of the polariton branches at in the point of avoided
crossing, is equal to
~ΩR =
{√
4g(k)2 − (γX − γC)2, 4g(k)2 > (γX − γC)2
0, 4g(k)2 < (γX − γC)2
(1.161)
Thus, the strong coupling regime appears when (a) the difference between exciton
and photon damping rates is lower than the coupling strength and (b) when the Rabi
frequency is greater than the sum of the broadenings ~ΩR > γX +γC (i.e. the spectral
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lines at the anticrossing point are well-resolved). The polariton spectral function,
accounting for the losses is shown in Fig. 1.14.
Planar microcavities with embedded quantum wells operating in strong coupling regimes
recommended themselves as a platform for experimental testing of various collective
quantum phenomena. At the same time, the microcavities are used for novel genera-
tion optoelectronic devices [20]. Also, as we discuss in the next section, the bosonic
nature of exciton-polaritons paves the way to Bose-Einstein condensation of polaritons
[243, 271] and superfluidity [21, 22]. Indeed, provided the extremely small polariton
mass and strong interparticle interactions, stemming from the excitonic fraction re-
sults in the possibility for the particles to condense in the ground state at moderate
temperatures. Moreover, the wide gap semiconductor materials such as GaN allowed
achieving the condensation even at room temperature, where the polariton lasing was
observed [25, 85].
1.5.3 Pseudospin of exciton-polaritons
An exciton is a bound state of an electron and a hole, i.e., of two fermions. If the
electron is taken from the conduction band formed by s-electrons, then its projection of
total angular momentum on an arbitrary axis (say, the z-axis) is equal to Jez = ±1/2.
Correspondingly, the hole in the valence band formed by p-electrons has a projection of
total angular momentum equal to Jhz = ±1/2,±3/2, where the states with Jhz = ±1/2
correspond to the light hole-branch, and Jhz = ±3/2 to the heavy-hole branch. Here
we do not account for various splitting that naturally presents in quantum wells, such
as the splitting caused by the features of the crystal structure for the sake of simplicity.
As we discussed previously, in the bulk samples the light and heavy hole branches are
degenerate at Γ -point. However, due to the difference in their effective masses the
degeneracy is lifted in the quantum wells due to quantum confinement. The top of
the heavy-hole branch at k = 0 is closer to the bottom of the conduction band the
top of the light-hole branch, therefore, the total angular momentum of a 2D exciton
Jexz has four possible projections: ±1, ±2. We note, that the presence of electron-hole
exchange interaction, which we ignored in our considerations, may split the states
Jexz = ±1 and Jexz = ±2.
Now, let us discuss the influence of angular momentum on the exciton-exciton in-
teractions. As we described previously, the exciton-exciton interaction mainly stems
from the Coulomb exchange terms, which dominates over the direct interaction terms.
The direct interaction is angular-momentum-independent, while the exchange one is
sensitive to the angular momentum orientation of the excitons. To understand this
sensitivity, let us consider two interacting bright excitons. For excitons with the same
angular momentum projection, Jex1z = Jex2z , the exchange of electrons or holes between
the excitons leaves the individual angular momenta unaltered. If the angular mo-
mentum projections of the excitons are opposite Jex1z = −Jex2z , then the exchange of
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Figure 1.15: The Bloch sphere showing the relation between the vector sk and the
polarization of the light.
electrons or holes turns the bright excitons into a pair of dark excitons (Jex1z = ±2,
Jex2z = ±2).
A photon is a spin-1 particle (boson), thus its spin projection on the direction of
propagation may take only two values Jphz = ±1, corresponding to the two circular
polarizations, left and right. Thus, the process of single-photon creation of excitons
with Jexz = ±2 is prohibited by the conservation of the total angular momentum. Due
to this reason, the states exciton Jexz = ±2 are referred to as dark, opposite to the
states Jexz = ±1 that are called bright. In the regime of strong light-matter coupling in
microcavities, bright exciton states form exciton-polaritons and their energy becomes
detuned from the exciton states by the value of the Rabi splitting, which significantly
reduces the efficiency of transitions between bright and dark states. Thus, the an-
gular momentum part of the exciton-polariton wave function (will be referred to as
pseudospin) can be effectively treated as a two-level system.
The polarization dynamics of a polaritonic system are closely related to the polariton
pseudospin. Since pseudospin can take only two values, it is convenient to introduce
a 2 by 2 polariton density matrix in the momentum space, which can be written in
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where the vector sk shows the directions of the pseudospin of polaritons, having
wavevector k and nk is the occupation number of the corresponding mode. This
density matrix may be used to calculate the Stokes parameters of the light emitted by
the polaritons. It is convenient to depict the vector sk on the so-called Bloch sphere
as shown in Fig. 1.15. If the length of the vector sk equals nk/2 then the vector is
on the Bloch sphere and the light is completely polarized. The opposite limit |sk| = 0
corresponds to unpolarized light.
1.6 Bose-Einstein condensation and dynamics of
bosonic quasi-particles
In the previous sections we discussed the physics of excitons and exciton-polaritons,
which are bosonic quasi-particles, and thus one may wonder if they are able to form
a Bose-Einstein condensate. This section is aimed to properly address this question.
The results presented in this section are relevant for Chapters 3, 4, and 6 of the current
thesis.
1.6.1 Condensation in 3D
Bosons are particles with integer spin. For a given temperature T obey Bose-Einstein
statistics, which has the following form in case of a non-interacting boson gas with
parabolic dispersion εk = ~2k2/(2m)
nk(µ, T ) =
1
expβ (εk − µ)− 1
(1.163)
where nk denotes the occupation number of a given state with energy εi. The factor
β = 1/kBT . The chemical potential is found from the normalization condition which




nk(µ, T ). (1.164)
After taking the thermodynamic limit by dividing both parts by volume V = L3 and
sending V and N to infinity, while keeping the concentration n = N/V constant, we
get
nλ3 = g3/2(z) (1.165)
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where λ = h/
√
2πmkBT is the thermal de Broglie wavelength and z = exp(βµ) is























= ζ(3/2) = 2.61237 . . . , (1.168)
where ζ(z) is the Riemann zeta function. The equation (1.165) has a solution if
nλ3 ≤ ζ(3/2) (1.169)
However, it is clear that either by sufficiently increasing n or by sufficiently decreasing
T one may violate this inequality. This happens because we have to consider the state
k = 0 separately. We make a step back in our derivation, before we have taken the
thermodynamic limit, and rewrite the whole sum (integral), isolating the state k from







































We see, that if z = 1 then in the limit V → ∞ the first term of the equation above,
representing the condensate density nk=0/V in the ground state, does not vanish,
contrary to the case z 6= 1 when it is equal to zero. After passing this critical point,
the value of z remains unchanged (equal to one). Substituting z = 1 in Eq. (1.165)













Thus, for a 3D Bose gas the condensation occurs if we sufficiently lower the temper-
ature. Alternatively, the onset of condensation may be achieved by increasing the
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1.6.2 Condensation in 2D
When we consider a Bose gas in two spatial dimensions, the situation drastically





















































= −m ln (1− z)
2πβ~2
. (1.174)
We see that the amount of particles that can be accommodated in the states k >
0 is not restricted from above is contrary to the 3D case. Thus the Bose-Einstein
condensation does not take place in two dimensions in the thermodynamic limit. This
Figure 1.16: Far field emission profiles of an incoherently pumped planar microcavity,
which show the formation of a macroscopically occupied coherent state, from [243].
is the consequence of a ”no-go” theorem by Mermin, Wagner, Bogoliubov, Berezinskii,
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and Hohenberg. It forbids continuous symmetry to become spontaneously broken at
finite temperature in systems with sufficiently short-range interactions if the number
of dimensions is less than three. The spontaneous symmetry breaking manifests itself
in the appearance of the order parameter – i.e. some physical observable which is
becomes non-zero after the phase transition takes place. Bose-Einstein condensation
in 3D has most of the properties of a second-order phase transition. The Hamiltonian
of a non-interacting (or weakly interacting) Bose gas has U(1) symmetry, which implies
that if the ground state has the same symmetry as the Hamiltonian, then the average
occupancy in the ground state must be zero. However, as we have seen above after the
onset of condensation, the ground state becomes populated. It means, that the U(1)
symmetry gets spontaneously broken, but this only takes place in 3D. Does it mean,
that it is impossible to observe BEC in 2D? Let us take a look at it.
It turns out that the absence of spontaneous symmetry breaking for a bunch of non-
interacting bosons can be circumvented by introducing a confinement potential of
a special form [51]. Let us we consider a two-dimensional Bose gas confined by a
generic power-law potential U(x, y) = U1(x/b)η1 + U2(y/c)η2 . Since the Hamilton is
not translation-invariant, a wavevector is no longer a good quantum number. For
these potentials, the energy level spacing is such that kBT  εi+1 − εi, the variable
i numbers the eigenstates. Therefore, the system can be effectively described by a
continuum of states, however, the discrete ground state must be explicitly retained.
For simplicity we will focus on the isotropic shape of the potential: U(r) = U0(r/a)η.
In this case a 2D system with U(r) = U0(r/a)η the generalized density of states,
calculated in the semiclassical approximation, where it is assumed that each region
d2rd2p of the phase space contains d2rd2p/h2 states, is given by
ρ(ε) =





























where r∗(ε)/a = (ε/U0)
1/η and S∗(ε) = πr∗(ε)2 is the available area for particles with
energy ≤ ε. We note, that in the absence of a trapping potential the semiclassical
calculation above restores the correct answer m/(2π~2)L2 for the 2D density of states
of free bosons with a parabolic dispersion in a square box (here L is the system size).
Consequently, the total number of particles can be expressed as
N = N0 +
∫ ∞
0













here N0 is the occupation of the ground state, n(ε, µ, T ) = (expβ (ε− µ)− 1)−1, and
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For µ = 0, we obtain
Γ (2/η + 1)g2/η+1(1) = Γ (2/η + 1)ζ(2/η + 1), (1.178)
which remains finite for all positive values of η. Therefore, in an ideal two-dimensional
gas confined by a power-law trap, BEC always occurs at finite temperature. It is
instructive to notice that in case of a rigid box which corresponds to η → ∞ the
quantity g1(1) diverges, and BEC does not occur, in agreement with the no-go theorem.
If the system of non-interacting particles is subjected to a non-isotropic 2D potential,
the requirement for BEC to occur at finite temperature is that η−11 + η
−1
2 < ∞. By
setting N0 = 0 and µ = 0 we immediately find the critical temperature in 2D trap








2π2ma2Γ (2/η + 1)ζ(2/η + 1)
)η/(2+η)
. (1.179)
Since in real systems one must have some trap in order to confine the bosons to form
a (quasi-)2D system, it implies that BEC may occur at finite temperature despite the
Mermin–Wagner–Bogoliubov-Berezinskii-Hohenberg theorem, which prohibits spon-
taneous breaking of continuous symmetries in systems with sufficiently short-range
interactions in dimensions d ≤ 2. However, the form of the trap significantly affects
the value of the critical temperature.
In 2006, Bose-Einstein condensation of exciton-polaritons was achieved at the tem-
perature of 20K [243], which highly exceeds the critical temperature for cold-atom
condensates. They demonstrated a large occupation of the lowest momentum state
after passing the threshold, see Fig. 1.16.
However, we have to comment on the difference between the conventional cold atom
BEC and polariton BEC. Polaritons have a finite lifetime and thus in order to achieve
the stationary state one has to facilitate an external pump to compensate for the
radiative decay of the particles.
1.6.3 Gross-Pitaevskii equation
We know that at low temperatures the system experiences a phase transition (BEC)
and a macroscopic fraction of particles gets accumulated in the ground state, even
though, strictly speaking, the critical temperature Tc = 0 in 1D or 2D, see details
65
1 Introduction
in the previous sections. The phase transition is accompanied by the U(1) symmetry
breaking which can be understood with the help of a symmetry-breaking field as shown
in [45, 46]. The basic idea can be demonstrated as follows, we start with many-body



















= δ (r− r′) . (1.182)
The low energy scattering properties of a realistic interaction potential can be repro-
duced by an effective contact repulsive potential V̂ (r, r′) = αδ(r−r′) if the correspond-
ing macroscopic wavefunction (will be introduced below) varies slowly on the distances
of the order of the range of the realistic interaction potential. The chemical potential















〈â0〉 6= 0, (1.183)
which shows that the ground state spontaneously breaks the U(1) symmetry and the
ground state occurs a non-zero expectation value of the operator â0, which hints us
that the ground state is a coherent state. Let’s now use the following trial many-body
state that is parameterized by a complex-valued "macroscopic wave function" φ(r):
D̂(ψ̂, φ) = e
∫
d2r[φ(r)ψ̂†(r)−φ∗(r)ψ̂(r)] (1.184)
|φ〉 = D̂|0〉 (1.185)
where |0〉 is the vacuum state. This is equivalent to demanding that each mode in the
reciprocal space is in the coherent state. For this trial wave function, the following
relation holds
ψ̂(r)|φ〉 = φ(r)|φ〉. (1.186)
We note that this ansatz for the many-body state cannot describe all correlations
present in the true ground state, it captures the leading term in the energy for dilute
systems. Using this state as an initial state of the system we write down the Heisenberg
equation of motion for the field operator ψ̂(r, t):
i∂tφ(r, t) = −
~2
2m
∆φ(r, t) + α|φ(r, t)|2φ(r, t) (1.187)
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which is called the Gross-Pitaevskii equation and is suitable for describing the propa-
gation of coherent polariton wave packets in microcavities.
Now we recall that actually polaritons possess an internal degree of freedom – pseu-
dospin and thus the macroscopic wavefunction has two components. In real space, it







This wavefunction allows to calculate the Stokes parameters:


















and how they vary in space and time.
Now let us discuss the spin anisotropy of the polariton interaction. Polaritons interact
due to their excitonic component. As we have shown previously the interaction of
excitons is dominated by the exchange interaction and the direct interaction can be
disregarded. In the case of two bright polaritons with the same pseudospin projection,
the exchange interaction leaves them bright. On the contrary, for two bright excitons
with opposite pseudospin projections the exchange interaction turns them into a pair
of dark excitons. The later process is suppressed for polaritons as compared to the
former. This leads to a spin anisotropy of the interaction, i.e. the absolute value
of the interaction strength α1 of the excitons with the same pseudospin projections
are typically much larger than the interaction strength α2 of excitons with opposite
pseudospin projections [43], which is negative (α2 < 0).
1.6.4 Semiclassical Boltzmann equation
The opposite regime to the one, considered in the previous section where we intro-
duced the Gross-Pitaevskii equation, corresponds to relatively high temperatures. This
regime ignores any coherent processes occurring in the system and is governed by the
rate equations (Semiclassical Boltzmann equations) for the occupation numbers nk.
The corresponding rate equations are obtained from the Lindblad equation for the den-
sity matrix. This approach is sketched below. We start the Liouville-von Neumann
equation for the density matrix ρ of exciton-polaritons (or excitons) and phonons,




= [Ĥint(t), ρ], (1.193)
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phonon annihilation (creation) operators. Ωk and ωk are the dispersions of the po-
laritons and phonons, respectively, and Vk,k′ are the corresponding scattering matrix
elements.
Now we assume that initially the bath and the system are not correlated ρ(t = 0) =
ρph ⊗ ρpol(t = 0). Usually, as the next step in many textbooks, it is assumed there
are no correlations between the polariton subsystem and its environment (phonons)
at any future moment of time such that the total density matrix can be written as a
tensor product for any t > 0. Even though this assumption is not correct as shown
in [47], since the bath gets entangled with the system, it leads to the right master
equation. The correct (weakened) assumption is
Trph[Λρ(t)] = Trph [Λρph(t)] ρpol(t), (1.195)
where Λ is an arbitrary operator defined in the bath (phonons) Hilbert space. This
is the Born approximation that requires: (a) that bath-related observables can be
calculated from the bath density matrix solely and the state of the system doesn’t
significantly affect them; (b) this property holds throughout the evolution. These
assumptions are justified if the interaction is weak, and if the environment is much
larger than the system. The next step is the Markov approximation, which states the
system has negligibly short phase memory (it requires that environmental (phonon)
correlation functions decay on a time-scale fast compared to those of the system) and
dρpol(t)/dt depends only on the density matrix of the total system ρ(t) at the same
moment of time and not on ρ(τ) for τ < t. After tracing out the phonon degrees of




















































|Vk,k′ |2 (θ∓ +Nk−k′) δ (E (k′)− E(k)∓ ~ωk−k′) , (1.197)
whereNq is the phonon distribution which in equilibrium follows the Bose distribution,
and θ± = 1, 0 is a quantity whose sign fits the one in the delta function corresponding to
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phonon emission/absorption. As the next step we neglect quantum entanglement and
correlations between different k-states which is reasonable in the absence of polariton-




















To include pump and decay one may rewrite the equation above as
dnk
dt
= Pk − Γknk − nk
∑
k′




where Pk is the (incoherent) pump term, Γk is the particle decay rate.
1.7 Quantum Rabi Model
In the previous sections, we discussed the regime of strong light-matter coupling in
planar microcavities, where both the matter excitations and photons could freely prop-
agate in the plane. In this section we discuss the Quantum Rabi Model, which de-
scribes the interaction between a zero-dimensional two-level system and a single pho-
tonic (bosonic) mode, being the full quantum generalization of the simple model of
light-matter interaction, introduced in Subsection 1.2.3. The results, presented in this
section, are relevant for Chapter 5 of the current thesis.
The Quantum Rabi Model describes the interaction between a two-level system (for
example, a trapped atom or quantum dot) and a cavity mode, in which this two-level


















(creation) operator for a cavity field. The cavity field frequency is ω0, the transition
frequency Ω, and the coupling strength λ. We denote | ↑ (↓)〉 as eigenstates of σz, and
|m〉 the eigenstate of â†â. The first term describes the energy of the cavity mode, the
second term describes the energy of the two-level system, and the third describes the
energy of their interaction. The interaction term −d̂ · Ê(r0) is written in the dipole
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approximation (i.e. it is assumed that the size of the two-level system, located at r0, is
much smaller than the wavelength of the cavity mode). The dipole moment operator
of the two-level system has the form d̂ = degσx, and the electric field operator of the









where U(r0) is the cavity eigenmode, taken at the point r = r0. If we replace â→ iâ
(this transformation preserves the canonical commutation relation [â, â†] = 1), we get
the following interaction term













This model is relevant for many experimental set-ups, including a quantum dot in a
microcavity, circuit-QED and trapped cold atom systems. In the ultrastrong coupling
regime between the two-level system and the cavity mode, its ground state is char-
acterized by a nonzero average number of photons, which is quite surprising. It is
known that in the ultra-strong and deep-strong coupling regime (λ > ω0) of the Rabi
model the system is characterized by the non-vacuum ground state |ΨG〉 which can
be approximated by |ΨG〉 ≈ 1√2 (|+〉 ⊗ |α〉 + |−〉 ⊗ | − α〉) [314], where | ± α〉 are the
bosonic coherent states, and |±〉 = 1√
2
(| ↑〉± | ↓〉) are the superpositions of the ground
and excited qubit states. Thus, in this regime, the ground state is a superposition of
two different classical states of light, which is why it is called the Schrödinger cat.
It turns out that the Quantum Rabi Model has some symmetry - all its non-degenerate
eigenstates, including the ground state, are eigenvectors of the parity operator, Π̂ =
eiπ(â
†â+ 12 (1+σz)), which measures an even-odd parity of total excitation number and
commutes with HRabi. The parity operator squared yield the identity operator, thus
the parity symmetry, together with the identity operator, form the cyclic group of
order 2 Z2.
1.7.1 Jaynes-Cummings model
When the coupling strength is much less than the energy scales set by the atomic
transition frequency and the bosonic mode frequency, i.e. λ  ω0, Ω and when the
detuning is small (|ω − Ω|  |ω + Ω|), the quantum Rabi model can be effectively









where the raising and lowering atomic operators are defined as σ± = (σx ± iσy)/2 (it
must be tensor-multiplied with an identity operator, acting in the bosonic subspace).
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Figure 1.17: Jaynes-Cummings ladder: the energy spectrum (first 16 levels) of the
Jaynes-Cummings model at zero detuning between the cavity mode and the two level
system Ω = ω0
The Jaynes-Cummings Hamiltonian is obtained in the rotating wave approximation,
discussed earlier, by noting that in the aforementioned regime the two out of four
terms of the interaction term in the full Hamiltonian can be omitted λσx(â + â†) =
λ(σ+ + σ−)(â + â
†) → λ(σ+â + σ−â†). This is an exactly solvable model and its
spectrum (the so-called Jaynes-Cummings ladder) is shown in Fig. 1.17. We note that
the Jaynes-Cummnigs ladder corresponds with the exact spectrum of the quantum
Rabi model at small coupling strength, as seen in Fig. 1.18.
In the mean-field approximation, when the bosonic is assumed to be in the coherent
state one may replace the bosonic creation and annihilation operators â(â†) by numbers




σz − λ (σ+α+ σ−α∗) . (1.205)
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This mean-field Hamiltonian corresponds to the case when the photonic mode is de-
scribed by a classical light field and it was discussed earlier (it coincides with the
Hamiltonian (1.55)), and the parameter α has the meaning of the square root of the
average photon number in the cavity mode (|α|2 = 〈n̂〉 = 〈â†â〉).
1.7.2 Quantum phase transitions and spontaneous symmetry
breaking
Figure 1.18: The energy spectrum (first 16 levels) of the Quantum Rabi Model at zero
detuning between the cavity mode and the two level system Ω = ω0
Quantum phase transitions that arise in the Quantum Rabi Model in the strong cou-
pling regime. However, increasing the coupling strength, the energy distance between
the ground state and the first excited state decreases and tends to zero in the limit of
the infinitely strong coupling, which means that in this limit the ground state becomes
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degenerate (see Fig. 1.18). Any linear combination of the states from the degenerate
subspace is also an eigenstate. But linear combinations of distinct eigenstates are no
longer obliged to respect the symmetry of the Hamiltonian. This situation, when the
ground state of the system does not possesses the symmetry of the Hamiltonian, is
called spontaneous symmetry breaking. Can spontaneous symmetry breaking occur
with a finite coupling strength? We will address this question in the next paragraph.
Figure 1.19: Expectation value of the photon occupation 〈â†â〉 in the ground state for
the case when (a) Ω = ω0 and (b) Ω = 10ω0. We clearly see that when approaching
the limit Ω/ω0 →∞, the average number of photons in the ground state is zero before
the threshold and nonzero after the threshold. These plots are obtained numerically
by exact diagonalization, the photon Hilbert space was truncated at 300 photons.
One should note, that when performing numerical calculations the results are valid
only when the corresponding occupation numbers involved in the simulation are less
than the truncation value.
Spontaneous symmetry breaking is inextricably linked with phase transitions. Let us
recall the second-order phase transition ferromagnet-paramagnet from classical sta-
tistical mechanics: when the temperature drops below the Curie temperature, the
material becomes spontaneously magnetized, i.e. a preferred direction of magnetiza-
tion appears in it, although the system itself (its Hamiltonian function) is invariant
under rotations - an example of spontaneous symmetry breaking. However, this hap-
pens only in the thermodynamic limit, i.e. when the number of particles and the
volume of the system tends to infinity while maintaining their ratio (concentration).
Such a transition has an order parameter (a value equal to zero before the transition
and having a finite value after the transition) - the average magnetization. Can one
find an analog of the thermodynamic limit in the Rabi quantum model? It is possi-
ble [319], due to the fact that the Hilbert space of the bosonic mode is infinite: one
needs to consider the following limit Ω/ω0 →∞. In this limit, a spontaneous breaking
of Z2 symmetry occurs at a finite coupling strength, and the order parameter of this
phase transition is 〈â〉, i.e. the average value of the photon annihilation operator in
the ground state (Z2 symmetry forbids such an average to be nonzero). Also, for this
quantum phase transition the average number of photons in the ground state 〈â†â〉
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is equal to zero before the transition (when the coupling strength is less than critical
value) and become nonzero after the transition as shown in Fig. 1.19(b) (Z2 symmetry
does not forbid this quantity to be nonzero, in contrast to 〈â〉).
Figure 1.20: Mean-field ground state energy E0/ω0 = |α|2 −√
(Ω/ω0)2 + 16(λ/ω0)2 Re(α)/2 as the function of the order parameter α (assumed
to be real). The subplot (a) corresponds to λ = 0.2 < λMFc where there is only a
single minimum, the subplot (b) corresponds to λ = 1.2 > λMFc where there are two
different minima. Here we set ω0 = Ω = 1.
Few notes about the quantum phase transition (QPT) in the Quantum Rabi Model.
First, this phase transition is quantum, since occurs at zero temperature. Second,
this QPT is second-order because its order parameter 〈â〉 is a continuous function of
the coupling strength λ, but its derivative is not (the same holds for 〈â†â〉 as shown
in Fig. 1.19(b)). Third, the QPT in the Quantum Rabi Model can be understood
from the mean-field theory, by assuming that the photonic component of the total
wavefunction is described by the coherent state (classical light), which corresponds to
replacing the photon annihilation operator by a number â → α. Then one may find
the ground state of the resulting Hamiltonian, which is plotted as a function of α in
Fig. 1.20 (a) and (b) for two different values of the coupling strength. It is clearly seen,
that when the coupling strength λ is less than some critical value λMFc predicted by
the mean-field approach then the single minimum at α = 0 is replaced by two minima
that are symmetric with respect to zero (±α), which is reminiscent of the superradiant
phase transition in the Dicke model. The mean-field approximation does not respect
the Z2 symmetry of the initial Hamiltonian, forbidding the eigenstates to have a non-
zero expectation value of the photon annihilation operator â, thus the real ground
state turns out to be a linear combination of the two mean-field minima solutions
in the deep-strong coupling regime as discussed in one of the previous paragraphs.
This can be interpreted as the quantum tunneling between the classical mean-field
solutions, leading to their mixing. In the thermodynamic limit Ω/ω0 →∞ the height
of the barrier between the valleys where the minima are located becomes infinite, and
thus after the phase transition, the real ground state spontaneously breaks the Z2
symmetry and becomes equal to one of the classical mean-field solutions with a non
zero expectation value 〈â〉.
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The quantum Rabi model is a paradigm for (strongly) interacting quantum systems
in general, and for the light-matter interaction in particular. It exhibits rich and
complex behavior while being at the same time remarkably simple and exactly solv-
able [57]. Since the quantum Rabi model describes the interaction between a two-level
system and a single bosonic mode, it is relevant far beyond the domain of light-matter
coupling, and, in particular, in Chapter 5 of the current thesis, the quantum Rabi




2 Quantum rings in the regime of
strong light-matter coupling
We demonstrate theoretically that a strong high-frequency circularly polarized electro-
magnetic field can turn a two-dimensional periodic array of interconnected quantum
rings into a topological insulator. The elaborated approach is applicable to calculate
and analyze the electron energy spectrum of the array, the energy spectrum of the
edge states and the corresponding electronic densities. As a result, the present theory
paves the way to optical control of the topological phases in ring-based mesoscopic
structures.
2.1 A 2D array of dressed quantum rings as a
topological insulator
2.1.1 Introduction
Symmetries play a crucial role in modern science since they determine physical prop-
erties of various systems. Particularly, the translational and inversion symmetries
together with the time-reversal symmetry defines the electronic structure of solids.
If one of the symmetries is broken, the electron energy spectrum complicates and
the electron system can reach topologically nontrivial phases [90]. So, the breaking
of inversion symmetry in semiconductor structures can lead to the transition from
the normal semiconducting state to the topological insulator — the matter that be-
haves as an insulator in its interior but whose edges contain conducting electronic
states [91, 92, 256]. The breaking of time-reversal symmetry — for instance, by appli-
cation of a magnetic field — radically changes the electron energy spectrum as well,
resulting in the discrete set of Landau levels within the bulk and the chiral edge states
at the boundaries. In turn, the Coulomb interaction can further complicate the phys-
ical picture leading to the incompressible Laughlin states and other exotic phases of
matter [93].
It has been recently shown that topologically nontrivial phases may arise not only
in the condensed-matter electronic systems but also in photonic structures [94, 95]
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or in the strongly coupled light-matter systems based on cavity polaritons [96–99].
Moreover, in ring-like nanostructures (particularly, in mesoscopic ballistic rings) the
coherent coupling of electrons to a circularly polarized electromagnetic field leads to the
appearance of an effective U(1) gauge field which breaks the time-reversal symmetry.
Particularly, this field results in the physical nonequivalence of clockwise and coun-
terclockwise electron rotations in an irradiated QR similarly to a stationary magnetic
field [100–102]. The field-controlled interference of the electron waves corresponding
to these rotations opens a way to an optical tuning of QR arrays [103]. Currently,
QRs are actively studied both experimentally and theoretically as a basis for various
nanoelectronic applications [104]. Developing this the scientific trend in the present
chapter, we demonstrate theoretically that a circularly polarized field can turn a two-
dimensional (2D) array of interconnected QRs into a topological insulator.
The chapter is organized as follows. In Sec. 2.1.2, we elaborate the theory describing
the stationary electronic properties of an irradiated array of QRs. In Sec. 2.1.3, we
derive the electron energy spectrum of the array, calculate the spectrum of electronic
edge states and the corresponding electronic densities, and analyze the found edge
states within the formalism based on the Chern numbers.
2.1.2 Model
Let us consider the 2D periodic array of interconnected QRs which are irradiated
by a high-frequency circularly polarized electromagnetic wave with the electric field
amplitude, Ẽ0, and the frequency, ω, assumed to be far from resonant frequencies
of electrons (see Fig. 2.1). Since the wave is both off-resonant and high-frequency
(“dressing field” within the conventional terminology of quantum optics), it cannot
be absorbed by conduction electrons (see, e.g., the discussion in Refs. [105, 106]).
Correspondingly, the effects caused by the dressing field substantially differ from the
effects induced in QRs by absorption of light (see, e.g., Refs. [107–110]). Physically, the
circularly polarized dressing field breaks the time-reversal symmetry and, therefore,
effects on the electron system in the QR similarly to a stationary magnetic field [100].











is the artificial U(1) gauge potential produced by the interaction between electrons in
the QR and circularly polarized photons of the dressing field [101]. It follows from
Eqs. (2.1)–(2.2) that the effective vector potential, Aeff , is responsible for the optically
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induced Aharonov-Bohm effect [101, 102] and results in the phase incursion of an








Within the conventional scattering matrix approach [111, 112], the amplitudes of elec-
tronic waves propagating in the array, A±, B±, C±, D±, F±, G±, H±, I±, satisfy the























































is the electron momentum, me is the electron effective mass, E is the electron energy,
and φ0 is the field-induced phase incursion (2.3). Applying the Bloch theorem to the




















where k = (kx, ky) is the electron wave vector originated from the periodicity of the
array and T = d+ 2R is the period of the array. Mathematically, Eqs. (2.4)-(2.7) and
Eqs. (2.9)-(2.10) form the homogeneous system of sixteen linear algebraic equations
for the sixteen amplitudes A±, B±, C±, D±, F±, G±, H±, I±. Solving the secular
equation of this algebraic system numerically, we arrive at the sought electron energy
spectrum of the irradiated array, E(k), which is discussed below.
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Figure 2.1: Sketch of the system under consideration: (a) The 2D periodic array of
quantum rings (QRs) irradiated by a circularly polarized electromagnetic wave with
the electric field amplitude Ẽ0; (b) The elementary cell of the 2D array with the
period T , which consists of a QR with the radius R, four leads with the length d/2
and four quantum point contacts (QPC). The green arrows correspond to electron
waves traveling in different ways with the amplitudes A±, B±, C±, D±, F±, G±,
H±, I±.
2.1.3 Results and discussion
The first six energy bands, E(k), of the 2D infinite periodic array of QRs with trans-
parent QPCs (ε = 1/
√
2) are plotted in Figs. 2.2a–2.2c for various directions Γ -X-M-Γ
in the Brillouin zone of the array (see Fig. 2.2d) and various phase incursions, φ0. In
the absence of the dressing field (φ0 = 0), the electron energy spectrum plotted in
Fig 2a has no gaps in the density of electronic states and consists of two flat bands (1
and 6), which correspond to electron states localized within QRs, and four bands (2–5)
corresponding to delocalized electron states propagating along the array. The dressing
field (φ0 6= 0), firstly, results in coupling between localized and delocalized electron
states (see the dispersions of the 6-th band in Figs. 2.2a and 2.2b) and, secondly, in-
duces the energy gaps between different bands (see the green strips in Figs. 2.2b–2.2c).
In what follows, the gaps between the bands with the numbers i and j are denoted as
∆ij . It should be noted that the values of the field-induced gaps depend periodically
on the dressing field as it is shown in Fig. 2.2e. Let us demonstrate that edge states
— both topologically protected and unprotected — appear within these field-induced
band gaps.
Following the conventional theory of topological insulators [256], we have to fold the
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Brillouin zone pictured in Fig. 2.2d as a torus T 2. Then the Chern number corre-







where Fxy(k) = ∂Ay/∂kx − ∂Ax/∂ky is the field strength associated with the Berry
connection, Aj(k) = 〈n(k)| ∂∂kj |n(k)〉 is the vector potential of the field, and |n(k)〉 is
the normalized Bloch wave function of the n-th band [256]. Applying Eq. (2.11) to
the Bloch functions found from Eqs. (2.4)–(2.10), we arrive at the Chern numbers of
the considered bands: C1 = 0, C2 = −1, C3 = 1, C4 = 1 and C5 = −1. According to
the bulk-boundary correspondence [256], the sum of the Chern numbers of the bands
below a certain gap is equal to the number of topologically protected edge modes in






It follows from Eq. (2.12) that two branches of the topologically protected edge states
must exist within each of the two band gaps, ∆23 and ∆45, if the array of QRs is of
finite size along one dimension. To find the energy spectrum of the branches, let us
restrict the consideration by the array which is infinite along the x axis and includes
only five QRs along the y axis (see Fig. 2.3a). The energy spectrum of electrons in this
array can be easily calculated within the approach developed in Sec. 2.1.2 with the
only difference: The elementary cell of the finite array pictured in Fig. 2.3a consists
of five QRs, where the edge rings (with the numbers 1 and 5) have three QPCs unlike
the others. The energy spectrum of the lowest bands of delocalized electrons in this
array, E(k), is plotted in Fig. 2.3b. As a first consequence of the finite size of the
array along the y axis, each delocalized band of the 2D infinite array (see the branches
2–5 pictured in Figs. 2.2a–2.2c) is split into five subbands in Fig. 2.3b. As a second
consequence, the branches of edge states within the band gaps appear (see the red,
blue, and green curves in Fig. 2.3b). The edge character of these branches follows
clearly from the calculated electron density, R, which has its maximum at edge QRs
with the numbers 1 and 5 (see Figs. 2.3c–2.3e). It follows from the aforesaid that the
branches of edge states plotted in red and blue — which connects two adjacent bands
— are topologically protected since their numbers satisfy the condition (2.12). On the
contrary, the edge states plotted in green are not topologically protected since they
correspond to the zero number (2.12).
It should be noted that the bandgap, ∆34, can also be opened by varying the electron
transmission amplitude through QPCs, ε. Namely, ∆34 6= 0, if the transmission
amplitude is ε < 1/
√
2. However, this gap opening does not result in topological
edge states since the corresponding number (2.12) is zero. As a consequence, only
field-induced band gaps can turn the periodic array of QRs into topological insulator
and, therefore, the strong electron coupling to a circularly polarized dressing field is
crucial for the effect under consideration. Physically, this follows from the fact that
the circularly polarized dressing field effects on electron system in a QR similarly
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Figure 2.2: Electron energy spectrum, E(k), of the first six bands (1–6) in the 2D
infinite periodic array of GaAs-based QRs with the radius R = 30 nm, the period
T = 100 nm and the electron transmission amplitude, ε = 1/
√
2, in the presence of
a circularly polarized electromagnetic field with the different phase incursions, φ0:
(a) φ0 = 0; (b) φ0 = π/9; (c) φ0 = π/4. The green strips depict the field-induced
band gaps, the plot (d) shows the first Brillouin zone of the 2D periodic array of QRs
and the plot (e) presents the dependence of the bandgap, ∆45, on the field-induced
phase incursion along a whole QR, Φ0 = 4φ0.
to a stationary magnetic field (see Eqs. (2.1)–(2.3) and the detailed discussion in
Refs. [100–102]). As a consequence, formation of the edge electron states similar to
those appearing in the quantum Hall effect takes place in the considered periodic array
of irradiated QRs.
Finalizing the discussion, we have to formulate the conditions of observability of the
predicted effects. From this viewpoint, there are the two fundamental restrictions: (i)
the mean free path of electron for inelastic scattering processes should be much greater
then the array period T ; (ii) the time of electron traveling through a ring should be
much less than the field period, 2π/ω. In the considered case of GaAs-based QRs with
the Fermi energy of meV scale and the array period T ∼ 10−5cm, the both conditions
can be satisfied for a dressing field near the THz frequency range. Since the calculated
field-induced band gaps are of meV scale for such a dressing field with the intensity
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I ∼ kW/cm2, the discussed topological edge states can be detected in state-of-the-art
experiments.
In conclusion, we developed the theory of electronic properties of the 2D periodic array
of interconnected ballistic quantum rings (QRs) interacting with an off-resonant cir-
cularly polarized high-frequency electromagnetic wave (dressing field). It was demon-
strated that the Aharonov-Bohm effect induced by the dressing field substantially
modifies the electron energy spectrum of the array, opening band gaps, and producing
edge states — both topologically protected and unprotected — within the field-induced
gaps. As a result, the light-induced topological insulator appears. The present theory
paves the way to optical control of the electronic properties of QR-based mesoscopic
structures.
Figure 2.3: Electronic properties of the finite array of QRs: (a) Sketch of the finite
array of QRs which is infinite along the x axis and consists of five QRs along the
y axis; (b) The energy bands, E(k), of the finite array consisting of GaAs-based
QRs with the radius R = 30 nm, the period T = 100 nm and the electron transmis-
sion amplitude, ε = 1/
√
2, in the presence of a circularly polarized electromagnetic
field with the phase incursions, φ0 = π/9. The red and blue lines correspond to the
topologically protected edge states, whereas the green lines correspond to unprotected
ones; (c)–(e) distribution of the electron density, R, in QRs with the different num-
bers for the state corresponding to the intersection of the red branches at k = 0 in
the plot (c), the state corresponding to the upper red branch at kxT/π = −0.007 in
the plot (d), and the state corresponding to the upper red branch at kxT/π = 0.007
in the plot (d).
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2.2 Dressed quantum ring with the Rashba spin-orbit
interaction
In the section, we developed the theory of electronic properties of a semiconductor
quantum ring with the Rashba spin-orbit interaction irradiated by a high-frequency
linearly-polarized electromagnetic field (dressing field). Within the Floquet theory
of periodically driven quantum systems, it is demonstrated that the dressing field












Figure 2.4: Sketch of the system under consideration: The quantum ring (QR) with
the radius R irradiated by a linearly polarized electromagnetic (EM) wave with the
electric field amplitude E0. The electron spin (the dark blue arrow) is directed along
the local quantization axis (the dashed blue line) with the spin angle ξ.
To describe an irradiated QR (see Fig. 2.4), we have to start from the Hamiltonian





+ α[σx(p̂y − eAy)− σy(p̂x − eAx)], (2.13)
where p̂ = (p̂x, p̂y) is the operator of electron momentum, m is the effective electron
mass, e is the electron charge, α is the Rashba spin-orbit coupling constant, σx,y,z
are the Pauli matrices, A = (Ax, Ay) = ([E0/ω]cosωt, 0) is the vector potential of
a linearly polarized electromagnetic wave (dressing field) in the 2D plane, E0 is the
electric field amplitude of the wave, and ω is the wave frequency which is assumed to
be far from resonant electron frequencies. Applying the standard approach [253] to
transform the 2D electron system into the one-dimensional (1D) ring-shaped one, we
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arrive from the 2D Hamiltonian (2.13) at the Hamiltonian of irradiated QR,











































is the periodical part with the two harmonics originated from the irradiation, R is
the QR radius, l̂z = −i~ ∂/∂ϕ is the operator of angular momentum along the z-
axis, ϕ is the polar angle of an electron in the QR, σρ = cosϕσx + sinϕσy and
σϕ = − sinϕσx + cosϕσy are the Pauli matrices written in the polar coordinates.
Applying the conventional Floquet-Magnus approach to renormalize the Hamiltonian
of irradiated QR and restricting the consideration by the leading terms in the high-
frequency limit, we can reduce the time-dependent Hamiltonian (2.14) to the effective
time-independent one,




















Substituting Eqs. (2.15)–(2.17) into Eq. (2.18), one can rewrite the effective Hamilto-
nian (2.18) as




































































1 + 3 (eE0/2mRω2)
2 (2.22)
is the effective electron mass renormalized by the irradiation, γ1 = |e|E0/(mRω2) is the
dimensionless parameter describing the strength of electron-field coupling, and γ2 =
mRα/~ is the dimensionless parameter describing the strength of Rashba spin-orbit
coupling. As expected, the Hamiltonian (2.19) exactly coincides with the Hamiltonian
of unirradiated QR [253] in the absence of the field (E0 = 0).
It should be noted that all effects originated from the direct spin interaction with
the magnetic component of the dressing field (particularly, the Zeeman effect and the
Aharonov-Bohm effect) are relativistically negligible since the amplitude of magnetic
induction of the field, B0 = E0/c, is very small for reasonable field intensities. There-
fore, they are omitted in the developed theory. We also neglected effects arisen from
overlying electronic modes, assuming the typical distance between transverse electronic
minibands (tens meV for state-of-the-art QRs [113]) to be sufficiently large than the
photon and electron energies under consideration.
2.2.2 Reuslts and discussion
To consider the Schrödinger problem with the effective Hamiltonian (2.19), let us start





















2(m∗/m) (eE0α/ω2~)2 + 1
]
(2.25)
is the angle between the local spin quantization axis and the z-axis (see Fig. 2.4). It
follows from single-valuedness of the eigenstates, Ψ1,2(ϕ) = Ψ1,2(ϕ + 2π), that the z-
component of total angular momentum of the electron, jz, must satisfy the condition,
jz = λn + 1/2, where n = 0, 1, 2, ... is the orbital quantum number corresponding
to the electron rotation in QR and the sign λ = ± describes the direction of the
rotation (counterclockwise/clockwise). Omitting constant terms which only shift the
zero energy, one can write the electron energy spectrum of the eigenstates (2.23)-(2.24)
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where s = ±1 is the quantum number describing the spin direction along the local
quantization axis (see Fig. 2.4) and the spin s = +1 corresponds to the greater energy
(2.26). Within the conventional notation [114] based on the three quantum numbers,






































for n = 0. It follows from Eq. (2.26), particularly, that εs−n = εsn−1. This means that
the states |n,−, s〉 and |n− 1,+, s〉 are degenerated.
The eigenstates and eigenenergies (2.23)–(2.32) can be easily verified by direct substi-
tution into the Schrödinger equation with the Hamiltonian (2.20). However, the total
effective Hamiltonian (2.19) consists of the two parts, including both the discussed
Hamiltonian Ĥ0 and the term V̂ . Therefore, we have to analyze the effect of the term V̂
on the found solutions of the Schrödinger problem with the Hamiltonian Ĥ0. It follows
from Eqs. (2.21) and (2.27)–(2.32) that 〈n′, λ′, s′|V̂ |n, λ, s〉 ∼ δλ′λ for n, n′ ≥ 1. Thus,
the term V̂ does not split the degenerate states |n,−, s〉 and |n− 1,+, s〉. It should be
noted also that the discussed regime of strong light-matter coupling is conventionally
defined as a light-induced renormalization of electronic properties without the light
absorption by electrons (see, e.g., the discussion in Ref. [120]). Particularly, the main
absorption mechanism for semiconductor structures dressed by an off-resonant elec-
tromagnetic field — the collisional absorption of the field by conduction electrons —
can be neglected if ωτ  1 , where τ is the electron relaxation time [115]. Therefore,
87
2 Quantum rings in the regime of strong light-matter coupling
we have to consider the case of high-frequencies, ω, when the condition γ1  1 can
take place. It follows from this that the discussed term V̂ ∼ γ21 can be considered as a
weak perturbation for a broad range of QR parameters. Particularly, the conventional
criterion of perturbation theory,∣∣∣∣∣ 〈n′, λ′, s′|V̂ |n, λ, s〉εs′λ′n′ − εsλn
∣∣∣∣∣ 1, (2.33)
can be satisfied for the first tens of energy levels (2.26) in the typical case of InGaAs-
based QRs with the effective mass m = 0.045me, radius R ≈ 200 nm and the Rashba
coupling constant α ≈ 104 m/s. As a consequence, the effective Hamiltonian (2.19)
can be reduced to the simplified Hamiltonian (2.20). Correspondingly, the found eigen-
states and eigenenergies (2.23)–(2.32) can be applied to describe electronic properties
of the irradiated QR.
It follows from the Hamiltonian (2.20) that the irradiation of QR results in the two
main effects: First, it renormalizes the electron effective mass (2.22) and, second, it
leads to the unusual spin-orbit coupling ∼ lzσz described by the third term of the
Hamiltonian (2.20). In turn, these effects lead to the dependencies of the spin angle
(2.25) and the energy levels (2.26) on the irradiation intensity. Namely, the relatively
weak irradiation can decrease the angle to tens percents of its initial value in the
unirradiated QR, ξ0 = arctan (2αmR/~). Since the modulation of spin orientation
by various external actions lies in the core of modern spintronics [116–119], the found
strong dependence of the spin polarization on the irradiation can be used, particularly,
in prospective ring-shaped spintronic devices operated by light. The irradiation also
strongly affects the energy of the electron levels in the QR and their spin splitting.
Such a light-induced modification of the energy spectrum (2.26) can manifest itself,
particularly, in optical measurements.
2.3 Conclusions
We considered the 2D periodic array of interconnected ballistic quantum rings, dressed
by an off-resonant circularly polarized high-frequency electromagnetic wave. It was
shown that the light-induced Aharonov-Bohm effect opens topological band gaps in
the band structure of the array. As a result, the light-induced Floquet topological
phase appears.
Also, we demonstrated that the key electronic characteristics of QRs with the Rashba
spin-orbit interaction — the structure of electron energy levels and the spin polar-
ization of electrons — strongly depend on off-resonant irradiation. Particularly, the
modification of both electron effective mass and the spin-orbit coupling appears. It is
shown that the irradiation-induced renormalization of the electron energy spectrum
can be observed in state-of-the-art optical experiments, whereas the light sensitivity
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3 Topological metamaterials based
on polariton rings
Chern insulator phase is shown to emerge in two-dimensional arrays of polariton rings
where time-reversal symmetry is broken due to the application of an out-of-plane mag-
netic field. The interplay of Zeeman splitting with the photonic analog of spin-orbit
coupling (TE-TM splitting) inherently present in this system leads to the appearance
of synthetic U(1) gauge field and the opening of topologically nontrivial spectral gaps.
This results in the onset of topologically protected chiral edge states similar to those
forming in the quantum Hall effect. In one dimensional zigzag arrays of polariton rings
edge states similar to those appearing in the Su-Schrieffer–Heeger (SSH) model are
formed.
3.1 Introduction
Since the discovery of the quantum Hall effect [233] and its interpretation in terms of
topological invariance [270], there were several breakthroughs in the field of topological
condensed matter physics. Fractional quantum Hall effect [234, 269] was interpreted
in terms of composite fermion theory by Jain [236] and non-Abelian anyon statis-
tics by Xiao-Gang Wen [237]. Later on, ideas of the topological protection of the
quantum Hall phase edge states were generalized to the concept of the bulk-boundary
correspondence [235]. Finally, the introduction of the hierarchy of topological invari-
ants [258] drastically increased the range of available topologically nontrivial electronic
configurations and corresponding edge states [251].
The recent decade has seen the rise of topological photonics, following the predic-
tion of topologically protected optical crystal edge states similar to the conducting
electronic edge states [259]. Existing proposals for topological photonics exploit sym-
metry breaking with synthetic magnetic fields in arrays of coupled waveguides [260],
a spatial analog of Floquet modulation [261], and magneto-optic metamaterials [262].
Recently, strong light-matter interaction in coupled microcavities was predicted to
yield topological polaritonic edge states [263–265].
In contrast to topological photonics, the topological states of polaritonic systems can
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be controlled with a real magnetic field or via strong particle-particle interactions [266].
The latter gives an additional twist to polariton-based systems, which can demonstrate
nonlinear topological effects related to optical bistability [267]. Moreover, bosonic
stimulation of polariton-polariton scattering allows spontaneous coherent emission
from topologically nontrivial states [268]. Overall, the nonlinearity stemming from
polariton-polariton interactions, responsible for the crossover from polariton lasing to
polariton Bose-Einstein condensation, provides a unique opportunity of studying new
interacting bosonic topological phases.
Polaritons are neutral particles, so the application of an external magnetic field affects
only their spin but not orbital motion. However, as it was shown in the Ref.[247]
in non-simply connected geometry such as polariton ring, the interplay of Zeeman
splitting with the photonic analog of spin-orbit coupling (TE-TM splitting) inherently
present in this system leads to the appearance of synthetic U(1) gauge field affecting
orbital motion. The effect is due to the appearance of the non-zero geometric Berry
phase during one round of the rotation along the ring [248]. In this chapter, we extend
the idea of synthetic U(1) field for polariton system to the case of periodic arrays of
microcavity rings. We demonstrate that in a 2D array of polariton rings the presence
of synthetic U(1) field leads to the nontrivial band topology, characterized by nonzero
Chern numbers, and induces topologically protected unidirectional edge states, similar
to those appearing in QHE. In a 1D zigzag array of the rings edge states similar to
those appearing in the Su-Schrieffer-Heeger (SSH) model are formed.
The work is organized as follows. In Section II we construct and diagonalize the
Hamiltonian of a single polariton ring accounting for both TE-TM and Zeeman split-
ting. The results are then used for the topological analysis of two-dimensional cavity
ring arrays presented in Section III and zigzag chains of annular cavities presented in
Section IV. Conclusions summarize the results of the work.
3.2 Single polariton ring
In this section, we derive formally the effective 1D Hamiltonian describing a single
polariton ring (see Fig. 3.1) with the TE-TM splitting in the presence of a magnetic








where the diagonal terms Ĥ0 describe the kinetic energy of lower cavity polaritons,
and the off-diagonal terms ĤTE-TM correspond to the longitudinal-transverse splitting.
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Figure 3.1: Schematic of the considered geometry. The cavity (polariton ring) is con-
stituted by two Distributed Bragg Reflectors sandwiching a cavity with embedded
Quantum Well. The polariton ring is placed into an external magnetic field Bz per-
pendicular to its interface. The total effective magnetic field acting on the polariton’s
spin is a combination of the real magnetic field and the field provided by TE-TM
splitting. The direction of the total effective magnetic field changes along the ring
as is shown by the red solid arrows. If one moves along the ring it twice covers a
cone characterized by angle θ. The dashed arrow shows the direction of the Stokes
vector ~S. In adiabatic approximation, the direction of the Stokes vector coincides
with the direction of the total effective magnetic field, while they become different
for the exact solution of the Schrodinger equation.















where β is a constant, characterizing the strength of the TE-TM splitting which can
be expressed via the longitudinal and transverse polariton effective masses ml and mt
as β = (~2/4)(m−1l −m
−1
t ). In order to proceed with the derivation of the correct 1D
Hamiltonian let us pass to the cylindrical coordinates and add the confining potential
V (r), which forces the polariton wave functions to be localized on the ring in the radial
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+ V (r). (3.5)
Following the conventional procedure [253], the Hamiltonian of 1D ring is given by
Ĥ = 〈R0(r)|Ĥ1(r, ϕ)|R0(r)〉, (3.6)
where R0(r) is a the lowest radial mode of the Hamiltonian (3.5). For the confining










where γ4 = meffA/~2 and the 1D limit is putting ationγ to infinity. The desirable
Hamiltonian Ĥ = 〈R0(r)|Ĥ1(r, ϕ)|R0(r)〉 contains three types of terms. Namely, the
first type is 〈R0(r)|r−2|R0(r)〉, arising from the kinetic and TE-TM parts of Ĥ1(r, ϕ).
The other two terms 〈R0(r)|∂2/∂r2|R0(r)〉 and 〈R0(r)|r−1∂/∂r|R0(r)〉 in turn stem




converges to δ(r − R)/R as γ →∞, the first term yields lim
γ→∞
〈R0(r)|r−2|R0(r)〉 =
R−2. The second term can be calculated straightforwardly 〈R0(r)|r−1∂/∂r|R0(r)〉 =
1/2R20(r)|∞0 = 0.
The direct calculation of the third term yields 〈R0(r)|∂2/∂r2|R0(r)〉 ∼ −γ2/2 when
γ →∞, so this term dominates over the others in 〈R0(r)|ĤTE-TM(r, ϕ)|R0(r)〉 and we
can neglect them. Thus, we arrive at the correct Hamiltonian (3.8) of a polariton ring
with ∆LT = γ2β/2 which, in turn, is inversely proportional to the characteristic width
of the microcavity.












where ˆ̃k = −i(d/dϕ), R is the radius of the ring. For the sake of simplicity we intro-
duced dimensionless parameters ∆1,2 corresponding to the LT and Zeeman splittings
as ∆LT(z) = ∆1(2)~2/(2meffR2) and ∆LT ≈ β/2a2 with a being lateral width of the
ring. The Hamiltonian (3.8) was proposed earlier basing on symmetry considera-
tions [248]. The approach developed here allows establishing correspondence between
the parameters of the Hamiltonian and the geometrical dimensions of the structure.
In general, solutions of the stationary Schrodinger equation with Hamiltonian (3.8)
can be represented in the following form:
ψ̃(ϕ) = χ̃(ϕ, k̃)eik̃ϕ, (3.9)
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and ξ(k̃) = ∆1/((E +∆2/2)− (1 + k̃)2). The energy of the state Eq. (3.9) (measured
in units of ~2/2meffR2) is given by:
E = (k̃2 + 1)±
√
∆21 + (∆2/2− 2k̃)2, (3.11)
For a given energy Eq. (3.11) has four solutions for k̃i, i = 1 . . . 4 two positive and two
negative, corresponding to clockwise and anti-clockwise propagation and two opposite
spin orientations. Analytical expressions for them are listed below. For this purpose,
we introduce the auxiliary variables a1,2 and b given by
a1 =
(





−9∆21 + 4E(2E − 5) + 8
)










a2 = 16− 16E + 16E2 − 12∆21 − 3∆22, (3.14)
b = (4(E + 1) + a2/a1 + a1)/12. (3.15)
As a result, the equations on the dispersion relations for a single polariton ring












E + 1− b+∆2/(2
√
b). (3.17)
It should be noted that if the Zeeman splitting is present, E(k̃) 6= E(−k̃) which
corresponds to the breaking of the time-reversal symmetry in the system leading to
non-equivalence of clockwise and anti-clockwise propagation directions. In the arrays
of interconnected rings, this will lead to the appearance of the topologically protected
edge states as we will demonstrate later on.
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where the summation is performed over all real roots of Eq. (3.11) and ψ̃i(ϕ) is an
eigenfunction (Eq. (3.9)) at k̃ = k̃i. The Stokes vector given by
~S = ψ̃†~σψ̃ =
 sin θ cos 2ϕsin θ sin 2ϕ
cos θ
 . (3.19)
characterizes the distribution of the spin projection along the ring and defines the
profile of the polarization of the emission along the ring, and tan θ/2 = ξ(k̃). Note,
that the direction of the Stokes vector is not exactly the same as the direction of the
total effective magnetic field as in the case of adiabatic approximation [248].
As we consider only bright excitons with spin ±1 as a two-level system, the z-projection
of the operator of total angular momentum is Ĵz = ~ˆ̃k + ~σz. One can check that
Ĵzψ̃(ϕ) = ~k̃ψ̃(ϕ) which clarifies the physical meaning of k̃. If there is only a single
isolated ring, one should impose periodic boundary condition ψ̃(ϕ) = ψ̃(ϕ + 2π), so
that k̃ is integer and corresponds to the orbital quantized angular momentum and
according to Eq. (3.11) energy becomes quantized as well.
3.3 Two-dimensional array of rings
We consider a two-dimensional array of polariton rings, as shown in Figs. 3.2 (a) and
(b). Each ring can be considered as a plaquette in a square lattice where the wave
propagates via leads connecting neighboring cavity rings. Every ring has four leads
attached to it. There is an applied magnetic field Bz in addition to the effective
magnetic field ~ΩLT that stems from the TE-TM splitting and lies in the plane of the
array. The splitting values ∆z = gµBBz, ∆LT = gµB| ~ΩLT|, where g is the effective
Lande g-factor for the 2D exciton and µB is the Bohr magneton. In the unit cell
presented in Fig. 3.2(b) the wave function is piecewise-defined.
For the lead (polariton wire), the wave function can be obtained similarly to the case
for a ring by noticing that the polariton wire Hamiltonian is the ring Hamiltonian
(Eq. (3.8)) at the limit R→∞. For example, two branches (upper and lower, due to
the TE-TM and Zeeman splittings) of the dispersion are given by


















3.3 Two-dimensional array of rings
Figure 3.2: (a) Geometry of the structure: two-dimensional square lattice of the
exciton-polariton ring resonators connected via leads. (b) A unit cell of the struc-
ture: a polariton ring of radius R with four attached leads of length d/2. The period
of the structure is T = d + 2R, and the corresponding variables are defined as























In the case E <
√
∆21 + (∆2/2)
2 only ψ1,2(x) are relevant. Hence, the general solution





where the summation is performed over all real roots of Eq. (3.20) for a given energy.







where the summation is performed over all real roots of Eq. (3.11).
To define the behavior of the polariton waves at the junctions connecting the rings and
the leads we use Griffith’s boundary conditions [255] stating that the wave functions
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Figure 3.3: Topologically protected edge states for ∆1 = 5, ∆2 = 2 and h = d/R =
1.2. The corresponding Chern number C = 2 is a sum of all Cn below the energy
level (denoted by the dashed black line). (a) The geometry of the structure: a two-
dimensional square lattice of the exciton-polariton ring resonators that is infinite
in the x-direction and finite in the y-direction. Blue and red arrows indicate the
directions of the propagation along left and right edges. (b) Band structure of the
stripe consisting of 16 periods in the y-direction. The rectangle marks the bandgap
of the bulk system. For a given energy marked by the dashed line there are two edge
states labeled as A and C corresponding to the right boundary, and two states B and
D corresponding to the left boundary. Note, that the sign of the group velocity is the
same for the states propagating along the same edge. This means that these states
are chiral and topologically protected with respect to backscattering. (c) Probability
distribution profiles of the edge states marked at the band diagram. Direction of
their propagation is set by the sign of the product Bzg.
have to be continuous and the input probability currents must be exactly compensated
by the output. Together with the Bloch periodic boundary condition, this gives the
closed set of linear algebraic equations allowing to define the band structure of the
system.
The scattering equations for the junctions (1) through (4) in Fig. 3.2(b) are given by
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Griffith’s conditions [255] and read as follows
Ψ1(d/2) = Ψ̃4(π/2) = Ψ̃1(0)






Ψ2(d/2) = Ψ̃1(π/2) = Ψ̃2(0)






Ψ3(−d/2) = Ψ̃2(π/2) = Ψ̃3(0)
RΨ ′3(−d/2) + Ψ̃ ′3(0) = Ψ̃ ′2(π/2),
(3.28)
Ψ4(−d/2) = Ψ̃3(π/2) = Ψ̃4(0)
RΨ ′4(−d/2) + Ψ̃ ′4(0) = Ψ̃ ′3(π/2),
(3.29)














where K = (Kx,Ky) is the polariton envelope wave vector originating from the pe-
riodicity of the array and T = d + 2R is the period of the array. Eqs. (3.26)-(3.30)
form a set of linear equations for the variables {C(i)m } ∪ {C̃(i)m̃ }. The secular equation
in obtained by equating the determinant to zero.
It should be noted that one may use the S-matrix approach instead of imposing Grif-
fith’s conditions.
Once the spectrum of the bulk system is obtained from the secular equation, the Chern
numbers can be calculated. The Chern number corresponding to the n-th band of the







where Fxy(K) = ∂Ay/∂Kx− ∂Ax/∂Ky is the field strength associated with the Berry
connection, Aj(K) = 〈n(K)| ∂∂Kj |n(K)〉 is the vector potential of the field, and |n(K)〉
is the normalized Bloch wave function of the n-th band [256]. The integration is
performed over the first Brillouin zone (1BZ).
Topological gaps open in the case of non-zero both TE-TM and Zeeman splittings.
The Chern numbers are calculated for the gapped system (see the caption of Fig. 3.3).
Since there are gaps with non-zero Chern invariant, the bulk-boundary correspondence
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suggests the existence of topologically protected edge states for a finite lattice. To
explore the properties of the edge states, one should add the boundaries to the system.
Let us consider the system depicted in Fig. 3.3(a): a strip composed of 16 rings in the
y-direction and infinite in the x-direction. The spectrum of the strip can be obtained
by writing down Eqs. (3.26)-(3.29) for the rings 2 . . . 15 supplemented by a slightly
modified version of these equations for the outer rings (number 1 and 16 in Fig. 3.3(a))
as they are deprived of the first and fourth leads respectively. Also, one should add the
Bloch condition only for the x-direction as the periodicity is broken in the y-direction.
Finally, we obtain a linear system for the variables {C(i)ℵ,m}∪{C̃
(i)
ℵ,m̃} (where ℵ = 1 . . . 16
numbers the unit cells along an arbitrarily chosen row in Fig. 3.3(a)), with the secular
equation yielding the spectrum, presented in Fig 3.3(b).
As can be seen from Fig. 3.3(b), there exist topological edge states at the bulk gap.
For a given energy level, plotted with the dashed black line in Fig. 3.3(b), there
exist two edge states per boundary. The wave function density at the unit cell scale,
corresponding to the edge states, is shown in Fig. 3.3(c). Similar to the case of QHE,
edge states are chiral and topologically protected: the direction of the propagation is
linked to the edge, so backscattering is possible only if it is accompanied by hopping
from one edge to another.
3.4 Zigzag chain of polariton rings
We now proceed to the analysis of zigzag arrays of polariton rings. Let us consider a
system of rings connected into a zigzag chain as shown in Fig. 3.4. It is reminiscent
of the Su-Schrieffer-Heeger model [251], where each carbon atom of polyacetylene is
replaced with a polariton ring and the role of the ‘relative-bond-strength’ (for poly-
acetylene) is played by the ‘bond angle α (see Fig. 3.4(a)). In this section, we focus on
the effects that arise in the absence of an external magnetic field (Bz = 0⇒ ∆2 = 0).
The application of the external magnetic field in the case of the 1D chain of the rings
does not change significantly the results.
As shown in Fig. 3.4(a), there are two rings per unit cell and within each unit cell,
there are different effective magnetic fields in the leads that are not parallel to each
other. The directions of these effective magnetic fields depend on the angle α.
In a similar manner as in the previous section, we immediately derive the scattering
equations given by Griffith’s and Bloch’s boundary conditions. For the junctions from
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Figure 3.4: (a) Sketch of a zigzag array of polariton rings and a unit cell of the
structure. Each ring is of radius R and each lead is of length d. The period of
the structure is T = 2(d + 2R) sinα/2. The corresponding variables are defined as
ϕ1,4 ∈ [0, 2π − α], ϕ2,3 ∈ [0, α] and x1 ∈ [0, d/2], x2 ∈ [−d/2, d/2], x3 ∈ [−d/2, 0].
The band diagram for an infinite zigzag chain (with α = π/2) in the absence of
LT-splitting (∆1 = 0) (b) and at ∆1 = 2 (c).
(1) to (4) in Fig. 3.4(a) they read as follows
Ψ1(d/2) = Ψ̃2(α) = Ψ̃1(0)






Ψ2(−d/2) = Ψ̃1(2π − α) = Ψ̃2(0)
RΨ ′2(−d/2) + Ψ̃ ′2(0) = Ψ̃ ′1(2π − α),
(3.33)
Ψ2(d/2) = Ψ̃4(2π − α) = Ψ̃3(0)
RΨ ′2(d/2) + Ψ̃
′
4(2π − α) = Ψ̃ ′3(0),
(3.34)
Ψ3(−d/2) = Ψ̃3(α) = Ψ̃4(0)
RΨ ′3(−d/2) + Ψ̃ ′4(0) = Ψ̃ ′3(α).
(3.35)







The secular equation is found by setting the determinant to zero.
For α = π/2 and zero effective magnetic field, the corresponding band diagram (see
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Figure 3.5: Probability distribution of the edge states in polariton ring zigzag chains
with α = π/2 and h = d/R = 1.2 for even (a) and odd (b) number of rings. In
the odd number case (b) there also exists a symmetric edge state that is localized
on the left side of the chain. The profiles are shown for ∆1 = 2, E = 8.985 (in
~2/(2meffR2) units). The energy value is chosen to lay within the bulk bandgap.
Fig. 3.4(b)), exhibits flat bands that are reminiscent of Landau levels related to the
states localized within the ring. As we introduce a non-zero LT-splitting, new gaps
open (see Fig. 3.4(c)). As one introduces boundaries to the system the edge states
appear (see Fig. 3.5(a) and (b)). In both cases in Fig. 3.5 (the even and the odd
number of the rings), the edge states are twice degenerate. Thus, by taking their
linear combination one can prepare a state localized either at both sides of the chain
or at one side. We note that in the case of the chain, no external magnetic field
is required for the emergence of the edge-states since the angle α not equal to π
breaks the equivalence of the clockwise and counter-clockwise propagating modes in
the separate rings. As the angle, α gets closer to π, the localization length of the edge
states increases.
3.5 Conclusions and Outlook
To conclude, we have shown that a two-dimensional array of the polariton rings is
characterized by the non-trivial Chern invariants and supports topologically protected
chiral edge states analogously to the case of Quantum Hall insulator. Also, the edge
states are shown to emerge in a zigzag chain of polariton rings. The existence of
topologically protected states can find their applications in spintronics.
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We have observed the effect of a pseudo magnetic field originating from the polaritonic
analog of spin-orbit coupling (TE−TM splitting) on a polariton condensate in a ring-
shaped microcavity. The effect gives rise to a stable four-leaf pattern around the ring as
seen from the linear polarization measurements of the condensate photoluminescence.
This pattern is found to originate from the interplay of the cavity potential, energy
relaxation, and TE-TM splitting in the ring. Our observations are compared to the
dissipative one-dimensional spinor Gross-Pitaevskii equation with the TE-TM splitting
energy which shows good qualitative agreement.
4.1 Introduction
Over a decade has passed since the first demonstration of Bose-Einstein condensation
of exciton-polaritons in a semiconductor microcavity [243, 271]. It stands out as a
unique platform for exploring physics of out of equilibrium systems. Recent reports on
the observation of thermal equilibration [272, 273] on one hand has triggered interest
in studying equilibrium physics in non-hermitian systems, while on the other have
shown promise for making devices based on polariton condensates that operate near
equilibrium. Such a feat has been achieved in microcavities with Q > 105, allowing
several collision events between polaritons to distribute energy and thermalize in their
lifetime [272–275].
These systems also naturally offer a way for describing a pseudo-spin 1/2 Bose gas
[276]. The order parameter of a polariton condensate is described by a two-component
complex valued spinor, which is connected to the electric polarization of the polaritons
in the microcavity [277]. In the presence of a non-aligned magnetic field the spin of the
polaritons is precessing similarly to the spin of an electron in a magnetic field. It turns
out that for a quantum well embedded inside a semiconductor microcavity, a small
but non-negligible momentum dependent effective magnetic field is present which lies
in the plane of the quantum well. This has been used to realize a polaritonic analog
of extrinsic [278] as well as intrinsic [279] spin Hall effect. In contrast to the electronic
systems where the spin Hall effect gives rise to a spin current and no mass transport,
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the optical spin Hall effect is realized by actual transport of polaritons while the spin
of the polaritons precess as they move.
In this chapter, we address how the two spinor components of a gas of highly excited
trapped polaritons evolve following a quench in a long lifetime (≈ 200 ps) microcavity.
The trapping potential is created by patterning the top mirror of the GaAs microcavity
in the shape of a ring. The polaritons in the ring maintain the same long lifetime (≈
200 ps), high quality (Q > 105), and low disorder as in the two-dimensional planar
microcavity used previously [272, 274, 280–282]. With the presence of a unidirectional
gradient in the energy of the polaritons, the circular symmetry of the ring is broken,
giving rise to a rigid rotor potential. Combined with a momentum-dependent effective
magnetic field in the trap, this results in an intrinsic optical spin Hall effect as the
polaritons are transported to the region with the lowest energy in the trap. We map
the spin of the condensed polaritons in the ring using space- and time-resolved spin-
polarized spectroscopy.
The rings are fabricated by etching the top distributed Bragg reflector (DBR) of this
microcavity in the shape of rings of width (the difference of the outer and the inner
radii) 15 µm and radius (average of outer and inner radii) 50 µm. Further details may
be found in the previous papers [282–284]. Across the typical dimensions of the ring,
the thickness of the microcavity varies which leads to a cavity energy gradient (≈ 7−9
meV/mm). The cavity gradient effect is similar to artificial gravity for the polaritons
making the rings look tilted on the potential energy plane. Due to the analogy to
gravity, here we will refer to the point of highest potential energy as the “top” of the
ring, and the point of lower potential energy, on the opposite side of the ring, as the
“bottom”. The effect of artificial gravity on the spin-polarized polaritons has been





























Figure 4.1: Schematic of the experimental setup. Inset shows a time integrated image
of the photoluminiscence from the ring microcavity also showing the direction of
the cavity gradient ∆E. QWP: quarter waveplate, HWP: half waveplate, LP: linear
polarizer.
4.2 Experiment
The top of the rings is non-resonantly pumped (Epump ≈ 1710 meV which is at least
100 meV higher than the energy of the lower branch polaritons at the point of excita-
tion) with a mode-locked Ti:sapphire laser with a pulse repetition rate of 76 MHz, a
pulse width of ≈ 2 ps, a spot size of ≈ 15 µm on the sample and incident at an angle
of ≈ 45◦ from the plane of the sample with more than 90% linear polarization. Due
to the high angle injection, the pump spot is not circular on the plane of the sample
and creates asymmetry in the direction of the polaritons streaming from the pump
spot. Photoluminescence (PL) from the rings was collected using a microscope objec-
tive with a numerical aperture (NA) of 0.40 and imaged onto the entrance slit of a
spectrometer. The image was then sent through the spectrometer either to a standard
charged coupled device (CCD) chip located at one of the exit ports of the spectrometer
for time-integrated imaging or onto a Hamamatsu streak camera located at the other
exit port for time-resolved imaging. All measurements were performed by cooling the
microcavity to low temperature (below 10 K) in a continuous-flow cold-finger cryostat.
A sketch of the experimental setup is shown in Fig. 4.1.
The non-resonant optical pulse excites a population of free electrons and holes at the
top of the ring which undergoes rapid thermalization, turning into excitons. Excitons
further relax down in energy and reach the anti-crossing spectral region of the photonic
and excitonic dispersion branches, forming a dense polariton gas (see, for example,
Tassone et al. [286]), which above a critical density undergoes non-equilibrium Bose-
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Figure 4.2: Example of condensate energy (a) and linewidth (b) as a function of time
from different locations on the ring. 3π/2 corresponds to the bottom of the ring. The
zero of the time axis corresponds to the time of excitation at the top of the ring. The
condensate energy is obtained at each spatial location by fitting a lorentzian function
to the energy- and time- resolved image captured by the streak camera. (c) shows a
spectral comparison between the PL emission from the top and bottom of the ring as
a function of time.
Einstein condensation. This non-equilibrium condensate streams out ballistically from
the excitation spot and fills the entire ring, while also dropping in energy as it moves
in the ring. As shown in Fig. 4.2 (c) the polaritons are initially formed with large blue-
shifted energy at the pump spot which rapidly redshifts with time. This is followed by a
spectrally narrow emission which slowly drops in energy, asymptotically approaching
the k|| = 0 lower polariton energy at this location. The initial blue shift seen at
the pump spot is due to the interaction of polaritons with the exciton cloud. The
rate of energy drop of the polaritons measures the rate at which the exciton cloud
decays. By the time the polaritons arrive at the bottom of the ring trap, it has already
undergone considerable energy relaxation (≈ 2 meV). The energy- and time-resolved
image from the bottom in Fig. 4.2 (c) shows that as the occupation density of the
polaritons increases, the spectral linewidth of the emission narrows indicating a build-
up of coherence in the bottom of the trap. We have combined the streak images from
the top and bottom of the ring for comparison in Fig. 4.2 (c). In Fig. 4.2 (a) and (b)
we show spatially and temporally resolved energy and linewidth of the emission from
the full ring. From these plots, we infer that the spatial coherence extends at most to
one-third of the ring circumference at any given point in time, which is signaled by the
energy locking of the emission. At late times the energy of the emission approaches
the local, low density k|| = 0 lower polariton energy.
We resolved the polarization of the PL from the ring by performing a full Stokes vector
measurement (S0, S1, S2, S3) using combinations of half or quarter waveplate and a
linear polarizer. The measurement was done on the collimated signal just after the
microscope objective. The transmission axis of the polarizer was chosen to be vertical
in the lab frame and was kept fixed throughout the experiment. This was done to
remove the polarization sensitivity of the optics downstream in the setup. We used
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another half waveplate and a polarizer before the entrance slit of the spectrometer
to collect all the signal which didn’t get reflected, scattered or absorbed after passing
through the optics. For all the measurements the orientation of the transmission axis of
the final polarizer was also kept fixed, which removed the polarization sensitivity of all
the optics inside the spectrometer as the light that entered the spectrometer was always
at a fixed linear polarization. Two images were taken for each individual measurement,
one with the half waveplate fast axis (placed just before the final polarizer) at 0◦ and
one with it at 45◦. By adding these two images together, the total contribution of
both polarizations (both parallel and orthogonal to the final polarizer) was taken into
account.
Time-resolved Stokes vector measurements were done using the streak camera. A di-
ametric slice of the image of the ring was aligned with the horizontal time slit of the
streak camera. To collect the PL from a different location on the ring, the image was
rotated using a dove prism. The dove prism was placed in a nearly collimated region
of the optical path, as shown in Fig. 4.1. Before the experiment, the dove prism
was carefully aligned to minimize the image walk-off when the prism was rotated by
adjusting the tilt screws on the mount. Small adjustments were made during data
collection by moving the final imaging lens, Lens 3, in the transverse plane to ensure
consistent overlap of the diametric slice of the ring with the time slit. We note that
the intensity collected by the streak camera after a pulsed excitation of the ring is
the sum of the intensity of millions of such realizations. The density of polaritons
created by each pulse was above the critical density of polaritons required for under-
going Bose-Einstein condensation (BEC) at the given temperature. If the realization
of each instance of the BEC picks up a random polarization state in the ring, then
by averaging we should obtain a strong component of unpolarized light in the emis-
sion. However, from previous time-resolved studies on spontaneously formed polariton
BEC, it is known that the polarization of the BEC is not random and is sensitive to
underlying crystal symmetries and other symmetries or imperfections of the micro-
cavity. Therefore, the degree of polarization is an important parameter distinguishing
between emission from condensed and uncondensed or excited polaritons.
We compare the time-resolved polarization of the PL emission from the point of exci-
tation (top) and the diametrically opposite point (bottom) on the ring in Fig. 4.3. We
find a rapid build-up of the degree of polarization (DOP) of the emission at the pump
spot following the arrival of the pump pulse. This is correlated with a decrease in the
PL emission intensity at the pump spot. This signal is post hot thermalization and
indicates the appearance of a local non-equilibrium condensate that undergoes further
energy relaxation. As the condensate streams and fills the ring, the DOP plateaus.
At the same time, there is a slow build-up of the polarized emission from the bottom
of the ring which persists as long as the polaritons leak from the microcavity. In con-
trast, the DOP drops at the pump location after plateauing because the condensate
drifts away from this location towards the bottom of the ring. The oscillations in the
intensity of the PL emission from the bottom of the ring is due to the pendulum-like
oscillations about the ring trap minimum [284].
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(a) (b) (c)
(d) (e)
Figure 4.3: Comparison of the polarization between the top and bottom of the ring as







Measurement of the time-resolved components of the Stokes vector from different
angular positions on the ring are shown in Fig. 4.6 and a Bloch vector visualization
at different time instances are shown in Fig. 4.4. The circular polarization component
S3 in these measurements reveal that before the appearance of condensate in the
ring, highly excited non-thermal polaritons moving out from the pump spot show spin
imbalance polarity depending on whether they are moving in the clockwise or anti-
clockwise direction. This is due to the polariton pseudo-spins experiencing the effect of
the in-plane magnetic field arising due to the splitting of the transverse electric (TE)
and transverse magnetic (TM) mode in the cavity and depending on the polariton
wave-vector. It is easily verified in a simulation showing the time evolution of a
linearly polarized wavepacket under the TE-TM splitting Hamiltonian.
The linear polarization components S1 and S2 show a spontaneous emergence of four-
leaf angular pattern as shown in Fig. 4.6 (b) and (c). This pattern persists in the
ring until the polaritons fully leak from the microcavity. Manifestation of this pattern
could be visualized by representing the Stokes vector on the Bloch sphere and tracing
it around the ring. The projection of the Stokes vector on the equatorial plane of
the Bloch sphere gives the component of linear polarization of the emission. This is
shown in black arrows in Fig. 4.4 at different time instances. We see in these figures
and in Fig. 4.5 that after t = 265 ps, the linear polarization component appears to
wrap around the ring by 4π radians, which corresponds to a rotation by 2π radians
for the major axis of the elliptically polarized emission from the ring. In Fig. 4.5
we compare the direction of the linear polarization of the Stokes vector from different
angular positions in the ring at two different time instances. The wrapping of the linear
polarization component by 4π radians is found at t = 265 ps, while it only wraps by
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Figure 4.4: PL intensity from the ring at different time instances t0 and the corre-
sponding polarized emission shown with the Bloch sphere representation of the Stokes
vectors at different angular positions on the ring. Black arrows depict the projection
of the Stokes vector on the equatorial plane of the Bloch sphere. The length of the
arrow is a measure of the degree of linear polarization within the polarized sector
of emission and half of the angle w.r.t. the positive x-axis measures the direction
of the linear polarized light. The red and green arrows depict the spin up and spin
down projection of the polariton spinor respectively. The length of these arrows
indicate the degree of circular polarization (or spin polarization) of the polaritons.
Stokes vectors for intensity below a cut-off level (Icut = 3) is not plotted due to poor
signal to noise ratio. The linear polarization pattern in the time range shown is
quasi-stationary.
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Figure 4.5: (a) The direction pointed by the linearly polarized Stokes vector S1x̂+S2ŷ
around the ring at two-time instances. The angle tan−1(S2/S1) has been unwrapped
in the range [0, 6π]. (b) and (c) show the linearly polarized Stokes vector in the ring
at t = 103 ps and t = 265 ps respectively.
Total intensity (arb. units) Horizontal polarization (𝑆 ) Diagonal polarization (𝑆 ) Circular polarization (𝑆 )
(a) (b) (c) (d)
(e) (f) (g)
Figure 4.6: Example of time and polarization resolved PL from tilted ring. Components
of the Stokes vector S0, S1, S2 and S3 measured at an angular resolution of 10◦ as
a function of time. We integrated the polarization resolved PL over the radial width
of the ring to process the Stokes components at any given angular position on the
ring. The intensity collected by the streak camera after a pulsed excitation of the
ring is the sum of the intensity of millions of such realizations. Bottom row shows
the four-leaf pattern in the components S1 and S2 at t = 374 ps.
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Figure 4.7: (a) A schematic showing the effect of the radial confinement, TE-TM
splitting and the ring geometry on the quantum states in the ring. Visualization of
the expectation value of the Stokes components in the ground state of the ring with-
out the tilt is also shown. In the ground state Sz = 0 while S1 and S2 components
are phase shifted by π/4 w.r.t. each other. The white arrows depict the polariza-
tion plane direction, corresponding to the local Stokes parameters. In the ground
state the polarization wraps in the azimuthal direction in the ring. (b) Direction of
the effective magnetic field due to TE-TM splitting shown with red arrows in the
momentum space.
2π radians at t = 103 ps. The linear polarization component forms domains in the
ring where the direction changes slowly within a domain while across a domain there
is a change in the direction by ±π/2 or more. The direction of the linear polarization
component from the lower half of the ring remains nearly stationary in time after t
= 265 ps as shown in Fig. 4.4. This is despite the fact that there is a noticeable
angular variation of the intensity of emission from this region with time as shown in
S0 component in Fig. 4.6 (a) as well as in Figure 4.4. Both spatial and temporal
dependence of the PL intensity from the ring indicates a variation of the density of
the polaritons in the ring. The overall polarization component of the emission does
not show a strong dependence on the polariton density which could be deduced from
plots of the Stokes vector around the ring in Fig. 4.4. We can thus conclude that the
interactions between the polaritons do not play a dominant role in determining the
polarization direction of the emission. At late times, the non-equilibrium state shows
very little spin imbalance as shown in Fig. 4.6 (d) which is due to good spatial overlap
of nearly identical density profiles of the two spin components.
In the following section, we develop a minimal model capturing the qualitative features
discussed above highlighting the essential physics needed to interpret our observations.
We derive an effective one-dimensional Hamiltonian by projecting the two-dimensional
Hamiltonian onto the ground state of the radially confining potential due to the finite
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(a) (b) (c) (d)
(e) (f) (g) (h)
Normalized intensity
Figure 4.8: Time evolution of the horizontally polarized condensate spinor. Parame-
ters for both rows are meff = 6.14× 10−5m0, B = 0.05, τ = 200 ps, and ∆ = 250,
where m0 is the rest mass of an electron in vacuum. Top row (a-d): V0 = 16, Λ =
1; Bottom row (e-h): V0 = 335, Λ = 0.3; A larger energy damping rate is chosen
for smaller tilt case (top row) because the initial state has a lower potential energy
than the larger tilt case (bottom row), so energy relaxation is slower for the same
value of Λ in the smaller tilt case.
width of the ring channel. The periodicity of the wavefunction in the azimuthal direc-
tion results in discrete orbital angular momentum states in the ring. We assume that
the polaritons occupy only a small part of the lower polariton dispersion near k|| = 0,
allowing us to make an effective mass approximation for the polaritons. The cavity
gradient in the ring reduces the circular symmetry to left-right mirror symmetry in the
ring. It also creates a small spatial anisotropy in the TE-TM splitting energy which
is ignored in the present model. A schematic of the quantum states in the ring in ab-
sence of a cavity gradient is shown in Fig. 4.7 (a). We also neglect the spin-dependent
interactions for reasons discussed previously.
4.3 Theoretical model
Here we present the theoretical model of a single polariton ring of radius R and width
a with a cavity gradient along the vertical axis (see the inset in Fig. 4.1), where only
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the lowest radial mode is occupied.
We start with the Hamiltonian of 2D polaritons inside a planar microcavity neglecting







where the diagonal terms Ĥ0 describe the kinetic energy of lower cavity polaritons,
and the off-diagonal terms ĤTE-TM correspond to the TE-TM splitting. We further















where β governs the strength of the TE-TM splitting and may be expressed in the
longitudinal and transverse polariton effective masses ml and mt as β = (~2/4)(m−1l −
m−1t ). In order to proceed with the derivation of the correct 1D Hamiltonian let us pass
to the polar coordinates and add the confining potential V (r) confining the polariton
wave functions on the ring in the radial direction to the planar cavity Hamiltonian
Ĥ2D. The confining potential is taken as an infinite square well in the radial direction.













































+ V (r). (4.5)
Since we can now separate the variables assuming only the lowest radial mode occu-
pation Ψ̃(r, ϕ) = R0(r)Ψ(ϕ), the effective Hamiltonian [253] for Ψ(ϕ) reads
Ĥ = 〈R0(r)|Ĥ1(r, ϕ)|R0(r)〉, (4.6)
where R0(r) is the lowest radial mode of the Hamiltonian (4.5). For an infinite square
well potential of width a centered at R in the radial direction, the radial modes, which
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where we introduced the dimensionless energy eigenvalues εn =
√
2mEnR
~ and 0F1(a; z)
is the confluent hypergeometric function and An is the normalization constant. The












Now we perform the averaging over the lowest radial mode R0(r) corresponding to







R20(r)/2|∞0 = 0 for any R0(r) such that R0(0) = R0(+∞) = 0. Then, we calculate
〈R0(r)| ∂
2
∂r2 |R0(r)〉 = −C0/a
2, where we used that R′′0 + r−1R′0 = −(2meff/~2)E0R0
and the fact that from dimensional analysis it follows that E0 = ~2C0/(2ma2), where














|R0(r)〉 = F(a/R)/R2, (4.9)
where the equation in the last line is obtained from dimensional analysis and F(x)
is a dimensionless function. We approximate R0(r) by its first Fourier harmonic,




a ). This function is properly normalized
∫∞
0
R20(r)rdr = 1 and
satisfy the boundary conditions R0(R − a/2) = R0(R + a/2) = 0. Then, we have
C0 = π
2 and for 0 < x < 1 it follows F(x) ≈ 1 to two decimal places. Thus, we finally






k2 Be−2iϕ(−ˆ̃k2 + 2ˆ̃k +∆)
Be2iϕ(−ˆ̃k2 − 2ˆ̃k +∆) ˆ̃k2
)
(4.10)
where ˆ̃k = −i(d/dϕ) and the energy levels are now shifted by a constant as compared
to the Hamiltonian (4.1). For the sake of simplicity, we introduced a dimensionless
parameter B corresponding to the TE-TM splitting as B = 2βmeff/~2 and a dimen-
sionless parameter ∆ = (πR/a)2 corresponding to the LT-splitting, stemming from
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the confinement in the radial direction. In the case where the ring is infinitely thin,
the model reduces to the one described in [288].
In general, solutions of the stationary Schrodinger equation with the Hamiltonian (4.10)
can be represented in the following form
Ψk,α(ϕ) = χ̃α(ϕ, k)e
ikRϕ, (4.11)












a2B(kR− 1)(kR− 3) + 8π2R2
a2((kR+ 1)2 − Eαk )
. (4.13)
The energy spectrum of the Hamiltonian can be found analytically, the energy levels
are given by
EL,Uk = 1 + k
2R2∓√
B2π4 + 2a2B2π2(3 + k2R2)R−2 + a4(4k2R2 +B2(9− 10k2R2 + k4R4))R−4
(a/R)2
(4.14)
in ~2/(2meffR2) units. As we consider polaritons with spin ±1 as a two-level system,
the z-projection of the operator of total angular momentum is Ĵz = ~ˆ̃k + ~σz. One
can check that ĴzΨ(ϕ) = ~k̃Ψ(ϕ) which clarifies the physical meaning of k̃ = kR. The
periodic boundary condition imposes the condition Ψ(ϕ) = Ψ(ϕ + 2π), which yields
integer k̃ corresponding to the quantized orbital angular momentum. According to
Eq. (4.14) the energy becomes quantized as well.
To account for the tilt of the well one needs to replace B in the Hamiltonian (4.10)
by B + V1 sinϕ and add V0 sinϕ to the diagonal elements, where we assume that the
value of the TE-TM splitting, as well as the shift of the energy levels, linearly depends
on the width of the well. Having done that, we arrive at the Hamiltonian (4.22),
where an additional splitting between linear polarizations is added (see the text) below
Eqs. (4.22).
The dependence of the TE-TM splitting on the local width of the ring can be calculated





which is frequently called the effective length of a Bragg mirror, where na,b are the
refractive indexes of the layers comprising the DBRs and λ̄ is the wavelength, cor-
responding to the central frequency of the stop-band λ̄ = 2πc/ω̄. Next, introducing
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δ = ωc − ω̄ (4.16)
where ωc is the real part of the cavity complex eigenfrequency, the TE-TM splitting
thus reads [276]





1− 2 sin2 φeff
δ, (4.17)
where φeff ≈ arcsin ((n0/nc) sinφ0), the coefficients and Lc is the width of the cavity, n0
and nc are the refractive indexes of the surrounding media and the cavity respectively.





























where k|| = (ωc/c) sinφ0 and Lc,0, Lc,π/2 are the widths of the cavity at the points of
the ring defined by ϕ = 0, π, respectively and ωc,0 is a cavity eigenfrequency at k|| = 0,
which also depends on the local width of the cavity.
Let us investigate the ground state of a flat ring (no tilt) and in the absence of birefrin-
gence. For the experimentally relevant values B = 0.052 and ∆ = 61.36, the ground
state Ψ0,L is non-degenerate and corresponds to k̃ = 0 of the lower branch (minus sign









The Stokes vector for this state is given by
~S = Ψ †0,L~σΨ0,L =





thus, the ground state of a flat ring with no birefringence is completely linearly po-
larized with the polarization direction remaining tangential to the ring. It should be
noted, that the Stokes vector in the ground state (4.20) repeats the pattern of the ef-
fective magnetic field produced by the TE-TM splitting (shown in Fig. 4.7 (b)), but in
the XY-plane. We observed a large degree of linear polarization and a small degree of
circular polarization in the ring as seen in Fig. 4.6 and Fig. 4.8; the TE-TM splitting
term in the Hamiltonian mixes the left and right circular components of the pseudo
spinor creating a large component of linear polarized state with a small circular com-
ponent. Although, the four-leaf angular pattern in S1 and S2 are not phase-shifted by
π/2 as predicted from the theory the 2ϕ angular dependence of both the patterns point
towards the 2ϕ angular dependence of the pseudo magnetic field originating from the
TE-TM splitting in the ring microcavity.
In the absence of the polariton-polariton and polariton-reservoir interaction, the ring
is described by the following matrix Hamiltonian Ĥ, whose elements are given by












(B + V1 sinϕ)e
−2iϕ(−ˆ̃k2 + 2ˆ̃k +∆) + αe−iϕ0
)
,
where ˆ̃k = −i(d/dϕ). ϕ is measured from the positive direction of the x-axis in anti-
clockwise sense. For the sake of simplicity we introduced the dimensionless quantity
B + V1 sinϕ which corresponds to the TE-TM splitting, inherited from the plane mi-
crocavity, here B = 2βmeff/~2 (β defines the TE-TM splitting of the plane microcavity
without tilt) and V1 accounts for the dependence of the TE-TM splitting on the chang-
ing width of the quantum well. V0 describes the position-dependent shift of the energy
levels due to the cavity gradient. The dimensionless parameter ∆ = (πR/a)2 corre-
sponds to the LT-splitting, stemming from the confinement in the radial direction.
We also consider an additional splitting between linear polarizations which acts as a
static in-plane field, and described by α and ϕ0. This field is usually linked with the
crystallographic axes and appears because of the anisotropy of the quantum well.
The time evolution of the polariton condensate spinor Ψ in presence of energy relax-




= (1− iΛ) ĤΨ − i~
2τ
Ψ (4.23)
Energy relaxation is phenomenologically included in the model by multiplying the
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Hamiltonian (4.22) by the complex coefficient 1 − iΛ, where Λ is the dimensionless
energy relaxation parameter. This is an energy diminishing scheme, where the higher
energy eigenstates relax more quickly than the lower energy eigenstates. For longer
temporal evolution only the ground state survives. This form of energy relaxation was
first suggested by Pitaevskii and applied in the context of damped atomic condensates.
Since the rate of energy dissipation and the rate of particle loss are not equal, we
accounted for the leakage rate with the parameter τ . While numerically integrating
the term proportional to Λ we preserve the norm of the wave function by adding back
the particles that are lost during the energy relaxation step. To account for the finite
lifetime of the polaritons we added another imaginary term proportional to Ψ , which
describes the loss of particles from the microcavity with time. Thus, the number of
polaritons in the simulation exponentially decays with time at a rate 1/τ . An order
of magnitude estimate for Λ is obtained from the damping of the oscillations at the
bottom of the ring as shown in Fig. 4.6 (a), which gives Λ of the order of 0.1, an order
of magnitude higher than previous studies.
We evolve an initial state which is close to the state observed in the experiment after
hot thermalization at the pump spot. As shown in Figs. 4.3 and 4.6, the Stokes
parameters are S1 ∼ 0.5 and S2 ∼ −0.5 when the degree of polarization is maximum
at the top of the ring. This implies that the linear polarization makes an angle of
about -22.5◦ with the horizontal axis. Any spatially extended state with this uniform
polarization is not a polarization eigenstate of the ring because it lacks the left-right
mirror symmetry of the ring. In the simulations, we preferred to use an initial state
which respects the mirror symmetry of the ring to show that the observed experimental
signatures like the four-leaf pattern (in S1 and S2) and the spin flips (in S3) arise in the
course of dynamics and do not sensitively depend on the choice of the initial conditions.
Since the initial condensate is over 80% horizontally polarized, the initial condensate
order parameter in the simulations was chosen to be completely horizontally polarized
and localized at the top of the ring,









This initial polarized state has a left-right mirror symmetry with S2(ϕ, t = 0) =
0 as well as spin balanced S3(ϕ, t = 0) = 0. Such an initial state would clarify
the dynamical signature of the pseudo magnetic field on the propagating polariton
condensate when S2 and S3 become non-zero during evolution. The angular width
(d = π/10) of the gaussian wavepacket in the simulations was chosen comparable to
the spot size of the pump ≈ 15µm. The numerical solution of Equation (4.23) is shown
in Fig. 4.8 for two different choices of cavity tilt and different energy relaxation rates
to elucidate the role of the cavity gradient and the energy damping in the polarization
pattern formation in the ring. The simulation captures the coherent evolution of the
polariton spinor after excitation by a single pulse.
As the initial spin balanced state diffuses from the top, the two components of the
spinor are pushed in opposite directions creating a spin imbalanced state. This is shown
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at early times in the circular polarization components S3 in Fig. 4.8 (d) and (h). In
the first 100 ps we observed a similar spin imbalance near the top of the ring in the
S3 component as shown in Fig. 4.6. This imbalance is manifested by the appearance
of opposite polarity of the S3 component for the clockwise and counterclockwise flow
of the polariton condensate. From Fig. 4.6 (c) we also see that after 200 ps, the
top half of the ring shows a spin-flip, i.e. the region where S3 > 0 in the first 100 ps
becomes S3 < 0 and vice-versa. From our simulations, we see this when the condensate
motion is not strongly damped in Fig. 4.8 (h). The opposite spin components do not
immediately come to rest on reaching the bottom from the top and continue onward
motion converting back the gained kinetic energy into potential energy. It is during
this course of motion that we observe spin-flip in the ring. In Fig. 4.8 (d) we do not
see this feature because the condensate motion is overdamped, dissipating the kinetic
energy very quickly and bringing the condensate to rest in the bottom of the ring.
In the linear polarization sector, which is a measure of the relative phase between
the two spinor components, we find a rotation of the polarization as the condensate
flows out from the point of generation. This is shown by the appearance of the non-
zero S2 component shortly after the evolution of the initial state in Fig. 4.8 (b) and
(f). As the condensate fills the entire ring, we see the emergence of the four-leaf
pattern in S1 and S2. This is clearly seen in Fig. 4.8 (b) and (c) while obfuscated in
Fig. 4.8 (f) and (g) due to interference between clockwise and anti-clockwise moving
waves. Similar observation made in Fig. 4.6 (b-c) and the four-leaf pattern is shown
in Fig. 4.6 (e-f). As the condensate settles to the minimum of the trap potential,
this pattern is seen at the bottom of the ring in Fig. 4.8 (b), (c), (f), and (g). In
this state the circular polarization is nearly absent as the ground state of the ring
is not circularly polarized. The S3 component at late times in Fig. 4.6 (d) is also
absent in the bottom half of the ring. It should be noted that the model neglects
the evolution of the excitonic reservoir in the ring, which dynamically reshapes the
effective potential for polaritons. Evidence of long transport of the reservoir was
shown in these rings in Ref. [284]. Also, the contribution of the higher radial modes
is not included which are found to be occupied only at early times after the quench
since we address a much slower spin precession dynamics. We found that these are
not crucial for understanding the generic polarization patterns in the ring but will
be important when addressing details regarding the transport and energy relaxation
of the nonequilibrium polariton condensate in the ring. The model introduced in
this section captures all the qualitative aspects of the linear and circular polarization
precession following a quench, which emphasizes the role of the TE-TM splitting on
the condensate dynamics. Finally, we note that the polarization of the condensate
observed in the experiment at late times doesn’t correspond to an eigenstate of the
tilted ring and requires further theoretical investigation into the details of energy
relaxation and thermalization processes which could lead to such a pre-thermal state.
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4.4 Conclusion
Ring shaped polariton waveguides is attracting a great deal of attention for exploring
various topological effects [287–290] due to the TE-TM splitting in these structures.
We present in this direction the first experiments on etched polariton rings. We studied
the polarization dynamics of a non-equilibrium polariton condensate formed after a
pulsed excitation. Through time resolved measurements we were able to observe the
temporal signature of intrinsic optical Hall effect shortly after quench. We provide a
qualitative estimate of the length scale over which the spatial coherence builds up in
the ring by observing spatial energy locking and linewidth narrowing of the emission.
We also present a theoretical model which captures qualitatively the formation of
a four-leaf pattern in the S1 and S2 components of the Stokes vector, the relative
angular phase offset between S1 and S2 and finally the contrasting ratio between the
degree of linear and circular polarization in the ring thus elucidating the role of the
anisotropic pseudo magnetic field originating from the TE-TM splitting and the tilt
in the microcavity structure.
Future work will explore making the rings radially thinner pushing further apart the
radially confined states in energy while also diminishing the cavity tilt. These rings
could then serve as an ideal platform for studying one-dimensional macroscopic quan-
tum phenomena similar to superconducting rings. Already with these long lifetime
samples we could address interesting questions in nonequilibrium physics, such as gen-
eration of long lived non thermal states, which could be observed and studied in this
system.
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quantum phase transitions in the
ultrastrong coupling regime
We present a direct mapping between the quantum optomechanical problem of the
atoms harmonically trapped in the vicinity of a chiral waveguide and a generalized
quantum Rabi model and discuss the analogy between the self-organization of atomic
chains in photonic structures and Dicke-like quantum phase transitions in the ultra-
strong coupling regime. We extend the class of the superradiant phase transitions
for the systems possessing Z3 rather than parity Z2 symmetry and demonstrate the
emergence of the multicomponent Schrodinger cat ground states in these systems.
5.1 Introduction
The arrays of quantum emitters coupled to a common one-dimensional photonic reser-
voir are the main object studied by the emerging field of waveguide quantum electrody-
namics (WQED) [292, 293]. The field currently experiences rapid progress due to de-
velopments in quantum technologies allowing realizations of this type of system based
on a variety of platforms including superconducting qubits [294, 295], cold-atoms [296]
or semiconductor quantum dots [297]. The key features of waveguide quantum optical
set-ups are the emergent long-range correlations between the qubits harnessed through
the exchange of the propagating waveguide photons and the inherent open nature of
these systems provided by the leakage of the photons. Recently, the set-ups comprising
the ring-shaped topological waveguides have been suggested [298, 299] which combine
the long-range inter-qubit correlations and quasi-hermiticity. These set-ups could be
particularly useful for the emulation of the strongly correlated quantum models since
the latter are usually Hermitian ones.
One of the factors limiting the diversity of the quantum many-body phenomena sup-
ported by the WQED set-ups is the relatively small radiative coupling of the individual
qubits to the photonic mode as compared to the transition frequencies. This leaves us
in the weak coupling region of the light-matter interaction. At the same time, reaching
the regime of the ultrastrong coupling [300, 301] at which the coupling strength be-
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comes comparable with the transition frequencies would enable the access to a plethora
of fascinating quantum phenomena such as non-vacuum and correlated ground states,
and possible application in quantum memory [302] and quantum metrology [303, 304].
Also, it turns out that superradiant phases are a general property of the ultrastrong
coupling limit [305].
In this chapter, we show that the consideration of the atomic mechanical degree of
freedom opens the route towards the realization of the ultrastrong coupling regime in
the WQED structures. While the joint dynamics of mechanical and internal degrees
of freedom have been considered previously, the analysis relied on the approximations
of either classical dynamics of both positions and polarization of atoms [306] or the
truncated Hilbert space for the phonons [307]. In this chapter, we provide a rigorous
mapping from the optomechanical problem to the quantum Rabi model and show
that the self-organization of atoms predicted in the classical picture corresponds to
the Rabi-like phase transition known to appear in the ultrastrong coupling regime.
Since there has recently been tremendous progress in finding analytical solutions to the
Rabi model [308] we believe that the presented mapping is of substantial importance
for the further developments of the quantum optomechanics in the regime of strong
optomechanical coupling.
5.2 Model
We consider a system depicted in Fig.1: N qubits are placed in the laser harmonic
traps on top of the chiral ring resonator. The qubit can absorb or emit a waveguide
photon, and the radiative relaxation to the far-field is suppressed. The Hamiltonian














Ωâ†j âj + Ĥint, (5.1)
where ωk = vk is the dispersion of the chiral waveguide modes which is assumed to be
linear, v is the speed of light in the waveguide, ωx is the qubit resonance frequency,
and Ω is the optical trap phonon energy, âj , â
†
j are annihilation and creation phonon






ik[Rφj+xj ] + H.c.
]
, (5.2)
where g is the Rabi splitting, R is the radius of the ring, xj corresponds to the





~/(2MΩ) is the quantum of the mechanical motion, where M is the mass of
the qubit. Actually, the optical spectrum of the ring is discrete rather than continuous
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Figure 5.1: Geometry of the structure: an array of two-level atoms placed in the
vicinity of the chiral ring resonator. The parabolic trapping potential is shown with
a shaded region only for one atom.
with the frequency difference between the modes given by δω = v/R. However, for a
large resonator when v/R ωx the limit of the continuous spectrum can be employed.
We then integrate out the waveguide degrees of freedom by performing the Schrieffer-
Wolff transform [309] to obtain the effective Hamiltonian up to the second order of























where q = ωx/v, Γ0 = g2/v is the radiative decay rate of a single qubit, and η = qu0
is the dimensionless optomechanical interaction. In deriving Eq. (5.3) we used the
Markov approximation neglecting the frequency dispersion in the phase factor (k ≈ q).
The Markov approximation holds for RΓ0/v  1. In stark contrast to the WQED
case the resulting Hamiltonian is Hermitian. This is both due to the fact that unlike
the case of an infinite waveguide our system is a closed one, and because the radiation
to the far field has been neglected. The latter approximation can be adopted when the
radiative coupling to the waveguide mode Γ0 is much stronger than that to the far-
field continuum Γ ′. This can be achieved in the photonic crystal waveguide geometries,
where Γ0/Γ ′ > 9 has been experimentally reported [310].
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The qubit excitation energy ωx is the largest energy scale of the problem. Since the
Hamiltonian commutes with the excitation number operator, we can safely project the
Hamiltonian to the subspace with a single excitation. In this case, the qubit subspace
is spanned by N states corresponding to excitation localized at each of N qubits. We
assume the equidistant spacing of the harmonic traps, i.e. φi+1,i = φ.
The third term in Eq. (5.3) contains the exponent of the bosonic operators making it
highly nonlinear in the region η ≈ 1. It is instructive to estimate the experimentally
relevant range of parameters of the model. Parameter η is defined by the ratio of
the length scale of the atomic motion, u0 and the wavelength of the photon in the
waveguide, λ, η = 4πu0/λ. The coherence of the atomic motion is preserved at the
scale of the atomic de Broglie wavelength λ = ~/pth, where the thermal momentum
pth =
√
3MkBT . Thus, the condition of the coherent atomic motion implies that
u0 < ~/pth. For the lithium atoms and the resonant wavelength of approximately 700
nm the value of η = 1 is achieved at T = 640 nK, which is a temperature that has been
achieved in recent cold atom experiments (see the review [311] and references within).
The corresponding phonon energy is then approximately 2.4 kHz. The radiative decay
rate Γ0 can be tuned in a wide range of frequencies from zero to GHz. Therefore, the
range of Γ0/Ω, η ∼ 1 can be achieved in the state of the art cold atom experiments.
Thus, it is relevant to explore the properties of Hamiltonian (5.3) outside the small η
regime.
5.3 Mapping to the N-state quantum Rabi model
We start with the Hamiltonian, given by Eq. (3) in the main text, and project it on
the subspace of a single qubit excitation

















where |i〉 are the basis vectors in the N -dimensional space, corresponding to the exci-





i ), i, j = 1 . . . N, (5.5)
and Ŝ is the matrix, which lines are the normalized eigenvectors of the matrix
∑
j>i [−i|j〉〈i|]+
H.c. The unitary transformation T̂ diagonalizes Ĥc. The resulting diagonal matrix has
non-degenerate eigenvalues, located symmetrically with respect to zero. For N = 2,
the eigenvalues are ±Γ0/2.
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2 +Ωη × diag[i(â†i − âi)], (5.6)




















where âd = (â1 − â2)/
√
2 corresponds to the relative motion of the two qubits. As
can be seen this Hamiltonian is exactly the one describing the Quantum Rabi model
plus the decoupled bosonic mode, corresponding to the center-of-mass motion. Now
we introduce the new variables
â = âCM + i
η√
2













thus finally we arrive at
ˆ̃Heff = TĤeffT










For N = 3 qubits the Hamiltonian is given by
ˆ̃Heff = TĤeffT
† = Ωâ†CM âCM −Ωi
η√
3























where âx = 1√6 (−â1− â2 + 2a3), ây =
1√
2
(â1− â2). Now we introduce new variables
â = âCM + i
η√
3
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thus finally we arrive at
ˆ̃Heff = TĤeffT























In general, we have a generalized Rabi model with N -dimensional matrices.









where x̂i = âi + â
†






















(â1 + â2 + iη) corresponds to the center-of-mass qubit motion and âd =
1√
2
(â1 − â2) corresponds to the relative motion of two qubits. The center-of-mass
momentum operator is shifted from the equilibrium position on η. This is due to the
unidirectional propagation of the chiral waveguide photon which pushes the qubits as
whole in one direction. Then, we see that the spectrum of the problem does not depend
on the static phase difference φ which is typical for the chiral waveguide quantum
optical set-ups [312, 313]. Finally, we see that up-to the center-of-mass kinetic energy
term which decouples from the rest of the system, the effective Hamiltonian is exactly
the one corresponding to the quantum Rabi model. The radiative decay Γ0 plays the
role of the resonant transition energy and the η defines the effective coupling strength.
The case of strong optomechanical interaction η > 0.1
√
2 thus directly maps to the
ultrastrong coupling regime (USC). It is known that in the USC and deep-strong
coupling regime (η >
√
2) of the Rabi model the system is characterized by the non-
vacuum ground state |ΨG〉 which can be roughly approximated by the superposition
of the coherent states |ΨG〉 ≈ 1√2 (|+〉 ⊗ |α〉 + |−〉 ⊗ | − α〉) [314], where | ± α〉 are
the bosonic coherent states, and |±〉 = 1√
2
(| ↑〉 ± | ↓〉) - are the superpositions of the
ground and excited qubit states. Also, the direct mapping to the Rabi model is valid
only in the purely chiral case. However, as we show in Section 5.6, the numerically
obtained spectrum for the non-perfectly chiral waveguide qualitatively is very similar
to the perfectly chiral case.
For three qubits the unitary transformation T3 results in the Hamiltonian [315]):
T̂3ĤeffT̂3
†
= ˆ̃Heff = Ĥph + Ĥq + Ĥc, (5.17)
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where Ĥph is the phonon kinetic energy given by
Ĥph = Ω(â






where â corresponds to the shifted operator of center-of-mass motion, â = 1√
3
(â1 +
â2 + â3 + iη), and âx = 1√6 (−â1− â2 + 2â3), ây =
1√
2
(â1− â2) are operators of normal











p̂x(λ̂1 + λ̂4 + λ̂6) + p̂y(−λ̂2 + λ̂5 − λ̂7)
]
, (5.20)
where p̂i = i√2 (âi − â
†
i ). The Hamiltonian
ˆ̃Heff (up to the decoupled center-of-mass
motion) describes the two-dimensional Bose-Einstein condensate (BEC) of spin 1 par-
ticles localized in a harmonic trap (given by Ĥph) and in perpendicular magnetic field
(Ĥq). The term Ĥc describes the spin-orbit coupling (SOC) for spin 1 particles. This
type SOC has been introduced for the BECs of spin particles previously [316, 317].
Thus, we highlight a link between the waveguide optomechanical systems and BEC
physics.
Despite seeming similarity, the Hamiltonian in Eq. (5.17) is qualitatively different from
the Dicke model Hamiltonian. Namely, the qubit operators do not obey the angular
momentum commutation relations. Moreover, the Hamiltonian (5.17) possesses global




1 0 00 ei4π/3 0
0 0 ei2π/3
 , (5.21)





form a group. We note that R̂ ˆ̃HeffR̂† =
ˆ̃Heff and thus [R̂,
ˆ̃Heff] =
0. Therefore, the eigenstates of R̂ are also eigenstates of ˆ̃Heff. The three distinct





5.4 Quantum phase transition
We then assume the limit of the classical motion of the qubits by assuming p̂x, p̂y to
be classical variables and find the eigenvalues of the corresponding matrix Hamil-
tonian obtained from Eq. (5.17). We find the ground state energy by minimiz-
ing the smallest eigenvalue with respect to px, py. Moving to the polar coordinates
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(px, py) = (p cos θ, p sin θ) we find that the minimum energy is obtained for cos 3θ = 1.























4/27η2Ω/Γ0, p̃ = 2ηΩ/(3Γ0)p, and γ = arctan
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7− 2/µ). Then, for η >
√√
3Γ0/(2Ω), there is only a single minimum at p̃c.
At η = ηc the first derivative of εG is discontinuous which is a hallmark of the first
order quantum phase transition [318].
We plot dependence of εG given by Eq. (5.22) in Fig. 5.2(a). We can see that indeed
there exists a range of parameters where there are two local minima signifying the
phase co-existence regime. Thus, the quantum phase transition (QPT) in the classical
limit is indeed of the first order. This is in stark contrast to the classical limit of the
quantum Rabi model, where the phase transition is of the second order [319].
The map of the εG in (px, py) space is shown in Fig. 5.2(b). For the case η < ηc shown
in left panel, there is a single minimum corresponding to p̃ = 0. For η > ηc (right)
panel three degenerate minima emerge.
Since the QPTs can occur only in the thermodynamic limit we shall refine our analysis
of the ground state energy. For that, we first consider that the actual quantum states
corresponding to the minimal energy in the classical limit are the direct products of
the spin states and the coherent states of the qubit motion at small pc
|l〉 ≈ Nc
 p̃c/2−[1− 58 p̃2c ]e2iθl
p̃ce
iθl
⊗ |p̃c cos θl, p̃c sin θl〉 , (5.24)
where l = 0, 1, 2, θl = 2πl/3, and Nc is the normalization factor. It is evident that
〈l| ˆ̃Heff|l〉 yields the classical mean-field ground state energy. However, these states can
not be the eigenstates of Hamiltonian ˆ̃Heff since they are not eigenstates of operator
R̂. Namely, R̂|l〉 = |[(l+ 1)mod3]〉. Moreover, due to nonorthogonality of the coherent
states 〈l′| ˆ̃Heff|l〉 6= Eδl′,l and 〈l′|l〉 6= δl′,l. We thus can solve the characteristic equation
for the eigenvalues det[〈l′| ˆ̃Heff|l〉 −E〈l′|l〉] = 0. The explicit form of the characteristic
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Figure 5.2: (a) Dependency of the ground state energy on p̃ for different values of
the parameter µ; Γ0/Ω = 2.5. (b) Dispersion of the lowest energy surface in the
classical approximation for qubit motion in the two cases: η = 0.5 and η = 2.0;
Γ0/Ω = 2.5, ηc ≈ 1.36.
equation is cumbersome and presented in Section 5.5. However, the non-diagonal ele-
ments of the matrix representation of the Hamiltonian are proportional to the overlap
of the coherent states which is proportional to exp[−3p̃2c ]. The explicit form of the
eigenstates can be found from the symmetry considerations. Namely, the eigenstates
should also be the eigenstates of the operator R̂. We then can easily find the mutually
orthogonal linear superpositions of states |l〉 which satisfy this condition. Namely, the
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Figure 5.3: Eigenergies of first nine eigenstates of ˆ̃Heff vs optomechanical coupling η
with Γ0/Ω = 0.5. Red dashed lines show the dispersions of states in Eq. (5.25) and
the blue solid lines show the results of the numerical diagonalization. The vertical
dotted line corresponds to critical optomechanical coupling ηc ≈ 0.61. For the nu-
merical diagonalization, the phonon sub-space was truncated with maximal phonon
occupation number - 100.
The spectrum of ˆ̃Heff as a function of the coupling strength η is shown in Fig. 5.3 for the
case of the ground state of the center-of-mass degree of freedom n̂CM = 0. The spec-
trum has been obtained via direct numerical diagonalization by truncating the phonon
subspace. We can see that at large η the ground state becomes quasi-degenerate.
We also plot the analytically obtained dispersions of states |ΨG〉, |ΨE1〉, |ΨE2〉. The
first three low energy states given by Eq. (5.25) are the analog of the triangular
Schrodinger cat states [320]. While the Schrodinger cat states are generally regarded
as extremely fragile with respect to decoherence, it has been recently revealed that
the two-component cat states appearing in the USC of the conventional Rabi model
appear two be robust to decoherence and can be used to realize protected quantum
gates with high fidelity [321, 322]. Thus, the states |Ψ[G,E1,E2]〉 as the three-component
generalizations of the cat states originating in the USC are likely to remain sufficiently
stable and can be used for quantum information processing.
We have shown that the phase transition occurs in the classical limit. The classical
limit can be regarded as a thermodynamic limit of the vanishing harmonic oscillator
energy Ω [319, 323–325]. To explore this limit, we redefine the energy constants in
ˆ̃Heff in the following way: we set ηΩ → η′ as an independent variable and redefine
Γ0 = ξω, Ω = ω/ξ. The thermodynamic limit is then achieved for ξ →∞.
In Fig. 5.4 we plot the first derivative of the ground state energy as a function of η′
for ω = 1 and for different ξ. As ξ increases this function steepens in the vicinity
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Figure 5.4: First derivative of the ground state energy ∂εG/∂η′ for different values of
scaling parameter ξ. ω = 1.
of η′c. In the limit of infinite ξ we would observe the discontinuity of the ∂εG/∂η′
just as in the classical limit and the establishment of the QPT with Z3 symmetry
breaking. The Ω → 0 limit can be regarded as the classical limit of the atomic
motion. Thus, the predicted phase transition corresponds to the appearance of non-
zero phonon occupation in the ground state and self-organization of atomic motion
due to the photon-mediated inter-atomic interactions. The self-organization of atoms
has been predicted within the classical approach in WQED systems [306]. We thus
reveal the direct connection of the self-organization phenomena and quantum phase
transitions similar to that occurring in the Rabi model.
5.5 Hamiltonian, projected on the three lowest
energy states
In this subsection we calculate the 3 by 3 matrix (l, l′ = 0, 1, 2) 〈l′| ˆ̃Heff|l〉 – i.e. the
projection of our Hamiltonian ˆ̃Heff on the three lowest energy states. The states |l〉 are
given by Eq. (13) from the main text, but it is important to note that in this equation
one has to interpret the phonon state |p̃c cos θl, p̃c sin θl〉 (with θl = 2πl/3) as a product
of coherent states of x- and y-phonons, namely, |p̃c cos θl, p̃c sin θl〉 = |α(l)c;x〉 ⊗ |α(l)c;y〉.
The coherent states satisfy âx|α(l)c;x〉 = α(l)c;x|α(l)c;x〉 and ây|α(l)c;y〉 = α(l)c;y|α(l)c;y〉. How are
the parameters α(l)c;x and α
(l)
c;y of the coherent states related to the pair of numbers
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(p̃c cos θl, p̃c sin θl)? We remind, that p̂i = i√2 (âi − â
†





i ), here i =
x, y. Now, by definition 〈α(l)c;x|p̂x|α(l)c;x〉 = px = pc cos θl, 〈α(l)c;y|p̂y|α(l)c;y〉 = py = pc sin θl





c;x − α(l)∗c;x ) and py = 〈α(l)c;y|p̂y|α(l)c;y〉 = i√2 (α
(l)
c;y − α(l)∗c;y ). Also, we can introduce









c;y ), and thus we now have a simple linear one-to-one map α
(l)
c;x = (−ipc cos θl +
xc)/
√
2 and α(l)c;y = (−ipc sin θl + yc)/
√
2, which, in other words, means that to fully
characterize a coherent state we need to know the average position and the average





c;y are pure imaginary, and thus xc = yc = 0. We now proceed with
calculating the matrix elements, assuming that |l〉 = A(l)c ⊗ |α(l)c;x〉 ⊗ |α(l)c;y〉 = A(l)c ⊗
|−ipc cos θl/
√
2〉 ⊗ |−ipc sin θl/
√
2〉, where A(l)c is the corresponding column-vector in
Eq. 13 (from the main text) with the normalization factor Nc. In our derivation below
we use that the overlap of coherent states is given by 〈β|α〉 = e−(|β|2+|α|2−2β∗α)/2.










y] :, i.e. in each term, each creation operator is
to the left of each annihilation operator, which greatly simplifies "sandwiching" the












| ˆ̃HeffA(l)c ⊗ |
−ipc cos θl√
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ˆ̃Heff[âx → α(l)c;x, â†x → α(l
′)∗









and we remind that α(l)c;x = −ipc cos θl/
√
2 and α(l)c;y = −ipc sin θl/
√
2. Since H̃eff,00 =
H̃eff,11 = H̃eff,22 and H̃eff,01 = H̃eff,12 = H̃∗eff,02, thus due to hermiticity we have to list
only two matrix elements:



































































































Diagonalizing this matrix 〈l′| ˆ̃Heff|l〉 for η > ηc, we get as eigenstates exactly the states,
described by Eq. (14) from the main text.
5.6 Non-chiral waveguide
Let us consider the case when the waveguide is non-chiral. Here we focus on the
case when there are 2 qubits suspended above the waveguide. Then the effective



































where q = ωx/v, Γ0,1 = g21,2/v are the radiative decay rate of a single qubit into modes
with opposite chirality, and η = qu0 is the dimensionless optomechanical interaction.
Below we present a plot of the comparison between the two cases: a perfect chiral
waveguide with Γ0 = 0.5Ω, Γ1 = 0 and a non-chiral waveguide with Γ0 = Γ1 = 0.5Ω.
We clearly see, that the corresponding spectrum resembles the one of a perfectly chiral
waveguide. If the waveguide is nearly chiral (i.e. Γ1  Γ0) then the gaps between
different groups of the dispersion branches E(η) are smaller, than for a perfectly chiral
waveguide (Fig. 5.5a). For a non-chiral waveguide (i.e. Γ0 = Γ1) these gaps completely
vanish, as shown on the lower panel of the figure below (Fig. 5.5b). The figure below
obtained by numerical diagonalization of the Hamiltonian above, after projecting on
the subspace with a single photon in the system.
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Figure 5.5: Comparison of the energy spectra E(η) between (a) the perfect chiral waveg-
uide (top panel) and (b) the non-chiral waveguide (lower panel) for the system with
2 qubits and a single photon in the system. The gaps between different groups on
the dispersion branches are marked with grey rectangles in the top panel. For a
non-chiral waveguide these gaps disappear. Here we assumed φ = π/(qR).
5.7 Conclusion
To conclude, we have established a direct mapping between the quantum optomechan-
ical set-up in the chiral waveguide and the generalization of the quantum Rabi-model.
While for two qubits the system directly maps to the quantum Rabi model, already
for the case of three qubits the system possesses unconventional Z3 symmetry, exhibit-
ing multi-component Schrodinger-cat ground states as well as Z3 symmetry breaking
first order phase transitions in the thermodynamic limit. The work establishes solid
connections between the self-organization of atoms in photonic structures which has
been previously treated and quantum phase transitions. It also poses an interesting
question on the structure of the ground state in the limit of a large number of qubits
N . While it can demonstrated that the ZN symmetry holds for the case of N qubits,
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the nature of the phase transition and the structure of the ground state is yet to be
explored.
The results of the work can be applied to a more general class of systems of moving
atoms in the photonic structures since it reveals that the apparatus developed in
the studies of USC can be directly applied to explore both fundamental aspects of




6 Anomalous exciton Hall effect
It is well known that electrically neutral excitons can still be affected by crossed electric
and magnetic fields that make them move in a direction perpendicular to both fields.
This effect is at the origin of the magnetic Stark effect for excitons and is described in
terms of a synthetic gauge field. We show that a similar effect appears in the absence of
external electric fields, in the case of scattering of an exciton flow by charged impurities
in the presence of the external magnetic field. As a result, the exciton flow changes the
direction of its propagation that may be described in terms of the Hall conductivity
for excitons. We develop a theory of this effect, which we refer to as the anomalous
exciton Hall effect, to distinguish it from the exciton Hall effect that arises due to
the valley selective exciton transport in transition metal dichalcogenides. According
to our estimations, the effect is relatively weak for optically active or bright excitons
in conventional GaAs quantum wells, but it becomes significant for optically inactive
or dark excitons, because of the difference in the lifetimes. This makes the proposed
effect a convenient tool for spatial separation of dark and bright excitons.
6.1 Introduction
Thomas and Hopfield [58] were the first to point out that excitons propagating in the
presence of an external magnetic field orthogonal to their velocity acquire stationary
dipole polarisation perpendicular to both the magnetic field and their propagation
direction. This is the manifestation of the magnetic Stark effect for excitons that was
experimentally evidenced in a variety of semiconductor systems [59–61]. This effect is
caused by the Lorentz force that pulls an electron and a hole apart if an exciton as a
whole particle moves in the presence of a magnetic field. Imamoglu [62, 63] pointed out
that once an exciton is placed in crossed electric and magnetic fields, it starts moving
as a whole in the direction perpendicular to the directions of both fields, that leads to
the renormalization of the excitonic dispersion in quantum wells or two-dimensional
semiconductor crystals. The dynamics of electrically neutral quantum liquids in the
presence of crossed electric and magnetic fields were studied by Shevchenko [80–82].
Onga et al. [64] have recently reported the experimental observation of an exciton
Hall effect in atomically thin layers of MoS2 that manifests itself in the appearance of
an off-diagonal exciton conductivity in the presence of a magnetic field. The effect is
caused by the strong spin-valley locking in monolayer transition metal dichalcogenides
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(TMDs).
Here we predict an anomalous exciton Hall effect that is independent of the exciton
spin structure. We show that in conventional GaAs quantum wells containing charged
impurities, an exciton flow may be reoriented in the real space due to the combined
effect of the local electrostatic potential created by charged impurities and the orbital
effect of a magnetic field applied in normal to the plane direction. Conceptually, this
effect is similar to the cross-field effect proposed by Imamoglu [62, 63] and it manifests
itself in a very similar phenomenology to the exciton Hall effect studied by Onga et
al. [64], however, it is different from both above-mentioned effects as neither external
electric field nor spin-valley locking is required in our case. To distinguish from the
previous studies and emphasize the similarity with the anomalous Hall effect (AHE),
we refer to the effect we study as an anomalous exciton Hall effect.
We argue that the effect may have a significant magnitude in fluids of optically inac-
tive, dark excitons due to their long lifetimes, and it is much weaker for short-living
bright excitons in conventional GaAs-based quantum wells. This makes the anomalous
exciton Hall effect a powerful tool for spatial separation of dark and bright excitons.
6.2 Synthetic gauge fields
In condensed matter physics, gauge fields are ubiquitous. The best-known example
is a magnetic field B, which can be introduced into a single particle Hamiltonian by
substitution p̂i → p̂i − qAi, with q being the electric charge of the particle, Ai being
components of the vector potential, B = ∇ × A. The presence of a magnetic field
dramatically modifies the properties of the system and leads to such fundamental
phenomena as the quantum Hall and Aharonov-Bohm effects. For neutral particles
with q = 0, a magnetic field does not affect the orbital degree of freedom directly,
and thus can not be considered as a real gauge field. However, if a particle possesses
internal degrees of freedom, such as spin, polarization, or an internal set of energy
levels, the creation of so-called synthetic gauge fields becomes feasible. In particular,
for cold atoms both Abelian and non-Abelian gauge potentials can be engineered by
a resonant drive of the system with spatially inhomogeneous laser beams [65]. For
photons, the methods to create synthetic gauge fields include dynamic modulation
[66], use of coupled optical resonators [260], engineering lattices with strain [261], or
reciprocal metamaterials [67].
In condensed matter physics, the typical example of an electrically neutral quasiparti-
cle is an exciton. Excitons govern the optical response of semiconductor materials at
low and, in many cases, at high temperatures [172]. The recent study of the electric
field effect on the gauge fields for exciton strongly coupled to light (exciton-polaritons)
[63] showed the high potentiality of the gauge field approach to the description of ex-
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citon and polariton dynamics in the presence of a magnetic field. In this chapter,
we demonstrate how the combination of the magnetic Stark effect [58] with excitonic
scattering by an impurity potential leads to the anomalous exciton Hall effect link to
the appearance of an effective U(1) gauge field acting on the motion of the exciton
center-of-mass.
6.3 Phenomenological model
To reveal the nature of the proposed effect, we start with a simplified phenomenological
model, assuming that the motion of the exciton center of mass is decoupled from
the relative motion of the electron-hole pair. We consider a 2D exciton confined in
the xy-plane and subject to the external magnetic field directed along the z-axis.
If the exciton center of mass is characterised by a non-zero momentum k 6= 0, the
magnetic field acting on the electron and hole would dipole-polarize the exciton in
the direction perpendicular to k, so that the electric dipole moment of the exciton
reads 〈d̂〉 = f(B)[ez × k], where f(B) is a function of the magnetic field, which
depends linearly on B at weak fields, but becomes inversely proportional to B at
the large fields in the magneto-exciton regime [68–70]. At small magnetic fields one
can find f(B) by passing to the center-of-mass reference frame, where the magnetic
field is absent, but an electric field E′ = [~k ×B]/M appears, here M is the exciton
mass. If this electric field is weak, then 〈d̂〉 = −e〈r〉 = αE′ = α[~k × B]/M , where
α = 21a3B4πε0ε/128 is the 2D exciton polarizability [79], thus f(B) = −α~B/M . At
strong magnetic fields, in the magneto-exciton regime, the dipole moment is given
by [70] 〈d̂〉 = −e〈r〉 = −e[ez×k]l2B , where lB =
√
~/(eB) is the magnetic length, thus
f(B) = −~/B.
The presence of impurities and fluctuations of the doped quantum well width leads
to the appearance of the scattering potential Usc(R) for excitons, here R denotes the
position of the exciton center-of-mass. Moreover, it generates some non-zero in-plane
distribution of the electric field E(R), which can affect the exciton dipole moment (see











(d̂ ·E + E · d̂), (6.1)
where d̂ = f(B)[ez × k̂], M is the exciton mass, and p̂ = ~k̂ is the exciton center-
of-mass momentum operator. Note, that as an exciton is a composite particle, there
is no simple straightforward relation between the scattering potential and the electric
field E = E(R), produced by the scatterer. After some algebra this can be cast in
form Ĥdip = (p̂− eAeff(R))2 /(2M) + Ueff(R), where
Aeff(R) = Mf(B)(~e)−1 (exEy(R)− eyEx(R)) is a synthetic vector potential, cor-
responding to the magnetic field Beff(R) = −ezMf(B)(~e)−1 divE(R). Ueff(R) =
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Pump
QW
Figure 6.1: (a) The sketch of the system under consideration. Excitons created by
the optical pump travel in the plane of a disordered quantum well in the presence
of a uniform orthogonal magnetic field B. The magnetic field induces an in-plane
dipole moment of excitons which leads to the asymmetric scattering of excitons by
impurities. This problem can be mapped to the scattering of a charged particle
by an impurity in the presence of the position-dependent synthetic magnetic field
Beff(R), depicted by the grey domain around the scatterer in the figure. (b) Polar
plot of (n(ϕ,B)−n(ϕ,−B))/n(ϕ,B), where n(ϕ,B) is the concentration of excitons,
propagating in the direction given by the in-plane polar angle ϕ, plotted at B = 1 T.
Usc(R) − Mf2(B)(2~2)−1E2(R) is the effective scalar potential. One can see that
for the appearance of a non-trivial synthetic gauge field, two conditions need to be
fulfilled: (a) B 6= 0 and (b) the presence of an inhomogeneous electric field.
We consider now the scattering of an exciton by a single radially symmetrical impurity
with Usc(R) = Usc(R) and E(R) = E(R)R/R. We obtain the following elastic scat-
tering matrix elements between the exciton states with the center-of-mass momenta k
and k′ (|k| = |k′|)
V dipk,k′ = Usc(∆k) +





Here we performed the integration over the polar angle, which yielded the Bessel func-
tions, ∆k = k′−k is the transferred momentum, the arguments of f(B) and E(R) are




and it describes the normal symmetric scattering of an exciton by an impurity, while
the second imaginary term accounts for the breaking of the time reversal symmetry
by the magnetic field (as V dipk,k′ 6= V
dip
−k′,−k). This term gives rise to the asymmetric
scattering (analogous to skew scattering) of excitons by the impurities and thus leads
to the excitonic analog of the anomalous Hall effect. Thus, the physical mechanism of
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the proposed effect is similar to the AHE [87], where the role of spin-orbit coupling is
replaced by momentum-dependent exciton dipole polarization.
6.4 Microscopic theory
Now we proceed with a full microscopic model of exciton-impurity scattering in the
presence of a magnetic field that accounts for the coupling of electron-hole relative
motion and the exciton center-of-mass motion.
The Hamiltonian Ĥrel of the relative motion of an e−h pair characterized by the center-
of-mass momentum ~k in the presence of a perpendicular magnetic field B = (0, 0, B)



























where r = re−rh is the relative e−h coordinate, and µ−1 = m−1e +m−1h . Deriving this
expression we have taken advantage of the existence of an exact integral of motion,
namely the magnetic center-of-mass momentum [72], defined by the operator ~k̂ =
−i~∇R − eA(r), where R = (mere +mhrh) /M is the center-of-mass coordinate,
M = me+mh, and the vector potential is taken in the symmetrical gauge A(r) = B×
r/2. The exciton wave function has the form Ψk(R, r) = exp
{
iR~ [~k + eA(r)]
}
Φk(r),
where Φk(r) is the corresponding eigenstate of the Hamiltonian above. An important
point is that the wave function Φk of the relative motion depends on the center-of-mass
momentum ~k [72] i.e., the relative motion and the center-of-mass motion are coupled.
The scattering matrix elements Vk,k′ = 〈Ψk|V̂ |Ψk′〉 between the exciton states with
the center-of-mass momenta k and k′ in the external potential V̂ = Ve(re) + Vh(rh)
are given below.
6.5 Weak magnetic fields
In the weak-field limit, lB  aB, the scattering matrix elements can be found ana-
lytically, here aB = 4πε0ε~2/(µe2) is the Bohr radius (the 1s exciton radius is aB/2).
We shall neglect excitonic transitions to the excited states of internal e − h motion,
i.e. the center-of-mass momentum |k|  a−1B . The ground-state wave function Φk(r)
is calculated in a magnetic field using the perturbation theory. The corresponding
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scattering matrix elements Vk,k′ are obtained in Ref. [71] and read as follows

















, and ∆k = k′−
k is the transferred momentum. In the derivation above only the terms of up to
the second order in B and the lowest order in |k|aB are taken into account. The
expressions for the dimensionless constants αe(h) and βe(h) for a 2D Wannier-Mott






and αe(h) = −2mh(e)κ/M , κ = −21µ/(162M). Note
that βe, βh > 0 are positive, therefore, the exciton scattering cross-section increases
with B when lB  aB. An important point is that the time-reversal symmetry is
broken Vk,k1 6= V−k1,−k, and the structure of Vk,k′ resembles its counterpart (6.2) from



















where the parameter l2 = (3/128)1/4aB determines the diamagnetic shift. The first









Figure 6.2: (a) The dependence of the dipole moment (absolute value |〈r〉|) on the mag-
netic field strength for GaAs and CdTe quantum wells. The solid lines are obtained
from the numerically found eigenstates of Eq. (6.3), whereas the dashed lines are ob-
tained, using the perturbation theory. The parameters of the plot are typical of GaAs
quantum wells: the effective electron and hole massesme = 0.067me0, mh = 0.5me0,
the dielectric constant of the quantum well ε = 12.5 (average dielectric constant of
the surroundings). The exciton momentum corresponds to the wavelength of the
absorbed photon λ = 860 nm as |k| = 2π sin(π/2− π/8)/λ, where the angle of inci-
dence is set to π/2− π/8. The linear part of the curve describes the weak magnetic
field limit, whereas the decaying tail corresponds to the magneto-exciton regime. (b)
The Hall angle in a GaAs quantum well as a function of the exciton lifetime in two
regimes: weak fields aB/lB  1 and the magneto-exciton regime aB/lB  1. The
expected behavior in the non-perturbative regime aB/lB ∼ 1, where the Hall angle is
expected to be the largest, is shown with the dashed curve.
6.6 Magneto-exciton regime
In the opposite regime, where the magnetic field is strong (i.e. aB  lB), one can ne-
glect the Coulomb interaction term in the Hamiltonian (6.3) and the exciton dynamics
is governed by the magnetic field solely. In this regime, which is often referred to as
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the magneto-exciton regime, one can calculate the dispersion of the ground state of


















where I0 is the modified Bessel function. The corresponding impurity scattering matrix
























here ωC = eB/µ is the cyclotron frequency.
6.7 Scattering rates
The impurity scattering matrix elements, discussed above for the two regimes, is
the starting point for calculating the scattering T -matrix can be defined as Tk,k′ =
〈Ψk|V̂ |Ψ̃k′〉, where V̂ = Ve (re) +Vh (rh) is the impurity potential operator, |Ψk〉 is the
eigenstate of the free Hamiltonian Ĥ0, describing a 2D exciton in a magnetic field, and
|Ψ̃k′〉 is the eigenstate of the full Hamiltonian Ĥ = Ĥ0 + V̂ . The T -matrix satisfies the
Lippmann-Schwinger equation





E − ε(g) + i0
, (6.8)
where ε(g) is the dispersion of the bare Hamiltonian Ĥ0 and it is given by Eq. (6.5)
and Eq. (6.6) for the two regimes under consideration, respectively, and E is the en-
ergy eigenvalue corresponding to |Ψ̃k′〉. Two contributions can be distinguished in the
square modulus of the T -matrix: ν20 |Tk,k′ |
2
= Gk,k′+Jk,k′ , here Gk,k′ ≡ G(θ) = G(−θ),
Jk,k′ ≡ J (θ) = −J (−θ) are dimensionless symmetric and asymmetric contributions
to the scattering rate, respectively, θ = ϕ − ϕ′ is the scattering angle, ϕ,ϕ′ are the
polar angles of k,k′, and ν0 = M/(2π~2) is the 2D density of states of free particles
with parabolic dispersion, which is introduced here to write the scattering matrices in
dimensionless form. The density of states is defined as ν(k) = |∂ε(k)/∂k|−1 k/(2π).
Here we restrict ourselves to the case of elastic scattering |k| = |k′|. It is the asym-
metric part Jk,k′ of exciton scattering by impurities that give rise to the Hall current.
The properties of Jk,k′ are discussed in details in Ref. [73–75].
The elastic scattering rate Wk,k′ from k′ to k state is expressed with use of the Fermi
golden rule Wk,k′ = 2π~−1nimp |Tk,k′ |2 δ (εk − εk′), where nimp is the surface density
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of impurities. The presence of the magnetic field breaks the time inversion symmetry
in the problem and leads to the disbalance of scattering rates Wk,k′ and Wk′,k, which
is why a non-zero Hall contribution Jk,k′ emerges.
Let us assume that the impurity potential is described by the Coulomb potential [76]
Ve(r) = −Vh(r) = −eqimp/(4πε0εr). The Lippmann-Schwinger equation can not be
treated perturbatively for such a potential in our system, which is why we solve this
integral equation (6.8) numerically.
The developed formalism allows us to predict the anisotropy of an angular distribution
of the exciton emission that would appear if a flow of excitons propagates in a plane
of a doped quantum well in the presence of a magnetic field normal to the plane of
the well (as Fig. 6.1 (a) shows schematically). The angular distribution of the exciton






, where nk is the occupation numbers
of exciton states having wave vectors k. The normalized variation of this quantity
due to the inversion of the orientation of the applied field is shown in Fig. 6.1 (b).
The observation of a predicted variation of the angular distribution of the excitonic
emission can be considered as a smoking gun for the anomalous exciton Hall effect. We
note, that dark excitons contribute very little to the intensity of photoluminescence,
while they strongly contribute to its blue shift [88, 89]. Experimental measurement
of the angular resolved blue-shift of the bright exciton photoluminescence peak might
certify the presence of a flow of dark excitons.
Having solved the Lippmann-Schwinger equation numerically in the two regimes under
consideration, one may proceed with calculating the Hall current appearing in the
system. To obtain the Hall angle, we study the classical transport regime |k|l  1,
where l is the exciton mean free path. We use the semiclassical Boltzmann equation
dnk
dt





here Pk is the pump term, Γ = 1/τ0 is the particle decay rate. Once the equilibrium is
reached, nk doesn’t depend on time, and thus the time derivative term can be omitted.
Then, performing the integration over the absolute value of k′, the Boltzmann kinetic
equation can be rewritten as
0 = Pk − Γnk +
∫
dϕ′ (wk,k′nk′ − wk′,knk) , (6.10)
where wk,k′ = nimpν0/(~ν(k)2) (Gk,k′ + Jk,k′) and the exciton density of states ν(k) =
|∂ε(k)/∂k|−1 k/(2π). Let us assume the in-plane wave vector k0 of the pump is
pointing along the x-axis, i.e. k0 = (k0, 0)T , which implies Pk = P0δ(k − k0) =
(P0/k)δ(k − k0)δ(ϕ) and we note that this function is even with respect to ϕ. Since
wk,k′ depends on the difference between the momentum angles, to perform the in-
tegration over ϕ′ in the collision integral, the particle density nk and the scatter-
ing rate wk,k′ should be expanded in cylindrical harmonics cosmϕ, sinmϕ, where
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m ≥ 0 is integer. Assuming that only the dipole type of anisotropy of the momentum-
space distribution function is significant, we represent nk = n0(k) + δn(k), where
δn(k) = n+(k) cosϕ+n−(k) sinϕ, n0(k) is the isotropic part of the distribution func-
tion which depends only on energy. The coefficients n±(k) are to be found. Substi-
tuting this decomposition into the kinetic equation (6.10) and integrating over ϕ′ in























Gk,k′(1 − cos θ)dθ, here θ = ϕ − ϕ′ is the scatter-




Jk,k′ sin θdθ, and it mixes the even n+(k) and odd n−(k) con-
tributions to the density distribution, yielding a Hall current in the transverse y-
direction. Using the orthogonality of sinϕ and cosϕ, the kinetic equation is readily
solved, yielding n−(k) = −Ω(k)τtot(k)n+(k). Here we introduced the total relax-
ation time τtot(k) = (τ−10 + τ(k)
−1)−1. The Hall angle [84], is defined as the ratio
of the Hall current jy and the longitudinal current jx, is jy/jx = −Ω(k0)τtot(k0),
where jx,y =
∫
~kx,yδn(k)d2k/(2π)2. Note that Onga et al. [64] use a different defini-
tion. We estimate the Hall angle for the typical parameters of doped GaAs quantum
wells nimp ≈ 1011 cm−2, k0 ≈ 7 · 106 m−1 (see the caption of Fig. 6.2), ε = 12.5,
qimp = e, and τ0 ≈ 10 ps (for bright excitons). At a weak magnetic field B = 1 T
the numerical solution of the Lippmann-Schwinger equation with the kernel (6.4),
yields τ(k0) ≈ 3.8 ps and jy/jx = −Ω(k0)τtot(k0) ≈ 0.8%. At increased concen-
tration and a strong magnetic field B = 18 T we solve the Lippmann-Schwinger
integral equation numerically with the magneto-exciton kernel (6.7), which yields
jy/jx = −Ω(k0)τtot(k0) ≈ 1.8%. One may expect, by looking at Fig. 6.2(a), that
at intermediate magnetic field strengths (about B ≈ 10 T) the Hall angle would be
significantly larger, as the exciton dipole moment reaches its largest value in this non-
perturbative regime, while still not switching to the magneto-exciton regime. We also
note, that the range of magnetic fields corresponding to the largest dipole moment is
easily achievable experimentally, which makes the observation of the predicted phe-
nomenon realistic. The dependence of the Hall angle on the exciton lifetime is shown
in Fig. 6.2(b). Clearly, for dark excitons whose lifetime is significantly larger than
the lifetime of bright excitons, the Hall angle is notably larger. This shows that the





In conclusion, we demonstrated that the magnetic Stark effect for 2D excitons may
lead to the emergence of an effective U(1) gauge field. This field can result in the
excitonic analog of the anomalous Hall effects. For the latter we presented a detailed
microscopic description of the scattering mechanism and analyzed the transport prop-
erties, showing that the effect can be observed experimentally in conventional GaAs
quantum wells and that it is much stronger for dark than bright excitons.
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7 Tunable optical nonlinearity for
TMD polaritons dressed by a
Fermi sea
We study a system of a transition metal dichalcogenide (TMD) monolayer placed in
an optical resonator, where the strong light-matter coupling between excitons and
photons is achieved. We present quantitative theory of the nonlinear optical response
for exciton-polaritons for the case of a doped TMD monolayer, and analyze in detail
two sources of nonlinearity. The first nonlinear response contribution stems from the
Coulomb exchange interaction between excitons. The second contribution comes from
the reduction of Rabi splitting that originates from phase space filling at increased
exciton concentration and the composite nature of excitons. We demonstrate that both
nonlinear contributions are enhanced in the presence of free electrons. As free electron
concentration can be routinely controlled by an externally applied gate voltage, this
opens a way of electrical tuning of the nonlinear optical response.
7.1 Introduction
Planar microcavities in the regime of strong light-matter coupling represent a robust
platform for nonlinear optics. The hybridization of excitons with optical cavity photons
leads to the formation of ultralight interacting quasiparticles—polaritons—that enable
polariton lasing [85, 86, 243, 271] and emergent polariton fluid behavior [121–124]. For
conventional quantum well (QW) nanostructures in III-V and II-VI semiconductors in
this regime various nonlinear effects were studied, including formation of solitons [125–
128], vortices [129–133], polarization multistability [134–139], and nontrivial polariton
lattice dynamics [140–146]. These unique properties can be used for experimental
realization of ultra fast polariton-based nonlinear optical integrated devices [147–153].
In these systems the nonlinear response mainly originates from the Coulomb-based
exciton-exciton scattering [154–160], typically observed at macroscopic mode occupa-
tions. For high quality samples prerequisite signatures of a quantum nonlinear behav-
ior were recently observed [161, 162], thanks to outstanding fabrication advances. The
limitations for QW-based platform come from low operation temperatures, relatively
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small light-matter coupling (∼ 4 meV per QW), and complex growth techniques [163].
Recent advances in the field of optically-active two-dimensional (2D) materials have
largely increased capabilities of polaritonics [164, 165]. In this case excitons are hosted
by monolayers of transition metal dichalcogenide (TMD) materials—atom-thick nanos-
tructures with a direct optical bandgap [166–171] and excellent optical properties
[172, 173]. To date light-matter coupling for TMD excitons was observed in vari-
ous configurations, including optical microcavities [174–178], Tamm plasmon struc-
tures [179], photonic crystals [180, 181], surface plasmons [182–184] and nanoantennas
[185, 186]. Due to the relatively large electron/hole masses and reduced screening,
TMD exciton binding energy ranges in hundreds of meVs, and multicharge bound
complexes (trions [187–191], biexcitons [192]) can be observed. Importantly, small
exciton volume leads to large Rabi frequency, and excitonic optical response domi-
nates already at room temperature [172]. Further list of exceptional properties of
TMD monolayers includes strong spin-orbit interaction and valley-dependent physics
[193–195], peculiar exciton transport properties [196, 197], and strong dependence on
dielectric properties for observed physical effects [198–200]. For doped and gated TMD
samples bandgap renormalization was shown [201–204], which opens the way to engi-
neering of material properties. Finally, studies of trapped excitons and strain-induced
lattices revealed efficient defect-based single photon emission from two-dimensional
materials [205–208].
The natural next step in TMD polaritons is exploring of the nonlinear response. This
so far has proven to be a nontrivial task, as the very same large binding leads to
reduction of the exciton-exciton scattering cross-section evidenced theoretically [209]
and experimentally [210]. However, the situation changes drastically once large light-
matter coupling is achieved and a TMD monolayer is doped with free carriers. First,
the deviation of excitonic statistics from ideal bosons [211, 212] leads to the nonlinear
Rabi splitting behavior[158, 213–215]—optical saturation—that in the case of strongly-
coupled TMD polaritons was shown to give significant contribution [178]. Second, the
presence of free electron gas (Fermi sea) strongly modifies the optical response of TMD
monolayers. It depends on the density of the electrons, and leads to several charac-
teristic regimes [216, 217]. At low free electron concentrations sharp additional peak
appears that is typically attributed to charged exciton complexes (trions), being bound
states of two electrons and one hole [178, 187, 190]. At high electron concentrations
the broad spectral peak was observed and attributed to an exciton polaron-polariton—
correlated state of an exciton dressed by the Fermi sea [177, 218–220]. In each case
the enhancement of the nonlinear response was reported [178, 220, 221].
One should note, however, that besides formation of the additional peak, correspond-
ing to the appearance of new quasiparticles, the presence of free electrons shall modify
substantially the optical response of the exciton mode itself. This is especially pro-
nounced in the case of intermediate electron densities, where excitons are spectrally
separated from the other modes. Differently from the cases of very low and high
electron densities, this region remains unexplored so far. In the current chapter we
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aim to bride the gap between the regimes of low and high electron densities, focus-
ing on nonlinear optical properties of the system. In particular, we demonstrate that
Fermi sea strongly contributes to the screening of Coulomb potential and the onset
of additional correlations stemming from the Pauli exclusion principle. These effects
change both light matter coupling and exciton-exciton interactions, thus resulting in
renormalization of the strength of nonlinearity. Our theory shows that the change of
the free electron density, which can be routinely realized in gated TMD samples, gives
a powerful tool for controlling the optical nonlinearity.
The chapter is organized as follows. In Section 7.2 we present the theory describing the
behavior of an exciton in a TMD monolayer in the presence of Fermi sea. It accounts
for both screening (S) of the Coulomb potential and the Pauli blocking (PB) effect.
We study the modification of the excitonic wavefunctions, excitonic binding energy
and Bohr radius. In Section 7.3 we calculate exciton-exciton interaction potentials
in the presence of an electron gas. We demonstrate that the screening and the Pauli
blocking play opposite roles, the former increasing and the latter decreasing effective
exciton-exciton interaction constant. We find that this counterintuitive effect of the
Pauli blocking comes from the mixing of exciton ground and excited states. As a
result of the competition of these two mechanisms we report an overall increase of
the interaction constant with electron density. In Section 7.4 we analyze the impact
of free electrons on nonlinear reduction of the Rabi splitting in the system, and show
that nonlinearity increases with electron density. In Sections 7.5, 7.6, 7.7, and 7.8 we
present the detailed analysis of the saturation effects and the impact of trion state on
the exciton-polariton spectra. Section 7.9 summarizes our findings.
7.2 2D excitons in the presence of a Fermi sea
We study a transition metal dichalcogenide monolayer where optical response is strongly
dominated by tightly-bound neutral Wannier excitons. Considering a doped mono-
layer, we account for the presence of the Fermi sea formed by the excessive charge.
This can lead to the modification of an optical response in several different ways, and
dominant contributions depend on the free electron density n and correspondingly the
location of the Fermi level EF . At low electron concentrations charged excitons—
trions—are formed. In TMD monolayers these three-particle bound states have bind-
ing energy ETb being much smaller than an exciton binding energy E
X
b . Therefore, in
the low-density regime EF  ETb trion- and exciton-based response is spectrally well-
separated. However, properties of excitons in doped monolayers are modified by an
electron gas through screening and Pauli blocking (Fig. 7.1). In the high density regime
where EF ∼ ETb strong many-body correlations between excitons and electrons be-
come important, and the system is described in terms of exciton-polarons [218] (dressed
exciton-electron quasiparticles). For instance, in MoS2 monolayer with ETb = 18 meV
this corresponds to the concentration of excess carriers n ∼ 1012..1013 cm−2.
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PB
(a) (b)
Figure 7.1: Sketch of the system. (a) Absolute value of an excitonic wavefunction in a
TMD monolayer that is strongly modified by the free electron gas in the conduction
band. (b) Sketch of the excitation process where the Pauli principle excludes occupied
states in the conduction band preventing the exciton formation.
In the present work we focus on the low- and intermediate-density regime, where the
exciton-based optical response is modified by the Fermi sea through the exciton wave-
function and energy renormalization. To account for electrons we solve the Wannier









BkVk−k′Bk′Ck′ = EXCk, (7.1)
where the exciton binding energy EXb = |EX − Σg| accounts for the band gap renor-
malization Σg caused by excessive charge carriers. In Eq. (7.1) µ = mmv/(m + mv)
is an exciton reduced mass, and m and mv stand for the conduction and valence
band effective mass, respectively. Bk = [1 − nF (Eck)]1/2 is the Pauli blocking factor
that excludes filled electronic states from the space available for exciton formation,
Eck denotes an energy dispersion for the conduction band, and nF is a Fermi-Dirac
distribution. To account for the effects of screening caused by the excess charge carri-




(4πε0κ)[k + ρ0k2 + ksc(k)]
, (7.2)
where ε0 is the vacuum permittivity, ρ0 is a screening parameter associated to the
intrinsic polarizability of the two-dimensional layer, ksc(k) = −2πe2Π(k)/(4πε0κ)
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is the screening momentum, and κ denotes a dielectric constant of the surrounding
media. We use the static polarization operator of two-dimensional electron gas [222]
Π(k) = −m/(π~2)[1 − Θ(k − 2kF )(1 − 4k2F /k2)1/2], where the Fermi wavevector is
kF =
√
2mEF /~. Σg accounts for the bandgap renormalization by carriers due to









(V 0k − Vk)nF (Evk), (7.3)
where Eck = ~2k2/2m − EF and Evk = ~2k2/2mv − Eg − EF denote the energies
of conduction and valence bands, Eg is the non-screened bandgap width and V 0k =
2πe2/[4πε0κ(k + ρ0k
2)]. For the sake of simplicity we neglect the renormalization
of electron masses in conduction and valence bands, and retain only the bandgap
renormalization Σg.






























k2 + k′2 − 2kk′ cos θ)eimzθ. (7.6)
We solve Eq. (7.5) numerically for a monolayer of transition metal dichalcogenide. The
structure parameters vary a lot throughout the literature and depend on the choice of
both TMD monolayer material and its surrounding. Here we set the screening length
to r0 = 4 nm and the bandgap to Eg = 2.6 eV, which are typical for MoS2 layer
[167, 225, 226]. We also fix equal effective masses, mv = m. As a reference, we choose
the case of freestanding monolayer (κ = 1), and set m = 0.35m0 (m0 is a free electron
mass), being typically the case for TMD monolayers [227]. We consider only the
exciton ground-state, so that we set mz = 0. The results of calculations are shown in
Fig. 7.2. In Fig. 7.2(a) we present the momentum space distribution for the excitonic
wavefunction. We observe that the increase of free electron gas density leads to the
strong modification of the wavefunction as compared to standard two-dimensional
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hydrogen-like wavefunction that has a form ∝
[
1 + (λk)2
]−3/2. The quenching of low-
momenta region stems from the Pauli blocking effect. In order to extract the relative
contributions of Pauli blocking factor and the screening of interaction induced by
electron gas, we simulate Eq. (7.5) in the regimes when one of the factors is effectively
turned off. At low density the impact of both effects is small, and the wavefunctions
plotted for this two cases nearly coincide (not shown). At relatively high density of
the free electron gas the momentum space wavefunction is shown in Fig. 7.2(c) (thick
blue curve). We see that the additional screening leads to re-scaling of wavefunction
[Fig. 7.2(c), green curve], while the Pauli blocking is responsible for the suppression
of low momenta region [Fig. 7.2(c), red curve].
Plots in Fig. 7.2(b, d) illustrate the electron density dependence of the exciton binding
energy and Bohr radius. The latter is defined as an average electron-hole separation
aB(n) = 〈ψn(r)|r|ψn(r)〉, where ψn(r) is the exciton wavefunction in the real space,
and we highlight that it depends on the free electron gas density n. The growth of the
electron concentration leads to stronger interaction screening, which results in weaker
binding of excitons. In the absence of screening the Pauli blocking factor becomes
essential for larger values of electron density, leading to reduction of binding energy
and corresponding increase for the exciton Bohr radius.
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Figure 7.2: (a) Exciton wavefunction in the momentum space shown for different elec-
tron gas density. The shift of wavefunction maximum is caused by the increase
of Fermi energy and the corresponding wavevector. (b) Exciton binding energy as
a function of free electron concentration. Here the green curve corresponds to the
absence of Pauli blocking, the red curve corresponds to the absence of interaction
screening by electron gas, and the blue solid curve accounts both effects. (c) The
impact of screening and Pauli blocking factors on exciton wavefunction at high den-
sity of free electron gas. Colors are the same as in panels (b). Notably, screening by
the free electron gas leads to rescaling of hydrogen-like wave function (green curve),
whereas the Pauli blocking determines the modified shape of the wavefunction (red
curve). (d) Bohr radius shown as a function of free electron concentration. Labelling
is the same as in (b).
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7.3 Exciton-exciton interaction
Next, we study the exciton-exciton interaction processes for TMD monolayers that
originate from Coulomb interaction of electrons and holes. We use the standard scat-
tering theory approach [154–156] and exploit the calculated exciton wavefunction to
account for the presence of the electron gas. First, we note that the direct interaction
is suppressed due to the electron-hole equal effective masses, mv = m [154]. Hence,
the total interaction constant gtot is determined by the electron and hole exchange
terms, which are identical due to equal effective masses. Thus, gtot = 2geexch, with










where Q is an exchanged momentum, and A is the normalization area.
In Fig. 7.3(a) we present the dependence of the electron exchange interaction constant
as a function of exchange momenta. The maximum of interaction constant demon-
strates a moderate increase with increasing n, and the shape of exchange momenta
dependence is generally unchanged. Fig. 7.3(b) presents the dependence of interac-
tion maxima on the electron density. Particularly one can see that the dependence
is non-monotonous, with the local minima appearing at moderate electron densities.
The latter stems from complex interplay between multiple factors, discussed below.
In order to understand the origin of this non-trivial dependence of interaction on
the electron gas density, we perform calculations (i) in the absence of Pauli blocking
factor, and (ii) in the effective absence of screening. The corresponding dependence
on exchange momenta is shown in Fig. 7.3(c) for n = 5 · 1011 cm−2 density of free
electrons. We observe that the interaction has its highest value when both effects are
accounted (blue thick curve). In the absence of Pauli blocking the screening leads to
the slight decrease of interaction maxima [case (i), green curve]. In turn the Pauli
blocking leads to significant reduction [case (ii), red curve]. In Fig. 7.3(d) we plot
the maxima of interaction versus the density of the electron gas. We observe that
screening leads to the monotonous enhancement of interaction [case (i), green curve],
and the Pauli blocking leads to its monotonous reduction [case (ii), red curve].
The enhancement of the interaction coefficient due to the interaction screening [case
(i)] is caused by the enhancement of exciton Bohr radius that dominates the weakening
of interaction potential. The origin of reduction due to the Pauli blocking [case (ii)]
stems from the fact that the Pauli blocking leads to mixing of exciton ground and
excited states. In its turn, it was shown earlier, that the interaction between excited
exciton states is of attractive nature [209, 228], explaining the overall decrease of re-
pulsive interaction between excitons. Here we find that the exciton wave function in
156
7.3 Exciton-exciton interaction
the presence of Pauli blocking can be expanded in terms of 1s, 2s, 3s exciton states,
and the calculation of exciton-exciton interaction in terms of such functions agrees
well with the one calculated in the presence of Pauli blocking (see Fig. 7.6). The
details of the calculation are shown in Section 7.5. The presence of both Pauli block-
ing and screening leads to a complicated dependence on the density of free electron
gas, with regions dominated by the reduction stemming from Pauli blocking and the
enhancement arising from screening, as depicted in Fig. 7.3(d)].
We further analyze the dependence of exciton-exciton interaction on material and sub-
strate parameters. The results are shown in Fig. 7.4. We observe that the interaction
constant demonstrates non-monotonous dependence with local minima at intermedi-
ate density regardless the structure parameters. The latter means that the observed
effect is of general character and does not depend qualitatively on the material choice.
It is remarkable that the growth of Bohr radius due to increase of dielectric constant
is nearly compensated by the corresponding reduction of interaction potential, leading
to overall weak dependence of exciton-exciton constant on the dielectric properties of
surrounding media [cf. blue and black curves in Fig. 7.4(a)]. On the other hand, the
smaller effective mass of electrons leads to larger Bohr radius, resulting in enhancement
of exchange interaction, as the increase of Bohr radius here is not compensated by cor-
responding reduction of interaction potential [cf. blue and green curves in Fig. 7.4(a)].
It should be mentioned, that all the characteristic peculiarities of the free electron gas
impact on the exciton Coulomb nonlinearity remain unaltered in the case of unequal
effective masses of conduction and valence bands (see Section 7.6 for the details).
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Figure 7.3: Exciton-exciton exchange interaction. (a) The dependence of interaction
constant on transfer momenta at different densities of free electron gas. While the
interaction maxima demonstrates a moderate and non-monotonous shift with the
increase of the free electron gas density, the shape for transfer momenta dependence
is nearly unaltered. (b) The maxima of interaction constant as a function of free
electron gas density. The inset illustrates zoomed-in region with the non-monotonous
dependence. (c) The impact of screening and Pauli blocking factors on momentum
dependence of exciton-exciton interaction at high density of free electron gas. Here
the green curve corresponds to the absence of Pauli blocking, the red curve to the
absence of interaction screening by electron gas, and blue solid curve accounts both
effects. (d) The influence of screening and Pauli blocking factors on the maxima
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Figure 7.4: (a) The maximum of exciton-exciton exchange interaction and (b) exciton
Bohr radius shown as a function of the free electron gas density for different ma-
terial parameters. Colors in both panels correspond to parameters shown in panel
(b). The increase of the dielectric constant κ for surrounding media leads to the
growth of exciton Bohr radius, which is nearly compensated by the reduction of in-
teraction potential between excitons. Instead, the reduction of effective mass leads
to the increase of Bohr radius, which is not compensated by change in interaction
potential. This shows that for the fixed effective mass the interaction constant has
weak dependence on the dielectric environment properties.
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7.4 Saturation effects and quenching of the Rabi
splitting
We proceed with the discussion of impact of free electron gas on the coupling between
exciton and cavity photon modes. For a TMD monolayer put in a microcavity this






where EC is the cavity resonance energy, LC = π~c/(
√
κEC) is the cavity length,
and c is the speed of light. Here ψn(0) is the real space exciton wavefunction at the
origin that depends on the free electron gas density. We note that the latter cannot
be approximated via conventional relation ψn(0) ∝ a−1B due to the Pauli blocking,
leading to the mixing of exciton ground and excited states. Finally, dcv denotes the
dipole matrix element for the optical interband transition.
We consider the case of the optical cavity being resonant to the exciton transition
in the absence of electron gas, EC = E0X(0). The exciton transition energy in the
presence of electron gas reads E0X(n) = Eg + Σg(n) − Eb(n), where we recall that
Eb = |EX − Σg| is the exciton binding energy. It should be noted, that the position
of excitonic transition varies very slowly with the increase of n, as the reduction of
binding energy is largely compensated by the corresponding bandgap renormalization.
The latter is in good agreement with experimental [202, 229, 230] and theoretical
evidence [200].
The value of the dipole matrix element of interband transition is set to dcv = 7 D,
leading to Rabi splitting of ∼ 30 meV, in agreement with existing experimental results
[176]. Here we assume that the dependence of the interband transition matrix element
on the density of free electron gas is negligible. Hence, the density of electron gas
affects on the efficiency light-matter coupling only via the exciton wave function [see
Eq. (7.8)]. The dependence of light-matter coupling Ω0(n) on the density of free
electron gas is presented in Fig. 7.5(a). The reduction of coupling with the increase of
electron density stems from the impact of Pauli blocking, and the detailed analysis is
presented in Section 7.7.
Next we study the nonlinear part of light-matter interaction that is represented by op-
tical saturation coming from the phase space filling. Recently it was shown to provide
a significant nonlinear response contribution for TMD polaritons [178, 221]. Together
with nonlinear exciton-exciton interaction, the optical saturation effect leads to the
energy blueshift for the lower polariton mode, coming from the renormalization of Rabi
splitting. It depends on the density of excitons nX and the excitonic wavefunction.
The generalized Rabi frequency can be written as [214]
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Figure 7.5: (a) Rabi splitting as a function of the free electron density in the weak
excitation regime. (b) Light-matter coupling as a function of exciton density shown
for different electron gas concentration. (c) Polariton nonlinearity coefficient and
its contributions shown as a function of the free electron density. (d) Energy of the
lower polariton branch relative to the reference value E0LP(n0) as a function of the
exciton density at different n. Here the solid curves correspond to Eq. (7.11), and
the dashed curves to Eq. (7.12).
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accounts for the phase space filling arising from multiple exchange diagrams. In par-
ticular, in the case of effectively hydrogenic wavefunctions, this yields shyd = 8πa2B/7,
meaning that the larger Bohr radius provides larger nonlinearity. Here, however, the
presence of Pauli blocking leads to a moderate dependence of the saturation factor on
the density of free electron gas, discussed in Section 7.7. As stated in Eq. (7.9), for
growing density of excitons the Rabi splitting effectively shrinks. The corresponding
dependence is illustrated in Fig. 7.5 (b) for various values of free electron gas density.





EC + EX(n, nX)
−
√
[EC − EX(n, nX)]2 +Ω2(nX, n)
]
, (7.11)
where the exciton energy is EX(n, nX) = E0X(n) + gtot(n)nX/2. Introducing the detun-
ing between cavity and exciton modes as ∆(n) = EC −EX(n), and taking the limit of
low exciton density, the energy for the lower polariton mode reads
ELP(nX, n) ≈ E0LP(n) + geff(n)nX, (7.12)
which consists of the linear part equal to






and nonlinear blueshift geff(n)nX. Here geff(n) is an effective polariton nonlinearity


















=: gCeff(n) + g
s
eff(n). (7.14)
For the compactness we omitted the electron density dependence of the quantities ∆,
Ω0, s etc.
Polaritonic nonlinearity coefficient and its parts are shown in the Fig. 7.5(c) as a
function of free electron gas density. Notably we observe that while the saturation
coefficient s increases more than the Coulomb interaction, the electron density depen-
dence of its pre-factor diminishes its enhancement, making it nearly flat (dotted curve).
Instead, the increase of Coulomb nonlinearity is further boosted by the corresponding
growth of its pre-factor (the dashed curve).
162
7.5 Expansion of an exciton wavefunction in terms of basis functions
In Fig. 7.5(d) the dependence of the lower polariton energy on the exciton density
is shown, where we plot its nonlinear contribution (as compared to E0LP(n0) with
n0 = 10
7 cm−2). At fixed density of free electrons the increase of the exciton density
leads to both reduction of light-matter interaction, and the blueshift of the exciton
energy. In each this leads to the blueshift of the lower polariton energy. With the
increase of free electron gas density both the exciton-exciton interaction constant geexch
and the saturation factor s are enhanced, leading to the corresponding growth of
the nonlinear optical response. It should be mentioned that relation ELP(nX, n) ≈
E0LP(n) + geff(n)nX is valid in the moderate excitation regime nX ≤ 1012 cm−2, as for
higher intensities the quadratic terms ∝ n2X become relevant.
Finally, we discuss the impact of trion on the exciton-polariton nonlinear optical re-
sponse. As stated in Section II, the trion resonance is far detuned from the exciton
and cavity modes, and thus has limited impact on resulting polariton modes at higher
energy. Indeed, the estimate for the trion binding energy for the considered case of
freestanding monolayer is about 50 meV, and it mixing with polariton branches is
small (see Section 7.8 for the details). The detailed analysis of the electron density de-
pendence of trion nonlinear response for the case of near-resonant cavity is a separate
research question, and will be studied in future works.
7.5 Expansion of an exciton wavefunction in terms of
basis functions
We analyze the impact of Pauli blocking factor on the excitonic wavefunction that
results in the reduction of the exciton-exciton interaction for increasing electron gas
density. First, we simulate Eq. (7.5) of the main text in the absence of both interaction
screening and the Pauli blocking. We find wavefunctions for ground and excited exciton
states (1s, 2s, 3s). Their real space distributions are shown in Fig. 7.6(a). Next, for
each value of n we expand calculated wavefunctions in the presence of Pauli blocking
(but non screening) in terms of bare basis functions. This procedure yields
ψn(r) = a1(n)ψ1s(r) + a2(n)ψ2s(r) + a3(n)ψ3s(r), (7.15)
where coefficients ai(n) are found from
ψn(0) = a1(n)ψ1s(0) + a2(n)ψ2s(0) + a3(n)ψ3s(0),
ψn(r1) = a1(n)ψ1s(r1) + a2(n)ψ2s(r1) + a3(n)ψ3s(r1),
1 = |a1(n)|2 + |a2(n)|2 + |a3(n)|2, (7.16)
and r1 corresponds to the first root of ψn. The results of fitting for large density
of the electron gas are shown in Fig. 7.6(b, c). We find that the fit is nearly exact
at small r, but strongly deviates at large distances (not shown). Correspondingly,
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Figure 7.6: (a) The real space dependence of exciton wave function in the presence
of Pauli blocking at density of free electrons n = 5 · 1011 cm−2 (red solid curve),
and the exciton ground and excited states wavefunctions in its absence. Here we
neglect the impact of the interaction screening by free electrons. (b) Real and (c)
momentum space dependence of wave function (red solid curve) and its expansion in
terms of basis functions (black dashed curve). The inset in panel (c) demonstrates
the contribution of excited states versus the density of free electron gas. (d) The
maxima of exciton-exciton interactions as a function of free electron density. The
red dots correspond to calculation using the actual wave functions, and the black
dots is calculated using the wavefunctions expanded in terms of basis functions. The
mismatch in the values is attributed to the imperfection of the fitting procedure.
for the small momenta there is a strong deviation, while for larger values there is a
good agreement. Finally, in Fig. 7.6(d) we provide the comparison of the exciton-
exciton interaction coefficient calculated from exact wave functions (red dots), and
the wave functions defined by the (7.15). Evidently, with the increase of electron gas
density Pauli blocking leads to larger contribution of excited states [see the inset in
Fig. 7.6(c)], which interact attractively [209, 228], resulting in corresponding reduction
of the ground state exciton-exciton repulsive interaction.
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7.6 The dependence of exciton-exciton interaction on
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Figure 7.7: Exciton-exciton exchange interaction. (a) The dependence of interaction
constant on transfer momenta for different dielectric screening and effective mass
ratio σ. (b) The maxima of interaction constant as a function of free electron
density. (c) The effective mass ratio dependence of exchange interaction constant.
Dashed black curve corresponds to an exponential fit. (d) The influence of screening
and Pauli blocking factors on the maxima of exchange interaction vs the density of
free electrons.
The effective masses of conduction and valence bands in TMD monolayer typically
differ from each other [231]. Here we study the impact of mass ratio σ = m/mv on
the exciton-exciton interaction strength. To do so, we fix the effective mass of hole
as mv = 0.65m0, and consider the cases when σ = 0.5, σ = 0.1. We also consider
two values of surrounding dielectric constant, κ = 1 and κ = 2. The results of
calculations are shown in Fig. 7.7. It is evident, that the absolute values of interaction
are strongly dependent on the effective masses, and weakly dependent on the dielectric
screening [Fig. 7.7 (a)]. Moreover, the maximum of interaction constant demonstrates
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an exponential behavior on the effective mass ratio σ [Fig. 7.7 (c)]. However, the
impact of Pauli blocking and the interaction screening by free electrons together with
the nonmonotonous dependence of interaction on the free electron gas density are
qualitatively independent on the structure parameters [Fig. 7.7 (b) and (d)].
7.7 The dependence of Rabi splitting saturation rate
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Figure 7.8: (a) Light-matter coupling as a function of the free electron gas density at
low excitation regime. Here green curves correspond to the absence of Pauli block-
ing, red curves correspond to the absence of interaction screening, and blue curves
account both effects. (b), (c), (d) The saturation factor s(n) (solid curves) and its
hydrogen-like estimate shyd(n) (dashed curves) versus the free electron gas density.
Panel (b) corresponds to the presence of both Pauli blocking and the interaction
screening; panel (c) stands for the absence of the interaction screening; panel (d)
illustrates the absence of Pauli blocking.
In Fig. 7.8(a) we present light-matter coupling at small exciton densities, nXa2B  1,
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7.8 The impact of trion state on the exciton-polariton spectra
as a function of free electron gas density n. In the absence of the Pauli blocking
the screening of Coulomb interaction leads to weaker binding of excitons, so that the
wavefunction is less concentrated around the origin. The latter results in the quenching
of light-matter coupling [Fig. 7.8(a), green curve]. On the contrary, in the absence of
screening the Pauli blocking leads to mixing with excited exciton states, leading to the
increase of wavefunction amplitude at the origin [see Fig. 7.6(a)]. This results in the
corresponding enhancement of light-matter coupling [Fig. 7.8(a), red curve]. Yet, the
impact of screening is much stronger, so that the interplay of this counteracting effects
leads to overall reduction of light-matter coupling with the increase of free electron
gas density [Fig. 7.8(a), blue curve].
We further analyze the Rabi splitting saturation factor s(n). Fig. 7.8(b) illustrates its
dependence on the density of free electron gas. We observe a moderate enhancement
of the saturation rate with the growth of the electron gas density. On the other hand,
the estimate of saturation factor for the hydrogen-like exciton shyd(n) grows much
faster [dashed curve in Fig. 7.8(b)]. To get a better insight, we study the impacts of
the screening of interaction and Pauli blocking separately.
In Fig. 7.8(c) we present the free electron gas density dependence of saturation factor
and its estimate in the absence of interaction screening. As the density increases,
the saturation factor moderately reduces, while its estimate enhances. This discrep-
ancy with the hydrogen-based estimate stems from the Pauli blocking, which leads to
emergence of strongly non-hydrogenic wavefunctions.
Fig. 7.8(d) illustrates the case of the absence of Pauli blocking and the presence of
interaction screening. Here both the saturation factor and its estimate increase nearly
on equal footing, indicating that in the absence of Pauli blocking effect the hydrogen-
like model is valid up to a constant. In total, the interplay of these two counteracting
impacts results in the moderate enhancement of saturation efficiency, as depicted in
Fig. 7.8(b).
7.8 The impact of trion state on the
exciton-polariton spectra
The binding energy of trion can be estimated using the variational energy minimization
with Chandrasekhar-type trial function in momentum space [178, 232]







]−3/2, N = [2(1 + χ2)]−1/2 and χ = 4λ1λ2/(λ1+
λ2)
2. The results for the considered parameters of freestanding monolayer are ETb =
52.83 meV, λ1 = 1.21 nm, λ2 = 3.06 nm. For an estimate we neglect the screening of
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Figure 7.9: (a) The fractions of photon (C), exciton (X) and trion (T) modes in the
middle polariton branch as a function of free electron gas density. (b) Correction
of middle polariton branch energy by trions, plotted as a function of the exciton
density.
Coulomb interactions by free electron gas, meaning that the position of trion resonance
remains unaltered when the free electron density changes. Though this treatment is
simplistic, it allows to get in the first approximation the impact of trions on exciton-
polariton spectra.
The contribution of the trion resonance can be analysed within the model of three
coupled modes, where together with dominant exciton-photon coupling there is an
admixture of the far-detuned trion mode. Polariton eigenmodes can be obtained di-
agonalizing
ĤT =
 EC ΩX(n, nX) ΩT(n, nX)ΩX(n, nX) EX(n, nX) 0
ΩT(n, nX) 0 ET
 , (7.18)
where ET = EC − ETb , and the trion-photon coupling is calculated as [178]











The eigenmodes of Hamiltonian (7.18) correspond to three polariton branches. Here
we focus on the middle polariton branch ETMP, as it is dominated by exciton mode
with a small admixture of trion, as depicted in Fig. 7.9(a). As the electron density
increases, the trion contribution slowly increases due to reduction of detuning and the
enhancement of trion-photon coupling. Fig. 7.9(b) demonstrates the exciton density







We observe that even for large concentration of free electrons the correction is minor
and thus can be neglected in the description of the middle polariton branch.
7.9 Conclusions
In this chapter we analyzed the behavior of exciton polaritons in a TMD monolayer
in the presence of a gas of free electrons. We revealed that the Fermi sea has a strong
effect on the nonlinear optical response of the system. We found that the role of
free electrons is twofold. First, doping leads to screening of the Coulomb interaction,
and results in the increase of exciton Bohr radius and simultaneously the reduction of
exciton-exciton interaction potential. Our calculations show that the overall impact
of the screening leads to the enhancement of exciton-exciton interaction coefficient.
Second, due to the Pauli exclusion principle, the presence of the free electrons also
dramatically modifies the structure of the excitonic wave functions, suppressing the
contribution of the harmonics corresponding to small electron wavevectors. Surpris-
ingly the impact of the Pauli blocking factor leads to the reduction of exciton-exciton
interaction. We found that the latter can be attributed to mixing of exciton ground
and excited states, caused by the Pauli blocking factor. It is known that the interac-
tion between excited exciton states is of attractive type, which explains the reduction
of exciton-exciton repulsive interaction caused by Pauli principle. Finally, we showed
that the combined impact of interaction screening and Pauli blocking leads to the
non-monotonous dependence of the exciton-exciton interaction constant as a function
of free electron gas density.
The presence of Fermi sea substantially modifies also the statistics-based renormaliza-
tion of the Rabi splitting at high exciton densities, which gives another contribution to
the enhancement of the optical nonlinearity. It is important to note that both Coulomb
nonlinearity and saturation-based nonlinearity generally grow with the increase of the
free electron gas density. As the latter can be easily controlled by application of the
external gate voltage, our findings pave the way to accessible and experimental friendly




In conclusion, in the current thesis, we studied various phenomena that take place
in the regime of strong coupling between light and matter. We studied the trans-
port properties of electrons in low-dimensional semiconductor nanostructures under
the influence of high-frequency radiation. We investigated the transport of magneto-
excitons in semiconductor quantum wells and proposed a new physical phenomenon,
which allows for the separation of dark and bright excitons. We studied the optical
nonlinearity in the regime of strong light-matter coupling in a TMD monolayer, em-
bedded in a microcavity and demonstrated, that this nonlinearity can be efficiently
controlled by applying the gate voltage. We studied theoretically and experimentally
the nonequilibrium properties of a polariton BEC in ring-shaped microcavities. We
discovered, that a 2D lattice formed from interconnected polariton rings, may host
topologically protected edge states at its boundaries in the presence of a magnetic
field. And finally, as one of the main results of the current thesis, we discovered a new
class of quantum Hamiltonians, that are effectively describe the behavior of harmoni-
cally trapped atoms in the vicinity of a chiral waveguide. These models demonstrate
self-organization, quantum phase transitions, and the emergence of the multicompo-
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