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Antimony (Sb) is a semimetal with unique topological surface states (TSS). Bulk Sb is 
not topological insulator (TI) because of its indirect negative bulk gap. Taking advantage 
of quantum size effect, Sb thin film can open a bulk gap. This thesis presents the studies 
of ultrathin Sb films by scanning tunneling microscopy (STM) and spectroscopy (STS) 
together with first-principles calculations. 
 Self-assembled Sb nanostructures tend to form high islands because Sb source 
evaporates in the form of Sb4 molecules. By adding a cracking part to crack Sb4 into 
single atoms, ultrathin Sb films can be grown on Si(111), Si(111)-√3×√3:Bi and HOPG. 
Thin film growth on solid substrate is affected by kinetics. As a result, the morphology of 
Sb nanostructures varies a lot as the Si(111) substrate temperature changes. Sb(111) films 
of best quality on Si(111) can be obtained by depositing Sb at low temperature followed 
with post-growth annealing. The thinnest Sb(111) film obtained here is 4 BL. 
 Surface states on 30 BL Sb(111) is spin-polarized TSS without inter-surface 
coupling. However, for 9 BL Sb(111), inter-surface coupling is significant near M , while 
near Γ surface states are still spin-polarized. This is because the penetration depth is 
longer near M ; away from M , penetration depth is short. Inter-surface coupling is 
thickness- and k-dependent. For 4 BL Sb(111), the space inversion asymmetry (SIA) 
along the surface normal direction induced by the substrate must be taken into account 
for the interpretation of  the surface states. By replacing one Sb atom with one Bi atom 
from the bottom layer of the 4 BL freestanding Sb(111) unit cell, the SIA effect is 
viii 
 
simulated in the first-principle calculations. The effects of the SIA on surface states near 
Γ is discussed in detail. 
Sb on HOPG form Sb (110) films, which follow even-ML growth mode below 6 
ML; above 6 ML, both even- and odd-ML Sb(110) can be observed. First-principles 
calculations showed that the ultrathin Sb(110) films are relaxed. The energetics of the 
relaxed Sb(110) films supports the even-ML growth mode below 6 ML. The calculated 
density of states (DOS) based on the relaxed Sb(110) films is in reasonable agreement 
with the measured STS. Both experiments and calculations show that the surface states in 
ultrathin Sb(110) is weak. A 4× reconstruction forms at the edge along 011   direction in 
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that can emphasize the atomic resolution on both 4 ML and 6 ML Sb(110) erea. (d) 
The blue line is the profile along the blue strait line in panel (b); the red line is the 
profile along the red strait line in panel (b). Black dash lines are guides to the eye. 
(e) the lower three lines are  the STS at points a, b and c, as indicated in panel (b); 





Nanoscience and nanotechnology study nanostructures whose sizes range from 1-100 nm 
(1 nm = 10-9 m) in one or more dimensions, including clusters, nanoparticles, quantum 
dots, nano-crystallines, nanotubes, nanorods and ultrathin films, or aggregations of 
individual nanostructures. The study of nanomaterials is important in two ways. First, 
nanomaterials are the transition between single atoms and bulk materials. A thorough 
understanding of nanomaterials can deepen our understanding of bulk materials. Second, 
nanomaterials have many special properties due to their nanoscale dimensions, for 
example, catalytic properties related with size and shape of nanoparticles,1, 2 unique 
magnetic properties,3-5 enhanced non-linear optical properties,6-8 the unique properties of 
carbon fullerene,9, 10 nanotube11 and graphene.12  
The research and development of nanomaterials include three important aspects: 
preparation, properties characterization and device application. Nanomaterials can be 
prepared by top-down and bottom-up approaches. Top-down approach uses externally 
controlled tools to cut, mill and etch larger materials to produce nanostructures. 
Lithographic methods including optical lithography, electron beam lithography and ion 
beam lithography belong to this category. Bottom-up approach constructs nanomaterials 
from atoms or molecules that can react and grow, or self-assemble into structures that are 
more complex. Deposition techniques like physical vapor deposition (PVD) and chemical 
vapor deposition (CVD), molecular self-assembly or manipulation with scanning 
tunneling microscopy/atomic force microscopy13, 14 belong to this category.  




In this thesis, self-assembled antimony ultrathin films and islands are prepared on 
certain substrates by PVD in ultra-high vacuum (UHV) chamber. The bottom boundary 
of a film or island is in contact with the solid substrate, forming interface, while the top 
boundary of a film or island is in contact with vacuum, forming surface.  
The properties of thin films or islands include physical topography, chemical 
composition, atomic and electronic structures. To characterize these properties, many 
techniques can be applied taking advantage of interactions between photon and the 
material, such as in infrared spectroscopy (IR), X-ray photoelectron spectroscopy (XPS), 
or between electron and the material, such as in Auger electron spectroscopy (AES), low-
energy electron diffraction (LEED), scanning electron microscopy (SEM), transmission 
electron microscopy (TEM) and scanning tunneling microscopy (STM). Most of these 
characterizations are carried out in vacuum, because in atmosphere, surfaces may be 
contaminated and electrons are scattered by gas molecules. 
The characterization work in this thesis are based mainly on UHV STM system, 
which can probe physical morphology, localized density of states (DOS), surface atomic 
structure. Nanoscience can not only explain observed properties, but also predict 
properties accurately by quantum mechanics. The ground state of many-body systems 
can be determined by first-principles approaches, such as Hartree-Fork approximation,15 
density functional theory16 (DFT) and quantum Monte Carlo methods.17  In this thesis, 
the first-principles total energy pseudopotential method based on DFT are employed to 
study the properties of nanomaterials.   
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The following sections provide an overview of thin film growth theory, a general 
introduction to topological insulators (TI), and the motivation and synopsis of this thesis.  
1.1 Thin film growth on solid substrate  
Thin film growth on solid substrate is usually achieved by a deposition method. The 
desired source materials are heated up and vaporized. The vapor condenses onto the 
substrate surface after reaching certain pressure. The condensed solid structure may form 
oriented single crystalline film on a single crystal substrate, and this process is referred to 
as epitaxy. Epitaxy can be divided into homoepitaxy (the substrate and thin film are the 
same material) and heteroepitaxy (the substrate and thin film are different materials). 
Generally, the thin film growth process on substrate is controlled by the interplay 
between thermodynamics and kinetics. Thermodynamics approach can be understood in 
terms of surface and interface energies, as the thin film tend to minimize the total energy. 
However, film growth process is also concerned with kinetics, where growth conditions 
and the surface conditions affect film morphology. In this section, the effects of these two 
interplaying factors on thin film growth are briefly introduced. 
1.1.1 Thermodynamics in thin film growth 
Three general growth modes exist in the thin film growth,18 as shown in Fig. 1.1. They 
are:  




(i) Layer-by-layer, or Frank-van der Merwe (FM) growth mode. In this growth mode, 
one layer fully covers the sample before growth of the next layer, forming 2D thin 
film. 
(ii) Island, or Volmer-Weber (VW) growth mode. In this mode, 3D islands nucleate 
and grow. 
(iii) Layer-plus-island, or Stranski-Krastanov (SK) growth mode. The thin film 
follows the layer-by-layer growth mode first for several strained layers, then 
islands form on the 2D thin film.  
The first two growth modes can be understood in terms of surface and interface 
energies. Let γs, γf and γsf be the substrate surface energy, thin film surface energy and 
interface energy per unit area, respectively. If the interface bonding is strong, i.e., γsf 
is very low, we may have γf + γsf  ˂ γs, the interface should be as large as possible to 
reduce the total energy, therefore, thin film follows the layer-by-layer growth mode. 
If the interface bonding is weak, i.e., γsf is very high, we may have γf + γsf  > γs, 
interface area should be reduced to reduce total energy, hence, 3D islands form. 
The layer-plus-island growth mode is related with lattice mismatch between the 
substrate and thin film. The thin film adjust itself to match the substrate lattice 
constant due to strong interface binding to have lower γsf, but at the expense of elastic 
deformation energy Eel. Initially, Eel is low because the strained film is thin. We have 
γf + γsf  + Eel ˂ γs, hence, the film follow layer-by-layer growth mode first. As the 
strained film becomes thicker, Eel is higher. To reduce Eel, 3D islands form on the 
strained thin film.  






Fig. 1.1. Schematic view of the three main thermodynamic growth modes. (a) Layer-by-
layer, or Frank-van der Merwe (FM) growth mode. (b) Island, or Volmer-Weber (VW) 
growth mode. (c) Layer-plus-island, or Stranski-krastanov (SK) growth mode. Θ is the 
coverage of the thin film. 




1.1.2 Kinetics in thin film growth 
Instead of forming the thermodynamic-equilibrium shape, thin film morphology is often 
influenced by many other factors, such as depositing flux, substrate chemical activity and 
substrate temperature. The typical processes involved in thin film growth on a 
microscopic scale are shown in Fig. 1.2(a). The source atoms attach to the substrate after 
arriving at the substrate from gaseous phase, and become adatoms. Adatoms may stay 
where they land on the surface if adatom-substrate interaction is strong or kinetic energy 
of adatoms is small. Or else, adatoms diffuse over the surface until existing clusters or 
defects, such as steps, capture them. Adatoms may also stop diffusing after combining 
with other adatoms to form clusters. Small clusters are metastable and may decompose 
into single adatoms. They are more stable as they grow in size.  
Adatoms may diffuse on a flat terrace (intralayer diffusion) or across a terrace 
(interlayer diffusion). To characterize the diffusion process, we should consider the 
potential energy for adatoms on a surface, as shown in Fig. 1.2(b). On a flat terrace, 
adatoms on different sites could have different interaction strength with substrate and 
thus different energy, feeling the diffusion barrier Ediff. If adatoms migrate to the lower 
side of a step from a flat terrace, they are very likely to stick to the edge because of 
higher coordination number (number of nearest-neighbor atoms) at the lower side of the 
step than on the flat terrace. Therefore, the diffusion across a step edge from the lower 
side is usually neglected. If adatoms migrate to the step edge from the upper side, an 
additional barrier ΔEES (Ehrlich-Schwoebel barrier19, 20) appears because adatoms have 
low coordination number when crossing the edge.  
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Depending on the relative rate of deposition, intralayer diffusion, which is related 
with Ediff, and interlayer diffusion, which is related with ΔEES, three general growth 
modes are introduced as follows (Fig. 1.2(c)). 
(i) Step-flow growth mode. Intralayer diffusion is quite high, thus adatoms can 
diffuse to the lower side of the step edge and stick to it. The film extends from the 
step edge. In this situation, interlayer diffusion does not play an important role. 
(ii) Layer-by-layer growth mode. If the diffusion length is shorter than the terrace 
width, the film grows from nucleation of clusters (islands) on the flat terrace. 
Interlayer diffusion is high so that adatoms deposited on top of the islands can 
cross to the lower side of the step.  
(iii) Multilayer growth mode. The same as layer-by-layer growth mode, except that 
the interlayer diffusion is low so that adatoms on an island nucleate into island of 
a new layer.  
For the case of homoepitaxy, Ediff and ΔEES do not change during the film growth 
process; for the case of heteroepitaxy, adatoms landing on the film and substrate feel 
different Ediff and ΔEES. Higher substrate temperature raises the kinetic energy of adatoms, 
thereby enhancing both intralayer and interlayer diffusion. Film morphology varies a lot 
depending on the source material and substrate conditions, such as surface structure, 
chemical activity, temperature and terrace width. This is the reason why we can control 
the film morphology to certain extent by changing these conditions.  





Fig. 1.2. (a) Schematic diagram showing typical processes involved in the film growth on 
solid substrate. (b) Schematic diagram of terrace diffusion barrier Ediff  and Ehrlich-
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1.2 Topological insulators 
1.2.1 From quantum Hall effect to quantum spin Hall effect 
Landau’s symmetry-breaking theory21 is one of the foundations of traditional condensed 
matter physics.22  The main point of this theory is that the absence of certain symmetry in 
a certain state of matter corresponds to a phase transition. For example, ferromagnetism 
and antiferromagnetism correspond to broken time reversal symmetry (TRS). 
Superfluidity and superconductor correspond to broken gauge symmetry. Phase 
transitions to ferromagnetism and antiferromagnetism or superfluidity and 
superconductor are second order transitions. Though Landau’s symmetry-breaking theory 
is precisely for second order transition, its basic concept can be extended to some first 
order transitions as well. For example, liquid to crystalline solid transition corresponds to 
broken translational symmetry and rotational symmetry.  
Integer quantum Hall (QH) state23 discovered in 1980 does not have an analogous 
symmetry that is spontaneously broken and cannot be described by Landau’s symmetry-
breaking theory. The QH state occurs when a strong external magnetic field is applied to 
a 2D electron gas (2DEG) at low temperature, such as GaAs quantum well. Electrons in 
the bulk will follow circular cyclotron orbits, with energy levels quantized to be 
1( )
2 c
n ω+   and /c eB mω =  is the cyclotron frequency. The energy levels are called 
Landau levels. The orbits are localized in the bulk, which means that the electrons cannot 
move from one side to the other in an electric field. However, if we look at the boundary, 
electrons at the boundary will be bounced off. Since the momentum in the direction of 




boundary does not change, electrons can move to the other side finally, forming the so 
called edge state. Suppose we have a defect on the edge, electrons are still scattered 








σ υ= =  (1.1) 
where Ichannel is the channel current, VHall is the Hall voltage. The prefactor υ  is called 
filling factor, which can take value of only integer (υ =1, 2, 3,…). This phenomenon was 
recognized to be topological by Thouless, Kohmoto, Nightingale, and den Nijs 
(TKNN).24 TKNN showed that the filling factor in Eq. (1.1) is given by the TKNN 
invariant (or first Chern number): 
 21 ( , )
2 x yBZ z
k k dυ
π










= 〈 ∇ 〉∑ kA  (1.3) 
where { ( )}mu k are a set of N occupied Bloch wavefuncitons which describe the many 
body ground state, the integral is taken over the Brillouin zone. A is Berry’s connection 
and ( )∇ ×k A k is Berry’s curvature. If one changes the Hamiltonian of the system 
smoothly, the topological first Chern number does not change, indicating that the QH 
state does not change, so the edge state is preserved. In this sense, we say that the edge 
state is protected topologically.  
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Since the realization of QH effect (QHE) requires strong magnetic field, we may 
want to know if we can get a similar phase as the QH states without magnetic field. This 
possibility is argued in a paper by B. A. Bernevig et al.25 First, we should know that the 
Landau levels in QHE are responsible for the quantized Hall conductance, while the 
Landau levels arise physically from Lorentz force ( )q= ×F v B , which is a velocity 
dependent force. In the Hamiltonian, this velocity dependent force contributes a term 
proportional to  
 ( )4Lorentz y x
BqH xp yp
m
∝ −  (1.4) 
where we suppose z is the magnetic direction. In the nature, the only other ubiquitous 
velocity dependent force is spin-orbit coupling (SOC) force, which contributes a term 
proportional to 𝜆𝑅(∇𝑉 × 𝒑) ∙ 𝝈 in the Hamiltonian, here 𝒑 is the momentum, ∇𝑉 is the 
electric field and 𝝈 is the Pauli matrices. For some special cases,25 we can rewrite the 
term as  
 ( )SO R z y xH xp ypλ σ∝ −  (1.5) 
where Rλ  is the SOC constant. By comparing (1.4) and (1.5), we find that electrons with 
SOC experience an effective magnetic field. Moreover, the effective magnetic field 
points to different directions for the spin-up and spin-down electrons.  Now if we look at 
the spin-up electrons, they form a set of chiral edge state as in QH state, as shown in Fig. 
1.3. Spin-down electrons form another set of chiral edge state that have opposite chirality 
due to opposite effective magnetic field. Red and blue solid lines indicate the conducting 
channels for spin-up and spin-down electrons, respectively. We call these edge states 




helical edge states in the sense that at each conducting edge, the different spin electrons 
are counter-propagating. Now we want to know if these states are robust or not. Suppose 
the right propagating spin-up electrons at the top edge of Fig. 1.3 are scattered backward 
to the opposite momentum, they must reverse their spin direction as well, which is 
forbidden in time-reversal invariant system (no external magnetic field and no magnetic 
impurities). In this sense, we say that the edge state is protected by TRS. This state is 
called quantum spin Hall effect (QSHE), and later named 2D topological insulator (TI). 
 




 In 2005, Kane and Mele26 showed that 2D TI can be characterized by a new type of 
topological invariant number Z2, which takes value of either 1 or 0. If Z2 = 1, the system 
is 2D TI. If Z2 = 0, the system is anything else but 2D TI. They also proposed that 
graphene could be the 2D TI.26, 27 Unfortunately, the SOC in graphene is so weak that it 
is impossible to observe the 2D TI effect experimentally. Soon after Kane and Mele’s 
papers, in 2006, Bernevig, Hughes, and Zhang28 proposed that 2D TI can be realized in 
CdTe/HgTe/CdTe quantum well, which was verified by transport measurement29 in 2007.   
Fig. 1.3. Helical edge state of QSHE. Red and blue indicate spin up and spin down; arrows 
indicate momentum direction. 
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1.2.2 From 2D TI to 3D TI 
Soon after the theory of 2D TI, three theoretical groups30-32 independently proved that the 
2D TI could be generalized to 3D. There are four Z2 invariants that can take value of 
either 1 or 0, i.e., (ν0; ν1 ν2 ν3). A 3D system is strong TI if ν0 = 1. A 3D system is weak 
TI if ν0 = 0 and at least one of ν1, ν2 and ν3 equals to 1. Only surface states of strong TI 
are robust to disorder and a TI (without strong or weak in front) usually indicates strong 
TI in literature. In 2007, Fu and Kane33 predicted that Bi1-xSbx alloys are 3D TI with x 
ranges from 0.07 to 0.22. This prediction was soon verified by ARPES measurement.34, 35 
The bulk energy gap of this alloy is ˂ 30 meV and it is classified as the first generation TI. 
In 2009, Zhang et al.36 predicted that Bi2Se3, Bi2Te3, and Sb2Te3 are TI with bulk energy 
gap ˃ 0.1 eV.  At almost the same time, Xia et al.37 also predicted that Bi2Se3 is a TI and 
their ARPES measurement clearly showed that there is a single Dirac cone at the surface. 
In the same year, Bi2Te338, 39 and  Sb2Te339 were also verified to be TI by APRES 
measurement. These materials are classified as the second generation TI.  
ARPES measurement is a common way to verify 3D TI. Another experimental 
method to verify topological surface state (TSS) is STM/STS. Usually two features of 
TSS are identified by STM/STS. First, quantized Landau levels of 2DEG with parabolic 
dispersion are equally spaced in strong magnetic field; Landau level energies of mass less 
Dirac fermions, including TSS, are proportional to √N and the zero-energy Landau level 
is pinned to Dirac point. STS could detect Landau levels as peaks40-43 in dI/dV 
spectroscopy. Second, the scattering by defects is reduced for TSS than normal surface 
states and the local density of states (LDOS) near the step could be different from normal 
surface states;44-46 quasiparticle interference (QPI) patterns could also show evidence of 




the topologically protected surface states.47-51 The method of getting QPI patterns by STS 
will be introduced in detail in Section 2.1.3.   
1.3 Motivation and synopsis of this thesis 
Sb has been intensively studied recently due to the strong SOC52, 53 and especially its 
unique TSS.33, 35, 46, 49, 54 However, Sb bulk is semimetal55 instead of insulator. The 
practical application of TSS is possible only if the bulk is an insulator. For ideal 
freestanding thin film in a vacuum, electrons are confined in the finite thickness, leading 
to quantized energy levels. The top valence band and bottom conduction band can shift 
downward and upward in energy, respectively, due to quantum confinement, so the bulk 
would possibly open a gap, making Sb thin film a TI if the surface states are still TSS. It 
is also possible that the surface states become spin degenerate due to coupling of states 
from two surfaces (inter-surface coupling) when their penetration depth is comparable 
with the film thickness.  
The above argument is based on the assumption that the film is freestanding with 
two surfaces exposed to vacuum. For real thin films, the bottom surface is normally in 
contact with a substrate. The different environments of two surfaces break the space 
inversion symmetry in surface normal direction, and may affect the surface states. In 
addition, atoms at or near the surface may relax or reconstruct to reduce the surface 
energy. Electronic properties are sensitive to the atomic structures, thus relaxation and 
reconstruction may affect the surface states.  
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This thesis will cover these topics using the specific example of Sb(111) and Sb(110) 
thin films or islands. This thesis is organized as follows. In Chapter 2, a concise 
introduction to the experimental setup of STM and LEED as well as the substrates used 
in the experiment, i.e. Si(111)-7×7, Si(111)-√3×√3:Bi and highly ordered pyrolytic 
graphite (HOPG), is given. The lattice structure and electronic properties of bulk Sb and 
bulk Sb(111) surface are briefly described. 
In Chapter 3, the method for growing ultrathin Sb(111) atomic flat films is 
introduced. Sb nanostructures growing on Si(111)-7×7 at different substrate temperatures 
are investigated.   
In Chapter 4, first, our in-situ STM studies on 30 and 9 BL Sb(111) films are given. 
For 30 BL Sb(111), surface states are bulk-like without inter-surface coupling. For 9 BL 
Sb(111), the QPI patterns can only be interpreted by considering the inter-surface 
coupling. Experimental results of 30 and 9 BL films can be simulated based on 
freestanding Sb(111) thin films. Calculations of 4 BL freestanding thin film showed an 
surface energy gap at Γ , while the ARPES measurement showed no surface energy 
gap,56 due to space inversion asymmetry (SIA) introduced by the substrate. Motivated by 
this result,56 the SIA effect is simulated by replacing an Sb atom with a Bi atom in each 
unit cell. The mechanism that how the SIA hindered inter-surface coupling near Γ  is 
discussed in detail. The calculated Fourier transform of QPI pattern is in good agreement 
with the experimental result. 
In Chapter 5, Sb(110) thin films on HOPG are investigated. The 1, 3 and 5 ML 
Sb(110) are not observed in experiment. First-principles calculations indicate that 




ultrathin Sb(110) relaxes and the Sb(110) films at 1, 3 and 5 ML thickness are not stable. 
Repeatable QPI patterns on ultrathin Sb(110) are not observed. The existence of the TSS 
is supposedly not related to the surface index,54 i.e., if Sb(111) possesses TSS, so does 
Sb(110). The relaxation of ultrathin Sb(110) is partly responsible for the disappearance of 
the surface states. Additionally, 4× reconstruction forms at the edge along 011  
direction at certain conditions.  
Finally, conclusions to this thesis and recommendations for further research are 
given in Chapter 6.  
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Experimental Setup and Substrates 
2.1 Scanning tunneling microscopy (STM) 
The development of STM has proved to be an exciting achievement, especially in surface 
science. This technique offers the ability of obtaining high-resolution images.  The lateral 
and vertical resolution for a good STM is 0.1 nm and 0.01 nm, respectively.1 Furthermore, 
STM can get local density of states (LDOS), which is hard to get with other scientific 
instruments. The majority of experimental results in this thesis are based on STM. The 
working principles and instrument setup are introduced here.  
2.1.1 Basic principles 
STM is the practical application of a quantum mechanical phenomenon: quantum 
tunneling. The theory of 1D quantum tunneling is explained briefly as follows.  
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If U(z)is a constant, i.e., U(z)=U, in the region where E > U, Eq. (2.1) has solution, 
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is the wavevector.  
In the region where E < U, Eq. (2.1) has solution, 
 ( ) (0) zz e κψ ψ −=    (2.4) 
where 
 






is the decay constant. 
Solution (2.2) is in accordance with the classical situation, while (2.4) is forbidden 
in classical physics. 2 2(0) ze κψ −  means a non-zero probability density of observing the 
electron near z, where E < U. 
In a STM system, the tip and sample is so close that electrons from the sample can 
tunnel through the vacuum barrier into the tip, and vice visa, as shown in Fig. 2.1(a).  For 
simplicity, we assume that the work functions Φ of the sample and the tip are the same. 
There is no net tunneling current without a bias voltage applied between the tip and 
sample. Fig. 2.1(b) shows that when a negative bias voltage -V is applied to the sample, 
there is a net tunneling current. Electrons in state nψ with energy En lying between EF - 
eV and EF have a chance to tunnel into the tip. According to Eq. (2.4), the probability p 
for an electron in state nψ to tunnel into the tip is,  
 2 2| (0)| znp e κψ −∝  (2.6) 




                          
Fig. 2.1. Energy diagram of the tunneling junction of the STM tip and sample. For 
simplicity, we assume that the sample and tip have the same work function Φ. (a) Tip and 
sample are close but there is no bias voltage. Even though electrons from both sides can 
tunnel into each other (indicated by orange arrows), there is no net tunneling current.  (b) 
Sample is negatively biased. There are net tunneling electrons from the sample to the tip 
(indicated by the red arrow). In this case, STM probes the filled states of the sample 
surface. If sample is positively biased, STM probes the empty states. 
 
 
where the decay constant is 




 according to Eq. (2.5). For simplicity 
again , we assume eV << Φ, then all the energy levels En of  interest are close to the 
Fermi level, i.e., Ev – En ≈ Ev – EF = Φ. Hence, we have, 
(a) 
(b) 







       By summing up all the states in EF – eV ≤ E ≤ EF, the tunneling current is,  









∝ ∑  (2.8) 
The numerical value of Eq. (2.7) is 𝜅 = 0.51�Φ(𝑒𝑉)Å-1. Assuming Φ=4.8 eV, 
from Eq. (2.7) and (2.8), it could be seen that a change of z by 1 Å will cause about one 
order of magnitude change in current. This is why STM has a quite high vertical 
resolution. 
However, for a full description of STM, 1D model is not enough. Most of the  
tunneling theories are based on the ‘perturbative-transfer Hamiltonian’ formalism 
introduced by Bardeen.2 The electrons from both electrodes follow Fermi-Dirac 
distribution 1( ) {1 exp[( ) / ]}F Bf E E E k T
−= + − . With a bias voltage -V applied to the 
sample, as shown in Fig. 2.2, we have the total tunneling current as following, 
 [ ] 22 ( ) ( ) ( ) ( )s F t F F F
eI E eV E f E eV f E M dπ ρ ε ρ ε ε ε ε= − + + − + − +∫  (2.9) 
where M is tunneling matrix element, and ρs(E) and ρt(E) are the DOS of the sample and 
the tip, separately. 
At low temperatures, the Fermi-Dirac distribution function can be approximated as 
a step function, hence the tunneling current (2.9) becomes 
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Fig. 2.2. The Bardeen approach to tunneling theory. Along the horizontal axis is the 
energy while the DOS is along the vertical one. The filled states are colored in green and 
the empty states are in white. The non-sharp edge transition from filled states to empty 
states arises from the Fermi-Dirac distribution when temperature T ≠ 0 K. The Fermi 
level of the sample is shifted from that of tip due to applied negative bias on the sample.  
 
Bardeen2 has shown that, for a small bias voltage, the magnitude of the tunneling 
matrix |M| can be assumed as a constant in the interval of interest for interpretation of the 
experimental data, which makes the above equation even simpler:   
 2
0
2 ( ) ( )
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s F t F
eI M E eV E dπ ρ ε ρ ε ε= − + +∫  (2.11) 
The above equation shows clearly that the tunneling current could be used as a tool 
to measure the DOS. Usually we use a metal tip, whose DOS could be considered to be 
constant over the energy range of interest. In this case, from Eq. (2.11), we have 
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Thus, the DOS of the sample surface is proportional to the tunneling conductance. 
2.1.2 STM setup  
Gerd Binnig, Heinrich Rohrer and their co-workers at IBM Research Laboratory invented 
the STM in the early 1980s.3-6 They had tried to measure the spatial distribution of 
tunneling current between a tip and superconductor at a separation of about 1 nm.  
During this study, they recognized the possibility of achieving a tremendous high-
resolution microscope based on scanning method. Binnig and Rohrer finally came up 
with atomic resolution by STM, which won them Nobel Prize in Physics in 1986. 
 From an instrumental point of view, an STM is composed of the following essential 
parts: 
(1) An environmental control system. Since STM scanning operation is very sensitive 
to contamination on many sample surfaces, a UHV chamber is often required, 
which is evacuated by a group of vacuum pumps usually including rotary pump, 
turbo molecular pump and ion pump. Furthermore, for low temperature STM 
(LT-STM), temperature control system together with cryostat is needed. 
(2) Since the tip and sample are so close and the tunneling current is very sensitive to 
the tip-sample distance, a little bit of vibration could dramatically vary the 
tunneling current, thereby introducing noise. A vibration isolation system to 
minimize the disturbance of mechanical vibration from the lab environment is 
needed. For example, spring suspension bench is employed to support the STM 




head. In addition, sometimes air cushion platform is employed to support the 
whole STM system. 
(3) An atomically sharpened tip. The tips we used are either commercially bought 
PtIr tips or electrochemically etched tungsten tips. 
(4) Positioning system to select the target area on a sample surface, control the tip-
sample distance, and scan the tip over the area with atomic resolution. A 
piezoelectric tube can implement this function. 
(5) Since tunneling current is of nA order in magnitude, current amplifier is necessary 
to measure the tunneling current and a feedback loop to keep the tunneling current 
constant is also necessary. 
(6) A computer system to control the STM controller, collect image data, display and 
process the images. 
Fig 2.3 shows the schematic components of (3) to (6) mentioned above. A tunneling 
current in or less than the order of nA is detected by a current amplifier. The output of the 
amplifier is fed into a feedback circuit, which makes sure that the tip-sample separation is 
appropriate. Since the tip-sample separation is controlled by the voltage signal applied to 
the piezoelectric tube, tip height in a specific position could be tracked by recording the 
voltage. The tip height information for all pixels in one scanning frame can be used to 
convert to morphological image by computer programs. 
Fig. 2.4 shows our two STM systems, Omicron room-temperature UHV STM (RT-
STM) system and Unisoku low-temperature UHV STM (LT-STM) system. The latter can 
perform imaging at liquid nitrogen (LN2) temperature (77K) or liquid helium (LHe) 
temperature (4.2K).  




   
Fig. 2.3. Schematic view of STM essential components, including tip, positioning 
system, current amplifier, STM controller unit and computer system. 




   
Fig. 2.4. Photos of Omicron UHV RT-STM system (top panel) and Unisoku UHV LT-
STM system (bottom panel). 




2.1.3 STM modes of operation 
2.1.3.1 Topography 
The most common mode of STM operation is topography. In our experiment for 
topography, STM is always working in constant current mode. The tip is adjusted 
vertically in such a way that tunneling current is fixed. The computer, according to the 
vertical position of the tip, generates a topographic image. STM can also work in 
constant height mode, in which the vertical position of the tip is unchanged. The current 
as a function of lateral position represents the topographic image. This mode is only 
suitable for atomically flat surfaces as otherwise the tip would crash inevitably. This 
mode, however, can work in very fast frequencies, as the current feedback loop is 
disabled and hence useful for fast STM. 
2.1.3.2 Scanning tunneling spectroscopy (STS) 
By interrupting the feedback loop so that the tip-sample distance is fixed, and applying a 
bias voltage ramp, the tunneling current as a function of bias voltage is recorded. 
According to Eq. (2.12), the differentiation of I(V) with respect to V (differential 
conductance) provides a direct measure of LDOS of the sample surface. In practice, we 
could obtain LDOS through numerical differential of I-V curve. However, this technique 
generally results in noisy spectra. A better way is to measure dI/dV directly using a lock-
in amplifier. By adding a small AC modulation (~1-10 mV) to the applied voltage and 
measuring the corresponding AC current at the same frequency, one can effectively 
measure dI/dV. We use STS method in two ways, point spectroscopy and current image 
tunneling spectroscopy (CITS). 




• Point spectroscopy (dI/dV spectroscopy) 
In this mode, the tip position is fixed as we record dI/dV as a function of V. The result is 
a spectrum indicating the local DOS at a particular point on the surface. The ability to 
measure the local DOS allows the study of many condensed matter physics phenomena, 
such as superconductivity,7 Landau levels8 and Dirac fermions.9 
• Current imaging tunneling spectroscopy (CITS) 
In this mode, while the tip is scanning over the surface, the maps of tunneling spectra 
together with morphology are generated. At each pixel (x, y), we can measure z with 
feedback loop on at a fixed bias voltage V0, then with the feedback loop interrupted, one 
records dI/dV as a function of V. Next, feedback loop is on again and the bias voltage is 
returned to V0 and tip moves to the next pixel (x’, y’), starting the next cycle until all 
pixels in the selected scanning area are completed. Then we can take slices across this 
data to extract dI/dV at a given energy as a function of position, which is called a 
conductance map or STS image. However, this method is quite time consuming, taking 
~10 hours for one CITS map. If we are interested in just a few energy values, it is faster 
to acquire the lock-in amplifier signal (dI/dV) at a fixed voltage as the tip is scanning 
over the sample surface. In this mode, a small voltage modulation of frequency ω is 
superimposed to the DC bias V0, where ω is too fast for the feedback loop to follow. 
Then the current modulation at frequency ω from the lock-in amplifier are recorded to 
form the STS map at energy of eV0.1 If one is interested in the STS map at another 
energy eV0', another scanning should be performed with the DC bias equals to V0'.  




The STS map is very powerful in imaging electronic wave interference patterns on 
surfaces, just as eyes could visualize the interference patterns of visible light. Fig. 2.5 
shows a schematic view of an electron wave scattered by a defect. Interference of initial 
incoming state (ki) and final scattered state (kf) would give rise to a modulation of LDOS 
along the direction of q with periodicity of |2π/q|, where q = kf - ki, is the scattering 
wavevector. The modulation of LDOS can be shown in the STS map, which is also called 
quasi-particle interference (QPI) pattern. Hence, by performing a Fourier transformation 
(FT) of the STS map, we can get the FT-STS map, which contains information of q, and 




Fig. 2.5. The schematic view of scattering. Electronic surface state with an initial 
wavevector ki is scattered to a different state with final wavevector kf by a defect (red 
circle).  
  




2.2 Low-energy electron diffraction (LEED) 
2.2.1 Basic principles 
LEED is a structural analysis technique that uses diffracted electrons. The spatial 
distribution of the diffracted electrons from a solid surface tells us about the crystal 
lattice. The incident electron energy is typically in the range 30-200 eV. From the de 
Broglie wavelength: 
 12.25
2 in eVe k k
h h
p m E E
λ = = =
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 Å (2.13) 
we get λ ranging from ~1-2 Å , which satisfies the diffraction conditions, i.e., λ is 
comparable to lattice constant. This energy range is roughly at the minimum in the 
universal inelastic mean free path curve. Thus, most elastic collisions occur in the top 1-2 
atomic layers of the sample, making LEED surface sensitive, which provides mostly the 
2D lattice structure of the sample surface. Fig 2.6(a) shows the schematic view of 
diffraction process on a 2D surface with normal incidence. The constructive interference 
occurs when the diffraction angle θ fulfills the following Bragg condition: 
 sina nθ λ=  (2.14) 
where n is an integer and λ is the wavelength.  
Fig. 2.6(b) is the corresponding Ewald sphere construction of Fig. 2.6(a) in 
reciprocal space, for analyzing the diffraction patterns. To construct a 2D Ewald 
construction, one needs the following steps,10 
• Construct the 2D reciprocal lattice. 




• Draw the incidence wavevector k0 along one rod, which is defined as the (00) rod. 
• Draw a sphere of radius 2π/λ centered at the origin of k0. 
• Find all points of the sphere intersecting reciprocal lattice rods. Draw vectors 
indicating scatted wavevector pointing from the sphere center to all these points.  
For 2D surface structure, we can regard the periodic repeat distance in surface 
normal direction to be infinite. Since the distance between adjacent points in a reciprocal 
lattice is inversely proportional to the corresponding distance in real space, the reciprocal 
lattice points along the surface normal are infinitely dense, forming rods. The radius of 
the Ewald sphere is the magnitude of the incident wavevector. The diffraction condition 
is satisfied for every beam that emerges in a direction along which the sphere intersects a 
reciprocal rod.  
Mathematically, the incoming wavevector k0 and diffracted wavevector k' are related 
with the 2D crystal reciprocal lattice by the condition: 
 / / / /0' hkk k G− =  (2.15) 
where the superscript // indicates the wavevector components parallel to the surface,  Ghk 
is the 2D reciprocal lattice vector. For normal incidence, / /0k =0, so we have  
 / /' hkk G=   (2.16) 
If we collect the diffracted electrons, from (2.16) we get directly the reciprocal unit 










Fig. 2.6. (a) Schematic view of 2D diffraction process and, (b) the corresponding Ewald 
sphere construction in reciprocal space. Red lines indicate the 2D reciprocal-lattice rods. 
Blue arrows indicate the electron wavevector. θ is the diffraction angle. k0 is the incident 
wavevector while k' is the diffracted wavevector. The two integers in each parenthesis are 









2.2.2 LEED setup 
Fig. 2.7(a) shows the schematic view of experimental setup of LEED which consists of 
two essential parts: an electron gun to produce a well-collimated beam with certain 
energy and a hemispherical fluorescent screen with a set of four grids to observe the 
diffraction pattern of the elastically scattered electrons. 
The electron gun unit consists of a cathode filament with a Wehnelt cylinder and an 
electrostatic lens. G1 is set at ground potential to set up field free region between the 
sample and G1. The potential of G2 and G3 is at adjustable negative potential, close to that 
of the cathode but somewhat lower in magnitude. G4 is set at ground potential to screen 
other grids from the field of the fluorescent screen, which is biased to a high voltage of 
about 5 kV. Electrons emitted by the cathode are accelerated in the gun unit, propagate to 
the sample, and then scattered by the sample surface elastically or inelastically. The 
inelastically scattered electrons, which may make up 99% of the total flux, have lower 
kinetic energy thus cannot pass through G2 and G3 to reach the fluorescent screen. The 
elastically backscattered electrons form a set of diffracted beams and arrive at the 
fluorescent screen, which provides the electrons with high enough energy to excite 
fluorescence because of its high positive potential. Since the screen is transparent, we can 
view the diffraction pattern from backside of the screen. This is the so-called reverse-
view arrangement, in which case, electron gun is an obstacle between the view position 
and the screen thus should be minimized. We can also use the normal-view arrangement 
(view position is in front of the backside of the sample), in which case, the sample holder 








Fig. 2.7. Schematic view of a standard reverse-view four-grid LEED setup and (b) The 
LEED pattern of Si(111)-(7×7) surface (90 eV). 
(a) 
(b) 




2.3 Substrate description 
2.3.1 Si(111)-7×7 
Silicon belongs to the face-centered cubic (FCC) group with a lattice constant of 5.43 Å. 





of the FCC unit cube. 
Each atom has four nearest neighbors with a tetrahedral bond angle of 109°28ʺ, which 
form the sp3 hybridization.  
Atomically clean Si(111) surface exhibits two main reconstructions, 7×7 and 2×1. 
The 2×1 reconstruction is produced by cleavage of Si along the (111) plane. This 
reconstruction was explained by π-bond chain model11 and confirmed by Feenstra et al.12 
using STM. The 2×1 reconstruction is metastable and converts to 7×7 irreversibly upon 
annealing to about 500 ̊C. The 7×7 reconstruction is stable up to about 850 ̊C, above 
which the 7×7 reconstruction undergoes order-disorder transition. This transition is 
reversible, and upon cooling down to the transition temperature, the 7×7 reconstruction is 
restored. In our experiment, the 7×7 reconstruction was obtained by heating up the 
commercially available Si(111) wafer up to 1250 ̊C for about 10 seconds before cooling 
down to room temperature to get rid of oxide layer. 
Si(111)-(7×7) reconstruction is very sophisticated, which was first observed in 1959 
by LEED.13 The satisfied explanation showed up in 1985 when Takayangi et al.14 
proposed the famous dimer-adatom-stacking fault (DAS) model. As shown in Fig. 2.8(a).  





Fig. 2.8. (a) The DAS model of Si(111)-7×7 structure. (b) An atomic-resolution STM 
image of Si(111)-7×7, which shows the empty/filled states taken with positive/negative 
sample bias. The black rhombus indicates one 7×7 unit cell. (c) Schematic diagram of the 
ideal non-reconstructed Si(111) surface. The side view is from the direction as indicated 
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In Fig. 2.8(a), the integers in the side view indicate the atomic layer numbers of the 
reconstruction. For each unit cell, there are 12 adatoms which occupy the T4 sites above 
the second atomic layer. The second and third atomic layers form a Si(111) double layer, 
this double layer is alternatively faulted and unfaulted with respect to the underlying bulk 
(the fourth and fifth layer). So in Fig. 2.8(a) the left half in the yellow rhombus are called 
faulted half (FH) and the right half are called unfaulted half (UH). In each half 6 atoms 
saturated 18 dangling bonds from the second atomic layer, leaving 3 atoms in the second 
atomic layer unsaturated, which are called rest atoms. There are 9 dimers formed in the 
third atomic layer, surrounding the two halves in each unit cell. At the corner of the unit 
cell, 12 atoms from the second and third atomic layer form a ring, which is called corner 
hole. At the centre of the corner hole, there is one atom from the fourth layer unsaturated. 
So this 7×7 DAS structure replaces 49 dangling bonds of the bulk-terminated Si(111) 
surface by 19 dangling bonds, including those of 12 adatoms, 6 rest atoms and 1 in the 
corner hole. 
It is commonly believed that the bright spots in the STM images are due to the 
tunneling currents originating from these dangling bonds.15 Fig 2.8(b) shows typical STM 
images of Si(111)-7×7 structure. The difference between top and bottom half are due to 
different sample bias Vs.  The top half was obtained at Vs = +2 V, in which situation the 
tip detects the filled state of the sample, while the bottom half was obtained at Vs = -2 V 
and is an image of the filled state. From the filled state image, we can identify FH and 
UH by brightness: FH is brighter, as shown in the black rhombus.  




Fig. 2.8(c) is the schematic view of the ideal bulk-terminated Si(111)-1×1 surface. 
The black rhombus indicates unit cell of the 1×1 bulk termination. The side view is along 
101   direction as indicated by the black arrow.  
2.3.2 Si(111)-√3×√3:Bi 
Si(111)-7×7 substrate may form (√3×√3)R30° reconstruction induced by adsorption of Bi 
atoms. There are two stable  (√3×√3)R30° phases with Bi coverage equaling to 1/3 ML 
(α-phase) or 1 ML (β-phase).16 For the α-phase, each Bi atom adsorbs at the T4 site, and 
for the β-phase, three Bi atoms form a trimer centering at the T4 site.16, 17  Since each Bi 
atom or trimer saturates 3 dangling bonds, all atoms from Si(111) are saturated, thus 
Si(111)-√3×√3:Bi is inert compared with Si(111)-7×7. In this thesis, we only use β-phase 
Si(111)-√3×√3:Bi. 
2.3.3 Highly ordered pyrolytic graphite (HOPG) 
HOPG belongs to layered material. Within one atomic layer, each carbon atom connects 
with three nearest neighbors by very strong covalent bonds, forming a plane hexagonal 
structure with two equivalent sublattices, as shown in Fig 2.9(a). Atoms from the two 
sublattices are indicated by red and blue circles, respectively. The interlayer spacing is 
3.354 Å and the adjacent layers are connected by weak Van der Waals force. As a result, 
the outermost surface of the graphite preserves the bulk-terminated structure without 
reconstruction, and the relaxation of the first layer is also small (0.05 Å of contraction, 
i.e., 1.5% of the bulk value ).18  




Ideally, the atomic-resolution STM image of HOPG should show two atoms in each 
unit cell, which makes the image a honeycomb atomic pattern, as shown in Fig 2.9(c). 
However, STM usually can only map out one sublattice, as shown in Fig 2.9(d). Six 
nearest neighbors surround each apparent spot, with a lattice constant of 2.46 Å. In fact, 
if one peels out only one atomic layer of HOPG, i.e., graphene, one can map out two 
sublattices in one STM image, making the atomic-resolution image of graphene 
honeycomb. In a few cases, researchers could observe honeycomb structure by STM on 
HOPG, and they explain this as a result of weakened coupling between the topmost and 
the second atomic layers;19, 20 the property of the observed honeycomb structure is like a 
piece of graphene. The clean HOPG surface could be prepared by simply peeling the 
surface using scotch tape. HOPG is very stable. It remains stable at 500 C̊ in air and over 
2000 ̊C in vacuum or inert environment. Since the surface is chemically inert, it is a good 
substrate to study physisorption phenomena.  
 
 
   








Fig. 2.9. (a) Schematic top view of HOPG (0001) surface and (b) side view from the 
direction as indicated by the green arrow in panel (a). (c) Schematic view of an ideal 
atomic-resolution STM image. (d) The atomic-resolution STM image of HOPG. The 
two sublattices are equivalent, usually only one of the two sublattices can be mapped 










2.4 A brief introduction to Sb crystal 
2.4.1 Lattice structure of Sb 
Sb is a prototypical group-V element. In ambient conditions, Sb crystallizes in the 
rhombohedral A7 structure with two atoms per unit cell, as shown in Fig. 2.10(a). Two 
different atoms in the unit cell are shown as blue and brown circles, respectively. The 
lattice is generated by three rhombus base vectors a, b and c. The angle between each 
two of the three base vectors is  57.1̊.21 This structure can be regarded as derived from the 
sodium chloride face centered cubic (FCC) structure.22 First, replace both sodium and 
chloride sublattices with Sb. Then slightly stretch along a body diagonal to reduce the 
rhombohedral angle from 60° to 57.1̊. Finally, move one sublattice relative to the other 
along the same body diagonal to make the ratio d1/d2 from 1 to 0.876.  The direction of 
stretched diagonal of the FCC is the [111] direction in rhombohedral structure. Since 
rhombohedral structure can be derived by a slight distortion from cubic lattice, Sb also 
can be described by pseudocubic indices. In addition, Sb can be described by hexagonal 
indices. Rhombohedral indices are used in this thesis. 
In Fig. 2.10(a), the three nearest atoms for the blue one are the three brown atoms 
below it, and the next nearest three atoms are three brown atoms above it. The blue atom 
is connected to three nearest neighbors by covalent bond within one puckered bilayer 
(BL). The covalent bonding within each BL is much stronger than the interbilayer van 
der Waals bonding, so Sb can easily cleave along (111) plane. Each Sb(111) BL forms a 
honeycomb structure, with two sublattices not within the same plane. The bilayers follow 
ABC-stacked structure in the bulk, as shown in Fig 2.10(b). Atoms in different layers are 




indicated by different colors. The solid lines indicate covalent bonds. A black rhombus in 
the top-view image indicates the unit cell. STM can only map the upper sublattice of one 
BL, thus the STM image exhibits a hexagonal order instead of honeycomb, as shown in 
Fig. 2.10(d).   
Fig. 2.10(c) schematically illustrates the ideal bulk-terminated Sb(110) surface. This 
surface is not a natural cleavage plane of Sb crystal, but we can get it from self-assembly 
growth method, which will be discussed in Chapter 5. A unit cell is shown as a black 
square in top-view image. The atom in the middle of the unit cell in the terminating layer 
(blue color circles) has three nearest neighbors and is saturated. However, the atom in the 
corner is connected covalently only to two nearest neighbors, and the dangling bonds are 
indicated by blue dash lines in the side-view images. Fig. 2.10(e) shows the atomic-
resolution STM image of Sb(110) thin film; only one atom in each unit cell is observed in 
this image.  
  






Fig. 2.10. (a) Schematic view of bulk Sb rhombohedral unit cell. Three base vectors 
are marked as a, b and c. (b) Schematic view of Sb(111) surface. (c) Schematic view 
of Sb (110) surface. (d) A 10×10 nm atomic-resolution STM image of Sb(111) thin 
film on Si(111)-√3×√3:Bi substrate, at Vs = 1 V and tunneling current = 0.26 nA. (e) 
A 10×10 nm atomic-resolution STM image of Sb (110) thin film on HOPG substrate, 











2.4.2 Electronic structure of Sb 
Sb is a semimetal with an indirect negative band gap because the conduction band 
minima at the L points is 174 meV lower than the valence band maxima at the H points.21 
Fig. 2.11(a) is the schematic of the bulk Brillouin zone (BZ) of rhombohedral structure 
and its (111) surface Brillouin zone (SBZ).23 The H point is near T point and is on the 
mirror plane, with trigonal coordinates [0.4543, 0.3722, 0.3722].21 Sb has attracted a lot 
of researchers' attention since the emergence of a new class of topological state, namely 
topological insulator (TI).24 The first experimentally verified 3D TI is Bi1-xSbx alloy,25 
with  0.07 < x < 0.22.26 The ν0 = 1 topology of the Bi1-xSbx alloy is predicted to be 
inherited from the bulk wavefunctions of pure Sb.26 The large atomic number of Sb leads 
to the strong spin-orbit coupling (SOC) which mixes p orbitals; the six bands nearest to 
the Fermi level have strongly mixed px, py and pz character. Tight binding model 
calculations of Sb21 show that the conduction band crosses Fermi level near the L points, 
where electrons pockets form. The bottom of the conduction band at L is derived from 
antisymmetric linear combination (La) of p-orbitals, while the next lower band is derived 
from symmetric linear combination (Ls) of p-orbitals, as shown in Fig. 2.11(b), where the 
bulk projected band structure on Sb(111) surface together with the surface states are 
schematically shown. This inversion between the La and Ls bands leads to the existence of 
topological surface states (TSS) in pure Sb crystal. 26   
Fig. 2.11(c) is the first-principles calculations of band structure of 15 BL Sb(111) 
along high symmetry directions. The red lines indicate the surface states where the 
crossover forms the Dirac cone. There are two main differences between this Dirac cone 




and the common one in graphene. First, the Dirac cone on each surface of Sb(111) is spin 
non-degenerate. Second, on Sb(111), the lower part of the Dirac cone disperses to higher 
energy with larger k value before going down to connect to the valence band, i.e. the cone 
is strongly warped. The warping in -Γ Μ direction is stronger than in -Γ Κ direction. The 
detailed ARPES spectrum featuring the surface states in the dashed square is shown in 
the left of Fig. 2.11(d);27 the right figure shows constant energy contour (CEC) at the 
Fermi surface. Besides the central electron pocket, there are 6 hole pockets in -Γ Μ  
direction, arising from the warping of the Dirac cone. The highest energy of the warping 
surface state in -Γ Κ direction is below the Fermi level in their work,27 so there are only 
hole pockets in -Γ Μ direction near Fermi level. The purple arrows show the spin 
direction of the surface states. For TSS, backscattering with 180° spin flip is absent28 
while it is allowed for other spin angle differences. The right of Fig. 2.11(d) clearly 
shows that at Fermi level, the 6 hole pockets open up more scattering channels. Thus 
from FT-STS maps, one can get many scattering wavevectors and extract much 
information about the surface states. Therefore, STS method is a good investigation 
technique for the studies of Sb(111) surface states. For example, J. Seo et al.29 have 
recently demonstrated that the TSS of bulk cleaved Sb(111) can penetrate defects (atomic 
steps) with higher probability compared with non–TSS of common metals, such as 
copper, silver and gold.   









Fig. 2.11. (a) Schematic of the bulk 3D BZ of Sb and its (111) SBZ (Reprinted from 
Ref. [22] by permission of The American Association for the Advancement of 
Science). The faces in which T and L lie are regular and compressed hexagons, 
respectively. The SBZ is a regular hexagon. Γ and L points are projected to Γ and Μ
of the SBZ, respectively. (b) Schematic diagram of the surface bands (red and purple 
lines) and the projected bulk bands (green and blue shaded area) onto (111) plane. The 
red and yellow arrows indicate the spin direction of the states. (c) First-principles 
calculations of band structure of 15 BL Sb(111) film along a - -Μ Γ Κ cut in k-space. 
The red lines indicate surface bands. (d) The left picture shows the ARPES 
measurement of bulk Sb(111) surface featuring the surface bands in the dashed square 
of panel (c); the right picture shows the ARPES measurement of constant energy 
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Chapter 3 
Growth of Ultrathin Sb(111) Films 
3.1 Introduction   
Quite a few research groups including ours have studied Sb growth on several substrates, 
especially on HOPG and MoS2.1-5 The Sb is evaporated in the form of Sb4  clusters.5 The 
Sb island shape varying from spheres to ramified fractals could be explained in terms of 
the interplay of Sb4 arriving rate at an existing island and the time it takes for the cluster 
and island to coalesce. In addition, Sb4 could dissociate and transform from physisorption 
to chemisorption state. The diffusion and nucleation of chemisorbed Sb species could 
lead to 1D crystalline nanorods and 2D crystalline islands besides 3D islands,2 as shown 
in Fig. 3.1(a).  The energy costs to dissociate an Sb4 into two Sb2 and four Sb1 are 2.4 eV  
and 4.8 eV,2 respectively. These energies are much higher than the diffusion barrier (Ediff) 
of a physisorbed Sb4 on HOPG (~60 meV),2 so Sb4 diffusion is highly activated and 3D 
island nucleation and growth are dominant at room temperature (RT), as shown in Fig 
3.1(b). Increasing the substrate temperature could enhance the rate of Sb4 dissociation 
and hence chemisorptions, which results in the dominant nucleation and growth of 2D 
and 1D crystalline structures,2 as shown in Fig. 3.1(c).  
Based on our understanding that dissociation of Sb4 could result in 2D and 1D 
crystalline structures, we deliberately add a cracking part to the Sb evaporation source, 
and get smooth Sb(111) thin films. In the rest of this chapter, the growth of Sb on Si(111) 








temperature, is described. Substrate temperature affects the diffusion length of the Sb 
atoms, and subsequently the morphology of Sb nanostructures. The Sb(111) and Sb(110) 
films coexist after depositing on Si(111) surface at or above RT. Post-growth annealing  
 
Fig. 3.1. The STM images of Sb structures on HOPG. (a) Sb deposited at RT, three 
different types of structures, 1D crystalline nanorods, 2D crystalline islands and 3D 
islands, are labeled as 1D, 2D and 3D, separately. (b)  Sb deposited at RT, with 3D 
islands dominating. (c) Sb deposited at 100 ºC, 1D and 2D crystalline structures dominate 
due to the dissociation of Sb4 at elevated substrate temperature. (Reprinted from Ref. [2] 
by permission of American Institute of Physics) 
(a) 
(b) (c) 
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of the nanostructures grown at RT leads to the transformation to single crystalline Sb(111) 
films. First-principles calculations demonstrated that, at the same thickness, the energy of 
Sb(111) thin film is lower than that of Sb(110) thin film, which explains the 
transformation from Sb(110) to Sb(111) film after annealing. Sb(111) thin film of very 
good quality can be formed by depositing Sb at low temperature followed with post-
growth annealing. The thinnest Sb(111) film we can get experimentally is 4 BL, probably 
because 4 BL is the critical thickness to be stable.  
3.2 Experimental and computational methods 
The studies of Sb deposition on Si(111) at RT and elevated temperature (80 ºC) are 
carried out in Omicron UHV RT-STM. The base pressure is 2 × 10-10 Torr.  
Electrochemically etched tungsten tips are used. The surface condition of Si(111) is 
checked with STM and LEED. High purity (99.999%) Sb source is used. The flux of Sb 
is 0.175 BL/min (1 BL is defined as 1 bilayer of Sb(111), i.e., 12.4 × 1014 cm-2). The flux 
is calibrated by growing flat Sb(111) thin film and measuring the film thickness.  
The studies of Sb deposition on Si(111) at low temperature are performed in the 
Unisoku UHV LT-STM system. The base pressure is 9 × 10-11 Torr. PtIr tips are used. 
The surface condition of Si(111) is checked with STM. Sb is deposited on Si(111)-7×7 at 
about -150 °C, with flux of 0.23 BL/min, then the sample is annealed to 280 ºC and STM 
imaging is performed at LHe temperature (4.2 K).  
The first-principles calculations of the electronic structures of Sb are carried out 
within the framework of density functional theory (DFT) as implemented in the Vienna 




Ab-initio Simulation Package (VASP). In all calculations, the projector augmented-wave 
(PAW) pseudopotential,6,7 the generalized gradient approximation (GGA) in Perdew-
Burke-Ernzerhof (PBE) format8, 9 and the spin-orbit coupling are employed. A standard 
plane-wave basis set with a kinetic energy cutoff of 250 eV and a Monkhorst-pack k-
mesh10 of 5×5×1 sampling in the full BZ are used. The vacuum region of 10 Å along the 
film normal direction is employed between repeated thin films.  
3.3 Results and discussion 
3.3.1 Sb source 
As noted in Section 3.1, dissociating Sb4 into Sb single atoms is important for forming 
1D and 2D crystalline structures. One way to enhance the dissociation of Sb4 into Sb1 
atoms is to increase the substrate temperature. However, the energy costs of dissociating 
one Sb4 into two Sb2 and four Sb1 are 2.4 eV  and 4.8 eV,2 respectively. If one keeps the 
substrate temperature at 200 ºC, which can supply Sb4 thermal energy of kBT ≈ 40.8 meV, 
the dissociation probability is still too small. Adding a cracking part to the source is more 
effective, as shown in Fig. 3.2(a).  Using a tungsten (W) filament from backside to heat a 
tantalum (Ta) foil to over 1100 ºC when evaporating Sb, almost all Sb4 clusters can 
dissociate into single Sb atoms before arriving at the substrate. The cracking temperature 
we used here is based on the research by Rouillard et al..5 They passed the evaporated 
Sb4 through a cracking part, where the temperature was kept from about 500 ºC to over 
1500 ºC, and recorded the flux of coming out Sb4, Sb2 and Sb, respectively, as shown in 
Fig. 3.2(b).5 When the cracking temperature is 825 ºC, almost all the Sb4 clusters are 
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cracked into Sb2 clusters. If the temperature is over 825 ºC, Sb2 clusters start to crack into 
single Sb atoms. To get majority single Sb atoms, we must set the cracking temperature 
at over 1100 ºC. In our experiment, single Sb atoms were detected, as shown by the mass 
spectrum in Fig. 3.2(c), when evaporating Sb with the W filament from backside of the 
Ta foil on. In the remaining part of this chapter and the next two chapters, all Sb 
nanostructures were grown from the cracked Sb source.  
  




   




(b) (c) 121 
123 
Fig. 3.2. (a) Schematic view of Sb source with a cracking part. Sb was evaporated to a 
Ta foil heated to over 1100 ºC by a tungsten filament from backside. The Sb4 clusters 
impinged on the high-temperature Ta foil where they were cracked to single Sb atoms, 
then single Sb atoms were reflected to the substrate. (b) Flux of Sb4, Sb2 and Sb versus 
the temperature of the cracker zone (Reprinted from Ref. 5 by permission of Elsevier). 
(c) Mass spectrum of cracked Sb vapor in our experiment, which indicates the yield of 
single Sb atoms. 121Sb and 123Sb are two naturally occurring isotopes of Sb.  
 
Chapter 3: Growth of Ultrathin Sb(111) Films 
59 
 
3.3.2 Substrate temperature effect on Sb nanostructures 
Sb under 2-BL amount deposited on Si(111)-7×7 at 80 ºC forms a rough wetting layer, as 
shown in Fig. 3.3(a). The roughness is about 2 nm as shown from the line profile Fig. 
3.3(b), which is extracted from Fig. 3.3(a) along the straight line. In each 7×7 
reconstruction unit cell, there are 19 dangling bonds (see Section 2.3.1), hence the 
interaction between Sb and the Si substrate is strong, which makes diffusion length of Sb 
atoms on Si(111)-7×7 relatively short. Therefore, the aggregation of Sb atoms on 
Si(111)-7×7 is difficult and atoms distribute all over the surface. Furthermore, since there 
is a large lattice mismatch (12.2%) between Sb(111) surface and Si(111)-1×1, it is hard 
for the Sb to grow crystalline structure before a wetting layer is fully formed. Extra Sb 
adatoms on the wetting layer form thermodynamically more stable form, i.e., crystalline 
structure, as shown in Fig. 3.3(c) and (d). These two figures are scanned after 2.6-BL Sb 
deposition. Fig. 3.3(c) shows an image of Sb(111) islands while Fig. 3.3(d) shows Sb(110) 
islands. The in-plane orientation of Sb(110) thin films is random. However, the in-plane 
orientation of most Sb(111) follows the substrate. The orientation alignment for Sb(111) 
with the substrate is even more obvious by depositing Sb at RT followed with post-
growth annealing (see Fig. 3.5). Fig. 3.3(e) and (f) are images of the sample with 4.4-BL 
Sb deposition. No wetting layer can be seen and the substrate is fully covered by Sb(111) 
islands (Fig. 3.3(e)) and Sb(110) islands (Fig. 3.3(f)), which coexist with about equal 
probability.  
  





















Fig. 3.3. The STM images of Sb deposited on Si(111)-7×7 at about 80 ºC. (a) The 
STM image of the sample with 10-min (1.75-BL) Sb deposition. (b) A line profile 
extracted from panel (a) along the straight line. (c), (d) The STM images of the sample 
with 15-min (2.6-BL) Sb deposition show the initial crystallization of (c) Sb(111) and 
(d) Sb(110). (e), (f) STM images of the sample with 25-min (4.4-BL) Sb deposition 
show that (d) Sb(111) and (e) Sb(110) nanostructure fully covered the Si(111) surface. 
 
Chapter 3: Growth of Ultrathin Sb(111) Films 
61 
 
Next, the deposition of Sb on Si(111)-7×7 at RT will be discussed. The wetting 
layer is as thick as 5 BL, as shown in Fig. 3.4(a), where the total deposition amount is 
about 5.3 BL. The wetting layer is thicker than that formed at elevated temperature 
deposition where the wetting layer is about 2 BL. At RT, Sb atoms have less thermal 
energy to rearrange themselves into crystalline structure, so, there is just a fraction of Sb 
forming crystalline structure, indicated by black arrows. After more deposition of Sb (7 
BL in total), as shown in Fig. 3.4(b), both Sb(111) (upper part) and Sb(110) (lower part) 
crystalline structures form. Compared with elevated temperature deposition, the thin film 
is much more flat.  
Statistically, from STM images, the Sb(111) and Sb(110) have about equal 
probability to form on Si(111)-7×7. From upper part of Fig. 3.4(b), the Sb(111) triangular 
islands are of the same orientation, indicating that the Sb(111) film is single crystalline. 
However, the long edge direction ( 011   ) of Sb(110) nanobelts is random in the lower 
part of Fig. 3.4(b). The single-crystalline character of Sb(111) shows that the thin film 
orientation is regulated by the Si substrate, which is impossible if Sb(111) thin film is 
separated by 5-BL thick amorphous wetting layer. Therefore, we infer that, once the total 
amount of Sb is over 5 BL, the original amorphous wetting layer rearrange themselves 
into crystalline structure and there is no more wetting layer between the thin film and the 
substrate, as schematically shown in Fig. 3.4 (c) and (d).   






Fig. 3.4.The STM images of Sb deposited on Si(111)-7×7 at RT. (a) The STM image 
with 30-min (5.3-BL) Sb deposition. Two black arrows indicate the initial formation 
of crystalline structure. (b) The STM image with 40-min (7-BL) Sb deposition. (c) 
Schematic side view of wetting layer ≤ 5-BL Sb. (d) Schematic side view of 
crystalline structure. Once the Sb coverage is > 5 BL, crystalline structure including 
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By annealing the sample of Fig. 3.4(a) to 220 ºC for 30 min, the previous 
amorphous wetting layer transform to Sb(111) thin film, as shown in Fig. 3.5(a). The 
LEED pattern shows 6 bright spots, which are the first-order spots of Sb(111) surface, as 
shown in Fig. 3.5(b). To investigate whether the single crystalline follow the orientation 
of the substrate or not, another sample was annealed to 300 ºC for 10 min after 7-BL 
deposition of Sb. The annealing temperature is high enough that Sb atoms can desorb and 
part of Si substrate was exposed. The LEED pattern of this sample is shown in Fig. 3.5(c). 
Compared with Fig. 3.5(b), there emerged a new set of six bright spots with a larger 
reciprocal lattice vector, which we call the outer set. The ratio of the reciprocal lattice 
vector of the inner set to that of the outer set is about 0.9, which is the inverse of surface 
lattice constant of Sb(111) (4.31 Å) over that of Si(111) (3.84 Å). Therefore, the inner set 
is the first-order spots of Sb(111) while the outer set is that of Si(111). This LEED 
pattern proved that the orientation of Sb(111) is the same as that of the Si substrate. Our 
experiment showed that the wetting layer of thickness between 4-5 BL can be annealed to 
crystalline structure; below 4 BL, the wetting layer remains amorphous after annealing to 
180 ºC for 30 min. By increasing the annealing time or annealing temperature, 
amorphous wetting layer start to desorb, i.e., the thinnest Sb(111) film one is able to get 
by annealing amorphous wetting layer is 4 BL.  
By annealing thicker Sb(111) and Sb(110) crystalline structures, we can also get 
single crystalline Sb(111) films over 5-BL thick. Fig. 3.5(d) is the STM image of the 
sample acquired by annealing the sample of Fig. 3.4(b) to 220 ºC for 30 min. After 
annealing, the film became more flat, and transformed to single crystalline Sb(111) film 
instead of coexisting of Sb(111) and Sb(110). At elevated temperature, the Sb atoms have 




more thermal energy to rearrange themselves to lower the energy. This phenomenon 
indicates that Sb(111) uniform thin film has lower energy than Sb(110) uniform thin film 
at the same coverage.  To validate this claim, the relative extra energy Ee(n) = U(n)/2n - 
EB was calculated, where U(n) is the total energy of the n-layer thin film. Note that here 
n-layer Sb(111) indicates n BL Sb(111) and the atomic density of 1 BL Sb(111) is 
12.4×1014 cm-2; n-layer Sb(110) indicates n ML Sb(110) and the atomic density of 1 ML 
Sb(110) is 10.3×1014 cm-2. There are two atoms in each layer of the unit cell. As a result, 
U(n)/2n is the average energy of one atom in n-layer thin film. EB is the energy of each 
bulk Sb atom. So extra energy Ee(n) is defined as average extra energy gained by each Sb 
atom in n-layer thin film compared with the bulk atom. The calculation results for 1-10 
BL Sb(111) and 1-12 ML Sb(110) is shown in Fig. 3.5(e). At the same coverage, the 
Sb(111) thin film always has lower energy. The energy reduction is about 20 meV, 
roughly the same as thermal energy at RT (~ 26 meV). This calculation data explains the 
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Fig. 3.5. (a) The STM image of the sample annealed to 220 ºC for 30 min after 30-min 
(5.3-BL) deposition of Sb at RT and (b) its LEED pattern (80 eV). (c) LEED pattern (80 
eV) of the sample annealed to 300 ºC for 10 min after 7-BL deposition of Sb at RT. Si 
signal can be seen because part of the Si substrate was exposed due to desorption of Sb. 
(d) The STM image of the sample annealed to 220 ºC for 30 min after 40-min (7-BL) 
deposition of Sb at RT. The insert image shows the LEED pattern (76 eV) of the sample. 
(e) First-principles calculations of the extra energy Ee(n) of Sb(111) and Sb(110) thin 
films.  The red solid circles and black solid squares are Ee(n) of Sb(110) and Sb(111) 
thin films, respectively. The red and black solid lines are guides to the eye. Note that 
since Ee(1) of Sb(110) is especially large, for better view of other Ee(n), there is a break 









The morphology of the Sb(111) film was also influenced by the terrace width of the 
Si substrate. In our experiment, Si substrates of different miscut angles were used. Fig. 
3.6(a) schematically illustrates the vicinal Si substrate with miscut angle of α. Suppose 
the steps are single atomic steps, then the average terrace width / tanD h α= , where h is 
the single atomic step height. Fig. 3.6(b) and (d) are the STM images of Si substrates 
with miscut angle < 0.5° and ≈ 1.5°, respectively , so the average terrace width is larger 
than 36 nm for (b) and approximately equals to 12 nm for (d). Fig. 3.6(c) and (e) are the 7 
BL Sb(111) film on the substrate of Fig. 3.6 (b) and (d), respectively. It is obvious that 
Sb(111) thin film has wider terrace on Si substrate with wider terrace. The terrace widths 
are more or less the same as the substrate terrace widths. The thin film is globally flat 
regardless of the substrate terrace. The evidence is stronger if we anneal the sample to 
expose part of the Si substrate, so that Sb(111) terrace and Si(111) terrace can be 
observed in one image, as shown in Fig. 3.6(f). This sample is prepared by depositing 
4.4-BL Sb at RT and annealing the sample at 250 °C for 30 min. The dark area is Si 
substrate, while the bright area is Sb(111) film of mainly 4 BL. The terrace of the Sb film 
(indicated by arrows) follows exactly the terrace of Si substrate. This globally flat film 
growth mode is illustrated schematically in Fig. 3.6(g). The terrace width of Sb(111) thin 
film can be controlled by selecting Si substrate with different miscut angles.  
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60nm 60nm 60nm 60nm
Fig. 3.6. Globally flat thin film growth mode. (a) Schematic view of Si(111) substrate 
with miscut angle of α; D is the average terrace width; h is the single atomic step 
height. (b) The STM image of Si(111)-7×7 with miscut angle < 0.5° and (c) 7 BL 
Sb(111) on it. (d) The STM image of Si(111)-7×7 with miscut angle ≈ 1.5°  and (e) 7 
BL Sb(111) on it. (f) The STM image of 4 BL Sb(111) film on Si substrate. It is 
obvious that the terrace of the Sb thin film (indicated by arrows) follows exactly the 
terrace of Si substrate. (g) Schematic view of globally flat Sb(111) thin film on Si. 










By comparing the depositions of Sb at elevated temperature and at RT, it is obvious 
that the RT deposition could result in the uniform distribution of Sb. Post-growth 
annealing causes the Sb atoms to rearrange themselves into thermodynamically more 
stable Sb(111) thin film. Following the trend, deposition at low temperature plus post 
Post-growth annealing could result in uniform film of better quality. Based on this 
expectation, 4-BL Sb was deposited on Si(111)-7×7 at about -150 °C, with flux of 0.23 
BL/min. Then the sample was annealed to 280 °C for 10 min. STM images were acquired 
at LHe temperature. Fig. 3.7(a) is the STM image, which shows the yield of very flat and 
uniform thin film. Fig. 3.7(b) is the profile along the green line in (a), which shows that 
the hole in the film, reaching to the Si substrate, is about 1.44 nm in depth, which is the 
thickness of 4 BL Sb(111). Fig. 3.7(c) is the atomic-resolution STM image. The thinnest 
Sb(111) film can be obtained by this method is still 4 BL. Even the thin film is annealed 
to 220 °C for as long as 60 min so that Sb atoms can desorb in a slow rate, the thickness 
of islands left on Si substrate is ≥ 4 BL, as shown in Fig. 3.7(d). Generally speaking, as 
the freestanding thin film get thicker, the average energy for each atom is reduced and the 
value approaches that of the bulk energy, as shown in the black line of Fig. 3.5(e). n-layer 
film is stable if the energy satisfies [ ]( ) ( 1) ( 1) / 2e e eE n E n E n< − + − .11 However, the 
presence of critical stable layer for Sb(111) (4 BL) cannot be extracted from the energy 
of freestanding thin film because of the substrate effect for real thin film. There is charge 
redistribution between the thin film and the substrate to make sure the alignment of the 
Fermi level at the interface. This charge spilling would reduce the total energy of the 
system.12 As a result, the energy of Sb(111) thin film would differ a little bit from that in 

















Fig. 3.5(e). Probably the critical 4 BL could be explained by detailed calculation taking 




Fig. 3.7. (a) The STM image of 4 BL Sb(111) on Si(111). (b) Line profile of a hole on 
Sb(111) along the green line in (a) shows the hole reaches to the Si substrate. (c) The 
atomic-resolution STM image of 4 BL Sb(111). (d) Part of the Si substrate is exposed 














In this chapter, Sb thin films and nanostructures grown on Si(111)-7×7 substrate was 
demonstrated. Cracked Sb source provides a possibility to realize the 1D and 2D 
nanostructures growth mode on Si substrate, without forming high 3D islands at the same 
time 
At 80 °C and a deposition amount ≤ 2 BL, amorphous wetting layer forms. With 
deposition amount > 2 BL, Sb (111) and (110) islands formed with about equal 
probability. At RT and a deposition amount ≤ 5 BL, the atoms form amorphous wetting 
layer. Above 5-BL deposition, smooth Sb(111) and (110) islands without underlying 
wetting layer form with about equal probability. The post-growth annealing can achieve 
single crystalline Sb(111) films of thickness ≥ 4 BL. Energy of a Sb(111) is always lower 
than that of Sb(110) at the same coverage, which explains the transformation from 
Sb(110) to Sb(111) film with post-growth annealing.  
The good quality single crystalline Sb(111) films of thickness ≥ 4 BL can be grown 
at low temperature  followed with post-growth annealing to about 280 °C for 10 min.  
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Chapter 4 
Inter-surface Coupling and SIA Effects on Ultrathin Sb(111) 
4.1 Introduction 
Sb(111) surface states of bulk single crystal have been studied by ARPES and STM.1-6 
These experiments clearly demonstrated that the surface states, which connect the bulk 
valence and conduction bands in a topologically non-trivial way, are spin-polarized due 
to SOC. However, in the field of real device applications, thin films, instead of bulk TI, 
are the building blocks to transport spin of electrons or to form junctions with other 
materials. Besides the architecture requirement for thin films, there are two more 
advantages. First, the surface-to-volume ratio is larger and hence the spin-polarized 
surface states can account for a greater proportion of total transporting electrons, 
increasing signal-to-noise ratio. Second, when the films are sufficiently thin to be 
comparable with the wavelength of the electrons, quantum confinement effect may result 
in larger bulk band gap. Assuming the potential of the thin film to be infinitely deep 
square well potential, the band gap
eff
gE is given by the following equation, 
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where bulkgE  is the bulk band gap, a is the thickness of the thin film, 0m is electron rest 
mass, *em  and 
*
hm  are the effective masses of the electron and the hole in unit of 0m , 









 due to quantum confinement. 
Applying Eq. (4.1) to Sb is especially interesting, since the bulk band gap of Sb is bulkgE = 
-174 mV,7 the increase of the bulk band gap can possibly turn the topological semimetal 
to a TI. For Sb(111) surface, *em = 0.073 and 
*
hm = 0.120.
7 Substituting these values into 
Eq. (4.1), we get the critical thickness a for the thin film to possess a positive gap to be 
around 6.7 nm, which is approximately 18 BL. This rough estimation gives us a clue that 
the transition from a topological semimetal to a TI is possible. Recently, by first-
principles calculations, P. Zhang et al.8 have demonstrated that the Sb(111) thin film 
transform from a topological semimetal to a TI at the thickness of 7.8 nm, which is 
approximately 22 BL.  
 Larger surface-to-volume ratio and quantum confinement effect give advantages in 
practical applications of TI thin films. However, as the film becomes as thin as 
comparable with the penetration depth of the surface states, coupling between the states 
from different surfaces due to quantum tunneling of electrons may result in a surface 
energy gap. The gap opening induced by this inter-surface coupling has been clearly seen 
by ARPES below 6 quintuple layers of Bi2Se39 and below 2 quintuple layers of Bi2Te3.10 
The study of inter-surface coupling provides understanding of the thickness- and k-
dependent evolution of the Dirac cone in 3D TI.11, 12 In addition, the surface energy gap 
itself in a 2D thin film may be topologically non-trival and introduces topologically 
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protected edge states, making the thin film a 2D TI. So far, the experimentally realized 
2D TI includes HgTe quantum well,13 InAs/GaSb quantum well14 and 1 BL Bi(111).15-17 
In fact, the Sb(111) thin film between 4 to 8 BL is predicted to be in 2D TI state.8 
However, ARPES measurement shows that there is no surface energy gap, even at the 
experimentally achieved thinnest 4 BL Sb(111).18 The difference between the 
calculation8 and experiment18 is induced by the substrate of the thin film, or space 
inversion asymmetry (SIA). The calculation work is based on the freestanding thin film 
while experimentally the thin film is attached to a substrate. Interfacial interaction 
between the lower surface and the substrate lifted the degeneracy of the states on two 
surfaces in k-space, thus reducing the quantum tunneling of electrons between two 
surfaces. 
 Non-spin resolved ARPES could give us an intuitive picture about the band gap and 
the energy dispersion, but cannot give us detailed spin textures of the surface states, 
which can be partially extracted from the quasiparticle interference (QPI) patterns of the 
surface. So the employment of FT-STS on Sb(111) thin film can give us such information 
about the TSS. 
In the rest of this chapter, first, the results of our in-situ STM/STS investigations of 
30 BL and 9 BL Sb(111) films on Si(111)-√3×√3:Bi are presented. First-principles 
calculations are performed to study the electronic structures of the freestanding 30 BL 
and 9 BL Sb(111) films. The QPI patterns on 30 BL can be interpreted by the scattering 
of TSS from the top surface only. On 9 BL Sb(111), QPI pattern is quite different from 
that on 30 BL, and the interpretation of the pattern should consider the coupling of the 
states from two surfaces (inter-surface coupling). Then, QPI patterns on 4 BL Sb(111) are 




presented. Since APRES measurement showed that there is no surface energy gap18 due 
to SIA, we replace an Sb atom at the bottom surface by a Bi atom in each unit cell to 
simulate the SIA effect by first-principle calculations. The calculations showed that the 
surface states near the surface Brillouin zone (SBZ) centre are still spin-polarized even in 
4 BL Sb(111), but exhibiting Rashba-type splitting, due to the combining effects of inter-
surface coupling and SIA. The calculated real-space distributions of the surface states are 
in agreement with the effective continuous model19 calculation result. With both spin and 
spatial distribution information, the FT-STS is simulated, which is in good agreement 
with the experimental results. Finally, to find out the SIA and inter-surface coupling 
effect on thicker films, the calculation results of 5 BL Sb(111) are demonstrated. 
4.2 Experimental and computational methods 
The experiments are carried out in a Unisoku UHV LT-STM system. All the STM 
measurements are performed at LN2 temperature. The base pressure is 9 × 10-11 Torr. 
High purity (99.999%) Bi and Sb are used. Before the deposition, both sources are 
degassed at appropriate temperatures for 30 min in order to remove contamination. 
Si(111)-√3×√3:Bi serves as the growth substrate, which is obtained by depositing 2 ML 
Bi on Si(111)-7×7 at RT, with post-growth annealing at 450 ºC for 15 min. The surface 
conditions of Si(111) and Si(111)-√3×√3:Bi are checked with STM. Sb is deposited on 
Si(111)-√3×√3:Bi at about -100 °C, with flux of 0.3 BL/min, then the sample is annealed 
to 280 ºC for 15 min. The flux is calibrated by growing flat Sb(111) thin film and 
measuring the film thickness. The STS data are acquired using a lock-in amplifier with 
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the bias voltage modulated at a frequency of 700 Hz and peak-to-peak amplitude of 10 
mV. 
The first-principles calculations of the electronic structures of Sb are carried out 
within the framework of density functional theory (DFT) as implemented in the Vienna 
Ab-initio Simulation Package (VASP). In all calculations, the projector augmented-wave 
(PAW) pseudopotential,20, 21 the generalized gradient approximation (GGA) in Perdew-
Burke-Ernzerhof (PBE) format22, 23 and the spin-orbit coupling are employed. A standard 
plane-wave basis set with a kinetic energy cutoff of 250 eV and a Monkhorst-pack k-
mesh24 of 7×7×1 sampling in the full BZ are used. The vacuum region of 10 Å along the 
[111] direction is employed between repeated thin films. Luo Ziyu in our group 
performed the calculations in Section 4.3.1. All other calculations are done by the author 
of this thesis. 
4.3 Results and discussion 
The QPI patterns are measured on Sb(111) film surfaces of several different thicknesses. 
We take 30 BL, 9 BL and 4 BL as three typical samples to demonstrate the evolution of 
the surface states as the film thickness changes. Before discussing the results, the process 
of getting FT-STS will be explained briefly, taking the FT-STS on 4 BL sample as an 
example. 
Fig. 4.1(a) is the STM image of the 4 BL Sb(111) film. The main part is 4 BL, with 
some holes reaching the substrate, and some 1-BL islands on the 4-BL film. The thinnest 
Sb(111) film on Si(111)-√3×√3:Bi is still 4 BL, just the same as the Sb(111) growth on 




Si(111)-7×7. Fig. 4.1(b) is the atomic-resolution STM image scanned over the 4-BL part. 
Fig. 4.1(c) is the STS map at sample bias Vs = -80 mV. Unlike Fig. 4.1(b), which is a 
morphology map showing mainly the height of atoms, Fig. 4.1(c) is a measure of 
electronic states around E = -80 meV, which is inhomogeneous. The surface states can be 
scattered by defects such as steps or atomic impurities. The spatially inhomogeneous 
electronic states on the surface arise from the interference of reflected electronic waves 
with the initial incoming waves. Therefore, this kind of image is also named quasiparticle 
interference (QPI) pattern. As discussed in Chapter 2, the periodicity of the QPI pattern 
along the direction of q is |2π/q|, where q = kf  - ki is the scatting wavevector (kf and ki are 
the final reflected wavevector and initial incoming wavevector). By performing a Fourier 
transformation of the QPI pattern, we get the Fourier transform of QPI, also named FT-
STS. The Fourier transform of 4.1(c) is shown in Fig. 4.1(d). In this image, blue indicates 
the background, while white indicates the strongest signal. The signal spots indicate 
scattering wavevectors q. The first SBZ is shown as a dash-line hexagon. The direction of 
the SBZ could be determined from the atomic-resolution image in Fig. 4.1(b), since the 












Fig. 4.1. (a) The STM image with 14-min (4.2-BL) Sb deposition on Si(111)-
√3×√3:Bi at about -100 °C with post-growth annealing. The main part of the film is 4 
BL, with some 1-BL islands on it and holes reaching the substrate. (b) The atomic-
resolution STM image of 4 BL Sb(111). (c) The STS map at -80 mV on 4 BL Sb(111) 
shows QPI pattern; size is 60 nm × 60 nm. (d) The Fourier transform of the QPI 
pattern from panel (c), or FT-STS of panel (c); the strong intensity spots are 
indications of scattering wavevectors q. 
(a) (b) 
(c) (d) 




4.3.1 Results of 30 BL and 9 BL Sb(111) thin films  
Fig. 4.2(a)11 shows the Fourier transform of QPI pattern at Vs = 20 mV on 30 BL Sb(111). 
The intensity is strong along -MΓ direction and weak along -KΓ direction. Three key 
scattering wavevectors are identified as qA, qB and qC. Fig. 4.2(b) is the schematic 
calculated constant energy contour (CEC) near Γ on 30 BL Sb(111) as well as the spin 
textures. This CEC on 30 BL is more or less the same as measured CEC on bulk Sb(111)3 
(see Fig. 2.11(d)), from which one can identify the origins of qA, qB and qC observed 
experimentally in Fig. 4.2(a). qA corresponds to the scattering between adjacent hole 
pockets. qB corresponds to the scattering between the hole pocket and electron pocket 
across the Γ point. qC corresponds to the scattering between the next nearest hole pockets. 
The intensity of these scattering wavevectors in descending order is qB, qA and qC, 
because the scattering probability is related with the spin angle difference of the two 
relevant states. Specifically, the scattering probability between two spin-polarized sates 
with wavevectors k’ and k’ is proportional to ' '
2 2cos ( ) 2
k k k k
θ θ = − S S ,
3, 25 where 
kS  and 'kS  are the spin vectors of the states k and k’. '
2
k k
S S decreases from 1 to 0 as 
the spin angle difference 'k kθ θ− varies from 0° to 180°. The qB, qA and qC scatterings 
have spin angle differences of 0°, 60° and 120°, respectively, so the corresponding 
scattering intensity is in descending order. The qD in Fig. 4.2(b) is totally forbidden due 
to the requirement of spin flip, which is impossible in a TRS system (no external 
magnetic field and no magnetic impurities).    




Fig. 4.2. (a) The FT-STS at Vs = 20 mV on 30 BL Sb(111). (b) Schematic calculated 
CEC on freestanding 30 BL Sb(111) near Γ at the Fermi surface. The grey arrows 
indicate the spin textures of the TSS. (Reprinted from Ref. 11). 
  
  
Fig 4.3(a) shows the experimental result of Fourier transform of QPI at Vs = 20 mV 
on 9 BL Sb(111). Compared with the Fourier transform of QPI on 30 BL Sb(111), there 
are two principal differences. First, the intensity is strong both in -MΓ and -KΓ
directions. Second, the cutoff scattering wavevectors are much larger than that on 30 BL 
Sb(111) (note that the scales are different in Fig. 4.3(a) and Fig. 4.2(a) ). Two larger 
scattering wavevectors are labeled as qE and qF. To investigate their origins, the 
schematic calculated CEC on 9 BL Sb(111) are shown in Fig. 4.3(b). The grey arrows 
indicate the spin textures of TSS on top surface of thick film (‘thick’ means that the film 
is thick so that there is no inter-surface coupling). The strong intensity forming a hexagon 
in Fig. 4.3 (a) corresponds to qA, qB and qC scatterings as observed on 30 BL Sb(111). 
The cutoff of the larger qE and qF involve the scatterings between outer edge (further 
away from the Γ point) of the six hole pockets. qE scattering should be totally forbidden 
(a) (b) 




on thick film since opposite spin direction of the two relevant states. However, the 
thickness of 9 ML Sb(111) is comparable with the penetration depth of the surface states. 
The spin-polarized surface states may become partly degenerate due to inter-surface 
coupling and qE scattering is possible. 
To study the coupling quantitatively, following the procedure described by Bian et 
al,18, 26 we calculated the spin separation (Fig. 4.3(d)) of the lower surface band, indicated 
by blue line in Fig. 4.3(c). The calculated result showed that the surface states are spin-
polarized at Γ point. However, from Γ to M , the surface states gradually become 
unpolarized. From about 0.4 Å-1 above, the initial polarized surface states in thick film 
become totally degenerate. The spin polarization is k-dependent because the penetration 
depth is longer near M , where the surface states merge into the bulk. Away from M , the 
penetration depth is shorter, as shown in Fig. 4.3(e), which is the real-space charge 
density distribution along the surface normal direction for the lower surface band at 
selected k points along -MΓ . Near Γ , the states are localized on the surface; away from 
Γ , the initial surface states on thick film become surface resonant states. This trend for 
penetration depth is also valid for the edge states in ultrathin Bi films: penetration depth 
is shorter when the edge states are far away from the points where edge states merge into 
the bulk.27 Very recently, M. Neupane et al.12 also discovered that the spin polarization of 
‘surface bands’ in ultrathin Bi2Se3 films is k-dependent. 
  









Fig. 4.3 (a) The FT-STS at 20 mV on 9 BL Sb(111). (b) Schematic calculated CEC on 
freestanding 9 BL Sb(111) near Γ  at the Fermi surface. The grey arrows indicate the 
spin textures of the TSS on thick film. (c) Calculated band structure of freestanding 9 BL 
Sb(111) along M- -MΓ direction. The blue solid line indicates the lower surface band. (d) 
Red circles and black squares are spin separation of surface states indicated by the blue 
solid line in panel (c). A, B and C are the intersection points of CEC at Fermi level along 
-MΓ direction. (e) Calculated real-space charge density distribution along surface 
normal direction at selected k points of the lower surface band as indicated by the blue 
line in panel (c). States are well localized on the surface near Γ , away from which point 








4.3.2 Results of 4 BL Sb(111) thin film 
From the last section, we know that the surface states on 30 BL Sb(111) are TSS affected 
little by inter-surface coupling, and the scatterings are significantly reduced due to the 
spin-polarized TSS. On 9 BL, the surface states near M are affected strongly by inter-
surface coupling due to longer penetration depth and become surface resonant states, 
while the states near Γ remain spin-polarized TSS. What will happen if the film becomes 
even thinner? From first-principles calculations8 and also intuitive thinking, one would 
believe that an energy gap will open at the Dirac point, when the film thickness is 
comparable with the penetration depth of surface states at .Γ  However, ARPES 
measurement shows that there is no surface energy gap even at the experimentally 
thinnest achievable 4 BL Sb(111).18 This inconsistency between the experiment and 
calculation arises from the fact that real thin film are attached to the substrate while the 
calculation work is for freestanding thin film, i.e., the SIA effect must be taken into 
account for 4 BL Sb(111). In the following, we show the Fourier transform of QPI on 4 
BL Sb(111) first, then study the energy dispersion of the surface states near Γ  with SIA 
introduced in DFT calculations. At the end of this chapter, we will show that the SIA 
effect is weakened on thick Sb(111). This is why for 30 BL and 9 BL Sb(111), the 
experimental results can be well interpreted by calculating freestanding Sb(111) thin film. 
Fig. 4.4 shows a series of the FT-STS with Vs ranging from -240 mV to 20 mV. All 
the images are obtained from the same area as shown in Fig. 4.1(c). The FT-STS are 
determined by the CEC, including the shape and the spin textures, at the energy 
determined by Vs. The variation of CEC with energy causes the variation of the FT-STS 
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with Vs. At -240 mV, there is no strong spot but just some weak signal within about 0.6 
Å-1, forming a dim circle. This trend continues to -160 mV. At -120 mV, the pattern is in 
hexagonal shape, formed by 12 dim spots that can be barely identified. The 12 spots 
becomes clear from -80 mV to -40 mV, indicated in Fig. 4.2(e) as scattering wavevectors 
qE and qF along -MΓ and -KΓ , respectively. The scattering wavevector qF along -KΓ is 
about √3/2 times longer in length than qE along -MΓ , hence the 12 spots forming a 
hexagon. Besides the 12 qE and qF wavevectors, there are 6 short scattering wavevectors 
along -MΓ , indicated by qB. At -20 mV and 20 mV, no obvious scattering wavevector 



















Fig. 4.4. The FT-STS from -240 mV to 20 mV on 4 BL Sb(111) surface. The scanning 
size of the STS map is 60 nm × 60 nm. (a) The SBZ is shown as a hexagon. The high 
symmetry points ,Γ M and K are indicated. (e) Six short and long scattering 
wavevectors along -MΓ direction are defined as qB and qE, respectively. Six scattering 
wavevectors along -KΓ are defined as qF. The cutoff value of qB, qF and qE are 0.26 
Å-1, 0.44 Å-1 and 0.5 Å-1, respectively. 
-240 mV -200 mV -160 mV 
-80 mV -60 mV 
-40 mV -20 mV 20 mV 
-120 mV 
(a) (b) (c) 
(d) (e) (f) 
(g) (h) (i) 
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To understand the origins of these scattering wavevectors, the band structure of the 
4 BL Sb(111) film should be calculated. The surface lattice constants of Sb(111) and 
Si(111)-√3×√3:Bi are 4.31 Å and 6.65 Å, respectively. Accurate calculation including the 
substrate is not feasible. To simulate the SIA effect, one Sb atom (the lowest one) at the 
bottom surface of the 4 BL Sb(111) unit cell was replaced by one Bi atom. We call this 
structure Bi-Sb terminated Sb(111) hereafter. There are two justifications to select the Bi 
atom to replace one Sb atom. First, the Si(111)-√3×√3:Bi is terminated by Bi. Second, Bi 
and Sb are the same-group elements, sharing the same outer electronic structure. Hence, 
there is no electron imbalance. The calculated Bi-Sb terminated 4 BL Sb(111) band 
structure along M- -KΓ is shown in Fig. 4.5(a). The band structures featuring the surface 
states near the SBZ centre are shown more clearly in Fig. 4.6. The band structure of 
freestanding 4 BL Sb(111) along M- -KΓ is shown in Fig. 4.5(b) for comparison. In Fig. 
4.5(b), the red lines indicate the initial surface bands on thick film. Both lower and upper 
‘surface bands’ in Fig. 4.5(b) represent a pair of bands with spin ‘up’ and ‘down’. In 
thick film, the spin ‘up’ and spin ‘down’ bands from each pair locate on different 
surfaces, resulting in the spin-polarized TSS in real space. Compared with the 
freestanding 4 BL Sb(111) film band structure in Fig. 4.5(b), the energy dispersion of the 
Bi-Sb terminated film is more or less the same, except the lifted degeneracy in k-space 
for each pair of bands because of SIA. Specifically, the lower ‘surface band’ splits into 
two bands: band 39 and band 40. Note that in the calculation, the bands are classified by 
energy, i.e., the state with lower energy at each k point is classified as band 39, the state 
with higher energy is classified as band 40. The upper ‘surface band’ splits into two 
bands: band 41 and band 42. At TRIM points (Γ and M ), the pair of band 39 and 40 keep 




degenerate, the same is true for the pair of band 41 and 42. The real-space charge 
distributions along the surface normal direction for these states at Γ and M are shown in 
Fig. 4.5(c) and (d). The corresponding positions of the films are indicated by the side 
view on top. The purple circles represent Sb atoms, while the brown circle represents the 
Bi atom. ‘B39+B40 at M ’ indicates the real-space charge distribution of the pair of band 
39 and 40 at M , etc. Note that each of the eight profiles is from a degenerate point and 
the charge distribution is a combination of spin ‘up’ and spin ‘down’ states. Even though 
upper and lower ‘surface bands’ evolve from the surface states that reside only on 
surfaces of thick Sb(111) film, here the charge distribution profiles at M  resemble that of 
surface resonant states for freestanding 4 BL Sb(111) film (Fig. 4.5(d)). States at Γ  still 
reside on two surfaces. For symmetry reason of freestanding 4 BL Sb (111), the real-
space charge distribution of spin ‘up’ and spin ‘down’ states from a pair of degenerate 
bands should be symmetric with respect to the middle of the film. This is why the charge 
distributions show mirror symmetry in Fig. 4.5(d). However, this is not the case for the 
Bi-Sb terminated 4 BL Sb(111) in Fig. 4.5(c). The charge distributions at M  still 
resemble that of surface resonant states and are nearly mirror symmetric. The loss of 
symmetric distribution is more obvious at Γ , where each pair of the states resides on one 
surface only. States of band 39 and 40 at Γ  reside mainly on the lower Bi-terminated 
surface, and states of band 41 and 42 at Γ  reside mainly on the upper Sb-terminated 
surface.  
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Fig. 4.5. (a) Band structure of Bi-Sb terminated 4 BL Sb(111) film along M- -K.Γ The 
bottom-most Sb atom is replaced with one Bi atom to simulate the SIA effect. ‘Surface 
bands’ are indicated in red. (b) Band structure of the freestanding 4 BL Sb(111) film 
along M- -K.Γ ‘Surface bands’ are indicated in red. There is a surface energy gap of 46 
meV due to inter-surface coupling. (c) Charge distribution along the surface normal 
direction of the Bi-Sb terminated 4 BL Sb(111) film. The purple circles indicate Sb 
atoms. The purple lines indicate covalent bonds. The brown circle indicates Bi atom. (d) 





















To look at the detail of the surface band dispersion in Fig. 4.5(a), band structure 
near the SBZ centre featuring only surface states along M- -MΓ  is shown Fig. 4.6(a). If 
we define -MΓ  direction as kx direction, k ranges from -0.1 -MΓ (-0.084 Å-1, 0) to 0.1
-MΓ (0.084 Å-1, 0) in Fig. 4.6(a). The pair of band 39 and 40, or the pair of band 41 and 
42 split for k≠ 0, forming Rashba-type splitting bands. The charge distributions near ,Γ  
at (-0.02 Å-1, 0) (indicated as (1), (2), (3) and (4)) were calculated, as shown in Fig 4.6(b). 
The lower two bands (band 39 and 40) and the upper two bands (band 41 and 42) reside 
mainly on the bottom and top surfaces, respectively, the same as that at Γ (see Fig. 
4.5(c)). However, charge distributions further away from Γ  are different. The charge 
distributions of the four bands at (-0.084 Å-1, 0) (indicated as (5), (6), (7) and (8)) are 
shown in Fig. 4.6(c). The states at (5)/(8) reside mainly on the same surface as that at 
(1)/(4). However, the state at (6)/(7) reside mainly on different surfaces as that at (2)/(3).  
To quantitatively study the real-space charge distributions, the percentage of charge 
in the top half of the film for each band at each k point, PTop(k), along M-Γ are calculated 
(which will be shown in Fig. 4.7(a) and (b)). We re-plot Fig. 4.6(a) in Fig. 4.6(d) with 
spatial charge distribution and spin information. Red and blue indicate different spins. 
Solid and dash line indicate states mainly in the top half of the film (PTop(k) ≥ 60%) and 
bottom half of the film (PTop(k) ≤ 40%), respectively. For each band, PTop(k) changes 
continuously as a function of k (see Fig. 4.7(a) and (b)). The transition regions (40% ˂ 
PTop(k) ˂ 60%) are indicated by red and blue circles. This charge distribution is a result of 
a combination of inter-surface coupling and SIA effect, as illustrated schematically in Fig. 
4.6(e). The black lines indicate the degenerate states in k-space. Red and blue lines 
indicate spin non-degenerate states with different spins. Solid and dash lines indicate 
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states residing mainly on the top and bottom surfaces, respectively. The left-most 
diagram shows degenerate surface states for thick Sb(111) that are composed of two 
highly warped Dirac cones, with one spin-polarized Dirac cone residing on each surface 
of the film. Inter-surface coupling can open an energy gap at the Dirac point. In this case, 
states are degenerate in both real space and k-space. If only SIA is introduced, space 
inversion symmetry along the surface normal direction is broken, resulting in the relative 
shift in energy for the two Dirac cones on different surfaces, hence lift the degeneracy in 
k-space. In this case, the states are non-degenerate in both real space and k-space. If inter-
surface coupling is introduced together with SIA, the intersection points (same k and E) 
in k-space, indicated by two arrows in Fig. 4.6(e), are most affected. Since inter-surface 
coupling is the quantum tunneling of electrons between different surfaces, which requires 
conservation of momentum and energy (same k and E). Quantum tunneling again opens 
an energy gap at the intersection points thereby making the states distribute on both top 
and bottom half of the thin film near the intersection points (the circles in Fig. 4.6(d)). 
These first-principles calculations results of charge distributions for topological surface 









Fig. 4.6. Band structure and real-space charge distributions of the Bi-Sb terminated 4 
BL Sb(111) surface states. (a) Calculated band structure along M- -MΓ direction 
featuring surface states near the SBZ centre, from -0.1 -MΓ (-0.084 Å-1, 0) to 0.1 -MΓ
(0.084 Å-1, 0). Red and blue indicate different spins. (b) Charge distributions at (-0.02 
Å-1, 0) of the four bands, indicated by (1), (2), (3) and (4), respectively, in panel (a). (c) 
Charge distributions at (-0.084 Å-1, 0) of the four bands, indicated by (5), (6), (7) and 
(8), respectively, in panel (a). (6) and (2) are from the same band but residing on 
different surfaces; the same is true with (7) and (3). (d) The same as panel (a), with extra 
spatial charge distribution information. Solid and dash lines represent states residing 
mainly on top (PTop(k) ≥ 60%) and bottom (PTop(k) ≤ 40%) half of the thin film, 
respectively. Circles indicate states in the transition region (40% ˂ PTop(k) ˂ 60%). The 
black arrow indicates an energy gap of 68 meV. (e) Cartoon schematic of the evolution 
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Fig. 4.7 (a) and (b) show PTop(k) of the four ‘surface bands’ as a function of kx (ky  = 
0). The four ‘surface bands’ are band 39, 40, 41 and 42, respectively. The pair of band 39 
and 40 show approximately symmetrical distributions far away from Γ , and distribute 
almost equally on two halves of the thin film, hence we can consider these states as spin 
degenerate in real space. Strictly speaking, these states should be called surface resonant 
states rather than surface states (Surface states are localized at the surface and, in terms of 
band energy, they are located in gaps of the bulk projected band structure. Surface 
resonant states are localized partially at the surface region and extend into the slab. In 
terms of the band energy, they overlap with the bulk projected band structure). As k 
approaches to Γ , the states show tendency to accumulate on one surface. This is obvious 
from (-0.18 Å-1, 0), where PTop(k) of the band 40 and 39 is about 60% and 35%. The high 
proportion of one band (band 40) over the other (band 39) residing on the top surface 
results in the spin polarization of these states.  
The same evolutionary trend is shown for PTop(k) of bands 41 and 42, except that 
there are abrupt changes at kx = -0.58, -0.42, -0.27 and -0.16 from M to Γ , as indicated 
by arrows in Fig. 4.7(b). All four points here are intersection points between band 41 and 
42, as shown by two solid arrows in Fig. 4.7(c). For convenience, we define the region 
from -0.27 < kx < -0.16 as region I, and -0.16 < kx < 0 as region II, as indicated in Fig. 
4.7(b) and (c). Fig. 4.7(c) is the calculated band structure along M- -MΓ with spatial 
charge distribution and spin information. In both region I and II, the lower/higher bands 
are classified as band 41/42, but physically, the band 42/41 in region I and band 41/42 in 
region II should belong to the same band. This is the reason why PTop(k) changes abruptly 
in the intersection points. In Fig. 4.7(c), near Γ , the meaning of blue and red colors, dash 




and solid lines or circles are the same as in Fig. 4.6(d). Away from Γ , the states are 
surface resonant states. The transition from surface states (near Γ ) to surface resonant 
sates is smooth, but we draw the states for |kx| ≳ 0.18 (PTop(k) are within 40% to 60%) in 
black for clarity. The surface resonant states can be considered to be spin-degenerate. 
  
kx (Å-1) kx (Å-1) 
kx (Å-1) 
Fig. 4.7. (a) PTop(k) of band 39 and 40. (b) PTop(k) of band 41 and 42. (c) Band structure 
along M- -MΓ direction featuring surface bands of the Bi-Sb terminated 4 BL Sb(111) film.  
(a) (b) 
(c) 
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Based on the ‘surface bands’ and spin textures, calculated CEC at Fermi energy are 
shown in Fig. 4.8(a). It is projected surface states from -10 mV to 10 mV. The width of 
the line depends on the slope of the surface states. The two electron pockets near Γ are 
spin-polarized, the spin directions are indicated by the gradient colors. The surrounding 
states far away from Γ , shown in grey, are spin-degenerate surface resonant states. These 
degenerate states are more abundant in -MΓ direction than in -KΓ direction, because of 
asymmetric warping in -MΓ  and -KΓ  (see Fig. 4.5(a)). We can consider the six 
abundant surrounding states in -MΓ  direction as the hole pockets. The scattering events 
including the abundant states in -MΓ  direction (six hole pockets) must be dominant 
compared with that involving the states in -KΓ direction.  
Now we discuss the origins of the three main wavevectors qB, qE and qF in Fig. 
4.4(e), which are re-plotted in Fig. 4.8 (b). Scattering between the two electron pockets 
and the hole pockets results in the short scattering wavevector qB in -MΓ direction. 
Scattering between the nearest electron pockets (q'B in Fig. 4.8(a)) should also contribute 
to qB in Fig. 4.8(b). The longest scattering wavevector qE along -MΓ direction 
corresponds to the scattering between the farthest two hole pockets. The second-longest 
scattering wavevector qF along -KΓ direction corresponds to the scattering between the 
second-nearest hole pockets. The angle between qE and qF is 30°. From Fig. 4.8(a), it is 
obvious that |qF|/ |qE| is √3/2, which explains that qE and qF form a hexagon in Fig. 4.8(b). 
The two concentric electron pockets have reverse spin textures, the state with a particular 
spin direction in one electron pocket can be scattered backward to the other electron 
pocket with the same spin direction. The most probable scattering without spin direction 




change is indicated by qA. qA is allowed in any direction, which should form a ring with a 
quite small radius in the FT-STS, and be partially responsible for the high intensity near 
the SBZ centre in Fig. 5.8(b). Fig. 5.8(c) is the simulated FT-STS based on the CEC in 
Fig. 5.8(a). This simulation revealed two strong intensity spots in -MΓ direction and one 
strong intensity spot in -KΓ direction, which are in good agreement with the 
experimental results. 
  (a) 
(b) (c) 
Fig. 4.8. (a) Calculated CEC of the Bi-Sb terminated 4 BL Sb(111) at Fermi level. 
The gradient colors indicate spin directions of the two electron pockets. The 
degenerate surface resonant states are shown in grey. Scattering wavevectors are 
indicated by qA, qB, q'B, qE, and qF, respectively. (b) The FT-STS at -80 mV. (c) 
Simulated FT-ST at Fermi level based on the CEC from panel (a). 
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4.3.3 Weakening of the SIA effect on thicker film 
The influence of the substrate on the top surface states is by means of inter-surface 
coupling. Suppose there is no inter-surface coupling, i.e., the film is thick enough, the 
influence of the substrate should decrease. Considering the limiting case in which the 
film is infinitely thick, it is impossible for the substrate condition to affect the top surface 
band structure. To validate this intuitive thought, calculations of states at thicker film are 
needed.  
Fig. 4.9(a) shows the calculated surface band structure of the Bi-Sb terminated 5 BL 
Sb(111) near Γ  from -0.1 -MΓ (-0.084 Å-1, 0) to 0.1 -MΓ (0.084 Å-1, 0), with the zoom-in 
dash rectangular area shown in Fig. 4.9(b). As in the case of Bi-Sb terminated 4 BL 
Sb(111), the four bands are classified as band 49, 50, 51 and 52. At first glance, the band 
structure seems quite complicated. To understand this dispersion, the percentage of 
charge in the top half of the film for each band at each k point, PTop(k), along M-Γ
direction is calculated, as shown in Fig. 4.9(c) and (d). The kx in the left panel of 4.9(c) 
and (d) ranges from -0.84 to 0 ( M to Γ ), while kx in the right panel ranges from -0.084 to 
0 to zoom PTop(k) near Γ . Compared with PTop(k) of 4 BL film (see Fig. 4.7), there are 
two differences for PTop(k) of 5 BL film. First, PTop(k) are nearly 100% or 0% near Γ , 
indicating that the states are more localized in one side of the film. Second, the change of 
PTop(k) between low and high values is abrupt near Γ , almost without any transition area. 
We re-plot the surface band structure with the spatial charge distribution and spin 
information in Fig. 4.9(e). It is very clear that the bands consist of two sets of Rashba-
type splitting bands, with one on the top surface and the other on the bottom surface. 




There are two crossings in the -MΓ direction from Fig. 4.9(e). The red dash line and red 
solid line cross each other at (0.0086 Å-1, 0). The red dash line and blue solid line cross 
each other at (0.028 Å-1, 0). It is interesting to note that the former crossing induced an 
energy gap of 4 meV, as shown in Fig. 4.9(b) by the red arrow, while the latter crossing 
has no energy gap at all, indicated by the green arrow in Fig. 4.9(b). The former crossing 
(red dash and red solid) opens an energy gap due to quantum tunneling, while at the latter 
crossing (red dash and green solid) point, quantum tunneling is insignificant because 
penetration depth is shorter.  
SIA effect shifts the bottom surface band in energy with respect to the top surface 
band, hence protects the surface bands from opening a gap at Γ . But at other degenerate 
points, like the red dash and red solid crossing point in Fig. 4.9(e), quantum tunneling is 
allowed and an energy gap can still open. Compared with the 68 meV energy gap for the 
Bi-Sb terminated 4 BL Sb(111) in Fig. 4.6(d), the gap of the 5 BL case in Fig. 4.9 (b) is 
just about 4 meV. The shrink of the energy gap at the intersection points, the high (nearly 
100%) or low value (nearly 0%) of PTop(k) near Γ  as well as the abrupt change from 
high/low to low/high value for PTop(k) near Γ  indicate that the inter-surface coupling 
effect is significantly reduced in the thicker film. For sufficiently thick film grown on 
substrate, though the SIA is still present, the top surface states cannot ‘feel’ it.    
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Fig. 4.9. Calculated surface band structure and real-space charge distributions of the 
Bi-Sb terminated 5 BL Sb(111). (a) Band structure along M- -MΓ  direction featuring 
surface states near the SBZ centre, from -0.1 -MΓ  (-0.084 Å-1, 0) to 0.1 -MΓ  (0.084 
Å-1, 0). (b) The zoom-in dash square in panel (a). (c) PTop(k) of band 49 and 50. (d) 
PTop(k) of band 51 and 52. (e) The same as panel (a), with extra spatial charge 
distribution information. Red and blue indicate different spins. Solid and dash lines 
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In this chapter, in-situ STM/STS studies together with DFT calculations on 30 BL, 9 BL, 
4 BL Sb(111) films are demonstrated. The surface states on 30 BL Sb(111) are TSS 
affected little by inter-surface coupling. Scatterings are significantly reduced due to the 
spin-polarized TSS. On the 9 BL film, the surface states near M are affected most by 
inter-surface coupling due to longer penetration depth, and become surface resonant 
states. While the states near Γ  remain spin-polarized TSS. On 4 BL Sb(111), the 
supposed surface gap is not observed experimentally by ARPES18 because of the SIA 
effect. By replacing one Sb atom at the bottom surface layer by one Bi atom in each unit 
cell of 4 BL Sb(111), the SIA effect is simulated from first-principles calculations. The 
SIA lifts the degeneracy of the bands in k-space. Since quantum tunneling requires 
conservation of energy and momentum, the removed degeneracy near the SBZ centre 
protects the surface states from opening an energy gap. The calculated real-space 
distributions of the states are in agreement with the effective continuous model19 
calculation results. The simulated FT-STS is in good agreement with the experimental 
results. Calculations of the Bi-Sb terminated 5 BL Sb(111) show that the effect of the 
SIA on thicker film is weakened. 
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Chapter 5  
Atomic and Electronic Structures of Sb(110) Thin Films 
5.1 Introduction  
Though the exploration of Sb(111) is abundant, few experimental studies have been 
performed on Sb(110), since (110) surface is not the natural cleavage plane of Sb. So far, 
there are only two papers regarding the surface states on the bulk Sb(110) to our 
knowledge, written by M. Bianchi et al.1 and A. Strozecka et al.2 The latter paper2 
revealed the absence of direct backscattering of the surface states, which requires spin 
flip and is forbidden for spin-polarized TSS in TRS system. The former1 studied 
electronic structures by using ARPES and first-principles calculations. The paper 
contributes to our understanding of the surface states of Sb(110) in two ways. First, the 
dispersion of states can be interpreted in terms of strong spin-orbit coupling. Second, 
since the band structure of Sb crystal is topologically nontrivial with a Z2 invariant v0 = 1, 
the existence of the metallic surface states is constrained, i.e., the surface states cross the 
Fermi level between two time reversal invariant momenta (TRIMs) an even number of 
times if the two relevant TRIMs have the same parity and odd times otherwise. However, 
this constraint is invalid if the projected bulk Fermi surface is present and the surface 
bands are allowed to mix with the bulk states. Specifically, there are four TRIMs in the 
SBZ of Sb(110), i.e., Γ , 1X , M and 2X , with surface fermion parities of -1, -1, -1 and 1, 
respectively, as shown in Fig. 5.1(a). The surface states should cross Fermi level between 
any two of Γ , 1X and M even times, since the surface fermion parities of the three 




TRIMs are the same. This is confirmed by both ARPES and first-principles calculations. 
The calculated band structure are shown in Fig. 5.1(b). The surface states should cross 
Fermi level between 2X  and any other TRIM odd times. However, both experiment and 
calculations show even-number crossings, instead of odd. This is because Sb is a 
semimetal, the surface states near 2X  lie within the bulk projected states and mix with 
the bulk states. The mixing of the surface states with bulk state is also responsible for the 
lifting of the degeneracy at 2X .  
 As Sb(110) surface is difficult to be obtained from bulk crystal, the preparation and 
characterization of the properties of Sb(110) surface are interesting. For thin film growth, 
HOPG is an inert substrate, which is good for minimizing the substrate effect. By 
controlling the deposition flux and substrate temperature, Sb4 deposited on HOPG could 
form finger-like nanoparticles,3 Sb(111) 2D structure above thickness of 3 nm and 
compressed Sb(110) nanorods  above  thickness of 15 nm.4-6 Thanks to the Sb source that 
crack Sb4 into single atoms, as discussed in Chapter 3, we can grow Sb(110) films as thin 
as 2 ML on HOPG.   
In this chapter, the growth of ultrathin Sb(110) films or nanobelts on HOPG is 
demonstrated. The atomic structures of ultrathin Sb(110) are proposed. Calculated DOS 
based on the proposed atomic structures is in reasonable agreement with the measured 
STS. Unlike in the case of Sb(111) thin films, we did not find repeatable energy 
dependent QPI patterns on Sb(110) thin films, and the reasons for the lack of QPI 
patterns on ultrathin Sb(110) are discussed. A 4× reconstruction on the edge of Sb(110) 
thin film along 011    direction was observed.  




Fig. 5.1. (a) Bulk BZ of Sb, together with a projection onto the Sb(110) SBZ. (b) 
Calculated surface state dispersion. The yellow continuum is the projected bulk band 
structure. (Reprinted from Ref. [1] by permission from American Physical Society)  
(a) 
(b) 




5.2 Experimental and computational methods 
The experiments are carried out in a Unisoku UHV LT-STM system. All the STM 
measurements are performed at LN2 temperature. The base pressure is 9 × 10-11 Torr. The 
freshly cleaved HOPG is loaded to the STM chamber, annealed at 520 °C overnight and 
serves as the substrate. The surface condition of HOPG is checked with STM. High 
purity (99.999%)  Sb is deposited on HOPG at RT. Before deposition, the Sb source is 
degassed at appropriate temperature for 30 min in order to remove contamination. The 
flux of Sb is 0.36 ML/min (1 ML is defined as 1 monolayer of Sb(110), i.e., 10.3 × 1014 
cm-2), which is calibrated by growing flat Sb(111) thin film on Si(111) and measuring the 
film thickness. However, the effective flux deposited on HOPG may possibly be lower 
than 0.36 ML/min, taking into account of the fact that HOPG is inert, thus reducing the 
adsorption rate compared with that on Si(111). The STS data are acquired using a lock-in 
amplifier with the bias voltage modulated at a frequency of 700 Hz and peak-to-peak 
amplitude of 10 mV. 
The computational methods are the same as described in Chapter 3.  
5.3 Results and discussion 
5.3.1 Growth mode 
Fig. 5.2 shows the STM images of Sb nanostructures with different coverage on HOPG. 
At 2.2-ML deposition amount, islands formed along the HOPG step edges. The islands 
along the same step edge are close, but not connected to each other, because they grown 
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from different nucleation centers. The thinnest islands are 8 Å in height, on which 
residing 6.2 Å height islands, as shown in Fig. 5.2 (a) and (b). Upon more Sb deposition 
(5.0 ML), the main part of the islands is (6.2 + 6.2 + 8) Å in height, as shown in Fig. 
5.2(c) and (d). A small part of the island is (6.2 + 8) Å in height, indicated by the red 
arrow, and another small part is (6.2 + 6.2 + 6.2 + 8) Å in height, indicated by the black 
arrows. The atomic-resolution STM image shows a rectangular unit cell of 4.55 Å × 4.35 
Å, which is approximately the unit cell of bulk (110) surface (4.51 Å × 4.31 Å). The 
thickness of 2 ML Sb(110) is 6.2 Å. The 8 Å height structure is not well defined. Since 
large area of 8 Å height island does not exist independently, and 8 Å is not an integral 
number of thickness of low-index Sb atomic layer, such as Sb(110) or Sb(111), we regard 
this layer as a wetting layer, which separate the Sb(110) islands from the substrate. We 
regard this as wetting layer for another reason: The 8 Å thickness layer does not 
contribute to the DOS (see below).  We indicate the 2 ML islands on the wetting layer as 
‘2 + W’, and similarly for islands of other thicknesses in Fig. 5.2 and Fig. 5.3, while in 
the text, for simplicity, we refer them as 2 ML Sb(110) only, and so forth for islands of 
other thicknesses. 
The odd-ML films from 1 to 5 are not observed. This even-ML-film growth on 
wetting layer reminds us the growth of Bi on HOPG7 and Si.7, 8 Bi grown on HOPG 
forms 2 ML, 4 ML and 6 ML nanostructures on a 1-ML height wetting layer, and the 1-
ML wetting layer does not contribute to the DOS.7 The Bi grown on Si (111) also forms a 
wetting layer of < 2 ML on which 2 and 4 ML Bi(110) grow.8 More Bi on Si(111) forms 
Bi(111), because Bi(110) has lower energy than Bi(111) for thinner films but reversed for 
thicker films.8 By the way, the thinnest Sb(111) film on Si(111) is also 4 BL, this is 




because below 4 BL deposition, only amorphous wetting layer can form without 
crystallization (see Chapter 3). Neither Bi wetting layer on Si(111) nor 1-ML height Bi 
wetting layer on HOPG makes a significant contribution to the electronic structures of the 
Bi(111) nanostructures.7, 9 The similar growth mode between Bi and Sb on HOPG and Si 
is not surprising since both bulk Sb and Bi crystallize in the rhombohedral A7 structure in 
ambient conditions and share the same outer electronic structure10 as group V semimetals. 
In this chapter, besides the Sb(110) thin film itself, we also address the extensively 
studied case of Bi(110) for reference.  
  




     
   






Fig. 5.2. STM images of 2.2-ML and 5.0-ML Sb deposited on HOPG at RT. (a)
and (b) 2.2-ML Sb, forming mainly ‘2+W’ ML films. (c) 5.0-ML Sb, forming
mainly ‘4+W’ ML films. ‘6+W’ ML islands are indicated by black arrows. (d) An
aomic-resolution STM image of ‘4+W’ ML thin film, with sample bias voltage Vs
= -0.01 V and tunneling current = 0.11 nA. The rectangular unit cell size is 4.55 ×













As 8.6-ML Sb is deposited on HOPG, the main films are 6 ML Sb(110), as shown 
in Fig. 5.3(a). Meanwhile, we can observe odd-ML Sb(110) on 6 ML Sb(110), indicated 
by the blue arrows. Zoom-in STM image at the top-right area of Fig. 5.3(a) indicated by 
the blue arrow is shown in Fig. 5.3(b), where 6 to 9 ML Sb(110) islands are observed. By 
depositing more Sb on the sample of Fig. 5.3(a), both even- and odd-ML Sb(110) films 
of thickness from 6 to 14 ML can be observed, as shown in Fig. 5.3(c).  
From the experimental results, it is obvious that Sb(110) follow even-ML growth 
mode below 6 ML, while above 6 ML both even- and odd-ML films are stable. To 
understand this growth behavior, the extra energy Ee(n) of relaxed Sb(110) was 
calculated. Ee(n) is defined in Section 3.1.2, which provides a measure for the relative 
stability of the n-ML Sb(110) film. Fig. 5.3(d) shows that Ee decreases monotonously 
with increasing n. Ee(n) should approach zero as n approaches infinity according to our 
definition.  Ee(1) is 708 meV, while Ee(2) reduces dramatically to 187 meV. This 
dramatic energy reduction from 1 ML to 2 ML thin film indicates that 1 ML is extremely 
unstable. Note that since Ee(1) is especially large, for better view of other Ee(n),  there is 
a break of vertical axis from 300 meV to 700 meV. Generally speaking, n-layer thin film 
is not even meta-stable if Ee(n) > [Ee(n-1) + Ee(n+1)]/2, since the n-layer thin film can 
decompose to (n-1)-layer and (n+1)-layer films to reduce energy. To examine the relative 
stability of thin films of different thicknesses, the energy difference Ed(n) = Ee(n) - [Ee(n-
1) + Ee(n+1)]/2 is calculated, as shown in Fig. 5.3(e). The physical meaning of Ed(n) can 
be considered as how much energy is released per atom if an n-layer film of area x is 
decomposed to (n-1)-layer and (n+1)-layer films of area x/2. A negative Ed(n)  means an 
increase in energy after decomposition, and hence indicates n-layer film is stable against 
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such decomposition. Ed(n) fluctuates around zero. The fluctuation is large for thinner 
layers below 6, indicating that the energy gain or loss is dramatic if one layer transform 
to adjacent layers. Ed(2)  has a large negative value of -245 meV since Ee(1) is quite large, 
while for n from 3 to 11, the deviation of Ed(n) from zero is within 20 meV. For better 
view again, there is a break of vertical axis from -200 meV to -50 meV. The large 
negative value for Ed(2), Ed(4) and positive value for Ed(3) indicate that 2- and 4-ML 
films are more stable than the 3-ML film. This is the reason why 3-ML film is not 
observed in our experiment. For the same reason, 5-ML film is unstable against 
decomposition to adjacent 4- and 6-ML films. From 7 ML and above, the fluctuations 
around zero are within 5.2 meV, which means energy difference is quite small between 
adjacent layers compared with room temperature thermal energy (26 meV), so films of 
these thicknesses all can exist.  
We can compare the growth of Sb on HOPG with that on Si(111) (See Chapter 3). 
On Si(111), Sb atoms distribute more uniformly because the substrate is chemically 
active, on which diffusion of the Sb atoms is suppressed and the thin film is quite 
extended laterally. HOPG is a quite inert substrate so that Sb atoms have a longer 
diffusion length. The initial nucleation centers are located along the HOPG atomic steps, 
as shown in Fig. 5.2(a). Sb atoms coalesce into discrete films or islands instead of 
uniform thin films. Sb(110) films form on HOPG at low coverage. On Si(111), there are 
also Sb(110) forming at low coverage (See Fig. 3.3(d), Fig. 3.3(f) and Fig. 3.4(b)). 
However, the post-growth annealing makes the Sb films on Si(111) single crystalline 
Sb(111) structure.  
  






   
































































Fig. 5.3. (a) An STM image of 8.6-ML Sb deposited on HOPG at RT, forming 
mainly ‘6+W’ ML films. The thinnest odd-ML ‘7+M’ island was found, indicated 
by blue arrows. (b) Zoom-in scans at top-right corner of panel (a) by STM, showing 
the islands of 6 to 9 ML. (c) An STM image of 12.2-ML Sb deposited on HOPG at 
RT, single-atomic-step islands over 8 ML is common. (d) The red solid circles are 
extra energies Ee(n) for n-ML Sb(110) film, with n varying from 1 to 12. (e) The red 
solid squares are energy differences Ed(n) = Ee(n) - [Ee(n-1) + Ee(n+1)]/2 for n-ML 
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5.3.2 Atomic structures 
Fig. 5.4(a) is the side view of the ideal bulk-terminated 4 ML Sb(110) from 011    
direction for reference (see Fig. 2.11 for more details ). The solid circles indicate Sb 
atoms. The purple solid lines indicate covalent bonds, the length of which is 2.90 Å. 
Within each ML, the out-of-plane corrugation is 0.2 Å. Half of the atoms at the top and 
bottom surfaces have dangling bonds, as indicated by the blue dash lines. The upper 
image of Fig. 5.4(b) is the side view of the relaxed the 2 ML Sb(110), while the lower 
image is the perspective view. Fig. 5.4(b) shows that the two layers pair up, form one 
paired-layer and saturate all the dangling bonds on the top and bottom surfaces. Within 
each ML, the out-of-plane corrugation is 0.32 Å, larger than the bulk value. The 
intralayer bonds within each ML are 2.91 Å in length, which is almost the same as the 
bulk value. The interlayer bonds decrease to 2.82 Å in length. This paired-layer structure 
is analogous to the black phosphorus (BP) structure.11 We call this BP-like structure8 
hereafter. The relaxed 4 ML Sb(110) is shown in Fig. 5.4(c). The 1st and 2nd ML form a 
BP-like paired-layer. The 3rd and 4th ML form another paired-layer.  
On Si(111), Bi(110) follows even-ML growth mode below 4 ML. More deposition 
of Bi causes the Bi(110) to transform into Bi(111).8 Nagao et al.8 proposed the BP-like 
structure for both 2 ML and 4 ML Bi(110). 2 ML Bi(110) BP-like structure are the same 
as our 2 ML Sb(110) model in Fig. 5.4(b). However, the 4 ML Bi(110) BP-like structure 
is different from our 4 ML Sb(110). Following the previously proposed 4 ML Bi(110) 
structure, the relaxed BP-like structure for 4 ML Sb(110) is shown in Fig. 5.4(d), which 
also consists of two paired-layers. Within each paired-layer, atoms are connected by 




strong covalent bonds. The two paired-layers are connected by weak van der Waals force. 
There are similarities and differences between the BP-like structure in Fig. 5.4(c) and Fig. 
5.4(d). The similarity is that two ML of atoms are connected by strong covalent bonds to 
saturate the dangling bonds from the top and bottom ML, forming paired-layers. The 
differences are: (i) The stacking sequence for the two paired-layers are different; the 
stacking sequence of our model (Fig. 5.4(c)) is the same as that of the real BP structure. 
(ii) The distance between the two paired-layers are shorter for our model, indicating that 
the interaction between the paired-layers is stronger in our model. 
We now discuss the possibility of the two structures shown in Fig. 5.4(c) and (d). 
There are two evidences supporting our model. First, the extra energies Ee are 106.6 meV 
and 120.8 meV for the structure of Fig. 5.4(c) and 5.4(d), respectively, so the former is 
lower in energy. Second, since the subtle change in the atomic structure may affect the 
electronic structure, we compare the calculated DOS from different structures with the 
measured STS, as shown in Fig. 5.4(e)-(g). The black solid lines are the experimental 
STS on 4 ML Sb(110) film; the red solid lines are calculated DOS of (e) the ideal bulk-
terminated 4 ML Sb(110), (f) for the structure shown in Fig. 5.4(c) and (g) for that shown 
in Fig. 5.4(d). The calculated DOS in Fig. 5.4(e) is in poor agreement with the STS result, 
while the fitting is better in Fig. 5.4(g) and is best in Fig. 5.4(f). Detailed STS for 
ultrathin Sb(110) will be presented in the next section.  
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  (a) 
Fig. 5.4. (a)-(d) Schematic view of the Sb(110) atomic structure. The brown solid balls 
and lines indicate Sb atoms and covalent bonds, respectively. (a) Schematic side view of 
the ideal bulk-terminated 4 ML Sb(110) atomic structure. (b) Side view (top panel) and 
perspective view (bottom panel) of the relaxed 2 ML Sb(110) atomic structure, showing 
the BP-like structure. (c) Side view of the relaxed 4 ML Sb(110) atomic structure. (d) 
Side view of the relaxed BP-like 4 ML Sb(110) based on the 4 ML Bi(110) model in 
Ref. [8]. (e)-(g) The STS (black solid lines) and calculated DOS (red solid lines) from (e) 
the ideal bulk-terminate 4 ML Sb(110), (f) the structure shown in panel (c) and (g) the 
structure shown in panel (d). Note that all the lines are normalized for clarity. The 
calculated DOS are shifted to lower energy by 0.08 eV, 0.08 eV and 0.00 eV in panel (e), 
(f) and (g), respectively, to align the calculated DOS peak with STS high peak at 0.23 
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In fact, although the BP-like structure (Fig. 5.4(d)) is also commonly considered as 
a possibility for the ultrathin Bi(110), the real structure is still uncertain.12 There is 
evidence showing that strong binding, instead of weak Van der Waals force, exists 
between each layers of ultrathin Bi(110) on HOPG.13 In a recent paper,7 the DOS of 
many structures are calculated to fit the STS data from ultrathin Bi(110) on HOPG. The 
only DOS that is in reasonable agreement with the STS is the one from the freestanding 
slabs with relaxed surfaces only. The model for 4 ML and 6 ML Bi(110) are composed of 
bulk-like interior and the BP-like paired-layers at the surfaces.   
The relaxed 6 ML Sb(110) (Fig. 5.5(a)) is analogous to the relaxed 4 ML Sb(110). 
According to the bonding strength, this structure can be considered as a stack of three 
paired-layers and relative weak bonding between the paired-layers. According to the 
bond length, the intralayer bonding within the top and bottom paired-layers are stronger 
than that of the middle. Fig. 5.5(b) schematically shows the relaxed 7 ML Sb (110) 
structure. The top two layers as well as the bottom two layers form paired-layer, while 
the interior structure is more like the bulk structure.  
We have performed the calculations for Sb(110) films from 1 ML to 12 ML. For 
other even-ML Sb(110) (8, 10, 12 ML), the structure can be regarded as analogous to the 
6 ML Sb(110), and the atomic structures of odd-ML Sb(110) (9, 11 ML) are similar to 
the 7 ML Sb(110), except for some minor differences in the bond lengths. The trend is 
that as the film gets thicker, the interior atoms are more bulk alike, but the top and bottom 
two layers always tend to form paired-layer to saturate dangling bonds. We will now 
examine the electronic structures of Sb(110) ultrathin films.   





5.3.3 Electronic properties 
Fig. 5.6(a) shows the measured STS from Sb(110) films on HOPG from 2 to 10 ML and 
the calculated DOS from relaxed freestanding films. To fit the STS, the Fermi levels of 
the calculated DOS are shifted by -0.16 eV (2 ML), -0.08 eV (4 ML), -0.08 eV (6 ML), -
0.04 eV (7 ML), -0.12 eV (8 ML), +0.06 eV (9 ML) and 0.00 eV (10 ML). The 
downward shift of the Fermi levels for the calculated DOS from 2 ML to 8 ML compared 
with STS may indicate charge transfer from HOPG to Sb(110) islands (n-type doping). 
STS studies of 2 ML, 4 ML and 6 ML Bi(110) on HOPG also support n-type doping.7 
However, since the Fermi level of 9 ML DOS is shifted upward and the 10 ML DOS 
does not show any shift, the small Fermi level shifts may simply come from uncertainties 
in the calculated band energies.            
Fig. 5.5. Schematic side view of the relaxed (a) 6 ML Sb(110) atomic structure and (b) 
7 ML Sb(110) atomic structure.  
(c) 
(a) (b) 




Let us focus on the STS of the 2 ML Sb(110) film (black solid line in Fig. 5.6(a)). 
There are two large peaks at -0.67 eV (indicated as a) and 0.44 eV (indicated as b), 
respectively, which are well reproduced in the calculated DOS (black dot line), except 
that the peak below Fermi level is at -0.73 eV. The 0.06 eV shift compared with STS is 
acceptable considering the fact that the STS is quite sensitive to the spatial distribution of 
the electronic states. For STS, between these two large peaks (a and b) around the Fermi 
level, there is a 0.75 eV wide flat region, which may indicate an energy gap or very weak 
surface state within this energy range. The calculated DOS and band structure of the 2 
ML Sb(110) are drawn together for clarity in Fig. 5.6(b). Comparing the DOS and band 
structure gives us some hint on where the peaks originate. We can see that the two large 
peaks a and b originate from the superposition of quite a few valence bands and 
conduction bands, respectively. In region I, there is only one band (the highest valence 
band) between 2-XΓ  contributing to the DOS. If there exist strong surface states, the 
surface bands are the highest valence band and lowest conduction band, which usually 
give rise to peaks in the STS.14, 15 STS at region I is almost flat, indicating that there is no 
strong surface states at 2 ML Sb(110). The real-space charge distributions for the highest 
valence band and lowest conduction band at TRIMs are shown in Fig. 5.8(a). 
The STS for 4 ML and 6 ML Sb(110) films are qualitatively similar to that of 2 ML 
Sb(110). The flat regions around Fermi level indicate very weak surface states. The two 
high peaks a and b are getting closer both in STS and the calculated DOS, since the 
quantum confinement energy is reduced in thicker film, valence band is shifted upward 
and conduction band downwards in energy, which are confirmed in the band structure 
calculations in Fig. 5.7. From 7 ML above, there is no flat region around the Fermi level, 
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indicating relatively abundant states around the Fermi level. This is also consistent with 
the calculated band structures in Fig. 5.7.  There is one thing worth pointing out that 
agreement between STS and calculated DOS is better for thinner films. This is because 
the STS detects the states localized at the surface only, while the calculated DOS is an 




Fig. 5.6. (a) The STS (solid lines) and calculated DOS (dash lines) of 2 ML to 10 ML 
Sb(110). Note that all the STS and DOS are normalized for clarity. (b) Top panel: re-plot 
of STS (black solid line) and calculated DOS (red solid line) of the 2 ML Sb(110). 
Bottom panel: band structure of the 2 ML Sb(110) film. The blue solid lines are guides to 
the eye for the comparison of the STS, DOS and band structure.  
 




      
The band structures show differences between even- and odd-ML films in Fig. 5.7. 
The differences lie in the highest valence bands (red solid lines) and lowest conduction 
bands (blue solid lines). For example, along 1 2X -M-X direction, the highest valence 
bands and lowest conduction bands are far apart for the even-ML films, but get closer for 
the odd-ML films. The differences may be due to the different atomic structures of the 
4 ML 6 ML 
7 ML 8 ML 
Fig. 5.7. Band structures of The Sb(110) films from 4 ML to 10 ML. red and blue solid 
lines indicate the highest valence bands and lowest conduction bands, respectively. 
 
9 ML 10 ML 
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even- and odd-ML Sb(110) (see Fig. 5.5). The dispersions of the highest valence bands 
and lowest conduction bands for 7 and 9 ML films are quite similar to the surface bands 
of the thick film shown in Fig. 5.1(b),2 probably because the interior atomic bonding is 
bulk-like for odd-ML Sb(110). For other bands as shown in black, there is no obvious 
even- or odd-ML dependence. This distinctive even- and odd-ML dependence character 
for the highest valence bands and lowest conduction bands indicate that they are very 
likely to be derived from the surface bands in a thick film.  
To investigate if they are surface states or not, the real-space charge distributions 
along the surface normal direction for the highest valence bands and the lowest 
conduction bands of 2 ML, 6 ML and 7 ML at four TRIMs (Γ , 1X , M , 2X ) are calculated, 
and plotted in Fig. 5.8(a), (b) and (c), respectively. The corresponding positions of the 
films are indicated by the side view on top. Unlike the real-space charge distributions of 
surface bands at Γ  on thin Sb(111) film (see Fig. 4.5), there are no clear surface band 
characters here. They are more like surface resonant states on Sb(110). However, the 
existence of TSS should not depend on the surface index,16 i.e., since the TSS exist on 
Sb(111) surface, so do on Sb(110) surface. The thickness of 4 BL Sb(111) and 7 ML 
Sb(110) is 15.0 Å and 21.8 Å, respectively. If the penetration depth of surface states on 
Sb(111) and Sb(110) are comparable, there should be some surface band character for the 
highest valence bands and lowest conduction bands at certain points. The lack of surface 
band character on thin Sb(110) may be because the penetration depth of surface states on 
Sb(110) is longer than that on Sb(111) or because the Sb(110) films are relaxed. For 
comparison, we calculated the real-space charge distributions for the highest valence 
bands and the lowest conduction bands of bulk-terminated 7 ML Sb(110) as plotted in 




Fig. 5.8(d). Compared with the surface states of 4 BL Sb(111) at Γ (see Fig. 4.5), the 
surface character for  bulk-terminated 7 ML Sb(110) is still not obvious. The charge 
distributions are more similar to the surface resonant states of 4 BL Sb(111) at M (see 
Fig. 4.5), indicating that the surface bands in a thick Sb(110) film have longer penetration 
depth and thus strong inter-surface coupling in 7 ML Sb(110) film than in 4 BL Sb(111). 
Comparing Fig. 5.8(d) and Fig 5.8(c), we find that these states accumulate a little bit 
more on the bulk-terminated surfaces than on the relaxed film surfaces. For example, at 
M point this is obvious. We have performed STS conductance maps on Sb(110) from 2 
ML to 10 ML, but cannot get repeated QPI patterns as on Sb(111) surfaces, mainly 
because the longer penetration depth of the surface sates in Sb(110) films. The relaxation 
of the ultrathin Sb(110) films further weakened the surface states.  
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Fig. 5.8. Real-space charge distributions along the surface normal direction for the 
highest valence bands (red) and the lowest conduction bands (blue) at four TRIMs (Γ ,
1X , M , 2X ) of the (a) 2 ML Sb(110), (b) 6 ML Sb(110), (c) 7 ML Sb(110) and (d) bulk-
terminated 7 ML Sb(110). The corresponding positions of the film are indicated by the 
side view on top. Black dash lines are guides to the eye. 
(a) (b) 
(c) (d) 




5.3.4 Edge reconstruction 
We have not found any surface reconstruction on either Sb(111) or Sb(110) surface. Also, 
there are no surface reconstructions found on Bi(111), Bi(110) and Bi(100) surfaces, 
probably due to the strong spin-orbit coupling.17 We have found a 4× edge reconstruction 
on Sb(110), which has never been reported before to our knowledge. There are also 4× 
and 2× edge reconstructions on 4 ML Bi(110) on graphene,18 which is the only paper 
reporting the edge reconstruction on Bi surfaces so far.  
Fig. 5.9(a) is a 300 nm × 300 nm STM image of Sb(110) films on HOPG. Fig. 5.9(b) 
is a zoom-in STM image of the square area in Fig. 5.9(a). The right part of Fig. 5.9(b) is 
6 ML Sb(110) while the left is 4 ML. Fig. 5.9(c) is the derivative image of Fig. 5.9(b) 
that can enhance the atomic feature on both 6 ML and 4 ML areas. In Fig. 5.9(d), the blue 
line is the profile along the blue straight line in Fig. 5.9(b); the red line is the profile 
along the red straight line in Fig. 5.9(b). The profiles clearly indicate the 4× edge 
reconstruction. In our experiment, not all edges show this reconstruction. Two necessary 
conditions must be fulfilled: (i) The sharp edge is along 011   ; (ii) it is the edge of 2-
ML Sb(110) grown on another Sb(110) film. The second condition means that there is no 
reconstruction if the thickness of the edge is ˃ 2 ML. There may be no reconstruction 
even the two conditions are fulfilled. In Fig. 5.9(e), the lower three lines are the STS at 
points a, b and c in Fig. 5.9(b); the upmost line is the STS on 6 ML Sb(110) film far away 
from the edge. STS from point a shows extra peaks compared with the STS far away 
from the edge, which indicates extra electronic states. However, these states are quite 
localized, since STS from point b and c are already quite similar with the STS far away 
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from the edge. We have tried several models for this 4× edge reconstruction; But so far, 
none of the calculation results from these models is in satisfactory agreement with the 
experiments. More effort is needed to figure out this edge reconstruction structure.  
 
  

















Fig. 5.9. (a) STM image of 10.5-ML Sb deposited on HOPG at RT. (b) A zooming-in 
STM image from the square area in panel (a). (c) The derivative image of panel (b) that 
can emphasize the atomic resolution on both 4 ML and 6 ML Sb(110) area. (d) The 
blue line is the profile along the blue strait line in panel (b); the red line is the profile 
along the red strait line in panel (b). Black dash lines are guides to the eye. (e) the lower 
three lines are  the STS at points a, b and c, as indicated in panel (b); the topmost line is 
the STS on 6 ML Sb(110) film far away from the edge.  

















In-situ STM/STS studies together with first-principles calculations on ultrathin Sb(110) 
films grown on HOPG are demonstrated. The Sb(110) follows even-ML growth mode 
below 6 ML. Above 6 ML, both even- and odd-ML Sb(110) can be observed. First-
principles calculations support this growth mode and show that the ultrathin Sb(110) 
films are relaxed, unlike the ultrathin Sb(111) films, which are bulk-like. The DOS 
calculated from the relaxed structures is in reasonable agreement with the STS data. 
Real-space charge distributions along the surface normal direction for the highest valence 
bands and the lowest conduction bands do not show clear sign of surface band character, 
mainly because of long penetration depth and partly because of the relaxed structure. The 
weak surface states explain the lack of QPI patterns on ultrathin Sb(110) films. The 4× 
reconstruction along the edge of the ultrathin Sb(110) is found to form under certain 
conditions.  
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Conclusions and Future Work 
Motivated by the unique electronic properties of Sb and its potential applications in spin 
related transportation or processing, this thesis address the growth, atomic structure and 
electronic properties of ultrathin Sb films on Si-based substrate (Si(111) and Si(111)-
√3×√3:Bi) and HOPG. 
The quality of the thin film is important for real applications. Thanks to the cracked 
Sb source with single atoms evaporated instead of Sb4 molecules, we can grow self-
assembled atomically flat Sb(111) thin films on Si(111) and Si(111)-√3×√3:Bi. At or 
above RT, Sb form thin films on Si(111) with both Sb(111) and Sb(110) coexisting. By 
annealing the sample grown at RT, Sb atoms gain sufficient kinetic energy and rearrange 
themselves into single crystalline Sb(111) films. First-principles calculations support this 
transformation, since Sb(111) is lower in energy than Sb(110) at the same coverage from 
1 to 10 BL (or 1 to 12 ML). The single crystalline Sb(111) thin film ≥ 4 BL of best 
quality can be grown by deposition at low temperature followed with post-growth 
annealing to about 280 °C for 10 min. The critical thickness of Sb(111) is 4 BL below 
which Sb(111) films cannot form. The Si(111) substrate is quite active, with 19 dangling 
bonds in each 7×7 unit cell (see Section 2.3.1), hence kinetics play an important role in 
the self-assembly process. The kinetics can be manipulated by controlling the substrate 
temperature. This is the reason why the morphology of Sb nanostructures is significantly 
affected by the Si substrate temperature. In comparison, Sb growth on HOPG is less 
affected by the substrate temperature, since HOPG substrate is inert. 




TSS on Sb(111) is spin-polarized for a thick film (~30 BL). At 9 BL Sb(111), inter-
surface coupling is significant near M , while near Γ , surface states are still spin 
polarized. This is because the penetration depth of surface states is longer near M , where 
the surface states merge into the bulk bands; away from M , penetration depth is short. 
From first-principles calculations of freestanding 4 BL Sb(111), an energy gap should 
open at the Dirac point, since this film thickness is comparable with the penetration depth 
of surface states at Γ , but ARPES measurement did not show such a gap, because of the 
SIA induced by the substrate. By replacing one Sb atom at the bottom surface layer by 
one Bi atom in each unit cell of 4 BL Sb(111), the SIA effect is simulated with first-
principles calculations. The calculations show that the degeneracy of the surface states in 
k-space is lifted by the SIA, hindering the quantum tunneling of electrons between two 
surfaces. This protects the surface states from opening an energy gap. The real-space 
distributions of the surface states near Γ  are in agreement with the effective continuous 
models calculation results. The calculated FT-STS is in good agreement with the 
experimental results. First-principles calculations on the Bi-Sb terminated 5 BL Sb(111) 
show that the thicker film is less affected by the SIA. 
Since Sb(110) surface is hard to get from bulk crystal, this surface is rarely studied. 
We present the preparation, atomic structure and electronic properties of ultrathin Sb(110) 
films from 2 to 10 ML that are prepared on HOPG. The Sb(110) films follow even-ML 
growth mode below 6 ML; above 6 ML, both even- and odd-ML Sb(110) can be 
observed. First-principles calculations show that the ultrathin Sb(110) films are relaxed, 
unlike the ultrathin Sb(111) films which are bulk-like. The energy of the relaxed Sb(110) 
films supports the even-ML growth mode below 6 ML. The calculated DOS is in 
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reasonable agreement with the STS. We do not find any repeatable QPI patterns, 
indicating weak surface states on ultrathin Sb(110). Calculated real-space charge 
distributions of the highest valence bands and lowest conduction bands indicate that the 
bands are surface resonant states, instead of surface states, mainly because of longer 
penetration depth of these sates. A 4× reconstruction forms at the edge along 011    
under certain conditions.  
The inter-surface coupling in Sb ultrathin films can be investigated further using 
other probes such as ARPES. ARPES measurements have been performed extensively on 
the second generation TI, for example, Bi2Se3. However, the unit layer of these TI 
materials is a quintuple-layer (QL), of thickness about 10 Å. APPES measurements 
cannot detect the bottom surface states of Bi2Se3 over 1 QL, because of short 
photoelectrons escape depths (merely 5~10 Å for photon energy of 20~50 eV). 4 ML 
Sb(111) (15 Å) is on the verge of the depth resolution of ARPES, hence, it is possible to 
observe states from different surfaces. It is even possible to study the top surface doping 
effect on the bottom surface states.  If these experiments are able to be performed, the 
ultrathin Sb(111) films would be an ideal candidate to study the inter-surface coupling 
and the substrate effect.  
Very recently, it is predicted that 1 BL Sb(111) is in nontrivial topological 
insulating phase induced by tensile strain.1 The thinnest Sb(111) film can be grown is 4 
BL so far. Realization of ultrathin Sb(111) below 4 BL can be tried on other substrates. 
Sb2Te3 may be one of the candidates, considering the case that on Bi2Te3, 1 BL Bi(111) 




has been realized.2 The possibility that ultrathin Sb(110) may become 2D TI at certain 
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