For vectors xi,..., xn in a Banach space, we bound the deviation of || ^2 < £ixi\\ from its median.
Results.
Consider the set {-1,1}", provided with its canonical probability measure Pn that gives mass 2~" to each point. We will consider {-1,1}" as a subset of the n-dimensional Hilbert space Rn. For a nonempty subset of A of {-1,1}", we set 4>a(x) -inf{||a: -j/||2; 2/ € conv^}.
THEOREM 1. Eexp((t>A/8) < l/Pn(A).
From Chebyshev's inequality we get COROLLARY 2. For all í > 0, we have Pn({4>A > t}) < (l/Pn(A))e-i2/6.
To understand this result, it might be helpful to compare it with classical results concerning the Hamming distance. The Hamming distance d(s, t) between s,t e {0,1}" is the number of coordinates where s and t differ. For a subset A of { -1,1}", we set cU(x) = inî{d(x,y);y e A}. The largest possible value of Pn({dA > t}) when Pn(A) is given is known. The sets for which Pn({dA > t}) is maximum are identified in [3] . In particular, when Pn(A) -1/2, it is known (see [1] ) that
To make the connection with Corollary 2, we observe the following.
Fact. 2d a < \/ñ<j>A-PROOF. Fix x, and consider the linear functional 0 on R" given by 9(z) =^2n-1/2xizi. The fact shows that (1) (2) {dA > (t/2)y/n~} C {<t>A > t).
While (1-1) provides the estimate Pn({dA > (i/2)v^}) < le"'2/2, Corollary 2 provides a larger bound for a larger set:
(1-3) Pn({<pA > t}) < 2e-'> Our method of proof cannot give in Theorem 1 a coefficient better than 1/8. It is to be noted however that (1-3) is better than the estimates for Pn({dA > t>/ñ/2}) that one obtains by martingale methods (see [4, p. 36] This, and a related problem, is discussed in §3. where a is given by (1-4) .
2. Proofs.
PROOF OF THEOREM l We first consider the case where cardal = 1. Then
since e1/2 < e < 3. Next, we prove Theorem 1 when n = 1. It remains only to consider the case where A = {-1,1}, so that 4>a(x) = 0, and the result holds.
We now prove Theorem 1 by induction over n. Assuming it holds for n, we prove it for n + 1. It is enough to consider the case where A has at least 2 points.
Identifying {-1,1}"+1 with {-1,1}" x {-1,1}, we can suppose that A = A-i x {-1} U Ai x {1} where A-i,Ai ^ 0, A-i,Ai C {-1,1}". For definiteness we assume that Pn(A-i) < Pn(Ai). We observe that for x e {-1,1}", we have For i = -1,1, we set u¿ = Eexp(4>Aj8), and Vi = l/P(Ai), so that Ui < v¿ by the induction hypothesis. From (2-1), (2-2), we have for all 0 < a < 1, Eexp{&fi)<$Ee,q>{<t>Aja) + ÍEexp(a2/2 + aoj2A¡/8 + (l-a)a>2A_j8)
< \ui + ie^^u^T < lWl[l +C«a/2(vi/l7_l)a,-lj by Holder's inequality and since Ui < t>¿. The value of a that minimizes the above expression is a = -log(t;i/i;_i), but, in order not to have to consider the case where a > 1, we take a -1 -ui/u_i, which gives Eexp((p2A/8)<^vi[i-reQ2/2(l-a)a-1}.
LEMMA. If0<a< 1, we have l + ea2/2(l-a)a-1 < 4/(2-a).
Indeed, this is equivalent to saying that eQ2/2(l -a)""1 < (2 + a)/ (2 -a) or that a2/2 -(1 -a)log(l -a) < log(l + a/2) -log(l -a/2). But this is easily seen by consecutive differentation. 3. Some problems of combinatorics. The first problem is, as mentioned in the introduction, the determination of the function h(a,t) = max{Pn({<pA > t});Pn(A) = a}.
This problem seems difficult. The reason is that the extremal sets (i.e. the sets for which Pn({4>A > t}) = h(a, t), Pn(A) = a) depend on t. To see it, we note that for a = 1/2, the set A = {x; xi = -1} is extremal for t < 2 (since Pn({qj(x, A) > t}) -1/2 is as large as possible) but is not extremal for t > 2. Another related problem is as follows. Suppose that we are given a set A C {-1,1}", and for each x e A an element fx = (/x,¿)¿<" of R", of norm one and of positive components. We can consider the set B=iye{-i,i}n, VieA ^2\yi-xi\fx,i>t\.
{ ¿<n J
Knowing Pn(A), how large can Pn(B) be? We note that in the case where fx¿ -n-1/2 for all x e A, all i < n, then B = {y: d(x,A) > t^/ñ/2} and the answer is known in that case. In the general case, Corollary 2 implies the bound Pn(B) < (l/Pn(j4))e-t /8. Indeed, since |j/¿ -x¿| = x¿(z¿ -2/¿), we have 4>b(x) > t on A, so by Corollary 2, we have Pn(A) < (l/Pn(B))e-t2/8. ACKNOWLEDGMENTS. I am indebted to N. Alon for useful comments, and to S. Szarek for polishing the proof of Theorem 1, and in particular for obtaining the coefficient 1/8, which is the best possible by this method of proof.
