Abstract. We provide sharp lower L p -bounds for the localized dyadic maximal operator on R n when the local L 1 and the local L p norm of the function are given. We actually do that in the more general context of homogeneous trees in probability spaces. For this we use an effective linearization for such maximal operators on an adequate set of functions.
Introduction
The dyadic maximal operator on R n is a useful tool in analysis and is defined by everywhere on Q where the supremum is taken over all dyadic cubes R containing Q and Av R (|φ|) = 1 |R| R |φ|. Therefore for any p > 1, for any dyadic cube Q, and for any φ ∈ L p loc (R n ) we have
The purpose of this paper is to examine whether the above more or less trivial lower bound for the localized behavior of the maximal function can be improved, aiming at sharpness. To give a precise estimate of the left-hand side of (1.2) we define for any p > 1 the following Bellman function (see [8] ): (1.3)
where the infimum taken over all nonnegative measurable functions φ (the definition of this function uses a fixed cube Q, but in fact due to scaling the function is independent of the fixed cube). Our aim is to find what exactly this is.
Actually, as in [7] we will take the more general approach of defining Bellman functions with respect to the maximal operator on a nonatomic probability space (X, μ) equipped with an N -homogeneous tree-like family T (as discussed in section 2 the dyadic subcubes of say [0, 1] n form a 2 n -homogeneous tree), thus defining, whenever F, f, L are positive real numbers with f ≤ L and f p ≤ F ,
Then our main theorem is the following. 
where
Thus in particular for the dyadic maximal operator in R n we get for any φ ≥ 0 measurable and supported in the cube Q 0 = [0, 1] n that the following sharp estimate holds with L = sup
Also by taking N → ∞ we conclude that there is no uniform lower estimate, other than the trivial one (1.2), holding for all homogeneous tree-like families T , which shows the dependence on the dimension in the case of the dyadic maximal operators. Note that the situation for the upper bound (the corresponding sup Bellman function) is quite different since the expression does not depend on T at all (see [4] ). However, see the last section in [7] , where this phenomenon has been encountered. Next, taking L = f in the above theorem we get the following.
Proposition 1. For any N -homogeneous tree-like family T and any F, f with
We have stated this as a separate proposition because it will be our main step in proving Theorem 1. Equation (1.7) with p = 2 shows the exact effect of the variance of φ.
As for a corollary of a more global nature we have the following L p -improvement on the a.e. bound M d φ ≥ |φ| in R n .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use In section 2 we give the definitions and basic properties of N -homogeneous trees T and the corresponding maximal operators and a general procedure (introduced in [4] ) that can be used to approach Bellman functions related to M T φ. In section 3 we will prove Proposition 1, and then in section 4 we will use it to prove Theorem 1.
For more on Bellman functions and their relation to harmonic analysis we refer to [8] , [9] , [10] and [18] . For the exact evaluation of Bellman functions in certain cases we refer to [1] , [2] , [4] , [6] , [7] , [11] , [12] , [13] , [15] , [16] and [17] . We also note the approach initiated in [11] , and also used in [17] , to certain Bellman functions via PDE methods which has given alternative proofs of the results in [4] plus certain more general ones.
Trees and maximal operators
As in [4] we let (X, μ) be a nonatomic probability space (i.e. μ(X) = 1). We give the following.
Definition 1.
We call a set T of measurable subsets of X an N -homogeneous tree (where N > 1 is an integer) if the following conditions are satisfied:
(
i) X ∈ T and for every I ∈ T there corresponds a finite subset C(I) ⊆ T containing N elements each having measure equal to N −1 μ(I) such that the elements of C(I) are pairwise disjoint subsets of I and I = C(I).
We could replace the disjointness condition in (ii) above by asking that the pairwise intersections have measure 0 instead, but then one could replace X by
, which has full measure. 2 .
Examples. 1) If
An easy induction shows that each family T (m) consists of pairwise disjoint sets each having measure N −m and whose union is X. Moreover, if x ∈ X, the set A(x) = {I ∈ T : x ∈ I} forms a chain I 0 (x) = X I 1 (x) ... with I m (x) ∈ C(I m−1 (x)) for every m > 0. From this remark it easily follows that if I, J ∈ T and I ∩ J is nonempty, then I ⊆ J or J ⊆ I. In particular, for any I, J ∈ T we have either I ∩ J = ∅ or one of them is contained in the other. The following gives another property of T that will be useful later. For a proof in a more general context see [4] . Now given any such T we define the maximal operator associated to it as follows:
(where χ P denotes the characteristic function of P ). For every x ∈ X we let I φ (x) denote the unique largest element of the set {I ∈ T : x ∈ I and M T φ(x) = Av I (φ)} (which is nonempty since Av J (φ) = Av P (φ) whenever P ∈ T (m) and J ⊆ P ). Next, for any I ∈ T we define the set
and we let S = S φ denote the set of all I ∈ T such that A I is nonempty. It is clear that each such A I is a union of certain P 's from T (m) , and moreover
We define the correspondence I → I * with respect to S as follows: for any I ∈ S, I * is the minimal element in the set of all J ∈ S that properly contain I. This is defined for every I in S that is not maximal with respect to ⊆. We also write y I = Av I (φ) for every I ∈ S.
The main properties of the above are given in the following (see also [4] and [5] ).
Lemma 2. (i) For every I ∈ S we have I = S J⊆I
A J .
( 
ii) For every I ∈ S we have
we conclude that for each J ∈ T there exists J ∈ C(J) such that Av J (φ) ≤ Av J (φ). Starting from I and applying the above m − s times we get a chain
for each s, and moreover
. Now from this and the assumption on I it is clear that I φ (x) = I for every x ∈ I m−s and therefore I ∈ S.
(iv) The inequality y I < y J follows from (iii). For the other inequaity let F be the unique element of the whole family T such that J ∈ C(F ). Note that F ⊆ I. We claim that Av F (φ) ≤ y I . Indeed I ∈ S implies that Av Q (φ) < y I whenever I ⊆ Q, I = Q, and so if Av F (φ) > y I there would exist F ∈ T such that F ⊆ F ⊆ I, F = I and Av F (φ) > Av Q (φ) whenever F ⊆ Q, F = Q. But this combined with (iii) implies that F must be in S, contradicting our assumption J * = I. Thus we get, since J ⊆ F ,
which completes the proof.
The above lemma shows that this linearization M T φ may be viewed as a multiscale version of the classical Calderon-Zygmund decomposition.
Proof of Proposition 1
Here we will prove Proposition 1. Assuming that T is an N -homogeneous tree we let φ be a nonnegative T -step function such that (3.1)
and let S = S φ be the corresponding subtree of T . Using the notation from section 2 we make the following two simple observations. First, by Lemma 2 (iv) we have y I * < y I ≤ Ny I * for all I ∈ S\{X}, and second, φ(t) ≤ y I whenever I ∈ S and t ∈ A I . The second remark gives
for all I ∈ S, and Lemma 2 (ii) implies that 
Now (2.4) and Lemma 2 imply that
Next, for any I ∈ S, I = X we have 1 < y I y I * ≤ N . On the other hand, the
is easily seen to be strictly decreasing on (1, +∞). Therefore
Using (3.5) in (3.4) and by (3.3) we get
for all nonnegative step functions φ. Now for the general case, given φ ≥ 0 measurable satisfying (3.1) we define φ m as follows:
and note that
for all m and M T φ m converges monotonically to M T φ. Also, since each φ m is a T -step function we can apply (3.6) to get (3.9) 
To prove the reverse inequality we fix positive f and F with f p < F (the case F = f p being trivial) and let
.. be a chain such that I s ∈ T (s) for all s ≥ 0 (and so μ(I s ) = N −s ). For a strictly increasing sequence of nonnegative integers m 0 < m 1 < ... < m k < ... to be chosen later, we define
We have (3.12)
and this increases as s increases (if s = m k , then Av I s (φ) = Av I s+1 (φ)). We next claim that M T φ(x) = Av I s (φ) whenever x ∈ I s \I s+1 and s ≥ 0. Indeed suppose that x ∈ I s \I s+1 and let J be the unique element of T (s+1) such that x ∈ J (clearly J ∈ C(I s ) and J = I s ). Then the set of all I's in T containing x consists of I 0 , ..., I s and J and certain subintervals of J. But Av I s (φ) ≥ Av I r (φ) for all 0 ≤ r < s, and since φ is either 0 on
. Hence using (3.14) we get
where k(s) is the smallest integer k with m k ≥ s. This implies that (3.16)
Next we compute
Hence to complete the proof of Proposition 1 it suffices to show that a sequence (m k ) as above can be found such that F 0 as defined in (3.13) equals our given F .
But this will follow by applying the next lemma to the real number a = F f p > 1. Next, for any r > 0, by the way j r is chosen we have a r < N (j r +1)(p−1) . Hence Taking r → ∞ in (3.24) and using (3.21) completes the proof of the lemma.
This completes the proof of Proposition 1.
