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RESUMEN 
Promedio bayesiano de modelos para la predicción del consumo máximo de 
oxígeno en deportistas con datos de no-ejercicio 
 
 Históricamente, los modelos de no-ejercicio para predecir el consumo máximo 
de oxígeno (VO2max) han sido construidos mediante regresión lineal frecuentista, usando 
técnicas estándar de selección de modelos. Sin embargo, existe incertidumbre acerca de 
la estructura estadística en el proceso de selección del modelo. En este estudio se 
propuso construir un modelo de no-ejercicio para predecir el VO2max en deportistas 
orientados al rendimiento, considerando la incertidumbre de modelo a través del 
Promedio Bayesiano de Modelos (BMA). Un objetivo adicional fue comparar la 
performance predictiva del BMA con las de los modelos derivados de varias técnicas 
frecuentistas usuales de selección de variables. Con tal fin, se implementó un 
submuestreo aleatorio estratificado repetido. Los datos incluyeron observaciones de la 
variable respuesta (en L·min−1), así como registros de Género, Deporte, Edad, Peso, 
Talla e Índice de masa corporal (BMI) (Edad = 22.1 ± 4.9 años, media ± SD; n = 272). 
Se propuso una clasificación de deportes con el objetivo de incluirla dentro del proceso 
de construcción del modelo: Combate, Juego, Resistencia 1 y Resistencia 2. El enfoque 
BMA se implementó en base a dos métodos: Occam’s window y Composición de 
Modelo mediante el método de Monte Carlo con Cadenas de Markov (MC³). Se 
observaron discrepancias en la selección de variables entre los procedimientos 
frecuentistas. Ambos métodos de BMA produjeron resultados muy similares. Los 
modelos que incluyeron Género y las variables dummies para Resistencia 1 y 
Resistencia 2 acumularon virtualmente toda la probabilidad de modelo a posteriori. El 
Peso fue el predictor continuo con la más alta probabilidad de inclusión a posteriori    
(> 0.8). Las combinaciones de variables que involucraron predictores con un alto nivel 
de multicolinealidad fueron desacreditadas. Los modelos con sustancial contribución 
para el BMA presentaron un ajuste apreciable (R² ajustado > 0.8). Entre los modelos 
seleccionados por estrategias frecuentistas, el obtenido mediante el método de regresión 
por pasos (“Stepwise regression method”) con alfa = 0.05 fue el más respaldado por los 
datos, en términos de probabilidad de modelo a posteriori. En concordancia con la 
literatura, el BMA tuvo mejor performance predictiva de los datos fuera de la muestra 
que los modelos seleccionados por técnicas frecuentistas, medida por la cobertura del 
intervalo de predicción de 90%. La clasificación de deportes reveló resultados 
consistentes. 
 
Palabras clave: incertidumbre de modelo, verosimilitud marginal, Criterio de 
información bayesiano, g-prior de Zellner, partición de datos, mezcla ponderada de 
distribuciones t de Student, cobertura predictiva 
  xii
ABSTRACT 
Bayesian model averaging for maximal oxygen uptake prediction in athletes with 
non-exercise data 
 
 Historically, non-exercise models for predicting maximal oxygen uptake 
(VO2max) have been developed by frequentist linear regression, using standard 
techniques for model selection. However, there is uncertainty about the statistical 
structure in the model selection process. This study aimed at developing a non-exercise 
model for predicting VO2max in performance-oriented athletes, accounting for model 
uncertainty through Bayesian Model Averaging (BMA). A further goal was to compare 
the predictive performance of BMA with the ones of models derived from several well-
known frequentist variable selection techniques. For this purpose, a repeated stratified 
random subsampling was implemented. The data included observations of the response 
variable (in L·min−1), as well as records of Gender, Sport, Age, Weight, Height and 
Body mass index (BMI) (Age = 22.1 ± 4.9 yr, mean ± SD; n = 272). A classification of 
sports was proposed with the objective of including it into the model-building process: 
Combat, Game, Endurance 1 and Endurance 2. The BMA approach was implemented 
on the basis of two methods: Occam’s window and Markov Chain Monte Carlo Model 
Composition (MC³). Discrepancies were observed in variable selection among the 
frequentist procedures. Both BMA methods yielded very similar results. The models 
that included Gender and the dummy variables for Endurance 1 and Endurance 2 
virtually accumulated the total posterior model probability. Weight was the continuous 
predictor with the highest posterior inclusion probability (> 0.8). The variable 
combinations involving predictors with a high level of multicollinearity were 
discredited. The models with substantial contribution for BMA displayed an appreciable 
fit (adjusted R² > 0.8). Among the models selected by frequentist strategies, the one 
obtained from the Stepwise regression method with alpha = 0.05 was best supported by 
the data, in terms of posterior model probability. In agreement with the literature, BMA 
had better out-of-sample predictive performance than the models selected by frequentist 
techniques, as measured by the coverage of the 90% prediction interval. The 
classification of sports revealed consistent results. 
 
Key words: model uncertainty, marginal likelihood, Bayesian information criterion, 
Zellner’s g-prior, data splitting, weighted mixture of Student’s t-distributions, predictive 
coverage 
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CAPÍTULO 1 
INTRODUCCIÓN 
 
El consumo máximo de oxígeno (VO2max) es un indicador muy requerido en 
evaluación deportiva, especialmente para los casos de deportistas pertenecientes a 
disciplinas en las cuales la performance está influenciada por la condición 
cardiorrespiratoria. El VO2max, también conocido como potencia aeróbica, es la cantidad 
máxima de oxígeno que el organismo puede absorber, transportar y consumir por 
unidad de tiempo (López Chicharro y Fernández Vaquero, 1998); es una medida          
de la capacidad de un individuo para transferir la energía en forma aeróbica          
(McArdle et al., 2001). De acuerdo al principio de Fick, su ecuación matemática es:                  
VO2max = VS · FC · difa-vO2 = [L·min−1], donde VS es el volumen sistólico en litros por 
latido, FC es la frecuencia cardíaca en latidos por minuto y difa-vO2 es la diferencia entre 
las concentraciones arterial y venosa de oxígeno (Wilmore y Costill, 2005). El VO2max 
es una magnitud relacionada con la capacidad física condicional denominada 
Resistencia. La Resistencia es la capacidad física y psíquica de soportar el cansancio 
frente a esfuerzos relativamente largos y/o la capacidad de recuperación rápida después 
de los esfuerzos (Grosser et al., 1989; Zintl, 1991).  
La medición directa en condiciones de laboratorio es la mejor opción para 
cuantificar el VO2max. Sin embargo, la valoración directa es compleja, debido al carácter 
traumático que presupone todo protocolo de esfuerzo máximo, y onerosa, a raíz del 
equipamiento y los recursos humanos necesarios para su ejecución. Como consecuencia, 
han sido propuestas una gran variedad de pruebas de esfuerzo para la estimación 
indirecta del VO2max, tanto sea de características máximas como submáximas. Son 
ejemplos de ellas el test en cicloergómetro de Åstrand-Rhyming, el test en cinta rodante 
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motorizada de Bruce, las pruebas de carrera por tiempo de Balke y Cooper, el test de la 
milla de George-Fisher y la carrera de ida y vuelta de 20 m en múltiples estadios de 
Léger-Lambert (Heyward, 2006). 
Paralelamente, han sido construidos modelos alternativos para la predicción del 
VO2max a partir de variables no relacionadas con pruebas de esfuerzo (“non-exercise 
models”). Maranhão Neto y Veras Farinatti (2003) realizaron una revisión sistemática 
de la literatura en la que compilaron dieciocho trabajos con modelos construidos con 
variables de no-ejercicio. En los mismos se utilizaron como predictores datos 
demográficos, medidas antropométricas, frecuencia cardíaca de reposo, nivel de 
tabaquismo e información vía cuestionarios acerca del nivel de actividad física habitual 
y el estado de forma física percibido. Todos los modelos fueron construidos mediante 
regresión lineal. La variable criterio fue modelada ya sea en términos absolutos 
(L·min−1) como relativos al peso corporal (ml·kg−1·min−1). Las poblaciones de estudio 
abarcaron edades desde 7 hasta 79 años. Las variables antropométricas y demográficas 
empleadas para la modelación fueron Género, Edad, Peso, Talla, Índice de masa 
corporal (“Body mass index”, BMI), Pliegues cutáneos, Diámetro del codo, Volumen de 
la pierna, Superficie corporal y Porcentaje de grasa corporal. La Superficie corporal fue 
estimada a partir del Peso y la Talla, mientras que el Porcentaje de grasa corporal fue 
predicho mediante la modelación con utilización de pliegues cutáneos. El estudio más 
antiguo presentado en la revisión corresponde a Shephard et al., y data de 1971. Poco 
tiempo después, Bruce et al. (1973) fueron los pioneros en incluir en el proceso de 
modelación información acerca de la práctica de actividad física habitual. Entre otros 
modelos, se destacan por el interés despertado en la comunidad científica los 
desarrollados por Jackson et al. (1990), cubriendo un rango etario de entre 20 y 70 años. 
Además, fueron incluidos trabajos como los de George et al. (1997) y Mathews et al. 
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(1999), en los cuales la estrategia empleada fue obtener los valores de todas las 
variables predictoras mediante reporte del evaluado; en la primera de estas experiencias, 
la población de estudio fue la de individuos jóvenes físicamente activos. Los modelos 
informados registraron valores de R² ajustado en un rango de 0.22 a 0.87. En algunos 
estudios se realizó selección de variables mediante el análisis de regresión por pasos o 
“Stepwise regression” (Rawlings et al., 1998). En ciertos casos el modelo fue sometido 
a validación cruzada. El denominador común en todos estos trabajos es el hecho de que 
más allá de la técnica de selección usada, finalmente un único modelo fue considerado, 
descartando otras posibles combinaciones de variables. Posteriormente y hasta la 
actualidad, los modelos estadísticos de predicción del VO2max han seguido siendo 
ajustados en general bajo la misma concepción, es decir, sin tomar en cuenta 
explícitamente la incertidumbre respecto de cuál es realmente el modelo que mejor 
explica el fenómeno en cuestión. Ejemplos de ellos pueden encontrarse en Malek et al., 
2004; Bradshaw et al., 2005; Malek et al., 2005; Wier et al., 2006; Sanada et al., 2007; 
Duque et al., 2009 y Nes et al., 2011. 
Tradicionalmente, la forma funcional final de los modelos de regresión dado un 
conjunto previo de predictores candidatos ha sido el producto de la aplicación de 
técnicas frecuentistas de selección de variables. Los modelos emergentes han sido 
generalmente el resultado de la utilización de criterios de selección tales como el         
R² ajustado y el Cp de Mallows (Mallows, 1973), o de la implementación de algoritmos 
de selección de variables como Forward, Backward y Stepwise (Hocking, 1976; 
Rawlings et al., 1998; Xin y Xiao Gang, 2009). Es bien sabido que estos métodos 
pueden derivar en soluciones no coincidentes (Weisberg, 1985). Un problema principal 
en el uso de estas estrategias de selección es que comúnmente sólo un modelo es en 
definitiva considerado y en consecuencia informado, subyaciendo la idea de que hay 
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una única estructura posible para la explicación de la variabilidad de los datos (Clyde, 
2003). Es decir, la incertidumbre acerca del modelo estadístico que se hace evidente en 
el proceso mismo de selección no es formalmente tenida en cuenta para la inferencia. 
Precisamente, la desestimación de la incertidumbre de modelo que conllevan estos 
procedimientos puede resultar en una riesgosa sobreestimación de la confianza en los 
procesos de inferencia, tanto sea para los parámetros del modelo como para la 
predicción de observaciones futuras (Hodges, 1987; Draper, 1995; Raftery, 1996; 
Hoeting et al., 1999). Las desventajas de ignorar esta incertidumbre fueron reconocidas 
por diversos autores (por ejemplo, la colección de artículos científicos editados por 
Dijkstra, 1988).  
El Promedio Bayesiano de Modelos (“Bayesian Model Averaging”, BMA) 
(Leamer, 1978; George y McCulloch, 1993; Madigan y Raftery, 1994) ha sido 
promovido en disciplinas diversas como una solución alternativa para incorporar 
cuantitativamente en el análisis la incertidumbre que se tiene acerca del modelo 
estadístico. Mediante esta técnica, el conjunto de modelos en competencia parten con 
una probabilidad a priori y luego, conforme el enfoque bayesiano, obtienen sus 
probabilidades a posteriori. El modelo resultante es un promedio de los modelos 
individuales, ponderados por sus correspondientes probabilidades a posteriori (Hoeting 
et al., 1999). Particularmente, la incertidumbre acerca de la estructura estadística del 
modelo en la predicción del VO2max con datos de no-ejercicio no ha sido a la fecha 
formalmente considerada. Frente al problema que se presenta al momento de 
seleccionar el “mejor” modelo de predicción del VO2max dado un conjunto de regresores 
candidatos, el proceso de selección ha sido llevado a cabo en general siguiendo la 
metodología frecuentista estándar. De acuerdo a ella, una vez elegido el modelo, se 
procede asumiendo que la estructura seleccionada es la que genera los datos, 
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desechando otros posibles modelos competentes. De esta manera, en los procesos de 
inferencia se considera únicamente la incertidumbre producto del error aleatorio, la cual 
es reflejada mediante la construcción de intervalos de confianza para los parámetros y 
de predicción para futuras observaciones. Pero la incertidumbre de modelo ha sido en 
general desestimada en el proceso de modelación del VO2max. Sin embargo, la 
incertidumbre acerca de la forma funcional del modelo en el ámbito de la modelación 
mediante regresión lineal puede ser sustancial, tanto más cuanto mayor es la cantidad de 
predictores candidatos. Concretamente, en presencia de una cantidad k de potenciales 
predictores, el número total de posibles combinaciones es igual a 2k (incluyendo al 
modelo con ningún predictor). Tomando por ejemplo un caso con quince predictores 
candidatos, el número de posibles modelos asciende a 32.768. El BMA, en cambio, es 
una técnica moderna que provee desde un enfoque bayesiano un mecanismo coherente 
para tomar en cuenta dentro del análisis la incertidumbre que se tiene acerca del modelo 
(Clyde, 2003). Estudios comparativos llevados a cabo en otras áreas mostraron una 
mayor capacidad de predicción del BMA frente a cualquier modelo individual resultante 
de los procedimientos convencionales de selección (Madigan y Raftery, 1994; Raftery 
et al., 1996; Raftery et al., 1997; Hoeting et al., 1999; Fernández et al., 2001a; 
Fernández et al., 2001b). La construcción de intervalos de predicción de 90% para 
respuestas futuras es una opción utilizada para la evaluación comparativa de la 
performance predictiva entre modelos lineales obtenidos siguiendo ciertos criterios 
establecidos (Raftery et al., 1997; Hoeting et al., 1999; Wintle et al., 2003; Raftery et 
al., 2005). 
Como una consecuencia de todo lo expuesto, los objetivos de esta investigación 
fueron: 
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1. proponer un modelo lineal para la predicción del VO2max en L·min−1 en deportistas, a 
partir de regresores antropométricos y demográficos básicos y mediante la 
implementación del BMA, como una alternativa a las técnicas frecuentistas 
tradicionales de selección de variables usualmente empleadas;  
2. realizar un análisis comparativo de la performance predictiva del BMA con respecto 
a las de los modelos derivados de procedimientos estándar de selección. 
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CAPÍTULO 2 
PROMEDIO BAYESIANO DE MODELOS 
 
2.1 Concepto  
           Cuando se debe especificar un modelo de regresión lineal a partir de un conjunto 
de variables predictoras candidatas, generalmente se aplica un enfoque tradicional para 
la selección del modelo, sobre la base de la estimación por mínimos cuadrados. 
Mediante estadísticos como el R² ajustado o el Cp de Mallows, o a través de las 
diferentes variantes del procedimiento de regresión por pasos, se obtiene lo que es 
considerado como el “mejor” modelo para los datos. Este enfoque convencional para la 
solución del problema de selección de variables acarrea el inconveniente de asumir 
subyacentemente que el modelo emergente es el único posible, desestimando un 
componente principal de incertidumbre que es precisamente la incertidumbre acerca de 
cuál es realmente el modelo; en consecuencia, los procesos de inferencia conllevan una 
subestimación del error (Raftery et al., 1997; Clyde, 2003). 
Frente a este problema, una solución completa que propone la teoría bayesiana 
consiste en realizar el promedio ponderado sobre todas las posibles combinaciones de 
predictores para efectuar inferencias con respecto a las cantidades de interés, derivando 
los factores de ponderación de las probabilidades a posteriori de los modelos 
candidatos, procedimiento conocido como BMA (Raftery et al., 1997). En el capítulo 
anterior se mencionó que distintos estudios mostraron que este procedimiento provee 
una capacidad predictiva superior a cualquier modelo individual elegido por alguno de 
los métodos convencionales de selección. Sin embargo, en algunos casos el BMA no 
resulta ser muy práctico debido al gran esfuerzo computacional requerido, 
especialmente cuando el número de modelos a promediar es muy grande. No obstante, 
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existen dos soluciones alternativas: el método Occam’s window (Madigan y Raftery, 
1994) y la Composición de Modelo mediante el método de Monte Carlo con Cadenas de 
Markov (MC³) (Madigan y York, 1995). La primera opción implica promediar sobre un 
subconjunto de modelos con más soporte en los datos; la segunda propone aproximar 
directamente la solución exacta. 
 
2.2 Estructura general 
Como fue dicho, basar las inferencias en un solo modelo evaluado con algún 
criterio como el “mejor” puede resultar en la subestimación de la incertidumbre que se 
tiene respecto de las cantidades de interés. El BMA representa frente a este problema 
una solución bayesiana estándar, la cual fue propuesta inicialmente por Leamer (1978). 
La estadística bayesiana expresa la incertidumbre en términos probabilísticos, aplicando 
las reglas básicas de la probabilidad para los procesos de inferencia (Gelman et al., 
2004; Bolstad, 2010). El procedimiento BMA toma expresamente en cuenta la 
incertidumbre que se tiene acerca de la forma funcional del modelo, permitiendo 
incluirla en el proceso de inferencia de una cantidad de interés, tal como un parámetro 
poblacional o una observación futura.  
Dada la estructura de la regresión lineal múltiple, bajo normalidad, 
homocedasticidad y ausencia de correlación para los términos de error, para incorporar 
la incertidumbre de modelo concerniente a la elección de los predictores se construye un 
modelo jerárquico (Clyde, 2003): 
                                              ( )2 2| , , ,σ σ∼j j jMy N X Iβ β ,                               (2.2.1)            
                                               ( )2 2| , | ,σ σ∼j j j jM p Mβ β ,                                   (2.2.2) 
                                                    ( )2 2| |j jM p Mσ σ∼ ,                                    (2.2.3) 
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                                                          ( )j jM p M∼ ,                          (2.2.4) 
donde y es el vector de la variable respuesta, β  es el vector de parámetros 
correspondiente a todos los posibles regresores, 2σ  es la varianza del error aleatorio, I  
es la matriz identidad y jX  y jβ  son la matriz de diseño y el vector parámetros de un 
modelo particular jM . Por su parte, ( )⋅N  denota función de densidad de probabilidad 
Normal multivariada y ( )p ⋅  denota genéricamente función de probabilidad. Desde una 
perspectiva bayesiana, la solución al problema de incertidumbre de modelo es directa; el 
modelo es tratado como un parámetro más. Por lo tanto, deben ser especificadas una 
distribución a priori para los parámetros dentro de cada uno de los modelos 
considerados y una distribución a priori para los propios modelos. La inferencia se lleva 
a cabo en la forma usual, adicionando un nivel más en la jerarquía relacionado con el 
espacio de los modelos (Fernández et al., 2001a). Específicamente, la inferencia se hace 
a partir de la distribución a posteriori BMA, la cual deriva del promedio ponderado de 
las distribuciones a posteriori para la cantidad de interés correspondientes a los modelos 
considerados. La ponderación para cada modelo viene dada por la probabilidad de 
modelo a posteriori, la cual es condicional al conjunto de modelos involucrados.  
Si { }: 1,    .   .   .   , jM j J= =M  es el conjunto de modelos considerados y ∆ 
representa una cantidad de interés, como por ejemplo un parámetro poblacional o una 
observación futura, la distribución a posteriori BMA de ∆ condicional a los datos D se 
obtiene mediante la aplicación de la ley de la probabilidad total (Hoeting et al., 1999): 
                                 ( ) ( ) ( )
1
Δ | | , Pr |
J
j
j jp D p M D M D
=
= Δ∑ ,                            (2.2.5) 
donde ( )Pr ⋅  denota valor de probabilidad. La ecuación precedente es un promedio de 
distribuciones a posteriori ponderadas por las probabilidades de modelo a posteriori, lo 
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cual precisamente es denominado BMA. La distribución a posteriori de ∆ dado un 
modelo particular jM  es (Raftery et al., 1996) 
                      ( ) ( ) ( )Δ | , | , ,  | ,  j j j j j jp M D p M D p M D d= Δ∫ θ θ θ ,                  (2.2.6) 
donde ( )| ,j jp M Dθ  es la distribución a posteriori del vector de parámetros jθ  bajo el 
modelo jM . Y aplicando la Regla de Bayes, la probabilidad a posteriori del modelo 
jM  es (Hoeting et al., 1999) 
                                   ( ) ( ) ( )( ) ( )
1
Pr | Pr
Pr |
Pr | Pr
J
h
j j
j
h h
D M M
M D
D M M
=
= ∑ ,                             (2.2.7) 
donde 
                                  ( ) ( ) ( )Pr | | |= ∫j j j jD M p D , M p M dj jθ θ θ                         (2.2.8) 
es la verosimilitud marginal o verosimilitud integrada de los datos dado el modelo jM , 
( )| jp Mθ j  es la función de densidad de probabilidad a priori de jθ  bajo el modelo 
jM , ( )| jp D , Mθ j  es la función de verosimilitud y ( )Pr jM  es la probabilidad a priori 
de que jM  es el verdadero modelo (asumiendo que uno de los modelos considerados es 
el verdadero). Todas las probabilidades son condicionales a M , el conjunto de modelos 
considerados. Las expresiones para la esperanza y la varianza a posteriori de Δ  de la 
distribución definida en la ecuación (2.2.5) son (Raftery, 1993; Draper, 1995; Hoeting 
et al., 1999) 
   ( ) ( )
1
ˆE Δ | Pr |
J
j
j jD M D
=
= Δ∑ ,                            (2.2.9) 
                ( ) ( ) ( ) ( )
1
22ˆVar Δ | Var Δ | Pr | E Δ |
J
j
j j jD M , D M D D
=
⎡ ⎤= + Δ − ⎡ ⎤⎣ ⎦⎣ ⎦∑ ,       (2.2.10) 
donde ( )ˆ E Δ |j jM ,DΔ = .  
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El procedimiento BMA involucra una serie de elementos que pueden tornarse 
dificultosos para ser especificados o computados, a saber: la distribución a priori para 
los parámetros en cada modelo; las probabilidades a priori para los modelos; la 
verosimilitud marginal de los datos para cada modelo, lo cual implica la solución de 
integrales de gran dimensión (ecuación 2.2.8); la distribución a posteriori de la cantidad 
de interés bajo cada modelo (ecuación 2.2.6); y el promedio ponderado de 
distribuciones a posteriori o BMA (ecuación 2.2.5), donde el número de términos puede 
ser muy grande. En la siguiente sección se presentan los fundamentos teóricos del 
modelo de regresión lineal normal bayesiano. En las secciones 2.4 y 2.5 se muestran las 
soluciones ofrecidas por los métodos Occam’s window y MC³ para las dificultades 
anteriormente citadas. 
 
2.3 El modelo de regresión lineal normal bayesiano 
 
2.3.1 El modelo  
En el problema usual de regresión lineal múltiple, el interés pasa por explicar la 
variación de la variable respuesta en términos de k variables predictoras, 1,  . . . , kX X . 
El valor esperado para la i-ésima respuesta, iy , es 
                         ( ) 0 1 1E | ,  . . . ,    1,  . . . , i i k iky x x i n= β + β + + β =Xβ ,                (2.3.1) 
donde 1, . . . , i ikx x  son los valores de los predictores para la i-ésima respuesta, 
( )0 1, , . . . , 'k= β β ββ  es el vector de coeficientes de regresión, ( ), , . . . , = 11 kX X X  es 
la matriz compuesta por el vector de unos para la Intercepta y los vectores 
correspondientes a los predictores y n es el número de observaciones. Además, si 
( )1, . . . , 'ny y=y  denota el vector de observaciones de la variable respuesta, la 
esperanza de (2.3.1) puede ser expresada en notación matricial  
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                                                      ( )E | , =y X Xβ β .                                   (2.3.2) 
Los valores de la variable respuesta se asumen condicionalmente independientes dados 
los valores de los parámetros del modelo y los de las variables predictoras. En la 
regresión de mínimos cuadrados ordinarios, se asume varianza homogénenea y 
covarianza cero para los términos de error, es decir, ( ) 2Var iε = σ  y ( )Cov , 0i jε ε = , 
con i j≠ . Por lo tanto, se deriva que ( ) 2Var | , = σiy Xθ  y ( )Cov , | , 0=i jy y Xθ , 
donde ( )20 1, , . . . , , 'kβ β β σθ =  denota el vector de parámetros desconocidos, los cuales 
en la concepción bayesiana, a diferencia del enfoque frecuentista en donde son 
considerados valores fijos, son tratados como variables aleatorias debido a la 
incertidumbre respecto de sus verdaderos valores. Los términos de error 
( )E | ,ε = −i i iy y Xβ  se asumen independientes y con distribución Normal, con media 
cero y varianza 2σ . Si ( ), . . . , 'i nε εε =  denota el vector de errores aleatorios, el 
modelo presentado puede ser descripto matricialmente (Albert, 2009) 
                                       ( )2 2;  | , , ,= + σ σ∼β ε β βny X   y X N X I ,                    (2.3.3) 
donde nN  denota función de densidad de probabilidad Normal n-variada, con vector 
media βX  y matriz de covarianza 2σ I . 
 
2.3.2 La distribución a priori para los parámetros 
Para completar la formulación bayesiana del modelo, típicamente se asume una 
distribución a priori no informativa para los parámetros. Concretamente, si se utiliza la 
distribución a priori impropia no informativa estándar (Gelman et al., 2004)  
                                               ( )2 21,g σ ∝ σβ ,                                      (2.3.4) 
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dada la relación de proporcionalidad esencial de la inferencia bayesiana entre la 
distribución a posteriori y el producto de la distribución a priori por la función de 
verosimilitud, la forma funcional de la distribución a posteriori para los parámetros 
queda supeditada a la función de verosimilitud (Bolstad, 2010). Bajo este escenario       
a priori, la inferencia de la regresión normal bayesiana es numéricamente equivalente a 
la inferencia de la regresión normal clásica. Asimismo, si se utilizan distribuciones            
a priori propias pero lo suficientemente difusas, es decir, con una gran dispersión y por 
ende débilmente informativas, los resultados a posteriori se aproximan a los 
conseguidos con la distribución no informativa estándar (Albert, 2009). En relación con 
la técnica BMA y con la evaluación comparativa de la performance predictiva entre 
modelos, la equivalencia entre la inferencia bayesiana y la clásica dada bajo 
distribuciones a priori difusas permite la opción de ajustar los modelos individuales 
involucrados usando directamente la metodología frecuentista convencional, con una 
justificación bayesiana (Moral-Benito, 2011). 
 
2.3.3 Distribuciones a posteriori para los parámetros 
El análisis a posteriori para el modelo de regresión lineal normal es similar al 
análisis a posteriori de la media y la varianza para un modelo lineal bajo normalidad. La 
función de densidad conjunta a posteriori para los parámetros β  y 2σ  puede ser 
representada como (Gelman et al., 2004) 
                        ( ) ( ) ( )2 2 2, | , | , , | ,σ = σ σg g gy X y X y Xβ β .                  (2.3.5)                   
Asumiendo la distribución a priori impropia previamente citada, la distribución             
a posteriori del vector de coeficientes de regresión β  condicional a la varianza del error 
2σ , ( )2| , ,σg y Xβ , es Normal p-variada, donde 1p k= + , con vector media βˆ  y 
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matriz de covarianza 2σ βV , siendo βˆ  el estimador de mínimos cuadrados ordinarios del 
vector de parámetros β ; a saber (Gelman et al., 2004): 
                                            ( ) ( )1 1ˆ   ;  − −= =' ' 'X X X y V X Xββ .                               (2.3.6) 
Y la distribución marginal a posteriori de β  es t de Student p-variada de tres 
parámetros (Gelman et al., 2004):  
            ( )( ) ( ) ( )12 2 ˆ ˆˆ| , ,   ;  − − −ν = ν
'
', ∼ s s
y X y X
y X t X X
β ββ β ,   (2.3.7)          
donde βˆ  es el vector de locación, ( ) 12 −'s X X  es la matriz de escala cuadrática y 
ν = −n p  son los grados de libertad asociados al modelo. Nótese que ( ) ( )ˆ ˆ− −'y X y Xβ β  
es la sumatoria de los residuales al cuadrado del modelo, siendo s2 el conocido 
estimador muestral de la varianza del error obtenido bajo el enfoque frecuentista. La 
varianza de la distribución t de Student se obtiene multiplicando el parámetro de escala 
cuadrático por el factor ( )/ 2ν ν − . Por su parte, la distribución marginal a posteriori de 
2σ  es Gamma Inversa (Albert, 2009): 
                          ( )2 2| ,  / 2,  / 2Gamma Inversa v sσ ν∼y X .           (2.3.8) 
 
2.3.4 Predicción a posteriori de observaciones futuras 
En ocasiones es de interés predecir una observación futura de la variable 
respuesta, y , para un valor específico del vector fila de regresores, 0 'x . A partir del 
modelo de regresión lineal normal presentado, se deriva que la distribución de y  
condicional a valores fijos de 0x , β  y 2σ  es Normal univariada, con media 0 'x β  y 
varianza 2σ  (Albert, 2009). Por otra parte, cuando β  es desconocido, la distribución 
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predictiva a posteriori de una observación futura condicional a la varianza del error 2σ  
es Normal univariada y queda definida como (Gelman et al., 2004) 
                    ( )( )12 20 0 0 0ˆ| , , , , 1 −⎡ ⎤σ σ +⎢ ⎥⎣ ⎦' ' ' ∼y Nx y X x x X X xβ .              (2.3.9) 
En el caso en el que tanto β  como 2σ  son desconocidos, la función de densidad 
predictiva a posteriori de y , ( )0| , ,p y x y X ,  puede ser representada por una mezcla de 
las funciones ( )2 0| , , , ,σp y x y Xβ , siendo ellas promediadas a lo largo de las 
distribuciones a posteriori de β  y 2σ  (Albert, 2009); matemáticamente:  
                     ( ) ( ) ( )2 2 20 0| , , | , , , ,  , | ,= σ σ σ∫ p y p y g d dx y X x y X y Xβ β β .        (2.3.10) 
Específicamente, la distribución predictiva marginal a posteriori de una observación 
futura es t de Student univariada de tres parámetros (Gelman et al., 2004): 
                                 ( )( )120 0 0 0ˆ| , , , 1 ,−⎡ ⎤+ ν⎢ ⎥⎣ ⎦' ' ' ∼y t sx y X x x X X xβ ,                  (2.3.11) 
donde 0 ˆ
'βx  es el parámetro de locación, ( ) 12 0 01 −⎡ ⎤+⎢ ⎥⎣ ⎦' 's x X X x  es el parámetro de 
escala cuadrático y ν = −n p  son los grados de libertad.  
 
2.4 El método Occam’s window 
El cómputo del promedio ponderado de distribuciones a posteriori expresado en 
la ecuación (2.2.5) se torna en algunos casos poco práctico como consecuencia de la 
gran cantidad de modelos incluidos. Para solucionar el problema, Madigan y Raftery 
(1994) propusieron un procedimiento de selección de modelos denominado Occam’s 
window, el cual se basa en una previa evaluación de las probabilidades a posteriori de 
los modelos a promediar para descartar aquellos con poco soporte en los datos. 
Seguidamente se detallan las soluciones computacionales ofrecidas para el BMA bajo 
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este método. Entre ellas se destacan una útil aproximación basada en el BIC (Criterio de 
información bayesiano) para el cálculo de la probabilidad a posteriori para cada modelo 
y el algoritmo Occam’s window de selección de modelos.  
 
2.4.1 Probabilidades a priori para los modelos 
En los casos en los que no se pretende incorporar información previa acerca de 
la factibilidad de los J modelos considerados, se establece una elección “neutral”, 
asignándoles a todos igual probabilidad a priori (Raftery et al., 1996; Hoeting et al., 
1999); es decir: 
                                                           ( ) 1Pr jM J= .                                          (2.4.1) 
La decisión de elegir una distribución de probabilidad a priori uniforme para los 
modelos en competencia es intuitivamente entendible cuando la cantidad de modelos es 
pequeña o moderada. En cambio, cuando la cantidad de modelos es grande, podría estar 
subestimándose la factibilidad de algunos modelos y sobrestimándose la de otros. Sin 
embargo, la inferencia siguiendo el método Occam’s window resultó ser robusta ante 
cambios moderadamente grandes en las probabilidades a priori de los modelos (Raftery 
et al., 1996).  
 
2.4.2 La aproximación BIC y la probabilidad de modelo a posteriori 
El cálculo de la probabilidad a posteriori para un modelo particular surge de la 
aplicación de la Regla de Bayes, tal cual se muestra en la ecuación (2.2.7). Para ello se 
requiere la solución de la integral que cuantifica la verosimilitud marginal asociada al 
modelo (ecuación 2.2.8). Esta integral, la cual puede ser representada como (Raftery, 
1995) 
                    ( ) ( )Pr | ×j jD M a priori  verosimilitud d= ∫ θ ,                       (2.4.2) 
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provee una medida de cuán bien sustentan los datos al modelo. Su expresión suele 
incluir un gran número de variables, requiriendo en consecuencia un considerable 
esfuerzo computacional para su resolución. Por otra parte, la integral no siempre se 
presenta en forma cerrada como para permitir su cómputo en forma analítica. No 
obstante, puede probarse que el BIC posibilita una buena aproximación (Raftery, 1995); 
la ecuación derivada para su cálculo es 
                                                       2BIC lnj j jL df n= − ,                                     (2.4.3) 
donde 2jL  es la Devianza (“Deviance”) del modelo jM  y jdf  son los grados de libertad 
correspondientes. Para un modelo de regresión lineal bajo distribución normal, BIC’ 
resulta ser la forma más conveniente, siendo su fórmula de cálculo (Raftery, 1995)  
                    ( )2BIC' ln 1 lnj j jn R k n= − + ,                             (2.4.4) 
donde 2jR  y jk  son, respectivamente, el Coeficiente de determinación y el número de 
predictores del modelo jM .  
En la subsección siguiente se exponen los detalles de la derivación de la 
aproximación BIC, la cual se basa en la aproximación de Laplace para integrales. A 
partir de ella, se desprende que la verosimilitud marginal de los datos dado un modelo 
particular es aproximadamente proporcional ya sea a ( )exp ½BIC j−  como a 
( )exp ½BIC' j− . Además, en un escenario con distribución a priori uniforme para el 
conjunto de modelos considerados, se comprueba mediante la observación de la 
ecuación (2.2.7) que la probabilidad de modelo a posteriori depende únicamente de la 
verosimilitud marginal de los datos. En ese caso, el cómputo aproximado de la 
probabilidad de modelo a posteriori se reduce en los modelos de regresión lineal normal 
a (Raftery, 1995) 
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              ( ) ( )( )
1
exp ½BIC'
Pr |
exp ½BIC'
j
j J
h
h
M D
=
−≈
−∑
 .                       (2.4.5) 
 
2.4.3 Derivación de la aproximación BIC  
El Factor de Bayes es una medida comparativa entre dos modelos competentes. 
A su vez, esta cantidad está íntimamente ligada a la verosimilitud marginal o 
verosimilitud integrada presentada en la ecuación (2.2.8). La solución de esta integral 
requiere de arduos esfuerzos computacionales y no siempre es posible obtener su 
solución en forma analítica. Afortunadamente, el BIC permite obtener una buena 
aproximación a ella. Seguidamente, se mostrará la derivación de una expresión 
aproximada de la verosimilitud integrada, y cómo esta expresión conduce a una 
aproximación del Factor de Bayes y el BIC. Los detalles de la aproximación BIC a 
continuación presentados pueden encontrarse en Raftery (1995).  
Se considerará el caso en donde los datos D constituyen un vector de n 
observaciones independientes e idénticamente distribuidas, y1, y2, . . . , yn, cada uno de 
los cuales puede ser un vector. No obstante, los resultados en esencia son válidos para 
cualquier modelo estadístico regular. A grandes rasgos, un modelo estadístico regular es 
aquel en el que el estimador de máxima verosimilitud es consistente y se distribuye 
asintóticamente normal (Raftery et al., 1996). Por simplicidad, la verosimilitud 
integrada de un modelo particular enunciada en (2.2.8) será expresada como 
                                                  ( ) ( ) ( )Pr |= ∫D p D p dθ θ θ .                               (2.4.6)  
El procedimiento de aproximación parte de una expansión de la serie de Taylor de 
( ) ( ) ( )ln |g p D p= ⎡ ⎤⎣ ⎦θ θ θ  alrededor de θ , siendo θ  el valor de θ  que maximiza 
( )g θ , esto es, la moda a posteriori. La expansión es  
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             ( ) ( ) ( ) ( ) ( ) ( )( ) ( )2½= + − + − − + −      T Tg g g' g" Oθ θ θ θ θ θ θ θ θ θ θ θ ,       (2.4.7)  
donde el superíndice T es el operador transpuesta, ( ) ( ) ( )
1
,
T
d
g g
g'    .   .   .   , 
∂ ∂⎛ ⎞= ⎜ ⎟∂θ ∂θ⎝ ⎠
θ θθ  
es el vector de primeras derivadas parciales de ( )g θ  y ( )g" θ  es la matriz Hessiana de 
segundas derivadas parciales de ( )g θ , cuyo elemento ( )i, j  es ( )2
i j
g∂
∂θ ∂θ
θ
. Debido a que 
( )g θ  alcanza el máximo en θ , su primera derivada especializada en θ  es igual a cero, 
es decir, ( ) 0=g' θ . Además, si se desprecia el cuarto término del lado derecho de la 
ecuación (2.4.7):  
                                        ( ) ( ) ( ) ( )( )½≈ + − −   Tg g g"θ θ θ θ θ θ θ .                         (2.4.8) 
La aproximación precedente no es buena a menos que θ  esté cerca de θ . Sin embargo, 
cuando n es grande, la función de verosimilitud ( )|p D θ  se concentra alrededor de θ , 
donde alcanza su máximo, y declina rápidamente a medida que se aleja de θ . Por lo 
tanto, únicamente valores de θ  cercanos a θ  contribuirán sustancialmente con el 
resultado de la integral indicada en (2.4.6) (para una formalización de este argumento 
ver Tierney y Kadane, 1986). De (2.4.8) se sigue que 
                     ( ) ( )Pr expD g  d= ⎡ ⎤⎣ ⎦∫ θ θ                           
                                ( ) ( ) ( ) ( )exp exp ½  Tg g"  d⎡ ⎤⎡ ⎤≈ − −⎣ ⎦ ⎢ ⎥⎣ ⎦∫   θ θ θ θ θ θ θ .                   (2.4.9) 
Dado que el integrando de esta ecuación es proporcional a la función de densidad 
normal multivariada, se llega a 
                                            ( ) ( ) ( ) 122Pr exp 2π −⎡ ⎤≈ ⎣ ⎦ dD g Aθ ,                   (2.4.10) 
donde d es el número de parámetros del modelo y ( )= − A g" θ . El uso de la ecuación 
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(2.4.10) obedece al método de Laplace para integrales. El error que conlleva es ( )1−O n  
(Tierney y Kadane, 1986), por lo tanto 
                   ( ) ( ) ( ) ( ) ( )1ln Pr ln | ln ln 2π ½ ln2dD p D p A O n−= + + − +  θ θ ,       (2.4.11) 
siendo ( )1−O n  la representación de cualquier cantidad tal que ( )1nO n−  tiende a una 
constante a medida que n tiende a infinito. 
Cuando se trata de muestras grandes, el vector θ  se aproxima a θˆ , siendo θˆ  el 
estimador de máxima verosimilitud, y ( )ˆA n≈ θI , donde ( )θˆI  es la matriz de 
información de Fisher esperada para una observación. Esta matriz es de dimensión 
( )×d d  y su elemento ( )i, j  es igual a ( )2 1ln | ˆE |
i j
p y⎡ ⎤∂− =⎢ ⎥∂θ ∂θ⎢ ⎥⎣ ⎦
θ θ θ , tomando la 
esperanza sobre los valores de y1, con θ  fijo, con lo cual ( )ˆdA n≈ θI . Estas dos 
aproximaciones introducen un error de orden ( )12O n−  en la ecuación (2.4.11), de 
manera que (Jeffreys, 1961) 
   ( ) ( ) ( ) ( ) ( ) ( )12ˆ ˆ ˆln Pr ln | ln ln 2π ln ½ ln2 2d dD p D p n O n−= + + − − +θ θ θ I . (2.4.12) 
Nótese que el primer término del lado derecho de la ecuación (2.4.12) es de orden ( )nO  
y el cuarto término es de orden ( )lnO n , mientras que los otros cuatro términos son de 
orden ( )1O  o menor. Quitando estos cuatro términos se llega a (Schwarz, 1978)  
                                         ( ) ( ) ( )ˆln Pr ln | ln 12dD p D n O= − + θ .                     (2.4.13) 
La última ecuación indica que el logaritmo natural de la verosimilitud integrada, 
( )ln Pr D , es igual al logaritmo natural de la verosimilitud maximizada, ( )ˆln |p D θ , 
menos un término de corrección más el término de error O (1). Esta ecuación es sobre la 
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cual el BIC está basado. Si bien se observa que, en general, el término de error no 
desaparece ni con una cantidad infinita de datos, los otros términos del lado derecho de 
la ecuación tienden a infinito a medida que n tiende a infinito por lo cual dominarán el 
resultado. Por ende, en proporción a ( )ln Pr D , el error en (2.4.13) tenderá a cero, de 
manera que no afectará la conclusión alcanzada en un escenario con suficientes datos. 
No obstante, el error ( )1O  sugiere una aproximación un tanto rudimentaria.  
Experiencia empírica ha encontrado que la ecuación (2.4.13) derivada para 
( )ln Pr D  es más exacta que lo que sugiere su término de error (Raftery, 1993). Una 
razonable elección de la distribución a priori disminuye en gran medida el término de 
error. Si se supone que la distribución a priori para los parámetros, ( )p θ , es Normal 
multivariada, con vector media θˆ  y matriz de covarianza ( ) 1ˆ −⎡ ⎤⎣ ⎦θI , la distribución           
a priori contiene aproximadamente la misma cantidad de información que la que 
tendría, en promedio, una sola observación. Esto refleja una razonable representación de 
la situación común en la que hay poca información a priori. En ese caso, 
                                              ( ) ( ) ( )ˆ ˆln ln 2π ½ ln2dp = − +θ θ I , (2.4.14)                   
y reemplazando ( )ˆln p θ  por su equivalente en (2.4.12) se obtiene (Kass and 
Wasserman, 1992) 
                                          ( ) ( ) ( )12ˆln Pr ln | ln2dD p D n O n−= − + θ .              (2.4.15) 
Para la situación a priori indicada, el error de aproximación en (2.4.13) no es ( )1O  sino 
( )12O n− , siendo este último bastante menor para muestras de moderadas a grandes, y 
tendiendo a cero a medida que n tiende a infinito. 
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El resultado dado en la ecuación (2.4.15) puede ser usado para aproximar el Factor de 
Bayes, ( ) ( )21 2 1Pr | / Pr |B D M D M= . Por conveniencia, esto es expresado como el 
doble de su logaritmo natural: 
         ( ) ( ) ( ) ( )1221 2 2 1 1ˆ ˆ2 ln 2 ln | , ln | , ln2 1B p D M p D M d d n O n−⎡ ⎤= − − − +⎣ ⎦   θ θ . (2.4.16) 
En el caso en el que M1 está anidado en M2, la ecuación precedente se puede reescribir 
como 
                                                         221 21 212 ln lnB χ df n≈ − ,                              (2.4.17) 
donde 221χ  es el estadístico del test de cociente de verosimilitud estándar (LRT) para 
testear M1 contra M2 y 21 2 1df d d= −  son los grados de libertad asociados al test. 
Cuando existen varios modelos a considerar, es útil evaluar a cada uno de ellos 
con respecto a un modelo de referencia, ya sea el modelo nulo ( )0M , el cual sólo 
contiene la Intercepta, o el modelo saturado ( )SM , aquel que ajusta exactamente los 
datos. Si el modelo de referencia es SM , el estadístico LRT se denomina Devianza. En 
ese caso, el valor de BIC para un modelo de interés jM , denotado por BIC j , surge de 
la aproximación para 2 ln S jB  dada en (2.4.17), donde S jB  es el Factor de Bayes para el 
modelo SM  contra el modelo jM ; esto es, tal cual fue adelantado en (2.4.3): 
2BIC lnj j jL df n= − . Nótese que el BIC para el modelo saturado, BICS , es igual a cero, 
y se prefiere el modelo saturado por sobre el modelo jM  si BIC 0j > , considerándose 
que el modelo jM  no ajusta bien los datos. Cuando BIC 0j < , el modelo jM  es 
preferido por sobre el modelo saturado, y cuanto más negativo es el valor de BIC j  
mejor es el ajuste de los datos logrado por el modelo jM . 
  
23
Cuando se comparan dos modelos, iM  y jM , se observa a partir del Factor de 
Bayes 
             ( ) ( ) ( )( )
( )
( )
Pr | Pr |
Pr | / Pr | / / ,
Pr |Pr |
S S
i j i j S j S i
ij
D M D M
B D M D M B B
D MD M
⎡ ⎤ ⎡ ⎤= = =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦
    
por lo tanto  
                                                  2 ln 2ln 2lni j S j S iB B B= −   
                                                              BIC BICj i≈ − .               (2.4.18) 
En consecuencia, dos modelos pueden ser comparados mediante la diferencia de sus 
valores BIC, prefiriendo al modelo con el valor de BIC más pequeño. Téngase en cuenta 
que para que la ecuación (2.4.18) sea aplicable no es necesario que los modelos iM  y 
jM  estén anidados.  
Por otra parte, si el modelo de referencia es el modelo nulo, 0M , BIC j  es 
reemplazado por BIC' j , lo cual representa la aproximación dada en (2.4.17) para 
02 ln jB , donde 0 jB  es el Factor de Bayes para 0M  contra el modelo de interés jM ; 
esto es 
                                                     20BIC' χ lnj j jdf n= − + ,                          (2.4.19) 
donde 20χ j  es el estadístico LRT para testear 0M  contra jM  y jdf  son los grados de 
libertad asociados al test. En modelos de regresión, jdf  es usualmente el número de 
variables independientes correspondientes al modelo jM . Puede notarse que el valor de 
BIC'  para el modelo nulo, denotado 0BIC' , es igual a cero. Por lo tanto, si BIC' 0j > , el 
modelo nulo es preferido por sobre el modelo jM , indicando que el modelo jM  está 
sobreparametrizado. Por el contrario, si BIC' 0j < , se prefiere el modelo jM  por sobre 
el modelo nulo, y cuanto más pequeño es BIC' j  más sustentado es el modelo jM  por 
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los datos. Para la comparación de dos modelos, la ecuación (2.4.18) sigue siendo válida 
si BIC es remplazado por BIC’, ya que se cumple que  
                                                  BIC BIC BIC' BIC'j i j i− = − .                           (2.4.20) 
BIC y BIC’ difieren en una constante que es la misma para todos los modelos, es decir:  
                                                          BIC BIC'j j c− = ,                                           (2.4.21) 
siendo 0BIC BIC'Sc = = − . 
En la práctica, la utilización de BIC o BIC’ depende, respectivamente, de si se 
cuenta con el valor de Devianza o el de LRT. Vale señalar que la información que 
provee BIC es diferente a la que brinda BIC’. BIC entrega una medida de ajuste global 
del modelo, aunque sólo para los modelos en donde los estadísticos de bondad de ajuste 
pueden ser usados para este propósito, tales como los modelos para datos categóricos. 
Por su parte, BIC’ provee una medida para juzgar si el poder explicativo del modelo es 
suficiente como para justificar la cantidad de parámetros que este involucra. Para el caso 
específico de un modelo de regresión lineal bajo distribución normal, BIC’ resulta ser la 
forma más conveniente, tomando la simple forma ( )2BIC' ln 1 lnj j jn R k n= − + , la cual 
fue previamente presentada en (2.4.4).  
Es importante indicar que hay una importante ambigüedad en las ecuaciones 
para BIC y BIC’ en la definición de n, el tamaño muestral. En algunas situaciones esto 
queda claro pero no en otras. Como una regla general, la definición de n debería ser 
aquella que hace que la aproximación ( )ˆdA n≈ θI  usada para derivar (2.4.12) sea lo 
más exacta posible.  
Dado que el modelo para el análisis de varianza estándar usado en los 
experimentos diseñados puede ser reparametrizado en términos de un modelo de 
regresión lineal usando variables dummy, la ecuación (2.4.4) puede ser aplicada en ese 
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contexto. El tamaño muestral n será usualmente el número de casos. Sin embargo, esto 
no será así en una situación en donde las respuestas con los mismos valores de las 
variables independientes han sido agrupadas en un solo caso usando el promedio como 
variable dependiente, y una regresión ponderada ha sido llevada a cabo, con las 
ponderaciones proporcionales al número de individuos en los grupos. Esto ocurre 
frecuentemente en los análisis de experimentos diseñados, cuando los individuos se 
agrupan en celdas. En estas situaciones, el valor de n debería ser el número de 
individuos más que el número de casos o celdas. 
 
2.4.4 Distribución a posteriori bajo cada modelo 
Dado el contexto a priori no informativo para los parámetros de un modelo 
particular presentado en la sección anterior, se asume entonces  
          ( ) ( )OLSˆΔ | , | , ,j j jp M D p M D= Δ θ                        (2.4.22) 
como solución de la integral de la ecuación (2.2.6), la cual proporciona la distribución   
a posteriori de una cantidad de interés bajo el modelo jM . En esta ecuación, 
OLSˆ
jθ  es el 
estimador de mínimos cuadrados ordinarios del vector de parámetros desconocidos θ j.  
 
2.4.5 El procedimiento de selección de modelos y el BMA 
Como fue mencionado, el cálculo del promedio ponderado de distribuciones      
a posteriori de la ecuación (2.2.5) exige un excesivo esfuerzo computacional cuando el 
número de modelos involucrados es muy grande, incluyendo la solución de integrales 
de gran dimensión y una sumatoria donde el número de términos puede ser enorme. 
Para resolver esta dificultad, Madigan y Raftery (1994) formularon un procedimiento de 
selección de modelos conocido como Occam’s window para identificar en forma 
determinística a aquellos cuya probabilidad a posteriori alcanza un determinado umbral 
mínimo. Este procedimiento, el cual fue implementado también en modelos de 
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regresión lineal (Raftery et al., 1997), se sustenta en dos principios. El primero de ellos 
estipula que los modelos que ajustan los datos mucho peor que aquel que proporciona 
las predicciones más exactas deberían ser descartados. Formalmente, los modelos que 
no pertenecen a  
                                         ( )( )
max Pr
:
Pr
h h
j
j
M | D
' M  C
M | D
⎧ ⎫⎪ ⎪= ≤⎨ ⎬⎪ ⎪⎩ ⎭
A                   (2.4.23) 
deberían ser eliminados del cómputo expresado en (2.2.5). En la ecuación precedente, 
( )max Prh hM | D  refiere al modelo con la más alta probabilidad a posteriori y C es un 
valor elegido por el analista. Los autores proponen C = 20, en alusión al típico valor de 
0.05 empleado en los tests de hipótesis bajo teoría frecuentista. Nótese que el número de 
modelos eliminados aumenta cuanto menor (más estricto) es el valor de C. El segundo 
principio apela al principio de razonamiento llamado Occam’s razor, e indica que 
aquellos modelos que poseen menos soporte en los datos que cualquiera de sus 
submodelos también deberían ser excluidos. Expresamente, quedarían además excluidos 
los modelos que pertenecen a 
                                ( )( )
Pr
: 1
Pr
h
j h h j
j
M | D
M  M ', M M ,  
M | D
⎧ ⎫⎪ ⎪= ∃ ∈ ⊂ >⎨ ⎬⎪ ⎪⎩ ⎭
B A .                 (2.4.24) 
En función de lo expuesto, la ecuación (2.2.5) es reemplazada por (Raftery et al., 1997) 
                          ( ) ( ) ( ) ( )( ) ( )
| , Pr | Pr
Δ |
Pr | Pr
j
j
j j jM
j jM
p M D D M M
p D
D M M
∈
∈
Δ
= ∑ ∑
A
A
, (2.4.25) 
donde  
                    \'=A A B .                                        (2.4.26) 
La ecuación (2.4.25) indica que el cálculo planteado en (2.2.5) es realizado teniendo en 
cuenta la disminución de modelos producto de la selección.  
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El presente procedimiento genera una disminución sensible de modelos a 
promediar, tendiendo a seleccionar a los más parsimoniosos (Hoeting et al., 1999). 
Madigan y Raftery (1994) propusieron además una estrategia de búsqueda para 
identificar a los potenciales modelos en A , la cual es implementada mediante un 
algoritmo de selección. La estrategia de búsqueda se basa en dos principios adicionales. 
El primero de ellos (en la versión para modelos de regresión lineal) refiere a la 
evaluación del cociente de probabilidades a posteriori ( ) ( )1 0Pr | / Pr |M D M D  (“odds” 
a posteriori) entre modelos anidados. En esta expresión, 0M  representa un modelo con 
un predictor menos que el modelo 1M . La Figura 2.1 ilustra la idea esencial: si hay 
evidencia para 0M  (“odds” a posteriori < OL), 1M  es entonces rechazado, pero para 
rechazar 0M  es necesario una fuerte evidencia a favor del modelo más grande, 1M  
(“odds” a posteriori > OR). En caso de que la evidencia sea inconcluyente (caída en 
Occam’s window: OL < “odds” a posteriori < OR), ninguno de los dos modelos es 
rechazado. El segundo principio adicional indica que cuando el algoritmo compara dos 
modelos anidados y rechaza decisivamente al modelo más simple, todos los modelos 
anidados en él son también rechazados. Al terminar el proceso iterativo del algoritmo, 
queda un subconjunto de potenciales modelos seleccionados. Finalmente, son 
eliminados los modelos que no satisfacen (2.4.23) y (2.4.24), quedando en A  el 
subconjunto de modelos aceptados. Queda así definida completamente la estrategia de 
selección.  
Esta versión del procedimiento se corresponde con OL = 1 y OR = 20 en la 
implementación para modelos de regresión lineal. No obstante, un estudio realizado por 
Raftery et al. (1996) mostró que valores de OL = 1/20 y OR = 20 pueden mejorar la 
performance predictiva. Esto implica que OL = OR−1 y por ende el segundo principio 
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OL 
 
OR 
expresado en la ecuación (2.4.24) no es aplicado, resultando en una versión menos 
estricta del procedimiento (Hoeting et al., 1999). Precisamente, la primera versión se 
conoce como estricta, mientras que la segunda es llamada simétrica (Raftery, 1995). 
 
 
                                                                                                                    ( )( )10
Pr |
Pr |
M D
M D
                      
 
Figura 2.1. Occam’s window: Interpretación de los “odds” a posteriori para modelos anidados. 
 
2.5 Composición de modelo mediante el método de Monte Carlo con cadenas de 
Markov (MC³) 
 
El método a continuación presentado tiene ciertas diferencias respecto del 
expuesto en la sección anterior. Esencialmente, las diferencias radican en la utilización 
de una distribución a priori específica para los parámetros de regresión de los modelos 
a promediar, en que la verosimilitud marginal de los datos para cada uno de ellos se 
computa analíticamente y en que el BMA se realiza virtualmente en forma exhaustiva, 
involucrando a los 2k modelos en competencia mediante la implementación del 
algoritmo MC³ de Madigan y York (1995). Seguidamente se presentan los fundamentos 
teóricos del modelo bayesiano subyacente a la metodología propuesta, y a continuación 
las soluciones para la obtención de los elementos necesarios para el cómputo del 
promedio bayesiano de distribuciones. 
 
2.5.1 Utilización de la distribución a priori “g” de Zellner 
En la sección 2.3 se describió el uso de la distribución a priori no informativa 
estándar para β  y 2σ . Zellner (1986) propuso una manera sencilla de incluir 
información subjetiva en un problema de regresión. La estructura a priori por él 
Evidencia Inconcluyente
Evidencia para M0 Fuerte Evidencia para M1 
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introducida, conocida como “g-prior”, tiene la propiedad de ser una distribución propia, 
propiedad que está ligada a la interesante posibilidad de evaluar comparativamente un 
conjunto de posibles modelos de regresión a través del cómputo analítico de la 
verosimilitud marginal de los datos en cada uno de ellos. 
Dada una estructura a priori “g”, se asume que la distribución a priori del vector 
β  de regresores condicional a 2σ  es Normal p-variada, con vector media 0β  y matriz 
de covarianza ( ) 12 −σ 'g X X . Por su parte, para 2σ  se asigna la usual distribución          
a priori no informativa proporcional a 21/ σ . Por lo tanto, sólo se necesita especificar 
una presunción para el vector 0β  y un valor escalar constante para g. Esta última 
cantidad refleja la incidencia que tiene la información a priori en el análisis; un valor 
pequeño de g obedece a una fuerte creencia en la distribución a priori, mientras que un 
valor grande genera un efecto similar a la distribución no informativa estándar 
previamente presentada (Albert, 2009). 
La distribución a priori “g” cuenta con la conveniente ventaja de que la 
distribución a posteriori derivada se presenta en forma funcional cerrada y 
relativamente simple. A partir de la función de densidad conjunta a posteriori para los 
parámetros β  y 2σ , la distribución a posteriori del vector de parámetros β  condicional 
a 2σ  es Normal p-variada, con vector esperanza y matriz de covarianza (Albert, 2009)           
             ( ) ( ) ( )0 12 2 2ˆE | , ,   ;  Var | , ,1 1 −⎛ ⎞σ = + σ = σ⎜ ⎟+ +⎝ ⎠ '
g g
g g g
y X y X X Xββ β β .   (2.5.1)  
En este contexto, la distribución predictiva a posteriori de una observación futura y  
para un valor específico del vector fila de covariables 0 'x , condicional a la varianza del 
error 2σ , es Normal univariada (Geinitz, 2009):    
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             ( )0 12 20 0 0 0ˆ| , , ,  , 11 1 −⎛ ⎞⎛ ⎞ ⎡ ⎤σ + σ +⎜ ⎟⎜ ⎟ ⎢ ⎥+ +⎣ ⎦⎝ ⎠⎝ ⎠' ' ' ∼
g gy N
g g g
x y X x x X X xβ β .      (2.5.2)  
Y la distribución marginal a posteriori de 2σ  es Gamma Inversa (a, b), donde (Albert, 
2009) 
                              ( ) ( ) ( )
2
0 01 ˆ ˆ/ 2  ;  
2 2 1
ν= = + − −+
' 'sa n b
g
X Xβ β β β .       (2.5.3) 
 
2.5.2 Enfoque simplificado de la regresión  
 El modelo bayesiano que se presenta a continuación se basa en la metodología 
propuesta por Fernández et al. (2001a). Sin pérdida de generalidad, el problema de la 
regresión lineal es de alguna forma simplificado mediante la ortogonalización de los 
vectores correspondientes a los predictores con respecto a la Intercepta. Se parte de un 
número n de observaciones independientes de un modelo de regresión lineal con 
Intercepta, la cual es denotada por α , y k posibles coeficientes de regresión agrupados 
en un vector k-dimensional β . Se asume que la matriz de diseño Z de dimensión n k×  
está centrada, de manera que ='1 0n Z , siendo 1n  un vector n-dimensional de 1’s, en 
cuyo caso α  es un parámetro común que es independiente del resto de los regresores. 
Esta reparametrización sólo afecta la distribución a posteriori de la Intercepta 
(Feldkircher y Zeugner, 2009). Se asume además que el rango de la matriz ( )'1 :n Z  es 
igual a k + 1. La estructura planteada contempla una cantidad de 2k posibles modelos. 
En concordancia con la literatura en el área, la exclusión de un predictor significa que el 
elemento del vector β  correspondiente a ese predictor es igual a cero (por ejemplo, 
Mitchell y Beauchamp, 1988; George y McCulloch, 1993; Raftery et al., 1997). En 
consecuencia, un modelo jM , donde 1, . . . , 2= kj       , contiene 0 ≤ kj ≤ k predictores y 
es definido como (Feldkircher y Zeugner, 2009) 
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             j j= α + +1 β εny Z ,                             (2.5.4) 
donde ∈ℜny  es el vector de la variable respuesta, jZ  es la submatriz de Z  
correspondiente a los predictores del vector ∈ℜ jkjβ  del modelo jM  y +σ∈ℜ  es un 
parámetro de escala. Se asume también que ε  tiene una distribución Normal n-variada, 
con vector media cero y matriz de covarianza 2σ I . Los componentes iguales a cero del 
vector de parámetros β  bajo el modelo jM  son agrupados en un vector −∈ℜ∼ jk kjβ , y 
en consonancia con lo expresado  
                                          ( ) ( )| , , , |j j j j jp M p Mα σ = = 0∼ ∼β β β .                (2.5.5) 
 
2.5.3 Distribuciones a priori 
Bajo concepción bayesiana, es necesario completar la especificación del modelo 
jM  detallado en (2.5.4) con una distribución a priori para los parámetros, cuya función 
de probabilidad es denotada por 
                                               ( ), , |α σj jp Mβ .                                  (2.5.6)  
En un contexto de incertidumbre respecto de la estructura estadística del modelo, es 
reconocido que la elección de la distribución a priori para los parámetros puede tener un 
impacto sustancial en las probabilidades a posteriori (Kass y Raftery, 1995; George, 
1999). A este respecto, Raftery et al. (1997) propusieron lo que dieron en llamar una 
distribución a priori “débilmente informativa”, la cual es parcialmente dependiente de 
los datos; la dependencia radica en proponer una distribución a priori para la Intercepta 
centrada en el estimador de mínimos cuadrados ordinarios. Además, determinaron 
valores para los hiperparámetros de la distribución a priori para 2σ . En la presente 
metodología, en cambio, se utiliza una distribución a priori que de acuerdo a 
fundamentación teórica y extensos estudios de simulación tiene poca influencia sobre 
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los resultados de la inferencia acerca de los parámetros y las observaciones futuras, lo 
cual se recomienda cuando no se desea que la información a priori juegue un papel 
relevante en el análisis (Fernández et al. 2001a). Además, de conformidad con el 
Teorema de Bayes, la estructura a priori presentada cumple con la condición de ser 
independiente de los valores observados y, por ende, de la función de verosimilitud. Por 
un lado, se asignan distribuciones a priori impropias no informativas para los 
parámetros que son comunes a todos los modelos, llámese la Intercepta ( )α  y la 
Desviación estándar ( )σ ; específicamente: 
          ( ) ( ) 11  ;  −α ∝ σ ∝ σp p .                               (2.5.7) 
Por otro lado, para el vector de parámetros jβ  se propone una distribución a priori “g” 
centrada en cero. En consecuencia, la distribución conjunta a priori para los parámetros 
del modelo jM  indicada en (2.5.6) surge del producto entre 
                  ( ) 1,p −α σ ∝ σ                                   (2.5.8) 
y 
                                      ( ) ( )( )12| , , |jj j k j jp M g −α σ σ '0∼β N Z Z .          (2.5.9) 
Como puede notarse, la información subjetiva que es requerida se limita a la 
elección del hiperparámetro escalar g. Fernández et al. (2001a) investigaron varias 
opciones para la elección de g y concluyeron que ( )2max ,g n k= , concepto 
identificado como “g-BRIC” (“Benchmark prior”), proporciona los más altos 
rendimientos predictivos. La estructura a priori “g-BRIC” nace de la combinación de 
las estructuras “g-UIP” (Unit information prior), donde g n= , y “g-RIC” (“Risk 
inflation criterion prior”), donde g = k2. La primera de estas estructuras se fundamenta 
en la noción de que la cantidad de información contenida en la distribución a priori es 
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la misma que la contenida en una sola observación (Kass y Wasserman, 1995); la 
segunda es sugerida en base al Criterio de inflación de riesgo de Foster y George (1994). 
Vale remarcar que la distribución a priori para σ  es común para todos los 
modelos, lo cual es razonable pues, condicionado al conjunto completo de regresores, σ  
mantiene el mismo significado a lo largo de los modelos, es decir, es la desviación 
estándar residual de los datos (Fernández, et al. 2001b).  
 
2.5.4 Distribuciones a posteriori 
Dado el escenario planteado, la distribución marginal a posteriori del vector de 
coeficientes de regresión asociado a los predictores del modelo jM  es t de Student      
kj-variada de tres parámetros (Feldkircher y Zeugner, 2009):  
                                                        ( )| , , ,νΣ∼j jβ βy X t ,                             (2.5.10) 
con vector de locación 
                                                                ˆ
1 j
g
g
= +β β ,                                   (2.5.11)  
matriz de escala cuadrática   
                                           ( ) 12SST 11 1 1 −⎛ ⎞= −⎜ ⎟− + +⎝ ⎠ 'Σ j j j
g gR
n g g
Z Z                 (2.5.12) 
y grados de libertad  
                                                                  1ν = −n ,                              (2.5.13) 
donde ˆ jβ  es el estimador de mínimos cuadrados ordinarios del vector de parámetros jβ , 
2
jR  es el Coeficiente de determinación del modelo y ( ) ( )SST '= − −y y y y  es la suma 
de residuales al cuadrado del modelo nulo o suma total de residuales al cuadrado, siendo 
y= 1ny  y /y n= '1n y . 
Finalmente, dado el modelo jM , la distribución predictiva marginal a posteriori 
de una observación futura y  para un valor determinado del vector fila de predictores 
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0 'jz , el cual también ha sido centrado sustrayéndole el promedio de los predictores 
originales sobre las n observaciones, es t de Student univariada de tres parámetros. 
Sobre la base de la expresión obtenida por Fernández et al. (2001a) para esta 
distribución, se presenta en este trabajo la siguiente formulación alternativa equivalente:  
               ( )
( )( ) ( )
0 0
1
0 0
ˆ| , ,
1
SST SSE 1                         1 ,
1 1 1
−
⎛⎜ +⎝
⎞+ ⎡ ⎤ ⎟+ ν⎢ ⎥ ⎟− + +⎣ ⎦ ⎠
'
' '
, +
+
 ∼j j j j
j
j j j j
gy t y
g
g g
n g n g
βz y Z z
z Z Z z
,     (2.5.14) 
donde 0 ˆ1+
'+ j j
gy
g
βz , ( )( )( ) ( ) 10 0
SST SSE 11
1 1 1
−+ ⎡ ⎤+⎢ ⎥− + +⎣ ⎦
' '+j j j j j
g g
n g n g
z Z Z z  y 1ν = −n  son, 
respectivamente, el parámetro de locación, el parámetro de escala cuadrático y los 
grados de libertad, mientras que ( ) 1'SSE −⎡ ⎤= −⎢ ⎥⎣ ⎦' 'j j j j jy I X X X X y  es la suma de 
residuales al cuadrado del modelo jM . Se subraya otra vez que la varianza de la 
distribución t de Student se obtiene multiplicando el parámetro de escala cuadrático por 
el factor ( )/ 2ν ν − . 
Complementariamente, a partir de la observación de (2.5.12) y (2.5.14), y dado 
que 2 1 SSE / SST= −j jR , con álgebra elemental puede verificarse la equivalencia 
                                             
( )
( )( )2
SST SSESST 1
1 1 1 1
+⎛ ⎞− =⎜ ⎟− + − +⎝ ⎠
j
j
gg R
n g n g
.              (2.5.15) 
 
2.5.5 El cómputo de la verosimilitud marginal 
Como fue mostrado en la sección 2.2, el segundo factor del lado derecho de la 
ecuación (2.2.5) representa la probabilidad a posteriori de cada uno de los modelos a 
promediar, lo cual se obtiene aplicando la Regla de Bayes (ecuación 2.2.7). Para ello es 
necesario computar en cada caso la verosimilitud marginal o verosimilitud integrada de 
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los datos (ecuación 2.2.8), denotada alternativamente por ( )jl My  o ( )Pr | ,jM gy . En 
este contexto, la expresión analítica de la verosimilitud marginal es (Fernández et al., 
2001a) 
                 ( ) ( ) ( ) ( )| , , , , | , ,   = α σ α σ α σ α σ∫j j j j j jl M p M p p M d d dy y β β β ,     (2.5.16) 
donde ( )| , , ,α σj jp My β  corresponde al modelo definido en (2.5.4), y ( ),p α σ  y 
( )| , ,α σj jp Mβ  son las distribuciones a priori definidas en (2.5.8) y (2.5.9).  
La verosimilitud marginal de los datos es un componente clave para el cálculo 
de la probabilidad de modelo a posteriori. En general, la utilización de distribuciones    
a priori impropias para los parámetros específicos del modelo no es posible en el 
contexto de selección de modelos, debido a que estas distribuciones sólo quedan 
determinadas mediante una constante multiplicativa arbitraria. Esta constante 
multiplicativa no representa un inconveniente para el proceso de inferencia de un 
modelo dado pues se cancela al aplicar la Regla de Bayes, derivando en distribuciones  
a posteriori propias. Sin embargo, la constante permanece en la verosimilitud marginal, 
quedando por ende indeterminada la probabilidad de modelo a posteriori (Jeffreys, 
1961; Berger y Pericchi, 2001; Liang et al., 2008).  
La metodología propuesta por Fernández et al. (2001a) ofrece interesantes 
ventajas. La ortogonalización de los predictores con respecto a la Intercepta permite, al 
igual que lo que sucede con σ , considerar a la Intercepta como un parámetro común a 
lo largo de todos los modelos, siendo la distribución conjunta a priori para ambos 
parámetros (ecuación 2.5.8) invariante a transformaciones de locación y escala, como 
por ejemplo las inducidas por cambios en las unidades de medición (Jeffreys, 1961; 
Eaton, 1989; Berger et al., 1998; Fernández et al., 2001b). Además, se obtiene una 
expresión de forma cerrada para la verosimilitud marginal que permite su resolución en 
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forma analítica, favoreciendo así la eficiencia computacional. Su fórmula de cálculo es 
(Liang et al., 2008) 
                     ( ) ( )( )
( ) ( )( )
( ) ( )
1 /2
1
1  1 /22
1
12Pr | ,
1 1
jn k
n
j n n
j
n
g
M g
g Rn
− −
− −
− −
−⎛ ⎞Γ⎜ ⎟ +⎝ ⎠=
⎡ ⎤+ −π ⎣ ⎦
-y y y ,         (2.5.17) 
donde ( )Γ ⋅  es la función matemática Gamma, -y y  es la raíz cuadrada de la 
sumatoria de los residuales al cuadrado del modelo nulo y kj es el número de predictores 
del modelo jM . Como puede notarse, en (2.5.17) aparecen algunos componentes 
habituales del enfoque estadístico frecuentista. En definitiva, tanto la verosimilitud 
marginal de (2.2.8), como la probabilidad de modelo a posteriori de (2.2.7) como la 
distribución a posteriori de (2.2.6) pueden ser obtenidas analíticamente, siendo estos 
resultados muy deseables desde el punto de vista de la inferencia para los parámetros y 
para la predicción.  
 
2.5.6 El espacio de los modelos y el BMA 
Ante el paradigma bayesiano del promedio de modelos, una vez definido el 
conjunto de distribuciones a priori para los parámetros del modelo jM , es requerido 
modelar la incertidumbre que se tiene acerca de la elección del conjunto más adecuado 
de predictores. Por lo tanto, se necesita especificar una distribución a priori a lo largo 
del espacio M  correspondiente a los todos los posibles modelos tal que  
                                                { }: 1, 2kjM j    .   .   .   , = =M                         (2.5.18) 
y 
                          ( ) ( )2
1
Pr 0,      con    1, . . . , 2    y   Pr 1
k
k
j j
j
M j M
=
> = =∑ .      (2.5.19) 
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En ausencia de información a priori, la distribución uniforme es la elección estándar, 
donde ( )Pr 2 kjM −=  es la probabilidad a priori para cada una de las posibles 
combinaciones de predictores.  
En consecuencia, la solución bayesiana para el problema de incertidumbre de 
modelo es directa. Tal como lo expresa la ecuación (2.2.5), la distribución a posteriori 
de una cantidad de interés dados los datos es el promedio ponderado de las 
distribuciones a posteriori de esa cantidad bajo cada uno de los J  modelos 
considerados, siendo 2kJ = . Las ponderaciones están dadas por las probabilidades de 
modelo a posteriori. Dicha ecuación da cuenta, por ejemplo, de la distribución              
a posteriori de un coeficiente de regresión, o de la distribución predictiva a posteriori 
de una observación futura. La probabilidad marginal a posteriori o probabilidad de 
inclusión a posteriori de un determinado predictor en el modelo resultante es la suma de 
las probabilidades a posteriori de los modelos que lo incluyen. De nuevo, esta estrategia 
de modelación es conocida como Promedio Bayesiano de Modelos (BMA), pues deriva 
inmediatamente de la aplicación del Teorema de Bayes (Fernández et al., 2001a). 
Desde el punto de vista computacional, cuando el número de predictores es 
pequeño, es factible enumerar todas las posibles combinaciones para obtener los 
resultados a posteriori. En cambio, cuando el número de potenciales combinaciones de 
predictores es grande, la composición del modelo se realiza mediante una aproximación 
llevada a cabo a través del método de Monte Carlo con Cadenas de Markov (MCMC), 
lo cual es denominado MC³. El cómputo del BMA se basa en este caso 
fundamentalmente en el algoritmo Metropolis-Hastings, el cual recorre el espacio de los 
modelos de la siguiente manera: en el paso j , el algoritmo de muestreo se sitúa en un 
cierto modelo de referencia jM  con una determinada probabilidad de modelo                  
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a posteriori ( )Pr | ,jM y X . En el paso siguiente, 1j + , se propone un modelo candidato 
kM . El algoritmo cambia del primer modelo al segundo con probabilidad ,Prj k  de 
acuerdo al criterio 
                                     ( ) ( )( ),Pr min 1,Pr | , / Pr | ,=j k k jM My X y X .                   (2.5.20) 
Si el modelo kM  es rechazado, el algoritmo de muestreo se mueve al paso siguiente y 
propone un nuevo modelo lM  versus el modelo jM . Si el modelo kM  es aceptado, se 
convierte en el modelo de referencia y tiene que mantenerse frente a otros modelos 
candidatos en los siguientes pasos. De esta manera, el número de veces que cada 
modelo se mantiene convergerá a la distribución de las probabilidades de modelo          
a posteriori  (Zeugner, 2011). 
 
2.6 Performance predictiva  
Una manera de juzgar la capacidad de un modelo es evaluar cuán bien predice 
futuras observaciones (Raftery et al., 1996). Por lo tanto, la comparación de la 
performance predictiva del modelo BMA con las de los modelos resultantes de métodos 
usuales de selección de variables basados en la estimación de mínimos cuadrados es un 
propósito de interés.  
La metodología propuesta por la literatura en el área para llevar a cabo este 
análisis exige la partición del conjunto total de datos en dos subconjuntos: el 
subconjunto de Construcción (Build data, DB) y el subconjunto de Testeo (Test data, 
DT). El primer subconjunto es empleado para la modelación, mientras que con el 
segundo se evalúa la performance predictiva. La partición es implementada mediante 
submuestreo aleatorio (“random subsampling”) (por ejemplo, Madigan y Raftery, 1994; 
Raftery et al., 1996; Raftery et al. 1997; Hoeting et al., 1999; Fernández et al., 2001a). 
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La partición de los datos (“data splitting”) en dos porciones representa la forma más 
directa de validación cruzada (Weisberg, 1985).    
Tal cual fue indicado en el capítulo inicial, la construcción de intervalos de 
predicción de 90% para respuestas futuras es una alternativa usada para valorar 
comparativamente la capacidad de predicción entre modelos. Siguiendo el enfoque 
implementado por Raftery et al. (1997) y Hoeting et al. (1999), el subconjunto de datos 
DB es empleado para obtener el modelo resultante de la aplicación del BMA y los 
modelos seleccionados por Máximo R² ajustado, Mínimo Cp y el método de regresión 
por pasos (“Stepwise regression method”) (aplicado en dos versiones para el ingreso y la 
eliminación de variables: 0.15α =  y 0.05α = ). Una vez obtenidos los modelos, se 
construyen sendos intervalos de predicción de 90% para las observaciones del 
subconjunto de datos DT. La comparación de la performance predictiva es efectuada a 
partir de la evaluación de la cobertura predictiva de cada modelo, es decir, cotejando los 
porcentajes de observaciones del subconjunto DT cubiertos por los respectivos 
intervalos de predicción de 90%. 
Dado un determinado modelo lineal, un intervalo de predicción de ( )1 100%− α  
para una respuesta futura y , dado un vector fila de valores específicos para los 
regresores 0
'x , se define bajo teoría frecuentista (Walpole et al., 1998) 
      ( ) ( ) ( ) ( )1 10 0 0 0 0 0 0/2, /2,ˆ ˆ  1+   1+− −α − α −− < < +' ' ' 'n p n py t s y y t sx X X x x X X x ,   (2.6.1) 
donde 0yˆ  es la respuesta esperada dado 0
'x , t  es el estadístico t de Student, n p−  son 
los grados de libertad asociados, α  es el nivel de significación preestablecido y 
2s s=  es el estimador muestral de la desviación estándar del error. Para el caso 
específico de un intervalo de predicción de 90%, 0.10α = .  
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Por su parte, el intervalo de predicción para una respuesta futura correspondiente 
al modelo BMA está basado en una mezcla de distribuciones t de Student de locación y 
escala, las cuales están ponderadas por las probabilidades de modelo a posteriori de los 
modelos involucrados. A partir de la expresión para la distribución a posteriori del 
modelo BMA dada en (2.4.25), y de aquella para la distribución predictiva marginal      
a posteriori de una observación futura para un modelo particular dada en (2.3.11), en 
este trabajo se presenta la siguiente formulación para la función de distribución 
predictiva a posteriori de una observación futura para el caso del modelo BMA 
derivado del método Occam’s window: 
( ) ( )( ) ( ) ( )( ) ( )
12
0 0 0
ˆ| , 1 , Pr | Pr
|
Pr | Pr
j
j
j j j j j j j j j j j jM
j jM
p y s D M M
p y D
D M M
−
∈
∈
⎡ ⎤+ ν⎢ ⎥⎣ ⎦= ∑ ∑
' ' ' x

βx x X XA
A
. (2.6.2) 
Para el caso del modelo BMA correspondiente al método MC³ siguiendo el enfoque de 
Fernández et al. (2001a), a partir de la ecuación (2.5.14) para la distribución predictiva 
marginal a posteriori de una observación futura para un modelo particular, la función de 
distribución predictiva a posteriori de una observación futura de acuerdo a (2.2.5) es 
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. (2.6.3) 
Las dos últimas ecuaciones representan una mezcla ponderada de distribuciones t de 
Student de tres parámetros (locación, escala cuadrático y grados de libertad). Para la 
obtención de los respectivos intervalos de predicción de 90% se computan para cada 
caso los cuantiles 0.05 y 0.95 mediante muestreo aleatorio. 
La realización de la partición de datos en forma repetida es una alternativa que 
permite una comparación más efectiva de la capacidad de predicción entre los modelos 
en competencia (por ejemplo, Hoeting et al., 1999; Fernández et al., 2001a; Fernández 
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et al., 2001b). Dadas las características de los datos disponibles, es necesario que estas 
particiones se efectúen forma estratificada, de acuerdo a los estratos determinados por la 
combinación de los niveles de los factores Género y Deporte (submuestreo aleatorio 
estratificado repetido (“repeated stratified random subsampling”). Dos tercios de los 
datos han de asignarse al subconjunto DB y el tercio restante al subconjunto DT, 
estrategia comúnmente usada que se adecua al tamaño muestral disponible (Dobbin y 
Simon, 2011).  
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CAPÍTULO 3 
MATERIALES Y MÉTODOS 
 
3.1 Sujetos 
Los datos utilizados para llevar a cabo la investigación procedieron del 
Laboratorio de Fisiología del Ejercicio del Centro Nacional de Alto Rendimiento 
Deportivo (CeNARD), de la Ciudad de Buenos Aires. La muestra incluyó doscientas 
setenta y dos evaluaciones realizadas a deportistas pertenecientes a las siguientes 
disciplinas: Atletismo Carreras (pruebas de medio fondo y fondo), Boxeo, Canotaje, 
Ciclismo, Esquí de Fondo, Futsal, Handbol, Hockey sobre Césped, Judo, Karate, Lucha, 
Natación, Patín Carreras, Pruebas Combinadas de Montaña (Duatlón, Triatlón de 
Invierno, Tetratlón), Remo, Rugby, Taekwondo, Tenis y Voleibol. La población objeto 
del estudio es la de deportistas orientados al rendimiento.  
 
3.2 Medición de variables 
La medición de las variables implicadas fue llevada a cabo en el Laboratorio de 
Fisiología del Ejercicio del CeNARD. Para la valoración del VO2max se emplearon tests 
de esfuerzo máximo de incrementos progresivos, ya sea sobre cinta rodante motorizada, 
cicloergómetro, kayakergómetro o remoergómetro. Los datos fueron colectados con el 
método de respiración evaluada por medio de un sistema metabólico computarizado de 
circuito abierto. La meseta o “plateau” en el VO2 fue el criterio primario para la 
determinación del VO2max (diferencia de VO2 < 150 ml·min−1 o 2.1 ml·kg−1·min−1 dado 
un incremento adicional en la tasa de trabajo); los criterios secundarios fueron: Cociente 
de intercambio respiratorio (RER) > 1.1 y FC ± 10 lat·min−1 de la FC máxima predicha 
por la edad (Howley et al., 1995; American College of Sports Medicine, 2009; 
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O’Connor et al., 2009). La Edad fue computada en escala centesimal. El Peso y la Talla 
fueron medidos mediante una balanza con tallímetro. El BMI fue calculado de acuerdo a 
la fórmula de Quetelet (Eknoyan, 2008): BMI = Peso / Talla2 = [kg·m−2].  
 
3.3 Predictores propuestos 
Con el objetivo de obtener un modelo lineal para predecir el VO2max en 
deportistas, se propuso la implementación del BMA a partir de los efectos fijos de dos 
variables categóricas, Género y Deporte, y cuatro variables continuas, Edad, Peso, Talla 
y BMI. Habida cuenta de la gran variabilidad muestral de deportes, el número limitado 
de observaciones en algunos casos y ciertas similitudes entre algunos de ellos, se hizo 
razonable plantear un agrupamiento. Una clasificación elemental divide a los deportes 
en dos grandes grupos: Acíclicos y Cíclicos. Los deportes Acíclicos involucran acciones 
motoras variadas y discontinuas y se caracterizan por una demanda combinada de los 
sistemas metabólicos de producción de energía. En función de la muestra, este grupo 
pudo a su vez escindirse en dos categorías, disciplinas de Combate (por ejemplo, 
Boxeo, Karate, Lucha) y disciplinas de Juego (por ejemplo, Hockey sobre Césped, 
Tenis, Voleibol). En los deportes Cíclicos, en su mayoría también clasificados como de 
Resistencia, se sitúan disciplinas como por ejemplo las carreras de Atletismo, Canotaje, 
Ciclismo y Patín Carreras. Se trata de deportes caracterizados por patrones de 
movimiento continuos y repetitivos y, en su mayoría, por una notable exigencia del 
metabolismo energético oxidativo. Esta estructuración de categorías, la cual está basada 
en los criterios bioenergético, deportivo y motor, es consistente con la literatura 
(Åstrand y Rodahl, 1986; Neumann, 1988; Åstrand, 1992; Platonov, 2001; Bompa y 
Haff, 2009). Dada la diversidad de deportes de Resistencia incluidos, se propuso para 
este grupo una subdivisión en dos categorías tomando en cuenta el nivel de desarrollo 
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de la potencia aeróbica. En un primer nivel, identificado aquí como Resistencia 1, se 
ubicó a Canotaje, Natación y Patín Carreras; en un segundo nivel, referido en este caso 
como Resistencia 2, se situó a Atletismo Carreras (medio fondo y fondo), Ciclismo, 
Esquí de Fondo, Pruebas Combinadas de Montaña y Remo (Connolly, 2005; Wilmore y 
Costill, 2005). Por lo tanto, dado el conjunto total de disciplinas deportivas incluidas en 
la muestra, quedaron definidas cuatro categorías para el factor Deporte: Combate, 
Juego, Resistencia 1 y Resistencia 2.  
 
3.4 Análisis estadístico 
Todos los análisis fueron realizados con el Sistema Estadístico R versión 2.12.1. 
A continuación se presenta el detalle de los análisis específicos implementados, como 
así también los paquetes estadísticos utilizados.  
El BMA siguiendo el método Occam’s window fue realizado con el paquete 
estadístico “BMA”, mediante la función “bicreg” (Raftery et al., 2010). Esta función 
asume una distribución de probabilidad a priori uniforme para los modelos a promediar, 
utiliza la aproximación BIC’ para el cálculo de la probabilidad de modelo a posteriori y 
aplica mínimos cuadrados ordinarios para el ajuste de los modelos individuales. Para el 
argumento “OR”, el cual especifica el límite máximo del cociente que determina la 
exclusión de modelos en Occam's window (ecuación (2.4.23)), se usó el valor de 20. En 
el argumento “strict” se eligió la opción “FALSE”, por lo que el procedimiento 
seleccionó a todos los modelos cuya probabilidad de modelo a posteriori no fue inferior 
a 1/OR veces la probabilidad de modelo a posteriori del mejor modelo, desechando en 
consecuencia el segundo principio de exclusión indicado en la ecuación (2.4.24).  
El BMA siguiendo el método MC³ se basó en la propuesta de Fernández et al. 
(2001a) detallada en la sección 2.5, y fue realizado con el paquete estadístico “BMS”, 
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mediante la función “bms” (Feldkircher y Zeugner, 2011). No obstante, para el 
argumento “mcmc” se seleccionó la opción “enumerate”, de manera que el BMA resultó 
de la evaluación de las 2k  posibles combinaciones de predictores en lugar de la 
aproximación con MCMC. Esta elección no representó una demanda computacional 
exagerada dado que en este caso 2 256k = . En el argumento para el escalar “g” se eligió 
la opción “BRIC”, lo cual se tradujo en g = n. En concordancia con la fundamentación 
dada, para el argumento “mprior” (distribución de probabilidad a priori para los 
modelos a promediar) se seleccionó la opción “uniform”, asignando igual probabilidad 
a priori para las diferentes combinaciones de predictores.  
Para la comparación de la performance predictiva de los modelos estudiados, se 
realizaron veinte particiones de los datos mediante submuestreo aleatorio estratificado 
repetido. A partir de la combinación de los niveles correspondientes a los factores 
Género y Deporte, quedaron definidos ocho estratos. El subconjunto de Construcción 
(DB) quedó constituido por ciento ochenta y dos observaciones (dos tercios de los 
datos), y el subconjunto de Testeo (DT) por noventa observaciones (un tercio de los 
datos). Las particiones fueron generadas con el paquete estadístico “Bolstad”, usando la 
función “sscsample” (Curran, J., 2010). Para la evaluación de la capacidad predictiva 
del modelo BMA-Occam’s window, fue necesario computar las mezclas ponderadas de 
distribuciones predictivas a posteriori t de Student de locación y escala para los valores 
de la variable respuesta del subconjunto DT. En esta investigación, estas mezclas de 
distribuciones fueron construidas con el paquete estadístico “AdMit” (Ardia et al., 
2009). La función “rMit” se usó para la generación de un millón de números aleatorios a 
partir de cada una de ellas, mientras que con la función “quantile” se calcularon los 
correspondientes intervalos de predicción de 90%. Dado el procedimiento de 
submuestreo implementado, fueron computadas noventa mezclas ponderadas de 
  
46
distribuciones t de Student de locación y escala para cada una de las veinte particiones, 
generando un total de mil ochocientas distribuciones. Estos cálculos representaron el 
principal esfuerzo computacional. Debido a que el argumento “mit” de la función “rmit” 
opera con un valor común de grados de libertad para las distribuciones componentes de 
la mezcla, y considerando que los grados de libertad de las distribuciones asociadas a 
los modelos involucrados fueron suficientemente numerosos (entre 174 y 178), se 
empleó el valor aproximado de 176 grados de libertad. Por su parte, para la evaluación 
de la capacidad predictiva del modelo BMA-MC³, la función “pred.density” del paquete 
estadístico “BMS” fue utilizada para la construcción de las mezclas ponderadas de 
distribuciones predictivas a posteriori para los valores de la variable respuesta en las 
veinte particiones implementadas, mientras que la función “quantile.pred.density” del 
mismo paquete estadístico fue usada para calcular los respectivos intervalos de 
predicción de 90%.   
Los cálculos de R² ajustado y Cp de Mallows para todas las combinaciones de 
predictores, en la muestra total y en las veinte particiones, fueron realizados con el 
paquete estadístico “leaps”, mediante la función “leaps” (Lumley, 2009). El método de 
regresión por pasos (“Stepwise regression method”) fue aplicado en los distintos 
conjuntos de datos con el paquete estadístico “wle”, usando la función “mle.stepwise” 
(Agostinelli, 2010). Este método se llevó a cabo en dos versiones de nivel de 
significación para el ingreso y la eliminación de variables: 0.15α =  y 0.05α = . En la 
primera de ellas, se determinó un valor de 2.0842 para el estadístico F de ingreso y 
eliminación en el análisis llevado a cabo con la muestra total, y uno de 2.0904 en los 
análisis conducidos en las veinte particiones de datos. En la segunda versión, el 
estadístico F de ingreso y eliminación se fijó en un valor de 3.8766 en el análisis 
realizado con la muestra total, y en uno de 3.8947 en los análisis efectuados en las 
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veinte particiones de datos. Los valores indicados corresponden aproximadamente al 
nivel de significación establecido en cada caso. 
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CAPÍTULO 4 
RESULTADOS 
 
La base de datos se compuso de observaciones de la variable de interés y de seis 
predictores antropométricos y demográficos candidatos. Dos de estos predictores son 
variables categóricas (Género y Deporte), lo cual derivó en cuatro variables indicadoras 
(“dummy variables”), completándose en consecuencia un número de ocho predictores 
para el proceso de modelación. La Tabla 4.1 enseña un resumen de estadísticos de las 
variables implicadas. 
 
Tabla 4.1. Estadísticos descriptivos de las variables empleadas. 
n media mediana SD perc 25 perc 75
Respuesta
y  = VO2max (L·min
–1) 272 3.84 3.80 0.88 3.19 4.44
Predictor
X 1 = Género Masculino 187
X 2 = Deporte Juego 89
X 3 = Deporte Resistencia  1 51
X 4 = Deporte Resistencia  2 84
X 5 = Edad (años) 272 22.08 20.91 4.89 18.37 25.00
X 6 = Peso (kg) 272 71.00 70.25 12.38 61.40 79.00
X 7 = Talla (m) 272 1.75 1.75 0.11 1.67 1.82
X 8 = BMI (kg·m
–2) 272 23.01 22.73 2.41 21.36 24.46
n : número de observaciones; SD: Desviación estándar; perc: Percentil  
 
4.1 Análisis frecuentista 
Como punto de partida, se llevó a cabo la regresión lineal vía mínimos 
cuadrados ordinarios del modelo completo o “full model”, cuyos resultados se muestran 
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en la Tabla 4.2 (R² ajustado = 0.8068; SEE (Error estándar de la estimación) = 0.3848 
L·min−1). Se destacan en este primer análisis un par de puntos de interés. Por el lado de 
las variables categóricas, se observó una muy baja participación en el poder explicativo 
del modelo de la dummy correspondiente a la categoría de deporte Juego. Dado que el 
efecto correspondiente a la categoría de deporte Combate está absorbido en el modelo 
por la Intercepta, este resultado reveló niveles similares, en promedio, de la variable 
respuesta para los individuos pertenecientes a estos dos tipos de deportes. En este 
sentido, es pertinente reiterar que estos dos conjuntos de disciplinas deportivas se 
agrupan dentro del conjunto más general de deportes Acíclicos. En cuanto a los 
predictores continuos, la covariación existente entre Peso, Talla y BMI (ver Tabla 4.3) 
derivó en problemas de multicolinealidad, generando en consecuencia un modelo 
sobreparametrizado. La multicolinealidad fue evaluada mediante el cálculo del Factor 
de inflación de la varianza (VIF) en cada uno de los predictores incluidos (Marquardt, 
1970). 
 
Tabla 4.2. Resultados de la regresión con el modelo completo. 
coeficiente SE valor t valor p VIF
Intercepta –5.7295 3.95 –1.45 0.15
X 1 = Género Masculino 0.5274 0.07 7.63 < 0.001 1.89
X 2 = Deporte Juego 0.0131 0.08 0.16 0.88 2.79
X 3 = Deporte Resistencia  1 0.2920 0.08 3.57 < 0.001 1.88
X 4 = Deporte Resistencia  2 0.6182 0.08 7.64 < 0.001 2.57
X 5 = Edad (años) 0.0108 0.005 2.09 0.04 1.17
X 6 = Peso (kg) 0.0097 0.03 0.35 0.72 211.70
X 7 = Talla (m) 3.2426 2.24 1.45 0.15 105.74
X 8 = BMI (kg·m
–2) 0.1022 0.09 1.19 0.24 79.27
SE: Error estándar; VIF: Factor de inflación de la varianza  
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Tabla 4.3. Matriz de correlaciones entre predictores continuos. 
Peso Talla BMI
Edad –0.05 –0.11 0.03
Peso       0.80 ***       0.73 ***
Talla     0.18 **
** p < 0.01; *** p < 0.001  
 
De acuerdo al escenario planteado, existen 28 = 256 potenciales combinaciones 
lineales de predictores o, equivalentemente, modelos de regresión lineal. En primera 
instancia, siguiendo a Raftery et al. (1997) y Hoeting et al. (1999), se emplearon tres 
técnicas muy divulgadas para seleccionar el subconjunto más adecuado de predictores: 
los criterios de selección Máximo R² ajustado y Mínimo Cp, y el método de regresión 
por pasos (Hocking, 1976; Rawlings et al., 1998; Weisberg, 1985). Tal como fue 
indicado en la sección 3.4, este último método fue implementado en dos versiones, de 
acuerdo al nivel de significación empleado para el ingreso y la eliminación de variables: 
0.15α =  y 0.05α = . Cabe mencionar aquí que diferentes criterios han sido propuestos 
para el uso del estadístico Cp. Mallows (1973) sugirió que deberían ser considerados 
todos aquellos modelos con un valor de Cp pequeño y cercano a p, siendo p el número 
de regresores correspondiente en cada caso. Hocking definió en 1976 dos criterios de 
selección, dependiendo de si el modelo buscado es pretendido para la estimación de 
parámetros o para la predicción. En el último caso, el cual se adecua a este contexto, el 
modelo seleccionado será aquel que registre el valor de Cp más bajo entre todos aquellos 
en donde se cumple que Cp ≤ p, criterio que alude precisamente al estadístico aquí 
utilizado (Hocking, 1976; Rawlings et al., 1998). La información de los modelos 
resultantes de los métodos de selección aplicados es proporcionada en las Tablas 4.4 y 
4.5. 
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Tabla 4.4. Resultados de la regresión con el modelo seleccionado por Máximo R² ajustado y 
Mínimo Cp. 
 
coeficiente SE valor t valor p VIF
Intercepta –7.1327 0.50 –14.37 < 0.001
X 1 = Género Masculino 0.5186 0.06 8.55 < 0.001 1.46
X 3 = Deporte Resistencia  1 0.2854 0.06 4.52 < 0.001 1.12
X 4 = Deporte Resistencia  2 0.6129 0.06 10.48 < 0.001 1.35
X 5 = Edad (años) 0.0109 0.005 2.12 0.04 1.16
X 7 = Talla (m) 4.0502 0.25 15.89 < 0.001 1.37
X 8 = BMI (kg·m
–2) 0.1322 0.01 12.43 < 0.001 1.21
SE: Error estándar; VIF: Factor de inflación de la varianza  
 
Tabla 4.5. Resultados de la regresión con los modelos seleccionados por el método de regresión 
por pasos (“Stepwise regression  method”) con 0.15α =  y 0.05α = . 
 
coeficiente SE valor t valor p VIF
Intercepta –1.1350 0.54 –2.10 0.04
X 1 = Género Masculino 0.5384 0.06 8.92 < 0.001 1.44
X 3 = Deporte Resistencia  1 0.2785 0.06 4.40 < 0.001 1.12
X 4 = Deporte Resistencia  2 0.5961 0.06 10.22 < 0.001 1.34
X 5 = Edad (años) 0.0106 0.005 2.06 0.04 1.16
X 6 = Peso (kg) 0.0419 0.003 12.35 < 0.001 3.24
X 7 = Talla (m) 0.6611 0.39 1.71 0.09 3.13
Intercepta –0.0722 0.15 –0.49 0.63
X 1 = Género Masculino 0.5460 0.06 9.04 < 0.001 1.42
X 3 = Deporte Resistencia  1 0.2783 0.06 4.37 < 0.001 1.12
X 4 = Deporte Resistencia  2 0.6504 0.05 11.99 < 0.001 1.14
X 6 = Peso (kg) 0.0463 0.002 20.46 < 0.001 1.42
0.15α =
0.05α =
 
 
La incertidumbre de modelo se vio reflejada en las discordancias observadas 
entre las técnicas de selección empleadas para la elección del “mejor” modelo. Por un 
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lado, los criterios Máximo R² ajustado y Mínimo Cp seleccionaron el mismo modelo, el 
cual incluyó las dummies para género Masculino, deporte Resistencia 1 y deporte 
Resistencia 2, además de Edad, Talla y BMI, descartando la dummy para deporte Juego 
y Peso (R² ajustado = 0.8082; SEE = 0.3835 L·min−1). Por su parte, el método de 
regresión por pasos coincidió en la elección de las variables dummies pero no en la 
elección de las variables continuas. Además, se observó variación en los resultados de 
este método, dependiendo del nivel de significación adoptado para el ingreso y la 
eliminación de variables. En su versión convencional ( )0.15α = , incluyó los predictores 
continuos Edad, Peso y Talla (R² ajustado = 0.8073; SEE = 0.3844 L·min−1), mientras 
que únicamente seleccionó Peso en la versión más estricta de 0.05α =  (R² ajustado = 
0.8044; SEE = 0.3873 L·min−1). Por otra parte, es destacable la sustancial disminución 
observada en los valores del estadístico de multicolinealidad en estos tres modelos. 
 
4.2 El modelo BMA mediante Occam’s window 
Debido a la falta de referencias previas bajo enfoque bayesiano acerca de la 
plausibilidad relativa de las diferentes combinaciones de variables, se optó por una 
elección “neutral”, asumiendo igual probabilidad a priori para todas. En primera 
instancia, el BMA fue llevado a cabo utilizando la aproximación BIC’ para computar la 
probabilidad de modelo a posteriori (PMP) y el procedimiento Occam’s window para la 
selección de modelos. El modelo resultante se presenta en la Tabla 4.6, mientras que en 
la Tabla 4.7 se enseñan los nueve modelos individuales seleccionados por Occam’s 
window con sus respectivas PMP’s. Las distribuciones a posteriori para los coeficientes 
de los ocho predictores obtenidas bajo el modelo BMA-Occam’s window son mostradas 
en las Figuras 4.1 y 4.2. 
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Tabla 4.6. Modelo resultante del procedimiento BMA mediante Occam’s window. 
Intercepta –1.4531 2.67 1
X 1 = Género Masculino 0.5405 0.06 1
X 2 = Deporte Juego 0.0019 0.02 0.04
X 3 = Deporte Resistencia  1 0.2811 0.06 1
X 4 = Deporte Resistencia  2 0.6406 0.06 1
X 5 = Edad (años) 0.0026 0.005 0.26
X 6 = Peso (kg) 0.0374 0.02 0.81
X 7 = Talla (m) 0.8066 1.55 0.29
X 8 = BMI (kg·m
–2) 0.0237 0.06 0.26
SD: Desviación estándar
media
| β D
 SD
| β D ( )Pr 0 |β ≠ D
 
 
Tabla 4.7. Probabilidades de modelo a posteriori de los nueve modelos seleccionados por 
Occam's window. 
 
 
Modelo X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8 PMP
1 • • • • 0.4624
2 • • • • • 0.1326
3 • • • • • 0.1175
4 • • • • • • 0.0696
5 • • • • • 0.0684
6 • • • • • 0.0530
7 • • • • • • 0.0360
8 • • • • • 0.0359
9 • • • • • • 0.0246
X 1: Género Masculino ; X 2: Deporte Juego ; X 3: Deporte Resistencia  1; X 4: Deporte Resistencia  2;
X 5: Edad; X 6: Peso; X 7: Talla; X 8: BMI; PMP: Probabilidad de modelo a posteriori  
 
Como parte del análisis, se llevó a cabo la evaluación de los supuestos del 
modelo lineal normal y el estudio de diagnósticos avanzados para la regresión múltiple 
en cada uno de los modelos seleccionados por Occam’s window (Rawlings et al., 1998; 
Xin y Xiao Gang, 2009). No se observaron violaciones a los supuestos del modelo 
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lineal normal ni observaciones sustancialmente influyentes en ninguno ellos. Además, 
los valores de VIF no dieron indicios de multicolinealidad en los modelos promediados 
(VIF máximo = 3.24). Por su parte, los valores de R² ajustado encontrados en los nueve 
modelos fluctuaron entre 0.8040 y 0.8082. Puede constatarse en la Tabla 4.7 que el 
modelo seleccionado por el método de regresión por pasos con 0.05α =  registró la más 
alta PMP. De acuerdo a este criterio, el modelo seleccionado por Máximo R² ajustado y 
Mínimo Cp ocupó la cuarta posición, mientras que el modelo elegido por el método de 
regresión por pasos con 0.15α =  se ubicó séptimo.   
 
 
 
Figura 4.1 Distribuciones a posteriori BMA vía Occam’s window para los coeficientes de 
regresión asociados a las variables categóricas Género y Deporte. 
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Figura 4.2. Distribuciones a posteriori BMA vía Occam’s window para los coeficientes de 
regresión de las variables continuas Edad, Peso, Talla y BMI. 
 
La porción continua de las distribuciones a posteriori para los coeficientes de 
regresión de las Figuras 4.1 y 4.2 representa una mezcla ponderada de densidades t de 
Student de locación y escala, donde las ponderaciones están dadas por las PMP’s. La 
espiga corresponde a ( )Pr 0 |β = D , la probabilidad puntual de que el valor del 
coeficiente sea igual a cero dados los datos (Hoeting et al., 1999). La mezcla de 
densidades está escalada en cada caso de manera que su máximo es igual a 
( )Pr 0 |β ≠ D , la probabilidad de que el valor del coeficiente sea distinto de cero dados 
los datos, o probabilidad de inclusión a posteriori (PIP). El número de densidades 
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involucradas en cada mezcla depende del número de modelos que incluyeron al 
predictor correspondiente. Tomando como ejemplo el predictor Talla, denotado por X7, 
puede verificarse en la Tabla 4.7 que la mezcla de distribuciones a posteriori para su 
coeficiente resultó de la suma ponderada de cuatro densidades, cuyas ponderaciones 
fueron 0.1175, 0.0696, 0.0684 y 0.0360. La excepción de la mezcla de distribuciones se 
dio en la distribución a posteriori para el coeficiente correspondiente a la dummy de 
deporte Juego, denotada por X2, la cual fue incluida sólo en el octavo modelo (ver Tabla 
4.7). La porción continua de esta distribución depende, por lo tanto, de una sola función 
de densidad de probabilidad. La Figura 4.3 ilustra la información relacionada con los 
nueve modelos seleccionados por Occam’s window para la construcción del modelo 
BMA.  
 
 
GéneroM: Género Masculino; DeporteJ: Deporte Juego; DeporteR1: Deporte Resistencia 1;  
 DeporteR2: Deporte Resistencia 2 
 
Figura 4.3. Combinaciones de variables predictoras en los nueve modelos seleccionados por 
Occam’s window. 
 
 
 
Modelo 
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Las filas de la Figura 4.3 corresponden a las variables y las columnas refieren a 
los modelos. Las cotas del eje horizontal obedecen al ordenamiento de los modelos de 
acuerdo a sus PMP’s. Los rectángulos azules y rojos indican que la variable de esa fila 
está incluida en el modelo de esa columna; el color azul indica signo positivo para su 
coeficiente y el rojo negativo. Los rectángulos blancos señalan exclusión. Obsérvese 
que las cotas del eje horizontal para los modelos están centradas en el espacio 
correspondiente. Precisamente, la longitud asignada en este eje para cada modelo es 
proporcional a su PMP basada en el BIC'. La suma de las longitudes de los rectángulos 
azules y rojos para cada variable es proporcional al valor de PIP dado en la Tabla 4.6. 
Un resultado muy peculiar se hace evidente en este gráfico. El predictor BMI aparece en 
cuatro de los nueve modelos seleccionados por Occam’s window; en los modelos 3 y 4 
su coeficiente asociado tiene signo positivo (0.1353 y 0.1322), mientras que en los 
modelos 6 y 9 tiene signo negativo (–0.0163 y –0.0221). No obstante, la PMP 
acumulada por los modelos 3 y 4 es mayor al doble de la PMP acumulada por los 
modelos 6 y 9 (0.1871 y 0.0776, respectivamente).   
 
4.3 El modelo BMA en base a MC³ 
En segunda instancia, el BMA se realizó en base al método MC³, aunque tal 
como se indicó en la sección 3.4, para su cómputo se optó por la enumeración completa 
del espacio de los modelos en lugar de la aproximación mediante MCMC, dado el 
número moderado de modelos a promediar. Los resultados obtenidos para los 
coeficientes de regresión fueron muy similares a los hallados con el método Occam’s 
window. El modelo obtenido se detalla en la Tabla 4.8. En la Tabla 4.9 se reportan los 
modelos individuales con PMP mayor a 0.01. Entre las combinaciones de predictores 
que incluyeron variables multicolineales (léase aquellas que incluyeron a las variables 
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Peso, Talla y BMI), la PMP más alta fue igual a 0.0073; entre ellas se encuentra el 
modelo completo, con una PMP igual a 0.0002. Puede constatarse en la Tabla 4.9 que 
los primeros nueve modelos son los mismos que los seleccionados por el procedimiento 
Occam’s window, comprobándose además la similitud en los valores de PMP. Nótese 
además que el coeficiente para la Intercepta dado en la Tabla 4.8 permite utilizar el 
modelo BMA-MC³ con los valores originales de los predictores, más allá de la 
reparametrización presentada en la subsección 2.5.2. Para obtener este coeficiente, basta 
con hallar en cada uno de los modelos individuales el valor de intercepta que satisface la 
ecuación de la respuesta estimada para una fila cualquiera, dados los valores originales 
de los predictores, y realizar el promedio ponderado de las soluciones halladas. 
 
Tabla 4.8. Modelo resultante del procedimiento BMA en base a MC³. 
Intercepta –1.4704 1
X 1 = Género Masculino 0.5386 0.06 1
X 2 = Deporte Juego 0.0026 0.02 0.07
X 3 = Deporte Resistencia  1 0.2800 0.07 1
X 4 = Deporte Resistencia  2 0.6385 0.06 1
X 5 = Edad (años) 0.0026 0.005 0.26
X 6 = Peso (kg) 0.0370 0.02 0.82
X 7 = Talla (m) 0.8251 1.57 0.30
X 8 = BMI (kg·m
–2) 0.0243 0.05 0.27
SD: Desviación estándar
media
| β D
 SD
| β D ( )Pr 0 |β ≠ D
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Tabla 4.9. Probabilidades de modelo a posteriori de los diez mejores modelos en base a MC³. 
Modelo X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8 PMP
1 • • • • 0.4511
2 • • • • • 0.1244
3 • • • • • 0.1102
4 • • • • • 0.0652
5 • • • • • • 0.0621
6 • • • • • 0.0506
7 • • • • • 0.0346
8 • • • • • • 0.0326
9 • • • • • • 0.0225
10 • • • • • • 0.0110
X 1: Género Masculino ; X 2: Deporte Juego ; X 3: Deporte Resistencia  1; X 4: Deporte Resistencia  2;
X 5: Edad; X 6: Peso; X 7: Talla; X 8: BMI; PMP: Probabilidad de modelo a posteriori  
 
Adicionalmente, se verifica en la Tabla 4.9 que la jerarquización determinada 
por la PMP para los modelos seleccionados por los métodos frecuentistas es la misma 
que la observada en la Tabla 4.6, con la diferencia de que el modelo seleccionado por 
los criterios Máximo R² ajustado y Mínimo Cp ocupó la quinta posición en lugar de la 
cuarta y que el modelo elegido por el método de regresión por pasos con 0.15α =  se 
ubicó octavo en lugar de séptimo. 
A continuación, las Figuras 4.4 y 4.5 ilustran las distribuciones a posteriori para 
los coeficientes de regresión del modelo BMA en base al método MC³. En este caso, la 
mezcla de distribuciones resultante para un coeficiente es el promedio ponderado de las 
distribuciones t de Student de locación y escala obtenidas para ese coeficiente en cada 
uno de los modelos en donde estuvo incluido. 
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Figura 4.4. Distribuciones a posteriori BMA en base a MC³ para los coeficientes de 
regresión asociados a las variables categóricas Género y Deporte. 
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Figura 4.5. Distribuciones a posteriori BMA en base a MC³ para los coeficientes de regresión 
de las variables continuas Edad, Peso, Talla y BMI. 
 
A diferencia de las Figuras 4.1 y 4.2, la escala del eje vertical en las Figuras 4.4 
y 4.5 corresponde estrictamente a la función de distribución de probabilidad. Nótese que 
estos gráficos incluyen sólo la parte continua de la distribución, obviando la 
probabilidad puntual correspondiente a ( )Pr 0 |β = D . En la comparación con las 
distribuciones derivadas del método Occam’s window, se hace evidente la similitud en 
los resultados obtenidos. De forma análoga a la Figura 4.3, la Figura 4.6 ilustra la 
información relacionada con los diez modelos con más ponderación en el modelo BMA, 
en este caso en base al método MC³. Los modelos están ubicados de izquierda a derecha 
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en orden descendente de acuerdo a la PMP. Las variables incluidas en cada uno de ellos 
pueden leerse en el eje vertical, mientras que en el eje horizontal se acotan las 
probabilidades de modelo a posteriori acumuladas. El significado de los colores es 
idéntico al empleado en la Figura 4.3. De la misma manera, la suma de las longitudes de 
los rectángulos azules y rojos correspondientes a cada variable es proporcional a la PIP 
indicada en la Tabla 4.8, aunque en este caso sólo aproximadamente, debido a que no 
está incluida la totalidad de los modelos promediados. En esta imagen se hace evidente 
otra vez el cambio de signo en el coeficiente de regresión asociado a la variable BMI. 
La comparación de las Figuras 4.3 y 4.6 ofrece una opción más para verificar la 
similitud entre los resultados obtenidos en base a los métodos Occam’s window y MC³.  
 
 
GéneroM: Género Masculino; DeporteJ: Deporte Juego; DeporteR1: Deporte Resistencia 1;  
 DeporteR2: Deporte Resistencia 2 
 
Figura 4.6. Combinaciones de variables predictoras en los diez mejores modelos en base a MC³. 
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4.4 Comparación de la performance predictiva 
Como fue señalado en la sección 2.6, una manera de juzgar la validez de un 
modelo es evaluar su capacidad de predicción para respuestas futuras. En esta sección se 
presentan los resultados de la comparación de la performance predictiva del BMA con 
las de los modelos resultantes de métodos estándar de selección de variables.  
En cada una de las veinte particiones de datos realizadas, el subconjunto de 
datos DB se utilizó para obtener los distintos modelos, mientras que con el subconjunto 
de datos DT se midió la cobertura predictiva. Se construyeron intervalos de predicción 
de 90% a partir de la modelación mediante BMA (en sus dos versiones, Occam’s 
window y MC³) y los modelos seleccionados por Máximo R² ajustado, Mínimo Cp y el 
método de regresión por pasos (en dos versiones, 0.15α =  y 0.05α = ). El intervalo de 
predicción para una respuesta futura en el caso de los modelos individuales 
seleccionados por los procedimientos frecuentistas fue construido siguiendo la 
metodología clásica (ecuación (2.6.1)). Los intervalos de predicción para una respuesta 
futura correspondientes a los modelos procedentes de la aplicación del BMA vía 
Occam’s window y MC³ se generaron a partir de una mezcla ponderada de 
distribuciones predictivas a posteriori (ecuaciones (2.6.2) y (2.6.3), respectivamente).  
Aún cuando en las distintas particiones de datos la estrategia de selección 
Occam’s window eligió diferentes modelos, el modelo BMA derivado de este 
procedimiento alcanzó generalmente la cobertura predictiva más alta. Asimismo, la 
cobertura predictiva del modelo BMA basado en el método MC³ fue muy similar en las 
diferentes particiones a la del modelo BMA-Occam’s window. En líneas generales, 
ambas versiones de BMA alcanzaron la máxima cobertura predictiva registrada en cada 
partición el doble de las veces que los modelos elegidos por métodos frecuentistas, y la 
mínima la tercera parte de las veces. Las Tablas 4.10 y 4.11 presentan un resumen 
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comparativo de la cobertura predictiva de los modelos considerados en las veinte 
particiones de datos.  
 
Tabla 4.10. BMA mediante Occam’s window y modelos seleccionados por métodos estándar: 
Número de veces con mejor y peor performance predictiva en las 20 particiones de datos y 
resumen estadístico de la cobertura predictiva del intervalo de predicción de 90%. 
 
 
mejor peor mínimo media máximo
  BMA-Occam's window 14 3 81 89 97
  Máximo R ² ajustado 7 10 80 88 98
  Mínimo C p 8 9 82 88 98
  Stepwise 0.15 6 10 79 88 98
  Stepwise 0.05 9 9 79 88 97
Método
Número de veces Cobertura predictiva (%)
 
 
Tabla 4.11. BMA basado en MC³ y modelos seleccionados por métodos estándar: Número de 
veces con mejor y peor performance predictiva en las 20 particiones de datos y resumen 
estadístico de la cobertura predictiva del intervalo de predicción de 90%. 
 
mejor peor mínimo media máximo
  BMA-MC³ 14 3 80 89 97
  Máximo R ² ajustado 8 10 80 88 98
  Mínimo C p 8 9 82 88 98
  Stepwise 0.15 6 10 79 88 98
  Stepwise 0.05 8 9 79 88 97
Método
Número de veces Cobertura predictiva (%)
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CAPÍTULO 5 
DISCUSIÓN Y CONCLUSIONES 
 
5.1 Consideraciones generales  
Si bien el modelado mediante BMA ha sido utilizado en distintas áreas del 
conocimiento, no fueron encontradas referencias de su aplicación en modelos 
relacionados con el VO2max. Precisamente, el aporte principal de esta investigación fue 
la obtención de un modelo para la predicción del VO2max en deportistas mediante la 
implementación del BMA.  
En la Introducción se citaron publicaciones científicas en las que ha sido 
señalado que la desestimación de la incertidumbre acerca de la forma funcional del 
modelo estadístico puede acarrear consecuencias negativas para la inferencia. Por 
ejemplo, los trabajos de Raftery et al. (1997) y Hoeting et al. (1999) mostraron que los 
procesos de inferencia realizados sin considerar la incertidumbre de modelo conducen a 
la sobreestimación de la confianza en las estimaciones. En esta investigación se hizo uso 
de un método práctico con fundamento teórico para la inferencia en el caso del modelo 
de regresión lineal normal para el VO2max, el cual toma en cuenta en forma explícita esta 
incertidumbre en el proceso de modelación. El BMA representa una manera coherente 
de considerar cuantitativamente en el análisis la incertidumbre respecto del modelo. En 
una situación con una cierta cantidad de predictores disponibles, cuyas posibles 
combinaciones genera un importante número de factibles modelos, es evidente que el 
BMA es una opción a considerar. La metodología bayesiana empleada proporciona una 
interpretación clara y precisa de los resultados y se constituye en un instrumento directo 
para el proceso de inferencia a posteriori. Complementariamente, la probabilidad de 
modelo a posteriori es una herramienta formal muy valiosa para la ponderación de los 
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modelos individuales en competencia. Asimismo, el BMA conserva intacta la esencia 
del enfoque bayesiano, permitiendo la interpretación directa de la inferencia respecto de 
los parámetros del modelo. Por otra parte, no es abundante la literatura concerniente a 
soluciones frecuentistas para el problema de incorporar en los análisis la incertidumbre 
de modelo. Un posible recurso frecuentista citado por Raftery (1995) y Hoeting et al. 
(1999) es aplicar el método denominado “Bootstrapping”, señalando sin embargo que 
Freedman et al. (1988) mostraron que esta técnica no conduce necesariamente a 
resultados satisfactorios. 
A partir de la estructura del modelo de regresión lineal normal, se procedió a la 
aplicación del BMA para la modelación del VO2max, empleando para ello variables 
predictoras de no-ejercicio. El BMA fue realizado siguiendo dos enfoques: sobre un 
número reducido de modelos (seleccionados por el procedimiento Occam’s window), y 
en forma exhaustiva, teniendo en cuenta todas las posibles combinaciones de 
predictores (MC³). A su vez, se implementaron técnicas frecuentistas de selección de 
modelos comúnmente usadas con propósitos de comparación.  
El primer método de BMA aplicado, compuesto por la aproximación BIC’ para 
el cálculo de la probabilidad a posteriori para cada modelo y el procedimiento Occam’s 
window para la identificación de los modelos con más soporte en los datos, cuenta con 
la ventaja de poder llevarse a cabo con la información brindada por la salida de 
cualquier programa estadístico convencional. Por su parte, la metodología empleada 
para el BMA vía MC³ se sustentó en la propuesta de Fernández et al. (2001a), la cual 
respeta en sentido irrestricto la independencia exigida bajo concepción bayesiana entre 
la información a priori y los datos y permite el cómputo analítico de la probabilidad de 
modelo a posteriori. Es importante subrayar que si bien el resultado final es en ambos 
casos un promedio ponderado de modelos, cada uno de los modelos integrantes (al 
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menos aquellos con aporte sustancial en la forma funcional final) no está exento del 
chequeo de los supuestos del modelo lineal normal, como tampoco del análisis de los 
diagnósticos avanzados para la regresión lineal múltiple (Raftery, 1995).  
 
5.2 Análisis e interpretación de los resultados  
Los resultados obtenidos con el BMA mediante Occam’s window fueron muy 
similares a los logrados con el BMA basado en MC³, no requiriéndose en ninguno de 
los dos casos de un excesivo esfuerzo computacional. Ambos métodos derivaron en 
medidas de locación y escala semejantes para las distribuciones a posteriori de los 
coeficientes de regresión; muy similares fueron también las ponderaciones a posteriori 
obtenidas para las diferentes combinaciones de variables. A partir de la interpretación 
de los resultados del BMA, la cual es uniforme dadas las dos versiones de cómputo 
aplicadas, pueden hacerse algunas consideraciones importantes, las cuales se presentan 
a continuación.  
El análisis llevado a cabo en la presente investigación confirmó el alto poder 
explicativo del género sobre el VO2max. A igualdad de valores de los otros predictores, 
la brecha estimada entre hombres y mujeres de acuerdo al modelo BMA es de 0.54 
L·min−1. Tomando como ejemplo un valor de Peso de 70 kg y a igual valor del resto de 
las variables explicativas, esta diferencia se traduce en términos relativos al peso 
corporal en una cifra de 7.7 ml·kg−1·min−1. George et al. (1997) propusieron un modelo 
construido con datos de no-ejercicio en población de estudiantes universitarios 
físicamente activos (18 a 29 años), el cual muestra una diferencia por género muy 
similar (7.0 ml·kg−1·min−1). Por su parte, Wu y Wang (2002) modelaron con datos de 
no-ejercicio en población de trabajadores de entre 20 y 30 años, hallando una mayor 
diferencia por género (1.27 L·min−1), aunque este estudio fue realizado con un tamaño 
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muestral muy pequeño (n = 24). Wilmore y Costill (2005) publicaron valores normativos 
(en ml·kg−1·min−1) para población de deportistas competitivos pertenecientes a 
disciplinas variadas. Las diferencias por género observadas en esos datos se ubican en 
general alrededor de la diferencia aquí encontrada. 
La clasificación propuesta para los deportes en cuatro categorías reveló 
resultados razonables. La escisión del grupo de deportes Acíclicos en las categorías de 
Combate y Juego encontró muy poco respaldo en los datos, mostrándose como 
sustancialmente más probable la unificación de ambas en una única categoría. El 
modelo BMA reveló una baja PIP para la dummy que agrega esta subdivisión (0.04 en 
BMA-Occam’s window y 0.07 en BMA-MC³), inclinándose por la estructura más 
parsimoniosa dada por la unión de ambos tipos de disciplinas en el grupo más general 
de deportes Acíclicos. Por el contrario, los resultados a posteriori justificaron 
plenamente la separación de los deportes de Resistencia en las dos categorías 
propuestas. Los coeficientes estimados mostraron una diferencia a favor de la categoría 
Resistencia 2 de 0.36 L·min−1. La lectura de esta diferencia en términos relativos al peso 
corporal puede hacerla aún más notoria. Tomando nuevamente como ejemplo un valor 
de Peso de 70 kg y a igual valor del resto de las variables explicativas, la diferencia 
estimada de acuerdo al modelo BMA entre un deportista de Resistencia 1 y uno de 
Resistencia 2 es de 5.1 ml·kg−1·min−1. Esta diferencia también se adecua a los datos de 
referencia brindados por Wilmore y Costill (2005). 
En lo que respecta a los predictores continuos, se observó una muy baja 
contribución de la Edad en la explicación de la variabilidad del VO2max. Más aún, el 
coeficiente estimado por el modelo BMA para esta variable fue un cuarto del de los 
estimados mediante los modelos seleccionados por los métodos frecuentistas. La caída 
gradual de la potencia aeróbica esperada con el paso de los años (Jackson et al., 1995; 
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Jackson et al., 1996; Wilmore y Costill, 2005) podría verse mitigada en deportistas 
competitivos debido al efecto generado por el entrenamiento. Esta conjunción de 
factores contrapuestos podría ser una explicación para el irrelevante efecto asociado a 
esta variable en el rango de edades considerado. Por su parte, la variable Peso fue 
claramente la más importante entre los predictores continuos, registrando una alta PIP 
(> 0.8 para ambas versiones de BMA). Una alternativa para el poder explicativo de esta 
variable pareció ser el efecto conjunto generado por el par de predictores Talla y BMI; 
ambos exhibieron razonables valores de PIP (≈ 0.3 para ambas versiones de BMA). Por 
otro lado, se observó que cuando el BMI compartió modelo con Talla guardó una 
relación positiva con el VO2max, mientras que su relación con la variable respuesta fue 
negativa cuando compartió modelo con Peso. Este es otro resultado que es consonante 
con la incertidumbre existente respecto del modelo estadístico que mejor explica el 
proceso generador de los datos. Precisamente, esta incertidumbre quedó en evidencia a 
partir de la evaluación de las distintas combinaciones de predictores. El carácter 
exhaustivo del BMA-MC³ permitió además evidenciar la muy baja ponderación que el 
procedimiento proporcionó a los modelos que exhibieron un alto nivel de 
multicolinealidad entre sus predictores. Más específicamente, los modelos que 
incluyeron la terna de regresores Peso, Talla y BMI acumularon una PMP apenas del 
orden de la centésima (0.0121). El BMA-Occam’s window directamente no seleccionó 
a ninguno de estos modelos. 
En términos de estimación puntual y a los efectos de realizar una valoración 
comparativa, las estimaciones de VO2max dadas por el modelo BMA construido en esta 
investigación pueden cotejarse por ejemplo con las de un modelo de no-ejercicio muy 
reconocido en la literatura, como lo es el modelo basado en el BMI de Jackson et al. 
(1990). Para hacer más equilibrada la comparación, tómese en el último modelo el valor 
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más alto del score PAR (“Phisical Activity Rating”), correspondiente al nivel más alto 
dentro del grupo de individuos que realizan ejercicio físico intenso en forma regular 
(PAR = 7). Tómense además los siguientes valores de ejemplo para Edad, Peso y Talla: 
25 años, 68 kg y 1.80 m (BMI = 21 kg·m−2). Para estos valores, el modelo de Jackson et 
al. (1990) predice un VO2max de 44.5 ml·kg−1·min−1 para género Femenino y uno de  
55.4 ml·kg−1·min−1 para género Masculino. Por su parte, las predicciones de VO2max 
(relativizadas al Peso) del modelo BMA (Occam’s window) para los deportes Acíclicos 
(Combate y Juego), de Resistencia 1 y de Resistencia 2 son de 45.7, 49.8 y 55.1 
ml·kg−1·min−1 para género Femenino, y 53.6, 57.7 y 63.0 ml·kg−1·min−1 para género 
Masculino. 
Vale destacar que los comentarios surgidos del análisis del BMA para las 
variables categóricas se derivan de manera muy similar de los modelos seleccionados 
mediante las técnicas frecuentistas consideradas. Sin embargo, se observaron 
discrepancias en la elección de las variables continuas entre las estrategias frecuentistas 
de selección, hecho que podría magnificarse con un mayor número de variables 
involucradas. Por otra parte, también es remarcable que los modelos con una 
contribución sustancial para el BMA mostraron un grado de ajuste apreciable. A través 
del método Occam’s window, en donde cada uno de los modelos individuales 
seleccionados para el BMA procede de la aplicación de la metodología frecuentista 
convencional, pudo verificarse que los modelos con más soporte en los datos alcanzaron 
valores de R² ajustado superiores a 0.8. 
En cuanto a la capacidad de predicción para respuestas futuras, se citaron  
inicialmente diferentes estudios que revelaron que el BMA provee un rendimiento 
predictivo superior a cualquier modelo particular seleccionado por alguna de las 
técnicas tradicionales. Los resultados obtenidos en este trabajo fueron acordes. La 
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cobertura predictiva del intervalo de predicción de 90% del modelo BMA fue de un 
promedio de 89% en las veinte particiones de datos, contra un promedio de 88% 
observado en los modelos procedentes de las estrategias frecuentistas de selección 
empleadas. Además, el modelo BMA alcanzó mayormente el valor máximo de 
cobertura predictiva registrada en cada partición. Si bien la superioridad predictiva del 
BMA no fue sustancial, es posible que las bondades de esta metodología no hayan sido 
tan evidentes debido a la limitada cantidad de predictores utilizados. Las estudios de 
modelación con regresión lineal incluidos en los trabajos de Raftery et al. (1997) y 
Hoeting et al. (1999) encontraron en general diferencias más claras en la capacidad 
predictiva en favor del BMA, en la comparación con los modelos seleccionados por 
métodos frecuentistas (entre 2% y 22%). No obstante, el número de variables 
implicadas fue prácticamente el doble del de las incluidas en el presente estudio. 
Asimismo, Raftery et al. (1997) hallaron diferencias de hasta el 6% en la cobertura 
predictiva en favor del método MC³ por sobre el método Occam’s window.   
La desestimación de la incertidumbre de modelo que conlleva la elección de un 
modelo particular para la explicación de un determinado fenómeno puede afectar los 
resultados del proceso de inferencia estadística para las cantidades de interés asociadas 
al fenómeno (Hoeting et al., 1999). Para estos datos, esta desestimación se tradujo en 
los modelos seleccionados por los métodos frecuentistas en una cobertura predictiva 
algo inferior para nuevas observaciones, en comparación con el modelo derivado de la 
implementación del BMA, ya sea mediante Occam’s window o en base a MC³.    
 
5.3 Consecuencias y aplicaciones  
Ante un escenario con muchas variables independientes, los métodos 
frecuentistas estándar de selección de modelos tienden a encontrar evidencia 
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estadísticamente significativa para efectos que no existen; por razones vinculadas con la 
potencia estadística, esta tendencia se fortalece con el aumento del tamaño muestral 
(Raftery, 1995). Por su parte, la verosimilitud marginal de los datos, componente clave 
de la metodología BMA, permite juzgar cuantitativamente a cada una de las posibles 
combinaciones de predictores de acuerdo a la evidencia muestral. A este respecto, 
estudios de simulación realizados por Raftery (1995) y Raftery et al. (1997) mostraron 
que el BMA tiende a la parsimonia cuando no hay señales de relación en los datos entre 
los predictores y la variable respuesta.  
Con respecto a la elección de cuál de los dos métodos BMA descriptos aplicar, 
el juicio se supedita a si el interés está focalizado en la estimación de parámetros o en la 
predicción. Occam’s window tiende a ser es más rápido computacionalmente y más 
adecuado cuando lo más importante es la inferencia en relación con los parámetros que 
definen el modelo. El carácter exhaustivo de MC³ genera mayor exactitud en las 
predicciones, sacrificando un tanto la búsqueda de la forma funcional que mejor explica 
el fenómeno y a expensas de una mayor exigencia de cómputo. No obstante, los dos 
enfoques son lo suficientemente flexibles como para ser exitosos en ambas situaciones 
(Raftery et al., 1997). 
Un modelo de predicción del VO2max construido con variables explicativas de 
simple y habitual obtención representa para la evaluación deportiva una herramienta 
útil, práctica y muy económica. Los resultados de esta investigación derivaron en un 
modelo BMA para el VO2max que hace uso de toda la información antropométrica y 
demográfica básica que habitualmente se tiene de un deportista. Además, fue propuesta 
una clasificación de deportes para su inclusión dentro del proceso de modelación. Esta 
clasificación fue evaluada por los datos, revelando resultados consistentes. Asimismo, 
los criterios empleados para la clasificación de los deportes involucrados permiten que 
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el modelo contemple a disciplinas no incluidas en la muestra, obviamente aquellas 
disciplinas en las que la potencia aeróbica es relevante para el rendimiento. No se 
hallaron en la literatura antecedentes de modelos de no-ejercicio para población de 
deportistas que incluyan al deporte practicado como factor de clasificación.  
Dada la concepción metodológica del BMA, sería una cuestión natural adicionar 
más predictores en el proceso de modelación. Cuanto mayor es el número de variables 
implicadas en el proceso, mayor es el número de modelos posibles y por lo tanto mayor 
es la incertidumbre esperable. En el contexto de la modelación de la potencia aeróbica 
en deportistas con datos de no-ejercicio, otras variables pertenecientes al numeroso 
conjunto de medidas del campo de la antropometría podrían ser candidatas a 
adicionarse, a sabiendas de su masiva inserción en el ámbito de la evaluación deportiva, 
además de la practicidad y economía que conlleva su obtención. Tomando también en 
consideración el constante incremento de posibilidades computacionales, la alternativa 
de modelación estadística brindada por el BMA se torna muy razonable. Por otra parte, 
la posibilidad de incorporar información a priori acerca de la plausibilidad de los 
modelos a promediar es una cuestión que amerita futuras investigaciones. Sobre la base 
de este primer estudio, sería además aconsejable contar con más observaciones de las 
diferentes disciplinas deportivas a los efectos de estudiar posibles clasificaciones más 
específicas para los deportes, en pos de un mayor poder explicativo de la variabilidad 
del VO2max.  
La implementación del BMA para la modelación del VO2max es en consecuencia 
una contribución original, la cual marcha en consonancia con el surgimiento del 
enfoque bayesiano en estadística aplicada observado en el presente siglo. 
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5.4 Conclusiones  
Se observaron discordancias entre las técnicas frecuentistas en la selección de 
las variables cuantitativas disponibles para la predicción del VO2max en deportistas. El 
BMA resultó ser una solución coherente y eficaz ante la incertidumbre manifiesta 
acerca de la forma funcional del modelo. Este procedimiento capturó los modelos 
alternativos con sustento en los datos, valorando de esta manera el aporte de todas las 
variables implicadas. Las combinaciones de variables que incluyeron predictores con un 
alto nivel de multicolinealidad registraron muy bajas probabilidades de modelo                 
a posteriori. Los modelos individuales con más soporte en los datos presentaron un 
apreciable grado de ajuste. El BMA mostró una capacidad predictiva un tanto superior a 
las de los modelos derivados de procedimientos de selección de variables basados en la 
estimación de mínimos cuadrados. Los resultados de los análisis realizados ya sea bajo 
enfoque frecuentista como bayesiano revelaron similitud en el VO2max entre las 
categorías de deporte Combate y Juego. Además, justificaron la subclasificación 
propuesta para los deportes de Resistencia.  
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