1. If shared variance (r²) is reported, correlation (r) is obtained by calculating the square root of shared variance. where σ is the standard deviation.
1. If shared variance (r²) is reported, correlation (r) is obtained by calculating the square root of shared variance. where σ is the standard deviation.
2 Procedure 5 and the second part of procedure 6 are described in Wolf (1986). 3. If β value, the standardized regression coefficient, is reported and there is only one independent variable, correlation (r) equals to β.
If β (β 1 and β 2 ) values are reported and there are two independent variables (variable 1 and variable 2), the correlation (r y1 ) between dependent variable and independent variable 1 is obtained by applying the formula where σ is the standard deviation. Then proceed via 3 above.
5. If F-value, the ratio of the Regression Mean Square to the Error Mean Square, is reported and there is only one independent variable, correlation (r) is obtained by applying the formula
where n is the number of observations.
6. If t-value of regression coefficient is reported, the regression coefficient (b) can be obtained by applying the formula
where SE is the standard error of b. Then proceed via 4 above.
If t-value is reported and there is only one independent variable, correlation (r) is obtained by applying the formula
Appendix B Independence of the Studies Included in this Meta-Analysis
To ensure the independence of the studies included in this meta-analysis, we used the method developed by Wood (2008) and divided the studies into two groups: duplicate and independent. While the first consists of studies that share one or more authors, the second includes all of the remaining studies. According to Wood, significant difference between the two groups in the mean correlations of interest may indicate non-independence of the studies. As shown in Table B1 , results of the group difference tests illustrate that none of the p-values for the t-test statistics is significant and thus do not indicate lack of independence of the studies included in this meta-analysis. Table D1 shows the results of summarizing the 71 studies. We used funnel plots and failsafe Ns to investigate publication bias. As a visual tool, funnel plots are simple scatterplots of the effect size (horizontal axis) against the sample size (vertical axis) (Cooper and Hedges 1994) . In the absence of bias, a funnel plot usually shows a symmetric inverted funnel shape with effect sizes from small studies scattering widely at the bottom of the graph and the spread narrowing for studies with a larger sample size. Because publication bias may not be the only reason for problematic funnel plots, caution should be taken in interpreting plot results, and funnel plots should be viewed in conjunction with other tests such as failsafe Ns (Sabherwal et al. 2006 ). We developed a funnel plot for each of the five correlations. The funnel plots did not identify publication bias as a problem. We show a sample funnel plot (for the correlation between perceived usefulness and behavioral intention) in Figure D1 .
Appendix D Summarization, Publication Bias, and Heterogeneity
For any relationship of interest, failsafe N represents the number of additional studies (with null results) needed to render the results for that relationship nonsignificant at a pre-specified level (p # 0.05 in this study) (Williams and Livingstone 1994). We calculated the failsafe Ns for the five correlations by using the values corrected for study artifacts. 4 As shown in Table D1 , the failsafe Ns vary from 29 to 195, with an average of 115. They provide confidence in the robustness of this meta-analysis with respect to the possible exclusion of studies with nonsignificant results. (That is, for example, at least 184 additional studies with non-significant results would be needed to make the average usefulness/intention correlation shown in Table D1 non-significant.) Together, these results and the funnel plots indicate that publication bias is not a significant problem in this study. Hedges (1982) and Rosenthal and Rubin (1982) propose that a heterogeneity (or homogeneity) test be used as an aid in deciding whether observed effect sizes are more variable than would be expected from sampling error alone. If they are, then there is a strong basis for searching for moderators (Hunter and Schmidt 1990) . The heterogeneity test involves the Q statistic, in which the distribution is similar to chi-square with k-1 degrees of freedom where k is the number of studies included in the meta-analysis (Hedges and Olkin 1985) . The Q statistic for each of the five correlations exceeded its cutoff, and thus the analyses confirmed heterogeneity for each (p < 0.01).
5 That is, of all the correlations vary across studies more than would be produced by sampling error. Thus, the results support our pursuit of moderators. Appendix E
Methods for Correcting Study Artifacts
Hunter and Schmidt (1990) provide the following methods to correct study artifacts:
1. Correct original correlations reported in individual studies for measurement error:
Dividing reported correlation by the square root of the product of the reliabilities of the two variables.
2. Calculate a weighted average correlation in which each correlation is weighted by the number of observations in that study, and calculate a standard deviation corrected for sampling error:
(1) , where is the weighted average correlation, r i is the correlation in study i, and N i is the sample size in study i. In Table D1 , the corrected values are based on the corrected correlations obtained by applying method 1; the corrected mean is the weighted average correlation obtained by applying the first formula of method 2; and the corrected standard deviation is obtained by following all of the procedures in method 2.
