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Abstract
Advances in performance and increases in revenue
are most often facilitated by the development and
application of new technologies. Recent efforts in
multidisciplinary design have yielded methods for
the evaluation and selection of technologies in the
presence of uncertainty. Many of these methods aim
to forecast the impacts of new technologies amidst
the uncertainties associated with technology perfor-
mance and operating conditions. These forecast-
ing abilities aid in the selection of the technology
that gives the highest probability of success. Many
methods offer efficient probabilistic assessments that
allow the designer to extract the optimal solution.
However, a single optimal solution may not be suffi-
cient for systems that are heavily influenced by oper-
ating conditions. All aerospace and industrial power
systems are influenced by at least a few parameters
such as air density, pressure, temperature, humid-
ity, etc. For instance, power plant output fluctuates
significantly with changes in ambient conditions. In
order to evaluate proposed technologies for such a
system, a new approach is needed in order to define
a framework where operational uncertainties may be
quantified and modeled.
A robust design methodology has been developed,
whereby operating conditions and their impacts can
be modeled easily and accurately. An industrial gas
turbine power plant is used as an example, and the
proposed methodology is integrated with existing
methods developed by Mavris and Kirby1 in order
to predict the overall impact of a technology over
a yearlong period of operation in a specified region.
This paper demonstrates how to use this model to
refine the design of the technology. Hence, the tech-
nology development is treated as a suboptimization
problem in which the optimum design settings of the
technologies are found. This ambient model is then
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used to forecast the impact of each technology. Fi-
nally, these results are then used to select the most
promising technology for implementation into the fi-
nal design.
Motivation
The demand for electricity is expected to grow 1.7
percent annually until 2020. This projected growth
is the result of the combination of the rising num-
ber of households, growth in commercial floorspace,
and increase in industrial output. In addition, obser-
vations show that climatic temperatures are slowly
increasing, along with the duration of these high-
temperature periods. The steady rise in demand,
along with climbing temperature extremes will cre-
ate a need for increased peaking capacity. With
the onset of the summer months, cooling usage in-
creases, and the demand for power escalates. At the
same time, the warmer air reduces the efficiency of
power plants, causing a reduction in available power
output. Thus, the growing demand and reduced effi-
ciency are expected to increase the peak-to-average
load ratio for utilities, thereby creating the need
for power-enhancing alternatives that provide addi-
tional ”peaking” capacity.2
Combined-cycle power plants are among the most
economical systems used to generate electricity.
Consequently, they are expected to play a major role
in meeting increasing demands. These predictions,
along with the large volume of combined cycle sales
in recent years, have boosted research and develop-
ment of performance-enhancing technologies. Many
of these technologies aim to increase power output
solely during peak summer demand. In other words,
these technologies are often designed to be turned on
only when the temperature exceeds a certain value.
Throughout the remainder of the year when tem-
peratures are lower, the technology will be turned
off, consequently inducing a small loss in efficiency
of the system.
Given this situation, the performance of the power
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plant and any technology improvements to the power
plant will be highly dependent on operating condi-
tions. Hence, a technology may provide a significant
benefit in a warm region, and at the same time de-
grade performance in a cooler region. As a result,
the designer is faced with a situation in which the
optimal design is no longer a single formula, but a
variety of designs that must be tailored to the indi-
vidual customer. This type of trade-off is an ever-
increasing phenomena within aerospace and power
generation industries, in which system performance
is often influenced by changing operating conditions.
In turn, there is a need for a method that will pro-
vide the designer with the ability to easily assess
the impact of operating conditions on technology
performance. This method must allow the designer
to forecast these operating conditions quickly and
accurately, while also accounting for uncertainties.
In combining these capabilities with a preexisting
decision-making methodology, the designer can de-
liver solutions that are tailored to individual cus-
tomer.
Background
During the summer months when the air is warmer
and less dense, there is a reduction in mass flow
through a gas turbine engine, causing a decrease in
power plant efficiency, and consequently, a decrease
in power output. Many new developments in power-
enhancing technologies aim to thwart reduced effi-
ciency by cooling inlet air during these peak periods.
One way to do this is to mix water with the inlet air.
The water will evaporate and reduce the ambient
temperature down to the wet-bulb temperature, or
the lowest temperature that can be achieved by sat-
urating the air.3 There are several techniques that
can be used to introduce water into the inlet air; two
such techniques are evaluated in this paper, both of
which are variants of evaporative cooling technolo-
gies. The main difference between the two is that
one uses a wetted-honeycomb media to release wa-
ter as air passes through, and the other uses an array
of nozzles to spray atomized water into the inlet.4, 5
Both technologies use relatively simple concepts, but
these concepts are greatly complicated by the fact
that the maximum amount of water that can enter
the inlet is dictated by the ambient conditions. If
the relative humidity is already high, the technolo-
gies will not be as effective. In addition, if the air
becomes oversaturated, the water droplets will coa-
lesce, causing excessive corrosion and / or erosion of
the compressor hardware. For these reasons, careful
attention must be given to the ambient conditions,
particularly temperature and humidity. The pro-
posed method not only addresses the technology’s
dependence on operating conditions, but also the
uncertainties associated with the drawbacks of an
increased number of parts and risk of accelerated
corrosion.
Approach
The goal of the methodology is to provide a frame-
work where alternatives can be evaluated, and the
probability of success of each alternative can be
quantified on a case-by-case basis. This method is a
multi-level, hierarchical approach that not only al-
lows the evaluator to identify the most promising
alternatives, it also allows the designer to adjust the
technology settings to achieve optimum technology
performance. These attributes allow the method to
be used as either a preliminary design tool or a tech-
nology selection tool, or both. As a preliminary de-
sign tool, the method can be used to model the op-
erating conditions, and then optimize the design of
the technology for those forecasted conditions. As a
technology selection tool, the method can be used,
again, to model the operating conditions, and then
to select the technology that will give the customer
the greatest probability of achieving a given goal.
The proposed method addresses individual customer
requirements using the twelve steps depicted in Fig-
ure 1.
Step 1: Define the Problem
As in any decision making process, the first step is
to formulate the problem by identifying an objec-
tive. There are several tools available for formally
mapping requirements based on the customer’s eco-
nomic or performance needs. Quality Function De-
ployment (QFD) is a widely used tool for mapping
customer requirements, and it is most advantageous
when the customer desires a large number of design
characteristics or attributes. In these cases, QFD
allows the designer to establish an Overall Measure
of Value (OMV) for each of the customer’s wants
or needs. For this reason, QFD is highly recom-
mended for the problem definition phase of any pro-
cess involving multiple objectives.6 For the example
investigation described in this paper, it is assumed
that the only objectives are to maximize the power
output and net revenue generated by the combined-
cycle power plant, so QFD is unnecessary here.
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Figure 1: Method for Selecting Technologies in the Presence of Operational Uncertainty
Step 2: Identify Baseline and Technologies
With the objectives defined, the next step is to iden-
tify the baseline and any technologies that might
make a beneficial addition to the baseline. If the
baseline is not a fixed design, and the designer wishes
to investigate several design alternatives, then they
may refer to the first five steps of the method for
Technology Identification, Evaluation, and Selection
(TIES).1 After the baseline is defined, the technolo-
gies must also be specified. If the technologies are
in the developmental phase, or if the technology set-
tings are variable, the investigator may wish to opti-
mize the technology settings. A “technology setting”
refers to any physical parameter that may affect
technology performance. For example, as applied
to this problem, a technology setting might be the
number of nozzles used to spray water, or the thick-
ness of the wetted-honeycomb media. These are the
technology design variables that can be changed un-
til an optimum setting is found.
Step 3: Modeling and Simulation
Whether the technology settings are variables or the
technologies are pre-defined, a modeling and simu-
lation environment is needed to assess the technol-
ogy impacts. A modeling and simulation tool may
consist of any combination of sizing/synthesis codes,
physics-based analytical tools, or metamodels. For
complex analyses, it may be beneficial to use a De-
sign of Experiments (DoE) to create Response Sur-
face Equations (RSEs) to model the complex system.
An RSE is a form of a metamodel of the system per-
formance, and its use has widespread applications in
engineering design.7, 8 In addition to Response Sur-
face Methodology (RSM), there are several existing
techniques available for simplifying complex models,
and in some cases, a metamodel may be completely
unnecessary if the model is already fast enough. For
this example, RSEs are used in place of a complex
code, allowing for efficient exploration of DoEs.
At this point in the method, the initial DoE should
3
American Institute of Aeronautics and Astronautics
only include those design variables that represent
the technology settings that are being varied. It
is also important for the DoE to include a switch
that determines whether or not the technologies are
installed, and whether or not they are being oper-
ated if installed. It is assumed that the designer al-
ready knows which technologies are compatible, so
any cases that do not represent feasible technology
combinations should be eliminated from the DoE.
If the technology settings are fixed, then the DoE
should be composed only of installed / uninstalled
switches for the technologies such that each case rep-
resents a compatible combination of technologies.
It should also be noted that in the modeling and
simulation environment, it is imperative for the user
to have the capability to input or alter the operat-
ing conditions. If the system performance is truly
dependent upon the operating conditions, then an
adequate model must account for these conditions
when computing performance outputs.
Step 4: Select Location of Operation
The design space exploration begins with the selec-
tion of the location of operation. If the technologies
are in the conceptual design phase of development,
or the Technology Readiness Level is low, it may be
beneficial to select a region in which the technolo-
gies will most likely provide a benefit to the base-
line system. In doing so, the designer can gauge the
likelihood of success for each technology. For the
problem at hand, the proposed technologies will best
perform in hot, arid operating conditions in which
saturation of inlet air will have the greatest effect on
the temperature of the air entering the engine. If a
preliminary assessment is performed using a hot and
arid location, and the addition of technologies gives
no advantage over the baseline design, then one may
conclude that the technologies will not provide any
gain at all. If these kinds of results are observed, it
may be best to advise the manufacturer to discon-
tinue research and development on those technolo-
gies that show a low probability of success.
It is also possible that the technologies are in the
final stages of development, and the manufacturer
would simply like to advise a customer at a given
location. If a customer is planning to buy a certain
system, then they may wish to know which technolo-
gies can be added to that system to provide optimum
performance, and / or revenue for their individual
situation. This methodology is extremely flexible,
so it can also be applied to the rare situation in
which a technology has variable settings that can
be easily altered. For example, what if the num-
ber of spray nozzles in an inlet conditioning tech-
nology is a variable? It is known that the relative
humidity plays a role in determining the maximum
amount of water that can be evaporated into the
air. Consequently, fewer nozzles may be needed in a
humid region, where the danger of oversaturation is
greater. For the demonstration provided in this pa-
per, Phoenix Arizona is selected to represent a hot,
arid region in which the system is being evaluated.
Step 5: Retrieve Historical Weather Data
Retrieval of data is one of the easiest parts of this
method. Once the information is located, the main
task is simply compiling the data into a useable form.
A wealth of historical weather data is available for
a large number of cities in the United States.9 For
this method, historical monthly averages are used to
build the weather model. In particular, the reference
source provides hourly averages of ambient weather
conditions by month. Thus, for every month, the
average ambient conditions are given for every hour
in the day. A sample of these data is given in Ta-
ble 1. Data are available in this form from 1996 to
the present, so these values can be averaged over a
number of years to give a more robust model. Thus,
for the city of interest, the evaluator must retrieve
Table 1 for every month for at least one year. For a
more robust model these tables may be compiled for
several years, and each hourly value can be averaged
over the number of years for each month. Whether
the data is only taken from one year, or averaged
over several years, the final model will consist of 288
data points, where each data point represents aver-
aged ambient conditions for one hour of one month.
In other words, Table 1 is representative of a typi-
cal day in May in Phoenix, Arizona. Since Table 1
gives 24 data points (one for each hour of the typical
day), then the twelve months will give a combined
288 data points. For the example problem being
evaluated in this paper, ambient temperature and
relative humidity have the most significant effects on
the system, so only these data points are extracted
and compiled.
Step 6: Optimize Technology Settings
This step is optional, and should only be included if
either technology development is still in the concep-
tual design phase, or if the technology is mature and
the manufacturer still maintains some control over
the design settings. If, on the other hand, the tech-
nology is mature and the design is completely fixed,
then this step should be omitted from the analysis.
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Table 1: Hourly Averages of Weather Conditions in
Phoenix, Arizona from March, 20029
For this investigation, it is assumed that for the
first technology, the manufacturer can vary the num-
ber of spray nozzles that are installed. Likewise, for
the second technology, it is assumed that the manu-
facturer has control over the thickness of the evapo-
rative media that is installed in the system. For this
particular example, it may not be realistic to assume
that the manufacturer can vary these settings for ev-
ery single product sold. Nonetheless, the situation
is simulated for the sake of argument, in case a simi-
lar situation should arise. Given these assumptions,
the initial DoE that was obtained in the third step
is given in Table 2. In this DoE, a technology set-
ting of ’1’ indicates that the technology is added to
the baseline design, and a ’0’ implies that the tech-
nology is not present. The two technologies are not
compatible, so there are no runs in the DoE that
include both of the technologies into the design. In
addition, the nozzle count and media thickness have
been normalized so that a ’1’ represents the max-
imum number of nozzles or media thickness, a ’-1’
represents the minimum number of nozzles or media
thickness, and a ’0’ is the value between the max-
imum and minimum. The first run is included to
simulate the baseline (with no technologies) perfor-
mance in the selected location.
The next step is to simulate the effect of operat-
ing conditions on each case in the DoE. This can be
Table 2: Initial DoE of Configuration Options
accomplished using a Taguchi analysis, in which the
operating conditions can be treated as noise vari-
ables that are applied to the DoE, which will act as
the inner array in the Taguchi analysis.6 For this
step, Crystal Ball can be used to fit a distribution
to the data obtained in the previous step. The re-
sulting distributions obtained for this example are
shown in Table 3.
Table 3: Yearly Distributions in Temperature and
Humidity
If the data from step 5 are plotted as a func-
tion of time, it becomes apparent that temperature
and humidity are extremely dependent upon one an-
other. Figure 2 displays a plot of these data for
Phoenix, Arizona. In this plot, for the tempera-
ture line, each peak essentially represents an aver-
age noontime temperature for each month. There
are twelve peaks in all, one representing each month
of the year so that the first rise and fall represents a
typical day in January, the second depicts a typical
February day, etc. In this step, temperature and hu-
midity are simply treated as noise variables, so any
coupling between the two is ignored. Though it is
evident in Figure 2 that the coupling is significant,
the technology settings may be optimized with suf-
ficient reliability using the uncoupled noise variable
distributions shown in Table 3. If the Taguchi anal-
ysis is applied to the DoE using Crystal Ball, the
output is a series of Cumulative Distribution Func-
tions (CDF). Each CDF represents the distribution
of results obtained by applying the temperature and
humidity distributions to one run of the DoE. On
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each CDF, the response is plotted on the horizon-
tal axis, and the vertical axis gives the probability
of achieving a value that is less than a certain re-
sponse. Hence, the rightmost value on the horizontal
axis is the maximum possible output value, or the
value under which one-hundred percent of the out-
put values will lie. Table 4 shows the CDFs obtained
from this analysis, where the output being tracked is
the normalized power output from the power plant.
At this point, there is no sense in tracking net rev-
enue, because the noise variables have not yet been
accounted for. Thus, if there were no uncertainties,
the maximum power output would equate to maxi-
mum net revenue, so there is no need to track both
outputs for this step.
The CDFs in Table 4 depict the forecasted distri-
bution for power output for each configuration. The
mean values labeled in Table 4 represent the value at
which there is a fifty-percent chance of generating at
least that much power. These values are normalized
against the mean power output for the baseline, so
that a mean value greater than one indicates an in-
crease in output over the baseline. In essence, these
CDFs predict the variations in performance of each
configuration. For instance, if an observer recorded
the power output of the second configuration at ran-
dom intervals ten times each day for an entire year,
the data would look like the CDF for the second run
in Table 4. Consequently, the mean values depicted
in Table are simply approximations of the average
value of normalized power output for an entire year.
From the first three runs, the CDF that gives the
highest mean (and possibly the lowest deviation) de-
scribes the best setting for nozzle count. The best
run out of the second set of three gives the best set-
ting for the media thickness. From Table 4, it is
evident that the optimum settings for nozzle count
and media thickness are the maximum possible val-
ues (runs 2 and 5). If, on the other hand, the center-
point of the design variable (run 3 or 6) is the best
out of the set of three, then the actual optimum lies
somewhere within the variable range. However, this
optimum may not actually be the center point. In
this case, a Monte-Carlo simulation or an optimiza-
tion scheme is needed to locate the actual optimum
value. These procedures are described in more detail
in References.7, 8 A new DoE is formed using the op-
timized settings, and this new DoE is shown in Table
5. These settings only reflect the optimum settings
for the operating conditions that were modeled for
Phoenix, Arizona. It is possible that the optimum
settings will be different for a different region.
Table 4: Cumulative Distribution Functions for Nor-
malized Power Output
Step 7: Develop an Ambient Model to
Simulate Twelve Typical Days of Operation
The 288 data points that were compiled in step 5
are used to model the operating conditions. At this
point, the coupling between the temperature and hu-
midity must be taken into account. The final goal
of this method is to find reliable estimates for the
outputs. In order to do so, the relationship between
temperature and humidity must be accounted for. If
temperature and humidity are treated as noise vari-
ables, as they were in step 6, then any interactions
between the two would be neglected, and impossible
combinations of the two would be incorporated into
the analysis. In order to incorporate these interac-
tions, the 288 data points are used to form a table of
experiments. Since this table represents a model of
the ambient conditions, the output from every run
will be averaged to find the value that will be used
to approximate the yearly average for that output.
A simple script is needed to execute the 288 runs in
6
American Institute of Aeronautics and Astronautics
Figure 2: Annual Fluctuations in Temperature and Humidity in Phoenix, Arizona
Table 5: DoE of Optimized Technology Settings
the table, and again, it is recommended that RSEs
be used to approximate the results if the analysis
code is complex. For this example, a simple Visual
Basic script was written to allow the full analysis to
be executed within Excel.
Step 8: Run Ambient Model for Every
Combination of Compatible Technologies
A Taguchi analysis is again used to assess the impact
of the operating conditions. Only this time, the in-
ner array is the new, smaller DoE that was found in
step 6 given by Table 5, and the outer array is the
288-run ambient model instead of the uncoupled dis-
tributions. At this point, both power output and net
revenue must be accounted for. These outputs are
recorded for every run in the ambient model, giving
288 values for power output and revenue for each
possible configuration given in Table 5. Using the
results, the power output from each configuration is
plotted as a function of temperature, as shown in
Figure 3.
In Figure 3, the power output is plotted against
temperature, but the fluctuations in humidity are
also affecting the data. It is the humidity that causes
the data to fluctuate when the technologies are em-
ployed, implying that technology performance is in-
fluenced by humidity, as expected. Thus, the smooth
line for the baseline indicates that the baseline out-
put is not overly sensitive to changes in humidity.
For those configurations with a technology addition,
any data points that occupy the space above the
baseline curve represent gains with respect to the
baseline. All data points below the baseline curve
imply losses from the baseline design. For the two
technology lines, a step in power output occurs at
59 degrees, when the technology is turned on. Below
that temperature, the technologies are installed, but
are inactive, causing a small loss in efficiency. The
extent of the losses and / or gains is indicative of the
amount of time that the system spends operating
under or over 59 degrees. Effectively, the main ob-
jective of the proposed method is to find out whether
or not the gains will outweigh the losses. However,
the plot in Figure 3 does not provide a sufficient pre-
diction of power plant performance, because there is
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Figure 3: Plot of Power Plant Output for the Range of Temperature and Humidity Values in Phoenix,
Arizona
still a great deal of uncertainty which has not yet
been accounted for.
Step 9: Assess the Impact of Operating
Conditions on Each Configuration
Taking the percent difference between the hourly
output for the baseline and the baseline plus the
technology will give an approximation for the tech-
nology impacts. These impacts are simply estimates
of the effects that a technology will have on a certain
output. For this problem, this impact is quantified
as a percent increase or decrease from the baseline
output. However, each of these technology impacts
applies only to the operating conditions for which it
was found. Unlike most technology selection meth-
ods that assume the technology has a direct impact
on the output, this method accounts for the direct
impact of operating conditions on the technology
performance. In other words, the actual impact of
a technology is determined by the ambient condi-
tions in which it is operating. In order to quantify
the technology impact over the range of operating
conditions, the outputs from each configuration are
obtained for each case in the ambient model. Since
there are 288 cases in the ambient model, there will
be 288 outputs corresponding to each configuration.
The technology impact for each case is obtained from
the percent difference between the output from the
baseline alone, and the baseline with an added tech-
nology. Thus, there will be 288 of these percent
differences to describe the overall impact each tech-
nology. In other words, values for power output and
revenue have been obtained for every hour in the 12-
day model for all three configurations. The overall
impact of the operating conditions on the technol-
ogy may then be modeled by fitting a distribution
to the 288 differences. These distributions capture
the variations of the technology impacts as they fluc-
tuate with operating conditions. Figure 4 outlines
the procedure used to generate a distribution on a
technology impact for an arbitrary response, such
as power output or revenue. These technology im-
pacts are essentially noise variables, because there
is a certain level of uncertainty associated with new
technologies and / or the analyses used to model
them. Even the most complex code can not precisely
predict how these new technologies will affect down-
time, part corrosion, and therefore revenue. There-
fore, these technology impact distributions account
for the fact that technology impacts are a function
of operating conditions, with an associated uncer-
tainty. Even though uncertainty is being accounted
for, it is important to remember that the resulting
distributions are only valid for the location being
evaluated. These distributions will change signifi-
cantly when operating conditions change, so they
must be recalculated for any new location with sig-
nificantly different operating conditions.
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Figure 4: Method for Finding Technology Impact Distributions Due to Operational Uncertainty
Step 10: Assign Distributions to Noise
Variables
At this point, noise variables are the only items still
unaccounted for. These noise variables are any pa-
rameters that affect the output, and have some un-
certainty associated with their values. For instance,
fuel cost, hours of operation, and maintenance costs
are all parameters that have an associated uncer-
tainty. It is likely that, based on historical data, the
designer has a good estimate for each of these values.
These historical data may be used to fit a distribu-
tion to variables such as fuel cost and the base value
of energy. On the other hand, the designer may rely
on pure intuition to assign distributions to variables
like the number of hours of operation in one year. An
experienced designer will be aware that with the ad-
dition of one of the proposed technologies, the num-
ber of parts will increase as will the likelihood of
accelerated corrosion. Thus, the increased mainte-
nance requirements will most likely cause the num-
ber of forced outages to increase, and therefore the
total hours of operation will decrease. However, the
designer can not predict the exact amount by which
the hours of operation will decrease, or if there will
even be a decrease at all. Hence, there is a great
deal of uncertainty associated with the hours of op-
eration. To account for this uncertainty, the most
logical distribution is one that has been shifted to
the left of the estimated value to account for the
probability that the added technology will reduce
the hours of operation. The resulting distribution
for hours of operation is shown in Table 6, along
with the other distributions that were incorporated
into this analysis. The technology impact distribu-
tions that were generated in the previous step are in-
cluded among the noise variables, since there is some
uncertainty associated with the technology impacts.
Step 11: Determine the Probability of
Achieving the Goal for Every Alternative
A Taguchi analysis is used to apply the distributions
from step 9 to the reduced DoE from step 6, and
again, the end result is a collection of CDFs. These
CDFs are the culmination of thousands of random
trials where the values of each of the noise variables
are randomly selected from the uncertainty distribu-
tions from step 10. The output values are extracted
from each of these trials, giving a histogram where
the vertical axis is the frequency of occurrence, and
the horizontal axis is the range of values of the se-
lected output. If this histogram is converted to a
CDF, the vertical axis will give the probability of
achieving a specified value for the output. If the
customer has a specific goal in mind, then the tech-
nology selection is based on the probability value
of that metric for the specified target value on the
CDF. The configuration with the highest percent
confidence of achieving the metric target is consid-
ered to be the ”best” configuration. If the customer
has more than one objective, the best configuration
may not be readily obvious upon a first inspection
of the CDFs. In this case, it may be necessary to
use an evaluation tool such as a Pugh Evaluation
Matrix in conjunction with a decision-making tech-
nique such as the Technique for Order Preference by
Similarity to Ideal Solution (TOPSIS).1
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Table 6: Uncertainty Distributions Assigned to Noise Variables and Technology Impact Coefficients
Table 7: Cumulative Distribution Functions for Normalized Power Output and Normalized Net Revenue
Step 12: Select the Technologies with the
Highest Probability of Success
For this demonstration, the resulting CDFs are dis-
played in Table 7. Here, the annual energy output
and revenue are the only metrics of interest to the
customer. It is evident which configuration is supe-
rior even before weighting the relative importance of
the two metrics. The first technology not only boosts
energy output and revenue above the baseline values,
but also above the values obtained using the com-
peting technology. The second configuration, which
incorporates the first technology, is therefore the su-
perior choice.
Verification: A Second Example
Though it is intuitive that temperature and humid-
ity will have a significant effect on these example
systems, it is still possible that there exists one op-
timal solution that should be employed for all oper-
ating conditions. Even so, this method can still be
used to forecast the outputs that each customer can
expect for the given operating conditions. What-
ever the case may be, this methodology is applied
to the same problem for drastically different operat-
ing conditions. The previous example demonstrated
that the technologies are, in fact beneficial in a re-
gion with hot and arid operating conditions. Intu-
itively, it is evident that technology performance will
be degraded in a cooler, more humid region, such as
Seattle, Washington. The extent of this degradation
can be approximated using the proposed method. A
plot of the data points that make up the weather
model for Seattle, Washington is shown in Figure 5.
In comparison to Figure 2, it is evident that Seat-
tle, Washington is representative of the opposite ex-
treme of the operating conditions found in Phoenix,
Arizona. In addition, Figure 6 gives the outcome of
step 8, a plot of power output versus temperature
in Seattle. This figure is similar to Figure 3, ex-
cept that the frame has shifted to reflect the cooler
temperatures in Seattle, and some other slight dif-
ferences are caused by the differing humidity trends.
From Figure 6, it is evident that there are far more
losses associated with technology performance in
Seattle than in Phoenix. Although it may appear
as though the technologies will still provide some
benefit, the results will likely shift when the added
uncertainties and risks are quantified. Indeed, when
the full method is executed for Seattle, the final cu-
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Figure 5: Annual Fluctuations in Temperature and Humidity in Seattle, Washington
mulative distributions actually show a small loss in
power output and revenue when the second technol-
ogy is installed. The first technology shows neither
a benefit or a loss. Even though the first technology
does not appear to ever hinder the system perfor-
mance, it may not be in the manufacturer’s best
interest to install this technology in every system.
The reason being that it not only costs extra money
for the technology hardware, but that the technol-
ogy addition causes a great deal of added uncertainty
and risk. This additional uncertainty is an unwanted
byproduct of new-technology infusion, and it should
be avoided if the technology is not overly promising.
Thus, in this situation the optimum configuration is
the baseline design. The presence of two different op-
timum configurations for two different sets of operat-
ing conditions justifies the need for the demonstrated
methodology. This example also demonstrates the
importance of having the capability to reconfigure a
system to best meet every customer’s needs.
If it is deemed to be too much trouble to recon-
figure every single system that is sold, the manufac-
turer may simply wish to define a set of configura-
tions. For instance, this method could be used to
define five separate configurations, each optimized
for different operating conditions. As an example,
the results from the evaluation for Phoenix could
be used as a general solution for all locations with
hot and arid operating conditions. The solution for
Seattle might be a general solution for all cold and
humid locations. In addition, there might be three
other generalized solutions; one for a hot and humid
location, one for a cold and arid location and one for
moderate operating conditions. Then, a customer
may be classified as falling under one of these cate-
gories, and the appropriate configuration would be
sold to that customer. It is even likely that the op-
timal configuration may be the same for more than
one of these groups. In that case, there may only be
two or three optimized configurations.
There exists the possibility that, while operating
conditions affect the system performance, they may
not affect the outcome of the optimized configura-
tion. If this were true, then yearly averages for
the ambient conditions could be used to replace the
288-run ambient model that is used to model these
conditions. Hence, if temperature and humidity are
approximated using a single average value for each,
would the optimum solution be the same? For this
problem, the answer is no. The inlet conditioning
technologies are designed such that they are only
turned on when they will provide a benefit, and are
turned off the remainder of the time. If the average
annual temperature in a given region is above the
point where the technology is turned on, then this
approximation will give results that grossly overes-
timate the performance enhancements. Similarly, if
the average annual temperature of a certain location
is below the on / off switch for the technology, the
approximation will show significant losses attributed
to the technology, when, in fact, it may still provide
some benefits. Thus, the results are far more reli-
able if the proposed method is used to model the
operating conditions.
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Figure 6: Power Output for a Range of Temperature and Humidity Values in Seattle, Washington
Conclusions
This paper presented a systematic approach for iden-
tifying and modeling coupled operational uncertain-
ties, and forecasting those effects on system perfor-
mance. The research focused on enhancing existing
methods to capture the effects of operational uncer-
tainty, specifically, the trends in ambient weather
conditions. This paper illustrated how to model
these coupled ambient trends, and how to integrate
this model with other tools in order to optimize de-
sign settings, select promising technologies and / or
forecast system performance in a given location. In
a more general sense, the method enables a consider-
ation of coupled noise variables. The results demon-
strate the need for a more accurate depiction of op-
erating conditions early in the design, and increased
flexibility in the final design of systems that operate
in volatile markets.
The approach has been tested on a power plant
problem involving the selection of new technologies
that propose to enhance performance during certain
conditions. The results show that the optimal con-
figuration varies with the location of operation. If
one solution is employed for all operating conditions,
it is likely that losses will incur in some of those
locations. The proposed method aims to minimize
these losses by forecasting operating conditions and
identifying uncertainties, and assessing the resulting
effects on the design space in order to pinpoint the
optimum configuration.
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