A new global optimization strategy for training adaptive systems such as neural networks and adaptive filters (finite or infinite impulse response (FIR or IIR)) is proposed in this paper. Instead of adding random noise to the weights as proposed in the past, additive random noise is injected directly into the desired signal. Experimental results show that this procedure also speeds up greatly the backpropagation algorithm. The method is very easy to implement in practice, preserving the backpropagation algorithm and requiring a single random generator with a monotonically decreasing step size per output channel. Hence, this is an ideal strategy to speed up supervised learning, and avoid local minima entrapment when the noise variance is appropriately scheduled.
Training Neural Networks With Additive Noise in The Desired Signal

I Introduction
It is well known that the two major problems associated with backpropagation learning are the slow convergence for complex problems and local minima entrapment. For the first problem, several improvements such as quickprop, momentum learning etc. have been proposed [Fahlman, 1988; Hinton, 1989] ; the second problem is more fundamental because it hinges on the local nature of the gradient estimate used by all the above mentioned algorithms. Local minimum entrapment can be solved by simulated annealing or related techniques which include the Langevin algorithm and the diffusion optimization method [Rognvaldsson, 1994; Krogh and Hertz, 1992; Szu, 1986; Kushner, 1987] . The common point of these methods is the injection of a noise term of controlled variance into each weight vector. These methods have a very slow convergence, but they can theoretically overcome local minima. Another weakness is that one has to control a lot of internal variables (noise terms for each weight), which is not very efficient. During learning one wishes to adjust only the external variables such as input, desired signal, and step size. From a pragmatic point of view on-line algorithms, i.e. algorithms where the weights are updated with every sample, are highly desired, but in simulated annealing due to the stochastic nature of the updates on-line methods can not be efficiently implemented. Motivated by these results, we propose here to add noise to the desired signal and experimentally investigate the advantages of such procedure.
Noise has also been used with gradient descent procedures. Holmstrom analyzed the generalization ability of the static BP algorithm [Holmstrom and Koistinen, 1992] when random noise was injected into the external signals. They showed that the generalization can be improved using additive noise in the training data. Matsuoka also showed that noise injection into the input alone can also improve the generalization [Matsuoka, 1992] . Both authors only concentrated on the network generalization ability and did not study the effect of noise in the learning speed and the ability of escaping from local minima.
The paper is organized as follows: We will first pose and analyze the problem to be studied in section II. Simulation results are given in section III. Section IV contains some discussions which relate the proposed method to stochastic functional smoothed optimization.
II Analysis of learning with added noise in the desired signal
II.1 Classical supervised learning
The learning system used in this paper as a prototype is a multilayer perceptron (MLP) with two layers (Figure 1 ), but the conclusions can be extended to recurrent topologies. In this network, denotes one element of an input vector; is the i th output of the output layer; represents a weight between the hidden layer and output layer; is a weight between the input and hidden layer; and denotes the activations of hidden layer. The nonlinearity f(.) in each neuron of the network is a logistic function. The training algorithm employed here is the backpropagation (BP) algorithm [Rumelhart et al, 1986] .
Let denote some desired response for output neuron i at time t, where t is the discrete time index. We may define an error signal as the different between the target response and the actual response , as shown by
The ultimate purpose of learning is to minimize a cost function based on the error signal , such that the actual response of each output neuron in the network approaches the target response in some statistical sense. A criterion commonly used for the cost function is the Mean-SquareError (MSE) criterion, defined as the mean-square value of the sum of squared error [Haykin,
where E is the statistical expectation operator, and the summation is over all the neurons (i=1,...,M) of the output layer. Minimization of the cost function with respect to the network parameters can be easily formulated with the method of gradient descent. However, the difficulty with this optimization procedure is that it requires knowledge of the statistical characteristics of the underlying processes generating the samples. Practically this shortcoming can be overcome by seeking an approximate solution to the optimization problem. Specifically, the Instantaneous value of the sum of Squared Errors (ISE) is the criterion of choice [Haykin, 1994] :
The network parameters (weights) are then adapted to reduce . Actually, this procedure leads to the so called LMS algorithm when the weights are updated with each sample [Widrow and Hoff, 1960] . 
II.2 Learning with a noisy desired signal
It is not difficult to show [Richard and Lippmann 1991; White, 1989; Haykin, 1994] Although this solution is satisfying, we have to remember that our interest is in an on-line algorithm where the dynamics of learning, i.e. how learning progresses is affected by the noise.
II.3 An on-line algorithm for learning with the noisy desired signal
It should be clear that the modification that we propose does not impact in any way the implementation of the backpropagation algorithm, since we are just modifying the signal that is injected as the desired response. So, our proposed modification can be applied to pre-existing simulators. An
important point is how to control the noise variance during the simulations. In order to gain insight on this aspect, we have to study the effect of the noise in the instantaneous gradient.
II.4 Analysis of the noisy desired signal in the gradient
The weight vector adaptation formulas in the static BP algorithm, for the network given in Figure   1 with the noiseless desired signal are [Hertz et al.,1991] for the weight between hidden layer and output layer, and for the weight between input layer and hidden layer, where is the step size.
With the noisy desired signal, the ISE of Eq. (3) becomes So by simply substituting the new value in Eqs. (7) and (8), we can show that By comparing Eq (7) with Eq (10) and Eq (8) with Eq (11) we conclude that the effect of adding the noise to the desired signal is to include an extra stochastic term in the weight vector adaptation, which can be modelled as an additive perturbation of the instantaneous gradient for the
7 noiseless case.
The stochastic term has the general form where N(t) is a performance function obtained by substituting the original error d(t)-y(t) with the injected noise n(t).
Let us now study the statistical properties of the extra terms in Eqs. (10) and (11) and see how they affect the statistics of the weight vector. But first, let us state a fact about random variables: If the random variables and are independent of each other, and the functions g and f are Borel functions, then, and are independent too [Feller, 1966] .
Most real functions f(x) including the sigmoid function used extensively in neural networks are
Borel functions. Hence, we can conclude that in Eq (10) and (11) 
From Eqs. (14) and (15), we conclude that the zero mean random noise in the desired signal does not bias the weight vectors, since the mean value of the extra stochastic term in the weight updates is zero. This corroborates our previous analysis (Eq. (6)), but now we gained new insights into the process.
From Eqs. (16) and (17) These aspects and ideas brought from global optimization provide empirical rules to control the external noise source for meaningful results. In the beginning of the simulations we would like to impose random perturbations to the weights to allow the algorithm to eventually escape from local minima. But towards the end of the adaptation the variance of the perturbation must be decreased towards zero such that the weights can attain the values given by the original optimization problem. We will use an annealing schedule proposed by Moody [Darken, Chang, and Moody, 1992] where is the initial step size, c is the search time constant, and is the iteration number. The values of these constants will have to be experimentally determined since they are problem dependent.
III Simulation results
In order to verify the analysis given above, we provide simulation results for two examples. One uses a two-layer MLP to learn the so called parity problem, which has been shown to have local minima with very slow convergence for some initial parameters [Rumelhart et al, 1986 ]. We will see from the simulation results that learning can be improved greatly with the proposed approach and the global minimum will be reached in a statistical sense. Another example uses a dynamic neural network TDNN [Waibel et al., 1989 ] to model time signals. Results from the second simulation also supports our analysis.
III.I Experiments with the MLP
We will consider the 3 bit parity problem. The network size is 3-3-1, e.g. 3 input neurons, 3 hidden neurons, and 1 output neuron. The nonlinearity is the logistic function. Straight backpropagation is used in both cases.
We added a Gaussian noise with to the desired signal and select the following param- Since the global minimum is 0, it is easy to compute the mean and variance of the 100 final errors, which are given in Table 1 . Furthermore, learning with noisy desired signal converged 99% of the time to the global minimum, but only 26% with the original desired signal.
From Table 1 , we conclude that with the noisy desired signal, learning converges to the global minimum; but with the original desired signal, learning does not converge in the statistical sense. Therefore, the conclusions from this simulation results are that the noisy desired signal allows the learning algorithm to escape from local minima.
III. II Experiments with a dynamic neural network
In section III.I, we showed the simulation results with a static neural network. In order to verify that the proposed method also works for dynamic neural networks, we use a TDNN [Waibel et al., 1989 ] to model a dynamical system. Let us consider the system, where '. 'denotes the differential operator. The system input is a set of sinusoids, with random phase . Figure 4 and Figure 5 show the input and corresponding normalized output of this system.
The structure of the TDNN network is shown in Figure 6 , where four tap delay units are used. In 
φ l 11 this network, only two input signals x(t) and x(t-4) are used as inputs to the hidden layer. In the first hidden layer, there are ten units and five units in the second hidden layer. The nonlinearity in the hidden neurons is the logistic function and the output contains one linear neuron. The training algorithm is straight BP, where the sample error is obtained by subtracting the output of the network y(t) from the output of the system d(t).
The learning curves are depicted in Figure 7 , where the step size for the noisy desired signal is annealed by Eq. (18) with , , and the variance of noise . It is obvious that the convergence with the noisy desired signal is faster and a lower MSE is achieved.
Using different step sizes and initial weights, we got similar results, with an overall minimum MSE of 0.0091. Since we do not know the global minimum for this problem, we use the minimum MSE value 0.0091 as an estimate of the global minimum. Table 2 presents the statistical results of 100 experiments with respect to this value. 72% of the trails with noisy desired signal reached the global minimum, and only 8% of the trails found the global minimum with the original desired signal.
We conclude that learning with the noisy desired signal gives smaller variability and the learning 
IV. Discussion
It has been experimentally demonstrated that learning with the noisy desired signal enhances the search ability of the constant step size BP algorithm. This is accomplished at no extra cost in terms of algorithm implementation, since we are using straight backpropagation. The added features are produced by injecting zero mean Gaussian noise of controlled variance and imposing an annealing schedule in the step size according to Eq. (18).
We showed that adding noise to the desired signal adds a zero mean stochastic term in the weight update formulas. Although a single noise source is injected in the desired signal, the variance of stochastic term is different for each network weight (in fact proportional to the sensitivity of each weight). Moreover, the variance of this term is directly controlled by the step size or the variance of the external noise source.
This means that adding noise to the desired signal is a very simple and effective procedure to take the learning process from local minima. The variance or the step size must be annealed during adaptation. We used Moody's search and converge procedure to implement the annealing, but the parameters have to be experimentally found for each problem. The scheduling of the step size such that the local minima can be overcome is an open question, not only in this proposed method but also in other stochastic algorithms such as simulated annealing [Kirkpatrick et al., 1983] . To increase the flexibility of the learning algorithm we suggest the use of two different step sizes, one for the gradient and the other for the noise.
There is an inescapable link of this procedure to a global optimization method called stochastic functional smoothing [Rubinstein, 1981 and . In the appendix we show that an on-line version of stochastic functional smoothing perturbs the true gradient with a noise term proportional to the Hessian of the performance surface.
When noise is added to the desired signal, the true gradient is also perturbed by a noise term.
However, in this case the perturbation is proportional to the gradient of a new performance function, obtained by substituting the original difference of d(t) and y(t) with the injected noise. This surface is related to the original one, but may differ significantly. Hence, when the noise source is simply constrained to be zero mean Gaussian, sub-optimal results can be expected, when compared to stochastic functional smoothing. But the simplicity of the algorithm and the enhanced performance obtained in experimental validations warrants further work on the method.
APPENDIX
The purpose of this appendix is to relate the addition of a noise term to the desired response with the method of stochastic functional smoothing, which is a global optimization procedure.
A.I Review of stochastic functional smoothing optimization
In stochastic functional smoothing the original nonconvex function is replaced by an auxiliary one, called a smoothed function, which possess some nice properties for the optimization (i.e. single minimum). Operating with the smoothed function, the global minimum of the original problem can be found.
A class of smoothed cost function parameterized by β is defined as [Rubinstein, 1981 and where β is a control parameter, and v is a random variable.
In order for to be useful for the original optimization, the impulse response should satisfy some assumptions [see Rubinstein, 1981 and for details] so that
The parameter decides the degree of smoothing applied to . For large the effect of smoothing is large, and vice versa. When and then there is no smoothing. It is intuitively clear that to avoid local minima, has to be sufficiently large at the start of the optimization. However, on approaching the optimum the effect of smoothing shall be reduced by letting vanish, since at the minimum point we want coincidence between and . Accordingly, a set of smoothed functions , s=1,2,...... is required while constructing an iterative procedure for finding .
If the impulse response kernel is selected as a multinormal function with dimension n and variance β, that is, the gradient of the smoothed cost function can be estimated by [Styblinski and Tang, 1990] where N is the number of samples of the multivariable p.d.f given in Eq. (23). Hence, the gradient of the smoothed cost function can be obtained from the original cost function.
A.II On-line implementation of stochastic smoothed function Optimization
Let us relate now the effect of noise in the desired signal (Eqs. (10) and (11)) with an on-line implementation of the smoothed functional gradient (Eq (24)). We apply the stochastic approximation technique [Robbins and Monro, 1951] to Eq. (24) which yields, Since ISE is an approximation (in the stochastic sense) to MSE and the gradient operator is a linear operator, the gradient of the smoothed cost function can be estimated by analogy
with Eq (25) as,
Here we have ignored the discrete time index t for simplicity. It should be pointed out that from Eq. (24), which represents the original stochastic smoothed function optimization approach, to
Eq. (26), which is an on-line estimation of Eq. (24), only the stochastic approximation technique was applied so that the stability of the on-line estimation can be guaranteed [Robbins and Monro, 1951; Kusher and Calrk, 1978; Wang and Principe, 1995] . The on-line single-sided estimator used in Eq. (26) is also the basis of the gradient estimator used in the LMS and BP algorithms.
Eq. (26) expresses the estimation as the gradient of when w is perturbed by a random variable . This method is computationally expensive to implement in practice because weights have to be perturbed (eventually requiring a second network to compute the gradient). Therefore, it is not practicable to use this method directly. To simplify the implementation, we propose to perform a Taylor series expansion around w, and truncated it at the second term.
Recall that is nothing but the sampled noise value added to the original function for smoothing purposes. Some remarks on how good the approximation given by Eq. (27) is are outlined here. (i)
At the beginning of the optimization, the learning curve is convex since it is assumed that large β is applied, so the second order approximation is reasonable. (ii) At the end of optimization, , the solution must be the same as the optimal solution of the original cost function because the perturbed term does not play any role now, so the search is in the convex region of the global minimum and the second order terms are again sufficient. (iii) During the process of optimization, if the sequence of decaying β are selected carefully as shown in the section III of this paper, then the performance surface is locally convex, so second terms are still a good approximation. Generally speaking, the stochastic smoothed function optimization method can find the global mini- 
