Two algorithms, RECURSIA and RRT, are presented, designed to increase the compression factor achieved using SIATEC-based point-set cover algorithms. RECURSIA recursively applies a TEC cover algorithm to the patterns in the TECs that it discovers. RRT attempts to remove translators from each TEC without reducing its covered set. When evaluated with COSIATEC, SIATEC-Compress and Forth's algorithm on the JKU Patterns Development Database, using RECURSIA with or without RRT increased compression factor and recall but reduced precision. Using RRT alone increased compression factor and reduced recall and precision, but had a smaller effect than RECURSIA.
Introduction
SIATEC [8] computes the translational equivalence class (TEC) [7, 8] of each maximal translatable pattern (MTP) [7, 8] in its input point set, D. In the output of SIATEC, each TEC is encoded as a pair, P, V , in which P is an MTP and V is a set of translation vectors that map P onto its occurrences in D. The covered set [7, 9] of a TEC, P, V , is the union of all the occurrences of P in D . The compression factor of a TEC [7, 9] is the ratio of the cardinality of its covered set to the sum of the cardinalities of its pattern, P , and its set of translators, V . Several approximation algorithms have been proposed for selecting a subset of the TECs computed by SIATEC that efficiently covers the input point set, D [4, 6, 7, 9] . These TEC cover algorithms adopt greedy strategies that prefer TECs with high compression factors. Two novel techniques are presented here to improve the compression factor achieved using TEC cover algorithms. First, an algorithm, RECURSIA, is presented, that recursively applies a TEC cover algorithm to the pattern, P , in each TEC in the cover it generates. 1 Second, an approximation algorithm, RRT, is presented, that aims to remove as many translators from each TEC as possible without removing points from its covered set. The two techniques are evaluated separately and in combination on the effect that they have on compression factor, recall and precision, when used with three different TEC cover algorithms on the JKU Patterns Development Database [2] . Figure 1 gives pseudocode for the RECURSIA algorithm. RECURSIA has two parameters, a TEC cover algorithm, A, such as COSIATEC [9], SIATECCOMPRESS [6] or Forth's algorithm [4] , and a k-dimensional point set D, called a dataset. RECUR-SIA runs A on D to obtain an encoding, E (line 1 in Fig. 1 ), which is a list of TECs,
called the pattern of the TEC, and V i is the set of translation vectors ("translators") that map P i onto its other occurrences in D. If the encoding, E, contains only one TEC and the pattern for this TEC has only one occurrence, then A failed to find any non-trivial MTPs in D. In this case, A is not applied to the pattern in this TEC, so RECURSIA returns E (see line 2 in Fig. 1 ). If A finds more than one TEC or at least one TEC whose pattern has more than one occurrence, then RECURSIA is applied recursively to the pattern, P i = E[i][0], in each TEC in E ( Fig. 1, lines [3] [4] . This generates a new encoding, e i , for each pattern, P i . If the encoding, e i , for a pattern, P i , contains more than one TEC, or a TEC whose pattern occurs more than once, then e i is a compressed encoding of P i and e i replaces P i in the TEC, E[i] ( Fig. 1 , lines 5-6).
The RRT algorithm
If T = P, V is a TEC, then let P (T ) = P and V (T ) = V . The covered set of T [7, 9] , denoted by C(T ), is given by C(T ) = v∈V (T ) P (T ) + v, where P + v denotes the point set that results when the point set, P , is translated by the vector, v, and where we assume that V (T ) contains the zero vector.
Given a TEC, T = P, V , the RRT algorithm attempts to replace V with one of the smallest possible subsets of V -let us call it V ′ -such that C( P, V ′ ) = C(T ). Exhaustively testing every subset of V to determine if the resulting covered set is the same as C(T ) would take time exponential in the size of V and would therefore only be practical for relatively small translator sets. RRT therefore uses a greedy approximation strategy with a polynomial time complexity instead of carrying out an exhaustive search. Figure 2 provides pseudocode for the RRT algorithm. For convenience, we define the function V (p, T ) to be the set of vectors in V (T ) that map points in P (T ) onto the point p. Formally,
(1) . We call f (p, T ) the frequency of p in T . For example, for the TEC,
the COMPUTEPOINTFREQSET function would return
If, for some p ∈ C(T ), f (p, T ) > 1, then we call p a multipoint. If F contains no multipoints, then none of the translators in V (T ) can be removed without also removing points from C(T ). This will be the case if and only if the frequency of the last entry in F is one. We therefore check for this in line 2 of Fig. 2 and return the TEC unchanged if it is the case. The set of translators that can be removed from V (T ) is a subset of those vectors that map the whole pattern, P (T ), onto multipoints. That is, if a translator, v ∈ V (T ), maps any point in P (T ) onto a point in C(T ) that is not a multipoint, then we know that v cannot be removed from V (T ) without removing points from C(T ). We therefore define a removable vector to be a translator that maps the TEC's entire pattern, P (T ), onto a set of multipoints. In lines 3-4 of Fig. 2 we compute a list, R, of these removable vectors. This is done by using the initial steps of the SIAM algorithm [5, 10] to compute the set,
This set S or vector table is sorted lexicographically to give the list, S, (line 3 in Fig. 2 ) from which the maximal matches of the TEC pattern, P (T ), to the multipoints in C(T ) can be obtained. For example, for the TEC in Eq. 2, COMPUTESIAMVECTORTABLE returns the following sorted SIAM vector table, where each maximal match is printed on its own line: 1, 1 , 1, 1 , 2, 2 , 1, 1 , 3, 3 
The COMPUTEREMOVABLEVECTORS function (Fig. 2, line 4 ) scans this sorted SIAM vector table to identify the vectors that map the entire pattern onto multipoints (i.e., the ones for which the maximal matches have the same cardinality as the TEC pattern itself). For the TEC in Eq. 2, the list R returned by COMPUTEREMOVABLEVECTORS would be 1, 1 , 2, 2 , 3, 3 .
We say that p ∈ C(T ) is a maxpoint if and only if all the vectors in V (p, T ) (as defined in Eq. 1) are removable vectors, i.e., V (p, T ) ⊆ R. If C(T ) contains any maxpoints, then it will not be possible to remove all the vectors in R from V (T ) without also removing the maxpoints from the covered set. Indeed, we can remove all the vectors in R from V (T ) if and only if C(T ) contains no maxpoints. In line 5 of Fig. 2 , the maxpoints are computed and then, in line 6, if there are no maxpoints, all the removable vectors, R, are removed from the TEC's translator set and the modified TEC is returned. The COMPUTEMAXPOINTS function, called in line 5 of the RRT algorithm (line 5 in Fig. 2) actually returns a set of ordered pairs, M = { p 1 , R 1 , p 2 , R 2 , . . . , p |M | , R |M | }, where each p i , R i gives the maxpoint, p i , and the set of removable vectors, R i , that map pattern points onto that maxpoint. As an example, the TEC in Eq. 2 has just one maxpoint, so the COMPUTEMAXPOINTS function returns the following: { 4, 4 , { 1, 1 , 2, 2 , 3, 3 } }.
If C(T ) contains maxpoints, then our goal is to find the smallest subset of R that contains, for each maxpoint, at least one vector that maps a point in P (T ) onto that maxpoint. We first compute a list of v, P pairs that give, for each removable vector, v, the set of maxpoints, P , onto which v maps points in the TEC pattern, P (T ). This is computed by the COMPUTEVECTORMAXPOINTSETPAIRS function in line 7 of the RRT algorithm in Fig. 2 . Formally, COMPUTEVECTORMAXPOINTSETPAIRS computes the set, V , defined as follows:
This set is then sorted to give an ordered set, V, so that the v, P pairs are in decreasing order of maxpoint set size (i.e., pairs in which P is larger appear earlier in the list). We then use V in a greedy strategy to find a small subset of R that contains, for each maxpoint, at least one vector that maps a point in P (T ) onto that maxpoint. This set of retained vectors is computed in line 8 of Fig. 2 by the COMPUTERETAINEDVEC-TORS function (shown in Fig. 3 ). The first step in this function is to add to the list of retained vectors, Q, the vector associated with the largest set of maxpoints, that is, the first in the list V (see lines 1-3 of Fig. 3 ). All the maxpoints mapped to by that vector from points in the TEC pattern can then be removed from the maxpoint sets of the other elements in V (line 4 in Fig. 3 ). The effect of lines 5-8 of Fig. 3 is to remove from V the first element and every other element whose maxpoint set is empty after removing the maxpoint set of the first element. The process is repeated, with the vector of the first pair in the list being selected on each iteration until V is empty. This results in a list, Q, of retained vectors that constitute a subset of the removable vectors that is sufficient to generate all the maxpoints. Finally, in line 9 of Fig. 2 , the REMOVEREDUNDANTVEC-TORS function removes from the TEC's set of translators all removable vectors that are not retained vectors. Figure 4 (a) shows the effect of RECURSIA and RRT on the compression factor achieved using a variety of SIATEC-based TEC cover algorithms, when these algorithms were used to analyse the five pieces in the JKU Patterns Development Database [2] . Three basic algorithms, COSIATEC, SIATECCOMPRESS and Forth's algorithms were run, each with and without compactness trawling [3] (indicated by 'CT') and with or without the SIA algorithm replaced by SIAR [1] (indicated by 'R'). Each of these 12 algorithms was run in its basic form (orange curve), with RECURSIA (blue curve), with RRT (green curve), and with both RECURSIA and RRT (red curve). As expected, using RECURSIA and RRT together nearly always improved compression factor, with particularly large gains being observed on the Beethoven and Mozart sonata movements when Forth's algorithm was used with compactness trawling. Using RRT alone only had a noticeable effect on the Bach fugue and the Beethoven sonata movement. Over all pieces and algorithms, using RECURSIA in combination with RRT improved compression factor by 12.5%, using RECURSIA alone improved it by 9.2% and using RRT alone improved it by 2.1%. Figure 4(b) shows the effect that RECURSIA and RRT had on three-layer precision (TLP) [7] , averaged over the pieces in the JKU-PDD and for the same 12 algorithms, each run in "Raw" mode, "BB" mode and "Segment" mode (see [7] ). On average, over all pieces, algorithms and modes, using RECURSIA in combination with RRT reduced TLP by 20.3%, using RECURSIA alone reduced it by 21.2% and using RRT alone reduced it by 0.7% (see Fig. 4(b) ). On the other hand, on average, over all pieces, algorithms and modes, using RECURSIA and RRT together increased three-layer recall (TLR) [7] by 7.2%, using RECURSIA alone increased it by 10.3%. Using RRT alone reduced TLR by 3.7% (see Fig. 4(c) ).
Evaluation

Conclusion
Two algorithms, RECURSIA and RRT, have been presented, designed to increase the compression factor achieved using any TEC cover algorithm. When tested with three basic algorithms and evaluated on the JKU Patterns Development database, using RE-CURSIA with or without RRT increased compression factor and three-layer recall but reduced three-layer precision. Using RRT alone generally had a smaller effect than using RECURSIA, and, on average, increased compression factor but reduced both recall and precision on the JKU-PDD. 
