We prove an upper bound on sums of squares of minors of {+1, −1} matrices. The bound is sharp for Hadamard matrices, a result due to de Launey and Levin (2009), but our proof is simpler. We give several corollaries relevant to minors of Hadamard matrices, and generalise a result of Turán on determinants of random {+1, −1} matrices.
Introduction
A {+1, −1}-matrix (abbreviated "{±1}-matrix" below) is a matrix A whose elements are +1 or −1. We consider n × n {±1}-matrices; n is called the order of the matrix. A minor of order m is the determinant of an m × m submatrix M of A.
Theorem 1 gives an upper bound on the mean square of the minors of order m of any {±1} matrix A of order n ≥ m. The upper bound is attained if A is a Hadamard matrix, and this case was proved by de Launey and Levin [8, Proposition 2] . Our proof, using the Cauchy-Binet formula [2, 10] , is much simpler than the proof given for the Hadamard case by de Launey and Levin, which requires consideration of the cycle structure of random permutations and an identity involving Stirling numbers.
In §3 we give several easy corollaries of Theorem 1. Corollary 1 shows that, in the mean square sense, the minors of Hadamard matrices are strictly larger than the minors of random {±1}-matrices, except for the trivial case of minors of order 1.
A difficult, not yet completely solved, problem is to find the asymptotic behaviour of the probability that a random {±1}-matrix of order n is singular, see [5, 14] . In Corollary 2 we consider a simpler but analogous problem concerning zero minors of {±1}-matrices. The corollary gives a lower bound on the number of zero minors of order m of a {±1} matrix of order n. The bound is nontrivial in the cases 2 ≤ m ≤ 6.
Corollary 3 gives a criterion for when a {±1} matrix must have singular minors of small order, and a lower bound on their number. In some cases the result is sharper than that obtained by a standard argument using Dirichlet's "pigeon-hole" principle.
Corollary 4 gives exact formulae for the number of zero minors of orders 2 and 3 in Hadamard matrices. The formula for minors of order 2 is implicit in a paper of Little and Thuente [9] , but the result for minors of order 3 appears to be new.
Finally, Theorem 2 generalises a well-known result of Turán [15] on the mean-square determinant of a random {±1}-matrix.
For simplicity, in § §2-3 we consider only minors of square {±1}-matrices. The results can be extended without difficulty to minors of rectangular matrices, say n × p {±1}-matrices with minors of order m ≤ min(n, p). It is also possible to extend some of the results to rectangular submatrices M, say
2 The mean square of minors Theorem 1 gives an upper bound on the mean square of minors of {±1} matrices. The bound is sharp because it is attained for Hadamard matrices. For the case that the matrix A is a Hadamard matrix, the result is due to de Launey and Levin [8, Proposition 2] , and their proof could perhaps be modified to show that strict inequality occurs when A is not a Hadamard matrix. However, we give a different and simpler proof. 
Moreover, equality holds in (1) iff A is a Hadamard matrix.
Proof. Consider the m × n matrix B formed by taking any m rows of A, and apply the Cauchy-Binet formula to B, obtaining
From Hadamard's inequality [3] , the left side of (2) is bounded above by n m , with equality occurring iff the rows of B are orthogonal. Thus
Summing over all n m ways in which we can choose B, we obtain
2 to give the mean value over all submatrices of order m, we obtain the inequality (1). It is clear from the proof that equality occurs in (1) iff the rows of B are pairwise orthogonal for all choices of B. Since m ≥ 2, this implies that the rows of A are pairwise orthogonal, and hence A is a Hadamard matrix.
Corollaries
Turán [15] showed that the expected value of det(A) 2 for {±1} matrices A of order m, chosen uniformly at random, is m!. Corollary 1 shows that, for submatrices M of Hadamard matrices, the mean value of det(M) 2 is always greater than the expected value for random {±1} matrices, excluding the trivial case m = 1 for which equality occurs. Proof. Using a well-known mapping from {±1} matrices of order m to {0, 1}-matrices of order m−1, it is easy to prove that the determinant of an order m {±1} matrix is divisible by 2 m−1 . Thus, each nonzero minor of order m has square at least 4 m−1 , and
However, from Theorem 1 we have Corollary 3 shows that a sufficiently large {±1} matrix always has singular submatrices of order m ≤ 6. In fact, such submatrices occur with positive density at least p m , where p m is given in Table 1 . Corollary 3. Let A be a {±1} matrix of order n, and suppose 2 ≤ m ≤ 6. Then A has a singular submatrix of order m if n ≥ n 0 (m), where n 0 (m) is as in Table 1 .
Proof. A has a singular submatrix of order m iff Z(m, A) > 0, and from Corollary 2 a sufficient condition for this is that
Since m! < 4 m−1 for 2 ≤ m ≤ 6 we see that (4) holds for 2 ≤ m ≤ 6 provided that n is sufficiently large. In fact, a computation shows that we need n ≥ n 0 (m), where n 0 (m) is given in Table 1 . Remark 1. Consider A as in Corollary 3. If n > 2 m then, by Dirichlet's "pigeonhole" principle, any m × n submatrix B of A must have two identical columns, so A must have a singular m×m submatrix. In fact, by normalising the first row of B to be (+1, +1, . . . , +1), the statement is true for n > 2 m−1 . Comparing n 0 (m) and 2 m−1 + 1 (see Table 1 ), we see that Corollary 3 gives a slightly stronger result for m ∈ {4, 5}. Also, the proof of Corollary 3 shows that the density of singular submatrices as n → ∞ is at least
Using an extension of the argument above that used the pigeonhole principle, we obtain a corresponding density Table 1 gives the values of p m for 2 ≤ m ≤ 6 to 4 decimal places; we see that
The frequencies of small singular submatrices of Hadamard matrices are given in Corollary 4. The corollary is restricted to m ≤ 3 because for m > 3 we find by computation that Z(m, H) depends on the Hadamard equivalence class of H. For example, this is true if n = 16 and m = 4, when there are four possible values of Z(m, H). It is straightforward to prove Corollary 4 by enumeration of the singular submatrices of order m ∈ {2, 3}, but we give a shorter proof using Corollary 2.
Corollary 4. Let H be a Hadamard matrix of order n. Then Z(2, H) = n 2 (n − 1)(n − 2)/8, and
Proof. This is just the last part of Corollary 2, where we have explicitly computed and simplified the expressions for Z(m, H) in the cases m = 2 and m = 3.
Remark 2. We expect random {±1}-matrices of order 2 to be singular with probability 1/2, and matrices of order 3 to be singular with probability 5/8, see [5, 11] . These probabilities agree with the limiting probabilities that we obtain from Corollary 4 as n → ∞. More precisely,
In this sense the minors of order 2 and 3 of Hadamard matrices of order n behave like the minors of random {±1} matrices in the limit as n → ∞. 
Thus, the minors of order m ≥ n − 3 of Hadamard matrices of order n take only a small number of distinct values and certainly do not behave like the minors of random {±1}-matrices as n → ∞. Previously, such results were obtained by a more detailed study of the structure of Hadamard matrices, see for example [6, 7, 8, 12] .
Generalisation of a result of Turán
The following theorem generalises the result of Turán [15] mentioned in §3. The right-hand-side tends to m! n m as h → ∞. Thus, in this sense, fixedsize submatrices of large Hadamard matrices tend to behave like random matrices.
