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Abstract
In this paper, we prove the following inequality: for any x, y > 0, there
holds ∣
∣x sin
1
x
− y sin
1
y
∣
∣ ≤
√
2|x− y|.
MSC2010: 26D20.
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Let
f(x) =
{
x sin 1x , x 6= 0,
0, x = 0.
It is well-known that this function f is Ho¨lder continuous with Ho¨lder exponent
1/2 (but not of any higher Ho¨lder exponent, see for example [1]). For α ∈
(0, 1/2], the Ho¨lder norm of f is defined as
|f |C0,α = sup
x 6=y∈R
|f(x)− f(y)|
|x− y|α .
In this paper, we investigate the Ho¨lder norm and provide the following estimate
|f |C0,1/2 ≤
√
2.
Since f is an even function, in the sequel we will assume x, y > 0. The
method we shall use to prove the above estimate is rather elementary, however,
it turns out that the argument is a little bit delicate in several situations. Our
argument roughly runs as follows: firstly we investigate the monotonicity prop-
erty of f on (0,∞). It is easy to show that (0,∞) is divided by a sequence
of consecutive intervals, each of which contains exactly one inflection point of
the form 1nπ . Secondly we study the Ho¨lder continuity property of f near 0.
We use certain integrals to deal with the oscillation phenomenon of f near 0.
Although the Ho¨lder norm near infinity is not difficult to estimate, there are
two intermediate intervals in which more delicate analysis will be involved.
∗Project supported by NSFC(Grant No. 11171143).
†The second author is supported by the foundation of Yangzhou University 2013CXJ006
and the Natural Science Foundation of Jiangsu Province 14KJB110027.
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1 Preliminaries
Let ϕ(t) = sin t − t cos t, t ∈ (0,∞). It’s easy to see that for each n > 1,
there is only one solution αn ∈ (nπ, nπ + π2 ) for the equation ϕ(t) = 0. Let
αn = nπ +
π
2 − θn, θn ∈ (0, π2 ), we have
Lemma 1.1. For each n > 1, the following estimates hold for θn,
θn <
1
αn
<
1
nπ
, (.)
θn <
1
nπ + π2
(1 + θ2n), (.)
θn <
2n+ 1
4
π −
√
(
2n+ 1
4
π)2 − 1. (.)
Proof. Since αn is a solution for the equation ϕ(t) = 0, we have
sinαn = αn · cosαn.
Using αn = nπ +
π
2 − θn, we have
1 = αn · tan θn > αn · θn, (.)
which yields (.). Substitute αn = nπ +
π
2 − θn in the above inequality, one
gets (.) and (.).
Remark. For θ1, it will be more convenient to use the deduced estimate
θ1 <
π
14 .
Lemma 1.2. For each n > 1, we have the following estimate
θn > sin θn >
1
nπ + π2
.
Proof. Let βn = nπ +
π
2 − ηn, where ηn ∈ (0, π2 ) satisfies
sin ηn =
1
nπ + π2
.
We have
(−1)n · ϕ(βn) = cos ηn − (nπ + π
2
− ηn) · sin ηn
= cos ηn + ηn · sin ηn − 1
> cos ηn + sin
2 ηn − 1
= cos ηn − cos2 ηn > 0.
Since (−1)n ·ϕ(t) is monotonically decreasing in (nπ, nπ+ π2 ) and αn is the only
solution for the equation ϕ(t) = 0, we have βn > αn. Thus
θn > ηn, sin θn > sin ηn =
1
nπ + π2
.
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More precisely, we have
θn > arcsin
1
nπ + π2
. (.)
Lemma 1.3. For each n > 1, we have the following estimate
0 < θn − θn+1 < π
αn · αn+1 . (.)
Proof. By (.) we have
tan θn =
1
αn
>
1
αn+1
= tan θn+1,
which yields θn > θn+1.
On the other hand,
tan(θn − θn+1) = tan θn − tan θn+1
1 + tan θn · tan θn+1 =
1
αn
− 1αn+1
1 + 1αn·αn+1
=
αn+1 − αn
1 + αn · αn+1 =
π + θn − θn+1
1 + αn · αn+1 .
By using θn − θn+1 < tan(θn − θn+1) we can deduce the right hand side of
(.).
Lemma 1.4. For n > 1, we define the constant Cn as follows
Cn =
(αn+1 − αn)2
π2α2nα
2
n+1
[
1
10
(α5n+1−α5n)+
1
4
(αn+1−αn)
(
1+
αn+1αn − 1
(1 + α2n+1)(1 + α
2
n)
)]
.
Then Cn < 2 for each n > 1 and C1 < 2.26.
Proof. Let δn = αn+1 − αn = π + θn − θn+1. We have δn < π(1 + 1αnαn+1 )
according to Lemma 1.3 and
α5n+1 − α5n = (αn + δn)5 − α5n
= 5α4nδn + 10α
3
nδ
2
n + 10α
2
nδ
3
n + 5αnδ
4
n + δ
5
n
= 5α2nα
2
n+1δn + 5αnαn+1δ
3
n + δ
5
n.
(.)
Thus, if let
Gn =
(αn+1 − αn)2
π2α2nα
2
n+1
· 1
10
(α5n+1 − α5n),
then,
Gn =
δ2n
π2α2nα
2
n+1
[
1
10
(5α2nα
2
n+1δn + 5αnαn+1δ
3
n + δ
5
n)
]
=
δ3n
2π2
[
1 +
δ2n
αnαn+1
+
1
5
· δ
4
n
α2nα
2
n+1
]
.
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By Lemma 1.1, we have the following estimate
α1α2 = (
3π
2
− θ1)(5π
2
− θ2) > 7
2
π2.
Recall that αn = nπ+
π
2 − θn, where θn ∈ (0, π2 ). If n > 1, then by Lemma 1.1,
we have
αnαn+1 > α2α3 = (
5π
2
− θ2)(7π
2
− θ3)
>
[
5π
2
−
(5π
4
−
√
(
5π
4
)2 − 1
)]
·
[
7π
2
−
(7π
4
−
√
(
7π
4
)2 − 1
)]
=
[
5π
4
+
√
(
5π
4
)2 − 1
]
·
[
7π
4
+
√
(
7π
4
)2 − 1
]
> 7.7245 · 10.9038
> 84.22.
Then
δ2n
αnαn+1
<
π2(1 + 1αnαn+1 )
2
αnαn+1
<
π2(1 + 184.22 )
2
84.22
< 0.12.
Thus we can estimate Gn (n > 1) as follows
Gn <
1
2π2
· π3(1 + 1
αnαn+1
)3
[
1 +
δ2n
αnαn+1
+
1
5
· δ
4
n
α2nα
2
n+1
]
<
π
2
(1 +
1
84.22
)3
[
1 + 0.12 +
1
5
· 0.122
]
< 1.83.
Similarly, for n = 1, we have
α1α2 = (
3π
2
− θ1)(5π
2
− θ2)
>
[
3π
2
−
(3π
4
−
√
(
3π
4
)2 − 1
)]
·
[
5π
2
−
(5π
4
−
√
(
5π
4
)2 − 1
)]
=
[
3π
4
+
√
(
3π
4
)2 − 1
]
·
[
5π
4
+
√
(
5π
4
)2 − 1
]
> 4.4896 · 7.7245
> 34.6.
Thus,
δ21
α1α2
<
π2(1 + 1α1α2 )
2
α1α2
<
π2
34.6
(1 +
1
34.6
)2 < 0.302.
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Then, we get the estimate of G1
G1 <
1
2π2
· π3(1 + 1
α1α2
)3
[
1 +
δ21
α1α2
+
1
5
· δ
4
1
α21α
2
2
]
<
π
2
(1 +
1
34.6
)3
[
1 + 0.302 +
1
5
· 0.3022
]
< 2.259.
If let
Fn = 1 +
αn+1αn − 1
(1 + α2n+1)(1 + α
2
n)
,
then
Fn = 1 +
αn+1αn − 1
1 + α2n + α
2
n+1 + α
2
n+1α
2
n
< 1 +
αn+1αn − 1
1 + 2αnαn+1 + α2n+1α
2
n
< 1 +
αn+1αn + 1
(1 + αnαn+1)2
=
2 + αnαn+1
1 + αnαn+1
.
Thus,
1
4
δnFn <
1
4
π(1 +
1
αnαn+1
) · 2 + αnαn+1
1 + αnαn+1
=
π
4
(1 +
2
αnαn+1
).
Therefore,
δ2n
π2α2nα
2
n+1
· 1
4
δnFn <
π2(1 + 1αnαn+1 )
2
π2α2nα
2
n+1
· π
4
(1 +
2
αnαn+1
)
=
π
4
· 1
(αnαn+1)2
· (1 + 1
αnαn+1
)2(1 +
2
αnαn+1
).
Using the above estimates
αnαn+1 >
{
84.22, n > 1,
34.6, n = 1,
we have
δ2n
π2α2nα
2
n+1
· 1
4
δnFn <
{
0.00012, n > 1,
0.00080, n = 1.
Therefore, we obtain the following estimate of Cn:
Cn = Gn +
δ2n
π2α2nα
2
n+1
· 1
4
δnFn <
{
1.83 + 0.00012 = 1.83012, n > 1,
2.259 + 0.00080 = 2.25980, n = 1.
Lemma 1.5. For θ ∈ (0, π2 ), we have
sin θ − θ cos θ < 1
3
θ3.
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Proof. Let p(θ) = sin θ − θ cos θ − 13θ3, θ ∈ (0, π2 ). We have
p′(θ) = θ sin θ − θ2 < 0,
thus p(θ) < p(0) = 0.
In next section, we will also need the following well-known inequality([2,3]).
Lemma 1.6 (Wirtinger’s inequality). Suppose g ∈ C1[a, b], g(a) = g(b) = 0.
Then ∫ b
a
g2(t)dt 6 (
b− a
π
)2 ·
∫ b
a
|g′(t)|2dt.
2 Ho¨lder properties of f(x)
In this section, we shall study Ho¨lder properties of f(x) = x · sin 1x . Simple
calculation gives
f ′(x) = sin
1
x
− 1
x
cos
1
x
, f ′′(x) = − 1
x3
sin
1
x
. (.)
Thus f(x) is monotone in each interval [ 1αn+1 ,
1
αn
].
Proposition 2.1. For x, y ∈ [ 1αn+1 , 1αn ], (n > 1), we have
|f(y)− f(x)| 6
√
2|y − x|. (.)
For x, y ∈ [ 1α2 , 1α1 ], we have
|f(y)− f(x)| 6
√
2.26|y− x|. (.)
Proof. By Cauchy’s inequality, for x, y ∈ [ 1αn+1 , 1αn ] we have
|f(y)− f(x)|2 =
∣∣∣∣
∫ y
x
f ′(t)dt
∣∣∣∣
2
6 |y − x| ·
∣∣∣∣
∫ y
x
|f ′(t)|2dt
∣∣∣∣
6 |y − x| ·
∫ 1
αn
1
αn+1
|f ′(t)|2dt.
Since f ′( 1αn+1 ) = f
′( 1αn ) = 0, by Wirtinger’s inequality, we have
|f(y)− f(x)|2 6 |y − x| · 1
π2
(
1
αn
− 1
αn+1
)2 ·
∫ 1
αn
1
αn+1
|f ′′(t)|2dt
= |y − x| · 1
π2
(
1
αn
− 1
αn+1
)2 ·
∫ αn+1
αn
u4 sin2 udu.
(.)
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Denote by
In =
∫ αn+1
αn
u4 · sin2 u du.
Direct calculation yields
In =
1
10
(α5n+1 − α5n)−
1
4
[
α4n+1 sin(2θn+1)− α4n sin(2θn)
]
+
1
2
[
α3n+1 cos(2θn+1)− α3n cos(2θn)
]
+
3
4
[
α2n+1 sin(2θn+1)− α2n sin(2θn)
]
− 3
4
[
αn+1 cos(2θn+1)− αn cos(2θn)
]− 3
8
[
sin(2θn+1)− sin(2θn)
]
.
Notice that
αn sin(2θn) =
1
tan θn
· sin(2θn) = 2 cos2 θn.
Using this, we can write In as follows
In =
1
10
(α5n+1 − α5n)−
1
4
[
α3n+1 · 2 cos2 θn+1 − α3n · 2 cos2 θn
]
+
1
2
[
α3n+1 cos(2θn+1)− α3n cos(2θn)
]
+
3
4
[
αn+1 · 2 cos2 θn+1 − αn · 2 cos2 θn
]
− 3
4
[
αn+1 cos(2θn+1)− αn cos(2θn)
] − 3
8
[
sin(2θn+1)− sin(2θn)
]
=
1
10
(α5n+1 − α5n)−
1
2
[
α3n+1 sin
2 θn+1 − α3n sin2 θn
]
+
3
4
(αn+1 − αn)
− 3
8
[
sin(2θn+1)− sin(2θn)
]
.
Since αk =
1
tan θk
, we have
α3k sin
2 θk = αk · cos2 θk, cos2 θk = α
2
k
1 + α2k
, sin(2θk) =
2αk
1 + α2k
.
Then if let D = α3n+1 sin
2 θn+1 − α3n sin2 θn and E = sin(2θn+1) − sin(2θn), we
will have
D = αn+1 cos
2 θn+1 − αn cos2 θn
=
α3n+1
1 + α2n+1
− α
3
n
1 + α2n
= (αn+1 − αn) + (αn+1 − αn)(αn+1αn − 1)
(1 + α2n+1)(1 + α
2
n)
and
E =
2αn+1
1 + α2n+1
− 2αn
1 + α2n
=
2(αn+1 − αn)(1− αnαn+1)
(1 + α2n+1)(1 + α
2
n)
.
Substitute them in the last equation of In, we get
In =
1
10
(α5n+1 − α5n) +
1
4
(αn+1 − αn)
[
1 +
αn+1αn − 1
(1 + α2n+1)(1 + α
2
n)
]
.
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By (.) and Lemma 1.4, we have
|f(y)− f(x)|2 6 Cn|y − x| 6
{
2|y − x|, n > 1,
2.26|y − x|, n = 1.
for any x, y ∈ [ 1αn+1 , 1αn ].
For n = 1, we now improve the above estimate.
Proposition 2.2. For x, y ∈ [ 1α2 , 1α1 ], we also have
|f(y)− f(x)| 6
√
2|y − x|. (.)
Proof. We consider the following function
ϕ(x, y) =
f(x) − f(y)√
y − x , x, y ∈
[ 1
α2
,
1
α1
]
, y > x.
By Proposition 2.1, 0 < ϕ(x, y) <
√
2.26. Since max
[ 1α2
, 1α1
]
|f ′(x)| = f ′( 12π ) = 2π,
we also have
ϕ(x, y) 6
2π · (y − x)√
y − x = 2π ·
√
y − x.
Suppose ϕ(x, y) attains its maximum at (x0, y0), then the above estimate implies
that x0 < y0. Using f
′( 1α1 ) = f
′( 1α2 ) = 0, we have
∂xϕ(
1
α2
, y) =
1
2
· f(
1
α2
)− f(y)
(y − 1α2 )3/2
> 0, ∂yϕ(x,
1
α1
) = −1
2
· f(x)− f(
1
α1
)
( 1α1 − x)3/2
< 0.
It follows that (x0, y0) is an interior point, thus
∂xϕ(x0, y0) = ∂yϕ(x0, y0) = 0.
Simple calculation yields
f ′(x0) = f ′(y0) =
1
2
· f(y0)− f(x0)
y0 − x0 . (.)
From (.) one can deduce the following facts
(i) x0 <
1
2π
< y0; (ii) |f ′(x0)| = |f ′(y0)| 6 π. (.)
Using (.) we can also deduce an upper bound for x0. In fact,
∣∣∣f ′( 4
9π
)
∣∣∣ = ∣∣∣∣sin 94π − 94π cos 94π
∣∣∣∣ =
√
2
2
(
9
4
π − 1) > π,
this implies that x0 <
4
9π .
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Assume that ϕ(x0, y0) >
√
2, we will derive a contradiction. By (.) we
have
|f ′(x0)| = |f ′(y0)| > 1√
2(y0 − x0)
>
1
|f(x0)− f(y0)| . (.)
By Lemma 1.3–1.4,
0 < y0 − x0 < 1
α1
− 1
α2
=
1
α1α2
(π + θ1 − θ2)
<
π
α1α2
(1 +
1
α1α2
) < 0.1.
From (.) it follows that
|f ′(y0)| >
√
5 > 1 =
∣∣∣f ′( 2
3π
)
∣∣∣,
which yields y0 <
2
3π . By (.) again we have
|f ′(y0)| > 1|f(x0)− f(y0)| >
1
x0 + y0
>
1
4
9π +
2
3π
=
9
10
π.
Since ∣∣∣f ′( 13π
2 +
1
3
)
∣∣∣ = ∣∣∣∣− cos 13 − (3π2 + 13) sin 13
∣∣∣∣
< 1 + (
3π
2
+
1
3
) · 1
3
<
9
10
π,
we have y0 <
1
3pi
2
+ 1
3
. We can also deduce a lower bound for x0. In fact,
∣∣∣f ′( 1
2π + π3
)
∣∣∣ = ∣∣∣∣
√
3
2
− (2π + π
3
) · 1
2
∣∣∣∣ = 76π −
√
3
2
<
9
10
π,
thus x0 >
1
2π+pi
3
, and f(x0) <
1
2π+pi
3
·
√
3
2 . It follows that
|f(y0)− f(x0)| 6 y0 + f(x0)
<
1
3π
2 +
1
3
+
1
2π + π3
·
√
3
2
<
1
π
.
Using (.) again, we have |f ′(x0)| = |f ′(y0)| > π, which contradicts with
(.).
Proposition 2.3. For x, y ∈ [ 1π ,∞), we have
|f(y)− f(x)| 6
√
2|y − x|. (.)
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Proof. From (.) we see that f is concave in [ 1π ,∞), and max[ 1pi ,∞) f
′ = π.
First, we prove the following inequality
f(x) 6
√
2
(
x− 1
π
)
, ∀ x ∈ [ 1
π
,∞). (.)
In fact, if x ∈ [ 1π , 1π + 2π2 ], by the mean value theorem, we have
f(x) = f(x)− f( 1
π
) = f ′(ξ) · (x− 1
π
) 6 π(x − 1
π
) 6
√
2
(
x− 1
π
)
.
If x ∈ ( 1π + 2π2 , 1π + 12 ], then it’s easy to verify that
x <
√
2
(
x− 1
π
)
,
thus
f(x) < x <
√
2
(
x− 1
π
)
.
If x > 1π +
1
2 , then
f(x) < 1 <
√
2
(
x− 1
π
)
.
Second, let y > x > 1π . Since f is concave, we have
0 < f(y)− f(x) 6 f(y − x+ 1
π
)− f( 1
π
) = f(y − x+ 1
π
).
By (.), it follows that
0 < f(y)− f(x) 6
√
2(y − x).
Proposition 2.4. For x, y ∈ [ 1α1 ,∞), we have
|f(y)− f(x)| 6
√
2|y − x|. (.)
Proof. Consider the function
ψ(x, y) =
f(y)− f(x)√
y − x , x, y ∈
[ 1
α1
,∞), y > x.
Since f is increasing in [ 1α1 ,∞), and max[ 1α1 ,∞)
f ′ = f ′( 1π ) = π, we have
0 < ψ(x, y) 6 π · √y − x.
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If x > 1π , by Proposition 2.3 we have ψ(x, y) 6
√
2. If x ∈ [ 1α1 , 1π ), y > 4π , then
0 < f(y)− f(x) 6 1 + 1
α1
sinα1 = 1 + sin θ1 < 1 + θ1.
By Lemma 1.1, it’s easy to verify that
(1 + θ1)
2 <
6
π
.
It follows that
0 < f(y)− f(x) <
√
6
π
6
√
2(y − x).
It remains to consider the case when x ∈ [ 1α1 , 1π ], x < y 6 4π . Suppose ψ(x, y)
attains its maximum at (x0, y0). Assume that ψ(x0, y0) >
√
2, we will derive a
contradiction. Using f ′( 1α1 ) = 0, we have
∂xψ(
1
α1
, y) =
1
2
· f(y)− f(
1
α1
)
(y − 1α1 )3/2
> 0.
Thus (x0, y0) must be an interior point. It follows that
f ′(x0) = f ′(y0) =
1
2
· f(y0)− f(x0)
y0 − x0 . (.)
From (.) and the mean value theorem, we have
0 < f ′(x0) = f ′(y0) 6
π
2
. (.)
Using (.) we can derive an upper bound for x0 and a lower bound for y0. In
fact,
f ′(
4
5π
) = sin
5
4
π − 5
4
π cos
5
4
π = −
√
2
2
+
5π
4
·
√
2
2
>
π
2
.
So x0 <
4
5π . Similarly,
f ′(
13
8π
) = sin
8
13
π − 8
13
π cos
8
13
π = cos
3
26
π +
8
13
π sin
3
26
π.
Using Taylor’s expansion formula, it’s easy to get the estimate f ′( 138π ) >
π
2 .
Thus y0 >
13
8π . We also have
f(
13
8π
)− f( 4
5π
) =
13
8π
sin
8
13
π +
4
5π
sin
π
4
=
13
8π
cos
3
26
π +
2
√
2
5π
<
2.1
π
.
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On the other hand,
2.6 · ( 13
8π
− 4
5π
) =
2.145
π
,
hence we have
f(
13
8π
)− f( 4
5π
) < 2.6 · ( 13
8π
− 4
5π
).
By the mean value theorem, we have
f(y0)− f(x0) = f(y0)− f( 13
8π
) + f(
13
8π
)− f( 4
5π
) + f(
4
5π
)− f(x0)
= f ′(ξ) · (y0 − 13
8π
) + f(
13
8π
)− f( 4
5π
) + f ′(η) · ( 4
5π
− x0)
6 f ′(
13
8π
) · (y0 − 13
8π
) + 2.6 · ( 13
8π
− 4
5π
) + f ′(
4
5π
) · ( 4
5π
− x0)
< 2.6 · (y0 − x0).
By (.) it follows that f ′(x0) = f ′(y0) < 1.3. Using this, we can improve the
lower bound for y0. In fact,
f ′(
7
4π
) = sin
4π
7
− 4π
7
cos
4π
7
= cos
π
14
+
4π
7
sin
π
14
> 1.3,
so y0 >
7
4π . Now
f(
7
4π
)− f( 4
5π
) =
7
4π
sin
4
7
π +
4
5π
sin
π
4
=
7
4π
sin
3
7
π +
2
√
2
5π
<
2.28
π
.
On the other hand,
2.4 · ( 7
4π
− 4
5π
) =
2.28
π
,
thus
f(
7
4π
)− f( 4
5π
) < 2.4 · ( 7
4π
− 4
5π
).
Repeat the above argument, we get
f(y0)− f(x0) < 2.4 · (y0 − x0).
By (.) again we have
f ′(x0) = f ′(y0) < 1.2. (.)
Assume ψ(x0, y0) >
√
2, using (.) we have
f ′(x0) = f ′(y0) >
1√
2(y0 − x0)
>
1
f(y0)− f(x0) . (.)
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Since y0 <
4
π , by (.) we have
f ′(y0) >
√
π
8
.
Using this one can improve the upper bound of y0. In fact,
f ′(
3
π
) = sin
π
3
− π
3
cos
π
3
=
√
3
2
− π
6
<
√
π
8
.
So y0 <
3
π , and f
′(y0) >
√
π
6 . By Lemma 1.5, we have
f ′(
2.5
π
) = sin
2
5
π − 2
5
π cos
2
5
π <
1
3
(
2
5
π)3 <
√
π
6
,
thus y0 <
2.5
π . By Lemma 1.1 and Taylor’s expansion formula, it’s not difficult
to verify that
f(y0)− f(x0) < 2.5
π
sin
2
5
π + sin θ1 < 1.
From (.) we have f ′(y0) > 1. It follows that y0 < 2π , since f
′( 2π ) = 1. Now
we estimate x0. Note that
f ′(
0.7
π
) = sin
10
7
π − 10
7
π cos
10
7
π
= − cos π
14
+
10
7
π · sin π
14
.
It’s easy to verify that 0 < f ′(0.7π ) < 1. Thus x0 >
0.7
π , and
f(y0)− f(x0) < 2
π
+
0.7
π
=
2.7
π
.
By (.) again, we have f ′(y0) > π2.7 > 1.16. By the mean value theorem, we
have the following estimate
f ′(
1.9
π
) 6 f ′(
2
π
) + |f ′′(ξ)|( 2
π
− 1.9
π
)
= 1 +
0.1
π
· 1
ξ3
sin
1
ξ
< 1 +
0.1
π
· ( π
1.9
)3 < 1.16.
So y0 <
1.9
π , and
f(y0)− f(x0) < 1.9
π
+
0.7
π
=
2.6
π
.
By (.) again, we have
f ′(y0) >
π
2.6
> 1.2,
which contradicts with (.).
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Finally, we can prove the following main theorem.
Theorem 2.5. Let f(x) = x · sin 1x , x ∈ (0,∞). Then
|f(y)− f(x)| 6
√
2|y − x|, ∀ x, y ∈ (0,∞).
Proof. Define J0 = [
1
α1
,∞), Jn = [ 1αn+1 , 1αn ), n = 1, 2, . . .. From (.) we see
that f is monotone in each interval Jk, k = 0, 1, . . .. Moreover,
f(
1
αn
) =
1
αn
· sinαn = cosαn = (−1)n · sin θn.
By Lemma 1.3, we have
f(J0) ⊃ f(J1) ⊃ · · · ⊃ f(Jk) ⊃ · · · . (.)
Now suppose y > x > 0. If y ∈ Jk, then x ∈ Jℓ for some ℓ > k. By (.), one
can also choose x′, y′ ∈ Jm for some ℓ > m > k, such that f(x′) = f(x) and
f(y′) = f(y). By Propositions 2.1, 2.2 and 2.4, we have
|f(y)− f(x)| = |f(y′)− f(x′)| 6
√
2(y′ − x′) 6
√
2(y − x).
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