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Abst ract - -Let  z0 be an arbitrary point in the complex plane. For each positive integer n we 
choose sn(z) to be -5/(1 + z) or -0.5/(1 + z) with equal probability. We introduce the orbit (zn)~, 
where zn = Sn(Zn-1)  for n > 1. We prove that with probability one the orbit is attracted to the real 
axis. In the proof, we have to do some calculations on a computer. 
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1. INTRODUCTION 
In two previous papers [1,2], the connection was investigated between the convergence theory 
of composi t ions of MSbius t ransformat ions z -~ (a + bz) / (c  + dz) and convergence of continued 
fractions. Let ~ be a given finite set of MSbius t ransformat ions from the extended complex plane 
to C, i.e., C = C U {co}. For each j ,  sj is chosen at random with equal probabi l i ty  from the 
functions in ~-. We consider the generalized iteration 
Sn := 8n ° ' ' ' °  S]~ 
and the reversed iteration 
Sn := sl o . . .  o s n. 
Sn(O) is the n th approximant and Sn(Z) a modified n th approximant of a continued fraction. 
(Zn)~, where zn = Sn(zo) = Sn(Zn-1) for n > 1, is an orbit with initial point zo of the generalized 
dynamical system ( J : ,C}.  
In [2], the connection was studied between the so called attractor of (~,C)  and the set of 
possible l imits of (Sn(z ) )~ when sj E 9 v for all j .  The at t ractor  of (~ ,C}  is, loosely speaking, 
the smal lest closed subset of C to which the orbit  is a t t racted with probabi l i ty  one. This implies 
that  with probabi l i ty  one, the distance between Zn and the at t ractor  tends to zero as n tends to 
infinity. The discussion in [2] is closely connected to the theory of i terated function systems [3]. 
In this paper,  we do not consider the connection to continued fractions. We discuss the at t ractor  
only. We star t  by giving the background to the problem treated in this paper.  
If  the family ~ consists of one function s only, the dynamics of the i terates Sn has been known 
for a long time. Only two things can happen: 
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1 ° zn = Sn(z0), n = 1, 2, . . . ,  diverges and the points zn all lie on a circle which depends on 
the initial point z0. 
2 ° zn = Sn(z0), n = 1, 2, . . . ,  converges to a fixed point of s. 
I f  s(z) = a/(1 + z), where a E C, 1 ° occurs when a is a real number less than -1 /4  and we 
say that s is of divergence type. For all other values of a we have the case 2 ° and say that s is of 
convergence type. For a proof we refer to [1, Section 2] or [4, Section 3.2]. 
In [2] we made some computer experiments to see what the dynamics of the system {gr,C} 
looks like when 9 r consists of two or three Mhbius transformations of the form a/(1 + z). In 
this case z,~ : Sn(z0), n : 1, 2, . . . ,  does not converge but seems to approach an attractor in 
the following sense. We used the random iteration algorithm (see [3] for a detailed discussion) 
which means that we started from an initial value z0 E C and computed successively the iterates 
zo, zl, z2, . . ,  where z,~ = S,~(z0) = sn(z,~-l). In the n TM step, sn was chosen at random with equal 
probability among the functions in 9 r. We hid the first 1000 iterates and then a large number 
of them were plotted. The picture obtained in this way corresponds to what might be called the 
attractor of {hr,C}. 
Our experiments indicated that each system {~-,C} has an attractor which is independent of 
the initial point z0. In particular, when ~r consisted of two Mhbius transformations of divergence 
type, the pictures indicated that the attractor is a subset of the extended real line; observe that 
the orbit must stay on the extended real line if the initial point z0 is real and 5 r consists of Mhbius 
transformations of divergence type only. 
The purpose of this paper is to prove that what the pictures how is true in a special case. We 
shall prove that if ~- consists of the two Mhbius transformations of divergence type -5 / (1  + z) 
and -0 .5/ (1  + z), then the orbit (zn)~ ° approaches the extended real axis with probability one 
for any initial point z0 E C. 
In [5] (Corollary to Theorem 1.3), a result with similar conclusion is proved for continued 
fractions. However, the assumptions call for a large 9 r (the closure of the group generated by the 
transformations should not be a proper subgroup of SL(2,  R)) rather than an ~" containing only 
two maps. More general theorems concerning random generalized iteration can be found in [6]. 
It  might be possible to apply these results in our case but it seems not to be trivial. 
In Section 2, we state our main result as a theorem. The theorem is proved in Section 3 
except for a lemma which is proved in Section 4 by computer calculations. Finally a conjecture 
is formulated and discussed in Section 5. 
2. MAIN  RESULT  
From now on, we consider the generalized ynamical system {~',C} consisting of two Mhbius 
transformations a0/(1 + z) and al / (1 + z), where a0, al < -1 /4 ,  a0 ~ al. We get a simple 
probabilistic model of the system in the following way. Fix an initial point z0 E C. An orbit 
( zn)~ is determined as follows by a point a E [0, 1] by its (unterminated) binary expansion 
C~ : 0 .~ I0~ 2 . . . :  
z~ = s,~(z,-1), n > 1, 
where {oo 
sty(z) = l+z '  if o~n = 0, 
al if an = 1. 
l+z '  
Z oo We call a the address of the orbit ( n)0 • 
The system (gr, C} is a Markov process where zn is the state of the system at t ime n. 
Our main result is the following theorem. 
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THEOREM 1. Let 9 r consist of the two MSbius transformations -5 / (1  + z) and -0.5/(1 + z), and 
let ( zn )~ be an orbit of {5r,C}. For any initial point z0 E C, the chordal distance between zn 
and the extended real axis in C tends to zero with probabil ity one as n tends to infinity. 
The chordal distance is the distance on the Riemann sphere. The extended real axis in C is 
the union of the real axis and oo E C. 
The phrase "with probability one" refers to the orbits with given initial point z0 except hose 
corresponding to an address c~ belonging to a subset of [0, 1] of one-dimensional Lebesgue measure 
zero. 
The proof of Theorem 1 consists of showing that two orbits with the same address but different 
initial points approach each other indefinitely with probability one in the chordal metric; see 
Theorem 2 in Section 5. 
3. PROOF OF THE MAIN RESULT  
The proof of Theorem 1 in Section 2 proceeds in several steps. 
Sect ion  3.1. 
Take an initial point z0 6 C and consider the orbit (z~)~ in Section 2. We need the following 
invariance property which is easily checked. 
LEMMA 1. Let ao,al  < -1 /4 ,  ao ¢a l .  
I f  ~rn Zo > 0 then ~;m Zn > 0, for all n. 
I f  f3m Zo < 0 then ~m zn < 0, for all n. 
I f  Zo belongs to the extended real axis, then zn belongs to the extended real axis, for a11 n. 
We claim that it is enough to prove the theorem when ~rn z0 > 0, i.e., to consider orbits in 
the upper half plane. In fact, if z0 belongs to the extended real axis there is nothing to prove, 
and if ~m z0 < 0 we can consider the orbit (zn)~ which is an orbit in the upper half plane. 
Sect ion  3.2. 
In order to prepare for the computer calculations we need to transform orbits (z~)~ in the 
z-plane to orbits in the w-plane by means of the following lemma. In the lemma, the upper half 
plane is mapped onto the interior of the unit disk. This means that orbits in the upper half of 
the z-plane are transformed into orbits in the open unit disk of the w-plane. 
LEMMA 2. Let a = (ao + al ) /2.  Let Z A and ZB be the two fixed points of the MSbius transfor- 
mation 
a 
s(z) = 1 + z' 
i.e., ZA,B = (--1 + x/T-+-~)/2. Put 
w = := - -  
Z -- ZA 
Z -- ZB 
If, for j = O or l, 
aj 
Zn = - -  Zn -  I q 
1 + Zn-l' 
and wn- i  = {P(zn-l), wn = ~(zn), then 
a s - a + (zx - as - a)w._ i  
wn = as + a - zB + (a - a j )wn-1 =: gj(Wn-1),  
where the MSbius transformations gj, j = 0, 1, are defined by the last equality. 
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PROOF. If f j ( z )  = a j / (1  + z) ,  then 
~,~ = ~(z . )  = ~ o f j ( z . _ , )  = ~ o/5 ° ~-~(w._, ) .  
By calculating the right-hand side of this relation we get the lemma. | 
When we apply this lemma to prove Theorem 1 we will have a < -1 /4 ,  which implies that 
ZA, B are complex conjugate numbers. 
The transformation of the orbit (z,~)~ to the orbit (w,~)~ ° is a conjugation: (z,~)~ ° is obtained 
W oo by random iteration of f j ,  j = 0, 1, and ( n)0 by random iteration of ~ o f j  o ~-1 ,  j = O, 1. 
Sect ion  3.3. 
We shall consider two orbits corresponding to different initial points but the same address (~. 
In order to compare these two orbits we shall need the following lemma• 
LEMMA 3. / f  
then 
a+bz  
T (z )  - - -  ad ~ bc, 
c+dz '  
(T (z )  - T(2.)) 2 = T ' ( z )  . T'(2.) . (z - 2)2, 
where T ~ denotes  the der ivat ive o f  T .  
PROOF. The lemma is proved by straightforward calculation. 
for z, 2 E C, 
Sect ion  3.4. 
The strategy in the proof is to show that two orbits with different initial points approach each 
other indefinitely if they have the same address• As pointed out in Section 3.1, it is enough to 
prove the theorem for orbits in the upper half plane• To get the theorem we compare such an 
orbit to an orbit having initial point on the extended real axis, since the latter orbit stays on the 
extended real axis. 
After the transformation to the w-plane described in Section 3.2, this means that we shall start 
with two initial points u0 and v0 satisfying lu0[ < 1 and [v0[ = 1, and study two orbits (un)~ 
and (vn)~ corresponding to the same address ~ E [0, 1]. We want to prove that ]un - vn[ --* 0 
with probability one, as n tends to infinity. 
We choose a positive integer k. Let c~ = 0.~1c~2... be the (unterminate) binary expansion 
of ~, and let go and gl be the MSbius transformations introduced in Section 3.2. Instead of c~j, 
we shall also write c~(j). By first using Lemma 3 k times and then the chain rule, we get the 
following expression for estimating the distance [un -vn[  when n = k j :  
(ukj  -- Vkj) 2 = g 'a (k j ) (Uk j -1 )g 'a (k j _ l ) (Uk j -2 ) . . ,  g'c~(k(j-D+l) (Uk(j-1)) 
• g ' . (k~)(vk~- , )g 'o(~,_ l ) (Vk, -~) . . ,  g ' . (k( j -1)+l)  (vk(j-1)) " (~( j -~)  - v~(j-~/) ~ 
--(go(~j) o . . .  o g~(~(j_,+~))' (uk(j_~)) 
• (g . (~, )o . . .  o g . (~( j _ ,+ , ) ) '  (~( j _ , ) ) .  (~( j _ , ) -  ,~(,_~))~. 
Sect ion  3.5. 
Motivated by the last expression we introduce the following function Gk. Let D = {w : Iwl < 
1}, gtk = {7 = (3'1,..., Vk) : 3"i = 0 or 1, 1 < i < k} and define the function Gk : D x f~k --~ C by 
• / w • .• ,  Gk(w,7)=(g .~ l  o . .og .~k) ( ), w~D,  3,=(71,  3,k) ef~k. 
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The final form of the formula in Section 3.4 can be written in the following way, if we introduce 
the notation ~j-1 = (akj, ak j -1 , . . .  ,ak(j-1)+l),  
(iZkj -- Vk j )  2 ~-- a k ('ll, k ( j -1 ) , /~ j -1  ) " Gk  (Vk( j -1 ) ,~ j -1 )  " (Uk( j -1)  -- Vk( j _ l ) )  2 . 
Repeated application of the last formula gives 
j -1  j--1 
log lUki -- Vkjl 2 = ~ log IGk(uk~, 13i)[ + E log [Gk(vki,/3i)l + log lUo - v0[ 2, (1) 
i=0 i=0 
which is our basic formula. 
Sect ion  3.6. 
The key idea of the proof is to show that the sums in the right-hand side of (1) tend to minus 
infinity with probability one, as j tends to infinity. To do that we shall use the strong law of 
large numbers in the following form. 
LEMMA 4. Let X~, i = 1,2, . . . ,  be mutually independent and identically distributed random 
variables with expectation m. Then 
1 ~-~Xi~m,  
n 
i= l  
with probability one, as n tends to infinity. 
Sect ion  3.7. 
We now start to prepare for the use of the strong law of large numbers. For a fixed w E D 
the quantity log IGk(w,~/)l takes 2 k values when -y takes the 2 k values in g/k. We denote by 
E(l°glGk(w,')l) the expectation of the random variable ~ --* log IGk(w,'y)l, "~ E ~k. It may 
be proved by means of computer calculations that if a0 = -5 ,  al = -0.5, and k = 4, then 
E(loglG4(w,.)l  < 0, for all w E D (ergodicity result). This result, however, is not enough 
in order to use Lemma 4 since the terms in the sums in the right-hand side of (1) are not 
mutually independent random variables. Instead, we shall prove that the terms in these sums 
are majorized by certain independent random variables on which we may use Lemma 4. This is 
done in Section 3.8. 
Sect ion  3.8. 
We need to define a certain permutation function. For a fixed k and w E D, we put (omitting k 
from the notation) 
M(w) := (log IGk(w,'y)l : "~ ~ ilk}. 
Let bj(w) E M(w), 1 <_ j < 2 k, be the numbers in M(w) arranged in increasing order: 
Introduce 
bl(w) <_ b2(w) <_". <_ b2~(w). 
B j : - -  sup bj(w), 1<j<_2  k. 
wED 
We now define the permutation function p on D x ~k. Fix w E D. For each "y E C/k, log IGk(w, Y)I 
is equal to one of the numbers bj(w), 1 < j < 2 k, in M(w). Put 
p(w,'~) = i, if log IGk(w, ~/)1 --- b~(w) 
(if two or more of the numbers bi(w), 1 < i < 2 k, coincide you have a certain freedom in the 
choice of p(w,'~)). 
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LEMMA 5. The permutation function p satisfies 
(a) log lGk(w, 7)l <_ Bp(w,.y), for w E D, 7 E f4 .  
(b) Bp(uk~: ,B i )  , i = 0, 1, 2 , . . .  are mutually independent and identically distributed random vari- 
ables in our probabilistic model. They take each value Bj, 1 < j < 2 k wit]] probability 2 -k. 
?~ oo V oo The same is true for the orbit ( ~)o changed to the orbit ( n)o • 
PROOF. 
(a) This follows from the definition of the permutation formula. 
(b) Put  X = Bp(uk,,Z,) and Y = Bp(ukj,Zj), j > i. Let x,y  E {B1, S2 , . . .  ,B2~}. 
Note that  for a fix u0 and for each choice of 130, ~1,..- ,13i-1, exactly one 13i gives X = x, hence, 
Prob (X = x) = 2 -k. Similarly, Prob (Y = y) = 2 -k. In addition, for fix uik,~i for each 
choice of 13i+1, f l i+2,...  ,13j-1, exactly one 13j gives Y = y, hence, the conditional probabil ity 
Prob (Y = y I X = x) = 2 -k. Consequently, 
P rob(X  = x ,Y  = y) = Prob(Y = y ] X = x) . P (X  = x) = 2 -2k 
= Prob(X  = x) • Prob(Y = y). 
Sect ion  3.9. 
We also need the following lemma on the numbers Bj defined in Section 3.8. The lemma is 
proved in Section 4 by means of computer calculations. 
LEMMA 6. I l k  = 4, a0 = -5  and at = -0.5,  then 
16 
E Bj <0.  
j= l  
Sect ion  3.10. 
We are now ready to finish the proof of Theorem 1. Assume that  a0 -- -5  and al = -0 .5  and 
choose k = 4. By using (1) with k = 4 and Lemma 5(a), we obtain 
j -1 j -1 
l og  - -< + + l og  - vol 
i=0 i=0 
By Lemma 5(b), Lemma 6, and Lemma 4, the last two sums tend to minus infinity with proba- 
bility one, as j tends to infinity. Since u0,v0 c D, log lu0 -vo l  2 < log 4. This means that  
lun - vn] --+ 0 a.s. (almost surely), 
as n tends to infinity if n is of the form n --- 43". I fn i so f the  fo rmn =4 j+r ,  0 < r < 3, we 
simply replace (1) with k = 4 by the corresponding equality where the index 4j in the left-hand 
side is replaced by the index n = 4j  + r. In the right-hand side, the index 4i is then replaced by 
4i + r, and ~i is adapted to this, and the index 0 in the last term is replaced by r. The analogue 
of Lemma 5(b) holds also in this situation, and log lur - vrl 2 _< log 4 since ur, v~ E D. The same 
application of the strong law of large numbers hows that l un -vn  I --* 0 a.s., as n tends to infinity 
without any restriction. 
Since Ivnl = 1, we conclude that lunl ~ 1 a.s. In the z-plane, this means that the chordal 
distance from z,~ to the extended real axis tends to zero a.s., as n tends to infinity. This proves 
Theorem 1. 
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4. A COMPUTER PROOF 
It remains to prove Lemma 6. The proof proceeds in two steps. Take k -- 4, a0 --- -5 ,  and 
al = -0.5. For w E D, the set M(w)  consists of the 16 values of log [G4(w, 7)[, ~ E gt4 arranged 
in increasing order bl(w) <_ b2(w) < ... < b16(w). 
Sect ion  4.1. 
The first step is to compute the numbers bj(w), 1 <_ j <_ 16, for all w belonging to certain grid 
pbints F C D. We obtain F by using polar coordinates (r, 0), w = re ~°, and dividing 0 < r < 1 
into 420 intervals of equal ength, and 0 < 0 < 27r into 2520 intervals of equal ength. F consists of 
the points which are the center of D and the intersections between the corresponding 420 circles 
and 2520 half lines. 
LEMMA 7. Take k = 4, a0 = -5,  and al = -0.5. Put 
/)j := max bj(w), 1 < j < 16, 
wEF 
where F is the grid described above. Then 
16 
1 
}2 B, < -0 224974 
j= l  
PROOF. This follows by computer calculations. The computer program we have used is given in 
Appendix A. It is written in matlab. I 
Sect ion  4.2. 
The second step is to prove that the numbers Bj = sup{bj(w) : w E D}, 1 < j <_ 16, are not 
too much larger than/ ) j .  This follows from the next lemma. 
LEMMA 8. Take k = 4, a0 = -5  and al = -0.5. I fu,  v E D and 3` E f~4, then 
log IGn(u, 7)l - log IG4(v,3`)] < 90.09. lu - vl. 
PROOF. The left-hand side of the inequality is less than or equal to l log IG4(u, 3`)I-log IG4(v, 3`)1+ 
i .  arg(G4(u, 7)) - i .  arg(G4(v, 7))1 = I log(G4( u, 7) - log(G4(v, 7)[- Hence, the left-hand side of 
the inequality is at most 
sup G~(~, 3') . lu _ vl ' 
(ED, ~Ef~4 
where G~((, ~/) denotes the derivative with respect o 4. 
By means of computer calculations it may be shown that the supremum above is at most 90.09. 
We have performed the calculation with two programs, the maple program in Appendix B, and 
the function part2 in the matlab program in Appendix A. The maple program calculated the 
symbolic expressions for I(G~((, 7))/(G4(~, 7))[ for different choices of 7. These expressions have 
later been used when the matlab function was constructed. All the expressions from the maple 
program are of the form a/(b + c~), where a, b, c are (complicated expressions for) complex 
numbers with Ibl > [el. Hence, a bound inside the unit circle can be found by calculating 
lal/(lb I - Icl) in the matlab function. The programs also take advantage of the fact that we can 
get the functions for half of the possible 3" values by interchanging gl and g2. I 
If u E D is fixed and we choose v E F so that lu - v I is minimized, we get by Lemma 8 
log [Ga(u,7) [ - log IG4(v, 3`) I <_ 0.155293. 
This and Lemma 7 lead to the estimate 
1 16 k 16 
1--6 E Bj < 16 E /~J + 0.155293 < -0.224974 + 0.155293 < 0, 
1 1 
which proves Lemma 6. 
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5. D ISCUSSION 
In the proof of Theorem 1, we actually proved the following result. 
THEOREM 2. Let ~- consist of the two MSbius transformations -5 / (1  + z) and -0 .5/ (1 + z). Let 
zo and 2o be two different points in C. Let (z,~)o°° and (2~)~ be two orbits of {~,C} with the 
same address and initial points zo and 20. Then the chordal distance between zn and ~,, tends 
to zero with probability one, as n tends to infinity. 
The natural question comes up: Do Theorem 1 and 2 hold when -5  and -0.5 are changed to 
any numbers a0, al < -1 /4  a0 ~ al? We make the following conjecture. 
CONJECTURE 1. Theorem 1 and 2 remain true when -5  and -0 .5 are replaced by ao and al, if 
a0, al < -1 /4 ,  a0 # al.  
The conjecture is supported by computer experiments. The experiments indicate that if a proof 
is possible in the general case along the same lines as above, the value of k has to be adapted to 
the numbers a0 and at. 
The conjecture is also supported by the following argument. Take any a0, al < -1 /4 ,  a0 # al,  
and an initial point z0 in the upper half plane. It is possible to prove that zn lies on a circle 
in the upper half plane with center in -0.5 + ibn, where bn is determined from what we get if 
we, in the sequel, use only one transformation. Without going into details, we mention that it 
can be verified that the expectation of bn converges to infinity as n goes to infinity. Hence, the 
circles will be large and come close to the real axis. This means that the expectation is that zn 
lies on a large circle in the upper half plane and this supports the conjecture that z,, tends to the 
extended real axis in the chordal distance. 
APPENDIX  A 
MATLAB PROGRAM 
This matlab program is used to perform the numericalcomputationsmentioned in Sections 4.1 
and 4.2. 
aO=-5; 
a l=-0 .5 ;  
n=2520; 
n2=420; 
k=4; 
t=O: l /n : l -O .5 /n ;  
angles=t*2*pi; 
i=sqrt(-1); 
Maxbj=zeros(n2+1,2^k); 
u=O; ~check the midpoint of D 
mu=getmu(u,k,aO,al); 
Maxbj(l,:)=sort(mu); ~ Maxbj(l,:) = M(O) where M is the set 
h=l / (n2) ;  ~ in Sect ion  3.8 
fo r  j= l :n2  Z Check one c i rc le  in the gr id .  
u=cos(angles)+i*sin(angles); 
r=h*j; 
u=r*u; Z u is all gridpoints on one circle in the grid. 
mu=getmu(u,k,aO,al); ~ Get the sets M(u) for all elements in the 
bj=sort(mu'); ~ vector u,and sort them. 
maxbj=max(bj'+40)-40; ~ 40 is added in order to get a correct 
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Maxbj (j+l, :)=maxbj ; 
end 
Bjti lde=max(Maxbj+40)-40 
AverageBjti lde=mean(Bjti lde) 
if k==4 
bound=part2(aO,al); 
r=sqrt((2*pi/n)^2+(I/n2)^2)/2; 
MaxBjMinusBjti lde=r*bound 
MaxBjaverage=AverageBjti lde+MaxBjMinusBjti lde 
end 
% treatment of negative values. (max takes 
% maximum amount). 
% < -0.224974 
% < 0.155294 
% < 0 ! 
funct ion mu=getmu (u, k, aO, al) ; 
% Calculate the sets M(u) for all elements in the row vector u 
% and store the sets in the columns of mu. 
if k<l then 
k=l 
end 
a= (aO+al)/2 ; 
w=sqrt (I/4+a) ; 
zA=- 1/2+w ; 
zB=-I/2-w; 
AO=a+aO-zA; % The numbers Ai,Bi,di,Ti, i=O,l are computed here 
BO=a+aO-zB; % instead of in loggiprime, in order to get an 
dO=a-aO; % effective code. 
TO=log (abs (AO*BO-dO'2)) ; 
Al=a+al-zA ; 
Bl=a+al-zB ; 
dl=a-al ; 
Tl=log(abs (AI*BI-dI^2)) ; 
w=u ~ ; 
mu= [loggiprime (w,dO ,TO ,BO) loggiprime (w,dl ,TI ,BI)] ; 
for j=l :k-i 
mu= Fmu mu] ; 
w= [ ((aO-a) + (zA-aO-a) *w) . / (aO+a-zB+ (a-aO) *w) . . . 
((al-a)+(zA-al-a)*w) ./(al+a-zB+(a-al)*w) ] ; 
mu=mu+ [loggiprime (w, dO, TO, BO) loggiprime (w, dl, T i, B1) ] ; 
end 
function f=loggiprime(u,d,T,B) 
% Compute log Ig'(w) i 
% i 
[m,n]=size(u); 
ou=ones(m,n); 
f=T*ou-2*log(abs(B*ou+d*u)); 
function bound=part2(aO,al) 
Find bounds of the expressions calculated in the matlab program 
in Appendix B. This function is only valied when k=4. 
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a=(aO+al ) /2 ;  
zA=- l /2+sqr t  (1/4+a) ; 
zB=- l /2 -sqr t  (1/4+a) ; 
d=a-aO ; 
d2=a-a l ;  
A=aO+a-zA; 
B=al+a-zA;  
Ac=aO+a-zB; 
Bc=al+a-zB;  
% g (w) = - (A*w+d)/(Ac+d*w) 
% o 
% g (w) = - (B*w+d2)/(Bc+d2*w) 
A.B,Ac,Bc,d.d2 have been introduced to shorten very long 
% expressions. 
bound=O; 
for i=1:2 %Before and after interchanging the functions 
exprl=2,abs(d),abs(A-3-AA2,Ac+A,Ac-2-2,A,d^2-Ac^3+2,Ac,d-2); 
exprl=exprl/(abs(-Ac'4+3*Ac^2,d^2-2,Ac,A,d^2+A^2,d'2-d'4)-... 
abs(-Ac^3,d+Ac^2,d,A-Ac,d,A'2+2,Ac,d^3+d,AA3-2,A,d^3)); 
expr2=2,abs(-Bc,Ac^2,d+Bc,Ac,d,A-Bc,d,A^2+Bc,d^3+d2,A^3-... 
2,d2,A,d^2+d2,Ac,d^2)/(abs(-Bc,Ac^3+2,Bc,Ac,d^2-Bc,A,d^2+d2,A'2,d-... 
d2,A,d,Ac+d2,d,Ac^2-d2,d^3) - abs(-Bc,Ac^2,d+Bc,Ac,d,A-Bc,d,A^2+.. " 
Bc,d^3+d2,A^3-2,d2,A,d^2+d2,Ac,d'2)); 
expr3=2,abs(-Bc*Ac^2*d+Bc*Ac,d,A-Ac,d2,A^2+... 
2,d2,Ac,d~2+B,A^2,d-B,d~3-d2,A,d'2)/(abs(-Bc,Ac'3+Bc,Ac,d^2-... 
d2,A,d,Ac+2,d2,d,Ac-2+B,A,d-2-B,Ac,d-2-d2,d^3) - ... 
abs(-Bc,Ac^2,d+Bc,Ac,d,A-Ac,d2,A^2+... 
2,d2,Ac,d^2+d,B,A-2-B,d~3-d2,A,d^2)); 
expr4=2,abs(Bc^2,Ac,d-Bc~2,d,A+Bc,d2,A^2-d2,Bc,d'2-d2,B,A^2+... 
B,d2,d^2-d2^2,Ac,d+d2"2,A,d)/... 
(abs(Bc^2,Ac^2-Bc^2,d^2+Bc,d2,A,d-Bc,d2,Ac,d-d2,B,A,d+d2,B,d,Ac-... 
d2-2,Ac~2+d2-2,d'2)-... 
abs(Bc^2,Ac,d-Bc^2,d,A+Bc,d2,A^2-Bc,d2,d^2-d2,B,A^2+d2,B,d^2-... 
d2"2,Ac,d+d2^2,d*A)); 
expr5=2*abs(B*A^2*d-B*A*d*Ac+A*d2*Ac^2-2*d2*A*d^2-Bc*Ac'2*d+Bc,d^3+... 
d2*Ac*d~2)/(abs(-Bc*Ac'3+2*d2*d*Ac^2-B*Ac*d^2+B*A*d^2-d2*A,d*Ac+... 
Bc,Ac,d'2-d2,d^3)-abs(-Bc,Ac^2,d+Ac^2,d2,A-Ac,d,B,A+d2,Ac,d-2+... 
d,B,A^2-2,d2,A,d^2+Bc,d'3)); 
expr6=2*abs(-Bc^2*Ac*d+Bc*Ac,d2,A-Bc,d,B,A+2,d2,Bc,d^2+d2,B,A^2-... 
2,d2^2,A,d)/(abs(-Bc^2,Ac'2+3,Bc,d2,Ac,d-Bc,B,d^2+d2,B,A,d-... 
A,d2~2,Ac-d2^2,d^2)-abs(-Bc^2,Ac,d+Bc,Ac,d2,A-... 
Bc*d,B*A+2,Bc,d2*d^2+d2,B,A'2-2,d2^2,d,A)); 
expr7=2*abs(B'2,A*d-B*A*d2*Ac+Bc*Ac*d2*A-d2"2,A*d-Bc'2,Ac,d+... 
d2,Bc,d^2-B,d2,d^2+d2^2,Ac,d)/(abs(-Bc^2,Ac^2+2,Bc,d2,Ac,d-... 
2,d2,B,d,Ac+d2-2,Ac~2+B-2,d^2-d2-2,d^2)-abs(-Bc^2,Ac,d+... 
Bc*Ac,d2*A-Ac,d2,B,A+d2"2*Ac*d+d,B^2,A-d2,B,d^2+Bc,d2,d^2-d2^2,d,A)); 
exprS=2*abs(-Bc^3,d+Bc^2,d2,A-Bc,d2,B,A+2,Bc,d2"2,d+d2,B^2,A-... 
B,d2^2*d-d2^3,A)/(abs(-Bc'3,Ac+Bc'2,d2*d-Bc,B,d2,d+2,Bc*Ac,d2"2+... 
d2,B^2,d-B,d2^2,Ac-d2^3,d)-abs(-Bc^3,d+Bc-2,d2,A-Bc,d2,B,A+... 
2,Bc,d2^2,d+d2,B-2,A-B,d2^2,d-d2^3,A)); 
bound=max([bound exprl expr2 expr3 expr4 expr5 expr6 expr7 expr8]); 
if i==I 
swap=d; Z We get the remaining cases by interchanging g (w) and g (w) 
d=d2; Z 0 1 
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d2=swap; 
swap=A ; 
A=B; 
B=swap; 
swap=Ac; 
Ac=Bc; 
Bc=swap; 
end 
end; 
APPENDIX  B 
MAPLE  PROGRAM 
This is the maple program that  we have used to perform the symbolic calculat ion ment ioned 
in Section 4.2. 
wl:= -(A*w+d)/(Ac+d*w): 
w2:=simplify( -(A*wl+d)/(Ac+d*wl)): 
w3:=simplify( -(A*w2+d)/(Ac+d*w2)): 
w4:=simplify( -(A*w3+d)/(Ac+d*w3)): 
w4p:=simplify(diff(w4,w)): 
# w4p = G (w,OOOO)=(g (w) o g (w) o g (w) o g (w))' 
# 4 0 0 0 0 
w4pp:=simplify(diff(w4p,w)): 
exprl:=simplify(w4pp/w4p); 
w4:=simplify( -(B*w3+d2)/(Bc+d2*w3)): 
w4p:=simplify(diff(w4,w)): 
# w4p = G (w,OOOl)=(g (w) o g (w) o g (w) o g (w))' 
# 4 1 0 0 0 
w4pp:=simplify(diff(w4p,w)): 
expr2:=simplify(w4pp/w4p); 
w3:=simplify( -(B*w2+d2)/(Bc+d2*w2)): 
w4:=simplify( -(A*w3+d)/(Ac+d*w3)): 
w4p:=simplify(diff(w4,w)): 
w4pp:=simplify(diff(w4p,w)): 
expr3:=simplify(w4pp/w4p); 
w4:=simplify( -(B*w3+d2)/(Bc+d2*w3)): 
w4p:=simplify(diff(w4,w)): 
w4pp:=simplify(diff(w4p,w)): 
expr4:=simplify(w4pp/w4p); 
w2:=simplify(-(B*wl+d2)/(Bc+d2*wl)): 
w3:=simplify( -(A*w2+d)/(Ac+d*w2)): 
w4:=simplify( -(A*w3+d)/(Ac+d*w3)): 
w4p:=simplify(diff(w4,w)): 
w4pp:=simplify(diff(w4p,w)): 
expr5:=simplify(w4pp/w4p); 
w4:=simplify( -(B*w3+d2)/(Bc+d2*w3)): 
w4p:=simplify(diff(w4,w)): 
w4pp:=simplify(diff(w4p,w)): 
expr6:=simplify(w4pp/w4p); 
w3:=simplify( -(B*w2+d2)/(Bc+d2*w2)): 
w4:=simplify( -(A*w3+d)/(Ac+d*w3)): 
# A,Ac,d are defined in the 
# function part2, Appendix A 
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w4p:=simplify(diff(w4,w)): 
w4pp:=simplify(diff(w4p,w)): 
expr7:=simplify(w4pp/w4p); 
w4:=simplify( -(B*w3+d2)/(Bc+d2*w3)): 
w4p:=simplify(diff(w4,w)): 
w4pp:=simplify(diff(w4p,w)): 
expr8:=simplify(w4pp/w4p); 
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