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ABSTRACT
Minimizing system latency is a traditionally important topic for the development of
multi-modal Virtual Environments (VE). Human perception thresholds have to be met
in order to create immersive environments with a high degree of believability. The sys-
tem latency has to be in the range of milliseconds, indicating the need for fast interfaces
and low system overhead. This thesis provides a comprehensive approach to the cre-
ation of multi-modal VEs with high requirements on low latencies, abstract and flexible,
yet real-time capable interfaces for device data handling and versatile application sup-
port mechanisms. In that sense it offers a stable software and conceptual basis for the
development of appealing multi-modal environments.
The “Virtueller Kopfhörer” (VirKopf) system is a representative of a demanding multi-
modal environment that was developed as a joint research project between the Institute
of Technical Acoustics and the VR Group at the Department of Computer Science at
RWTH Aachen University. It features binaural acoustics, which enables the placing
of virtual sounds at arbitrary 3-D positions within the scene, even very close to the
user’s head. Headphone-less reproduction is supported by dynamic crosstalk cancellation
(CTC). The system is designed for immersive CAVE-like environments. As a cost for this
comprehensive system, the requirements for a precise setup and accurate data processing
have to be respected very carefully. For example, delivering the correct tracking data
with a low latency is most crucial for the successful application of the dynamic CTC. By
using CTC, a sweet spot is created, providing a correct sound field impression for the
user. In a dynamic system, where the user is free to move arbitrarily, this sweet spot
is constantly updated to the current position of the ears of the user, which in term is
determined by a tracking device. Due to the discrete processing, a misalignment between
the assumed and real position of the user’s ears can occur. A misalignment between these
positions of above 1 cm is enough to cause audible artefacts for the listener, disrupting
the 3-D impression of the auralized scene. This is a severe constraint, as practically the
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runtime of the sound waves from the loudspeakers to the user’s ears can take several
milliseconds, and this can not be compensated by faster tracking hardware. Predictive
tracking can be used to estimate a future position of the user’s ears based on observations
from the past. However, these algorithms can not forecast arbitrarily into the future and
a low latency system support is a mandatory precondition for a successful application.
Low latency processing is not only important for the VirKopf system, but a general
requirement on VR software, especially for device and interaction handling.
A versatile, flexible and runtime optimal VR device driver architecture is introduced.
This architecture enables the parallel low-latency data access for multi-modal data
streams and enhanced interaction algorithms as it supports driver-level histories. Addi-
tionally, the architecture suggests enhanced transformation and application stages which
simplify the application development for the field of VR. The resulting misalignment of
the estimation of the user’s head in the virtual scene is lowered by an adaptive predictive
tracking algorithm. The suggested solution features an on-line update strategy based
solely on the local development of the tracking sensor’s velocity. The coupling of a vi-
sual VR system with its acoustic counterpart as a network communication architecture
is defined and its capabilities explained. The cost of end-to-end latency with respect to
this audio-visual coupling architecture is inspected and discussed in detail. In addition
to the optimized system behavior, an application architecture for multi-modal VEs is
described. This approach models VEs as a collection of communicating agents, enabling
the building of versatile interactive, multi-modal virtual worlds. A cluster rendering
scheme based on a hybrid master-slave architecture is introduced. This approach is
furthermore optimized for a minimal latency state processing from master to slave.
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ZUSAMMENFASSUNG
Die Minimierung von System Latenz ist traditionell ein wichtiges Thema bei der Entwick-
lung von multi-modalen virtuellen Umgebungen. Zur Erstellung von virtuellen Umge-
bungen mit einem hohen Maß an Glaubhaftigkeit für den Nutzer müssen menschliche
Wahrnehmungsschwellen berücksichtigt werden. Die Systemlatenz muss daher im Bere-
ich von Millisekunden liegen. Dies deutet bereits darauf hin, dass schnelle Schnittstellen
und Systeme mit wenig zusätzlichem Aufwand benötigt werden. Diese Arbeit beschreibt
einen umfassenden Ansatz zur Erzeugung von multi-modalen virtuellen Umgebungen
welche hohe Anforderungen an niedrige Latenz stellen, dabei aber abstrakte, flexible
und Echtzeit-fähige Schnittstellen zur Gerätedatenverarbeitung sowie vielfältige Mech-
anismen zur Gestaltung von Anwendungen benötigen.
Das System „Virtueller Kopfhörer” (VirKopf) ist ein Repräsentant einer anspruchsvollen
multi-modalen Umgebung. Es wurde als gemeinschaftliches Forschungsprojekt zwischen
dem Institut für Technische Akustik und der VR Gruppe an der RWTH Aachen entwick-
elt. Die binaurale Wiedergabe von virtuellen Klängen ist eine wesentliche Komponente
des Systems. Diese erlaubt die Platzierung von Klangobjekten an beliebigen 3-D Positio-
nen in der Szene, auch sehr nah am Kopf des Benutzers. Die räumliche Klangwiedergabe
wird durch dynamische Übersprechkompensation auch ohne die Nutzung von Kopfhör-
ern möglich. Diese Eigenschaft erlaubt den Einsatz in immersiven Umgebungen. In
solchen System müssen die Anforderungen an einen genauen Aufbau und sorgfältige
Datenverarbeitung unbedingt respektiert werden. So ist es zum einwandfreien Betrieb
der dynamischen Übersprechkompensation zwingend notwendig, ein aktuelles Tracking
Datum mit niedriger Latenz an alle Teilsysteme zu übermitteln. Die Übersprechkompen-
sation reproduziert auf dieser Basis ein der aktuellen Kopfposition angepasstes Klangfeld
mit einem begrenzten Gültigkeitsbereich (sweet-spot). In einem dynamischen System,
in der sich der Benutzer frei bewegen darf, muss der sweet-spot kontinuierlich aktual-
isiert werden, in Abhängigkeit von der Position der Ohren des Benutzers. Diese wird
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wiederum vom Tracking System ermittelt. Durch die diskrete Verarbeitung entsteht
ein Unterschied zwischen der im System angenommenen und der tatsächlichen Position
des Benutzers. Ein Unterschied zwischen diesen Positionen von mehr als 1 cm kann
zu hörbaren Artefakten für den Zuhörer führen. Dies ist eine harte Einschränkung, da
ein Unterschied bereits durch die fast konstante Laufzeit der Schallwellen von den Laut-
sprechern zum Ohr des Benutzers im System existiert. Diese Latenz liegt im Bereich von
Millisekunden und kann nicht durch schnelleres Tracking kompensiert werden. Prädik-
tives Tracking kann dazu benutzt werden, um die zukünftige Position der Ohren des
Benutzers zu bestimmen, auf Basis von Beobachtungen aus der lokalen Vergangenheit.
Diese Algorithmen können allerdings nicht beliebig in die Zukunft schätzen, so dass eine
niedrige Systemlatenz unabdingbar ist, um die Kompensation erfolgreich durchzuführen.
Diese Anforderung ist nicht nur wichtig für das VirKopf System, sondern eine generelle
Eigenschaft von Software zur Erstellung von Virtueller Realität (VR). Ganz speziell gilt
dies für Geräte-Behandlung und Interaktions-Verarbeitung.
Zu diesem Zweck stellt diese Arbeit eine vielseitige, flexible und Laufzeit-optimale VR
Geräte Architektur vor. Sie ermöglicht parallelen Zugriff auf multi-modale Datenströme,
bei niedriger Latenz. Zudem kann erweitere Interaktion auf der Basis von Historien ent-
wickelt werden, die direkt von der Geräteschicht angeboten werden. Die Architektur un-
terstützt erweiterte Transformations- und Anwendungsschnittstellen, und dadurch eine
vereinfachte Programmierung für Anwendungen. Der oben beschriebene Unterschied bei
der Schätzung der aktuellen Position des Benutzers in der virtuellen Szene wird durch
einen prädiktiven Tracking Algorithmus mit dynamischer Adaption verkleinert. Die
vorgeschlagene Lösung basiert lediglich auf der Betrachtung der lokalen Entwicklung
der Geschwindigkeit der verwendeten Tracking Sensoren. Die Kopplung des visuellen
VR Systems mit der akustischen Gegenseite als Netzwerkarchitektur wird in dieser Ar-
beit definiert und ihre Eingenschaften diskutiert. Hierbei sind besonders die Kosten
für den Netzwerktransport in Bezug auf die audio-visuelle Kopplung interessant. Zusät-
zlich zu den genannten Eigenschaften wird eine Anwendungsarchitektur zur Entwicklung
von multi-modalen virtuellen Umgebungen vorgestellt. Dieser Ansatz beschreibt Umge-
bungen als Sammlung von kommunizierenden Agenten mit dynamischen Eigenschaften.
Zur visuellen Wiedergabe in CAVE-artigen Umgebungen wird ein PC Cluster Rendering
Ansatz entwickelt. Dieser basiert auf einer hybriden Master/Slave Architektur, welche
in Bezug auf niedrige Latenz verfeinert wird.
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CHAPTER 1
INTRODUCTION
A Virtual Environment (VE) gains much of its plausibility by appealing to different
human senses at the same time and in a good quality. For many years, much of the
research effort in the field of Virtual Reality (VR) was spent on developing reproduction
systems, such as projection-based displays with large screens and interactive 3-D graphics
or loudspeaker arrays for 3-D acoustics mainly for uni-modal applications. In the late
nineteen hundred nineties, multi-modality was at hand and the intermixing, dependency
and substitution of different modalities were in focus.
The visual-acoustic coupling inside of a VE is most promising for enhancing the immer-
sion, but is rarely successfully applied without compromises. As both modalities require
different modeling in their basic data and processes, it is challenging to combine them in
a single system. Additionally, the real-time constraints of interactive VEs are a major
hurdle for the acoustic processing in terms of synthesis and reproduction by today’s
standards. This applies to the simulation of acoustic sources, as well as to the synthesis
of 3-D acoustics for a varying number of moving sound objects, complex acoustic phe-
nomena with respect to the room geometry and the problem of installing a high quality
reproduction technology inside of a display such as a CAVE-like system [CNSD93]. Most
software interfaces for real-time audio processing of virtual sound objects thus stop at a
stage where they can reproduce a manageable number of sound sources with a tolerable
level of believability and a compromise in the acoustic reproduction using headphones.
Recently, the Institute of Technical Acoustics (ITA) at RWTH Aachen University pre-
sented high quality auralization system for few loudspeakers using dynamic crosstalk
cancellation (CTC) as a research prototype [Len08]. The system allows the reproduc-
tion of an acoustical scene for a freely moving listener with few loudspeakers under the
condition that the positions of the user’s ears are known at any time throughout the
9
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Figure 1.1: The picture shows a model of the CAVE-like environment at RWTH Aachen
University. Four loudspeakers (coloured in orange) are mounted on the top rack of the
installation. The binaural signal for the user which is calculated on basis of the data
that is provided by the infrared cameras (coloured in green on the rack). The installation
drives five projection screens, four walls of which one is a movable door, and a floor.
Within the confinement of the projection screens, the user is free to move and turn
arbitrarily.
simulation. Additionally, the system features interactive room acoustics, taking the ge-
ometry of the virtual surroundings into account for the auralization. In a funded joint
research project between the ITA and the VR Group at RWTH Aachen University, this
acoustic reproduction system was integrated in a real-life VR installation, the CAVE-like
system of RWTH Aachen University, cp. Figure 1.1. It is the first VR system worldwide
that features the dynamic CTC, room acoustics and a visual reproduction in an immer-
sive display [LSVA07]. This system setup and underlying software architecture for the
visual acoustic coupling is subsequently called ”Virtueller Kopfhörer (VirKopf)”, which
is a German expression for a virtual headphone. This is how the binaural reproduction
with CTC works in principle: producing a binaural signal using loudspeakers that are
distant to the head of the moving user. This development is an analogy to the develop-
ment in the visual domain, where head-mounted displays have been widely replaced by
room-mounted displays, e.g., CAVE-like systems. The goal is to liberate the user from
the need to wear special attachments in order to experience immersive VR. In any way,
the surrounding technical system must be capable of creating a believable immersive
environment in and with which the user can interact in real-time, cp. Figure 1.2.
10
Figure 1.2: Illustrative figure showing the principle setup of the ”Virtueller Kopfhörer”
system at the RWTH Aachen University CAVE-like system. In this example the VE is a
concert hall, where the user is standing in front of the stage. The update sequence for the
simulation is defined as follows. First, the tracking system scans the tracking area for
a known target, in the picture indicated by the red lines emitted from the green tracking
cameras. This information is propagated to the VR hardware and software system, where
it is transformed and used for the visual and the acoustic reproduction. The visual and
acoustic simulations are presented almost simultaneously to the user. In the picture, the
auralization is symbolized by the blue rings emitted from the loudspeakers mounted on
the top edge of the CAVE-like display above the user.
11
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(a) aligned output (b) misaligned output
Figure 1.3: Illustrative figure for misalignment that can happen during the acoustic
reproduction. (a) The system creates a compensation signal for the binaural reproduction
that is aligned with the tracking information of the user’s head. (b) A misalignment
results when the head moves too fast for a dynamic update and the system assumes an
old position for the simulation.
1.1 Problem descriptions
The relevant information for the acoustic system is the position of the user’s ears with
respect to the room mounted loudspeaker setup. The core idea of the binaural repro-
duction is to create a correct sound field for exactly two points, namely the ears of the
listener. In a dynamic system, where the user is free to move arbitrarily, this sweet spot
is constantly updated to the current position of the ears of the user, which is deter-
mined by a tracking device. Due to the discrete processing, a misalignment between the
assumed and real position of the listener’s head can occur. Figure 1.3 illustrates this
situation. In that case, the auralization fails to give a good quality 3-D impression of the
acoustical scene, even for comparably small misalignments of above 1 cm, cp. [Len08].
A quick and correct update of the real position of the user’s ears to the auralization
system helps to avoid a ceasing of immersion for the user. It is obvious, that the audio
processing is demanding in terms of a low latency deliverance of tracking data. Latency
is introduced due to the processing of the visual and acoustic output, and the runtime
of the sound waves from the loudspeakers to the ears of the listener. The latter is
determined by the relative distance of the user to the speakers and results in an almost
constant latency that can not be remedied by faster hardware or simulation code. A
prediction of the user’s future head position based on its current movement seems a
promising way to solve this problem.
With a predictive tracking algorithm, the position of the ears can be estimated for the
time of application, e.g., when the sound waves are to reach the user’s ears. The choice
12
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of an appropriate prediction method has to respect two requirements. Clearly, the pre-
diction algorithm must be real-time capable. If the processing takes too much time, the
current situation might have changed already and the estimation is not correct. In addi-
tion, the user movement model, that is usually needed for the formulation of predictive
tracking algorithms, has to be simple. Describing human motion in an analytical way is
a hard problem, and a badly chosen movement model can result in useless predictions.
Before the tracking data can be used for prediction and auralization, it has to be pro-
cessed by the VR application. The raw tracking data is transformed to a number of
reference frames which are determined by the VR application. Usually, the device data
is used in a number of application components in parallel, for example user centered
projection and collision detection between the user and objects in the scene. This sys-
tem processing adds additional latency which is governed by the software architecture
of the VR system used.
A detailed inspection of current implementations of VR toolkit architectures and device
data processing layers indicates that there is currently no implementation available that
is capable of delivering device and other tracking data with a guaranteed latency. This
is partly due to the fact that VR toolkits are aiming at device abstraction and averaged
good performance for a large number of different types of applications. Additionally,
available implementations show defects in their data processing architecture which lead
to inconsistencies in the simulation state, especially by using improper synchronization
strategies in multi-threaded environments. Obviously, a low latency processing is not
only beneficial for visual-acoustic VEs, but also for all other VR applications. A flexible
architecture that incorporates low latency device handling in a concurrent setup as
well as a sophisticated interface for interaction algorithms is needed in order to create
convincing multi-modal VEs.
Regardless of the implementation of the data processing layer of the VR toolkit, the
visual and acoustic systems have to correctly reflect the application state. The synchro-
nized simulation of the visual as well as the acoustical properties has a major influence on
the degree of the user’s immersion into the virtual world. This raises the need for an in-
terface that offers VR application programmers the possibility to control the auralization
system as a service. This service must support sound object management and it needs to
address state control as well as dynamic room configuration during runtime. Of course,
an implementation of this interface must provide low latency and good synchronicity
between the visual rendering and the auralization of the virtual scene.
In a CAVE-like system, the acoustic rendering is an additional signal path parallel to
the reproduction of the visual image by PC cluster-based rendering. Here, the infor-
mation needed for the calculation of a visual scene is shared through a network. This
adds additional latency, as distribution and synchronization has to be performed. In a
naïve way, PC cluster-based rendering is regarded as a simple ”distribute and collect”
architecture. However, in order to have a tightly synchronized display and undisturbed
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perception in a multi-screen environment, an optimized state synchronization scheme is
needed. Hardware support is usually available for the synchronization of independent
graphics units, but additional software components are necessary, as the hardware only
synchronizes the graphics output, but not the application state in a distributed setup.
1.2 Methods used
From the descriptions given above it is clear that no single algorithm can solve all
problems described. Instead, a number of approaches needs to be combined in order to
provide a comprehensive system approach on which application programmers can build
complex multi-modal VR applications. The solutions are given at two levels.
At a technical level, it describes system support facilities. A new approach to device
abstraction and data processing is developed, including an ultra low latency delivery
of device data that is tailored to concurrent processing within a VR system. In order
to still support device abstraction, which is a major feature of a VR system, a process
pipeline is established and a transformation interface to data processing is developed,
based on a mix of existing and novel aspects, for example data flow networks and driver
level histories.
The inspection of existing approaches revealed common design errors with respect to
the driver and data handling, especially in concurrent setups. As a consequence, a term
model is established, that allows reasoning about and comparison of different implemen-
tations of device driver architectures in the field. A best practice implementation is
derived from the model that avoids typical defects and is most suited to multi-modal
interaction processing in VR applications.
The temporal access of device data using histories is assistant to the development of an
adaptive tracking algorithm based on a static prediction method proposed by [LaV03].
The adaptive algorithm adjusts the prediction parameter during runtime, allowing for
good estimates of the real position of the user’s head without predetermined motion
models. The developed algorithm is real-time capable and simple to implement.
Furthermore, the integration of the auralization system of the ITA into a visual VR
environment is described. The resulting design uses a network coupling of the compo-
nents on top of an abstract interface. In order to show that this design is adequate for
a real-time setup, the network latency is inspected in detail. This is necessary, as not
only the network technology chosen decides about the total latency, but also the protocol
used to synchronize the distributed simulation states.
A PC cluster-rendering scheme was developed in order to have a tight rendering state
14
1.2. METHODS USED
Figure 1.4: The main work packages (coloured in green) of this thesis and their em-
bedding in the overall VirKopf project.
synchronization in CAVE-like environments. The key idea is to have mirrored state
machines in a master-slave rendering scheme that act coherently with minimum latency
for each single transition, using event interleaving.
The second level of this thesis tries to answer the remaining questions on how to create
visual-acoustic VR applications as a programmer. An interface that enables the declara-
tive usage of the audio subsystem as an integral part of the VR application is presented.
In addition to that, multi-modal object modeling is an important building block of the
system. Here, the virtual world is working as a simulator for a number of agents who are
defining their visual and acoustical properties for the simulation and communicate using
message passing. The modeling of acoustical properties is of primary interest, as it tries
to exploit the novel possibilities of the auralization system of the ITA. This includes
the declarative setup of rooms, doors and windows inside of the simulation for the room
acoustics processing. Furthermore, this allows for advanced interaction in VEs based on
the acoustical state of the scene.
Figure 1.4 shows the embedding of the major building blocks of this thesis, and their
influence on the system architecture for immersive displays.
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In summary, this work comprises the following main contributions.
• A versatile, flexible and runtime optimal VR device driver architecture is intro-
duced in Chapter 2. This architecture enables the parallel low-latency data access
for multi-modal data streams and enhanced interaction algorithms as it supports
driver-level histories. Additionally, the architecture suggests enhanced transfor-
mation and application stages which simplify the application development for the
field of VR.
• The resulting misalignment of the estimation of the user’s head in the virtual
scene is lowered by an adaptive predictive tracking algorithm which is discussed
in Chapter 3. The suggested solution features an on-line update strategy based
solely on the local development of the tracking sensor’s velocity.
• Chapter 4 introduces the coupling of a visual VR system with its acoustic coun-
terpart as a network communication architecture and discusses its capabilities ex-
plained. The cost of end-to-end latency with respect to this audio-visual coupling
architecture is inspected and discussed in detail.
• In addition to the optimized system behavior, an application architecture for multi-
modal VEs is described in Chapter 4. This approach models VEs as a collection of
communicating agents, enabling the building of versatile interactive, multi-modal
virtual worlds.
• Chapter 5 proposes a cluster rendering scheme based on a hybrid master-slave
architecture. This approach is furthermore optimized for a minimal latency state
processing from master to slave.
Each of the chapters contains its own related work section as well as a chapter summary.
This enables to localize to most important influences to the presented methods, as well
as giving an overview of the local achievement. The final Chapter 6 concludes the most
important aspects of this thesis and gives an outlook on future work.
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DRIVER ARCHITECTURE WITH HISTORY
PROCESSING
For real-time interactive systems, such as VR environments, it is important to process
multi-modal input and output data with high efficiency. In that respect, VR applications
are different to most common interactive applications as they need a special data han-
dling that guarantees flexible sharing of different types of data with low latency access.
Additionally, VR systems need device management facilities and abstraction in order to
be applicable across a wide variety of laboratory setups. Moreover, today’s hardware ar-
chitectures offer access to large computational resources, which enable VR applications
to scale up in software and hardware. As a consequence, well established means of data
handling and device processing have to be reinspected in order to exploit the benefits
of thread level parallelism on multi-core machines. Furthermore, with the availability of
modern and fast VR hardware, more complex interaction becomes feasible, for example
real multi-modal interaction utilizing acoustic, haptic and visual interaction processing
at the same time.
This chapter defines the foundation of a device driver architecture that emphasizes
special algorithms for concurrent setups and an interface layer for the time-based access
of multi-modal device data using histories. The latter is a strong requirement of advanced
VR interaction and a feature lacking in current implementations.
Section 2.1 presents an abstract process model which is used to compare different ex-
isting implementations of driver and data handling in the context of VR applications.
Along that process model, this chapter will discuss concepts, integration aspects and
low latency algorithms for efficient data handling in VEs.
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The process model leads to a software architecture that more clearly depicts the dif-
ferent levels of device and data handling in the context of VR, cp. Section 2.2. The
embedding of these concepts into implementations can be accomplished in a number of
ways. Possible drawbacks, defects and strategies on integration level are discussed in
section 2.3. It turns out that a data history is beneficial in terms of lowering the access
latency and acting as a database for multi-modal interaction. The low latency data
exchange (LLDx) algorithm, which is described in more detail in section 2.4, is specially
developed for low latency access in concurrent environments and the provision of driver
level histories. As the application is now ready to access time series of device data for
processing, interfaces for data access and transforming are presented in section 2.5.
On a more global level, aspects of the software design of driver code for VR systems
are generalized in section 2.6. This again is a basis for the comparison of available VR
toolkits, which is finally presented at the end of this chapter in section 2.7.
2.1 Driver process model
Looking at a VR driver architecture with conventional thinking, its job is to give access
to data from a device in a standardized way. An architecture should be able to integrate
a number of different devices as a collection and offer a unified integration interface. This
includes management activities on devices, for example creation, initialization schemes
and disposal of obsolete driver objects. As a VR application can choose to address more
than one instance of the same type of device, a naming or addressing interface has to be
defined.
From an engineering point of view, currently no common model exists for the charac-
terization of the interaction between the different stages of the device data, starting
from the device up to the application that is reacting on the input. Especially in the
field of interactive software systems for VEs, many implementations exist, that share a
common abstract processing pipeline. Most often, the implementations are not layered
well, or are not able to support abstract data processing as advanced as is needed for
demanding VR applications. Therefore, this thesis introduces an abstract process model
which aggregates common engineering solutions to the problem of device management,
abstraction and data processing in interactive applications. The model was designed by
the inspection of existing and available software solutions for the development of VEs,
cp. sec 2.7. The main purpose of the model is to establish an engineering language and
to be a basis for the comparison of different approaches to device driver handling in the
field of VR.
In the model, the data processing for a single device is partitioned into four stages
which are depicted in Figure 2.1. During decoding, the device data is gathered from
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Figure 2.1: The process model of an abstract device driver architecture. It is meant to
symbolize the data propagation from the source to the application, whereby it does define
a pipeline-like relationship between the components. Basically, the way back, from the
application to the device, is defined comparable to the above depicted model, only heading
backwards.
whatever data bus it is connected to, e.g., the USB stack, serial line connections or
custom hardware. This stage is mandatory and very specific, as it usually needs oper-
ating system (OS) support. The decoding is triggered when new data is ready or it is
continuously polling data from the data bus.
Consider the following example of a device driver that is collecting its information from
the serial line connector of the local computer. This driver continuously samples the
position of a single sensor in millimeters unit. The example shows the pseudo-code for
an endless update routine, which is called Decode.
void CPositionTracker::Decode()
{
while (true)
{
deviceBus.WaitForNewData();
// in this example:
// a message size / record for this
// device is 12 bytes long
unsigned char ucBuffer[12];
deviceBus.ReadToBuffer(ucBuffer,12);
// interpret the byte-stream
// as something with more meaning
float pos[3]; // position, as a vec-3-float
// toFloat() takes a pointer to a 4-byte
// memory blob and interprets this as a float
pos[0] = toFloat( ucBuffer[0] );
pos[1] = toFloat( ucBuffer[4] );
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pos[2] = toFloat( ucBuffer[8] );
// stores new information (see below)
NewPositionSample(pos);
}
}
The example shows the basic decode principle, which is to take off the information from
a transport layer. Sometimes, the transport layer already delivers the information in the
desired target type. In that case, it would still be called decoding stage, as it takes off
the information and stores it somewhere for further processing.
When data is ready, it is converted from its raw form to a more elaborated form that
can be used for the following transcoding stage. Here, a conversion from this raw data
to the VR system specific types is performed, for example the conversion from three
floats to the instance of a vector class, which is provided by the math library of the
VR system. Consider the following example, which depicts the implementation of the
method NewPositionSample of the example above.
void CPositionTracker::NewPositionSample( float aPos[3] )
{
// transcode from the float array to
// a target type, in this case a
// CMyVec3f
CMyVec3f pos(aPos[0], aPos[1], aPos[2]);
// push-last into a vector that contains
// a number of CMyVec3f for further processing
// within the VR system.
m_vecPositions.push_back(pos);
}
In this example, the method NewPositionSample is rather straightforward: copy the
values of the incoming position float array to a custom type which is stored for further
processing. However, that is the nature of transcoding stage, as it reinterprets the raw
data taken off the bus with respect to a type system.
Once that data can be accessed by this system, its content is usually transformed from a
device reference frame to an application reference frame, for example from pixel coordi-
nates of a mouse to pseudo 3-D coordinates in the virtual world. Once the data is ready
after the transformation, it is applied in the application as an input to the simulation
loop. In the above example, we can think of a simple transforming example.
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CMyVec3f CPositionTracker::TransformToFrame(CMyVec3f inPos)
{
return CMyVec3f( inPos.X * 0.001,
-inPos.Y * 0.001,
inPos.Z * 0.001);
}
Here, the sign of the Y-axis of the position sample is flipped to match a predefined
expectation, for example a right handed coordinate system, where the Y-axis points up
instead of down in a desired unit, e.g., meters instead of millimeters.
All existing VR system driver architectures perform these stages more or less explicitly.
Usually, the discrimination between decoding and transcoding is not visible, as well as
transformation of the data is usually performed on application level and not by means
of the driver architecture. Even a mixture is very common, as depicted in the following
variant of the above given example.
void CPositionTracker::Decode()
{
while (true)
{
// read information from the bus,
// as detailed above
deviceBus.WaitForNewData();
unsigned char ucBuffer[12];
deviceBus.ReadBuffer(ucBuffer,12);
CMyVec3f pos; // position, as a system type
// do decode, transcode and transform
// in a ’’single’’ step
pos.X = charToFloat( ucBuffer[0] ) * 0.001;
pos.Y = -charToFloat( ucBuffer[4] ) * 0.001;
pos.Z = charToFloat( ucBuffer[8] ) * 0.001;
// stores new information
// the signature of NewPositionSample
// has changed from float[3] to CMyVec3f
NewPositionSample(pos);
}
}
The implicit transcoding and transforming on driver level is a very popular technique
for many VR systems in order to enable the exchange of a device. As different tracking
devices record data in different reference frames, it is handy to transform them to a
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well defined reference frame directly on driver level in order to have a common basis for
further application processing. A drawback of this approach is that this transformed
data does not conform to the device’s manual anymore and the transformation might
be hard to understand when source code is not at hand. Sometimes, the transformation
is undone on application level, for example to get back the original values. All this can
introduce additional latency.
However, noteworthy are not the single stages but the transition between them. An ex-
plicit transcoding stage, for example, allows a device driver architecture to be integrated
in different VR systems, without a too high time penalty for type conversion between the
raw data types and the types needed in a specific system, as type conversion introduces
additional latency. The same accounts for the existence of an explicit transform stage
that is to be supported by the driver architecture, and not on application level alone, as
it can benefit from the knowledge about special device features.
This work emphasizes on an additional stage, rarely implemented on driver level, namely
the accumulation of history traces right after the decoding stage. In this scheme, a driver
collects all raw data in a history that can be processed using transcoders on behalf of
the application. This is a very important property, and details about history processing
will be discussed in section 2.4.
The transcoding stage defines the boundary to the VR system used. Code at this stage
works on histories of a single driver instance. Following the transcode stage, a transform
stage is applied that converts the incoming data with respect to application specific
demands. For example delivering the room-related coordinates of a tracking body, or
the user-related coordinates for a heads-up display. Details about the transcoding and
transforming stages will be discussed in section 2.5.
2.2 Driver layer architecture
The driver architecture itself is straightforwardly defined upon the knowledge of existing
approaches, cp. Section 2.7. A driver is the central element which is connected to a
physical device over a data bus. The driver is linked to a decoder and has access to
a number of history traces to which it writes data to. Decoupling the driver and the
decoder allows an implementation to exchange the decoding dynamically. This may
be needed for example to implement drivers based on a meta-standard, for example the
Human Interface Device (HID) layer, which uses the same data transport mechanism for
a family of different devices. The history trace is accessed by client code only by using a
transcoder, which defines a structured access point to the accumulated raw data of the
driver. Each driver can be interpreted in a number of ways, when reviewing its aspects
or capabilities. The basic idea of aspects is similar to the way the authors of Virtual
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Figure 2.2: Core elements and their relationships of the abstract driver architecture.
Stars define the multiplicity and edge labels define the type of relationship between the
terms.
Reality Peripheral Network (VRPN) see a device as being a compilation of functional
atoms, for example as button or analog values. However, in the depicted architecture,
the notion of an aspect is more abstract, defining a dynamic functional property of the
device. For example, a joystick device can have the capability of providing force feedback,
or not. Aspects help to structure functional properties of a specific device and to define
interfaces for their configuration and operation on application level.
Drivers live inside of a collection system or driver repository which gives access for client
code to find a specific driver. The repository stores many instances of drivers of the
same or different type, and allows client code to check for the existence or availability
of device drivers for a specific setup. In some implementations, the repository is only
an addressing scheme to find individual drivers, and has not the physical representation
of a collection somewhere on a host machine or in memory. Figure 2.2 depicts the core
elements of the abstract driver architecture. More details on aspects will be described
in section 2.6.
The partitioning of the described core elements belonging to a base custom-driver and
application layer, is an important guide for implementations based on this architecture.
As Figure 2.2 shows, new drivers and the basic history processing can be encapsulated
on a very low level where application access is seldom. Specific setups may require to
enhance existing entities of the base layer, such as specific decoders or a variation of
the type system of the driver code on the level of transcoders. Often, aspects can be
used for interaction algorithms specified on application level. Naturally, the transform
stage is frequently accessed on application level, as the application has to decide on the
routing of the device data for interaction handling.
A proof of concept implementation of this architecture is available in the ViSTA VR
toolkit [AK08]. Details on the implementation are not in the scope of this thesis, but
23
CHAPTER 2. DRIVER ARCHITECTURE WITH HISTORY PROCESSING
Figure 2.3: Example for a typical setup in a multi-modal VR application. The appli-
cation core itself is the simulation running at a constant update rate of 100 Hz, asyn-
chronous to the rendering at 60 Hz. Aside to this, a collision detection is triggered every
10 ms, resulting in an update rate of 100 Hz. These algorithms usually need access to
common data structures which is not only the device data but also other simulation data,
for example geometry data.
some conceptual considerations which have impact on the system integration of this
driver architecture into existing VR toolkits are outlined in Section 2.3.
2.3 Integration schemes
From a system perspective, even simple VR applications have to cope with parallel
processing. Different subsystems of the application run with quite different update
rates. The set of active subsystems usually includes the rendering, devices and the
simulation core of the application, which can be concurrent in itself again. Typically
for a VR application, the subsystems need quite a high amount of communication at
different points in time. For example the device layer must tell the rendering subsystem
the current position and orientation of the head for the user centered projection. Figure
2.3 gives an illustrative example for a quite common situation for a VR application.
As a consequence, much of the scalability of a VR system depends on the efficiency of the
communication interfaces between the different subsystems. This section focuses on the
integration schemes of the abstract driver architecture and discusses typical implemen-
tation patterns, anomalies from buffering strategies and points at conceptual problems
that may arise from naïve implementations. The results of this section identify these
problems and introduces a nomenclature, that is to enable comparison and discussion
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about existing and upcoming implementations of VR toolkit and device handling in-
frastructure. The categories are derived from inspection of published and available VR
toolkits and are abstracted accordingly. The need to do this is obvious. There is no
systematic analysis of this important part of a VR system in the field, and common
mistakes are repeated frequently.
For a single driver, the situation is a 1:n writer-to-reader relation. Each reader of the
data that is given by the driver as a writer may have overlapping read phases that run
concurrently. That is, every reader has a different point in time when the read phase
starts and may need a different amount of time during that read phase. Vice versa, each
writer needs a distinct write phase once data is ready to be passed to the readers.
As mentioned in section 2.1, the driver to application communication is bi-directional, so
a situation having n clients writing to a single device is in principal possible. However, for
a VR setup, this is only the case when mix-in devices are used, e.g., audio output streams.
In such cases, OS support is usually present that cares about the state synchronization
for users. Other, more usual cases, e.g., setting the amount and direction of a force-
feedback effect on a device should in general not be done by two algorithms within a
component at the same time. As a consequence, the driver architecture does not have
to model the concurrent write on a driver explicitly, but this is here considered to be an
implementation detail.
In order to get the device data into the simulation core of the application, usually
a sampling approach is taken. Here, during each update phase, the simulation code
samples the device state at some point in time and uses it for the transformation and
application stage. In the following, common sampling strategies will be outlined, giving
them a name for better comparison and categorization. Thereby three typical stages
with different strategies can be identified.
Starting with stage one at the driver, two common techniques for driver data retrieval
can be identified.
• Poll sampling. In this scheme, any client code asks the device driver for the current
state of the device. The driver queries the device and provides the needed infor-
mation. Sometimes this variant is simply called polling, or synchronous update. It
is, when seen on interface level, closely related to stream sampling, but here, the
device is passive, while a client asks actively for new data.
• Stream sampling. In this wide spread variant, data from a device is continuously
streamed to the device driver. Client code takes usually the most current sample
which is used for further processing. As long as no new data is available at the
driver’s interface, n readers can read off the current data and use it. Usually, this
variant spawns off a single thread that continuously collects the data coming in
from the driver in order to avoid bus overflows or data drops, as the device actively
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sends new data that has to be handled by the driver decode. This variant is also
called asynchronous update.
Once the data is available at the driver interface, two common data exchange strategies
from the driver to client code can be identified, marking stage two.
• Producer–Consumer exchange. In the producer-consumer exchange scheme, the
driver is collecting data coming from the data bus that the device is connected
to, until a consumer fetches the accumulated data. This approach usually needs
the introduction of a buffering scheme, including locking on a sample buffer. It
implicitly assumes on that stage a 1:1 relationship between producer and consumer,
as the data that is produced is moved to the memory belonging to a consumer.
• Window exchange. In this exchange scheme, a number of samples are collected and
can be read off in time- or sample-windows starting from a selected timestamp.
Thereby, clients can choose between reading a number of samples or just the latest
sample in the window without moving memory. The approach for a 1:n writer-
to-reader situation may need locking schemes during either the write or the read
phases, as possibly memory currently accessed by readers may be subject to change
by a writer.
Another interesting aspect is the granularity with which the device data can be accessed
by client code.
• Message level access. This access strategy allows to read data only as a set of
data values that are valid for a single timestamp. For example, the position and
orientation of a sensor body was sampled at a distinct point in time and they can
only be accessed as a pair.
• Per-attribute access. This strategy allows to fetch a partial state from the data,
for example the position of a sensor without inspecting the orientation at the same
point in time. The drawback of this method is that one may loose the physical
connection between different attributes, for example when the orientation data is
overwritten while reading the positional data.
• Timestamp-based access. No matter if the data is accessed field- or record-wise,
multi-modal interaction usually needs a time-based interface and the possibility
to look-up values from the past. For example relating the input of the speech
recognition and a 6 degrees of freedom (6DOF) tracking device. As these two
systems may have very different time frames or update rates, it should be supported
by the driver architecture to correlate samples from these different streams, e.g.,
by using global timestamps on the individual samples.
The last category to inspect on stage three is related to the access pattern, namely the
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Figure 2.4: In this situation, a device stream–samples and reports its new state asyn-
chronously to a driver instance. Application components are updated at different points
in time and retrieve different values from the driver. This can lead to unwanted effects
when Comp1 and Comp2 have to work together on the basis of that data. With object
oriented programming and workflow models, it is quite simple to develop components
independent from each other, which can easily lead to ambiguous situations as depicted
above.
decision on how current the retrieved information is for different subsystems within a
VR environment.
• Same time – other time update. Depending on the time of read at different points
during the application run, data fetched from a device may have changed. If
an application needs the data to be congruent, this may lead to inconsistencies,
especially for values, where little differences may have large impact, e.g., button
presses which could be missed. Figure 2.4 depicts that situation.
• Hot vs. lazy update. Some parts of a VR system may tolerate a little jitter, but
need the most current data there is available. The most popular example is the
value of the head tracker for computing a user centered projection (UCP). Figure
2.5 depicts a situation where a user centered projection component just misses an
update from a device and it takes another complete data push cycle until a more
current data can be used for that operation. Other parts in the application may
on the contrary need a consistency of the data after a fist read, rather than the
most current sample.
Some of the above mentioned strategies already hint at a concurrent system design
where device drivers continuously collect data, or independent system components need
data access in parallel. VR scenarios usually lead to concurrent systems that need
a high amount of communication between the different components, for example when
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Figure 2.5: Illustrative example for a sample missing in the case of UCP. The device
actor continuously injects data to the driver component which is in turn concurrently
queried by an application component, which uses the data as input for the projection.
The first call illustrates the problem, as the call to getData() from the UCP ”just
missed” the latest data from the driver, whereas the second call is in luck to get the most
recent data.
rendering the results of a physical simulation. Thereby additional overhead is introduced
by using synchronization primitives to secure access of critical memory regions. Here, the
operating system usually gives support in the form of semaphores or mutex constructions.
However, at the same time, although these primitives enable atomic access to critical
regions, they do not guarantee an access latency when waiting for the lock. This might
lead to situations known as starvation or priority inversion between concurrent threads.
For a VR application this could be a perceived delayed rendering or bucking when
waiting for the lock to query for new device data. A driver architecture should therefore
minimize the need for locking as much as possible.
The architectural consequences for these observations are straightforwardly defined.
• Integral access. Device data should be presented and accessed without having to
worry about the integrity of the data accessed.
• Low latency data access. Data should be fluently accessible in a multi-threaded
environment, preferably without priority inversion and starvation. As outlined
above, this situation is a consequence from high frequent access to critical sections
between a number of concurrent threads in the system. High frequent access is
typical for VR processing, for example in haptics simulations.
• Task specific access. Some tasks need access to the most current data, for example
viewer centered projection, while others can live with a static data through out a
simulation frame, for example checking for the press of a button to start an action.
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• Time-based data correlation access. A typical scenario for VR applications is to
mix different device data streams for multi-modal interaction. As different devices
may have different update characteristics, the access based on a timestamp within
a customizable time range is mandatory.
As a consequence from all of the above, a driver architecture that supports histories with
message level access fulfills these requirements best. Here, the current state of a device
is fixed for individual messages, enriched by a timestamp in order to relate different
samples in time in different state histories. With this basic data structure, advanced VR
interaction specific algorithms can be developed, for example bi-manual interaction.
2.4 Driver level histories
One interactivity constraint of visual VR applications it given by a projection update
rate of at least 15Hz in order to get a non-disrupted view of the virtual scene. The
typically given interactivity criteria for VEs is given in literature with a 15 − 60 Hz
frame update rate. The minimal bound is derived from the maximum latency that
may occur for the user centered projection, as below 15 Hz two consecutive rendering
frames are perceived as two separate stills. The 60 Hz update rate is derived from
the available refresh rate of the projector systems available on the market. For simple
architectures which update their application state in between rendering frames, this
states a problem for device sampling, as only signals between 7.5 and 30 Hz can be fully
replayed. If the update rate of a device is higher than that, either data drops occur or the
underlying system has to introduce buffering schemes. Histories of device data provide
an interesting data structure not only for the problem of handling data drops. Very
few VR driver architectures support driver level histories, possibly due to the fact that
a simple sampling approach of the latest device state seems to be a good enough data
base for simple interaction. However, for advanced multi-modal interaction algorithms,
history-based access to device data is mandatory.
For this work, it is important to consider a history to be an array that has the follow-
ing properties. Each sample in the history is associated to a sequence index which is
increased with every new sample decoding. Additionally, every item is associated to a
timestamp that indicates the last update of the history from the driver decoder. Clearly,
the row of timestamps is growing strongly monotonic with growing sample indices. The
individual item in the history reflects the device’s state at that particular point in time.
Another timestamp could possibly be taken from a system global clock that indicates
the time of incidence, e.g., when the data was actually taken by the device. However,
this clock might not be available for most setups, as distributed devices have distributed
and non-synchronized clocks. As each item in the history records the complete state of
the device, it implements message-based access, as described in section 2.3. However, for
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the conceptual work it is not interesting to discuss a specific memory layout of a single
message, especially, as this structure is arbitrarily reinterpreted during transcoding, cp.
Section 2.5.
For the interface, it is reasonable to assume that any sample within a history can be
accessed. There is more than one access pattern.
• Sequence access. each sample is accessed by its sequence index, beginning at the
latest available sample up to the number of the entries in the history. Typical
code to use this access pattern is logging code that simply maps samples from the
history to secondary storage or a console.
• Exact timestamp access. find a sample that was taken at a specific point in time
defined by a timestamp in the global time scale used by the decoder. Typical code
for this implements cross-referencing across history traces on comparable sample
streams, for example two independent sensors, one for the left and one for the right
hand.
• Nearest timestamp access. a sample can be queried by the smallest distance to a
clock value given in the same time scale as is used by the decoder. If two samples
have the same distance to the timestamp that is used as a key, the one with the
largest sample index is taken as a result, effectively delivering the more current
sample.
• Current item access. delivers the latest sample in the history with the largest
timestamp. This can be seen as a variant access pattern of either the sequence
access or the nearest timestamp access with a current clock timestamp. As this is
an important access pattern for most VR applications, it is listed here explicitly.
User centered projection is a very prominent example of code using this pattern.
• Interval access. given a time interval, the history retrieves a number of samples
that fit within the timestamps of the interval borders, using the nearest timestamps
access. This access pattern is typically involved when analyzing time series, for
example predictive tracking.
Most of today’s available VR toolkits use the current item access pattern with a history
size of 1 in order to retrieve the latest value that is available from a device, cp. Section
2.7.
2.4.1 Multi-modal history access
It is important to see that a history is not a queue that is used to buffer incoming
data until the time of deliverance, as described in section 2.3 by the producer-consumer
exchange strategy. Its purpose is not to simply store a single trace of a device stream,
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(a) uni-modal history
access
(b) multi-modal history access
Figure 2.6: Uni-modal and multi-modal history access. The index n indicates the slot
index of each single record. The timestamp t denotes the point in time of recording the
data. Along the growing indices n the timestamps t get larger. Uni-modal access patterns
work along the set of n with varying t, while multi-modal accesses use the same index t
over a set of elements from n.
but to be a versatile database for temporal queries with a correlation mechanism across
different streams for different modalities. Access within a single history is called uni-
modal access, whereas the correlation of data across different history streams is called
multi-modal access.
With a uni-modal access, stream events over time can be detected, e.g., double-click of
a button on a device. A uni-modal history trace can be used to catch device data even
when frame updates are low, e.g., for 3-D painting applications and gesture recognizers,
as the incoming signal can be inspected at the maximum tracking frequency possible
[RA08, IK02]. Here, a history acts indeed as a buffer or a sample queue.
The more interesting case is the multi-modal access. Different history traces are not
necessarily recorded with the same update frequency, e.g., tracker data recorded at 60 Hz
should be correlated to data from a mouse trace with non-uniform sample frequencies,
as mouse input is event triggered. The same can account even when a trace is recorded
from a single device, but its sensors have different update rates or are individually event
triggered. The above mentioned access patterns are sufficient to query samples taken
from different devices and update frequencies by timestamps.
There are two reasons for multi-modal access when seen on driver level. First of all,
different history streams need to be connected when creating virtual devices that together
form a new device stream, e.g., a 6DOF sensor from a tracking system and buttons from
a mouse. Second, stream events must be found that fit to a specific modality, e.g.,
finding pointing gestures before a trigger in a spoken command stream, cp. Figure 2.6.
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Figure 2.7: Unbound slot buffer layout for the LLDx algorithm. The read head has
access to already written slots and moves backwards only. The write head fills a current
slot and moves ahead only.
2.4.2 Low Latency Data access
Up to now, strictly sequential writing to and reading from the history was assumed,
where a driver delivers data and a reader picks it up and uses it. In a VR system, the
situation is more complex. Here, the situation in general, as already depicted above, is
a 1:n writer to reader situation for each history trace. A driver acts as a writer, whereas
different subsystems read from the history, possibly concurrently. As an example, imag-
ine a system where user head trajectories are recorded asynchronously to the rendering
process that needs this information for projection updates and other tasks.
Conceptually, the history access should introduce very low latency for either reader or
writer, and how to realize this could be considered an implementation detail. However,
history access is considered to be a vital feature of a VR driver architecture. An algo-
rithm that enables the low latency access to histories for readers and writers is presented
in the following. This algorithm will be called LLDx in the following.
On an abstract level, a history trace is an unbound number of slots, where each slot
contains a set of attributes as described above. Each slot has a unique address starting
with 0 that can be used as an index into the history. For the sake of simplicity, it can
be assumed that the first slot has address 0, so the already mentioned sequence access
works on the same address space as the physical representation of the history as array.
Each valid read head index has a value smaller than the value of the current write head
index. The latter is used by the writer to mark the specific slot address where the latest
data has just been written to. The read head index is initially assumed to be invalid,
with 0 as its successor. As long as the read head index is invalid, no data can be read
from the history. As soon as the read head index is valid, any reader can access any slot
with an index smaller than the write head index, down to 0. During the read phase,
any reader can only go backwards in time, e.g., read along decreasing indices, whereas
the writer can only advance ahead in the address space during its write phase, not going
back. Figure 2.7 depicts the abstract layout.
In the following, a data structure for the physical layout of the history is introduced
32
2.4. DRIVER LEVEL HISTORIES
that takes advantage of the access structure, namely 1 writer and n readers. All partic-
ipants have time constraints for their read and write phases respectively, as they both
are part of a real-time software system, where time constraints apply as an additional
requirement on the functional correctness of an algorithm. Following these observations,
the communication overhead is minimized between the writing and reading threads by
reducing the access to critical regions where a locking mechanism is used to ensure syn-
chronicity. The basic data structure that defines a history trace for the LLDx is now
introduced.
So far, there is only a small critical section, namely the writing of the current write head
index, which is accessed by the readers to determine the start index of their read phase.
The writing of this value by the driver can be safeguarded by any kind of locking, such
as semaphores, mutexes or reader-writer locks. However, these high level constructs
do usually not provide a guaranteed latency, especially when many participants are
accessing the lock, and without additional latency, no order of access can be assumed.
When using reader-writer locks, one usually must decide on a preference, whether readers
or writers are preferred in gaining access to the lock. In order to care of that, a non-
blocking implementation which exchanges the write head non-blocking and lock-free is
presented in section 2.4.3.
A more general problem is to find a data structure that works on bounded memory, as a
history on unbounded memory is only of theoretical interest. In order to give a memory
bound for the history trace, we introduce some assumptions. First of all, it might not
be feasible to collect all possible histories of all device data for a complete VR session.
For example, when a driver collects 100 bytes per sample with an update rate of 60 Hz,
it will collect approximately 352 kByte per minute. Consequently, by using more than
one device over a longer time period will lead to memory problems on the short run.
However, the more important argument is that for most interaction task decisions, a
time window of a few hundred milliseconds is both, necessary and sufficient.
A straightforward way to bound the history array is to replace it by a fixed-size ring
buffer. Figure 2.8 depicts a ring buffer structure which is partitioned into three zones,
and will be explained as follows. Using a ring buffer means to index the slots in the
history array over the finite set I = {0, .., n − 1} where n is the number of elements
or slots, and id(x) = mod(x, n) is the slot index in that buffer, when x is the sequence
index of the sample.
Using the ring buffer, the problem occurs that the write head can possibly write over
slots that are currently accessed by a reader, as the read and write head now can move
over the same index space defined by id(x). The key idea is now to find a buffer size
that avoids a reader and writer conflict during their work on the history in addition to
analyzing the access patterns on the buffer. At this point, the additional requirement
of the VR system as a real-time system helps to find a solution. This means that any
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Figure 2.8: Bounded memory layout for the LLDx algorithm. The safety zone is a
buffer in between the read zone, which is in size user determined, and the write zone,
which depends in size on the update frequency of the driver. As the read and write
head move against each others in direction, conflicts do not occur, as long as the timing
constraints can be held.
reader is working correctly only when it delivers a right answer and this answer was
delivered within a predetermined time frame.
LLDx needs additional information. First, we need a worst case estimate r[k],i for the
read time of any reader i ∈ N on the history k given in milliseconds and the maximum
number of read slots R[k],i that reader i accesses during r[k],i on history k. The set r[k] =
{r[k],i|r[k],i ∈ R; [ms]} contains the estimates over all readers on history k. Analogue to
this, the set R[k] := {R[k],i|R[k],i ∈ N} contains the desired read lengths for all readers on
history k. These numbers may depend on application needs, for example some algorithms
have to look back for a fixed amount of time in order to calculate their output. Given
this information, the relevant sizes for history k can be calculated.
Let
r∗[k] := max(r[k]); [ms] (2.1)
R∗[k] := max(R[k]); [−] (2.2)
The number R∗[k] represents the largest desired number of slots to read during a read
phase on history k, while r∗[k] is the largest time frame for all readers on history k. In
order to further bound the memory that is needed for the ring buffer, the maximum
update rate u of the device in Hz is needed. This rate determines the maximum number
of slots that can be written by a driver to a history within one second of time.
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Figure 2.9: Ring buffer partitions at the begin of a read phase for reader k and l. As
can be seen, the partitioning is determined at the beginning of the read phase and is
virtually established in the view of a reader only. Reader k is allowed to access slots
from reader l’s safety zone without a problem and vice versa. Due to the construction,
it should not happen that any of the two readers reads slots from the write zone.
If the time frame is given in milliseconds, the size S[k] of the ring buffer for history k can
be calculated as follows.
w :=
1000
u
; [ms] (2.3)
W :=
r∗[k]
w
(2.4)
S[k] := R
∗
[k] + ⌈c ∗W ⌉ ; c ∈ R>=1 (2.5)
w is the reciprocal of the update rate, expressed in milliseconds. It states the maximum
delivery time of a new sample by the writer. W defines consequently the number of slots
that can be written within the duration of the read phase. The constant c is a safety
factor. Setting it to 2 gives a good safety for the situations where the write speed of a
driver can not be estimated precisely or the time of the read phases jitters a bit.
The idea of this size estimation should be obvious. When the writer is not able to write
into any memory region that is currently accessed by any reader, there is no conflict.
When a reader i starts to access the history k at time t, the ring buffer for history k
is implicitly virtually partitioned into three parts for reader i. Figure 2.9 depicts the
situation.
The largest index accessed by any reader is the current read head index. Any other index
accessed is lower than that, as readers only read data from the past. The algorithm does
not enforce a particular slot reading order within the bounds of the read partition. As
long as a reader leaves the read zone within the specified read time, random access is
possible.
When the read phase starts for reader i, the situation is that the write head now has W
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slots to write to in the time frame defined by r∗[k]. These W slots define the write zone of
the ring buffer. In the same time, the reader wants to read R∗[k] slots at maximum, which
is granted by equation 2.5. The R∗[k] slots in the buffer define the read zone, whereas
the remaining P[k] = S[k]− (R∗[k] +W ) slots define the safety zone. For other concurrent
readers, the situation might be shifted but analog to this situation, as the index set of
the partitions for reader j are determined at the time of access to the history by that
reader. Read groups can be defined for all readers sharing the same read head index at
the start of their read operation. For every read group, this index has to be determined
by reading the current read head position and synchronizing that information to all
members of the read group. In that case, the timing constraints mentioned for a single
reader shift towards the complete read group. That means that the maximum time
for all readers in the read group is determined by the time span of the first access of
any reader in the group to the history up the the point when the last reader leaves the
history.
It must be noted that in practice, most drivers do not deliver large data during decoding,
and if they do so, their update rate u is quite low. As a consequence, the size needed for a
single history trace in the ring buffer is usually about a few kBytes. The implementation
of histories using ring buffers ensures that a constant memory block is frequently accessed
by a number of threads. When implemented with care, this can lead to positive effects
in terms of better cache usage, especially for multi-core machines. This is a difference to
queue like implementations where items in data queues are constantly created, moved
in memory and deleted, which degrades performance due to management overhead and
the traffic on the memory bus.
The bounded memory size comes at the cost of knowing the system and the reader
tasks pretty well. The update rate of the driver is usually documented in the device
manual. Alternatively it can be calculated from theoretical values of the maximum bus
transfer rate. Last but not least, it is known to the scientist who is currently developing
a novel device. Some devices are, however, event triggered and do not deliver data with
constant time intervals. Two solutions are possible. First, the driver code can decide
to implement a constant time sampling on the data, assuming no change, when no new
data is available. Second, the theoretically maximal transfer rate of the bus can be used
as theoretical update rate for these types of devices. This rate is usually documented,
although it can be much higher than the maximal speed of the device itself, which would
waste memory.
For the reader task times, this might not be as simple to estimate, but usually can
be determined quite well or derived from overall constraints on VR applications. For
example, any reader that is inspecting a history within two consecutive render frames
for the visual output of the system, must respect the interactivity rate of 15Hz for the
frame rate. As a consequence, it must finish read access in less than 66ms, assuming
that rendering takes no time at all. The same accounts for other periodical task for
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example prediction, collision detection or deformation simulation. Conflict handling on
implementation level is discussed more detailed in section 2.4.6.
2.4.3 Implementing LLDx
With the algorithm as depicted above, it is clear that moving the write head on the ring
buffer is implemented as a simple update of a numerical register that contains the index
of the current write slot. The same accounts for the query of the current read head
index in the ring buffer being a simple read. Due to the construction above, the read
head has an invalid position at the beginning of the processing, while the write head is
positioned at index 0. It is thus valid to assume that the writer writes to the given slot
and after that, the write head is incremented atomically, indicating the availability of
new data to all readers. At the same step, the proper read position for the readers has
to be set to the old value of the write head.
As stated in section 2.4.2, the atomic manipulation of the write and read head can lead
to unwanted latency when OS synchronization primitives, e.g., mutexes and semaphores,
are used. In order to avoid this shortcoming, an alternative method using atomic Com-
pare And Set (CAS) operators for the index update is proposed. A CAS operation is
defined in C-like pseudocode as follows.
int CAS( void *pAddress, int nOldValue, int nNewValue )
atomic {
if *pAddress == nOldValue then
*pAddress = nNewValue
return nOldValue
else
return nNewValue
end
}
end
The content of the memory at pAddress is written atomically with the value of
nNewValue only if this value is different from the one that is already stored in pAddress.
If it is different, the old value is returned which can then be compared against the new
value that was to be set in order to check whether a swap had actually occurred or not.
The assignment of the memory with the new value will fail when another writer is trying
to alter that memory spot at the same time. Another reason can be that the write is
performed on cache level and something goes wrong on the try to write back the cached
memory block to the main memory. The intuition behind the concept is that there is
a possibility to check whether another writer has already altered the memory location
during the compare operation, and if this has not yet happened, write the new value to
that location. For the functional correctness of the LLDx this is not really important, as
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only one writer is accessing the memory on the history. However, this implementation
respects that there are other conditions for a failure when writing the memory location
atomically.
CAS operations are hardware supported atomic memory exchange operations. Using
CAS operations is a common tool in design of non-blocking algorithms and data struc-
tures, for example [Lam77, Her91, Ram97, Sun04]. These operations guarantee to per-
form an atomic write access which is transparent to all readers of that memory segment
by hardware support. Historically, the CAS operations are a construct usually needed
for low level driver synchronization on kernel level [IBM83], but modern operating sys-
tems give access to atomic operations in user space, for example SOLARIS 10 [MM06].
Specific implementation details of the CAS operation are omitted here, as alone the prop-
erties of the operation are needed to prove the correctness of the LLDx algorithm.
This atomicity does not come without costs. First, there is no guarantee that a hardware
platform implements support for these operations. Second, it is only possible to exchange
small portions of memory, usually at bus length, e.g., 4 or 8 bytes at the same time.
Third, it introduces possible needs for memory barriers in order to synchronize the state
of distributed caches on multi-core machines. If a memory segment is utilized heavily by
a software component, this may lead to expensive cache flushing making the operation
costly.
The LLDx algorithm contains two sides, namely the writer and the reader part, running
concurrently. With the CAS operation defined, the LLDx part for writers is defined as
follows, given in pseudocode.
1 while(true)
2 driver.waitForData()
3 cur = history.getWriteHeadSlot()
4 if cur == INF then
5 next = 0
6 else
7 next = history.id( cur + 1 )
8 end
9 slot = history.getSlot(next)
10 driver.decodeTo(slot)
11 while(CAS( &cur, cur, next ) == cur) end
12 end
The variable cur is part of the history and represents the variable in the critical section
of concurrent reader code. The history’s method getWriteHeadSlot() returns a
reference to the current slot index variable for the writer to write to, or INF when no
data has been written.
For the read groups, the LLDx code is defined analogue for a read group leader.
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1 while(true)
2 cur = history.getWriteHeadSlot() // cur can be INF
3 slot = history.getSlot(cur) // returns INF on cur = INF
4 if slot != INF and slot.ts > last then // lazy eval
5 for all readers do
6 reader.readStartingAt(slot,history)
7 end
8 last = slot.ts
9 end // no new data
10 end
As above, the method getWriteHeadSlot() is supposed to retrieve the current write
head slot index, the one which is altered by the writer using the CAS primitive. The
algorithm starts with a read head slot index set to a special value INF in order to mark
it invalid. Obviously, the critical section is stated in line 11 of the writer code and in
line 2 of the reader code. The check in line 4 avoids that a read takes place when no
new data is available, leading to early retry of the read loop. The code in line 5 to 6 of
the reader code indicates a sequential read of a read group. With the timing constraint
as given in equation 2.5, the maximum read time value must be given as the sum of
time that all readers take during access of the slot, see lines 5 to 7 of the reader code,
provided that the time needed for operation done in lines 3, 4 and 5 is negligible. As a
consequence, an overturn can not happen. The value of last is initially INF, which is
smaller than any other timestamp.
2.4.4 Correctness proof of LLDx
In order to show the correctness of the algorithm, a proof will show that the LLDx holds
two properties: it is linearizable and lock free [HW90, Sun04]. Two concurrent operations
are linearizable, when any overlapping step from two or more concurrent threads can be
rewritten to a sequential processing with the same resulting state for every thread. In
order to show linearizablility, it suffices to show that for the starting operations and for
the critical section a sequential access to the data is guaranteed for LLDx.
1. When the algorithm starts, the read head is initialized to the virtual index INF. If
no data was written by the writer, the method history.getWriteHeadSlot()
will return INF. The comparison of the reader in line 4 will thus correctly deter-
mine that INF != INF is false and continue the loop without any action.
2. Once a writer leaves line 2, there is new data available. If there was no data before,
the next write head position is set to index 0, which is the beginning of the history
slot buffer. This has no impact on any reader, as it is an operation on a variable
only readable by the writer. While the data is decoded to the selected memory as a
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series of write operations, all readers continue to read INF as the current position
of the write head.
3. With the CAS working correctly in line 11, the write head index is atomically
exchanged from INF to 0. In case there is an overlapping read and write, there
are two cases to distinguish.
a) the read operation is performed before the write has taken place atomically.
In that case, the reader retrieves an index that points to a slot in the history
that is not the most recently written. The only drawback would be that an
available data will not be processed by the reader and the usual ”just-missed”
latency occurs.
b) the writer is preferred and swaps the index atomically, which points to a
consistent history slot which the reader can inspect.
The property left to show is that LLDx is lock free. Thereby, the definition of lock
free algorithms as given in [Sun04] is taken in order to clarify that property. Lock free
synchronization algorithms have the following structure.
1. Prepare a (partly) copy of the object to update
2. Update the copy
3. Make the copy valid using strong atomic primitives in one step. If a conflict occurs,
retry with step 1.
A lock free synchronization algorithm in that sense tries to write new data to a critical
region, under the constraint that a conflict during that write can be detected. In that
case, a write operation is simply retried an arbitrary number of times, when it was
detected to have failed beforehand. Although lock free algorithms solve synchronization
problems, other problems might appear, for example, a writer may run an indefinite
number of times trying to write, resulting in deadlocks or starvation problems. For the
LLDx scenario, this is not a problem, as we construct a 1:n writer-to-reader situation
with defined time frames of access. Having just 1 writer lowers the probability of a fail
of the write operation as no concurrent writes to the same memory region happen. As
readers are determined to leave their read zone and try to get back into it later results
in practise in enough time for a successful write of the write head position.
The retry of the atomic set operation in the writer code is stated in line 11, as an
endless while loop until the value could be set successfully. The object to copy and
update is in that respect the index of the read head, not the device data. As the CAS
operation can be implemented using hardware supported operations that guarantee to
either exchange a memory location or a detectable failure. The reader code will simply
read that memory location without any locking attempt. The LLDx is thus lock free.
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2.4.5 Runtime performance of LLDx
A comparative evaluation was performed in order to show the efficiency of the LLDx com-
pared to conventional implementations. As a baseline, the time needed for data exchange
was measured from the Virtual Reality for Scientific and Technical Applications (ViSTA)
toolkit [AK08]. This toolkit implements a traditional stream-sampling with a per-
attribute access data propagation and no history, cp. Section 2.3. It is thus comparable
to the majority of freely available VR toolkits. As the driver implementations for the
ViSTA system are very different to the one that is using the LLDx algorithm, only the
time was taken that is needed for the principal supply of the data, not the decoding and
excluding the time that is needed for the application to really fetch the new data. This
baseline is compared against the LLDx implementation with two different strategies.
The first one implements the write head movement using a handcrafted CAS primitive,
written in assembler. A second one uses a semaphore construction when advancing the
write head of the history. This can be an alternative implementation when the CAS
primitive is not available on a specific platform.
As a simulated scenario, exactly one reader, the application simulation thread, next to
the driver update thread was running. The rendering was instructed to display a static
scene which reduced the frame rate to 200 Hz. For all three cases, a logical device
not attached to any hardware was implemented. This virtual device produced empty
data values with a constant update rate of 60 Hz. The computing system was a CPU
Intel Pentium M processor at 1.60GHz with 1GB of RAM, running on a standard Linux
kernel 2.6.24 environment based on a Debian distribution. The graphics processor on
that machine was a ATI Mobile Radeon 9600 M10 with 64MB of RAM.
Figure 2.10 shows a specific run of the experiment as plot over a time series of 105
samples taken by the virtual device driver. As can be seen in the figure, the LLDx variant
implemented on the basis of the CAS primitive outperforms the classic implementation
and even the one based on semaphores, which in fact is still better than using the
conventional approach. This, of course is partly a result of the overall design of the
LLDx algorithms, which is trying to avoid conflicts during the data processing. As the
classical approach does not do this, more conflicts are to expect, which can be seen in
the plot.
In order to show the stability of the LLDx with respect to latency under concurrent ac-
cess, the number of readers on the incoming device data was varied from 1, the rendering
thread only, to 6 readers. Thereby the rendering thread was accessing the driver data
every 4 ms and each of the additional readers at 8 ms, both being multiples of the device
update time of 16 ms. The measurement for each reader configuration was repeated 5
times and the resulting mean, standard deviations were averaged. Figure 2.11 details
the statistics as a bar chart.
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Figure 2.10: Time series plot for a measurement of a classic update implementation
overhead compared to the LLDx approach, which is implemented using semaphores (LLDx
(sem)) and the CAS primitive (LLDx (CAS)) for the movement of the history write head.
Figure 2.11: This bar chart gives figures about a comparative evaluation for the LLDx
algorithm in an implementation using the CAS primitive (L(C,x)), a semaphore-based
implementation (L(S,x)) which are compared to a conventional approach, using per-
attribute access and mutexes (N(x)). At the same time, the number of concurrent read-
ers was varied from 1 up to 6. The figures are averages from 105 repetitions of the
experiment, showing the mean time as height of the bar and the standard deviation.
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2.4.6 Side notes on LLDx
There are some subtleties when working with the LLDx algorithm to be aware of. The
most obvious is that there must be a kind of error handling for the situation when a
reader can not hold its timing constraints and exceeds its read time. The paranoia factor
as outlined in equation 2.5 may help, but may be determined empirically. However, as
the read direction is from the newest slot to oldest slot, a comparison of timestamps can
be used to determine a write head overrun and data corruption.
The setting of the read head slot might confuse readers that access the information from
different concurrent groups of readers, see the explanation of the same-time-other-time
update anomaly, as explained in section 2.3. If concurrent read groups are to be used
in the system, it should be clear that the current read slot, as determined in line 4 of
the reader code, stays constant for all readers of that group. This might not be the slot
that is currently processed by different reader groups in other threads. Hereby, a read
group is embodied by the collection of readers that are processed in line 6,7 and 8 of
the reader code. In cases where this is a problem, special care has to be taken in order
to determine the current read slot for all concurrent read groups in the system, but this
is beyond the LLDx. It merely focuses on the specific point in the system, where line 4
of the reader code is called. So finally, this resembles to be an implementation specific
issue, when synchronized slot access is needed for different, concurrent read groups.
2.4.7 LLDx summary
The above developed algorithm allows to assume a very low latency for the processing
overhead of the data dispatching in a VR system. It outperforms the conventional
approach by a magnitude in terms of access times, and the implementation is not too
complicated. Good estimates of the maximum read times for the history access can
usually be determined from the application or setup requirements.
Another beneficial feature of the algorithm is that concurrent access to the driver data
is explicitly supported, which is a mandatory aspect to have for modern multi-core
computing units which are emerging on the market at reasonable prices. The approach
of the LLDx is able to hide concurrency aspects from the application programmer’s
interface (API) but still performs near to optimal in a VR setup with respect to the
system overhead.
The use of the constant memory ring buffer can have a positive effect on the cache
efficiency, although this was not analyzed in the scope of this thesis. As a contrast
to other existing approaches where single data packets are dynamically created and
moved in memory, the LLDx approach records driver data to a constant size, fluently in
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parallel accessed data block. This layout can be exploited by cache infrastructure which
is existing on modern CPU systems.
Last but not least, the strategy to avoid conflicts by deskewing the critical section for
readers and writers automatically offers this database as history trails for advanced
interaction algorithms.
2.5 Transcode and Transform
The transcoding and transforming stages are parts of the driver architecture which are
very implementation specific. An explicit modeling of these concepts is promising, as it
allows advanced interaction.
2.5.1 Conceptual Transcodes
As depicted in section 2.1, the transcoding stage defines the system border from the
driver architecture to the VR system, as it provides structured access to the data col-
lected during the decoding phase by the driver code. Typical interfaces for querying a
current value from the device within a VR systems are as follows.
• Symbolic access with anonymous return type. The driver is queried by passing a
token or symbol and an anonymous memory blob to the driver code. This instructs
the driver code to write the requested information to the given client space memory.
In C++, this could be implemented by passing a void pointer and a compile time
defined constant as a token, whereby the transcoding implements a jump table to
get data from the driver and writes it to the memory as given by the anonymous
pointer.
• Explicit functional access with known return type. The driver code offers meth-
ods or functions that give access to individual data elements that the driver has
collected. In a language, where the set of functions on a signature of an object
is compile time bound, this means that every data element that can be collected
has to have its own function which has to be known at compile time. During the
call of these functions, origin data and return type are known. The transcoding
code can sometimes choose a conversion from raw types, e.g., float arrays, to more
structured types, e.g., instances of a vector class.
• Symbolic functional access with known return type. The driver offers an interface
where a getter method for a named value can be queried using a symbol. The
driver code implements a dictionary of methods that allows the typed access to
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driver data in a unified way. Ideally, when the raw data types of the decoding
stage are known, user code can add methods to this dictionary in order to retrieve
driver data in a preferred type for the VR applications that builds on top of the
driver architecture.
Because of the variety of implementation details, the above listing may not be complete
or is only a simplification of all existing variants. The first two items, however, are the
most implemented interfaces, while the latter is not as common.
What should be clear at that point is that the transcoding defines the interface between
the driver level architecture and the VR system and application built on top of it. It is
the basis for the transformation of the data that can be queried using the transcoding
interface. In order to implement this flexible and efficiently, the symbolic functional
access with known return type is the best strategy. The symbolic access with anonymous
return type is a wide spread variant, but suffers from a lack of type-safety and limited
dynamics, as most of the information has to be known at compile time. The fact that
the interface is simple to implement and, with enough knowledge or source code access,
to operate may be the reason for its popularity. The explicit functional access deals
with these problems quite well, but leads either to restrictive polymorphic interfaces or
raises the need to work with individual driver interfaces, which degrades the ability to
implement device abstraction. Otherwise, device specific transformation code has to be
part of the application.
2.5.2 Implementation of Transcoders
From the perspective of the implementation of a transcoding step, it is sufficient to think
of a transcoding as a function that takes raw data and transforms it from its origin type
to a more aggregated form. Straightforwardly, the transcoding step can be implemented
as a combination of a flyweight and strategy pattern [GHJV95]. The advantage of doing
this is the decoupling of the processing step from the selection of the data and the choice
of which target type system to use. With an object oriented model in mind, the raw data
is an object with attributes of primitive types. The transcoder is another object that
takes this data object and re-interprets its attributes in order to give a higher valued
access at its interface. Thereby, the relation between the data object and its transcoder
can be exchanged during the system runtime. Figure 2.12 depicts this architecture. A
client who is interested in getting the new data claims a transcoder from the interface of
the driver, selects an entry from the history as a raw data object and uses the transcoder
interface to read off data in a structured way.
Another advantage of using explicit transcoders on implementation level is that the
computational overhead for type conversion and reference frame transforming can be
delayed to the point of access of the data by client code. That way, computational
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Figure 2.12: Conceptual architecture of transcoders. The left hand side depicts the
micro architecture while the right hand side outlines the access sequence when using
transcoders. As can be seen, the transcoder itself represents a dictionary of flyweight
objects (property get) which are capable of interpreting the raw data in the history
for application purposes. In this example, the client wants to access the latest sample of
the property called POSITION.
load is taken off the driver decoder, which has a positive effect on the latency of the
decoding stage. This is especially true when not all but only the latest data is needed
for processing by the clients in a sample-latest scenario.
The collection of transcoders defines the interface for the transform stage, as here the
individual device data is really aggregated to application needs. Hereby, the modeling of
the transcoders as objects enables the naming and referencing of data retrievers at driver
interface level. For example, devices that are not capable of delivering a transcoder for
positional data can not be used as inputs to the transformation stage which expects
positional data. Additionally, transcoder objects can provide information about the
expected type of the value they represent. Using this it is possible to create automated
code that is capable of wiring the outputs of arbitrary devices to the transformation
stage. Finally, users of VR systems can instrument the devices and data transformation
in order to match their application needs on a declarative level. In order to do so, the VR
system can decide to support a reflective service that enables to map human readable
names to driver instances and their transcoders. More details on how to accomplish this
are given in section 2.5.3.1 and 2.5.3.2.
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2.5.3 Implementation of Transforms
The transform stage comprises means to get data from the transcoding stage, combining
it with other sources of information, e.g., other devices or system objects, and finally
getting it to the right type and content to be applied in the simulation processing. For
example, a 6DOF data item that was recorded related to the room where the tracking
hardware is installed in, has to be transformed to the virtual world coordinate system by
using a matrix multiplication. This simple example can be implemented straightforward
and does usually not need any additional infrastructure. However, a structured support
of the transforming directly as part of a driver architecture is a precondition for successful
device abstraction.
2.5.3.1 Registers
One way to dispatch device information to the application is to implement a register
approach. The application defines a number of registers and their data type and a
direct route from the device driver to a register. It is then free to inspect the value
of a register at any time and react on changes. Often this mechanism is implemented
as a publish-subscribe mechanism [BMR+96], for example in the MR Toolkit [SGLS93]
or VRui [KBB+06], where registers are published and subscribers are notified upon the
change of the value of the register.
When seen as an instance of the here depicted process model, the registers define a sink
for the transcoding stage, where the application decides on the relative reference frame
of the data and a selected type system. For example, a tracker is used to deliver the
head position in a right handed coordinate system using IEEE 754 floats, where the
z-axis points up. The application defines a register with the three double values in a
right handed coordinate system where the y-axis points up. A user defined transcode
is used to pick up the float values, represent them as doubles and flip the z-axis with
the -y-axis. The transcode outputs its values to three double registers, named head_x,
head_y and head_z. The register is inspected once per simulation frame, using a
pull on the transcode to get the current values. Assigned to the register is a list of
subscribers which get notified upon the arrival of a new data and process the data a
bit further according to application needs, usually by means of callbacks. Figure 2.13
depicts an example for that architecture in a slightly more elaborated form.
The here described driver architecture supports that style of data processing straight-
forwardly due to the implementation of transcodes as user defined objects, see section
2.5.2. Application code may define the hooks and the update mechanism of the registers,
but this is not in scope of the driver architecture.
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Figure 2.13: Connecting driver data to application callbacks using a register approach.
The virtual registers define the application vocabulary that can be dynamically connected
to data sources such as drivers in order to change their state and trigger events for ap-
plication processing. The application components are usually connected to such registers
using a publish-subscribe mechanism.
The register approach is a powerful metaphor, as it defines a boundary between the
device layer and the application logic and defines clear constraints on the value of the
single registers which are needed for application processing. However, as such, it does
only concern about the definition of the needed data, and the event processing, once
data is ready to be processed. It does not define a fine grained architecture for the
transformation, other than what will happen in the application code after a data value
has been written to the register. This, however can be implemented using transformation
networks in a very generic way.
2.5.3.2 Transformation networks
A sophisticated approach to the transformation of device data can be implemented by
data transition networks, where driver data is inserted into a network by data sources
and is processed into data sinks. A linear network with a localized control flow can
be realized as a pipes and filters architecture [BMR+96], for example as in [AHWK06].
More flexible processing data flow processing uses acyclic graphs instead of linear lists.
There are many successful applications of data flow nets in the field of VR, for example
[RS01, AGL+04, DS05, dHKP07, Vir08, Fig08, dHP08, VBRC08].
The following passage will describe conceptually how to route driver data into data flow
networks in a generic way. For this description it is sufficient to view data flow networks
in a simplified way which is now defined. A data flow network consists of a graph that
contains a number of nodes, whereby this graph is an acyclic multi-graph. Each node
provides an arbitrary number of outports which can be used to connect it to inports of
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Figure 2.14: Example for a simple composite data flow graph.
other nodes, thus defining edges. Inports provide data for the processing of the function
that is represented by a node which writes its result to an outport. A node represents a
function that calculates m output values for n input values.
f(in0, ..., inn)→ (out0, ..., outm)
Each component of the function’s signature and resulting m-tuple maps to its individual
domain. Every outport of a node f can be routed to different inports of other nodes.
The auxiliary function p(i) projects the value of the i-th output of f as its value.
p(i)f : (f, i)→ outi; i ≤ m ∈ N+0
By routing the outputs of a node to the inputs of another node, one creates a functional
composition. Given two nodes f and g, the connection of outport k of node f to inport
m of node g can be thought of as follows.
g(in0, ..., inm−1, p(k)f , ..., inu)
Figure 2.14 depicts a transform graph for a simple composition. Of course it is mandatory
that the output type of p(k)f is in a domain that is valid as input for port m of g. In
a graph convention, this defines the k-th edge from f as the m-th edge to g. In order
to evaluate the value of the nodes, the composed function has to be calculated from the
most inner functions up to the outer functions. Seeing this as graph problem, one has
to find a traversal path that evaluates for every node all those nodes that are attached
to its inports. When the graph is acyclic, this can be implemented using topological
sort on the graph [CLR94] defining a dependency from g to f when any outport of f
is connected to any inport of g. This sort has to be redone upon every change of the
network’s edge structure. If the graph is cyclic, topological sort does not work correctly
and the data flow in the here described sense can not be evaluated. For the here depicted
purpose of device data transformation, cyclic processing is usually not needed.
As the data flow graph is evaluated using a topologically sorted run, it can be further
optimized by enabling a lazy update that nodes are only evaluated when they indicate
a state change. Two strategies seem appropriate.
First, for all nodes that only depend on the change of a value from their inports a
scoring can quickly evaluate their need for evaluation. If this score is unequal to the last
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evaluated score, the node’s evaluation method is called. The scoring function can be
modeled as a monotonic growing function that simply sums up the score of all inports
of a node as this node’s current score. Its complexity is linear on the number of inports,
but not very costly, as for once the number of inports is usually small and the summing
of integers is fast. The score of an inport can be interpreted from the inport’s revision
which counts the number of reassignments of its value.
Second, if a node is dependent on non-determinism or inner state changes, such as a timer
node, it can set a flag to be evaluated unconditional. If this node is encountered during
the update run of the data flow graph, it is evaluated without any other constraint.
Implementing this requirement leads to the fact that for an evaluation of a data flow
graph still all nodes have to be visited, but the additional check of its score only calls
the evaluation methods of nodes that really need it. As the evaluation is considered to
be more expensive than the traversal, this is a good compromise.
In order to route the driver data into the network, a two step routing is promising. First,
a device node defines a function that has the driver history and the associated transcode
as an outport. This enables special types of function nodes that can already work on
the history of a driver, for example prediction nodes for reducing tracking latency, cp.
Chapter 3. As the history embodies a time series, it is at some point mandatory to
select a certain trace of the history for further processing. For a latest sampling, a
projection node defines as its outports a number of selected data traces from the history
with the strategy to select the latest value in the history for these traces. The evaluation
algorithm is given as follows in pseudocode, cp. Figure 2.12.
for each trace in history
propertyget = history.getTranscoder(trace)
data = history.getDesiredSlot()
outport = getOutport(trace)
outport.setValue(propertyget.getValue(data))
end
A trace is thereby a projection from the attributes of a driver to a more narrow form.
d = (a1, ..., ak)
p̂(d, {mi}) = (am1 , ..., aml)
with d representing the driver with all its properties a1, ..., ak, and i ∈ N an ordered
index set which is indexing mi to map from N to k ∈ N. The function p̂ is an extension
of the above defined projection function to a set of outports instead of a single one. Each
component of the resulting set of p̂(d, {mi}) is made an outport of the project node that
can be passed to other nodes in the network as an inport.
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Figure 2.15: A data flow network for the processing of mouse input data. The blue
ports are outports, while the green ports are inports for processing. In this example, a
constant offset m for the incoming x and y data is added and then routed to an application
node that needs the translated input for further processing outside of the network.
Figure 2.15 depicts an example where input data for a mouse is transformed by a constant
offset in x and y direction. For the example, the step of projecting a trace from the history
to be available at the node’s outports was omitted, as this is conceptually trivial when
using the transcoder on the history for the processing of the projection as described
in section 2.5.1. The outports of the mouse node can be created using the transcoder
dictionary for each single device and are passed to a projection node. The transition of
the data from the driver layer to the network layer is straightforward. First an update
routine checks whether new data is available. It can do this by checking on the history
revision. When new data is available, it writes the corresponding values from the history
using the transcoder to its outports which then triggers automatic updates of all nodes
that have them as inports by the evaluation of their scoring function.
The register approach as described in section 2.5.3.1 can be embedded into that model.
This is done by defining a node that creates the register by the set of inports it offers
to route information to. If this node is evaluated, it means that any of its inports has
changed its value. The register node can then trigger its internal update mechanism,
leaving the data flow layer in favour of custom application processing. In figure 2.15
this principle is sketched by the use of the application node defining the register as
x’, y’ and trigger inports. This possibility makes transition nets a very flexible
and easy to use approach for the implementation of the transformation stage and should
thus be part of any driver architecture.
2.6 Driver Aspects
This section will describe the concept of aspects of a driver and gives a note on the
implementation variants. Driver aspects are an important means to classify the quality
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and types of services that a device can provide, as well as a basis for the functional
handling of the devices within a VR system.
2.6.1 Conceptual Aspects
Conceptually, a driver can be decomposed along the functionality it provides. For ex-
ample, a driver that records data of a 6DOF sensor that is accompanied by buttons
could be decomposed into the functional groups of providing buttons and a 6DOF affine
transformation matrix. While this is an obvious example, the concept of aspects is more
general. In the view of [RN95], the decomposition of a device into its functional atoms
is mandatory for successful device abstraction, but they focus their concept to the in-
spection of device data and its propagation into a VR system. This thesis does handle
that by the modeling of transcoders and multi-modal history access, cp. Section 2.4
and 2.5. Aspects in the here outlined sense are about modeling features, for example
force feedback, the presence of workspace bounds or a local coordinate frame due to
the presence of an emitter for electro-magnetic trackers. These features can be used to
classify devices. The general usage of aspects for tools to work on, as a decomposition of
functionality, is partly derived from the work of [Zül04], where this is applied to general
application domains, such as financial economy and 2-D user interfaces. In the follow-
ing, some examples will be given for aspects in order to clarify on the concept. This
collection of aspects is by no means complete and serves only as a help to understand
the nature of aspects.
• Workspace aspect. Some devices can only operate within a certain workspace,
others are only bound by the numerical limits of the used value interfaces, e.g.,
the possible range of a floating point number. The workspace aspect covers the
details about the region and can be used, e.g., for scaling of the input data to a
normalized frame.
• Sensor mapping aspect. Most tracker devices support a variable number of tracking
sensors or bodies, possibly ranging over a customizable range of input identification
units and sensor types. User code might decide to keep up with its own mapping
from the input configuration to the application configuration which is implemented
by a sensor mapping.
• Thread aspect. A driver that implements a thread aspect is able to run or even
has to run the decoding in its own thread of execution concurrently to other com-
ponents in the system.
• Protocol aspect. A protocol aspect states that the driver is able to deliver data
from different sources or has differing decoders for the processing of the incoming
data. Usually, a protocol implies a special data format on the data bus, sometimes
even with variants on the same format, called revisions.
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• Informational aspect. This aspect is supported if a driver is capable of delivering
informational data to the user, such as it firmware revision and product name.
That is sometimes needed for debugging and other graphical user interface (GUI)
interaction with device drivers. The presence of this aspect reveals the ability of
the device to be reflective for user code in order to inspect the internals of the
device.
• Logging aspect. If a driver has logging support, it implements a logging aspect.
Logging is an important capability in VR environments, as often the user move-
ment has to be recorded for later analysis or debugging.
• Force feedback aspect. Force feedback is a capability not often supported by
devices, but in this context the aspect is self explanatory. Usually, force feedback
needs a special interface to be programmed appropriately for a specific device.
• Window aspect. This is a technical aspect which identifies that the driver needs a
system window or message port associated to a window on the system it is living
in. Mice and keyboards are popular examples that only work when associated to
a window on a desktop system.
• Reference-frame aspect. Some devices allow the recomputation of the device data
already during the data collecting on the device itself. This is in particularly
true for electromagnetic trackers that need a correct alignment with the emitter
of the tracker. This is an important aspect to configure for the user code, as the
device can be very differently mounted in a laboratory and even session run of
an application. Additionally, the transformation calculation in hardware is more
efficient than software-based postprocessing, which can reduce latency.
From the examples above it should be clear that aspects are on the one hand very
intuitive for categorization of different devices. For example, a device can be classified
into ”having a force feedback aspect, or not”. While this is intuitive for that aspect, other
aspects such as the window aspect mark the technological dependency on a window
mechanism for the device. This is interesting for the integration of a device driver
architecture into different VR toolkits. Aspects can directly show preconditions for the
successful integration in a specific infrastructure. Clearly, devices which need windows
will not work in a console only environment.
On the other hand, they are interesting on implementation level as well, as a good
separation of these aspects from the decoding leads to reusable interfaces throughout
the system. Configuration is the most prominent usage. For example, the scaling of
the device data can depend on the absolute workspace size, which can be deduced by a
calibration step or the device’s reflective interface. The workspace size can be assessed by
the workspace aspect’s interface. Other aspects can be optional interfaces for instances
of the same class of device. For example the class of joystick devices can optionally
provide haptic feedback, which still renders them to instances of the joystick class and
to the class of force feedback supporting devices. The presence of an aspect with a driver
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instance could be used to classify the usage of this device for the specific sort of haptic
interaction, while the absence of that aspect rules that out.
2.6.2 Implementation of Aspects
For object oriented systems three ways of implementing aspects can be identified. The
following section will try to explain their nature and arguments for or against these
implementation styles.
• Inquisitive interface. The inquisitive interface is characterized by an implementa-
tion that provides a common interface that can be queried for all types of supported
capabilities. The ioctl interface on UNIX-like systems is of such nature, as a
single routine is used with a varying number of query tokens that can be used to
get information about the aspects of the driver. For object oriented systems, this
type of interface is often implemented by restricting inheritance, which means that
a base class spawns a large range of capabilities in its interface which are supported
by specialized classes or not. For example in C++:
class IDriver
{
public:
<...>
// returns true iff this
// device supports force feedback
virtual bool GetHasForceFeedback() const;
<...>
}
A specialized class may decide to return true here, when it is able to provide force
feedback services. In that case client code can query the IDriver API to react on
the presence of that aspect. However, the use of this kind of interface is confusing
and error-prone. Partly, this is due to that face that a base class has to define
and handle queries of all possible aspects any device can provide or support and it
is not always clear how to implement them in a specialized interface. Figure 2.16
depicts a typical static class layout for this kind of implementation.
• Type constrained interface. Another way to implement aspects is by viewing as-
pects as an integral part of the device using the aspect as a base type. In that
sense, the functional aspects become part of the device implementation in an ”is-a”
relation. For example devices that run in a dedicated thread are declared a being
thread, usually by inheriting from the aspect interface. As an example imagine
a device that runs in its own thread, has buttons and measures a position.
class CMyDevice : public thread,
public buttons,
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Figure 2.16: A typical static class layout for the inquisitive interface of driver aspects.
User code can use the anonymous get method to query state, while the anonymous set
method can be used to change the state of the driver.
public position
{
// implements the interfaces, for example
// thread::run() for the thread aspect
}
Client code can check whether a driver supports a specific aspect by using the type
system of the used language, in the above example C++.
<...>
CMyDevice *pDev = ...
<...>
thread *pThread = dynamic_cast<thread*>(pDev);
if(pThread)
pThread->run();
<...>
However, the usage of multiple inheritance in C++ has known technical drawbacks
and should be avoided [Mey97]. An even stronger argument is that the number
of classes that exist is higher than for the other two approaches, as possibly every
existing permutation has to be inherited, for example a joystick that supports force
feedback is a different type to a joystick that does not support force feedback.
Figure 2.17 depicts a typical static class layout for this kind of implementation.
• Dynamic aspect association. One interesting way of implementing aspects is to
view them as dynamic attachments to a driver instance. That way, a driver class,
which represents basically the decoder for the device data, can collect any number
of functional interfaces. In practice, that means that aspects are stored with the
driver instance and can be queried by symbols. For example a joystick driver can
be queried for force feedback support in the following way.
<...>
CMyGamepad *pGp = <get gamepad>;
CForceFeedbackAspect *pFF
= pGp->GetAspect( CForceFeedbackAspect::GetId() );
if(pFF)
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Figure 2.17: A static class layout for the type constrained implementation of driver
aspects. Functional decomposition of the driver capabilities by the use of inheritance.
This strategy is problematic, when optional functionality is to be modeled, for example
force feedback.
{
pFF->SetForce( 0,0,1 ); // along positive z
}
<...>
The access to all specific code for the joystick is neither coded into the signature
of the base-class, nor is it necessary to create a variety of joysticks or proxies for
accessing the force feedback capability. The approach, though, has drawbacks too.
First, associated aspects are not the drivers themselves. This means that aspect
instances always have to be bound to a specific instance of a particular driver
and can not be used synonymously to a driver. That is basically similar to the
usage of a decorator micro-architecture [GHJV95], where a decorator is acting as
a proxy of a decorated object. Second, as aspects can themselves form a hierarchy
of concepts, they sometimes have to be down-casted to a specialized interface in
order to be useful. For example, a special force feedback device has to be operated
with a very special interface. In such a case, one would have to deduce the real
type for the aspect in order to use it. Sometimes, it would be more intuitive to
have the signature of the special functional access directly in the interface of the
driver instance directly. Figure 2.18 depicts a typical static class layout for this
kind of implementation.
From the above described architectures the dynamic aspect association allows the most
flexible and robust implementation of driver aspects. It allows to build special tools
that work on aspects, similar to interfaces that can be used polymorphic as in the
typed constrained interface. However, the associative character that implements a has-a
relationship instead of an is-a relationship is more flexible. First, driver instances can
be equipped dynamically with an aspect, even during runtime. As mentioned above, in
order to apply the functional decomposition of capabilities that are only an option is not
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Figure 2.18: A typical static class layout for the dynamically associated interface of
driver aspects. A flexible architecture to model functional decomposition by dynamically
assigned associations. The aspects can form a hierarchy that can be used polymorphic
or with the specialized interface, for example the force feedback aspect. In this example,
the user code can use the specialized interface for extended functionality, for example the
definition of device dependent force effects.
simple using inheritance. Second, the usage of dynamic aspects is twofold. On the one
side they are exported by drivers in order to show a dynamic capability of the driver.
On the other side, the can be associated to a driver instance in order to have a special
token, e.g., an identifier that is used for the management of the driver.
The need for driver with the support for functional decomposition is an integral part of
a device driver architecture where the devices are to be managed and used polymorphic
in order to give a basis for device abstraction and high level interaction. The dynamic
aspect association architecture is the most flexible way of dealing with that.
2.7 Related Work
There is not much work dealing explicitly with the modeling on device driver archi-
tectures for VR systems, as most or the work focuses on device abstraction and thus
independence once the data is extracted from the system bus. However, much work
implicitly offers design hints on device driver architectures and were influential in the
building of the here described approach.
One of the classically cited works is the MR Toolkit [SGLS93]. It already defines soft-
ware engineering requirements on a driver architecture, such as portability, support of
a variable number of devices, flexible configurations and being a basis for application
development. An idea in the MR Toolkit is to provide an explicit transcoding stage
between client code and server code. Transformations are supported through filters and
can be attached right after the transcoding to modify the driver data. The calculation is
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performed with device speed and within the scope of the driver process. Unfortunately,
it is not possible to inspect the source code of MR Toolkit, as it has become unavail-
able. From the paper work on the system, it appears to be similar to architectures like
DIVERSE and VRui, see below. Devices usually run in their own process scope, commu-
nicating over shared memory or a network with other parts of the VR system. The MR
Toolkit implements an early register approach as apply stage of its data processing.
One of the most popular and used libraries is VRPN [THS+01], which implements a
distributed approach to device handling where VR application clients connect to a de-
vice server in order to receive new data or to push instructions to the driver server. It
is independent of an existing VR toolkit and thus a good example for a loosely coupled
device driver architecture. The authors view devices as compositions of functional at-
tributes that can be used to design aggregated devices, for example to combine a mouse
device with a 6DOF tracker in a single unit. VRPN uses type constrained interfaces
implemented by multiple inheritance. A tracking sensor that has buttons implements
an ”is-a” relation to a base class for buttons as well as analog data. VRPN defines a
publish-subscribe mechanism [BMR+96] to create callbacks when the client code gives
computation time to VRPN in the simulation loop. During the callbacks, there is no
chance of accessing a history, but as it uses TCP/IP by default for the data transmission,
one could regard the network as a buffer in between reader and writer, which is passed
to client code one after the other. VRPN does not make a too strong assumption about
how the code is integrated into client software, as a consequence, there is no real API
for driver management or dynamic configuration. This is not the scope of VRPN, as it
aims at being integrated into different toolkits that have their own strategies for this.
The OpenTracker framework [RS01] shows a tight integration of the device driver ar-
chitecture with a data flow oriented transformation graph structure. In this approach,
multi-modal device data is modeled by a dictionary approach, where events that carry
information about the device data are passed through the data flow network and are
available to processing nodes. This framework demonstrates that it is useful to integrate
the interfaces for a transform stage with the driver level architecture in order to allow
a flexible coupling of device data and interaction algorithms. It incorporates VRPN as
source for device drivers in addition to self-implemented device nodes. The setup for
an OpenTracker application is completely defined by XML scripts, mapping the tree
structure to a data flow network. The data flow net in an OpenTracker environment
represents the whole application, which makes it hard to integrate in an already existing
environment without much additional infrastructure. The data flow net in OpenTracker
is traversed by concurrent threads which evaluate different parts of the network. Ef-
fectively, the implementation serializes the processing as dependencies between nodes,
their output and their update frequencies are not externally modeled, but resolved using
local locking strategies in node code.
VRJuggler [BJH+01] provides its own device abstraction called gadgeteer, which is able
to incorporate devices from other driver architectures such as VRPN. It is an exam-
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ple for a toolkit-independent device driver architecture that uses buffering schemes to
implement sampling strategies. Internally, drivers work as a collections of independent
threads that continuously collect data and dispatch it to the application. The driver data
is collected in buffers, which are continuously emptied by an InputManager thread.
Thereby, old and unread values are discarded, a local history structure has to be main-
tained on application level every frame. In between the application and the devices
are device proxies, which serve two purposes. Firstly, they adjust the reference
frame by applying an arbitrary transformation on the incoming data. Secondly, they
implement an additional buffering for the different reference frames as they copy data
from the device’s stable buffer to the proxy’s internal buffering scheme when doing the
transformation. This approach is simple and common, but as well problematic. This im-
plicitly assumes a 1:1 producer-consumer design, which is not the case for a concurrent
setup, unless the application implements a data sharing after the device dispatching.
The moving of memory can have bad effects on cache usage and degrade performance
on a multi-core architecture. An advantage of this design is that transformations are
only applied once to the device data, as the proxy is a source of data for other system
components and not the device itself.
IDEAL [FR01] is the input and output system of Virtual Design II, and represents a
network architecture where drivers run in a dedicated process, delivering their data over
a network or serial line bus to a number of interested applications. This is the focus of the
system, as its major contribution it to employ a strategy that is to reduce the network
traffic and transmission of device data ”just-in-time” for a rendering. It must be noted,
though, that the reduction of latency is reached by omitting intermediate data with the
semantics of sending the data slightly before it is needed in the application. There is no
inter-process synchronization for different threads besides a rendering thread that could
be requesting data. It does only try to optimize for a sample-latest scenario, but does
not support driver-level histories by any means. In IDEAL, a device is described by a
number of output and input dimensions, most presumably a variable array of basic types
such as floats or doubles. An anonymously described filtering allows to transform the
data of the devices to a unified metrical coordinate system. However, it is unclear how
this transformation is described or constructed. A tightly coupled callback structure
is used to push newly incoming data to the application, most presumably it allows a
number of callbacks to be registered on sensors, as such simulating a publish-subscribe
apply mechanism.
The FLUID toolkit [IK02] is another approach to device abstraction, and deals with the
implementation of data history processing for multi-modal input. This toolkit is one
of the few that emphasize the use of histories for multi-modal access and depicts some
access patterns for histories. Their histories are implemented as front- and back-buffer
queue access which are swapped in and out at dedicated points of time, thus effectively
forming a consumer-producer data exchange. This is a contrast to the constant memory
approach as used by the LLDx. The FLUID implementation seems to address a 1:1
writer-to-reader situation for each buffer queue, where a simulation thread reads samples
59
CHAPTER 2. DRIVER ARCHITECTURE WITH HISTORY PROCESSING
of data queues for processing. Since it is a conceptual description without publicly
available source code, it is difficult to examine the exact aspects of this architecture.
DIVERSE [KSA+03] is a system based on Performer and is therefore only available for
Linux and IRIX OSs. The device dispatching is implemented in a base library called dtk.
It has the interesting capability of using device drivers over a shared memory segment
running in different processes. The idea of DIVERSE/dtk is to transform the data from
a specific device into a set of normalized registers in order to ensure that devices can
be exchanged for applications. The DIVERSE/dtk system supports a queuing scheme
that allows reading older values of a device. This is not really comparable to the concept
of a history as discussed here. Especially, as DIVERSE does not seem to capture timing
information on the individual samples, which makes it impossible to relate data samples,
or records as they are called in DIVERSE, over time. DIVERSE is superseded by
COVE [LB03], which removes the Performer API in favour of OpenSceneGraph [Osf08]
but still relies on the dtk API for device handling, in addition to using VRPN services.
In contrast to DIVERSE, COVE supports an event generation scheme that implements
the apply stage of the driver code. It also uses a driver repository from which client
code can query special devices using a symbolic name.
A VR toolkit with native cluster support and virtual devices is available with Syzygy
[SG03]. The Syzygy input system works with remote devices in order to allow application
replication or master-slave rendering for a clustered environment. Hereby, it does not
support the notion of a history for the devices, and the device vocabulary is limited
to triggers (1DOF), axes (3DOF) and transformations (6DOF), as these are the most
common input forms in the field. It does offer an interface for the virtual coupling of
devices thereby constructing new devices which is transparent from the application. The
authors mention a filtering interface that allows to transform the device data, effectively
constructing a chaining of filter elements, probably in a pipes-and-filters architecture.
Still their output type system is limited. It is unclear of how to incorporate dynamic
changes to the filter chain, as the authors mainly focus on normalization steps, such
as scaling the ranges of different devices. The device abstraction in device nodes, as
sources of data, and device sinks as interfaces to the Syzygy application processing can be
interpreted as a distinction between decoding and transcoding, whereby the transcoding
is limited to its type system, e.g., different degrees of freedom. The authors do not
mention how they incorporate output devices into this concept, as this usually means
to leave the “replicated application cluster mode” and introduce some hybrid concept,
where the output is calculated and delivered to the desired device by a single cluster
node.
The Chai3D [CMBS03] is basically a development library for software that needs haptic
support with simple and fast visual feedback. As it deals with a core topic of VR, it
provides a collection of drivers that can be activated during runtime or simulated using
virtual or proxy devices, for example GUI panels. However, the implementation of the
driver code for various haptic devices is straightforward and uses a dictionary approach to
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retrieve different device states in various types. Basically the same accounts for device
output. The Chai3D toolkit is listed mainly as an example for toolkits that supply
inquisitive interface access to the driver data. This means that user code has to pass a
token at the interface of the driver and a well sized pointer to a memory blob where the
driver code can write data to or read data from. It is a very simplistic implementation
which shows perfectly all anomalies that can be thought of when implementing device
drivers in a naïve way.
VRui [KBB+06] offers a distributed device abstraction layer similar to the MR Toolkit
approach, and provides a high-level transformation stage in a separate layer where device
data is connected to semantic events. This architecture is an example for the need of
an explicit transformation stage being part of the device abstraction layer, or at least
offer all the hooks to get into it. The internal model is a global register model, where
device input can be routed to. In fact it is an array where each slot represents input
from a device and a publish-subscribe mechanism for the output on the slot [BMR+96].
In between the slot itself and the output callback list, transformation support can be
installed, using an arbitrary code piece to get the data to a desired reference frame.
As these code pieces can reference other slots, the system introduces an update and
dependency check algorithm to avoid endless cycles or missed updates.
DEVAL [OBL07] is part of the MORGAN framework [OHL+04], which is focused on
Augmented Reality (AR) applications, especially for outdoor scenarios. The DEVAL
approach decomposes the device domain into their capability of delivering arrays of
real or integer numbers of fixed size, calling it either continuous or discrete device,
respectively. Technically, a new device defines its signature by multiple inheritance from
other interfaces that support access on the arrays. The system seems to support only a
sample-latest approach for device data, history support appears to be missing. Multi-
modal processing of the sampled data can be realized again by creating new devices by
multiple inheritance of the basic device types. In order to remedy the low processing
power on handheld devices it targets, DEVAL offers the user the possibility to define
a fixed sampling rate and delivery for the data. The latter is an interesting aspect for
the remote access of the device data in distributed environments, as network cluttering
can be avoided. Transcoding does not seem to be supported, as presumably basic types
are used with an encoding to be known by the algorithm which is using the data for
processing. In the DEVAL concepts, transformations can only be applied to device data
from the continuous domain. The unclear formulation found in the publications hints at
a straightforward filtering interface that can be set, allowing arbitrary transformations,
which have to be defined by the programmers, mostly supported by the setting of an
affine transformation. The device data is finally pushed into the application by a publish-
subscribe mechanism, i.e. by using callbacks.
The ViSTA toolkit [AK08] is a general purpose VR toolkit that implements a two level
driver architecture, differentiating between a physical driver and a logical device, the
latter being used in the event system of ViSTA for application processing. It defines an
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explicit driver repository where device data is transformed implicitly to a virtual device
coordinate system for abstraction. In its current form, the device driver layer supports
explicit device dependent decoding as well a client sided transcoding and offers a data
flow network approach for device data transformation. Aspects are implemented as a
hierarchy of dynamically associated entities or properties of a driver. In order to be
integrated in a wide range of VR toolkits, it offers a polling interface which can be used
to generate events or callbacks for processing client code. The implementation is a proof
of concept implementation for most of the architectural models which are described in
this thesis.
A comparison table with respect to the conceptual driver model for the above discussed
frameworks and other approaches can be found in appendix A.
2.8 Chapter Summary
A flexible, yet efficient architecture was developed that allows to view heterogeneous
data sources for unified application control, a traditional research topic in the field of
VR. It is based on an abstract process model which leads to a term model that can be
used for the integration of the architecture in existing VR toolkits. In order to enable
a low latency data exchange in a concurrent setup, the LLDx algorithm was developed,
which meets the requirements of the upcoming multi-threaded programming models on
multi-core machines.
The programmatic demand for driver level histories is a solid basis for multi-modal
interaction algorithms as it allows to exploit the time-dependencies of different in- and
output streams directly from the interface of the driver architecture. Finally, the concept
of transcodes and driver aspects allow the integration of this architecture in a number
of application scenarios and existing VR toolkits and can be used as a foundation for
device processing in the context of VR. For the overall application of these findings
in the context of the visual-acoustic application, the system overhead and thus the
latency for data exchange from the driver layer to the application stage can be considered
to be non-existent and constant. This does, however, not remedy the fact that the
devices themselves as well as the simulation code adds to the overall latency an enormous
amount. As a consequence, these issues still have to be addressed separately.
Based on the theoretical system modeling, a comparison or characterization of existing
VR toolkits and their implementation on device and data handling was conducted.
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Another important source of latency is the tracking device. When choosing tracking
devices for a VR installation, there always is a compromise between applicability, ease
of use, accuracy and latency. For example, optical trackers with high sample rates
usually suffer from loss of accuracy or a higher jitter data. Currently available tracking
devices postulate to have update rates between 60 Hz and 240 Hz, which results in a
latency between 16 ms to 4.2 ms, respectively.
However, for some cases, even high update rates can not compensate a misalignment
of the data as processed by the application and the real situation. The visual-acoustic
environment, where binaural synthesis with dynamic CTC is applied, is such a situation,
cp. Chapter 4. The runtime needed for the sound propagation can sum up to several
milliseconds. For a moving listener, the resulting auralization can contain hearable
artefacts due to the resulting misalignment.
This chapter will first try to analyse the severity of the misalignment for a CAVE-like
display and optical tracking, cp. Section 3.1. A slot model will be developed which can
be used to characterize the amount of tracking error for nine typical movement classes
in CAVE-like environments. As the tracking error turns out to be non-tolerable, even
for an optimistic system setup, a dynamic predictive tracking algorithm is developed,
cp. Section 3.2. The original algorithm does not account for dynamic setups, thus
it is enhanced to adapt to the current user movement and to reduce the amount of
misalignment significantly, cp. Section 3.2.3.
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3.1 Impacts of tracker latency
Measurement latency is a principle problem, as a system always needs processing time for
the collection of data and the subsequent detection and post-processing of the relevant
signals. For example in an optical tracking system using passive markers, the time it
takes to detect all bodies in the tracking volume is an exponentially growing problem,
with respect to the number of markers visible in the tracking volume. As usually more
than 3 markers are used per body, the body detection time grows significantly, even for
simple scenarios with few bodies. For example, using the A.R.T. optical tracking system
version 1, the detection of two bodies in the tracking area takes approximately 16 ms
on average [A.R04]. Thereby the tracker hardware assures a constant update rate of
60 Hz.
For most VR applications, a latency of 16 − 20 ms of a tracking signal is not a severe
problem. For the visual-acoustic system discussed in this thesis, this latency is a severe
problem, as the accuracy of the CTC depends critically on the correctness of the tracking
data for the position of the ears of the listener, cp. Chapter 4. The following system
constraints can be stated.
• Once the tracking data has arrived at the VR machine, it is already ≈ 16 ms
old. There is no way to get the data with less latency, besides trying to convince
the manufacturer of the tracking device to build a faster tracker. Concerning the
hardware setup for the RWTH Aachen CAVE-like environment, exchanging the
tracking system is no feasible option. The optical tracking installed can not be
replaced without compromises in terms of usability and costs.
• After that, the tracking data is used as the head position of the listener and thus
for the calculation of new CTC filters for the acoustic virtual scene, as well as for
the user centered projection.
• The generated signal of the acoustic system will reach the user’s ears approximately
16 ms later, then being 32 ms old. One thing important to mention is that due to
the distance between the loudspeakers and the user’s ears and the speed of sound,
there is no way to reduce this transmission latency. Even with the fastest tracker,
there still is a gap of several milliseconds that has to be taken into account for this
scenario.
For a CTC system, the sweet spot defines an area around the user’s ear entrance where
a sufficient channel separation for the acoustic reproduction is achieved. According to
[Len08], a positional mismatch of delivering the user’s ear entrance may not exceed 1cm,
as this is the sweet spot of the dynamic CTC system. A result of a mismatch are audible
artifacts in the reproduction as the filter used for the acoustic reproduction is not valid
for the actual position of the ears.
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(a) signal path (b) slot model
Figure 3.1: (a) The symmetric latency assumption for the tracker to ear signal process-
ing path. (b) In order to detect the level of misalignment, the most currently delivered
signal is compared to an old one, aligned to an integral multiple of the assumed latency
time.
In order to get an idea about the amount of misalignment of the position and orientation
values used for the determination of the user’s ear, offline measurements and error rate
calculations were taken. The following model assumptions were made. As means to
simplify the evaluation, a constant delay time of 16 ms is assumed for the delivery of
tracking data. Second, the transmission and filter processing and the wave propagation
time from the loudspeakers to the user’s ears is assumed to take approximately 16 ms.
This latency is a sum of the CTC filter processing and the latency for an audio card
output buffer swap for the average case [LSVA07]. As this is a symmetric setup, it
simplifies to determine the amount of misalignment of the sound signal. Figure 3.1 (a)
depicts the modeled situation.
With the above given assumptions, a scenario can be derived that argues about delay
slots, where a tracking signal from an old slot is used in order to evaluate the situation
at a more recent slot.
For the typical use in a CAVE-like system, there are five different scenarios of interest.
• 1-slot-delay. This is an ideal scenario that can not be reached in a real situation.
Here, the tracking data taken from the device are assumed to be used by the CTC
at the user’s ears immediately without any further latency. In that sense, it is the
best scenario that can be produced,
• 2-slot delay. This is the model for a realistic average case setup, which reflects
the symmetric optimal setup as described above. A tracking data that is one slot
delayed takes another slot in order to be applied by the audio system.
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• 3-/4-slot delay. This is the most realistic scenario for a typical VR application that
updates the head tracking values in between the rendering at update rates between
15 Hz and 60 Hz. Under these conditions only every third or fourth tracking value
can be applied to the CTC on average.
• 5-slot delay. This scenario outlines a worst case misalignment for the system. This
can happen when a VR application with simulation frame update rates of 15 Hz
to 60 Hz ”just misses” a tracker update and does not update the audio system as
it would be correct.
Figure 3.1 (b) illustrates the different slots on a timeline. For each scenario, an error rate
for position and rotation can be calculated, as the value of the ”real” signal is assumed
to be delivered n-slots later. As a consequence, the misalignment at the user’s ears can
be calculated by comparing the ”current” data to the n-slot-delayed signal.
The positional error is straightforwardly taken as the Euclidian distance between the po-
sition to be applied and the n-slot-delayed signal, as en,mp = ‖pm − pm−n‖. Similarly, for
the calculation of the rotational error, the relative angle error is calculated. The first er-
ror metric is the distance of two quaternions d(p, q) = ‖p− q‖ with ‖q‖ = √qq∗. q∗ is the
complex conjugate of q. This error metric is subsequently called en,md = d(qm, qm−n).
A more intuitive calculation of the difference between two rotations can be derived
as follows. As known, a unit quaternion represents rotation in 3-D space and can be
written as q = (sinφuq, cosφ) where cosφ is the real component of q and uq is a 3-
D vector with the property ‖uq‖ = 1. For a point p = (px, py, pz) which is put into
the quaternion pˆ = (px, py, pz, pw)T , the transformation of qˆpˆqˆ−1 rotates pˆ and thus the
point p around the axis uq by an angle of 2φ [AMH02]. When using unit quaternions
as representation for the rotation, the rotational difference q∆ for rotation q1 and q2
can be calculated as q∆(q1, q2) = −q1 ∗ q2. The error determination then simplifies to
en,mq∆ = 2 ∗ acos(qℜ(q∆(qm, qm−n)), where qℜ is the real component of q.
The amount of error using the above described scenarios depends on the user’s move-
ment profile. The error rates for time series when a user in a CAVE-like environment
passively looks at a virtual object are very low, slightly above the tracking jitter and
below the CTC update threshold of 1cm. Due to the limited space of the CAVE-like
environment and the need for special footwear in that environment, full body movements
are relatively slow and thus misalignment during body motion is low. In order to get
an idea about the severity of the misalignment, 9 movement classes were identified and
inspected separately.
• Looking at objects (LO). One of the main movement profiles for a typical operation
in a VE. The user is interacting with an object or indirectly navigating, and
standing still.
• Full body motion, look ahead (BMLA). This is a common sequence when doing
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full body motion, not really fixating an object, but looking towards the movement
direction.
• Full body motion, looking at a virtual object (BMLO). This is a navigational
sequence using full body motion but at the same time focusing on an object of
interest.
• Full body motion during the bending of knees (BMBK). This motion is interesting
for the inspection of objects that are below or above the level of the user’s head
and can be performed quicker than the full body motion while walking from left
to right.
• Wiggling (WIG). During this motion, the head is looking ahead while the user is
wiggling on his feet, usually to look around an object or to inspect it using motion
parallax by moving the body.
• Head rotation around the view vector (HRArVV). During this motion, the body
stands still and the head is rotated around the view axis of the user’s head. This
is a rare movement, but it has big impact on the position of the ears.
• Head translation along the view vector (HTAlVV). This motion is characterized by
a local front-to-back shift of the head along the view vector. Is is a rare movement,
but is inspected for the sake of completeness.
• Head rotation up and down (HMUD). This motion resembles nodding of the head.
It has a mere impact on the position of the ears, but is a very natural and sub-
conscious movement that happens all the time but with small amplitudes.
• Head tilting from left to right (HMLR). A very common movement, and especially
important class of movement for audio-visual applications. This is due to the fact
that sound events that suddenly appear in the virtual acoustic scenery draw the
attention of the user to the perceived origin of that effect. This results usually
in a direct and fast head rotation towards the source of the acoustic stimulus.
The same accounts for controlling head rotations during indirect navigation in the
virtual scenery and natural head turning to communication partners during the
flow of conversation.
As the last movement class is of particular interest for the application described in this
thesis, the following paragraph will discuss the data available and the interpretation of
the alignment errors in more detail for the HMLR class.
A sequence of 1000 measurements (≈ 16.6 s) was taken as test data during the motion in
the HMLR class. The measurement reference point was thereby the origin of the head
tracking body which was attached to the polarization glasses, 1 cm above the center
point between the user’s eyes. The user was asked to move his head from left to right
with medium to high velocity several times. Figure 3.2 shows the movement trajectory
of the HMLR class as a projection to the position vector in its x,y and z component and
a selected subsequence of the movement as a 3-D plot.
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Figure 3.2: An example for a movement trajectory for the HMLR movement class,
decomposed into the x,y and z component for 1000 steps (≈ 16.6s). The 3-D plot shows
the first 3.2s of the movement in order to avoid visual clutter due to overdrawing.
Position and orientation errors according to the error metrics en,mp , e
n,m
q∆
and en,md were
calculated from the data, as well as velocity, acceleration, curvature and the relative
distance between sample points on the head movement trajectory. Table 3.1 lists the
results of the experiments with respect to the error metrics, where the delay n was varied
between 1 and 5. As stated above, and in [Len08], a misalignment of 1 cm leads to the
situation where the entrance of the user’s ear is not at the sweet spot of the dynamic
CTC system, and as a consequence not tolerable. Most of the movements lead to an
error above 1 cm for position, especially for the average case scenario of a 3-slot delay.
Only the movement LO and HTAlVV classes show a good behavior in the mean for
positional errors. The LO class can be assumed to be the most dominant movement
for simple environments with a high amount of navigational tasks whereas HTAlVV is
negligible. Full body motions do introduce a higher positional error in the data but less
error in the orientation, which is intuitive. Any head motion introduces high positional
errors as well as rotational misalignment. This is clear, too, as the sensor is mounted to
the user’s head which can be moved quite fast in the scenarios as discussed above. The
orientation is critical for the WIG, HRArVV, HMUD and HMLR classes, as these are
intensive head movements with lots of sudden orientation changes.
The error in the position estimation for almost all cases indicates that the tracking
system used is not well suited for the requirements of the dynamic CTC on average.
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BMLA BMBK BMLO LO WIG
x σ x σ x σ x σ x σ
e1,mp 0.020 0.010 0.009 0.009 0.011 0.002 0.000 0.000 0.012 0.050
e1,mq∆ 0.875 5.837 0.189 0.127 0.639 0.213 0.125 0.080 0.573 1.059
e
1,m
d 0.002 0.058 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002
e2,mp 0.032 0.019 0.019 0.019 0.022 0.004 0.001 0.000 0.025 0.072
e2,mq∆ 1.559 6.693 0.342 0.211 1.250 0.412 0.246 0.155 1.123 1.560
e
2,m
d 0.003 0.061 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.003
e3,mp 0.045 0.028 0.028 0.028 0.034 0.006 0.001 0.000 0.037 0.088
e3,mq∆ 2.232 7.601 0.485 0.286 1.863 0.609 0.366 0.228 1.670 1.983
e
3,m
d 0.004 0.064 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.004
e4,mp 0.057 0.038 0.037 0.038 0.045 0.007 0.001 0.001 0.049 0.102
e4,mq∆ 2.895 8.548 0.681 0.357 2.472 0.805 0.483 0.300 2.215 2.369
e
4,m
d 0.006 0.066 0.000 0.000 0.001 0.000 0.000 0.000 0.001 0.005
e5,mp 0.069 0.047 0.047 0.047 0.056 0.009 0.001 0.001 0.062 0.115
e5,mq∆ 3.550 9.519 0.739 0.425 3.079 1.001 0.598 0.368 2.756 2.733
e
5,m
d 0.007 0.069 0.000 0.000 0.001 0.000 0.000 0.000 0.001 0.006
HRArVV HTAlVV HMUD HMLR
x σ x σ x σ x σ
e1,mp 0.007 0.003 0.003 0.002 0.007 0.004 0.008 0.008
e1,mq∆ 3.551 1.566 0.390 0.328 3.133 2.133 3.981 3.877
e
1,m
d 0.001 0.001 0.000 0.000 0.001 0.001 0.002 0.003
e2,mp 0.014 0.006 0.006 0.004 0.014 0.008 0.016 0.015
e2,mq∆ 7.068 3.120 0.754 0.641 6.253 4.242 7.935 7.724
e
2,m
d 0.005 0.003 0.000 0.000 0.004 0.005 0.009 0.013
e3,mp 0.021 0.010 0.009 0.007 0.022 0.012 0.024 0.023
e3,mq∆ 10.558 4.655 1.108 0.948 9.370 6.307 11.848 11.513
e
3,m
d 0.010 0.007 0.000 0.000 0.010 0.010 0.021 0.029
e4,mp 0.027 0.013 0.012 0.009 0.029 0.016 0.032 0.030
e4,mq∆ 14.001 6.162 1.452 1.240 12.470 8.318 15.705 15.209
e
4,m
d 0.018 0.013 0.000 0.000 0.017 0.018 0.036 0.050
e5,mp 0.034 0.016 0.015 0.011 0.035 0.020 0.039 0.036
e5,mq∆ 17.379 7.644 1.781 1.515 15.548 10.256 19.504 18.780
e
5,m
d 0.027 0.020 0.000 0.000 0.026 0.027 0.055 0.075
Table 3.1: Error metrics in mean and standard deviation for late application of tracker
data in the CAVE-like environment at RWTH Aachen University, modeled in slots of
16 ms width, ranging from 1 slot up to 5 slots delay. The tracking system used was an
ARTrack1 system, with an update frequency of 60 Hz and an assumed latency of 16 ms for
the samples on average. The most interesting column for the visual-acoustic application
is the head movement from left to right (HMLR). en,mp is given in meters, e
n,m
q∆
in degrees
and en,md has no units. A general observation is that an error above 1 cm for e
n,m
p is non
tolerable for the CTC system, as well as 3.5 degrees for orientation errors. The latter is
derived from the amount of misalignment for an assumed distance from reference point
to the rotation center of the head, approximately 17cm.
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However, replacing the tracking system is not an option. As a consequence, latency
compensation for the tracker has to be applied.
3.2 Tracking latency compensation
One approach to compensate for tracking latency is the use of predictive tracking [AB94].
Predictive tracking can be thought of as an additional filter step which processes a
currently available tracking data under the assumption that it has been taken in the
past and needs to be valid for some point in the future. In theory, this problem falls
into the domain of parametric modeling and system evaluation and has been subject of
research for many years. For example the well known Kalman filtering algorithm can be
used for motion prediction [WP97].
The overall system defines some constraints on the applicability of a predictive tracking
method. The prediction step should not introduce too much computational overhead
and additional latency, as the prediction tends to loose accuracy if it has to compensate
for a too large time gap [AB95]. Apparently it should allow simple modeling of user
movement classes. Finally, as prediction filters tend to be suitable to certain classes
of movements, the method used should be adaptable to the current user movement
characteristic during runtime of the system. This is especially true in acoustic-visual
applications. For example, when audio is used as a warning signal, users tend to move
their head quickly towards the acoustic source. This sudden movement indicates a change
from one movement class to the other, e.g., LO to HMLR. The effect of this change is
characterized by large acoustic filter differences and audible artifacts [Len08].
3.2.1 Double Exponential Smoothing prediction
The above defined constraints match quite well with the method of applying Double ex-
ponential smoothing (DES) prediction [LaV03]. Here, the authors prove that a smooth-
ing scheme can be used to predict tracking data and provide an interpolation scheme
in order to predict times which are not an integral multiple of the tracking time. The
method is very simple, thus quite fast and easy to apply.
Prediction using the DES is implemented as a two step filtering. The algorithm does a
linear regression using an unequal weighting that is used to have an exponential decay
of old values over new ones in time. The degree of exponential decay is determined by
the value α ∈ [0, 1). For positional values, the method assumes that at time t− 1 there
are already estimates p̂t−1 from a previous calculation. It is assumed that a current
measurement pt is available at the time of prediction. The process starts with p0 and q0
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set to the first values available from the tracking device. In order to update the estimates
for the position in the t-th step, a smoothing statistic is needed as follows.
Spt = αpt + (1− α)Spt−1 (3.1)
Sp
[2]
t = αSpt + (1− α)Sp[2]t−1 (3.2)
Spt and Sp
[2]
t are the values of a first and second smoothing step. Equation 3.1 smoothes
the position value pt, and equation 3.2 smoothes this value again. After smoothing, the
prediction scheme is based on these two values as follows.
p̂t+1 = (2 +
ατ
(1− α))Spt − (1 +
ατ
(1− α))Sp
[2]
t (3.3)
The pose’s orientation is predicted with the same scheme, using normalized quaternions
instead of 3-D vectors with a subsequent normalization step. The factor τ in equation 3.3
represents an integral multiple of the tracking time, i.e, τ ∗ 1.0
60
for a 60 Hz tracker. This
value can be adjusted to a specific time in order to predict into the future [LaV03].
In order to predict for non-integral multiples τ into the future, [LaV03] presents an
interpolation scheme for non integral τ values by predicting for ⌊τ⌋ and ⌈τ⌉ as follows.
p̂t+τ = (plot+⌊τ⌋ − phit+⌈τ⌉)(τ − ⌊τ⌋) + plot+⌈τ⌉ (3.4)
q̂t+⌈τ⌉ =
qlot+⌊τ⌋sin(1− ρ)Ω + qhit+⌈τ⌉sinρΩ
sin(Ω)
(3.5)
For equation 3.5, ρ = τ −⌊τ⌋ and Ω = arccos(qlot+⌊τ⌋⊙ qhit+⌈τ⌉), which is the standard
spherical linear interpolation for unit quaternions, ⊙ representing the quaternion dot
product. The interpolation scheme is important for practical purpose, as it allows to
abstract from the specific tracking frequency and to estimate a pose for a special point
in time in the future. However, for the remainder of this section, and the special setup
chosen, it is not of importance, as the symmetric setup outlined in section 3.1 is an
integral multiple of the tracking frequency of 60 Hz. For the implementation and adap-
tation it is of advantage to distinguish between the α value for the positional prediction
and the one for the orientation prediction, subsequently noted as αp and αq respectively
when this is of importance.
[LaV03] tested his prediction scheme using different user movement profiles with a pre-
calculated α weighting value that was derived from an offline analysis of tracking data.
They show that the DES prediction scheme gives comparable results to a standard
extended Kalman filter-based prediction for head and hand movement. One shortcoming
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of the work of [LaV03] is that the weighting factor α has to be defined statically, and
they do not provide an adaptation scheme that updates this factor during runtime.
The authors admit that an adaptive update scheme is future work, as addition to the
application of the algorithm to a real working environment. As simulations in VR tend
to be more dynamic than the setup assumed in [LaV03], it is necessary to derive an
adaptation scheme for updating α as part of the runtime environment. It is important
to show the applicability of the static DES for use with the visual-acoustic system.
3.2.2 Applicability of DES
In order to integrate the DES algorithm into the overall framework, the ability to con-
currently access the driver tracking data including the history of past measurements is
mandatory. An update thread is scheduled to deliver new tracker updates for the CTC
at a constant rate of 100 Hz. For that, we assume that the prediction of a single pose
takes only a few micorseconds computational overhead and the deliverance of the pre-
dicted pose takes another 0.02 ms until it can be dispatched in the filter processing of the
acoustic subsystem, cp. Section 5. As a consequence, the update thread is kept sleeping
for ≈ 9 ms, then it processes all new samples in the history buffer, if there are any, in
order to create a new prediction. Figure 3.3 depicts the runtime and communication
scheme of the update thread, which is run concurrently to the rendering thread of the
VR application.
3.2.3 Dynamic adaptation of DES
This thesis introduces an approach to adapt the parameter α for the DES prediction
during runtime. The user in the environment acts rather chaotic in the sense that
rapid movements are possible at any time. However, during the typical operation, the
maximum frequency of movement class changes is rather low. That means that users
now and then move their head fast from left to right, but do not keep doing that for more
than a short time. Another intuitive argument is that human body movement inside a
CAVE-like environment is not arbitrary. First of all, it is limited by the presence of the
projection screens, maybe limited by the need to wear special footwear and last but not
least by the typical human laziness and the types of applications in these environments.
Intuitively, the error rates are higher, when the user is moving at higher velocity, as
the tracking frequency is kept constant. Figure 3.4 shows the effects on the amount of
misalignment for a delayed tracking signal as well as the development of the velocity and
acceleration for the HMLR movement class. As can be seen in the figure, the amount of
misalignment is correlated to the degree of velocity. The α parameter can be interpreted
as an indicator for the rate of decay of the exponentially averaged previous estimated
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Figure 3.3: The integration scheme of the prediction algorithm as a concurrent thread
to the rendering thread of a VR application. The DES evaluator takes a configurable
window of the history and computes an estimate of a new α for the predictor. The new
estimates p̂ and q̂ are used for the acoustic update as well as for the visual rendering.
This figure is a more detailed view on the estimator and its integration of Figure 4.4.
values. A higher α parameter leads to an estimation that sticks more to the currently
available data, while lower values of α show a higher momentum. Figure 3.5 shows the
influence on a variation of the αp value on the amount of misalignment. A promising
approach for αp adaptation is thus to update the αp parameter according to a local
development of the sensor’s velocity.
The intuitive argument for the on-line adaptation of the α value is as follows. Different
α values have to be applied for different phases of the movement in order to achieve
a better result. For example, in the HMLR class, an αp of around 0.25 fits best for
increasing acceleration, while at maximum acceleration a value of 0.75 and at constant
acceleration a value of 0.60 is best. The argumentation for this is natural. The DES
prediction scheme tends to add a momentum to the current measurement, which leads
to an exaggeration on the resulting predicted value in comparison to the expected real
value. In moments with increasing acceleration, this is quite the behavior that is needed,
as the next measured position and orientation of the user will likely be very different
to the previous one. A value of 0.25 for α will damp the exaggeration and not include
a drastic change from the last few samples, as it weights the smoothed values stronger.
When there is constant acceleration, the user is either moving his complete body or
standing still. In both cases, a value of 0.60 is an appropriate choice as on the one hand
it predicts the movement rather well and on the other hand the adaptation in the case
of no movement is fluent. The value of 0.75 at maximum acceleration causes a higher
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Figure 3.4: Plots of the development of (a) velocity, (b) acceleration and (c) the mis-
alignment at the user’s ear for a single turn of the HMLR movement class. (a) and (b)
are calculated numerically.
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Figure 3.5: (a) The development of the estimated position for the x-axis using a static
αp during prediction. (b) The resulting misalignment for the same sequence. In this
example, the prediction interval was fixed to 32 ms, e.g., τ = 2 and the αp value was
varied from 0.1 to 0.99, selecting representative candidates in order to show the influence
of the parameter on the misalignment.
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weight of new tracker samples on the smoothing statistics and avoids that the old values
predict a steadily moving user for too long. A runtime adaptation is thus needed when
the velocity is changing, and the value of the acceleration gives a hint on how to increase
or decrease the αp value respectively.
The velocity it is calculated numerically from the incoming positional values straight-
forwardly.
vˆ(t) =
|~pn − ~pn−1|
tn − tn−1
tn is the time of measurement for the current position ~pn with the measure index n.
In order to find the change in velocity, the acceleration of the tracking body has to be
inspected. As the ARTrack1 tracking system is not capable of delivering the current
acceleration of the tracking body, it has to be calculated from the incoming velocity
values numerically.
aˆ(t) =
vˆ(t)− vˆ(t− 1)
tn − tn−1
The time series of aˆ(t) tends to contain some jitter, cp. Figure 3.4 (b). The adaptation
scheme should avoid a hysteresis for small, but fast movements, but stay with a selected
αp value for some time. A good approximation of the general slope of the velocity,
and thus an averaged and smoothed acceleration can be computed by a least squares
approximation of a window of the m0 latest samples
dV (n) = LLSQ({~vn, . . . , ~vn−m0}, {tn, . . . , tn−m0})
where LLSQ is a standard linear least squares approximation which takes m values for
the data given in the set y = {~vn, . . . , ~vn−m0} and x = {tn, . . . , tn−m0} and returns the
best-fit linear regression coefficients for the linear model Y = c0 + dV ∗ X. Figure 3.6
shows a sample plot of the resulting values for dV and aˆ(t) for the HMLR class. The
window size for the adaptation as presented here was set to m0 = 3. The algorithm for
αp adaptation based on the development of dV and aˆ(t) is as follows.
function adaptAlphaP(alpha, dV, a(t))
if abs(dV) < move_threshold then
if alpha > believe then
alpha = max(believe, alpha - step)
else
alpha = min(believe, alpha + step)
end
else
alpha = alpha + a(t) * c
alpha = max(lower, alpha)
alpha = min(upper, alpha)
end
return alpha
end
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Figure 3.6: A sample plot for the aˆ(t) and dV values for a sequence from the HMLR
class. The window size m0 was chosen to be 3.
All incoming values of the algorithm are expected to be scaled in meters. Testing
the current absolute dV against move_threshold = 0.025m
s2
is used to lead the αp
adaptation to a stable state in case of almost constant velocity. The value of 0.025m
s2
was determined empirically as a good compromise between a stable adaptation and an
agile change of the acceleration. The no-movement adaptation value of believe = 0.6 for
αp was chosen to indicate that current measurement values have a slightly higher weight
than its predecessors. This accounts for the possibly chaotic movement of the user inside
the VE. A step size of step = 0.1 is chosen in order to be at the reference value of 0.6 in
about 3−4 steps, regardless of its current value. If there is accelerated movement of the
user, indicated by a higher dV value, the alpha is adapted according the development of
the acceleration, damped by a factor c. We set it to 1
200
, de rived from upper and lower
bounds of the recorded acceleration of the different movement profiles. This factor acts as
a normalizing step to project the changes into the domain small enough for incremental
changes of αp. Finally, the αp is clamped against [lower, upper] = [0.20, 0.99]. Lower
values of αp usually lead to an ignorance of the measured positions and to unusable
prediction values. The clamping against 0.99 is reasonable, as a value of 1 is not allowed
for αp and larger values than 0.99 do not lead to usable results as the denominator runs
against 0 for equation 3.3.
This algorithm is applied with the parameters given above for all movement classes.
There is no set of parameters that has to be chosen for a specific movement class, as the
current movement class is typically unknown in a real world environments.
Figure 3.7 shows a comparative plot for the predicted x values of the head sensor’s
position for the HMLR class. Additionally, it shows the development of the αp value by
the algorithm given above and the resulting error function for estimates on ~p.
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Figure 3.7: (a) The development of the estimated position using an adapted αp during
prediction. (b) The resulting misalignment for the same sequence. (c) The development
of the αp during the prediction run, In this example, the prediction interval was fixed to
32 ms, e.g., τ = 2.
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BMLA BMBK BMLO LO WIG
x σ x σ x σ x σ x σ
e1,mp 0.001 0.001 0.001 0.002 0.001 0.001 0.000 0.000 0.001 0.001
e2,mp 0.003 0.002 0.003 0.004 0.002 0.001 0.000 0.000 0.003 0.002
e3,mp 0.005 0.004 0.005 0.007 0.004 0.002 0.000 0.000 0.005 0.003
e4,mp 0.007 0.006 0.008 0.010 0.006 0.003 0.001 0.000 0.008 0.004
e5,mp 0.010 0.008 0.012 0.015 0.008 0.003 0.001 0.000 0.012 0.005
HRArVV HTAlVV HMUD HMLR
x σ x σ x σ x σ
e1,mp 0.003 0.001 0.001 0.000 0.002 0.001 0.002 0.002
e2,mp 0.006 0.003 0.002 0.001 0.005 0.002 0.006 0.005
e3,mp 0.010 0.004 0.003 0.002 0.009 0.003 0.012 0.009
e4,mp 0.015 0.006 0.005 0.002 0.014 0.005 0.019 0.015
e5,mp 0.021 0.008 0.007 0.003 0.021 0.007 0.027 0.021
Table 3.2: The table shows the mean error x and the standard deviation σ for sequences
of the different movement classes with an adapted αp. The mean values show a misalign-
ment in meters, so most of the cases meet the tolerance of 1cm, except for long range
predictions of fast head and full body motions.
The same approach does, however, not account for adapting the rotational prediction
parameter αq. One reason is that the linear approximation of the velocity represents the
true function quite well, while angular velocity and acceleration are non-linear functions.
Additionally, the points of highest error are not necessarily in the windows with a high
velocity, but at the points of a sudden change of direction. This is obvious, as the DES
prediction, no matter how adaptive, does not assume a drastic change in direction. But
this happens frequently, for example in the HMLR class, when the head is tilted to a
maximum, and starts to swing back. The development of an adaptive prediction scheme
for rotation is future work to do and not part of this thesis. Current implementations
should use either no prediction for the rotational values or use a static adaptation with
an αq value around 0.45. This is a consequence from the observations of [LaV03].
3.2.4 Results
In order to show the improvement of the adaptive tracking for αp, table 3.2 shows the
mean values and standard deviation of resulting error for the selected movement classes
for a varying τ . The results as derived from the mean error rate for the different move-
ment classes show that the adaptive prediction can substantially improve the tracking
performance and is especially suitable for the application shown here.
No matter how fast the tracker can deliver data, there always is the latency of 16 ms on
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average for the propagation of the sound waves from the creation of the CTC filters to
the ears of the listener.
The mean values for the HMLR and HMUD classes are still above or close to the tolerance
of 1 cm misalignment in mean. A deeper analysis shows that this is due to the short
phase misprediction at positions where the head is tilted at a maximum and swinging
back. It still has to be researched how this misalignment turns into hearable artefacts
at the user’s ears when in such states.
3.3 Related Work
The basis of this chapter is the paper of [LaV03], that shows that the DES can be used
for prediction of human motion in VEs. His prediction scheme, however, is based on a
parametric modeling problem of a more general nature from the field of aircraft track-
ing [TS02]. For the problem domain of general parametric modeling, [WP97] provide
a comprehensive overview. Different problems need different modeling of the system
evaluation, though, and there is not a single method which solves problems for all
domains. For the field of VR and augmented reality systems, research has identified
promising models and methods for different classes of user movement. [vRM05] provide
an overview article which compares the applicability of the most common models used
in the area of VR. More often than in VR, AR setups require the usage of prediction
technology. Basic papers about this can be found in [AB94], and about the theoretical
limits of the technology for VR and AR as in [AB95].
3.4 Chapter Summary
For VR systems, two major sources of latency are obvious. The tracker device introduces
latency, as no technical measurement is capable of telling a system state without taking
time for calculations. Tracker devices with lower latency mostly deliver data with a
higher jitter or are very expensive to buy, and maybe hard to calibrate. However, no
matter how fast a tracker can deliver data, the runtime needed for the sound wave
propagation from the loudspeakers to the listener’s ears can not be eliminated totally
when using binaural synthesis with dynamic CTC. For the acoustic reproduction system,
a misalignment between the assumed and present position and orientation of the user’s
ears is critical, as this results in hearable artifacts due to the CTC filter processing.
Hereby, a positional error of 1 cm and an orientation error of 3 degrees is already
critical.
80
3.4. CHAPTER SUMMARY
As human beings inside of CAVE-like environments can not move arbitrarily, it had to
be inspected how bad the current situation given an optical tracking system and a static
loudspeaker setup is. For that, a slot model was developed that allows to reason about
typical situations during the runtime of the system. The model partitions the interaction
cycle into the tracking and the reproduction part, both having symmetrical timings with
respect to the latency they introduce. Starting with this model, nine typical movement
classes were inspected that capture typical movement inside of a VE. Analysis of these
classes with respect to the misalignment in position and orientation showed that in
almost no case other than ”no movement” and best-case assumption for slow movement
is capable of delivering data to the auralization system with tolerable error.
As a remedy, a prediction scheme was inspected based on double exponential smoothing
prediction, developed by [LaV03]. The prediction algorithm is parametrized by a single
value that acts on the slackness or agility of the prediction. However, the original
authors only inspected fixed sequences and offline processing of the specific movement
classes. Thus, the dynamic application of the DES prediction scheme was questionable.
In order to show the applicability of the method, this thesis introduced a prediction
algorithm that inspects the driver history of a sensor and does an on-line adaptation
of the prediction parameter for positional estimates. The adaptation scheme inspects
the current acceleration of the sensor and changes from undecided to agile or slacked
prediction parameters. Finally, a statistical analysis of the adaptation scheme showed a
clear decrease in positional misalignment for all movement classes. Figure 3.8 shows a
comparative plot of the mean error values between the approach without any prediction
and the adaptive prediction approached developed. Additionally, traces for a static αp
are shown in the plot as well. It should be noted, however, that these selected values are
not selected as a best choice for all the traces, but merely to represent the mean error
for low, mid and high values of αp.
Open topics are still the adaptation of the prediction parameters for rotation as well as
user-studies and the measurement of the achieved channel separation for the binaural
synthesis in a real world setup.
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Figure 3.8: A comparative plot that shows the improvement for positional errors in
mean and the standard deviation for the positional misalignment by use of the adaptive
tracking algorithm as proposed. The predicted values were calculated for τ = 2, e.g.,
32 ms prediction time ahead. In order to show the advantage of an adapted αp in mean
over a static αp, three representatives for αp ∈ {0.10, 0.50, 0.99} are shown here as well.
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SOUND SYSTEM COUPLING
This chapter defines the architecture and communication structure between the VR
application system and the acoustic subsystem for a visual-acoustic VE. It will concep-
tually discuss which information has to be synchronized between these two subsystems
in order to generate a consistent experience for the user. Furthermore, the outlined
architecture captures a declarative interface for VR application programmers to utilize
the acoustic services without the need to have insight into acoustical rendering.
The chapter opens with a description of the special requirements of the integration layer
and develop a concept for a coupling of a VR simulation and the acoustic simulation
service, cp. Section 4.1. After that, the VirKopf system interface will be presented with
the definition of its runtime phases, cp. Section 4.2. The main phase of the VirKopf
system is the run-phase, in which the system state changes dynamically. Sound control
and management aspects of this phase are discussed in section 4.3. This comprises a
description of integration problems, as well as the description of an application model
based on communicating agents, cp. Section 4.3.1 and section 4.3.2. Finally, the impact
of the network latency of the distributed architecture is analysed in section 4.4.
4.1 The overall system layout
Conceptually, the overall system can be split into two parts, namely the supporting ap-
plication which defines the direct user interface, and the visual and acoustic reproduction
subsystems. Figure 4.1 depicts the environment in more detail as a data flow diagram.
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Figure 4.1: The data flow path for the visual acoustic scenery in a network environment.
In the following, these two parts will be handled separately, as their design is a result of
different requirements on them.
The visual and acoustic reproduction systems have to be tightly synchronized. As the
visual domain is well researched, the focus will be put on the communication structure
between the application and the acoustic subsystem. This communication includes the
management of virtual objects with acoustic attributes that are important for the audible
scenery. Their state defines whether these sound objects are active, as well as their basic
characteristics and naming for the application programmer. A special acoustic object is
the listener, who has two states. One regards the transformation in the physical room
describing his relation to acoustic reproduction system, and one defines his relation to
other sound objects in the virtual scene.
This leads to a layout of the system components, where the application controls both,
the visual and the acoustic part, simulating their new state as a reaction to user inter-
action.
In this layout, the acoustic system is modeled as a black box, simulating concurrently
to the visual system and the application. This is a necessity, as the rendering of the
acoustical scene is a continuous process that is only configured with new data, and
must not be interrupted. For example regarding vision, a humming engine that was
started and is waiting for the driver to hit the gas does not change its virtual position
in the scene. As a consequence, no information is transferred from the application to
the acoustic system, but the humming is still to be auralized. During the run of the
acoustic subsystem, numerous states can be reached or errors can occur. Therefore, an
information channel directed from the acoustic system to the application is helpful.
Obviously, the application needs three channels of distinct information in order to control
the auralization.
• Control channel. The control channel is used when sound object state information
has to be propagated to the acoustic system. This includes starting and stopping of
a sound, as well as basic settings such as gain and directivity attributes. Additional
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Figure 4.2: The overall system layout of the visual-acoustic reproduction system. The
audio reproduction is continuously updated from the VR simulation with data for the
current head position and orientation as well as the spatial and state information of the
virtual sound sources in the scene.
scene states are propagated to the sound system, for example room geometry and
the state of sound portals, e.g., doors and windows.
• Spatial updates. On this channel, the spatial relations of sound objects and the
listener in the virtual scene are transmitted. This information is given in terms
of transformations in the virtual world coordinate system (WCS). The spatial
updates do allow to determine the 3-D properties of a listener in the physical setup
as well, given in a defined room coordinate system (RCS). The spatial information
includes dynamic qualifiers, for example velocity, of the sound objects as well.
The listener’s position is determined by tracking information. The representation
in the WCS, however, only needs to update with the application frame frequency
and does not have to be aligned with the representation in the RCS.
• Events of the acoustic system. This channel is mainly used to define the backward
direction up the hierarchy from the acoustic subsystem to the application. Other
events from the sound system are the results of the audibility tests of the sound
sources for virtual listeners. Objects in the simulation can react on virtual noise in
their environment by using acoustic sensors which interpret the result of the room
acoustic simulation and use this information for advanced interaction.
Figure 4.2 depicts this system layout as an overview.
However, the type of information that is to be propagated to the acoustic simulation
leads to the need for different bandwidths on the channels. While the control channel is
expected to be used with a rather low frequency, the spatial update channel is more likely
to need a higher bandwidth and low latency. For example, an engine is started once in
a while, which would be indicated by a single state change on the command channel.
On the contrary, when the engine is running, it is likely to change its position rather
frequently, which is the information to be transmitted on the spatial update channel
upon every change. The event channel in turn is expected to be used with a low to mid
frequency, as the auditory subsystem is supposed to be a feed-to component, without
much need for communication back.
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4.1.1 Object state properties
In order to model the virtual acoustic scene, a global view on objects and the listener
in that scene in addition to the surrounding virtual room have to be identified. Objects
consist of a state that is used by the acoustic reproduction subsystem in order to produce
an auralization that is physically consistent and matches the visual scenery. One question
to answer in this section is: which is the minimal set of properties to manage for an
application programmer in order to have a consistent control over the acoustic scenery?
Once identified, the control of the acoustic interface can be implemented on a declarative
level by specifying these object properties.
Conceptually, the system distinguishes between three types of object state properties,
namely the sounds sources, the listener in the virtual scene as well as in the physical
setup, and the properties of the virtual room.
First, all objects in the virtual scene that are sources of sound, define a state that reflects
whether the sound is active or passive. As sounds can be regarded as streams over a
unified timeline, positional information within that stream is part of the sound state
as well. Additionally, for the sake of simplicity, a sound can be regarded as cyclic or
non-cyclic. A position pointer of a cyclic sound is reset to the beginning of the stream
once its end was processed and keeps playing, while a non-cyclic sound stops once it
reached its end. An important property is the directivity of the sound in the virtual
scene. This property defines the direction dependent sound field modulation for the
sound object. Implementing this property may be non-trivial, as different auralization
implementations may use very different models for this phenomenon. Finally, as sound
objects are individual entities in the scene, they can be named and identified by that
name.
A second type of object is the listener in the physical setup of the scene, which basi-
cally reflects the transformation of the listener with respect to the loudspeakers in the
scene. The representation of the listener in the physical setup is a necessity for the
implementation of the VirKopf system, which is discussed in section 4.2.
Finally, the properties of the VE surrounding the user in the scene are part of the global
state. The VE is modeled as a scene graph resembling rooms and portals. Rooms
are defined by their geometry and are connected by portals through which acoustic
influences can be transmitted from one room to another [SV07, SRBA08]. The scene
graph contains simplified geometries for the acoustic processing of the virtual scene. In
the current implementation, it uses a hybrid simulation approach for the estimation of
the room impulse response [Vor89]. On the one hand, the geometric approach of image
sound sources establishes an audibility test and an estimation for the nearly specular
frequencies in the wave field. On the other hand, a ray casting approach is used to
calculate the impact of the sound field scatter and diffuse components, cp. [SV07]. One
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of the overall goals of the system is to enable dynamic changes of the virtual room
geometry and its interior during the runtime in a VE [SA08].
For the visual part of the VirKopf system, the usage of the room acoustics is declarative,
as the sound manager offers the possibility to define the geometric and logic structure of
the surrounding room, and the placement of the listener and the sound sources within
the rooms as part of the AudioManager interface, cp. Section 4.2.
4.1.2 Object transformation properties
In general, it is not necessary to give the transformations in a metric which is bound
to physical units, as distance measures and object transformations can be given head
related and normalized. However, for debugging purposes and clarity of the interface,
definition of the reference frames as as follows have proven valuable.
For the sound modeling, all object transformations are defined in a global WCS. All
transformations are defined in a right-handed metrical system measured in meters, where
the axes system conforms to the standard OpenGL axes. The null orientation of a
sound object defines that the sound object is looking along the negative Z-axis of the
WCS with the Y-axis as an up vector. This definition was chosen in order to have a
congruent coordinate system for the visual and acoustic representations of the scene
objects, in addition to a simplified transformation step for the acoustical reproduction
system, which is calculating the sound field propagation in meters and seconds as base
units.
4.2 The VirKopf system
In the scope of this thesis, the sound system coupling architecture was implemented as
a prototype for the VE at RWTH Aachen University as a joint research project between
the Institute of Technical Acoustics and the VR Group in the Department of Computer
Science, RWTH Aachen University [AKLV04, ALK06, LSVA07]. This architecture is
implemented as a distributed system, where the above described channels are coupled
by a network protocol [AKL05]. In the following, the acoustic subsystem of the VirKopf
system is called Virtual Acoustics (VA).
VA, when seen from the VR application, is defined as a service that can be used in
exclusive sessions, which means that only one application can use the same service at
the same time. VA is bound to an audio device and defines additional capabilities, for
example the presence and usage of a room acoustics simulation module [LA05, LSVA07,
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Len08]. The room acoustics simulation is implemented by coupling the real-time room-
acoustics simulation tool Raven to VA [SL06, SV07, SDV07]. In addition, it defines the
acoustic reproduction component, for example the reproduction using headphones- or a
loudspeaker-based setup using dynamic CTC [LS02, LB04, LR04, Len06]. Within the
scope of this project, research on the perceptive quality with a special focus on interac-
tive applications in immersive environments with near-to-head sources were conducted
[LAS05, LAVK05, SLA06, LAVK06]. As a precondition to these studies, a coupling layer
had to be developed which enables the synchronized simulation and resource manage-
ment for an immersive environment. The architecture of this protocol layer is described
as follows.
During an init phase, a session is defined by an initial handshake which can be used by
the audio system to preallocate system resources, such as the audio hardware. This is
followed by a data exchange block, where the audio system can be instructed to allocate
resources such as memory buffers for audio data, as well as the allocation of microphone
inputs or the like. After this block, the init phase is explicitly ended and the typical
application processing or run phase starts. Now only state changes and spatial updates
are transferred to the acoustic system. When the application processing is finished, the
service is disconnected after a cleanup in the exit phase and the session is ended. Figure
4.3 depicts this protocol in more detail, with additional sketching of the communication
process between the auralization host and the room acoustics module.
The protocol was explicitly chosen to have a leading initialization part, as some resources,
for example microphone input channels on the sound board, can not be allocated dy-
namically during the simulation run. Basically the same accounts to the allocation
interface for the room acoustics simulation, which may handle the dynamic transforma-
tion, enabling and disabling of sound sources, but not the introduction of new rooms
during the simulation. Within the communication between a VR application and the
acoustic subsystem, a namespace for the acoustic objects is introduced between the ap-
plication on the front and VA, as well as between VA and the room acoustics module
Raven. Requests from the VR application to change the state of an acoustical object
are transparently mapped between the VA module and Raven.
The network communication introduces latency, but enables a loose coupling of the visual
and the acoustic simulation parts of the system. The effects of the network latency for
the application run are discussed in section 4.4.
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Figure 4.3: The protocol sequence of a typical VirKopf session and the passing of argu-
ments between VA and Raven. Blocks marked with an asterisk can be repeated arbitrarily
and in random order.
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4.3 Software architecture for visual-acoustic VR
applications
For the VirKopf system, it is important to understand how the acoustic subsystem is
controlled by a VR application. Thereby, the implementation of the auralization is
abstracted and the focus is put on the control of the acoustic scene on an abstract level
using the object properties as described in section 4.1.1 and 4.1.2 as well as on the object
modeling to ease the task of state synchronization.
4.3.1 System control and sound management
The overall control interface system is localized in a management unit for the audio
subsystem. The AudioManager controls the resource allocation process during the
init phase for the audio subsystem and allows to register virtual sound sources on a
global level. Additionally, sound object states can be controlled, for example start-
ing and stopping of sound objects or other sound modeling parameters. When seen on
application level, the AudioManager defines an interface for the multi channel commu-
nication as discussed in section 4.1 by two update methods, namely UpdateHeadRCS
and UpdateWorld. The first method accepts a valid transformation which describes
a reference point at the user’s head that is used to determine the entrance of the ear
canals, and this transformation is valid for the physical setup. The second method ac-
cepts a table of transformations for all sound objects that have changed since the last
call to UpdateWorld. Additionally, the transformation of the listener in the virtual
scene is part of that table. As the listener’s transformation is a vital information for
the auralization, the access to that transformation is modeled explicitly in the interfaces
and not modeled as a simple sound object. On implementation level, this can be used
to model concurrent writing of sound objects and the listener state, as the latter might
be updated by a concurrent device activity.
The application decides on the synchronization of the information with the audio subsys-
tem. An architecture and update scheme is described as follows. First the incorporation
of the update of the listener’s position in the RCS into the application is described. This
should by be done with a stable frequency of 100 Hz [Len08]. The 100 Hz boundary is
a reasonable choice for a good capture of human head movement which typically has a
signal rate between 40−60 Hz. The transformation is accessible directly from the track-
ing hardware and does only have to be transformed to the right-handed metric reference
frame, under the assumption that the tracking hardware does not do this automati-
cally. Another problem is to present the transformations with a constant update rate of
100 Hz to the audio subsystem, as only few tracking devices are capable of delivering
information with this update rate.
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In the following, the software architecture for the propagation of the tracking information
will be defined. It will be mandatory to show how a constant update rate of the tracking
information with the audio subsystem can be implemented.
The software micro-architecture for the constant update rate defines a concurrent setup.
An updater is a component that runs in its own thread and waits for a timer to wake
it up approximately every 10 milliseconds. There is processing latency for the wake-up
call as well as the processing after the wake-up, so wake-up times should be considerable
below 10 milliseconds. Once awake, the component checks whether new tracking data
is available. When new data is available, it is transformed to the target reference frame
and transmitted to the acoustic subsystem.
If no data is available, the component has three choices to implement. The first choice
is to wait for the next timer and transmit nothing to the audio subsystem. A second
choice would be to transmit the last tracking data and assume that nothing has changed
in the scene, cp. Fig. 4.5. Both are valid strategies. However, as the audio subsystem is
free to implement a jitter filter on the incoming data [LAVK05], the result for the audio
reproduction is possibly the same. The second choice introduces additional overhead
due to the transmission costs of the data. Alternatively, the component could try and
predict a new tracking data based on the history of the last tracking values and transmit
that to the audio subsystem. For different reasons this is an promising option and is
discussed in chapter 3 in more detail. The state diagram depicting these options is
presented in figure 4.4.
The update of the listener’s transformation is time driven and depends only on the
tracking data and a constant transformation that has to be applied to the data. On the
contrary, the transformation of the virtual sound objects is dependent on the outcome
of the application’s simulation. The simulation update rate is determined on the overall
architecture of the VR application. In the case of a ViSTA application, it is determined
by the overall frame rate of the visual rendering, cp. Section 5.2.1. This has two
consequences. First, the frame rate is not constant, as it varies with the complexity of
the visual scene. More precisely, it varies with the portion of the scene to be displayed.
Second, when the hardware used for the simulation is very fast, the frame rate can be
very high, too fast for the requirements of the binaural synthesis update algorithms. This
is due to the fact that newly incoming transformations for the sound objects have to be
synchronized with the continuously running filtering and acoustic reproduction process
in the acoustic subsystem. Fortunately, little fluctuations in the transformation for the
acoustic reproduction of the virtual sound sources are not noticeable due to filtering and
thus it is not needed to render all possible transformation changes [BSM+04, Bla96].
The suggestion is to convert the update process of the sound source transformations
from a frame-based to a time-based trigger mechanism. Due to the frame wise process-
ing in the ViSTA system, a best-effort implementation is applicable which updates the
sound objects’ transformations when passing a user defined time threshold. Slight dif-
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Figure 4.4: The state machine that implements a constant rate update for the head
position of the user with an update rate of 100 Hz. Any value is either estimated or
updated from newly incoming data of the tracking hardware, depending on the granular-
ity of the tracking device and the offset from the ideal timing. p̂ and q̂ are estimates
for position and orientation derived from the original values p, q delivered by tracking
hardware, depending on the distance to the 10 milliseconds time slice. This figure is
a conceptual sketch of the integration. A more detailed scheme is presented in section
3.2.2, cp. Figure 3.3.
ferences between the localization due to the visual and aural perception are usually not
noticeable for short acoustic events [BRD96]. In order to have the visual presentation
perceived before an acoustic event is triggered, audio state change events are pooled to
be transmitted after a current visual rendering was presented to the user. The simula-
tion frame architecture and a state diagram of the update phases as described above is
depicted in figure 4.5.
As a short summary, after the init phase at the beginning of the simulation run, the
application must update the spatial information of the listener and the virtual sound
sources in a time triggered way as a frame interleaved step. This is managed by the
VirKopf framework. Another part of the processing is the synchronization of the acoustic
objects with the visual representation. This is described in the next section.
4.3.2 Multi-modal object modeling and state updates
The goal of this section is to define a vocabulary and the basics of a system that can be
used to model virtual worlds which comprises objects that interact with the environment
and the user. It will define the conceptual building blocks of such a world: the objects
and actors in the world as well as their multi-modal modeling, which represents the
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Figure 4.5: The state transitions for the time-based sound state update strategy in
VirKopf system. Audio transformations and state propagation is transmitted time-based
to the audio subsystem in order to avoid data flushing and ensure a slightly delayed
acoustic reproduction. The data is transmitted in the commit data state. The main
idea is to have a constant keep-alive signal in order to keep the updating thread on
the audio host active and processing. This, of course, is even mandatory when the
transformation of a sound source has changed and needs to be updated.
bridge to the implementation of the system. With these concepts it is possible to define
comprehensive virtual worlds for fully immersive and multi-modal virtual worlds.
As a basis for the architectural modeling of visual-acoustic applications, a layered ap-
proach seems reasonable. In order to have a consistent representation of the visual scene
and the acoustic scene, the modeling of application objects as agents in the world is sug-
gested. These agents define possible state machines for the scenery elements. In the fol-
lowing, a notation similar to [HSS+08] is used. The surrounding virtual world is driven by
a global simulator which determines the simulation of a set of agents A = {A1, . . . , An}.
Each agent has its own state, denoted as Φi, which is decomposed into an external state
ǫi and and internal state τi. The latter is used to implement the agent’s behavior in
the virtual world, while the first one defines an interface to be used by other agents
in the virtual world for inspection and communication. Examples for externally visi-
ble properties that are part of ǫi are the agent’s position, orientation, velocity and its
geometric representation Gi. In addition to that, the externally visible properties are
used for multi-modal modeling and play an important role in inter-agent communication
and manipulation. While in the VirKopf system, the internal state is definable on a per
agent level, it usually can be considered as the agent’s memory or mental state [Win92].
All agents live inside of an environment Φenv, which is described in section 4.3.3.
For the VirKopf system, the inter-agent communication is an important aspect. For that,
a message-based system is used [HW04]. This is a commonly used approach in concurrent
object-oriented systems. On implementation level, each agent offers a message port to
which other agents can send messages to. Any agent decides on its own when and how
to answer incoming requests.
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The communication process is partitioned in three phases: welcoming, negotiation and
farewell. Conceptually, the welcoming stage is the phase with the lowest information
exchange. It allows the recipient of a communication to focus on the conversation part-
ner. The negotiation is a sequence of messages consisting of a request and a consecutive
reply, where each request has to be replied. Once any of the communicating objects
loses interest in chatting, anyone can say good bye with a farewell message. All objects
in the virtual world obey this communication scheme. It is not limited to superficially
living creatures such as agents of humans or animals in the simulation. That means that
every interaction with any object in the virtual world takes place as a communication
between two agents in this world.
The following example will illuminate these concepts. The user and a door in the virtual
world are both modeled as agents. The user is called user-object, whereas the door is
called door-object in the following. Both reside in the same virtual world, which is an
agent called the world-object. When the user-object wants to open the door-object, it
first sends a welcome message, identifying himself as user-object. The door can evaluate
this message. As in this example the door is particularly dumb. It does not react to the
welcome message, besides sending a polite reply. Now the user-object sends a request to
the door-object, asking it to open. The door decides that opening is possible and swings
open. An open door could decide to stay open or maybe swing back closed, depending
on the vocabulary that it can understand, which is defined in τi. The user-object says
farewell and passes through the door to the next room, the communication is over. In an
implementation, the communication is executed by evaluating messages in FIFO queues
that each object in the virtual world can have.
Up to now, just the communication protocol was described, however, the language that
is used in between the objects was not detailed. This language defines the contents of
the messages passed between the objects. In order to understand each other, a common
vocabulary has to be defined that can be interpreted by the objects in the virtual world
and to which they can react. The definition of the vocabulary is a task of the application
developer, as it can be different for varying application purposes.
Technically speaking, the requests or commands can be regarded as method calls that
are performed asynchronously in a client-server way [Mey97]. In the example above, the
opening of the door was decided by the door itself and implemented using a rule-based
system: the door defined how the open method is implemented, for example by playing
an animation. For a more general case, some questions follow from that scenario.
• What if the object, in order to perform a method needs contextual information
to do that? For example, the door needs to know at which velocity it shall swing
open.
• Can the behavior of objects be modeled in themselves? What about object in-
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teraction or physical simulation? Has a vase to ”decide” to fall down when it is
dropped by the user-object or is that part of a physical simulation?
• What happens when the object alone can not fulfill the service requested, for
example when the two participants of the communication can not come to a closed
solution on how to act in a specific situation?
For the first question, the following procedure is proposed. Along with a request or
a reply, an agent can comply a form which consists of a number of symbols from the
application dependent language along with a qualification of the obligation to provide
information in respect to that symbol. In the above given example, the user-object
commands the door during negotiation to swing open. The door-object commands the
user-object in turn to specify more details on this request, providing a form to fill out
along with that request. As an attachment to the form, a reference to the original request
is passed. However, in the body of the message the door-object requests details about
the velocity to control the opening process. Here, it is assumed that the user-object
knows the details and specifies a defined velocity and answers back to the door-object.
This answers the open request in turn and initiates an animation at the desired velocity.
It is important to notice that each request may have an attachment to an originating
request, as each object may communicate with a number of different objects at the same
time.
The other two questions are not explicitly dealt with in the above discussed model. In-
stead, an application developer can decide on the implementation of these cases on an
individual object basis. The modeling of the multi-modal properties as dynamic attach-
ments to an agent enables a general concept for the computation of object interaction.
Each agent binds a varying number of properties for the modeling of distinct modali-
ties. These properties can depend on each other in a hierarchical way. For a typical
visual-acoustic application, the following properties and interrelations are identified.
• Spatial property. This property defines the spatial transformation state at the time
of evaluation. This includes the position and orientation in the used WCS as well as
the possibility to see the object in a hierarchical spatial relation, e.g. translation
and rotation with regard to a parent reference frame. It is obvious that this
property can be straightforwardly implemented by using scene graph technology.
In VirKopf, a scene graph node is consulted with respect to its transformation
state in order to evaluate this property.
• Visual property. This property defines the visual representation Gi of the object
in the scene. The main attribute is a root node of a scene graph, that defines
the outward appearance of the object. Obviously, this property depends on the
presence of a spatial property. In analogy to the spatial property it can be imple-
mented using scene graph technology, by managing sub-trees in the graph related
to a single root node which defines its spatial relations. The visual property is a
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base property for a number of visual representations, ranging from geometry to
particle systems.
• Acoustical property. The acoustical property represents all information which is
needed to simulate the object by the acoustic subsystem. Conceptually, it cap-
tures a waveform over a continuous timeline and technical attributes such as gain,
directivity and a playstate. For the room acoustics, this property can represent
its acoustic-geometric definition, which at first sight is similar to the information
managed by the visual property, but is in nature mainly defined by the require-
ments of the room acoustic simulation algorithm, cp. [SDV07, SL06]. In addition
to that, the acoustical property can define that an object acts as a portal between
two connected rooms, reflecting its open or closed state [SV07], for example a door
or a window. This property type also depends on a spatial property. The acoustic
subsystem models objects in a WCS, which means that this property has to be
mapped from the local reference frames to the WCS at the time of evaluation.
• Collision property. The collision property is needed for any object in the scene that
can interact with other objects including the virtual user object. On an abstract
level, the collision property defines a sensor for influences from the outer world.
It needs access to the visual property in order to behave according to its outer
representation. As a consequence, this property depends on the spatial as well as
on the visual property. Depending on the implementation of the collision property,
the transformations and attributes of the visual properties have to be mapped from
their reference frame to the one which is used in the collision structure. A collision
property could be used in a physical simulation for dynamic audio synthesis that
does react on user and object interaction in the virtual scene.
• Physical property. The physical property describes the object when seen as an
object for a physical simulation. This representation includes information about
the material properties and mass for example. This property is vital for any
physically-based simulation, e.g., collision response, haptic rendering or acoustic
synthesis.
• Cognition property. On an abstract level, this property defines the behavior of the
object over time and under influences that can be detected by the available sensor
input to the object. For all but the simplest objects in the scene, it depends on the
presence of the collision property and may control the state of the acoustic, visual
and spatial property. This property defines a state-machine for a single object. On
implementation level, this state machine may vary for different objects in terms
of complexity and expressiveness. For this work, we assume it to implement a
reflex-agent with state [RN95], representing the internal state τi.
The explicit modeling of properties by dynamic attachments allows to find the best
representation for individual objects and their purposes in the virtual world in a flexible
way. The collection of properties that is accessible at the interface of the object represents
the external state ǫi. For example, some objects only may contain the ability to be
96
4.3. SOFTWARE ARCHITECTURE FOR VISUAL-ACOUSTIC VR APPLICATIONS
Figure 4.6: Synchronizing the collision property after a user inducted change on the
spatial property, for example during a drag operation, by means of a mediator. This is
an example for the interaction that can be implemented using independent or hierarchical
object properties.
represented as auditory attribute by a distinct sound field, whereas others may remain
silent during the application. On the contrary, all objects that can be simulated using
a physics simulation are able to produce sounds by interacting with other objects, for
example when falling to the floor. In order to simulate and synthesize the sound, usually
visual, collision and physical properties are needed for the creation of the sound field of
the falling object.
It is obvious that for some applications a simulation depends on the presence of some
properties of a single object, as well as properties themselves may depend on each other.
For example, a moving object which is making noise should be updated in the spatial
as well as in the acoustic domain. Implementations must thus take care to synchro-
nized state changes between the different properties appropriately. In order to keep the
coupling between the properties as low as possible, we suggest to implement the prop-
erty interaction by the means of mediators [GHJV95]. With the dependencies given
as outlined above, Figure 4.6 shows the mediated state change with the example of
synchronizing the spatial and the collision property after user interaction.
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4.3.3 Environmental support
All agents live inside an environment Φenv, which they can use to query states and to have
auxiliary functionality. Examples for this are algorithms for path-finding, collection of
nearest neighbors and geometric processing for visual or cognitive updates of each object.
One of the obvious supports of the system is to load and unload geometry from disk
or to cache geometries for reuse with different agents. In that sense, geometries can be
cloned or referenced for different agents, depending on the task they have to fulfill in
the application. The different geometries always have agent individual transformations,
so they can be moved in the virtual world by every agent independently. The same
accounts to the management of audio buffers for the acoustic processing, which represent
the anechoic signal for the audio reproduction.
Additionally, the system determines how to share computation time among all agents
transparently to every agent. Here, we do assume a flip-book model, where the applica-
tion calculates the new application state in between two consecutive rendering frames,
cp. Section 5.2.1. That means that all agent processing happens in between two con-
secutive rendering frames as a non-concurrent computation. In order to meet the inter-
activity criterion, the calculation including the rendering, must finish within the time of
66.6 milliseconds, which gives a 15 Hz update rate on the visual display.
As this criteria is a hard deadline for several parts of the system, the application process-
ing decides on which object to process per cycle and continues with the usual calculations
if a certain time-threshold is over. The pseudocode algorithm for the object updates is
given as follows.
while( dt < threshold )
{
Object *obj = PickNext(); // pick one object to process
obj->ProcessIncomingMessages(); // may produce new requests
// with other objects
// and include some acting
dt = dt + TimeTaken();
}
The update of the processing queue is not the only computation time, that an object
has during the simulation. In addition to the explicit high-level calling for message pro-
cessing, each object has a heartbeat function that is triggered similar to an interrupt
at an object definable time interval.
In addition to the processing of messages, each object gets the chance to update its
internal and external state for the next simulation phase. Every agent in the system can
update its state during the simulation run with Φi ← UPDATE(Φi, EObj,Φenv), where
EObj is the set of all external states from all other agents in the system which are of
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interest to agent Ai. The environment thus gives computation time to each object after
the message passing. The abstract protocol is partitioned in three phases of sense,
think and act.
foreach( o in objects ) do
o.Sense();
o.Think();
o.Act();
end
During the sense phase, the object is capable of querying its sensors and thus getting a
glimpse on its current percept of the surrounding world. It can, based on that perception,
think about the next steps, e.g., update its internal state, and finally act in the world
using its effectors.
While the above stated is very general and known to the field of agent system modeling,
in the current context, it is very interesting to inspect the acoustic modeling support
of the environment for each agent in the virtual world. First of all, agents exist inside
a virtual room, which is a global property that is not defined by other agents. Second,
agents can act as portals between different rooms, e.g., doors or windows. Their acting
can change the state of a portal from open to closed or vice versa. Additionally, the
velocity of the state change can be defined by the agent and needs to be communicated
to the system. Another interesting aspect is the introduction of acoustic sensors for
the agents. As the sound simulation in the room acoustics computes an audibility test
on the environment for an unbound number of listeners, the agents can register for an
acoustic sensor in the environment in order to react on noise in the environment.
On a more physical level, the system supports the synthesis of acoustic signals from a
physical simulation which is part of the environment. The output of the synthesis is
streamed block-wise from the VR simulation host to the audio subsystem. Currently,
the system only supports basic synthesis approaches which are real-time computable
and fit the model of thin-shell objects usually used in computer graphics [RL07, JBP06,
vdDKP04].
4.4 Network coupling latency
VirKopf is designed as a distributed system, coupled by standard network technology.
This has impact on the overall latency of the audio-visual reproduction. The following
section will outline the severeness of the network coupling with respect to the applica-
bility and performance of this design. In the following, this section will describe the
implications for the communication schemes for the coupling of a visual VR application
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in a network environment with an acoustic modality. For a given situation and user in-
side a VE, a round-trip signal path can be identified. The following passage will describe
the signal path in detail for the tracking of the user’s head, as this information is used
for the visual and acoustic update respectively. The process is common to almost all
VR applications to be run in immersive environments. For the optimal case, the image
that was generated for the visual scene fits to the acoustical image that is reproduced
at the time of arrival at the users’ ears.
In a VE an additional parallel execution path exists to the video signal, as the images
are still rendered and displayed while the acoustical scene is simulated and reproduced,
cp. Figure 4.1. This execution path starts at the time of receiving the processing the
tracking signal for a head related sensor. There is a causal connection between the
acoustical and the visual scene, therefore the timing relation between these two has to
be taken into account.
After that, the calculated sensor data is transmitted to the VR application over the de-
vice bus system, where it is decoded, transformed and then processed by the application,
cp. Chapter 2. The processing usually includes the application of the data for the user
centered projection or the viewpoint update for rendering.
For applications that support an acoustic component, the head-position and -orientation
data has to be related to the user’s ears and the used audio reproduction system. After
that, an acoustical and visual signal is produced that has to meet at the user’s percep-
tional system as a congruent information. The runtime of the sound from the speakers
to the user’s ears has to be taken into account and add that time to the processing time
of the depicted signal path. In this thesis two basic types of visual-acoustic events are
distinguished.
• Instantaneous visual-acoustic events. These event types are characteristic in the
sense that the source of an acoustic event can be clearly identified in the visual
scene. For example, the fall of a hammer on a metal plate. In this example,
the touch of the item on the plate must be correctly matched with an acoustic
output of the VR system. Correct matching is also determined by the perceptual
properties and the transmission time for the different media, e.g., speed of light
for the vision and speed of sound for the acoustics.
• Continuous acoustic events. Here, the acoustic event is active and perceptible over
a longer period in time. For example the humming of an engine within a car. In
this example, much of the localization process is determined by a correct coloration
of the sound with respect to the movement of the user.
While for the instantaneous visual-acoustic events it is important to have a very tight
and correct coupling of the imagery and the sound, the continuous type is a bit more
100
4.4. NETWORK COUPLING LATENCY
relaxed in that respect. This is documented in literature, and thresholds exist which
have to be met by VR simulations.
For instantaneous acoustic events which are in interaction range of the user a delay of
35milliseconds is tolerable. For the continuous event type, a temporal mismatch between
the real acoustic representation and the visual image for moving objects can be up to
70 milliseconds in total before the mismatch is noticed by the user [BSM+04, BRD96].
In the scenario discussed above it is important to know, whether a network setup can
meet these timings. Distribution adds additional latency to the system, as well as
the processing of the data at the beginning of the round-trip. In order to show the
applicability of the approach and to inspect the introduced latency, experiments were
conducted that collected measurements of the timing of each step of the round-trip.
The CAVE-like environment installed at RWTH Aachen University is a five-sided pro-
jection system of a rectangular shape. The dimensions of the projection space are
3.60m × 2.70m × 2.70m yielding a total screen volume of 26.24m3. The installation
is driven by an eleven node PC cluster setup for distributed rendering, using the master-
slave rendering approach, cp. Chapter 5. Head- and interaction device tracking is
realized by an optical tracking system. The loudspeakers are mounted on the centered
top of the external skeleton of the CAVE-like system, thus having a distance of approx-
imately 2.2 m to the users head in maximum. This results in a run time for the sound
waves in the range of 4− 6 ms, depending on the user’s head position in relation to the
loudspeakers and the active configuration, cp. Figure 1.1.
For the visual VR reproduction system, a dual Pentium-4 machine with 3 GHz CPU
speed and 2 GB of RAM is used. At the time of the experiment, the system was
equipped with NVidia GeForce FX 5950 Ultra as graphics output device. The network
interconnection between all PCs was a standard Gigabit Ethernet.
The host for the audio VR subsystem is a dual Opteron machine with 2 GHz CPU speed
and 1 GB of RAM. As audio hardware an RME Hammerfall system is used which allows
sound output streaming with a scalable streaming buffer size and a minimum latency of
1.5 ms [RME08]. For the experiments, a buffer size is chosen to 256 taps (5.8 ms).
The system developed here distinguishes between two types of update messages. One
type deals with low frequency state changes, for example commands to play or stop
a specific sound. The second type updates the spatial attributes of the sound object
and the listener at a high frequency. For the first type, a reliable transport protocol is
used (TCP), while the latter is transmitted at a high frequency over a low overhead but
possibly unreliable protocol (UDP). This is an implementation of the concepts discussed
in section 4.3.
In order to get an estimate of the costs of network transport, the largest possible TCP
101
CHAPTER 4. SOUND SYSTEM COUPLING
Stage x (ms) σ (ms) Remarks
Command/Event channels
Serialization 0.15 0.08
Deserialization 0.16 0.08
Transmission 1.20 worst case
Transmission 0.15 0.02 average case
Σ TCP overhead (worst case) 1.51
Σ TCP overhead (average case) 0.46
Spatial update channel
Serialization 0.10 25 sources
Deserialization 0.12 25 sources
Transmission 0.70 worst case
Transmission 0.26 0.01 average case
Σ UDP overhead (worst case) 0.92
Σ UDP overhead (average case) 0.48
Table 4.1: Average cast time x in ms and standard deviation σ for the overhead of
network communication. The standard deviation is calculated from the times of the
different TCP channel commands.
and UDP messages produced by the VirKopf system were transmitted from the VR
application to VA. After receiving the messages, the server sends back the data immedi-
ately, creating a round-trip of these messages. The inspection of the transmission times
is necessary, as the optimal bandwidth of a network connect is rarely reached and the
application protocol has severe impact on the size of the data to transmit and thus on
the time that is needed for transmission. The transmission time for this round-trip was
taken and halved for a single-trip measurement. The worst case times of the single-trips
are taken as a basis for the estimation of the overall cost introduced by the network com-
munication. The mean time for transmitting a TCP command was 0.15 ms ±0.02 ms.
Very seldom, the worst case transmission time on the TCP channel was close to 1.2 ms.
As a consequence, in a worst case scenario it is interesting to inspect if this leads to
perceptible artefacts for the audio reproduction. UDP communication was measured for
20000 spatial update tables for 25 sound objects, resulting in a transmission time for
the table of 0.26 ms ±0.01 ms. For UDP, the worst case transmission time was 0.92 ms.
It seems surprising that UDP communication is more expensive than TCP, but this is
a result from larger packet sizes of a spatial update (≈ 1kB) in comparison to small
TCP command sizes (≈ 150 bytes). Table 4.1 gives a comprehensive overview over the
measurements taken for the system. More details about the overall system performance
including the time that is needed for the update of the room acoustic simulation for the
VE can be found in [LSVA07].
The pure network transmission time sums up to 1.51 ms for the command and 0.92 ms
for spatial update channel in the worst case. After the data has arrived at the acoustic
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system, it is deserialized and processed by the CTC module, which takes 3.5 ms. The
newly calculated data can be used in the real-time convolution system every 5.8 ms, due
to the block length chosen for this setup. In case the incoming data just missed the swap
of the audio hardware, new data has to wait another 5.8 ms at maximum. When the
new signal is emitted by the loudspeakers, it takes another 4− 6 ms until it reaches the
user’s ears. Summing this all up, the total latency for an update of the scene state and
the user’s head position takes 16.81 ms for the command channel updates and 16.22 ms
for the spatial update channel in a worst case scenario [LSVA07]. This does not take
the tracking latency into account, but merely sums up the system processing part of the
latency.
As mentioned at the beginning of this section, psychological time constraints exist that
have to be kept up by the audio rendering subsystem in order to create a correct per-
ception of the acoustic and visual scenery. It can be seen that the VirKopf system is
capable of generating a good system state beneath the 35 ms and 70 ms time constraint
for sudden state changes or moving objects even under the assumption of a worst case
transmission and processing time.
4.5 Related Work
Many systems for a combination of spatial acoustics and an immersive visual presentation
exist. However, none have the features of the VirKopf system. It is the first system that
combines loudspeaker-based reproduction of near-to-head virtual sound sources with
dynamic CTC, dynamic sound sources and interactive room acoustics.
From a system point of view, a network audio service has already been implemented
by others. This seems to be a natural choice as by today’s standard the computation
of the acoustic as well as the visual simulation on a single machine is not feasible.
Examples for published implementations are [BV93] or [MD94]. Commercially available
solutions, which have been implemented on dedicated hardware that can be used via
a network interface, have a prominent representative in the Lake HURON machine
[Hur05]. This product offers a plugin interface to add custom acoustic effects such as
psycho-acoustic modules and heuristical approaches for room acoustics. However, being
a commercial product, very few is published about the internal structures of this device.
Other examples of auralization components that are bound by a network interface can
be found in connection with the DIVA project [Sav99, SHLV99, Lok02] or Funkhouser’s
beam tracing approach [FMC99]. Approaches such as [Sto95] or [NSG02] are not
implemented as a network client-server architecture but rely on a special hardware setup
in order to balance the computational load.
The Syzygy project [SG03] has integrated sound support as a VR system. Its most
103
CHAPTER 4. SOUND SYSTEM COUPLING
distinct feature is the possibility to reproduce spatial sound for a number of listeners by
applying individual tracking data for different users for the synthesis. On implementa-
tion level, they use an available synthesis API, for example OpenAL, for the rendering.
OpenAL is merely a specification that does not constrain the type of reproduction system
used. From the authors, there is no is no specific support mentioned for near-to-head
sources or room acoustics which could used in their system. Furthermore, the specifica-
tion of OpenAL does not address these issues, unless using the very general and vendor
specific extension mechanism. The modeling of sounds is limited to property nodes that
point to data files for the audio signals that can be added to a scene graph structure in
order to have spatial query nodes that indicate the transformation of a sound object in
the WCS. While Syzygy decides to use scene graph technology for the transformation
of the sound object, the VirKopf approach is not bound to a specific technology with its
property model. Additionally, while the content of a scene graph node is usually fixed
by the toolkit, the property approach enables to add, exchange and remove properties
during runtime.
[THS+01] offers support for room acoustics as a module of VRPN. The interface, though,
is declarative, as it only defines a means to transfer polygons that make up the room
to a process that is to render the room acoustics properly. There is no further support
for sound objects, movement or dynamic changes of the room geometry during runtime.
Additionally, there is no public available implementation for that interface, but it tries
to define a specification that can be implemented for different laboratory prototypes in
the field of VR.
The modeling of the virtual world inside a simulating environment that drives a number
of agents that can interact is a classical approach from the field of artificial intelligence,
see standard literature on this topic [RN95, Win92]. In the field of VR, agent-based
environments are mostly applied for virtual crowd simulations [Tha06]. However, this is
not the goal of the VirKopf environment. It does target to be an authoring environment
to create a VE of independently modeled units, embodied as agents. More specific, it
does not dictate algorithms for the management of the agent’s internal and external
state, such as [Rey99, YT07, DE05], but offers a shell to integrate these approaches,
similar to [KVS+02, TJG+02, TB03, Rey06]. It is more geared towards VEs and the
representation of multi-modal attributes. A special emphasis is laid on the modeling
of the acoustical properties of an agent. This enables a declarative interface to the
capabilities of the acoustic system and special requirements, for example the definition of
material properties for rooms and portals [LSVA07], and the directivity model [Len08].
In contrast to other authoring environments, for example [BDR04, Beh05, JB08], it does
not define a content pipeline or programming paradigm, but aims at acting as an inte-
grative glue between existing third party components and content. Even passive objects
in the scene are modeled as agents with the principal capability of communicating with
other objects and reacting to messages. There is no further assumption about the process
flow or content structure of other entities in the environment. Especially, an agent in the
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VirKopf system does not have to act or look like a humanoid or creature. Currently, the
environmental support for the agent systems is rather limited to manipulations of the
visual representation, basic collision detection and explicit key frame animation. The
provision of basic sensory input due to collision detection is supported, additionally the
system supports virtual acoustic perception for the agents by adding a listener to the
acoustic simulation. Advanced system support, such as path-finding [vdBLM08], cogni-
tive modeling [FTT99], or generic physical simulations [WB01] were not in focus when
developing the VirKopf system.
4.6 Chapter Summary
This chapter presented concepts of the coupling of an arbitrary VR application to the
auralization system from the ITA built on a distributed architecture. It thereby focused
on two aspects. First, the technical requirements and concepts for the communication
between the individually developed components. Second, on an advanced interface for
application programmers who want to create fully immersive applications on a high
modeling level.
For the coupling, a programming interface for the acoustic services was detailed which
allows the declarative usage of sound services for VR programmers. It focuses on sound
modeling aspects that are enriched with simulation properties which are important for
the acoustic subsystem. This includes their spatial transformation, material properties,
directivity aspects of sound sources and virtual states such as portals for interconnected
rooms. The acoustic scenery is updated transparently and with low latency by the
VirKopf system, which is a benefit for the development of visual-acoustic VR applica-
tions.
While this already enables the usage of the acoustic service for arbitrary purposes, it still
is technically motivated. As an addition to that, an application management structure
and modeling metaphors were suggested on top of the communication protocol. Here,
an agent-based system was suggested which enables the construction of virtual worlds
by independently modeled agents that can communicate via message passing. The term
agent is thereby not only meant to be used for virtual humans, but on any object
in the scene that can be interacted with. A dynamic property mechanism allows to
enable different simulations, for example physics simulations, on individual entities in
the virtual world. This mechanism is extendable and can be used for tagging of objects
as well as introducing a basis for new simulation algorithms. Within this work, especially
the acoustical property was detailed in order to have a good interface for the control of
the acoustic simulation code running on a distributed process.
With the presented architecture, a basis for the development of a number of VR ap-
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plications exists, mainly for the purpose of fully immersive virtual worlds that make
use of CAVE-like environments with acoustic feedback, for example architectural walk-
throughs. Now the programmer does focus on the modeling of the virtual rooms, while
the underlying system transparently takes care for the synchronization of the system
states. This includes the transmission of the listener’s head position in good timing
conditions and updating the acoustic scene properly for a good match with the visual
scenery.
In order to ensure the synchronicity with respect to human cognition skills for the
distributed setup, the latency induced by the network coupling was inspected. The
VirKopf system communicates over four channels based on TPC/IP and UDP. It was
shown that the latency introduced by this design does not harm the synchronicity of the
perceived scenery, even under worst-case assumptions.
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INTERLEAVED CLUSTER RENDERING
This chapter will present the ViSTA cluster rendering approach. Cluster processing al-
lows an affordable scalability of the graphics subsystem at the cost of additional latency
due to the need for data distribution and state synchronization of independent comput-
ers. Therefore, it is first explained how the basic approach is implemented in ViSTA.
This presents the current technology which exploits the structure of the processing in
order to lower the latency for visual immersive environments.
First this chapter gives a brief overview over the very classic approaches and terms to
model parallel rendering on an abstract level, cp. Section 5.1. The master-slave approach
that is discussed in the remainder of this chapter is a high-level approach to distributed
rendering that only works under some preconditions which are discussed in section 5.1.2.
The implementation of an optimized version of the master-slave rendering will be evolved
from a naïve approach in section 5.2. The chapter will close with an inspection of
practical integration problems of the master-slave approach and their implementation
in the VR toolkit ViSTA.
5.1 PC cluster-based rendering for Virtual Environments
Cluster-based rendering can be seen as a special case of a the more general problem
of distributed VEs. For this topic, the Consistency-Throughput Trade-off states that
it is impossible to allow dynamic shared state to change frequently and guarantee that
all hosts simultaneously access identical versions of that state [SZ99]. In that sense,
it says that a dynamic VE can not support dynamic behavior and consistency across
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all connected sites simultaneously. In the special case of a clustered environment for
rendering a virtual world, it states that we can not eliminate the latency totally, no
matter how fast we can distribute and apply the data across the network.
5.1.1 Sort-first, sort-middle and sort-last rendering
The rendering process can be viewed as a pipeline model, where 3-D models are stepwise
transformed from a polygonal representation to pixel colors on a raster display. On a
coarse level, this pipeline can be regarded as a three step process. In the first step, the
3-D model representation is transformed to fragments that are handled by a streaming
processor. A second step transforms these fragments into a color value for a pixel display
in the third step. This simplified view allows three basic approaches for distributed
rendering, where the product of each stage can be subject of a distribution scheme.
From a theoretical point of view, this can be considered a sorting process, resulting in a
three stage sort model [MCEF94, SZ99, SWNH03].
• Sort-first rendering. The processed elements of the first stage are distributed
among several cluster nodes. These are polygonal, high level structures and raw
data that is to be processed independently on the follow up stages by each parti-
cipant of the rendering cluster.
• Sort-middle rendering. The distributed data is calculated from the high level
models as an intermediate representation on the graphics unit. This is usually
performed internally by the graphics units, as this type of data is processed to fit
into a streaming model of a highly parallel unit.
• Sort-last rendering. This distribution model takes the final results of the graphics
processing, the color pixel buffer as distribution unit. This usually means to render
pixel values and depth maps that are distributed as texture maps across different
hosts in a clustered setup.
The simplest form of sort-first rendering uses a network file system for distribution of the
model and application data and sets up a parallel simulation loop for the application
while working on distributed data from external sources. This type of distribution
scheme is called master-slave cluster rendering and is handled in more detail in section
5.1.2.
Generally speaking, there are other two common ways of dealing with that type of data
distribution for sort-first rendering. One way is to intercept the OpenGL stream by
replacing the appropriate libraries with network aware stub code [HEB+01, HHN+02].
This has the advantage that the application code does not have to be modified and allows
a versatile setup for OpenGL applications. On the contrary, not all types of operations
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can be supported easily, such as graphics board extensions, memory read backs and
general purpose graphics processing unit (GPU) processing.
A similar way to implement this is to replicate specific code on each node in the cluster
environment which is fed with the rendering data and triggered appropriately. This
usually needs support on application level, as it has to be aware of data containers that
have to be synchronized across the cluster nodes where local rendering code can transport
it to the graphics hardware [SFLS00, VBRR02]. This is called the client-server cluster
rendering approach. The servers in that scenario act as remote graphics boards only,
while the simulation is only run on one single client machine.
Sort-middle rendering is hard to implement as the intermediate data is part of the
hardware processing units and usually not accessible. As a consequence, distribution on
the basis of sort-middle rendering is not discussed in the following.
There are few examples of sort-last rendering techniques. This method seems to be very
promising due to the constant bandwidth that is needed for data transmission, regardless
of the size of the virtual scene. As networks tend to support higher bandwidths in the
future, this might become an attractive option for image generation. However, due to the
processing latency it is not possible to use this technology in a VR setup, as interaction
data have to be fed to the rendering unit, for example head tracking information for a
correct UCP.
A comprehensive overview over the current state of the art for cluster-based VR rendering
can be found in [SWNH03]. The only relevant model in current implementations is the
sort-first rendering approach in slightly different forms, though some hybrid models for
sort-first and sort-last rendering exist. This is especially true as the implementation of
sort-first rendering can be done with moderate changes on existing code. The master-
slave rendering implements this by distribution of input data to mirrored state machines
across a PC cluster. As this approach is very suitable for the environment described in
this thesis, it is described in more detail in the following.
5.1.2 The master-slave approach
The master-slave cluster rendering approach enables immersive visual display rendering
by running the same application across a set of PCs, distributing the user’s input events
and computing the same state in parallel on all nodes of a cluster. The basic idea of the
master-slave rendering paradigm is, that every application that has the same state of its
domain objects will render the same scene, respectively [SST+08, KAJ06]. It is therefore
sufficient to distribute the state of the domain objects in order to render the same scene
in a cluster. In a multi-screen environment, only the camera on the virtual scene has to
be adapted to the layout of the used display system. This strategy for the exchange of
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Figure 5.1: The configuration for client-server and master-slave rendering in a clus-
tered setup. In the client-server rendering mode, the active role of the simulation is
driven by a single cluster node, whereas the rendering servers play the role of a remote
graphics board. On the contrary, the master-slave mode runs distributed state machines
that are synchronized by the master node in the network.
the projection and model-view state on the remote hosts is followed more or less, e.g.,
by approaches such as Avango, ViSTA or NetJuggler [Tra99, AK08, AGL+02].
Figure 5.1 depicts the differences of the scenarios for client-server and master-slave ren-
dering.
A higher-level approach than the distribution of the scene graph is to share the state
of domain objects in a cluster. Usually, the states of the domain objects are depending
on user interaction and to some extent on non-determinism, e.g. time and random
number calculations. One can select between the distribution of the domain objects or
the distribution of the influences that can alter the state of any domain object, e.g. user
input. This approach is also called the mirrored application paradigm, as all slave nodes
run the same application which is synchronized by sending it external data, most often in
the form of input device data. All distributed input data is replayed on the slave nodes
and, as a consequence for deterministic environments, the state of the domain objects
is synchronized on all slave nodes which results in the same state for the visualization.
The master machine, just like the client machine in the client-server approach, does
all the user input dispatching, but as a contrast to the client-server model, a master
machine can be part of the rendering environment. This is a consequence from the fact
that all nodes in this setup merely must provide the same graphical and computational
resources, as all calculate the application state in parallel.
For this operation mode, it is absolutely necessary to guarantee that any node in the
110
5.1. PC CLUSTER-BASED RENDERING FOR VIRTUAL ENVIRONMENTS
setup is operating over the very same state. As a consequence, whatever transportation
mechanism used, it has to implement a reliable protocol where data loss is not possible.
All data that is processed has to be considered as relative data, which is in itself not
capable of reproducing the application state as a whole. Especially, the correct sequence
of application of that data is crucial.
The master-slave approach can in theory be used as a black box to the VR application.
In practice, this is not possible out of the box. First of all, non-determinism has to
be handled properly, as well as distributed clocks, parallel file I/O and the handling
of devices, which are usually attached to a single node, and not to all machines of
a distributed system. Additionally, input that is external to the application and can
not be masked in any kind of input event structure, has to be mirrored to all slave
nodes. This raises the need for additional infrastructure, as not only the distribution,
but also the framelocked replaying has to be guaranteed using cluster wide-barriers
[AGL+02, AGL+03, RSN+06].
5.1.3 Cluster locking strategies
Regardless of the strategy that was selected to distribute the rendering data to the
different hosts on the cluster network, in any case locking strategies have to be respected.
This ensures that all rendering processes are working on the same virtual scene and act
as a coherent unit for the user. All in all the different rendering components can be
regarded as a parallel state-machine that have to be synchronized in order to produce a
convincing visual output.
The following section will outline the basic categories of locking strategies needed for
distributed rendering. The first two are needed for the sake of a good visual quality,
e.g., to avoid tearing artifacts of non-matching renderings.
• Datalock. Datalocking is a very basic form of locking. A datalock grants that the
data that is used for the application processing on the distributed processes is the
same for all participants. The type of data and the special amount of data can
vary for different setups. For example a sort-first rendering approach can choose to
operate on an OpenGL stream while another one can mirror a complete application
state machine and distributes the data for that to work properly. Datalocking is
usually not hardware supported and needs application control, maybe with the
exception of OpenGL stream distribution in a sort-first setup.
• Framelock and swaplock. Framelocking grants that any participant in the dis-
tributed setup renders an image that is the result of the same application state at
the same point in time. In that sense, this thesis does not refer to the graphic’s
board framebuffer lock, but more to the logic application framelock. As a conse-
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quence, this does not necessarily mean that the content is presented on the output
channels at the same speed, as this is more dependent on the hardware framebuffer
lock. Failing to ensure a proper framelock results in visually perceptible artifacts,
as images are displayed that are presented at the same time, but do not belong to
the same rendering step. Framelocking can be implemented in hardware or soft-
ware. The term swaplock refers to the fact that for flicker-free rendering, an image
is rendered to a non-visible buffer, and once finished, this buffer is exchanged to
be the visually perceptible to the user. However, the terms will be used inter-
changeably in this thesis, as the outward visible result of these two strategies is
equal.
• Genlock. A genlock mechanism ensures that distributed rendering units are exe-
cuting the update of their render position on the screen by the same clock. This
is the tightest synchronization method and needs hardware support, as interrupt
lines have to be triggered by a master unit for all attached slave units.
A VR distributed rendering environment implements a set of highly communicating par-
allel state-machines that need explicit synchronization upon every rendering of an image.
As a consequence, the implementation and quality of the selected locking mechanism is
a very important aspect on the overall performance. Finally, the latency of a distributed
application has an overall impact on the level of immersion for the user.
5.2 Master-slave rendering in ViSTA
The ViSTA toolkit implements a hybrid master-slave rendering based on event triggered
state distribution [AK08]. This basic approach works from scratch for applications that
are solely based on ViSTA and is especially suited for the integration of 3rd party libraries
or custom simulation code that has no native cluster support. The following section will
outline the current implementation of frame-, data- and swaplocking in the VR toolkit
ViSTA.
5.2.1 The render loop in ViSTA
A typical ViSTA application is organized as a flip-book rendering process [KAJ06].
This means that a simulation run is followed by a rendering pass, which is followed by
a simulation run again. In this model, the application calculates its current state in
between the rendering of two consecutive frames. As each simulation run changes the
state of the virtual world, this eventually leads to a different view on that world for
the user. Each simulation run is called a simulation frame. Within each frame, user
code communicates with the system by catching, dispatching and throwing events over
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Figure 5.2: The common flip-book rendering model for VR simulations. The simulation
is calculated in between two consecutive rendering frames. The result of a simulation
frame creates a new view on the virtual world for the user.
an event bus in the ViSTA system. Figure 5.2 depicts this processing scheme. This is
repeated in an endless loop, until the user breaks the loop and the application exits.
The event bus is basically a mechanism to distribute computation time for a varying
number of anonymous components that can subscribe to the bus either as observer or
handler. The latter has the right to take events off the event bus, thus circumvent the
processing of that event for other components. Observers do not have that right. They
are only allowed to inspect an event for processing. As an advantage, observers can view
all events that are processed on the bus, while handlers only get events that reach them.
This is a technical detail, but the existence of observers simplifies the implementation of
a cluster setup. A cluster distribution algorithm can be attached to the event bus as an
observer and record all events on the bus without interfering other dynamic application
dependent components.
In ViSTA, events have a type and an ID. This implements a two stage event processing
scheme, as observers and handlers can subscribe for types and then allow the event bus
to mask out events of uninteresting IDs for the components. The types of events that
are used by the ViSTA toolkit are presented in section 5.2.2 in more detail. Events are
an important source of information for application code, as they contain a system wide
valid global timestamp and, depending on their type and ID, contextual information, for
example information about the source of a particular event. This concept is intuitively
implemented for the processing of device inputs as interaction events. Here, the device
state is part of the event state and can be used by the application to update its simulation
state.
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5.2.2 State synchronization
The ViSTA toolkit defines a set of events that are part of the library and are pushed and
pulled to and from the event bus by system components. Nonetheless, user code is free
to bring in new types of events and have them processed by other components on the
event bus. This can implement a loosely coupled system with distributed and dynamic
components. In any way, the presence of user definable event types is of no conceptual
interest for the master-slave distribution of a ViSTA application.
The ViSTA state-machine in a clustered setup is synchronized by the distribution of
events, which in themselves trigger simulation code on each node of the cluster. Under
the assumption that this simulation code runs deterministically on all nodes, the oc-
currence of a trigger event is sufficient to render the distributed application code to a
synchronized state.
We distinguish between three types of events that have to be distributed.
• System state events. These events indicate a heartbeat for any ViSTA application
and mostly deliver timestamp and state position indication. Examples for this are
events that are delivered after the scene drawing or right before the scene drawing.
These events usually act as a brace around interaction and follow-up events.
• Interaction events. These events are triggered after device input has been detected.
This is usually an important source of information, as devices, timers and GUI
input is processed. Interaction events, as well as system state events can be a
source of follow-up events that are uttered from application components.
• Follow-up events. User component defined events that are triggered upon a condi-
tion that is evaluated as an implication of simulation code that was processed by
catching either an interaction or a system state event.
For a ViSTA application, it is sufficient to distribute the system state and interaction
events from the master to the slaves, and inject those framelocked into the event bus of
the slave node. Figure 5.3 shows that situation.
This is obvious, as system state events and interaction events are the only source of get-
ting computation time for user components, which can utter custom events of arbitrary
type as follow-ups. Distributing these follow-up events would cause a double injection
into the remote event bus. Omitting these events has two positive consequences. First,
it reduces the size of the information to distribute to the slave processes. Second, user
code can decide to inject arbitrary event types into the event bus, which have not to
be registered with the code that implements the master-slave communication. This, of
course, does not exclude the injection of system and interaction events by user code.
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Figure 5.3: State-machine coupling which implements synchronicity by event distribu-
tion and remote injection.
Under the assumptions that were already mentioned in section 5.1.2, the distributed
code operates concurrently on the datalocked application state, thus simulating the
same virtual world. The timing on the different nodes for the simulation can be very
different, which means that the machine instructions are not synchronized across the
cluster. This is no problem if the slave nodes operate in a frame locked environment.
In this scenario, the simulation run is partitioned into distinct frames and a new frame
only starts when all nodes in the cluster agreed on having the current frame processed.
This requirement raises the need for a framelocking technology.
5.2.3 Software-based framelock and swaplock in ViSTA
As already mentioned in section 5.1.3, a framelock assures that each participant in the
distributed setup does not render frame n of the simulation until all others have processed
the same frame completely. This concept is clear for the visual reproduction where an
animation is decomposed into several distinct frames which are identifiable over time.
For the simulation run in ViSTA, a frame is defined as the processing in between two
events, which mark the beginning of a user defined application processing and its end
respectively. Figure 5.4 depicts that situation.
The user application processing is not only taking place during the event dispatching
sequence, but also during the rendering. This is due to the fact that user code can
be executed upon traversal of the scene graph structure. Additionally, the rendering
load can be very different in a VR application setup due to different computational
load for different views on the same scene. For example scene graph-based frustum- or
occlusion-culling can speed up the rendering of a complex scene if most of the scene
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Figure 5.4: The application frame, or simulation frame, is the time between two ren-
dering passes. Its start and end are marked by special event types and all interaction
processing and user events are calculated between these events.
is not visible from the view setup of a specific participant of the rendering cluster. In
a non-synchronized state, this can lead to visually noticeable artifacts, such as tearing
between display surfaces or even blurring for the two pictures of the same display surface
but for the two eyes. A swaplock mechanism can ensure that the image that is produced
in a certain time frame is presented to the user at nearly the same point in time on all
nodes of the clustered setup.
In ViSTA, a network-based swaplock is implemented as follows. After all event data was
dispatched by the slave node and the rendering to the back buffers was done afterwards,
each slave node sends a signal to the master node and stops right before a call to exchange
the view buffers on the graphics unit at a cluster-wide barrier. The master collects these
signals from all slaves and sends a broadcast message to all slaves as a signal to raise
the barrier, which in turn will cause the slave nodes to continue at roughly the same
time. Figure 5.5 depicts that situation. Each data exchange comprises the frame index
as a synchronization safety token. If a slave does not deliver the correct token, it is
removed from the event sharing list and terminated, as it can not be considered to be
synchronized anymore. The observation of the rendering process in a clustered setup as
described so far is depicted in figure 5.6. In this scheme, all events of a single frame
are collected, distributed, acknowledged and after the swaplock, the application scene
rendering is produced and the next application frame is simulated.
The software-based swaplock though can not account for different latencies in the ren-
dering processes on the local graphics cards. When the rendering load is unequally
distributed across the rendering slaves, some graphics board may finish their rendering
long after other nodes in the cluster. The OpenGL API call for the video buffer swap
returns after the swap was really performed in the hardware. The above outlined swap
algorithm does not account for uneven rendering load, but only for the synchronization
of the simulation frames. Without additional hardware support, no really tight syn-
chronization for OpenGL applications is possible. Framelock or genlock mechanisms do
not really solve the problem, as these locking technologies synchronize the global video
display and not individual applications. For individual application swaplocking, the
graphics board vendor must offer additional hardware in the system. With this hard-
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Figure 5.5: Swaplock using a barrier. In this diagram, a transport component serves as
a black box to abstract the underlying transport mechanism. In general, it is assumed to
implement a broadcast mechanism, where every participant of a communication group is
getting a message at the same time. All slaves have to wait at the barrier, until the master
releases it. This means additionally, that the overall rendering speed is determined by
the slowest participant of the distributed rendering process.
Figure 5.6: Timeline for the straightforward naïve approach to master slave cluster
rendering.
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ware, applications can register cluster wide in order to form an application group that
uses a master clock for buffer swapping, can really produce a very tight synchronization
on application level. Very few vendors offer hardware for this purpose and mostly only
on a product line for professional usage at high price.
However, the software-based swaplocking can be improved by calling the OpenGL func-
tion glFinish() right before the frame acknowledgment from the slave to the master.
This function returns after the rendering subsystem has performed all rendering in-
structions and awaits new data. After that, the above outlined network-based swaplock
algorithm proceeds. The call to glFinish() is expensive, but in order to have a
more synchronized graphical output, this is mandatory. When the frame rate is high
enough, e.g., higher than the projector’s update rate, this step can be omitted when
using framelocking in hardware.
This simple setup of performing the datalocking after a complete simulation frame has
some advantages which make it attractive to implement in a VR system. The frame-wise
collection of events does not introduce much latency for serialization and network trans-
mission in between the event processing. The network processing can be implemented
at the end of the application frame, thus acting almost as a part of the rendering time
for the simulation.
Additionally, a reliable transmission protocol has to be used for the master-slave ap-
proach, as stated in section 5.1.2. For VR cluster setups, a 1:n transmission based on
TCP, i.e., unicast, is simple to implement. The TCP-based sending though works bet-
ter for larger message sizes than for a high number of small fragments. This is due to
the fact that TCP uses transmission observation in order to determine a fair network
throughput for all participants of a network segment. Network connections that tend
to deliver data at constant rate with almost constant size are served properly. Here, a
collection of events is a larger fragment than a single event, which will have a good effect
on the throughput on the TCP processing.
Another technical aspect, that is not too obvious, is that weak TCP-stack implementa-
tions, as the TCP-stack of the Microsoft Windows operating system, tend to fail when
a large number of small fragments are to be delivered within a short time and drop
data or even close already established connections. For these environments it is more
beneficial to send larger packets with lower frequency, making the network connection
more robust.
On a conceptual level, the datalocking after the complete simulation run can for example
be found in OpenSG [VBRR02] as the default strategy. Although OpenSG implements
a sort-last rendering, the distribution of data for the rendering is comparable in terms of
a datalocking strategy. The toolkit’s capability of distributing intermediate data during
the rendering is hard to implement with respect to the OpenSG application model. As
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Figure 5.7: Timeline for a frame-interleaved master-slave rendering loop. The main
advantage is that the time for the event transmission is not a penalty to the simulation
time for the application.
a consequence, the default strategy is used mostly. For distributed rendering without
interaction, head tracking or almost static scenes, the additional latency is not critical.
However, sending the events after the application frame still means that the time for
serialization and synchronization is a penalty for the simulation, this time is not available
for computation anymore. Even worse, the total simulation time doubles due to the serial
rendering of the simulation frames and the delayed frame swap.
5.2.4 Frame interleaved cluster rendering
A first optimization aims at increasing the amount of computation time that is available
for the simulation between two consecutive frames. As a side effect, the latency between
the end of the current application frame on the master and the same end on the slave
nodes is slightly lowered.
The idea of this strategy is to use the time during the next rendering pass of the master
node for transmission of the frame data, and simulate the upcoming application frame
while the slave nodes are working on the last frame, including rendering. In this way,
simulation on the master node, transmission, rendering and simulation on the slave
node are interleaved. This means that while the master is simulating the next application
frame, all slave nodes acquire event data from the network, deserialize and apply it before
waiting for the swap-ready signal. While all slaves show the output of the old simulation
frame, the master is already sending the data for the next frame. The principle is
depicted in figure 5.7.
Two observations are important to understand why this is a good possibility. First of all,
the amount of information to distribute between the cluster nodes is almost constant, as
only system and interaction events are distributed. The number of events to be processed
is mainly determined by user interaction. Additionally, the data size for a single event is
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small and can be bounded. The data can be transmitted completely during rendering on
the master node, even when the graphics output is fast [Eth08]. Second, in this special
setup, the master node is not used as a part of the VR display, so it is not important to
synchronize the rendered image between the master and the slaves, and the swap lag of
one frame is not noticeable.
In order to show the improvement of the frame-interleaved rendering, an experiment
was conducted. The experiment was running on a Linux-based system, using kernel
2.6.14.7 (SMP/PREEMPT) on a dual Intel Xeon CPU (3.06GHz) machine with 512KB
cache and 4GB of RAM for the master node. The network adapter on that machine was
an Intel Corporation 82544EI Gigabit Ethernet Controller (Fiber, rev02). On the slave
machines, the setup consisted of Linux machines running kernel 2.4.31 with a single Intel
Pentium 4 CPU at 2.8GHz with 512KB cache and 3GB of RAM. The network controller
was Intel Corporation 82547EI Gigabit Ethernet Controller (LOM). All machines used
the same graphics adapter, NVidia NV40 [GeForce 6800 GT] (rev a1), based on the
NVidia graphics driver with revision 1.0.8174.
The time needed to simulate on the master was recorded and added to the time needed
by the master to wait for the swap ready acknowledge of the cluster slaves. During the
experiment, the simulation time was raised artificially and continuously from the level
of no additional time for the simulation up the 100ms simulation load.
This situation is in principle remedied to a certain extent with the approach of frame
interleaved rendering, as here, the master does not wait for the completion of the simu-
lation frame on the slave nodes. It simply continues with the simulation execution and
merely checks upon right before the next frame swap ready signal whether all slaves
have already finished their simulation of the last frame and wait at their barrier. If so,
the master first sends a swap command and then sends the new data for its current
simulation frame, as explained above. It must be noted, though, that for this situa-
tion, additionally the transfer of the data was put to asynchronous mode in order to
have the physical network transport be processed while the master was rendering and
simulating.
Figure 5.8 shows a comparative plot for the completion time of the serial and interleaved
processing. As can be seen in the figure, the frame interleaving clearly enables the use
of the total simulation time for the application, as the network communication and
synchronization overhead is fairly low.
5.2.5 Event interleaved cluster rendering
While the above described approach lowers the overhead that is needed for the cluster
synchronization, it does not really address the problem of lowering the latency for the
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Figure 5.8: Results of an experiment to determine the influence of the serial cluster
rendering strategy with growing simulation load. The results reflect that the time needed
to render a single frame in cluster mode doubles when the master and slave frames are
rendered serially. The main purpose of this figure is to show that the network load does
not significantly influence the runtimes in the master-slave approach. This is due to the
fact that the transmission time for the application fame events is smaller than the time
needed for simulation and rendering.
scene rendering. This is due to the fact that all events from a simulation frame are
completely processed on the master node, then transmitted to the slave node, injected
on the slave event bus and the resulting scenery is presented. As a consequence, an
interleaving on event level will bring the simulation on the master and slave closer to-
gether. Therefore the combination of frame and event interleaving is proposed, together
with the usage of asynchronous sends from the master to the slaves. Figure 5.9 shows
the general idea behind the approach.
Upon arrival of an event on the event bus, it is immediately serialized and sent over a
non-blocking transportation channel to all slave nodes. It is important to see that the
events are sent before the master is using them to process the simulation code locally.
Figure 5.9: Timeline for an event-interleaved master-slave rendering loop.
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The slave nodes will inject the event into their event bus directly after deserialization,
replaying a certain fraction of their application frame, possibly processing follow-up
events. After the arrival of the system event that indicates an upcoming rendering pass
from the master node, all slaves will first replay that event, do their local rendering and
use the swaplock to wait for the signal to swap their back-buffers as usual. After that,
they immediately wait for new events to process.
The implementation of the event interleaved mode is more laborious than the other two
approaches. On the master side, it has to be assured that the asynchronous send of the
data on the network is not exceeding buffer sizes, for example when many events are
produced in a single simulation frame. Additionally, the memory for the events to be
sent has to be conserved until it is completely written to the network layer, whereas in
the other approaches memory can be discarded or reused directly after sending.
The slaves on the contrary have to implement their own event loop and have to interpret
some of the events which are received over the transport layer. In the frame interleaved
variant, a collection of application frame events was sent as a single block. After the
complete processing of the frame, a redraw is performed the swaplock performed. When
using event interleaving, a slave can not determine when to issue a rendering, as it is
not clear how many events are to be processed in a frame. This can be solved with
knowledge about event semantics or special flags as part of the protocol.
As a general advantage of the event interleaved architecture, it can be stated that the
resulting visual rendering of the virtual scene on a slave node is much closer to the state
on the master node. The latter is connected to the audio service, triggers new acoustic
events and spatial updates. That means that the visual scene is most congruent to the
acoustic scene with the event interleaved rendering.
Basically, the event interleaved cluster rendering combines the advantages of the naïve
and the frame interleaved approach. First, it uses the fact that an asynchronous send
of an event to the application processing does not raise the overall latency significantly.
This was already seen in the frame interleaved cluster rendering. Furthermore, as it still
uses the event architecture to synchronize logical application frames, a tight rendering
can be assured on all slave nodes. Especially for VR setups with more than one display
connected, this is a precondition for undisturbed perception of the visual scene. It works
with a rudimentary tool support, most dominantly the event architecture, present in the
ViSTA toolkit. As ViSTA is designed to act as a VR shell around existing code, this is
an important criteria to be attractive for users outside of the VR community.
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5.3 Related Work
PC Cluster-based rendering is a recent research topic in the VR community, as PC
clusters seem to offer high computation power at low costs. Software-based solutions
to state synchronization are additionally attractive to develop, as this reduces the cost
for a VR installation even more. A good survey of cluster rendering approaches can be
found in [SWNH03, RZKP03, RSN+06], while a first classification of parallel rendering
as a sorting process is outlined in [MCEF94].
One of the most prominent and early ideas for cluster rendering was to capture the
OpenGL stream and distribute the data for the GL function calls over a network.
The software tool Chromium, formerly called WireGL [HEB+01, HHN+02], is the most
prominent representative for this idea.
As some aspects of the OpenGL specification are hard to handle by the GL network
stream architectures, hybrid architectures as OpenSG [VBRR02] emerged. Here, the
data for OpenGL specific code is reproduced by a datalocking mechanism during the
application run. The specific rendering code is distributed beforehand as part of a
server instance. This results in a mirrored scene graph structure where the rendering
code is mirrored across a cluster. This approach needs extensive tool support, though,
but benefits from the existence of computational resources on the cluster nodes. The
application code that influences the state of the rendering code, however, runs only in
one copy on a client in the cluster.
Other approaches mirror the complete application, for example ViSTA [AK08] or NetJug-
gler [AGL+02], as part of the VRJuggler [JBBCN98, BJH+01] VR environment. Here,
interaction data is mainly mirrored, as well as steering events of the application run.
Some hybrid examples do scene graph replication on the one hand and interaction dis-
tribution on the other hand in a single framework, for example [SG03, SFLS00, ?].
As a common trend, currently PC-based hardware emerges that on the one hand offer
much computational power, e.g., by multi-core architectures, and more than one graphics
board subsystem, for example the NVidia Tesla architecture [NVi08]. This is a promising
alternative to the network-based synchronization methods, although it resembles much
of the spirit of the graphics workstations that were supposed to be superseded by PC
cluster architectures.
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5.4 Chapter Summary
This chapter presented the foundation for a master-slave cluster rendering approach for
the rendering of an interactive VR visual-acoustic application inside of an immersive
display. The data distribution algorithm for a PC cluster environment was outlined
and optimized. Here, the straightforward implementation was optimized by a frame
interleaving approach which again was improved by the event interleaving rendering.
While the frame interleaving already allows to utilize the complete frame time for the
application, even when using PC cluster distribution, the latter introduces the lowest
latency possible for the master-slave approach, due to a tighter synchronization of the
mirrored state machines of the application loop. Additionally, the coupling of this visual
rendering system to a concurrent acoustic reproduction system was described and latency
measurements for the additional data transmission in the distributed setup were taken
and analyzed. The measurements showed that by today’s standards the overhead and
additional network latency is tolerable and enables a good synchronicity between the
visual and the acoustic rendering during normal operation.
However, the synchronization is not based on a shared world clock but relies on average
timings and good behavior of the concurrent state machines. A synchronization based
on a hardware implemented world clock can still be mandatory for fine grained control,
e.g., during the reproduction of speech with synchronized lip movements of avatars. The
implementation of tighter synchronization schemes was not the focus of the VirKopf
project, though. The cluster rendering technology presented here is a stable basis with
manageable latency to research on more elaborated synchronization strategies in the
future.
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SUMMARY AND CONCLUSION
This thesis provides a comprehensive approach to the creation of multi-modal Virtual
Environments with high requirements on low latencies, abstract and flexible, yet real-
time capable interfaces for device data handling and versatile application support mech-
anisms. In that sense it offers a stable software and conceptual basis for the development
of appealing multi-modal environments.
The ”Virtueller Kopfhörer” (VirKopf) system is a representative of a demanding multi-
modal environment that was developed as a joint research project between the Institute
of Technical Acoustics (ITA) and the VR Group at the Department of Computer Science
at RWTH Aachen University. It features binaural acoustics, which enables the placing
of virtual sounds at arbitrary 3-D positions within the scene, even very close to the
user’s head. Headphone-less reproduction is supported by dynamic crosstalk cancellation
(CTC), and the whole system is designed for immersive CAVE-like environments. As a
cost for this comprehensive system, the requirements for a precise setup and accurate
data processing have to be respected very carefully. For example, delivering the correct
tracking data with a low latency is most crucial for the successful application of the
dynamic CTC. A misalignment between the real and the assumed position of the user’s
ears of above 1 cm is enough to cause audible artefacts for the listener, disrupting the
3-D impression of the auralized scene. This is a severe constraint, as practically the
runtime of the sound waves from the loudspeakers to the user’s ears can take several
milliseconds, and this can not be compensated by faster tracking hardware.
Predictive tracking can be used to estimate a future position of the user’s ears based on
observations from the past. However, these algorithms can not forecast arbitrarily into
the future and a low latency system support is a mandatory precondition for a successful
125
CHAPTER 6. SUMMARY AND CONCLUSION
application. Low latency processing is not only important for the VirKopf system, but
a general requirement on VR software.
Starting with that claim, a generally applicable low latency device driver and data
processing layer for VR systems was developed in this thesis. This was needed, as
no currently available VR system is capable of guaranteeing low latency access, data
consistency and scalability in a multi-threaded setup.
The Low Latency Data Exchange (LLDx) algorithm was proposed as an integral part
of this layer. It enables the ultra low latency data exchange between concurrent com-
ponents. The algorithm is especially tailored towards modern multi-core computing
architectures. This enables the parallel access to device data by different components of
the VR system without an increase in latency, for example due to locking. As VR sys-
tems are inherently parallel, this is a major benefit. The core idea of the LLDx algorithm
is to avoid reader and writer conflicts by using partitioned ring buffers and non-blocking
synchronization primitives. The LLDx works on constant size memory which is bene-
ficial for cache utilization on multi-core machines. In addition to that, the ring buffer
approach allows to access device data as a time series, or history, which is mandatory
for advanced interaction in Virtual Environments. With the approach developed here,
all device data is recorded using the LLDx algorithm, so cross-modal data queries are
possible and all data is available at the maximum delivery rate of a device and is not
bound by the sampling rate of the application.
On top of the history processing, device data is accessible by a reflective interface using
transcoders. This can be used for sophisticated system setups or declarative configura-
tion of interaction algorithms. A suggestion to model the basic interaction layer of a
VR application on top of a register approach in combination with data flow processing
was outlined. The advanced software engineering for the modeling of device drivers as
proposed here allows a high level of abstraction and a versatile embedding into existing
VR systems and applications.
With this technology at hand, the problem of estimating the current position by using
predictive tracking was approached. Before the actual algorithm for adaptive tracking
was outlined, a review of the severeness of the problem of misalignment was taken. For
that, a slot model was established that describes the different possible scenarios from a
best-case to a worst-case assumption about the application time of the tracking data.
The result is drastic: although human motion inside a CAVE-like environment is limited
by the physical bounds of the device, the signal of a 60 Hz tracking is not accurate enough
to avoid a misalignment above 1 cm for the head tracking of a moving user, even for a
best-case scenario.
As a remedy, an adaptive version of the Double-Exponential Smoothing (DES) predic-
tive tracking algorithm was proposed. The DES algorithm has the advantage of being
calculated within a microseconds range, and having only a single scalar as input param-
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eter. The key idea on the adaptive version of the DES prediction is to use a window
of the local acceleration values of the tracking sensor in order to modify the prediction
parameter during runtime. The heuristic is straightforward. Fast movement will lead to
a fast change of the impact of more current tracking values, whereby constant and slow
acceleration will equally weigh old and new tracking data.
Nine typical CAVE-environment movement classes have been inspected in order to show
the effect of the adaptation. Hereby, real world data was used as it is delivered during a
normal application run. With the developed adaptation scheme it is possible to reduce
the mean positional misalignment below the 1 cm threshold when extrapolating the
currently available data 32 ms into the future. This is the average-case prediction time
for the VirKopf setup.
The driver layer and the prediction algorithm can be regarded as black-box system
services that are used to write multi-modal VR applications on a general level. However,
for the development of visual-acoustic applications, a declarative interface was designed
in this thesis as a part of the VirKopf system. Its purpose is to control the auralization
system by a VR application. The interface outlines a distributed system, where the
application ties a visual as well as an acoustic simulation component together, offering
means for their state synchronization. This thesis defined the coupling of the components
by a protocol layer in a network environment. The costs for the loose coupling and the
usage of a network layer were inspected. This examination reveals that the construction
allows real-time processing.
On top of this protocol, an application model was defined for the specific implementation
of multi-modal virtual environments. This application model uses a set of communicat-
ing agents as a base metaphor. The agents can be dynamically associated to a set of
multi-modal properties which are used for advanced modeling of the virtual world. In-
teraction data is injected and processed into the application by the register and data
flow net approach as proposed in the device driver architecture.
The highest level of immersion currently available is by the usage of CAVE-like envi-
ronments. These surround projection systems are nowadays driven by PC cluster tech-
nology. Here, not only fast processing and distribution of data on the cluster is needed,
but also the synchronicity of the presentation is crucial. This thesis proposed the event-
interleaved master-slave cluster rendering as a low latency distribution scheme. It enables
the tight interlock of the distributed code on a PC cluster by asynchronous transmis-
sions of state synchronization events. Additionally, this work presents a software-based
swaplock mechanism using net barriers. This solution leaves only the rendering and
simulation time as sources of latency in a clustered setup.
Still, there are some closely related open topics for future work that can be addressed.
The underlying device driver architecture offers a flexible layer to tailor custom advanced
interaction code. Future research on interaction algorithms can inspect deeper usage of
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the cross-modal history processing. Especially the constraints on the design, and usage
of the register and publish-subscribe mechanism for the development of reusable and
abstract interaction is interesting.
The above applies for generally applicable interaction metaphors as well as specifically
designed interaction for the dynamic modeling of virtual rooms and the study on the
change of the sound field in those rooms. In order to support this more comprehensively,
the VirKopf coupling interface has to be flexible with respect to geometrical changes,
for example the modification of vertices of the acoustic room model or the replacement
of a set of faces and wall materials.
An open topic for the enhancement of the adaptive tracking algorithm is the development
and evaluation of the prediction of the rotation of a tracking sensor. Additionally, the
impact on the channel separation for the dynamic CTC has to be evaluated under real
world conditions.
A general extension to the application framework on top of the VirKopf system is a
broader support of physically-based modeling techniques, which enhances the plausibil-
ity of the visual-acoustic scene. Especially, natural interaction with virtual objects is
promising, as well as the on-line synthesis of anechoic signals for the audio rendering, for
example noise which is produced by objects falling on the floor. The agent system will
profit from physics support as part of the cognition process. Other system infrastruc-
ture, for example way-finding, has to be implemented as component of the simulator to
allow a better interaction of the agents with the user and the virtual world.
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APPENDIX A
VR TOOLKIT COMPARISON
The VR toolkit comparison tries to classify most of the currently used VR toolkits which
are available for code inspection or are described by a scientific paper with respect to
their device driver architecture. It thereby uses the model that is described in Chapter
2 as a foundation.
The single blocks of the comparison comprise the decoding, transcoding, transforming
and application. It was tried to capture the possibilities or the supporting structures of
the individual toolkit. The comparison is given as a table, where the meaning of the
columns is as explained in the following.
Decoding
• ”. . . driver decodes to individual driver needs . . . ”. This phrase means that any
data that can be delivered by a device can be acquired at the driver’s interface.
• ”. . . decodes to internal representation . . . ”. Indicates that the driver data is already
transcoded to a representation, practically implementing explicit functional access
with know return type interface, cp. Section 2.5.
• ”. . . decodes to {axes, buttons, you name it} . . . ” Similar to the phrase of decoding
to an internal representation, although more specific.
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Transcoding
As the transcoding defines how the device data is actually transported to the system
layer, the description tries to capture the main ideas about the toolkit interface. Main
aspects are as follows.
• The approach distributes device data, for example over network or shared memory
• Device data is shared by accessing of proxy structures, for example virtual devices
with a constrained interface.
• Whether the approach does support transcoding or not
Transform
For a VR toolkit, special support of a transforming of device data is a precondition for
device abstraction. However, the level of support for transformation varies widely, for
example from the application of simple transformation matrices over the definition of
distinct frames of references up to complete declarative data flow network support.
• ”. . . transforming is application dependent . . . ” This indicates that the VR toolkit
merely leaves the application programmer with the decision about how and when
to transform the data.
• ”. . . transforming is implemented by filters . . . ” Some toolkit supply a simple form
of transforming, usually by chaining filters in a list. Support, though, may differ
between simple matrix multiplications and dynamic filter interfaces for a pipes and
filter implementation.
• ”. . . transforming supported for high level interaction . . . ” Refers to the tendency
for some implementations to allow a plug-interface for example for navigational
tasks. In these contexts, the outcome of a transformation is fixed, but the input
and technology of transforming may vary.
Application
The application stage determines how new data is finally brought into the processing of
the target implementation.
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• ”. . . uses publish-subscribe / callback . . . ” This indicates support for a push-
interface from the driver level to application level, which pushes new data into
the application when it is ready.
• ”. . . virtual devices / metaphors . . . ” The toolkit supports high level entities for
interaction which can be connected to drivers as data source.
• ”. . . supports poll interface . . . ” The application has to determine when to query
for new device data and how to apply that into the application processing.
Code, Paper and Remarks
This column in the table indicates whether source code was available for inspection or
not. If source code was inspected, the revision of the code is given in this column,
too. When a scientific paper was available, this was inspected as addition or instead of
source code. If the paper showed significant differences to the implementations, this was
noted in the remarks column. The remarks column gives additional information that is
not well fit with the main aspects of the driver architecture or interesting background
information.
Driver repository and history
A part of the management layer of a driver architecture is constituted by a driver repos-
itory, which is a central access point for devices and interfaces for their management.
As not all toolkits support that, it is explicitly listed in the comparison. Additionally,
the support for driver level histories was inspected. In case there was partial support of
a concept close to histories, this was noted as well.
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