We propose a weaker condition for multiplicative unitary operators related to quantum groups, than the condition of manageability introduced by S.L. Woronowicz. We prove that all the main results of the theory of manageable multiplicative unitaries remain true under this weaker condition. We also show that multiplicative unitaries arising naturally in the construction of some recent examples of non-compact quantum groups satisfy our condition, but fail to be manageable.
Introduction
The theory of multiplicative unitary operators initiated by S. Baaj and G. Skandalis in [2] has played a central role in the modern approach to quantum groups. A unitary operator W ∈ B(H ⊗ H) is called multiplicative if it satisfies the pentagon equation (cf. [2] ):
W 23 W 12 = W 12 W 13 W 23 .
(1.1)
However this condition alone does not guarantee that W is a multiplicative unitary related to a quantum group. S. Baaj and G. Skandalis proposed a condition called regularity which unfortunately did not fit all applications (cf. [1] , Proposition 4.2). In [5] the condition of regularity was replaced by another one called manageability. In [3] it is shown that all quantum groups possess a manageable multiplicative unitary which is called the KacTakesaki operator.
As one might expect the manageability condition is often difficult to check in particular examples. Moreover the natural choice for the multiplicative unitaries in specific examples like the quantum "ax + b" and "az + b" groups turns out not to be manageable (cf. [6] , [7] and Section 5).
The aim of this paper is to weaken the manageability condition in such a way that it suits the above mentioned examples (cf. Section 5) . The condition we propose is the following: let H be a Hilbert space and let W ∈ B(H ⊗H) be a multiplicative unitary. We will suppose that there exist two positive selfadjoint operators Q and Q on H with ker Q = ker Q = {0} and a unitary W ∈ B(H ⊗ H) such that
for all x, z ∈ H, y ∈ D(Q −1 ) and u ∈ D(Q). We hereby take opportunity to change the name "manageable" and we shall call a multiplicative unitary satisfying the above condition a modular multiplicative unitary. The modularity is reflected in the existence of the scaling group and the polar decomposition of the coinverse (cf. Theorem 2.3).
In case Q = Q we retain manageability and in particular any manageable multiplicative unitary is modular. It turns out that all the results obtained in [5] are true with these weaker assumptions. One may try to adapt the proofs from [5] to this new situation, however we encountered some difficulties with this programme. Instead we will construct a new multiplicative unitary (on a different Hilbert space) which is manageable and describes the same quantum group.
In Section 3 we will use an auxiliary separable Hilbert space K and a pair (r, s) of closed operators acting on K such that s is selfadjoint, r is positive selfadjoint and
An example of such a pair (r, s) on K = L 2 (R) can be obtained by taking
and letting r be the analytic generator of the translation group:
Let us briefly recall the leg numbering notation which we already used in (1.1). Suppose H is a Hilbert space and T is an operator in H. Then by T k we shall denote the operator
A more sophisticated version of this notational convention applies to operators acting on a tensor product of H with itself. Let U ∈ B(H ⊗ H). Then U kl denotes the operator acting as U on the k-th and l-th copies of H sitting inside H ⊗n and as identity on all remaining copies of H in H ⊗n . We say that this operator has legs in the k-th and l-th factors of the tensor product H ⊗n . We will also be using this notation when dealing with tensor products of different Hilbert spaces.
Let H be a separable Hilbert space and let H be the complex conjugate of H. For any x ∈ H the corresponding element of H will be denoted by x. Then H ∋ x → x ∈ H is an antiunitary map. In particular (x y) = (y x) for any x, y ∈ H. 
and
for all x, z ∈ H, u ∈ D(Q) and y ∈ D(Q −1 ).
We begin with an analogue of Proposition 1.4 of [5] . It shows that the dual multiplicative unitary (cf. [2] ) of a modular multiplicative unitary is modular. The operators Q and Q exchange their positions. 
For any
3. The multiplicative unitary W = ΣW * Σ is modular.
Proof: The proof is almost the same as that of Proposition 1.4 of [5] . The necessary modifications are so easy that we present only the proof of Statement 3 as an example. It is obvious that W commutes with Q⊗ Q. Moreover introducing the unitary W = Σ W * Σ ⊤⊗⊤ we have:
for any x, z ∈ H, u ∈ D( Q) and y ∈ D( Q −1 ). Indeed: using in the fourth step formula (2.3) we obtain
and (2.4) follows. It shows that W is modular. Q.E.D.
Now we will present the main result of the paper.
Theorem 2.3 Let H be a separable Hilbert space and let W ∈ B(H ⊗ H) be a modular multiplicative unitary. Define
A = (ω ⊗ id)W : ω ∈ B(H) * norm closure , A = (id ⊗ ω)W * : ω ∈ B(H) * norm closure .    (2.5) Then 1. A and A are nondegenerate separable C * -subalgebras in B(H). 2. W ∈ M A ⊗ A .
There exists a unique
∆ ∈ Mor(A, A ⊗ A) such that (id ⊗ ∆)W = W 12 W 13 . (2.6)Moreover (i ) ∆ is coassociative: (∆ ⊗ id) • ∆ = (id ⊗ ∆) • ∆, (ii ) ∆(a)(I ⊗ b) : a, b ∈ A and (a ⊗ I)∆(b) : a, b ∈ A are linearly dense subsets of A ⊗ A.
There exists a unique closed linear operator κ on the Banach space
iii ) the operator κ admits the following polar decomposition:
where τ i/2 is the analytic generator of a one parameter group {τ t } t∈R of * -automorphisms of the C * -algebra A and R is an involutive normal antiautomorphism of A, (iv ) R commutes with automorphisms τ t for all t ∈ R, in particular D(κ) = D(τ i/2 ), (v ) R and {τ t } t∈R are uniquely determined.
We have
where σ denotes the flip map σ :
6. Let W and Q be the operators related to W as in Definition 2.1. Then
Apart from Statement 5 the conclusion of Theorem 2.3 is the same as that of Theorem 1.5 of [5] . The only difference lies in the weaker condition imposed on W .
The modified multiplicative unitary
In this section for a given modular multiplicative unitary W acting on H ⊗ H we shall construct unitary
Let us notice that
Indeed: for any t ∈ R we have
and (3.2) follows. Using the same method one can easily check that (2.1) implies that
Now we can define a unitary operator
Notice that
where α and β are injective unital and normal * -homomorphisms to both sides of the last equality and use (3.1) to obtain (3.8) which proves that W M is a multiplicative unitary.
In order to prove manageability of W M we have to construct the operators required by Definition 1.2 of [5] . Let Q M = r ⊗ Q (3.11) and
Using selfadjointness of r, the equation (2.1) and the fact that operators with different legs commute we obtain: 
We have thus checked that W M satisfies all the conditions of Definition 1.2 from [5] . Q.E.D.
We are now free to use the theory presented in [5] . All objects constructed for W M with help of Theorem 1.5 of that paper will be denoted by letters with a subscript M. For example
We also have ∆ M , κ M , {τ Mt } t∈R and R M .
Proof of Theorem 2.3
Ad 1. We know that A M and A M defined by (3.12) are nondegenerate separable C * -subalgebras of B(H M ). Recall that α and β are ultra-weakly continuous injections of B(H) into B(H M ). Therefore for any normal functional ω on B(H) there exits Φ,
Keeping this fact in mind, remembering the definitions (2.5) and formula (3.5) we have
Similarly we prove that
Now it is easy to see that A and A are nondegenerate separable C * -subalgebras in B(H).
and it follows that W ∈ M A ⊗ A . 
Remark. Despite a fairly complicated way of introducing the comultiplication on A we can still recover formula (5.1) of [5] i.e.
for all a ∈ A (cf. [2] , Théorème 3.8). Indeed: take a = (ω ⊗ id)W then using (2.6) and (1.1) we obtain
For an arbitrary a ∈ A we use the continuity argument. This also proves the uniqueness of ∆. Ad 4. Since β is an isomorphism A → A M we can define κ = β −1 κ M β. Now it is important to notice (cf. the proof of Statement 1) that
Then first of all it follows from (4.2) that
Furthermore for ω ∈ B(H) * we have ω = Φ • α for some Φ ∈ B(H M ) * and using (4.2) we get
Since (Φ ⊗ id)W M : Φ ∈ B(H M ) * is a core for κ M we see that (ω ⊗ id)W : ω ∈ B(H) * is a core for κ. Now setting
we see that assertions (i ) -(v ) follow directly from analogous statements for A M , κ M , R M and {τ Mt } t∈R (cf. [5] , Theorem 1.5, Statement 4.) and the fact the β is a normal * -isomorphism of A onto A M . Ad 6. We know (cf. [5] , Theorem 1.5, Statement 5) that for any a M ∈ A M and any t ∈ R
Thus formula (i ) follows from the first line of (4.3), (4.4), (3.11 ) and the definition of β.
From the results of [5] (formula (1.14)) we know that
where
It is easy to check that
Finally recall that from the definition of R (4.3) it follows that
Now taking into account (4.6) and (4.5) and using (3.5), (4.7) and (4.8) we obtain
which gives formula (ii ). Ad 5. Recall (cf. [5] , Theorem 1.5, Statement 5 and formula (5.1)) that for any
Proof: Take µ, ν ∈ B(H) * and denote by ν * µ the normal functional (µ ⊗ ν) • ∆. Now using (2.6) and the fact that T defined in Proposition 4.1 is antimultiplicative we compute:
Now since functionals of the form µ ⊗ ν separate elements of B(H ⊗ H) we obtain (4.9). Q.E.D.
We will use formula (4.9) to prove assertion (ii ) of point 5 of our theorem. Applying * to both sides of (4.9) we get (id ⊗ ∆) W * = W * 12 W * 13 . Applying (ω • ⊤ ⊗ id) to both sides of (4.11) and taking into account (2.5) we obtain formula (ii ).
Applications
In this section we will briefly present two examples of quantum groups whose naturally occurring multiplicative unitaries are modular, but not manageable. These groups are the quantum "ax + b" and "az + b" groups constructed in [7] and [6] respectively. The algebras A x and A z of continuous functions vanishing at infinity on these groups are generated ( 
