Abstract. This paper gives methods to describe the adjoint orbits of G(Ór) on Lie(G)(Ór ) where Ór = Ó/Ô r (r ∈ AE) is a finite quotient of the completion Ó of the ring of integers of a number field at a prime ideal Ô and G is a closed -subgroup scheme of GL n for an n ∈ AE such that the Lie ring Lie(G)(Ó) is quadratic. The main result is a classification of the adjoint orbits in Lie(G)(Ó r+1 ) whose reduction mod Ô r contains a ∈ Lie(G)(Ór ) in terms of the reduction mod Ô of the stabilizer of a for the G(Ór )-adjoint action. As an application, this result is then used to compute the representation zeta function of the principal congruence subgroups of SL 3 (Ó).
1. Introduction 1.1. Main results. Let G be a smooth closed -subgroup scheme of GL n for some n ∈ AE. Let k be a number field with ring of integers O. Let Ó be the completion of O at a non-zero prime ideal Ô O such that the map G(Ó) → G(Ó/Ô r ) given by the reduction mod Ô r is surjective for all r ∈ AE. By Hensel's lemma this happens for all but finitely many prime ideals of O (see [18, Chapter II, Proposition 4.1]). Let π be a uniformizer for Ô and identify the residue field Ó/Ô with q . For convenience of notation, in what follows we shall set Ó r = Ó/Ô r . Definition 1.1. Let r ∈ AE and a ∈ Lie(G)(Ó r ). We define the (group) shadow Sh G(Ór) (a) ≤ G( q ) of a to be the reduction mod Ô of the group stabilizer of a for the adjoint action of G(Ó r ) on Lie(G)(Ó r ). Analogously, the Lie shadow Sh Lie(G)(Ór) (a) ≤ Lie(G)( q ) of a is the reduction mod Ô of the centralizer of a in Lie(G)(Ó r ). tr(XY ) on Lie(G)(Ó). Another comparatively easy example is the class-2 free nilpotent group on 3 generators: it is the unipotent -group scheme associated with the class-2 free nilpotent -Lie lattice on 3 generators Ò 3,2 . The Lie lattice Ò 3,2 ⊗ Ó is quadratic for almost all primes Ô (see [5, Theorem 6 
.1 (v)]).
The first main result concerns adjoint orbits in Lie(G)(Ó r ).
Theorem A. Let r, a and G be as in Assumption 1.3. The set of G(Ó r+1 )-adjoint orbits in Lie(G)(Ó r+1 ) containing a lift of the element a is in one to one correspondence with the set of orbits for the co-adjoint action of Sh G(Ór) (a) on Hom q (Sh Lie(G)(Ór) (a), q ).
In case G = GL n and r = 2, Theorem A is [17, Theorem 1] . Indeed, as proved in [17, Lemma 6] for any n × n matrix over q there is an n × n matrix over Ó 2 with the same shadow lifting it. With the further hypothesis of the existence of a lift with the same shadow (cf. Assumption 1.3), the proof of Theorem A generalizes the strategies adopted by Jambor and Plesken in [17] .
The second main result describes the shadow of a lift:
Theorem B. Let r, a and G be as in Assumption 1.3. Let x ∈ Lie(G)(Ó r+1 ) be a lift of a ∈ Lie(G)(Ó r ), and let the orbit of x for the action of G(Ó r+1 ) be represented by the orbit of c ∈ Hom q (Sh Lie(G)(Ór) (a), q ) in the one to one correspondence of Theorem A. Then
where Stab Sh G(Ór ) (a) (c) is the stabilizer of c for the dual of the Sh G(Ór) (a)-adjoint action on Sh Lie(G)(Ór) (a).
The third main result is a quantitative statement about the number of lifts of a matrix. Let d = dim q Lie(G)( q ).
Theorem C. Let r, a and G be as in Assumption 1.3. Let S = Sh G(Ór) (a) and let T be the shadow of a lift of a to Lie(G)(Ó r+1 ). Let × = Sh Lie(G)(Ór) (a) and λ = |{c ∈ Hom q (×, q ) | Stab S (c) ∼ = T }|, where Stab S (c) is defined as in Theorem B. Then the number of lifts of a with shadow isomorphic to T is equal to
The fourth main result is an application of the previous main results to representation zeta functions. Let G = G(Ó) have finite abelianization (FAb for short) i.e. |G/[G, G]| < ∞. By [2, Proposition 2.1], G is (representation) rigid i.e. the number r i (G) of continuous complex i-dimensional irreducible representations is finite for each i ∈ AE. Its representation zeta function is the Dirichlet series
Theorems A and B are used to obtain the following result.
Theorem D. Let Ó be a compact discrete valuation ring of characteristic 0 whose residue field has cardinality q > 2 and characteristic p = 3. Then for all m ∈ AE such that the m-th principal congruence subgroup SL (1 − q 1−2s )(1 − q 2−3s )
where u(X) = X 3 + X 2 − X − 1 − X −1 .
Here the m-th principal congruence subgroup of G(Ó) is the kernel of the reduction modulo Ô m , i.e. G m (Ó) = ker (G(Ó) → GL n (Ó/Ô m )) .
This result already appeared as part of [2, Theorem E] and was obtained again in [3] by different methods. In [2] the representation zeta function is expressed as a Poincaré series, which is then computed with Ô-adic integration. In [3] the authors give an expression of the representation zeta function in terms of certain shadow-similarity class zeta functions defined in [3, Definition 5.14] . Our approach is a hybrid of these previous two, i.e. we use shadows in order to compute the Poincaré series in [2] . There are three main ideas. The first one is that shadows may be related to kernels of a commutator matrix, this is shown in Proposition 4.4 and exemplified in Section 4.3.4. The second idea is new and is that the previous concept may be applied recursively to write a streamlined formula for the Poincaré series in [2] . This is the content of Section 4.2 and culminates in (4.3). The last main idea is also new and is that (4.3) may be further simplified discarding the differences among regular shadows (cf. Section 4.3.2). See also Remark 4.11 for a more detailed comparison between our methods and the ones in [3] .
1.2. Background and motivation. In order to contextualize the main results of this paper and provide motivation for them, we now make a brief digression summarizing some known results on similarity classes.
When considering matrices over a field, the similarity classes are characterized by rational (or Frobenius) canonical forms (see Dummit and Foote [13, Section 12.2] ). When the base ring is not a field, even over or its finite quotients, canonical forms are no longer available; nonetheless, over the years, many notable results have been proved. In [8] Davis showed that, for a rational prime p and ℓ ∈ AE, two matrices in Mat n ( /p ℓ ), which are zeroes of a common polynomial whose reduction modulo p has no repeated roots, are similar if and only if they are similar modulo p. In a similar flavour and generalizing a result of Suprunenko [25] , Pomfret showed that, over finite local rings, invertible matrices of order coprime to the residue field characteristic are similar if and only if their reductions modulo the maximal ideal are similar (see [22] ).
Another source of insights comes from the solution of the conjugacy problem for arithmetic groups achieved by Grunewald and Segal. In [15] Grunewald gave a method to determine if two matrices in GL n (É) are conjugate by an invertible matrix over . The same author and Segal, described in [16] a more general algorithm to decide whether two elements of an arithmetic group are conjugate. For traceless 3 × 3 matrices over , Appelgate and Onishi gave in [1] an independent solution to the problem, giving a more effective algorithm to determine whether two matrices of SL 3 ( ) are similar.
For 3 × 3 matrices over /p ℓ (ℓ ∈ AE) -and slightly more generally over a finite quotient of a discrete valuation ring A modulo a power of its maximal ideal I -the first attempts of classifying the conjugacy classes date back at least to Nechaev [20] , where the similarity classes in Mat 3 ( /p 2 ) are described. Pizarro in [21] gave a complete classification for matrices over finite quotients of discrete valuation rings. More recently, in [4] Avni, Onn, Prasad and Vaserstein have extended the classification of Nechaev classifying similarity classes of 3 × 3 matrices over all finite quotients of A. This classification is explicit enough to allow them to enumerate the similarity classes in Mat 3 (A/I ℓ ) and the conjugacy classes of GL 3 (A/I ℓ ) for ℓ ∈ AE (see [4, Theorem 5.2] ).
Even for ℓ = 2, the conjugacy problem for matrices in Mat 4n ( /p 2 ) contains, according to Nagornyȋ [19, Section 4] , the matrix pair similarity problem, which, according to Drozd [11] , is wild for general n. Nevertheless recent striking results have been obtained for similarity classes of matrices of arbitrary size over a local principal ideal ring of length 2. Let R be such a ring with residue field F of cardinality t. First, if R ′ is another local principal ideal ring of length 2, Singla [24] has shown that there is a canonical bijection between irreducible representations of GL n (R) and of GL n (R ′ ). In particular the number of conjugacy classes of these two groups is equal and only depends on the characteristic of the residue field. Second, Jambor and Plesken have proved that the similarity classes in Mat n (R) whose image over the residue field F is the similarity class of a ∈ Mat n (F) are in one to one correspondence with the orbits of group centralizer C GL n (F) (a) acting on the F-linear dual of the commuting algebra C Matn(F) (a). More recently, Prasad, Singla and Spallone have formulated and proved an equivalent result phrased in terms of the Ext functor (see [23, Remark 1.1 and Theorem 2.8]). Using this theory, they describe the similarity classes in Mat n (R) for n ≤ 4, together with their centralizers. This allows them to enumerate the similarity classes and the cardinalities of their centralizers as polynomials in t. In particular they show that the polynomials representing the number of similarity classes in Mat n (R) have non-negative integer coefficients.
Zeta functions. When R = A/I
2 , the computations in [23] give the number of similarity classes of Mat n (R/I ℓ ) for ℓ = 2. If ℓ is allowed to vary, natural questions on properties of the number of similarity classes of Mat n (R/I ℓ ) as ℓ tends to infinity arise. Slightly more generally, for an A-group scheme Γ, one studies the asymptotic behaviour of the number of Γ(A/I ℓ )-adjoint orbits in the associated Lie lattice Lie(Γ)(A/I ℓ ). Such questions may be addressed by means of the similarity class zeta function
where a In a similar vein, du Sautoy [12] proves that the zeta function counting conjugacy classes in congruence quotients of compact p-adic analytic groups is rational in p −s . In particular this holds for GL n ( p ), establishing that there is a linear recurrence relation among the numbers of conjugacy classes of the groups GL n ( /p ℓ ) (ℓ ∈ AE). More recently, Berman, Derakhshan, Onn and Paajanen have proved an analogous result for Chevalley groups over complete discrete valuation rings with sufficiently large residue field characteristic (see [6, Theorem C] ).
Another interesting application of classifying adjoint orbits in Lie(Γ)(Ó) is computing representation zeta functions. Classes of groups for which these have been studied so far comprise arithmetic groups and their principal congruence subgroups. For what concerns principal congruence subgroups of special linear groups, the Kirillov orbit method -when applicable -is a powerful linearization technique that relates irreducible representations and similarity classes. In [3] Avni, Klopsch, Onn and Voll use the classification of adjoint orbits in Ð 3 (Ó) and Ù 3 (Ó) to compute the representation zeta function of principal congruence subgroups of SL 3 (Ó) and SU 3 (Ó) in the same hypotheses of Theorem D.
1.3. Organization of the paper. We start off in Section 2 with a quick introduction to the vocabulary of group schemes over , contextualizing this topic to the main purpose of the paper. We introduce a Lie theory for group schemes and the exponential map for closed subgroup schemes of GL n . All results contained in this section are well known to the experts but difficult to find in the literature from a unique source; we therefore, for the sake of completeness, included them here. Section 3 introduces our version of the similarity class invariant called the shadow. We use it to generalize results of Jambor and Plesken (see [17] ) and obtain Theorems A and B, from which Theorem C is then deduced. The section ends with a refinement of Theorem C for special linear groups that is more suited to be used in the subsequent computations. Section 4, finally, is concerned with applying the results in Section 3 to the computation of representation zeta functions.
1.4. Notation. We denote by AE the set of the positive integers {1, 2, . . . }, while AE 0 = {0, 1, 2, . . . } are the natural numbers. Analogously, for n ∈ AE we set [n] = {1, . . . , n} and [n] 0 = {0, . . . , n}. In this work, p is a rational prime. The field of p-adic numbers is denoted by É p and the ring of p-adic integers by p .
The group of units of a ring R is R * . We introduce a similar notation for nontrivial Ó-modules as follows. Given such a module M , we write M * = M Ö ÔM. For the trivial Ó-module we set {0} * = {0}.
If R is a ring we write R T for the ring of formal power series in T . For m ∈ AE and f ∈ R T , f mod T m denotes the class of f in the quotient ring R T /T m .
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Group Schemes

2.1.
Preliminaries on group schemes. An (affine) group scheme G over (or -group scheme) is a -group functor that is representable when considered as a functor from Rng to Set. A -subgroup scheme is a subscheme of a -group functor that is also a group scheme in its own right. What follows is a summary of some basic concepts in the theory of groups schemes. We refer to [26] for an introduction to group schemes and to [9] for a more advanced treatment.
2.1.1. The Lie algebra of a group functor. Let R be a ring, if R[T ] is the algebra of polynomials in T with coefficients in R, we write ε for the class of T mod T 2 and R(ε) for the quotient algebra R[T ]/T 2 . We have a decomposition R(ε) = R ⊕ εR and homomorphisms i : R → R(ε), proj : R(ε) → R defined by i(1) = 1 and proj(1) = 1, proj(ε) = 0, such that proj
Let G be a group scheme over . The homomorphisms i and proj define homomorphisms
By [9, II, §4, 4.1] Lie(G)(R) has the structure of an R-lattice (i.e. a free R-module of finite rank). When no risk of confusion exists, by abuse of notation, G(i) and G(proj) will also be denoted by i and proj.
2.1.2.
The linear group. We now introduce a very important example of -group scheme, namely the (general) linear group. If V is a -module (i.e. an abelian group) and R is a ring, L(V ⊗ R) denotes the monoid of all endomorphisms of the R-module V ⊗ R. We define a -monoid functor End(V ) by setting
The linear group of V , denoted by GL(V ), is the largest subgroup functor of End(V ). The discussion in [9, II, §, 2.4] shows that End(V ) is an affine scheme over when V is a free finitely generated abelian group. If V = n , we write GL n = GL(V ).
2.1.3. The adjoint action. The group G(R) acts on Lie(G)(R) in the following way: let g be an element of G(R) and x ∈ Lie(G)(R), we set
Writing GL(Lie(G)) for GL(Lie(G)( )) we may define a homomorphism
which is called the adjoint action of G. This in turn defines a homomorphism
by means of which one defines [x, y] = ad(x)(y) for all x, y ∈ Lie(G)(R). This gives Lie(G)(R) the structure of an R-Lie lattice (i.e. an R-Lie ring that is also a free R-module of finite rank). For convenience of notation, we shall write
Exponential map.
The goal of this section is to introduce the exponential map on Lie(G)(Ó). We need some notational conventions first. It is customary to write the group law of Lie(G) additively; we inherit the following notation from [9] . If S is an R-algebra and α is an element of S of vanishing square, then there is a unique R-algebra homomorphism R(ε) → S sending ε onto α. The image of x ∈ Lie(G)(R) under the composite homomorphism
will be written e αx . Thus in G(S) we have e α(x+y) = e αx e αy for x, y ∈ Lie(G)(R). The following proposition introduces the exponential map in characteristic 0 and is inspired by [9, II, §6, 3.1]. We borrow from there the following convention: given a linearly topologized and complete R-algebra S, and a topologically nilpotent element t of S, we write f (t) for the element of G(S) which is the image of f (T ) ∈ G(R T ) under the continuous morphism of R T into S sending T onto t. Therefore for instance, we shall have
Proposition 2.1. Let R be a ring with char R = 0 and let G be an affine group scheme over . Then for each
Proof. An analogue of this result is proved in [9, II, §6, 3.1] when G is a (not necessarily affine) group scheme over a field K of characteristic 0 and R is a Kalgebra. The argument there only uses that the base ring is a field to deduce that the group scheme is separated. Since G is affine here, it is separated as a group scheme over . The rest of the proof goes through mutatis mutandis as in loc. cit. £ 2.2.1. Closed subgroups of the linear group. We shall now focus on a particular type of group schemes: closed subgroup schemes of the linear group. From this point onwards G denotes a smooth closed -subgroup scheme of GL n (n ∈ AE). By [9, II, §4, 4.12] and references therein, Lie(G)(R) may be identified with the R-Lie sublattice of all x ∈ End( n )(R) such that id +εx ∈ G(R(ε)). With this identification, the adjoint representation is given by
and Lie bracket is the usual commutator of two matrices.
On the right-hand side, x i (i ∈ AE) denotes the i-fold matrix multiplication of x with itself. Notice, moreover, that [10, Lemma 6.20] ensures that it makes sense to define the formal power series in T on the right-hand side of the equality above.
Proof. Same as [9, II, §6, 3.3] with the fact that G is closed and smooth.
For convenience of notation, when there is no risk of confusion, we shall denote exp r with exp as well. Following the same arguments contained in [9, II, §6, 3.4], the uniqueness statement in Remark 2.3 implies the following corollary.
) and we define exp(x) as the image of exp(T x) under the homomorphism Ó r [T ] → Ó r sending T to 1. In practice we may, then, replace T by 1 in Corollary 2.4 obtaining
Proof. We start by observing that if
, so we may replace T with 1 obtaining exp(x) ∈ G(Ó r ). Moreover, by taking the Weil restriction of G (cf. [7, Section A.5]) we may assume, within the proof of this statement, that Ó = p .
Let t be the valuation of the entry of x with the lowest valuation. We observe that, as G(Ó r ) is a group and exp(x) ∈ G(Ó r ), exp(x)
Now, Ó r ∼ = /p r and therefore, for eachā ∈ Ó r and a ∈ such that a ≡ā mod p r , exp(x) a = exp(āx). This implies that exp(p r−t−1 x) = id +p r−t−1 x ∈ G(Ó r ), or equivalently that p r−t−1 x ∈ Lie(G)(Ó r ). The latter is equivalent to x ∈ Lie(G)(Ó r ) and we conclude. 
Adjoint Orbits in Lie Lattices
Let G be a closed smooth -subgroup scheme of GL n as before. We set G = G(Ó) and = Lie(G)(Ó); analogously, for all r ∈ AE, G r = G(Ó r ) and r = Lie(G)(Ó r ). For convenience of notation we writeḠ = G 1 = G( q ) and¯ = 1 = Lie(G)( q ).
We set the following notation: for r, t ∈ AE with r < t, we define θ r : → r r ∈ AE θ r,t : r → t r > t to be the maps defined by reducing modulo Ô r and Ô t respectively. In a similar fashion Θ t,r denotes the reduction modulo Ô r on G t . If a ∈ t for some t ∈ AE, we say that b ∈ θ −1 r,t (a) is a lift of a to r .
3.1. Shadows. Fix r ∈ AE and a ∈ r . We denote the group and the Lie centralizer of a with
respectively. The C Gr (a)-conjugation on C r (a) induces a Sh Gr (a)-action by conjugation on Sh r (a). If
r+1,r (a) and C denotes its G r+1 -orbit, then C ∩θ
r+1,r (a) is an orbit of the action of
3.2. Action of the first principal congruence subgroup. Let Υ be the restriction of Θ r+1,1 to S. Following the approach of [17] , we proceed in two stages: first we consider the orbits for the action of the normal subgroup N = ker Υ S and then we act on them with the factor group S / N = Sh Gr (a). The following analogue of [17, Lemma 5] describes the N -orbits in θ r+1,r (a) in terms of b. Indeed, the latter is a preimage of a for the map θ r+1,r . As any other preimage of a differs from b by an element that is 0 modulo Ô r , it follows that
By Proposition 2.5 an element of N is of the form exp(πy) for some πy ∈ π r+1 . Now we are able to explicitly describe the N -conjugation in θ −1 r+1,r (a). Fix z ∈ r+1 and y ∈ π r+1 . Let also x = b + π r z ∈ θ −1 r+1,r (a) and g = exp(πy). Then
We now show that ad In view of the last remark, we can formulate and prove the following lemma. Proof. Let
where u ′ is the reduction modulo Ô r of u, and let ϕ r be the restriction of Φ r to π r+1 . The map ϕ r : π r+1 → r defines an isomorphism of Ó r -modules. As ϕ r (im πad b ) = im ad a , we have that ϕ r induces an isomorphismφ r of q -vector spaces between π r coker πad b and π r−1 coker ad a .
£
Notation 3.4. For further usage, we fix the the name ϕ r for the restriction to π r+1 of the map Φ r defined in the proof of Lemma 3.3 and we denote withφ r the q -linear isomorphism between π r coker πad b and π r−1 coker ad a induced by ϕ r as explained in the proof of Lemma 3.3. Lemma 3.3 allows us to substitute π r coker πad b with π r−1 coker ad a on which Sh Gr (a) acts with the action induced by the bijectionφ r .
3.3. Action of the factor group. We shall now investigate the action of the factor group S / N = Sh Gr (a) on the set of orbits for the N -action on θ The rulec →Γ r,c defines a Sh Gr (a)-action on π r−1 coker ad a . We shall now show that the Sh Gr (a)-action on π r−1 coker ad a induced byφ r and resulting from the action of S / N = Sh Gr (a) on the set of orbits of the Nconjugation in θ −1 r+1,r (a) is indeed the Sh Gr (a)-action on π r−1 coker ad a described above. Analogously to the approach of [17, Section 2.2], the key to do this is finding a lift b of a with the same shadow. What we mean is made precise in the following definition: Definition 3.6. Let r ∈ AE. We say that b ∈ r+1 is shadow-preserving lift of a when θ r+1,r (b) = a and Sh Gr+1 (b) = Sh Gr (a). We say that is shadow-preserving if, for every r ∈ AE, every x ∈ r admits a shadow-preserving lift. Proof. Let b ∈ r+1 be a shadow-preserving lift of a. Analogously to Definition 3.5 the group Sh Gr+1 (b) acts on π r r+1 by conjugation by lifts. As b is shadowpreserving, this becomes an action of Sh Gr (a) and it induces a Sh Gr (a)-action on π r coker πad b in the same way as Sh Gr (a) induces an action on π r−1 coker ad a . These two actions commute withφ r ; in other words, ifc ∈ Sh Gr (a), the action bȳ c on π r+1,r (a). Let c ∈ Sh Gr (a). Since b has the same shadow as a, we can choosec ∈ C Gr+1 (b) lifting c. In order to see howc acts on π r coker πad b , first we see how it acts on an arbitrary lift of a:
This last equation and Lemma 3.1 imply that the orbit ofc(b+π r x)c −1 corresponds to the class of π rc xc −1 in π r coker πad b . By (3.1), this allows us to conclude. It then suffices to prove the following:
Lemma 3.10. Let be quadratic with non-degenerate ad-invariant symmetric bilinear form B. Then π r−1 coker ad a and π r−1 (ker ad a ) ♯ are isomorphic as q Cmodules.
Proof. Consider the dual map of ad a , i.e. the map ad 
is an isomorphism of Ó r -modules and it induces an isomorphism of q -vector spaces
♯ is a q C-module in a natural way by the dual of the Cconjugation and one checks that, when π r−1 (ker ad ♯ a ) ♯ is equipped with this q Cmodule structure,ᾱ 1 becomes an q C-module homomorphism.
The second step consists in proving that π r−1 ker ad a ∼ = π r−1 ker ad ♯ a as q Cmodules. Indeed, if B is a non-degenerate ad-invariant symmetric bilinear form on , then B induces a non-degenerate ad-invariant Ó r -bilinear form B r on r . This in turn establishes an Ó r -module isomorphism
and, since B r is ad-invariant, α 2 induces an q C-module isomorphism Let x ∈ C r (a), andx = θ r,1 (x) ∈ Sh r (a). By definition, π r−1 x ∈ ker ad a . Thus ϕ(π r−1 x) =x and we conclude.
Letᾱ 1 andᾱ 2 be as in the proof of Lemma 3.10. For further usage and convenience of notation we define r+1,1 (Sh Gr (a)). As the restriction of the reduction modulo Ô to
.e. h = h ′ exp(πy) for some y ∈ r+1 . As a result, h acts on x as follows
It follows that h stabilizes x if and only if h ′ stabilizes π r x c +im πad b in π r coker πad b and, by (3.3) , this is equivalent to Θ r+1,1 (h ′ ) = Θ r+1,1 (h) stabilizing c.
Remark 3.12. In the notation of Theorem B, let H be the kernel of the reduction mod Ô from C Gr+1 (x) to Sh Gr+1 (x). Then the exponential map establishes a bijection between π C r+1 (b) and H.
3.6.
Proof of Theorem C. Let e be the number of lifts of a with shadow isomorphic to T and f be the number of orbits lying above a whose elements have shadow isomorphic to T . First we show that the cardinality of such orbits only depends on a and T . Let b ∈ r+1 be a lift of a with Sh Gr+1 (b) ∼ = T and letĈ be its G r+1 -adjoint orbit. By the orbit-stabilizer theorem and Remark 3.12,
So the cardinality ofĈ does not depend on the choice of b. Let C be the G r -adjoint orbit of a. All the fibres of the restriction of θ r+1,r tô C have the same cardinality, thus |Ĉ|/|C| is the number of lifts of a in each G r+1 -orbit whose elements have shadow isomorphic to b and that intersects θ Let us expand |Ĉ|/|C|: by the orbit-stabilizer theorem, this is equal to
By Remark 3.12,
and since |C r (a)| = |Sh r (a)| · |π r ∩ C r (a)|, we immediately see that
The quantity |Sh Gr (a)|/|Sh Gr+1 (b)| is, by Theorem B, the size of the Sh Gr (a)-orbit in Sh r+1 (a) ♯ corresponding toĈ by Theorem A. Therefore, by definition,
By Lemma 3.14 and Definition 3.16, |Sh r (a)| = q dim q × , while
and we conclude.
3.7. Special linear groups. When the group scheme in question is a special linear group, Theorem C may be further refined. We henceforth set G = SL n . According to the notation used so far we define = ×Ð n (Ó) ,¯ = ×Ð n ( q ) and, for t ∈ AE, t = ×Ð n (Ó t ) . Let also d = n 2 − 1.
The normalized Killing form κ on ×Ð n (k) described in [2, Section 5] is nondegenerate and has integer determinant. If the residue field characteristic of Ó does not divide the determinant of κ, then is quadratic with non-degenerate adinvariant bilinear form given by the restriction of κ. This situation happens for all but finitely many places in k. From now on Ó is such that κ | × is non-degenerate. For convenience we shall denote this Ó-bilinear form also by κ.
By [3, Lemma 2.3], in special linear groups the group shadow determines the Lie shadow. We need the following definition in order to precisely state this fact. Definition 3.13. Let r ∈ AE. Given a group-shadow S, we define As(S) = Span(S) ∩¯ , where Span(S) is the additive span of S when considered as a subset of Mat n ( q ).
Lemma 3.14 ([3, Lemma 2.3]). Assume q > 2. Let a ∈ r with Sh Gr (a) = S, then Sh r (a) = As(S). The next step is to organize shadows by their isomorphism type. We assume for the rest of the section that q > 2. Lemma 3.14 legitimates the following definitions: Definition 3.15. For all r ∈ AE, we choose a set of representatives for the collection of all isomorphism classes of group-shadows of elements in r . We denote this set of representatives by Ë ( r ) and call its members isomorphism types of shadows of level r. We also choose a set of representatives for the collection of the isomorphism classes of group shadows of all t (t ∈ AE). We denote this set with Ë ( ) and call its elements isomorphism types of shadows. Notice that, according to this definition, if S ∈ Ë ( ) then there are t ∈ AE and x ∈ t such that S = Sh Gt (x). Definition 3.16. Let r ∈ AE and S ∈ Ë ( r ). We define
Notice that if a ∈ r and Sh Gr (a) ∼ = S, then d S = dim q Sh r (a) by Lemma 3.14.
Definition 3.17. Let r ∈ AE, S ∈ Ë ( r ) and T ∈ Ë ( r+1 ). Let a ∈ r with Sh Gr (a) ∼ = S. By Lemma 3.14 we may define
The last definition does not depend on the choice of a as the following refined version of Theorem C explains.
Corollary 3.18. Let S, T ∈ Ë ( ). Let r ∈ AE and a ∈ r with Sh Gr (a) ∼ = S.
Assume further that a ∈ r admits a shadow-preserving lift. Then the number of lifts of a with shadow isomorphic to T is equal to
Remark 3.19. The proposition above has the important consequence that the number of lifts of an element of a ∈ r with shadow isomorphic to T only depends on (the isomorphism type of) Sh Gr (a) and on T, not on the choice of a or on r.
Applications to representation zeta functions
This section contains the proof of Theorem D. We keep the notation of the previous section: so G = SL n . It is known that G is rigid (i.e. its number of continuous complex i-dimensional irreducible representations is finite for each i ∈ AE). We say that m ∈ AE is permissible for G when G 4.1. Kirillov orbit method. The Kirillov orbit method in [14] allows to express the representation zeta function as a Poincaré series of a matrix of linear forms. We recall the definitions of these objects in a slightly more general setting as this will be useful later.
Definition 4.1. Let be a Lie lattice over a ring R of R-rank, say,
We define the commutator matrix of with respect to H as
with variables Y = (Y 1 , . . . , Y f ).
We return now to the previous situation where R = Ó and = . Let d = rk Ó .
Fix a basis B of and let R = R B . Let now r ∈ AE and w ∈ (Ó/Ô r )
together with a single extra divisor π ∞ = 0 if d is odd. We define ν R,r (w) = (min{a i , r}) i∈{1,...,h} .
It is easy to see that this definition does not depend on the choice of w.
We set i 0 = 0 and i ℓ+1 = h and we write µ j = i j+1 − i j for j ∈ {0, . . . , ℓ}; N = ℓ j=1 r j for r I = (r 1 , . . . , r ℓ ) ∈ AE |I| .
The Poincaré series of R is
where
If B ′ is another basis for , it is known that P R (s) = P R B ′ (s), we may therefore define the Poincaré series of as
The following illustrates the relation between the representation zeta function and the Poincaré series. b. Let C be an q -basis of Sh r (e) and let c be the coordinates of c with respect to C ♯ . Then dim q Sh r+1 (x) = dim q ker R C (c).
Proof. The proof of the first part is a combination of an argument analogous to the one in the proof of [2, Lemma 3.3] with an argument akin to the one on page 148 of [2] . The second part is a consequence of the following Lemma 4.5. To see that this is equivalent to y being in Sh r+1 (x), start by assuming that the latter holds. The shadow determines the Lie shadow and vice-versa (cf. Lemma 3.14), and b is shadow-preserving, so Sh r (e) = Sh r+1 (b). Moreover we may lift y toŷ ∈ C r+1 ( 
It is now possible to rewrite the Poincaré series: we define 
4.2.1.
A multiplicative formula for the Poincaré series. We now specialize to G = SL 3 . Throughout the rest of this section d = 8 and h = 4. The normalized Killing form described in [2, Section 6.1] is non-degenerate for 3 ¹ q. We assume from now on that 3 ¹ q (beside q > 2 as assumed before). We shall now use the results in Section 3.6 to give a multiplicative form for the Poincaré series of ×Ð 3 (Ó). Remark 4.8. Let S ∈ Ë (×Ð 3 (Ó)) and × = As(S). Let B × be an Ó-basis for × and let R × be the commutator matrix of × with respect to B × . Consider the fixed points
for the action of S on × ♯ . By Corollary 3.18, Lemma 3.14 and Proposition 4.4 Part (b), Triv S (× ♯ ) is the set of elements for which R × has rank 0, and therefore it is an q -vector space of dimension z S ∈ AE 0 , say. This means
Definition 4.9. Consider I = {S 1 , . . . , S ℓ } ∈ D. Let r I = (r S1 , . . . , r S ℓ ) ∈ AE I . Let S 0 = SL 3 ( q ) and N I,rI be as in Definition 4.7. We define
Lemma 4.10. Let I and r I be as in Definition 4.9. Then
Proof. Since ×Ð 3 (Ó) is shadow-preserving we may repeatedly apply Corollary 3.18.
This together with Remark 4.8 gives
and we conclude. £ Lemma 4.10 and (4.2) imply the following:
Notice that we did not allow the empty set among the shadow sequences, while I = ∅ was allowed in Definition 4.2. This explains the summand 1 in the equation above.
Remark 4.11. We are now able to compare in more detail our methods with the ones in [3] . There, the representation zeta function, as said in the introduction, is expressed as a sum of some similarity class zeta functions (see [3, Definition 5.4, Proposition 5.15]). These are computed recursively in Proposition 6.3, ibid. As a result, the computation boils down to classifying all the group shadows up to conjugacy and to determining how these behave under lifting. The methods used there to track down the shadow of a lift are mostly ad hoc for each class of shadows. Our approach, by contrast, essentially uses Theorem C to perform a simpler, albeit coarser, analogue of such computations. Indeed, for two isomorphism types of shadows S and T, the quantities z S and Λ(S, T) may be obtained using a commutator matrix of As(S). Namely, the former is the number of variables not appearing in that matrix, while the latter is given by Lemma 4.5 and the fact that the Lie shadow and the group shadow determine each other.
4.3.
Proof of Theorem D. Let r ∈ AE and a ∈ ×Ð 3 (Ó r ). We say that a is regular if dim q Sh ×Ð 3 (Ór) (a) = 2 and that a is subregular if dim q Sh ×Ð 3 (Ór) (a) = 4.
4.3.1. Shadow sequences. We now determine which are the sequences of shadows that we need to consider to compute (4.3). First of all we notice that the set defined in Definition 4.7 does not include 0 and no other element of ×Ð 3 (Ó r ) can have shadow equal to that of 0. It follows that we may exclude decreasing sequences starting with SL 3 ( q ) from those that we need in order to compute (4.3).
Consider a regular element a ∈ ×Ð 3 (Ó r ) on level r ∈ AE. Its centralizer is abelian, so the action of Sh SL 3 (Ór) (a) on Sh ×Ð 3 (Ór) (a) ♯ is trivial. For what concerns subregular elements we start by considering the situation at level r = 1. That is to say, we look at orbits for the action of SL 3 ( q ) on ×Ð 3 ( q ). An analysis of the Frobenius rational forms in ×Ð 3 ( q ) reveals that the possible minimal polynomials of a subregular element are
We shall now investigate the isomorphism types of shadows of regular elements. For i, j ∈ {1, 2, 3}, let e i,j be the 3×3 matrix over q with a 1 in position (i, j) and 0 everywhere else. It is straightforward to see that if α = 0 then the corresponding matrix, say a ∈ ×Ð 3 ( q ) , is semisimple and diagonalizable, so its shadow is isomorphic to L = Sh SL 3 ( q ) (e 11 + e 22 − 2e 33 ). All subregular elements that are not semisimple have minimal polynomial X 2 i.e. they are nilpotent. Let a ∈ ×Ð 3 ( q ) be such an element, it is an easy computation to show that Sh SL 3 ( q ) (a) ∼ = J = Sh SL 3 ( q ) (e 12 ). In principle we would still need to complete the investigation for shadows appearing only at higher levels; however, since a lift of a subregular element is either regular or shadow-preserving, there cannot be more shadows of subregular elements.
We complete {SL 3 ( q ), L, J} to a set Ë (×Ð 3 (Ó)) of representatives of isomorphism classes of shadows for all levels. The possible decreasing sequences of shadows that we need to consider are {L}, {J}, all {T} with T ∈ Ë (×Ð 3 (Ó)) such that .
We shall now finish the proof of Theorem D by computing the ingredients of this last formula. The centralizer of a subregular nilpotent element has cardinality (q −1)q 3 , therefore (4.8) ∆(SL 3 ( q ), J) = q 4 + q 3 − q − 1.
It follows that the number of regular elements at level 1 is
= q · (q − 1) · (q 6 + q 5 + q 4 − q 2 − 2q − 1). (4.9) Table 4 .1 gives an overview of the results in equations (4.5) to (4.9) . With the help of Table 4 .1, applying (4.4) and operating the substitution in Proposition 4.3 we obtain Theorem D.
