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Abstract
The need for ubiquitous coverage and the increasing demand for high data rate 
services, keeps constant pressure on the cellular network infrastructure. There 
has been intense research to improve the system spectral efficiency and cover­
age, and a significant part of this effort focused on developing and optimizing 
the multiple access techniques. One such technique that been recently pro­
posed is the Low Density Spreading (LDS), which manages the multiple access 
interference to offer efficient and low complexity multiuser detection. The LDS 
technique has shown a promising performance as a multiple access technique for 
single-carrier system. The objective of this thesis is to apply the LDS scheme 
on a multicarrier transmission technique to form an efficient non-orthogonal 
multiple access technique for uplink cellular systems. The new multiple access 
technique is referred to it as Multicarrier-Low Density Spreading Multiple Ac­
cess (MC-LDSMA). MC-LDSMA combines the benefits of the low complexity 
receiver from LDS and the robustness against multipath channel effect offered 
by multicarrier transmission.
The first part of the thesis focuses on extending the LDS scheme to the multi­
carrier transmission. The features of MC-LDSMA such as receiver complexity 
and frequency diversity are discussed, and its performance is evaluated and 
compared with existing multiple access techniques. The second part of the the­
sis focuses on the envelope fiuctuations problem of the MC-LDSMA signals. 
The impact of subcarriers allocation schemes and phases of the LDS codes on 
the envelope fluctuations of MC-LDSMA signals are investigated. Accordingly, 
phasing schemes have been applied for the LDS codes, which resulted in sig­
nificant envelope fluctuations reduction. Furthermore, Discrete Fourier Trans­
form (DFT) pre-coding has been proposed with resource block based allocation, 
which was able to further reduce the system envelope fluctuations.
The third part of the thesis deals with radio resource allocation for single-cell 
MC-LDSMA system. The LDS structure imposes constraints on the number of 
users share the same subcarrier and the number of sub carriers used for spread­
ing each symbol, which represent new challenges for radio resource allocation 
in the MC-LDSMA context. Three main areas of the radio resource allocation 
in the MC-LDSMA studied in this thesis: Firstly, an optimal power alloca­
tion and subcarriers partitioning schemes for single-user with LDS are derived. 
Secondly, it is shown that MC-LDSMA can be a special case of the generic Mul­
tiple Access Channel (MAC) channel with a condition on the users’ weights. 
Suboptimal subcarrier and power allocation algorithms are proposed, and per­
formance analysis is provided to investigate the effect of the sub carrier loading 
and effective spreading factor on the system performance. Thirdly, for practi­
cal considerations, the radio resource allocation is considered with finite symbol 
alphabet inputs. An upper bound on the mutual information loss due to subop­
timal power allocation is derived and numerically evaluated. A low complexity 
subcarrier and power allocation algorithm is developed, and the performance 
of the algorithm is analysed and it is shown that it achieves spectral efficiency 
very close to the system upper bound.
Key words: Multicarrier Communications, Low Density Spreading, Multiple 
Access Techniques, Radio Resource Allocation, Envelop Fluctuations Reduc­
tion.
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Chapter 1
Introduction
In this chapter, the motivation behind the presented work and a basic intro­
duction to the topic of the thesis will be given. The aim is to provide a general 
understanding of the research area this thesis contributes to. Summary of the 
main contributions and outline of the thesis will be presented at the end of the 
chapter.
1.1 B ackground
Wireless communications have experienced a remarkable evolution over the last 
few years. It is a continuously growing sector within the telecommunications 
industry with finding new applications in the people daily life, and the society 
becomes increasingly dependant on wireless communication in every aspect of 
the contemporary life. With the exciting evolution of smartphones and tablet 
computers, equipped with various functionalities and tremendous growing num­
ber of applications, the number of services that require wireless connection are 
constantly increasing. The mobile devices have become a convenient and al­
most anytime-everywhere access point to Internet browsing, public services, 
social networks and mobile commerce.
Given these trends, wireless communication is moving from providing simple
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Figure 1.1: Cellular system.
voice service to delivering diverse data-centric business and consumer applica­
tions. The need for ubiquitous coverage and connectivity in all kinds of environ­
ment and the increasing user demand for high data rate services keep constant 
pressure on the wireless network infrastructure. Thus, an efficient utilization of 
the valuable radio resources, namely spectrum and power, is required.
The radio spectrum is a scarce resource, and it has been used for different 
services such as radio and TV broadcasting, satellite services, mobile commu­
nications, government and military applications, etc. With the deployment 
of more wireless applications and services, the radio spectrum becomes more 
and more crowded, and it is challenging to find unallocated frequency bands 
to be allocated for new wireless applications. Most of the available spectrum 
is already allocated, and many countries are facing the problem of spectrum 
scarcity, which makes licensing of the radio spectrum a main cost for wireless 
service providers. Thus, it is crucial for wireless communication operators to 
efficiently use the radio spectrum that has been allocated for them.
The common approach to provide wireless communication is to divide the ge­
ographical area into relatively small cells. The users in each cell are served by 
at least one base station as depicted in Figure 1.1. Base stations are connected 
to each other through a backhaul network using wired and wireless connections 
to form the cellular system that can cover a wide geographic area. In each cell.
1.1. Background
there are two transmission directions; downlink and uplink. In downlink, the 
base station transmits the information to the users, while in uplink the users 
are transmitting their information to the base station.
There are many fundamental differences between the uplink and downlink com­
munications. As the transmission from a single point in the downlink, there 
will be only one constraint on the total transmission power. Also, the desired 
signal and the interference will undergo the same wireless channel. Further­
more, due to the limited processing power of the user equipment and security 
concerns, it is not practicable to implement joint processing of the received 
signal in the downlink transmission. On the other hand, in uplink each user’s 
equipment will have its own power constraint. Users’ signals reach the base 
station through different channels making the synchronization and processing 
a hard task. However, the base station has the advantage of high processing 
power to perform joint processing of the received signals from all the users. 
These facts make the design and study of the transmission techniques different 
for uplink and downlink. In this thesis, the research focus will be on the uplink 
transmission.
To share the finite amount of radio resources in the cell, multiple access tech­
niques are employed. Multiple access techniques allow the users to simulta­
neously access the physical medium and share the finite resources within the 
system, such as spectrum, time and power. Mainly, the multiple access tech­
niques can be categorized into orthogonal and non-orthogonal multiple access. 
In orthogonal multiple access techniques, the signal dimension is partitioned 
and allocated exclusively to the users, and there is no Multiple Access Interfer­
ence (MAI). For non-orthogonal multiple access techniques, all the users share 
the entire signal dimension, and there is MAI. Thus, for non-orthogonal trans­
mission, more complicated receiver is required to deal with the MAI comparing 
to orthogonal transmission. Non-orthogonal multiple access is more practical in 
the uplink scenario because the base station can afford the Multiuser Detection 
(MUD) complexity. On the other hand, for downlink, orthogonal multiple ac­
cess is more suitable due to the limited processing power of the user equipment.
1.2. Motivations and Research Objectives
Many non-orthogonal multiple access techniques have been overlooked due to 
the implementation complexity. Evidently, the recent advancements in signal 
processing have opened up new possibilities for developing more sophisticated 
and efficient multiple access techniques.
The focus of this thesis is on the design and development of a new non- 
orthogonal multiple access technique for uplink in the cellular system.
1.2 M otiva tion s and R esearch  O b jectives
There has been extensive research to improve the efficiency of cellular systems 
and a significant part of this effort focuses on developing and optimizing the 
multiple access techniques. As a result, many multiple access techniques have 
been proposed systematically over the years, and some of these multiple access 
techniques are already been adopted in the cellular system standards. There 
are many factors that determine the efficiency and practicality of a multiple 
access technique such as spectral efficiency, low complexity implementation, 
low envelope fluctuations, etc.
Code Division Multiple Access (CDMA) is a spreading multiple access technique 
for wireless communications that has been adopted in third-generation (30) 
mobile communication systems. Apart from its many advantages, CDMA also 
has several limitations. One of its drawbacks is that CDMA is an interference 
limited system. This means that the capacity of CDMA system is affected 
by the existing of MAI. Many solutions have been proposed to alleviate the 
effect of MAI. One of these approaches is the Low Density Spreading (LDS) 
CDMA, which has shown a promising performance. The main idea of this new 
technique is to switch off a large number of the spreading code chips, which 
makes the code a sparse vector. Thus, the MAI and the number of interferers 
will be relativity small, allowing efficient detection techniques with affordable 
complexity.
Although orthogonal multiple access techniques (such as Time Division Multi-
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pie Access (TDMA) and Frequency Division Multiple Access (FDMA)) have a 
simple and low complexity receiver, they can’t achieve the theoretical capacity 
limit. This problem is more prominent when the users channel gains are highly 
dispersive and fairness among the users is imposed in the system.
It is well known that, in wideband communications, the multipath channel effect 
leads to distortion of the received signal. In single-carrier systems, equalization 
techniques can combat the effect of frequency-selective fading channels. How­
ever, the computational complexity of the signal equalization increases with 
the data rate, which makes it impractical for high data rate communications. 
Like other single-carrier communication techniques, LDS-CDMA is prone to 
the multipath channel conditions. The multipath propagation will result in 
Inter-Chip Interference (ICI), which destroys the low density structure.
An efficient way to combat the multipath effect is to use the multicarrier com­
munications. The main idea of multicarrier transmission is to divide the high- 
rate data stream into several low rate substreams to be transmitted on different 
subchannels. Comparing to single-carrier transmission, multicarrier approach 
provides the system with increased robustness in frequency-selective fading 
channels and narrow-band interference. Furthermore, multicarrier transmission 
provides fine granularity for radio resource allocation. In multicarrier systems, 
it is possible to dynamically allocate subcarriers and power to multiple users 
based on their channel conditions to optimize the system performance. OFDMA 
represents the prime multiple access scheme for broadband wireless networks. 
Despite its many advantages, as an orthogonal multiple access scheme, OFDMA 
is not capacity achieving technique, especially when fairness among the users is 
imposed in the system.
The objective of this thesis is to develop an efficient non-orthogonal multi­
ple access technique for multicarrier communication in uplink cellular systems. 
The advantages of multicarrier communications, on one hand, and the flexibil­
ity offered by the spread spectrum multiple access, on the other hand, is the 
motivation here to apply the low density spreading approach for multicarrier
1.3. Overview of Contributions
transmission. Moreover, some of the challenges and opportunities associated 
with the new multiple access technique will be addressed.
1.3 O verview  o f  C ontribu tions
The main contributions of this thesis can be summarized as follows
1. Applying the concept of low density spreading to multicarrier communi­
cations to form a non-orthogonal multicarrier multiple access technique. 
The new multiple access technique is referred to it as Multicarrier-Low 
Density Spreading Multiple Access (MC-LDSMA). MC-LDSMA combines 
the benefits of the low complexity receiver from LDS and the robust­
ness against multipath channel effect from Orthogonal Frequency Division 
Multiplexing (OFDM).
2. A through performance evaluation of MC-LDSMA and comparison with 
other multiple access techniques are carried out using Monte Carlo simula­
tions. The evaluation is carried out in terms of link-level performance met­
rics to study the effect of effective spreading factor, modulation scheme, 
system loading and near-far problem on the system bit/block error rate.
3. The problem of signal envelope fiuctuations of the proposed MC-LDSMA 
technique is studied. The impact of subcarriers allocation schemes and the 
phases of the LDS codes on the Peak to Average Power Ratio (PAPR) / Cubic 
Metric (CM) of MC-LDSMA signals are investigated. It is shown that 
conventional LDS codes have high PAPR/CM, and PAPR/CM reduction 
techniques are crucial. As a first step, suboptimal phasing schemes are 
applied for the LDS codes, which resulted in significant PAPR/CM reduc­
tion when combined with resource block based subcarrier allocation. Fur­
thermore, for further PAPR/CM reduction. Discrete Fourier Transform 
(DFT) pre-coding has been proposed with resource block based alloca­
tion. DFT pre-coding is able to further reduce the system PAPR/CM, 
but it has some added complexity to the MC-LDSMA system.
1.3. Overview of Contributions
4. Power allocation and subcarriers partitioning schemes for single-user in 
MC-LDSMA system are investigated.
• An optimal power allocation for single-user with low density spread­
ing is derived, which consist of two steps; water-filling over the sym­
bols and maximum ratio transmission over the subcarriers of each 
symbol.
• Optimal subcarriers partitioning scheme is proposed for the optimal 
power allocation by capitalizing on the majorization theory.
5. For multiuser radio resource allocation in MC-LDSMA, the power and 
sub carrier allocation is formulated as a weighted sum-rate maximization 
problem. An analysis for the optimality conditions is provided, and an 
optimal power allocation for a relaxed problem is derived for continu­
ous frequency-selective channel. The radio resource allocation analysis 
revealed a direct relationship between the fairness in the system and the 
number of users that share the same frequency (i.e. the nonorthogonality 
among the users).
6. Two suboptimal subcarrier and power allocation algorithms for MC-LDSMA 
are proposed. The performance of the proposed algorithms is investi­
gated, and simulation results have shown that the algorithms have good 
performance from spectral efficiency and fairness perspectives comparing 
to static resource allocation.
7. The effect of subcarrier loading and the effective spreading factor on the 
system performance is investigated in order to optimize the MC-LDSMA 
parameters from a system-level perspective. Based on this analysis, a 
desirable subcarrier loading and effective spreading factor that balance 
between system complexity and efficiency can be selected for any given 
system loading (i.e. number of users in the cell).
8. Subcarrier and power allocation for MC-LDSMA system with Finite Sym­
bol Alphabet (FSA) inputs is studied.
1.4. Thesis Outline
• The optimal power allocation for single-user is derived. Then, the 
mutual information loss due to implementing equal power allocation 
comparing to optimal allocation is investigated. An upper bound on 
the mutual loss is derived and numerically evaluated.
• A low complexity subcarrier and power allocation algorithm that 
takes into account practical considerations is developed. The perfor­
mance of the algorithm is analysed and it is shown that it achieves 
spectral efficiency very close to the system upper bound. The algo­
rithm is further improved by incorporating fairness mechanism that 
significantly improved the outage probability with marginal reduc­
tion in the system spectral efficiency.
1.4 T h esis O utline
The rest of this thesis is organized as follows 
C h ap ter 2: “Background and Literature Review”
This chapter provides background and literature review on the multiple access 
techniques. At first, a fundamental analysis of the multiple access channel from 
information theory point of view is provided. The aim is to give insights into 
the link between the system operating point within the capacity area and the 
resulting multiple access scheme. Then, the CDMA system is presented with 
focus on the MAI drawback and the approaches that have been proposed to 
tackle this problem. This is followed by introducing the concept of low density 
spreading for CDMA and highlighting its difference and advantages comparing 
to the conventional CDMA system. Next, OFDM as the prominent multicar­
rier transmission technique is discussed. Finally, a survey of the optimal and 
suboptimal algorithms for radio resource allocation in OFDMA is presented, in 
addition to the most popular fairness mechanisms in this filed.
C h ap ter 3: “Multicarrier Low Density Spreading Multiple Access”
In this chapter, a multicarrier version of LDS-CDMA will be introduced to 
cope with the multipath effect of the wireless channel. In the first section
1.4. Thesis Outline
of the chapter, the basic concepts of the MC-LDSMA system are introduced 
along with the system model and the receiver structure. Then, the properties 
of MC-LDSMA such as complexity and frequency diversity are discussed and 
compared with existing multiple access techniques. Furthermore, the link-level 
performance of MC-LDSMA is evaluated and compared with other multiple 
access techniques using Monte Carlo based simulations.
C h ap ter 4: “Envelope Fluctuations Reduction”
In this chapter, the envelope fluctuations drawback of the MC-LDSMA signal 
is addressed, and appropriate techniques for envelope fluctuations reduction are 
proposed. First, the envelope fluctuations of the multicarrier signal is described 
with proper definitions and a brief discussion of some important envelope fluc­
tuations reduction techniques for multicarrier transmission. Then the envelope 
fluctuations of MC-LDSMA signals is analysed. Based on this analysis, sub- 
optimal phasing schemes are proposed for envelope fluctuations reduction in 
MC-LDSMA signals. The effect of the phasing scheme and the subcarrier al­
location for LDS codes are investigated. In addition, a DFT pre-coding for 
MC-LDSMA is proposed and evaluated in order to further reduce the envelope 
fluctuations.
C h ap ter 5: “Radio Resource Allocation for Low Density Spreading”
This chapter studies the radio resource allocation for MC-LDSMA technique. 
First, the single-user power allocation and subcarriers partitioning schemes are 
investigated. An optimal power allocation and subcarriers partitioning schemes 
are derived. Then, the radio resource allocation problem for multiuser case 
is considered. Subsequently, the optimal power allocation for MC-LDSMA is 
provided under relaxed conditions. Using the insights gained from the opti­
mal solution and the single-user power allocation, a suboptimal subcarrier and 
power allocation algorithms are proposed. The effect of the subcarrier loading, 
effective spreading factor and power allocation are investigated through Monte 
Carlo simulations.
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C h ap ter 6: “Radio Resource Allocation with Finite Symbol Alphabet”
In this chapter, the radio resource allocation for MC-LDSMA system has been 
investigated under FSA inputs constraints. First, to show the motivation of 
considering MC-LDSMA as a multiple access technique, the sub-optimality of 
using orthogonal transmission is illustrated. The optimal power allocation for 
single-user with LDS is derived. Then, the mutual information loss due to 
implementing equal power allocation comparing to optimal allocation is in­
vestigated. An upper bound on the mutual loss is derived and numerically 
evaluated. It has been shown that, if the equal power allocation is performed 
on appropriate set of subcarriers, the spectral efficiency loss will be consider­
ably small. A simplified approach to find the appropriate set of subcarriers to 
implement the equal power allocation is proposed. Based on these foundations, 
a low complexity subcarrier and power allocation algorithm is developed. The 
algorithm has shown very promising performance in terms of spectral efficiency 
by achieving very close to the system upper bound. To improve the system 
fairness, two fairness approaches have been proposed to be incorporated in the 
proposed algorithm, namely; users’ weights and minimum rate constraints.
C h ap ter 7: “Conclusion and Future Work”
In this chapter, a conclusion is provided, which summarizes the major results 
and findings obtained in this thesis, and outlines possible future directions to 
improve the performance of MC-LDSMA technique.
1.5 P u b lica tion s
The research carried out during the course of this PhD has been resulted in the 
following publications
Journa ls
• M . A l-Im ari, M.A. Imran and R. Tafazolli, “Radio Resource Alloca­
tion for MC-LDSMA Systems,” submitted to the IEEE Transactions on 
Communications.
1.5. Publications 11
• M . A l-Im ari, M.A. Imran and R. Tafazolli, “Subcarrier and Power Allo­
cation for MC-LDSMA Systems with Arbitrary Input Distributions,” to 
be submitted to the IEEE Transactions on Vehicular Technology.
• M . A l-Im ari, M.A. Imran and R. Tafazolli, “Low Density Spreading 
Multiple Access,” Journal of Information Technology and Software Engi­
neering vol. 2, Issue 4, September 2012.
• R. Razavi, M . A l-Im ari, M.A. Imran, R. Hoshyar and D. Chen, “On Re­
ceiver Design for Uplink Low Density Signature OFDM (LDS-OFDM),” 
IEEE Transactions on Communications, vol. 60, no. 11, pp. 3499-3508, 
November 2012.
Peer-review ed Conferences
• M. A l-Im ari, M.A. Imran, R. Tafazolli and D. Chen, “Performance 
Evaluation of Low Density Spreading Multiple Access,” 8th International 
Wireless Communications and Mobile Computing Conference (IWCMC), 
pp.383-388, 27-31 August 2012.
• M. A l-Im ari, M.A. Imran and R. Tafazolli, “Low Density Spreading for 
next generation multicarrier cellular systems,” International Conference 
on Future Communication Networks (ICFCN), pp.52-57, 2-5 April 2012.
• M. A l-Im ari, M.A. Imran, R. Tafazolli and D. Chen, “Subcarrier and 
Power Allocation for LDS-OFDM System,” IEEE 73rd Vehicular Tech­
nology Conference (VTC), pp. 1-5, 15-18 May 2011.
• M. A l-Im ari and R. Hoshyar, “Reducing the Peak to Average Power 
Ratio of LDS-OFDM signals,” 7th International Symposium on Wireless 
Communication Systems (ISWCS), pp.922-926, 19-22 Sept. 2010.
• R. Hoshyar, R. Razavi and M. A l-Im ari, “LDS-OFDM an Efficient 
Multiple Access Technique,” IEEE 71st Vehicular Technology Conference 
(VTC), pp.1-5, 16-19 May 2010.
1.6. Contributions Outside the Thesis 12
1.6 C ontribu tions O u tside th e  T h esis
Other contributions that have been carried out during this PhD but not inline 
with the rest material presented in this thesis and therefore not included.
• M. A l-Im ari, P. Xiao, M.A. Imran and R. Tafazolli, “Low Complex­
ity Subcarrier and Power Allocation Algorithm for Uplink OFDMA Sys­
tems,” EURASIP Journal on Wireless Communications and Networking, 
no. 1, pp. 98, April 2013.
• M. A l-Im ari, P. Xiao, M.A. Imran and R. Tafazolli, “Radio Resource 
Allocation for Uplink OFDMA Systems with Finite-Alphabet Input,” sub­
mitted to the IEEE Transactions on Vehicular Technology.
• A. Sohail, M . A l-Im ari, P. Xiao, and B. G. Evans, “Optimum Power 
Allocation for OFDM Based Cognitive Radio Systems With Arbitrary 
Input Distributions,” accepted in the IEEE 77th Vehicular Technology 
Conference (VTC2013-Spring).
• A. Sohail, M . A l-Im ari, P. Xiao, and B. G. Evans, “Theoretical Anal­
ysis of Power Saving for Cognitive Radio Systems with Arbitrary Input 
Distributions,” submitted to the IEEE Communications Letters.
Chapter 2
Background and Literature Review
This chapter provides background and literature review on the multiple access 
techniques. At first, a fundamental analysis of the multiple access channel from 
information theory point of view is provided. The aim is to give insights on the 
link between the system operating point in the capacity area and the resulted 
multiple access scheme. Then, the CDMA system is presented with focus on the 
MAI drawback and the approaches that have been proposed to tackle this prob­
lem. This is followed by introducing the concept of low density spreading for 
CDMA and highlighting its difference and advantages comparing to the conven­
tional CDMA system. Next, the idea of multicarrier transmission for wideband 
communications is discussed. Finally, a survey of the optimal and suboptimal 
algorithms for radio resource allocation in Orthogonal Frequency Division Mul­
tiple Access (OFDMA) is presented, in addition to the most popular fairness 
mechanisms in this filed.
2.1 M u ltiu ser C om m unications
Multiuser communications differs from the single-user scenario in several fun­
damental features. In multiuser communications, the available resources are 
shared among many users through multiple access techniques. The service 
quality delivered to the users is highly dependant on the implemented multiple
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access technique. Thus, optimizing the multiple access technique plays a key 
role in improving the multiuser communication systems performance. As it has 
been mentioned before, due to the differences between uplink and downlink 
links, in the literature, different multiple access schemes are usually proposed 
for each link. This also has been reflected in the mobile communications sys­
tems standards such as in UMTS and LTE, where different techniques are used 
for uplink and downlink [1-3].
The fact that, in multiuser communications, the users see different and indepen­
dent channel conditions can be exploited through radio resource allocation to 
gain multiuser diversity. The radio resource allocation for uplink scenario can 
be divided into two categories. The first category deals with resource allocation 
for Multiple Access Channel (MAC), where only the users’ power constraints 
are considered. In the second category, specific multiple access schemes such 
as OFDMA, TDMA and CDMA are considered. Comparing to MAC, in the 
specific multiple access schemes, extra constraints need to be satisfied for the 
resource allocation problem. These constraints are desirable from a practical 
implementation point of view. As this thesis focuses on the uplink case, in 
the next sections, a background and literature survey about multiple access 
techniques will be presented.
2.2 M u ltip le  A ccess C hannel
The term MAC refers to the situation when a number of uncoordinated users 
send independent information to a single receiver as depicted in Figure 2.1. 
Caussian MAC refers to the case when the additive noise is Caussian, and the 
received signal is given by [4]
2/(4 =  ^ X k ( i)^ /h k ( i)  +  z(i), (2.1)
)C
where Xk{i) and hk{i) are the transmitted symbol and the channel gain of 
the kth  user, respectively, in the time index i. K = {1, . . . ,  A"} represents 
the set of users and z(i) ~  Af(0,a^) is Caussian random noise with power
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Figure 2.1: Gaussian multiple access channel.
spectral density cr^ . Wireless communication systems are associated with many 
limitations and assumptions that reflect the physical characteristics and design 
principles of the system. For instance, the transmit power of the users are 
physically constrained by the user equipment power limitation, which can be 
imposed as an average power constraint on the user transmitted symbols. The 
focus of this section will be on the generic MAC, where the users’ power is the 
only assumed constraint.
The MAC is characterised by the capacity area, which is the set of all rate
vectors R  G TZ^ such that all the users can reliably and simultaneously com­
municate with rate R  =  [Ri, . . . ,  R k ] ■ The capacity area mainly depends on 
the aspects of the channel. There are two important aspects of the channel 
that define the capacity of the MAC: firstly, the knowledge of the instanta­
neous Channel State Information (CSI), hfc(i), at the receiver and transmitter, 
and secondly the varying nature of the channel. There are three possible sce­
narios regarding the knowledge of the CSI: (i) available at the transmitter and 
receiver (ii) available at the receiver only (iii) not available at the transmitter 
nor the receiver. However, typically it is assumed that the receiver has full CSI, 
where the receiver obtains the CSI by appending the users’ data with a known 
pattern of training sequences.
G aussian M ultip le  Access C hannel
The time-invariant channel case where the users are fixed and the channel as-
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Figure 2.2: Two users capacity area.
sumed to be constant over all time instants (i.e. hk{i) =  hk), is simply referred 
to it as Gaussian MAC. The Gaussian MAG capacity (Cg) is given by [4]
C,
I kes \  kes /
(2 .2)
where h =  [hi, . . . ,  , P  =  [Pi, . . . ,  Pk ], Pk is the maximum transmit power
of the kth  user, and W  is the bandwidth. This area is constrained by 2^ — 1 
boundaries each belonging to one nonempty set of 5  C /C. This capacity area 
has K\ vertices in the positive quadrant, and each vertex is achievable by a 
successive decoding using one of the possible K\ distinct permutations of the 
set /C. An example of the two users Gaussian MAC is shown in Figure 2.2, 
where Ci, C2 , C* and are as follows
C, =  T l o g ( l  +  h g ) , /c =  1, 2,
CÎ =  lFlog f 1 + 
C; =  lTlog I 1 +
hi Pi
(2.3)
(2.4)
Wa^ + h^Pl ' '
The rate vector, R i =  [Ci, of the lower vertex is achieved by a decoding 
order where the second user is decoded first by treating the signal from the 
first user as noise, then the first user is decoded. The second rate vector.
W cr^  + h2P2 J ’ 
h2P2
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R 2 =  [Cl, C2 ], of the upper vertex point is achieved by reversing the decoding 
order. The points between R i and R 2 are achieved by time sharing. The 
optimality of successive decoding is following directly from the chain rule of 
mutual information [5], which is given by
,XK) = J2^(y’^k\Xk-i,Xk-2,---Xi). (2.6)
kGlC
As it is clear from (2.2), to maximize the users sum-rate Ç^kGlc^k): all the 
users have to transmit simultaneously at their maximum power, and successive 
decoding has to be implemented at the receiver. The red curve in Figure 2.2 
represents the rate vectors that are achieved by orthogonal multiple access, 
such as FDMA and TDMA. It can be noticed that the orthogonal multiple 
access is suboptimal in general, and can achieve the capacity at one point only, 
which corresponds to the maximum users’ sum-rate. If the channel gains of the 
users are too dispersive, the sum-rate point will be unfair for the users with low 
channel gains. Thus, orthogonal multiple access cannot achieve fairness and 
high capacity at the same time.
G aussian M ultip le  Access Fading C hannel
Another type of MAC is when the channel gains change with time (time-variant 
channel), which referred to it as fading MAC. The capacity area of the fading 
MAC completely depends on the availability of the CSI at the transmitters. If 
the CSI is available at the receiver and not available at the transmitters, the 
capacity area will be the set of all achievable rates averaged over all fading 
states [6]
R  : ^  Rfc < Eh
kes
VS C 1C y  (2.7)
\  kGS
where H  =  [Hi, . . . ,  Hk ] is a random vector and E[.] denotes expectation. The 
time index is dropped for simplicity. Due to the lack of CSI at the transmitter, 
the power allocation cannot be optimized based on the channel state, and the 
users will transmit with their maximum power in all fading states.
On the other hand, when the transmitters have the CSI, the transmission power 
can be optimized according to the channel state to improve the system perfor­
q(P) = iR:ER)b<IEH
I  kGS
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mance. A power allocation policy V  can be defined as a mapping from the 
channel state h to set of power allocation, "P^(H), for each user. Consequently, 
for a given power allocation policy V, the capacity is given by [4]
(2 .8)
Each rate vector, R, represents a point in the capacity area, and the capacity 
area, Cf{V), is the set of all these points. The capacity of the fading MAC 
with dynamic power allocation will be the union of the capacities for all power 
allocation policies, and it is given by [4]
C(P) =  U  Cf{V), (2.9)
vgt
where T  is the set of all feasible power allocation policies that satisfy the max­
imum power constraint [4]
T = { V :  EnlVkCH.)] < Pk \fk}. (2.10)
To illustrate the concept of the union over the power allocation policies. Fig­
ure 2.3 shows the capacity area for the two users case. Each dashed-line pen­
tagon is corresponding to the capacity area of a specific power allocation policy 
(2.8), and the solid curve represents the union over all the capacity areas of 
the feasible power allocation policies (2.9). The power allocation policy can 
be chosen based on optimizing some system performance metric, such as users’ 
sum-rate or fairness.
The previously described capacity area is for the flat fading scenario where the 
symbol period is large compared to the channel time dispersion. In wide-band 
transmission, the multipath channel will result in frequency-selective fading. 
However, formulations of the capacity area for frequency-selective MAC is iden­
tical for the one of flat fading MAC (2.8-2.10), with the channel gains in time 
domain being replaced by the frequency domain channel gains. Many power 
allocation algorithms have been proposed in the literature with different as­
sumptions and objective functions [7-11]. It has been shown in [7,10] that by
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Figure 2.3: Two users capacity area of multiple access fading channel.
maximizing the sum-rate with optimal power allocation, an orthogonal multiple 
access scheme will result, where only the user that has the maximum channel 
gain should transmit at any given time instant or frequency. However, this 
result is only valid when the number of channel realizations reaches infinity or 
for continuous channels gains and not applicable to discrete channel gains with 
finite channel realizations [11,12].
Discussion
In this section, the capacity of MAC under different assumptions is reviewed. 
The basic idea is to show that the optimal multiple access technique is relying 
on which operating point in the capacity area is the system operating. It is 
shown that the orthogonal multiple access techniques only achieve the sum-rate 
point. On the other hand, non-orthogonal multiple access can achieve all the 
capacity points. In this method of optimizing the system, the desired operating 
point is first selected, and the resulting multiple access will be based on this 
operating point. However, the resulting multiple access may be unpractical for 
real communication system. In practical systems, more design restrictions are 
imposed on the multiple access technique that are preferred from practicality 
perspective. Thus, typically the multiple access techniques are designed based 
on the feasibility and suitability of its application in the real systems. In the
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following sections, two of the most important multiple access approaches will 
be discussed, namely; spread spectrum and multicarrier multiple access.
2.3 Spread S pectru m  M u ltip le  A ccess T echniques
A spread spectrum system is a system in which the transmitted signal is spread 
over a wide frequency band, much wider than the bandwidth required to trans­
mit the information being sent. The power spectral density of the useful signal 
will be reduced to a level even maybe below the noise level. There are many 
applications and advantages for spreading the spectrum; anti-jamming, inter­
ference rejection, low probability of intercept and multiple access.
2.3.1 Code D ivision M ultiple A ccess (CDM A)
The primary spread spectrum system for multiple access is the Direct Sequence 
CDMA. CDMA is an efficient multiple access technique that has been adopted 
in 3G mobile communication systems [13]. CDMA allows for many sources’ (or 
users’) information to be transmitted simultaneously over a single communica­
tion channel. The sources are distinguished by spreading codes. Apart from its 
many advantages, CDMA also has several limitations. One of the well-known 
disadvantages is that CDMA is an interference limited system. This means that 
the capacity of CDMA system is affected by the existing of MAI.
Consider an uplink synchronous CDMA system with set of users /C and pro­
cessing gain L. Each user will be assigned a unique spreading code with length 
L  to spread its symbols. Let G A and =  [sfc,i, • • •, Sfc,L]^  be the 
modulation symbol and the spreading code of the A:th user, respectively, where 
X  is the constellation alphabet. The discrete-time model for the received signal 
on the Zth chip, r/, will be [14]
n  =  ^  0^kSk,l +  zp  (2.11)
kG)C
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where zi is Gaussian noise. In conventional CDMA systems, at the detection 
of a user signal, the signal of the other users are considered as interference. For 
the kth. user the interference component can be shown as follows
maifc 
/ ^  \
~  "b ^   ^ "Fz, (2.12)
m G /C \fc
where maifc stands for the MAI the A:th user sees, r  =  [m, ^2 , • • •, and 
z =  [zi,Z2 , . .. Thus, the performance of the data detection is highly
affected by the number of active users in the system. Also, with conventional 
detection, a power control is required to mitigate the near-far effect problem. 
Many approaches are proposed for alleviating the MAI and improve the system 
performance such as
• Employing Multiuser Detection (MUD) techniques at the receiver by ex­
ploiting the knowledge of the user of interest as well as interferers.
• Designing suitable spreading codes so that the MAI can be decreased. 
It is typically done by designing the codes with good cross-correlation 
properties.
• Incorporating Forward Error Correction (EEC) coding. Although the 
EEC is designed to remove the noise instead of MAI, when the MAI can 
be assumed as noise, a powerful EEC can be deployed to combat the MAI 
too [15].
2.3.1.1 M ultiuser D etection
There has been great interest in improving CDMA performance through the 
use of MUD. Many MUD techniques are proposed to suppress the interference 
caused by the non-orthogonality of codes. In MUD, codes, delays, amplitudes 
and phases information of all the users are jointly used to better detect each in­
dividual user. The optimal MUD has been proposed by Verdu [16] and achieves 
the optimal performance in terms of error probability. The optimal MUD uses
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the Maximum Likelihood (ML) criterion in detecting the users symbols, which 
selects the symbols sequence, a, that maximizes the likelihood function p(r|a) 
given the channel observation
â  : arg max ^ — ||r — Sa|| j , (2.13)
where S =  [si, S2 , . . . ,  sk ], and a  =  [ai, 0 2 , . . . ,  ük]' .^ By incorporating the prior 
distribution of the transmitted symbols, the Maximum A Posteriori Probability 
(MAP) can be derived. The MAP detector maximizes the joint posterior proba­
bility, p(a|r), of the transmitted symbols, which can be implemented jointly [16]
a  =  arg max p(a|r), (2.14)
or individually through marginalizing the joint posterior probability in (2.14) 
as follows [16]
CLk=b
àk = a rg m ^  ^  p(a[r)
Ofc=6 L
=  a rg m ^  ^  J J  p(ufc) J Jp (n |a ) , VA; G /C, (2.15)
A:G/C Z=1
where p(%) is the priori probability of the symbol of the A;th user. The second 
equality based on the Bayes’ rule and the fact that the users’ symbols are 
independent and the noise vector is independent and identically distributed 
(i.i.d). The optimal solution for (2.13) and (2.15) requires a search over all the 
possible combinations of the symbols in the vector a. Hence, the computational 
complexity of the optimal MUD increases exponentially with the number of 
users, and a complexity order of 0 {\X \^)  is required [17]. Thus, it is clear that 
the optimal MUD is infeasible for practical implementation.
The high complexity of the optimal MUD has motivated the search for sub- 
optimal MUD techniques with low computational complexity such as linear 
Minimum Mean Square Error (MMSE) [18], the decorrelator detector [19], the 
orthogonal multiuser detector [20] and subtractive interference cancellation de­
tectors [14,21]. In spite of the low complexity of the linear receivers, their 
performance can be far from the optimal MUD performance.
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2.3.1.2 Spreading Codes D esign
In CDMA, the system loading is given by the ratio of the number of admissible 
users K  and the processing gain L  (number of chips per symbol), and it is 
denoted hy jd = K /L . Thus the system is called underloaded, fullyloaded and 
overloaded when jd <1., ^  = 1 and /3 > 1, respectively. For underloaded and ful­
lyloaded conditions, orthogonal codes are optimal and can be easily constructed, 
subsequently the multiuser channel will decouple, ideally, into single-user chan­
nels. Hence, there is no MAI and the matched filter single-user detector is 
optimal.
However, for overloaded system, where K  is larger than L, orthogonal codes 
are impossible to be constructed and non-orthogonal codes are used instead. 
In this case, the source of interference is due to the non-orthogonality of users’ 
codes and the performance of the system will depend on the cross-correlation 
among users’ codes. The codes that meet the Welch-Bound-Equality (WBE) are 
known as the optimal codes that maximize the sum-rate capacity for overloading 
condition [22]. However, the WBE-optimized codes are constructed by using a 
function of specific number of active users and spreading gain [23-25]. This is 
the problem that fundamentally limits their practicality in the real system where 
the number of users dynamically changes over period of time. Furthermore, 
the optimality of WBE codes can be achieved only when the optimal MUD 
techniques are used, (e.g. MAP) [26]. Although optimal MUD techniques can 
effectively combat the MAI problem, its complexity grows exponentially with 
the number of users, and is it intractable for practical implementation.
Alternatively, another scheme for designing codes for overloaded CDMA is the 
Hierarchy of Orthogonal Sequences (HOS) [27-30]. In HOS, a group of users 
(AT[i] =  L) are assigned orthogonal codes and the rest of users = K  — L) 
are assigned another set of orthogonal codes or Pseudo-random Noise (PN) se­
quences. Thus, the interference levels of the users are decreased significantly 
as compared to random spreading, since any user suffers from interference 
caused by the users belonging to the other group of users only. If orthogo-
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Figure 2.4: Uplink LDS-CDMA block diagram.
nal codes arc assigned for the rest of the users, the system is referred to it as 
OCDMA/OCDMA, and if PN sequences are used then it is called PN/OCDMA. 
It has been shown that OCDMA/OCDMA has performance close to the system 
that is based on WBE codes [31].
2.4 Low D en sity  Spreading C D M A
Motivated by the facts mentioned in the previous section and in the pursuit 
to develop low complexity and efficient MUD techniques, Kabashima has pro­
posed a low complexity MUD based on Belief Propagation (BP) using Gaussian 
approximation [32]. It was shown numerically that the proposed MUD achieves 
near optimal performance for moderate loaded CDMA system. Improvements 
of the algorithm have been proposed in [33]. The same approach of MUD based 
on the BP was proposed to approximate the parallel interference cancelation 
in CDMA system [34]. Inspired by the success of Low Density Parity Check 
(LDPC) codes, the Low Density Spreading (LDS) was proposed as a method 
for guaranteeing the convergence of BP based MUD [35-38]. The LDS struc­
ture is also known as sparsely-spread-CDMA, sparse-CD MA and low density 
signature-CDMA.
The main idea of the LDS technique is to switch off a large number of spread­
ing code chips, which makes the code a sparse vector. In other words, each 
user will spread its data over a small number of chips. Then the chips are 
arranged intelligently so that the number of interferers per chip is far smaller 
than the number of total users. It is proven in [35] that, with low density codes.
2.4. Low Density Spreading CDMA 25
Power i  
(users)
LDS-CDMA Power A
I
■
—
0 (users)
111 — 5Ï
Conventional CDMA
Chips Chips
(a) LDS-CDMA structure (b) Conventional CDMA structure
Figure 2.5: Structure of LDS-CDMA in comparison to conventional CDMA.
the optimal MAP symbol detection (2.14) can be implemented using BP, i.e. 
the MUD based on BP is asymptotically optimal. The LDS-CDMA system 
model is depicted in Figure 2.4. This LDS structure brings about the following 
advantages:
• Higher chip-level Signal to Interference-plus-Noise Ratio (SINR) can be 
achieved which leads to a better detection process.
• At each received chip, a user will have relativity small number of inter­
ferers, so the search-space should be smaller and, hence, more affordable 
detection techniques can be used.
• Each user will see an interference coming from different users at different 
chips which result in interference diversity by avoiding strong interferers 
to corrupt all the chips of a user.
Figure 2.5 depicts an example of the structure of the LDS-CDMA in comparison 
to conventional CDMA. Let dy and dc be the number of chips over which a single 
user will spread its data and the maximum number of users that are allowed 
to interfere within a single chip, respectively. The new spreading sequences for 
each user will have a maximum of d^ non-zero values and L — dy zero values. 
Each user will see interference coming from dc~ I users at each chip. Moreover, 
as shown in the figure, in LDS-CDMA the interference level is different for 
different chips. In conventional CDMA, each user will spread on all the L
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Figure 2.6: Performance results for LDS-CDMA.
chips, so each user will see the interference coming from K  — 1 users. LDS 
structure allows applying close to optimal chip-level MUD based on Message 
Passing Algorithm (MPA) [39]. The complexity of the LDS detector receiver 
turns out to be OdAl^""), which is significantly reduced comparing to 0 (|% |^ ) 
for an optimal receiver for conventional CDMA system [40].
Figure 2.6 shows the Bit Error Rate (BER) performance for un-coded LDS- 
CDMA with BPSK modulation and different system loading in comparison 
with single-user performance over Additive White Gaussian Noise (AWGN) 
channel. As the figure shows, LDS-CDMA can achieve an overall performance, 
in overloading conditions, that is close to single-user performance.
The main focus in the literature of LDS-CDMA, excluding [40-42], was on 
the evaluation of the asymptotic performance of the BP algorithm. In [41], 
lower-complexity implementation of the chip-level MUD is introduced by us­
ing Gaussian-Forcing technique. The Grouped-based technique operates in the 
chip-level and works by arranging the interfering users in a chip into two groups 
and approximates the interference coming from other group as a single sym­
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metric Gaussian distributed variable when detecting the first group, and vice 
versa. In this way, the detector complexity can be reduced on the cost of per­
formance loss. Moreover, by incorporating a dynamic user grouping, which is 
formed in each iteration so that the same groups will not be formed consecu­
tively, the performance of the technique can be improved. It has been shown 
that at system loading 200%, the loss is approximately 0.3 dB in comparison 
to its brute-force chip-level MUD while reducing the complexity to more than 
half [43].
In [42], the authors suggested a spreading codes constellation to improve the 
system performance. They show that each element in every row of the spreading 
codes matrix should take a unique value from a finite complex-valued constel­
lation Q = {%}, with
Qi = exp ’ i = 0 , . . . , d c - l ,  (2.16)
where G = \ A\ dc- They show that performance improvements can be achieved 
using this structured approach comparing to the random codes used in [40].
2.5 M ulticarrier M u ltip le  A ccess T echniques
In wideband communications, multicarrier transmission techniques have gained 
vast interest recently, although the idea of orthogonal multicarrier transmission 
dates back to the mid 1960s [44-46]. The main idea of multicarrier transmis­
sion is to divide the high-rate data stream into several low rate substreams to 
be transmitted on different subchannels. The number of substreams is chosen 
in a way that makes the symbol duration in each substream much larger than 
the channel time dispersion, or equivalently, the subchannel bandwidth much 
smaller than the coherence bandwidth of the channel. Comparing to single­
carrier transmission, multicarrier approach provides the system with increased 
robustness in frequency-selective fading channels and narrow-band interference. 
Thus, the ISI will be avoided and signal processing complexity can be signif­
icantly reduced by equalization in the frequency domain [47]. Furthermore,
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multicarrier transmission provides fine granularity for radio resource alloca­
tion, where sub carriers and power can be dynamically allocated to the users 
based on their channel conditions to optimize the system performance.
2.5.1 M ulticarrier Spread Spectrum  M ultiple Access
The advantages of multicarrier transmission and the flexibility offered by CDMA 
have motivated the combination of both techniques. In this direction, two 
combination schemes have been proposed; MC-CDMA [48-50] and MC-DC- 
CDMA [51,52]. In MC-CDMA, the spreading is done in the frequency do­
main, while in MC-DS-CDMA the spreading is in the time domain. Due to the 
straightforward implementation of CDMA into multicarrier transmission, both 
schemes inherit the MUD problem of CDMA. To reduce the MUD complex­
ity while maintaining the frequency diversity gain. Group Orthogonal (GO) 
MG-GDMA has been proposed [53]. The basic idea of GO-MG-GDMA is to 
partition the available subcarriers into groups and distribute the users among 
the groups. The users that are assigned subcarriers of the same group are 
separated via spreading codes. The users in each group are immune to interfer­
ence from other groups. The main advantage of GO-MG-GDMA is that each 
group behaves as an independent MG-GDMA system with a smaller number of 
users, making the optimal MUD computationally feasible within each group. 
Nevertheless, the computational complexity is still high for practical systems.
Another problem associated with the conventional MG-GDMA systems is that 
they have a rigid structure that limits implementing radio resource allocation. 
Nevertheless, some radio resource allocation algorithms have been proposed 
that mainly focus on improving the BER performance. In [54], it is proposed 
that the user power is only allocated on the set of subcarriers with channel 
gains greater than a threshold value to avoid transmitting on subcarriers with 
deep fading. On the other hand, in [55,56], the authors proposed algorithms 
to adapt the power over the subcarriers to improve the BER performance. The 
other approach for radio resource allocation for MG-GDMA, is to use GO-MC-
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CDMA-like scheme. The subcarriers are divided into orthogonal bands/groups 
and the bands allocated to the users based on the channel conditions. In [57], 
the subcarriers bands allocation is used to improve the system BER perfor­
mance. In [58,59], adaptive bands allocation combined with adaptive modula­
tion algorithm is suggested to improve the system spectral efficiency for a given 
threshold on the maximum BER.
2.5.2 Orthogonal Frequency D ivision M ultiplexing
OFDM is one of the prominent multicarrier transmission techniques that has 
been adopted as the modulation scheme for several current and next generation 
broadband communication systems [60-62]. In OFDM, the total frequency band 
is divided into a set of subchannels (subcarriers/ tones) W =  { I , . . . ,  N }  and the 
frequency response is assumed to be fiat within each subcarrier. OFDM is able 
to deliver high data rates with reasonable computational complexity. Another 
advantage of OFDM is that the modulation parameters like constellation size 
and coding rate can independently be selected over each subcarrier. Significant 
performance improvement can be achieved if adaptive modulation is used with 
OFDM [63]. Particularly, higher order modulation can be used by subcarriers 
with large channel gains to transmit more bits, while subcarriers in deep fade 
transmit low order modulation.
In some earlier applications of the OFDM scheme to multiuser wireless systems, 
e.g. IEEE 802.1Ia/g and IEEE 802.16-2004 OFDM-PHY, static multiple access 
schemes are applied. In these systems TDMA and FDMA are employed as 
multiple access schemes whereby a predetermined time slot or frequency band 
is allocated to each user to apply OFDM. The main drawback of these static 
multiple access schemes is that multiuser diversity is not exploited. The fact 
that different users see the wireless channel differently is not being utilized. 
When adaptive modulation is applied in a frequency-selective fading channel, 
a significant number of the subcarriers may not be used. These subcarriers 
typically experience deep fades, and consequently they are not power efficient
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for transmission. However, the subcarriers which experience deep fade for a user 
may not be in deep fade for another user. It is quite unlikely that a subcarrier 
will be in deep fade for all users. As a result, these unused sub carriers (due 
to adaptive modulation) within the allocated time slot or frequency band of a 
user are wasted and are not used by other users.
Thus, the need to efficiently utilize the available radio resources motivates to 
the development of OFDMA. In OFDMA, an adaptive multiuser subcarrier al­
location scheme is used that allows multiple users to transmit simultaneously 
on the different subcarriers per OFDM symbol. Since the users experience dif­
ferent and independent fades, radio resources allocation can be optimized to 
guarantee that the subcarriers are assigned to the users who have good condi­
tions and improve the system capacity. Owing these advantages, OFDMA has 
been accepted as the core technology for most recent broadband wireless data 
systems, such as IEEE 802.16 (WiMAX) [64], and 3rd Generation Partnership 
Project (3GPP)-Long Term Evolution (LTE) [65].
2.6 R adio  R esou rce A llo ca tio n  in O F D M A
Glearly, radio resource allocation, consisting of efficient subcarrier and power 
allocation, plays a key role in optimizing the performance of OFDMA systems, 
and has received enormous attention in the literature [66-68]. The performance 
measures and approaches that have been developed for radio resource alloca­
tion in the context of OFDMA are applicable for the design of radio resource 
allocation algorithms in other multiple access techniques. Thus, a brief survey 
on the radio resource allocation for uplink OFDMA will be presented here.
In general, two classes of optimization techniques have been proposed in OFDMA 
radio resource allocation literature, namely: margin adaptive and rate adaptive. 
In the margin adaptive optimization, the objective is to achieve the minimum 
overall transmit power given the constraints on the users’ data rates or BER [69]. 
The objective in rate adaptive optimization is to maximize each user’s error- 
free capacity with a total transmit power constraint [70]. For uplink OFDMA,
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the main focus was on rate adaptive algorithms because power minimization 
(margin adaptive) is of less importance given that the users are powered by 
different power sources.
2.6.1 Problem  Formulation and Suboptim al Algorithm s
The subcarrier and power allocation optimization in uplink OFDMA can be 
formulated as Sum-Rate Maximization (SRM) problem. Using the Shannon 
capacity formula for the Gaussian channel, the SRM problem can be formulated 
as follows
max W  Xlc^r,log(l+gk,nPk,n), (2.17)
keic.neM
subject to
^  Pk,n <Pk, y k e  1C, (2.18)
X ® M < l > V n e V ,  (2.19)
^k,n G {0,1}, \/k G /C, n G W, (2.20)
where pk,n and gk,n = a^w/N the transmit power and the channel signal 
to noise ratio for user k on subcarrier n, respectively. Xk,n is the subcarrier 
allocation index, where Xk,n equal to 1 if subcarrier n  is allocated to user k, 
and 0 otherwise. The constraint in (2.18) provides a limit on the maximum 
transmission power of each user, whereas the constraints in (2.19) and (2.20) 
ensure the exclusivity in subcarrier allocation, where no more than one user can 
use each subcarrier at the same time. The above optimization problem (2.17 - 
2.20) is a combinatorial one due to the binary variable Xk^ n^  which is intractable 
for a large system (i.e. large number of subcarriers and users). In [71,72], it 
has been shown that many multicarrier resource allocation problems satisfy 
a “time sharing” property when the number of subchannels reaches infinity, 
and the optimal solution can be obtained via dual decomposition techniques. 
Unfortunately, the complexity of the dual decomposition technique is still high 
for practical systems. Another approach is to relax the binary allocation to
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take any real value in the interval [0,1] to make the problem tractable. So, the 
constraint (2.20) can be replaced by
xk,n > 0, yk e 1C, 71 e Af. (2.21)
One can directly verify that the relaxed problem is convex and has no duality 
gap [73]. This relaxation cannot be used in practical systems because it implies 
more than one user share the same subcarrier, although they are still orthog­
onal in the frequency domain. Nevertheless, the users sum-rate achieved with 
the relaxed condition can serve as an upper bound on the performance of any 
suboptimal algorithm.
The fact that the resource allocation problem for OFDMA is nonlinear and 
non-convex has motivated the development of several suboptimal algorithms. 
Some of the suboptimal algorithms have adopted a heuristic approach [74,75]. 
Another approach that has been widely used is based on analysing the opti­
mal solution to gain insights in designing the suboptimal algorithms [76-79]. 
In [76,77], the optimality conditions of the relaxed problem used to derive the 
subcarrier allocation criterion, which utilized in suboptimal algorithms. In [78], 
an algorithm to find the optimal solution of a relaxed problem is provided first, 
then suboptimal algorithms are proposed that follow the same structure re­
vealed by the optimal algorithm. A quite different approach has been used 
in [79]. First a decomposition method is used to iteratively solve the relaxed 
problem, where the users are allowed to share the subcarrier. The iterative al­
gorithm will converge to the optimal solution after a large number of iterations. 
Then a suboptimal solution is derived by using the optimal iterative algorithm 
but with small number of iterations. A hard mapping is implemented that 
allocates each subcarrier to the user with the highest share.
On the other hand, in other work the problem has been approached using Game 
Theory based optimization [80,81]. In [80], a solution based on Nash Bargaining 
in the context of Game Theory is proposed, while in [81] an auction method is 
used to develop the radio resource allocation algorithm.
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2.6.2 Fairness Considerations
The formulation of the subcarrier and power allocation problem as SRM may 
be unfair for some users. While the users near the base station and with good 
channel conditions will be allocated most of the available resources, the cell-edge 
users will have almost no resources allocated. This problem is more prominent 
in the case of high number of users with large disparity in channel gains. In 
other words, the spectral efficiency should not be the only performance metric 
in radio resource allocation, and it is crucial to impose fairness among the users 
in resource allocation. On the other hand, considering absolute fairness may 
lead to low spectral efficiency. Thus, a trade-off between spectral efficiency and 
fairness is essential in radio resource allocation.
To address this issue, many fairness criteria have been adopted in radio resource 
allocation algorithms to design a fair system. One of the earliest fairness meth­
ods is the min-max criterion. In max-min, the algorithm maximizes the data 
rate of the least satisfied user, which provides maximum fairness among the 
users [82]. A rate vector is said to be max-min fair if increasing any user rate 
results in reducing another user rate with less or equal rate [83]. However, by 
using this criterion, the fact that users might have different requirements is not 
considered. Furthermore, as the max-min approach deals with the worst-case 
scenario, it penalizes the users with better channels and reduces the system 
efficiency.
To balance between spectral efficiency and fairness, proportional fairness was 
introduced in [84]. With proportional fairness, a user rate can be increased as 
long as the total proportional increase in some users’ rates is larger than the 
total proportional decrease in the other users. A rate vector, R, is said to be 
proportionally fair if for any other rate vector, R, the aggregate of proportional 
changes is negative, i.e. [84],
Rk — Rk 
Rk
Another widely used fairness mechanism is to associate weights for the users to
\  ^  <: 0. (2 22) 
6^ %
2.6. Radio Resource Allocation in OFDMA 34
prioritize them [78,79]. Thus, instead of maximizing the users sum-rate (2.17), 
the objective function will be Weighted Sum-Rate Maximization (WSRM) as 
follows
max Xk,n  log (1 +  g k ,n P k ,n ) ,  (2.23)
where Wk is the weight associated with the kth  user. The users weights can be 
calculated based on the users channel gains or geographical locations. The users 
with bad channel conditions will be given higher weights to impose fairness in 
the allocation algorithm. Furthermore, the Quality-of-Service (QoS) and queue- 
lengths can be incorporated in determining the users’ weights to ensure QoS 
and stability of the queues.
An alternative fairness method is using a utility function that maps the al­
located resources to a metric that reflects the users satisfaction. As the user 
rate is an important factor of the system efficiency, the utility is modeled as a 
nondecreasing function of the rate. The optimization will be formulated as a 
maximization of the users utilities instead of the users rates [85]
max y ^U (R k ), (2.24)
where U{.) is a utility function. To achieve fairness, the slop of the utility
function should decrease with the increase in data rate. Thus, users that have 
been allocated more resources will have less increase in the objective function 
comparing to the users that allocated less resources. The utility functions can be 
obtained through theoretical derivations or estimated from subjective surveys. 
Examples of utility functions for different fairness criteria are as follows
UsTE^Rk) = 0.16 +  0.8 log (Rfc — 0.3),
UpF{Rk) = log(Rfc),
U M in - M a x { R k )  =  — lo g  ’ (2 .2 5 )
where ck ^  oo and C is a large constant such that 0 < " ^ < 1 ,  Wk E: K..
The utility functions UBTE(Rk), Upp(Rk) and UMin-Max{Rk) are designed
for best traffic effort [86,87], proportional fairness and max-min fairness [77], 
respectively.
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Other heuristic fairness approaches has been proposed in the literature as 
well [74,88]. In [74], the fairness is imposed by adding a minimum individ­
ual rate constraint on the optimization problem. In [88], two fairness strategies 
have been proposed; Proportional allocation and Equal capacity increment al­
location. The first strategy allocates different amounts of rate proportionally 
with the channel conditions of the users. The second strategy provides an equal 
increase of capacity to all the users with respect to a static resource allocation 
technique. In the literature, more than one metric have been proposed to mea­
sure the fairness in resource allocation such as Jain’s fairness index, Gini fairness 
index and max-min fairness index [89,90].
2.7  Sum m ary
In this chapter, the multiple access channel is studied from information theory 
and practical implementation perspectives. The study of the multiple access 
channel capacity area provided insights on the achievable rate vector for differ­
ent multiple access approaches. It was shown that orthogonal multiple access 
schemes can only achieve the sum-rate point, and if fairness is required in the 
system, a non-orthogonal multiple access scheme must be adopted.
Practical non-orthogonal transmission is possible via CDMA, where many users 
can transmit simultaneously over a single communication channel. However, 
conventional CDMA system has a limitation due to the MAI. Out of the many 
proposed solutions to alleviate the MAI, LDS-CDMA has shown a promising 
performance.
Multicarrier transmission offers a key advantage comparing to single-carrier 
transmission by offering a robust immunity against the multipath effect of the 
wireless channel. The basic principles of OFDM/OFDM A techniques that make 
them suitable for broadband communications were summarized. It is shown 
that radio resource allocation plays a key role in optimizing the performance of 
OFDMA system. Several important papers for subcarrier and power allocation 
in the context of OFDMA are surveyed to highlight the approaches for designing
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resource allocation algorithms. The importance of fairness in radio resource 
allocation for cellular system is discussed, and the most well-known fairness 
mechanisms are presented.
The combination of spread spectrum multiple access and multicarrier transmis­
sion represents a strong approach to benefit from both techniques. The schemes 
that proposed to merge conventional CDMA with multicarrier transmission 
have inherited the same limitations of CDMA, which limited their application 
in practical systems.
To overcome the limitations of the existing multiple access schemes, a combina­
tion of the LDS scheme with multicarrier transmission will be presented in the 
next chapter. The key idea is to form a non-orthogonal multiple access scheme 
that enjoys the low complexity receiver from the LDS scheme and the immunity 
to the multipath effect from the multicarrier transmission. Furthermore, given 
the flexibility of the LDS structure, in the new scheme, the radio resource can 
be dynamically allocated to optimize the system performance.
Chapter 3
Multicarrier Low Density Spreading 
Multiple Access
To cope with the multipath effect of the wireless channel, in this chapter, a 
multicarrier version of LDS-CDMA will be introduced. In the first section 
of this chapter, the basic concepts of the Multicarrier Low Density Spreading 
Multiple Access (MC-LDSMA) system are introduced along with the system 
model and the receiver structure. Then, the properties of MC-LDSMA such as 
complexity and frequency diversity are discussed and compared with existing 
multiple access techniques. Furthermore, the performance of MC-LDSMA is 
evaluated and compared with other multiple access techniques using Monte 
Carlo based simulations. Part of the research work presented in this chapter 
has been published in [91,92].
3.1 In trod u ction
It is well known that, in wideband communications, the frequency selectivity of 
multipath channel leads to distortion of the received signal by creating Inter- 
Symbol Interference (ISI) [93]. In single-carrier systems, equalization techniques 
can combat the effect of frequency-selective fading channels, but the computa­
tional complexity of the signal equalization increase with the data rate, which
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Figure 3.1: Multipath effect on the low density structure.
make it unpractical for high data rate communications. Multicarrier communi­
cation, with proper system design, can translate the overlapping of the received 
signal in the time domain into flat effect at the frequency domain and, thus, 
easing the equalization of the signal [47].
Like all single-carrier communication techniques, LDS-CDMA is prone to the 
multipath channel conditions. The multipath propagation will result in ICI, 
which destroys the low density structure and a dense graph will be resulted 
at the receiver. Figure 3.1 illustrates the effect of multipath channel on the 
low density structure of LDS-CDMA. Thus, it is clear that the performance of 
the LDS receiver will be significantly degraded. Moreover, the computational 
complexity of the MUD will be increased due to the increase of the number of 
interfering users in every chip, which makes it infeasible for practical systems.
Therefore, there is high motivation in applying the LDS structure on a multi­
carrier system to cope with the multipath channel effect. Specifically, the LDS 
scheme will be implemented on OFDM technique. This can be understood as 
the extension of LDS structure to Multicarrier Code Division Multiple Access 
(MC-CDMA) system, in which the spreading is carried out in the frequency 
domain. As the new technique uses multicarrier transmission and the users 
access the system through the LDS cods, it will be referred to as Multicarrier 
Low Density Spreading Multiple Access (MC-LDSMA). I t’s worth mention­
ing that in our early publications, we have referred to the technique as LDS-
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Figure 3.2: Uplink MC-LDSMA block diagram.
OFDM [91,92,94,95]. However, to avoid the confusion and emphasis that it is 
a multiple access technique and not a multiplexing technique, we have changed 
the name to MC-LDSMA.
3.2 M C -L D S M A  S y stem  M od el
In this section, a single-cell uplink MC-LDSMA system model is presented. 
The conceptual block diagram of an uplink MC-LDSMA system is depicted in 
Figure 3.2. The system consists of a set of users JC = { 1 , . . . , K }  transmitting 
to the same base station where the base station and each user are equipped 
with a single antenna. In MC-LDSMA, the user data is spread in the frequency 
domain before transmission. Let be a data vector of user k consisting of Mk 
modulated data symbols and denoted as
(3.1)
Without loss of generality, all users are assumed to take their symbols from the 
same constellation alphabet A.  Each user will be assigned a spreading matrix
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Sfc, which consists of M^ LDS codes
Sfc =  S/j^ 2 • • • 5 ^k,Mk\  ^ (3.2)
where each LDS code, G is a sparse vector consisting of N  chips.
Among these N  chips only dy chips have non-zero values, where dy is the ef­
fective spreading factor. Each data symbol, will be spread using the mth 
spreading sequence. Let x/^  =  [xk,i,Xk,2 , • • ■ ,Xk,N]'^ denote the chips vector 
belonging to user k after the spreading process, which is given by
x/j =  S/j a/j. (3.3)
Hence, the whole system code matrix has N  rows and M  columns each con­
taining a unique spreading code, where M can be calculated as follows
K
M  = 'Y^Mk.  (3.4)
k—l
The system loading (/?), which is the ratio of the number of transmitted symbols 
to the total number of sub carriers, will be
In orthogonal transmission, the system loading cannot be more than 1, i.e. 
the total number of transmitted symbols is equal or less than the number of 
subcarriers. The main advantage of the low density spreading is that the system 
loading can be more than 1 0 0 % (^ > 1 ) with affordable complexity and close 
to single-user performance. The case when the system loading is larger than 
1  is referred to it as an overloaded system. Each user generated chip will be 
transmitted over a subcarrier of the OFDM system, and the terms chip and 
subcarrier will be used interchangeably to refer to the same thing.
Figure 3.3 illustrates the MC-LDSMA principle by an example of a system with 
four subcarriers {N — A), serving three users {K = 3) with two data symbols
per user (Mi =  M2 =  M3  =  2 ), which means 150% loading. Here the effective
spreading factor is two {dy = 2 ) and each three chips sharing one subcarrier 
{dc = 3), where dc denotes the number of users interfere in each subcarrier. The
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Figure 3.3: Graphical representation of MC-LDSMA.
figure shows in more details the process of low density spreading. As it can be 
observed, each chip represents a subcarrier of OFDM modulation and the data 
symbols using the same subcarrier will interfere with each other.
The system spreading matrix can be represented by an indicator matrix III»S',4 x6 ? 
which represents the positions of the non-zero chips in each spreading code as 
follows
1 0 1 0 1 0
0  1 1 0  0  1
1 0  0  1 0  1
0  1 0  1 1 0
IlDS,4x6
As users are not bounded to exclusively use the subcarriers, at the receiver side, 
users’ signals that use the same subcarrier will be superimposed. However, the 
number of users interfere in each subcarrier is much less than the total number 
of users, dc ^  K.
At the receiver, after performing OFDM demodulation operation, the received 
signal, r G is given by
(3.5)
where z =  [2 4 , . . . ,  is the Additive White Gaussian Noise (AWGN) vector 
and Hfc is the frequency domain channel gain matrix of user k
Hk =  diag(y/fifcq, .. . , y /% ^ ). (3.6)
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Here, hk^n is the channel gain of user k on subcarrier n. This signal r  is passed 
to the LDS MUD to separate users’ symbols which is done using chip-level 
iterated MUD based on Message Passing Algorithm (MPA).
The basic form of chip-level iterated MUD can be explained as follows. Let
— {(A;, m) : ^  0}, (3.7)
identifies different users’ data symbols that share the same subcarrier n. Con­
sequently, the received signal on subcarrier n can be written as
^   ^ ^k,m^k,my/^k,n T (3.8)
{k,m)eJn
A MC-LDSMA system, with M  number of symbols and N  number of subcar­
riers, can be represented using a factor graph Q{U,V) where users’ symbols 
are represented by variable nodes u e U  and chips are represented by function 
nodes u € V. For simplicity, it will be assumed that each user transmits one 
symbol only. The connection between the received chip and its related users 
is represented by edges. Let Ck,n represent the edge connecting variable node 
Uk, k = 1, . . .  , K  and function node Vn, n = 1, . . .  ,N .  It is straightforward to 
check that the factor graph representation of the conventional MC-CDMA is 
fully connected, where each variable node is connected to all function nodes. 
However, in MC-LDSMA system, each variable node is connected to func­
tion nodes only and each function node is connected to dc variable nodes only.
Figure 3.4 depicts an example of factor graph representation of LDS structure 
in MC-LDSMA system with K  = 8  and N  = 6 .
Using MPA, the messages are updated and iteratively exchanged between func­
tion and variable nodes along the respective edges. Those messages are the 
soft-values that represent the inference or the reliability of the symbol associ­
ated to each edge. Let Çk be the set of chip indices over which the A:th symbol 
is spread and be the set of symbol indices that interfering in the nth received 
chip, Vn- Let Ly^^uk and Ly^^uk be the message sent along edge Ck^ n from vari­
able node Uk and function node Un, respectively. The message Ly^ r^-Uk gives an 
updated inference of ak based on the observation taken at chips Vç G Cfc \  n.
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Figure 3.4: Factor graph representation of the LDS structure in MC-LDSMA.
The messages of the j th  iteration, sent by variable nodes, are updated using 
the following rule
^ in -^ U k  — ^  (3-9)
l e C k \ n
For nth function node the message of j th  iteration is calculated as follows
(3.10)
To approximate the optimal Maximum A Posteriori Probability (MAP) de­
tector, the function T{.) in (3.10) performs local marginalization and can be 
written as follows using the logarithmic value
Ok
where
^{■) =  log I ^  P{rn\^[n]) n
p(r^|a[^]) (X e x p ( - ^ | |r ^  -  h^]a[^]||^) 
P(a/c) = e x p  (Z,J^<_wt(a&))
(3.11)
(3.12)
(3.13)
Here, aj„] and are the vectors that contain the symbols transmitted on 
the nth chip and their corresponding effective received code, respectively. Fig­
ure 3.5 illustrates the message passing process for the first function node (ui)
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Figure 3.5: Message passing process of the LDS detector in MC-LDSMA.
and the first variable node (ui). After appropriate number of iterations or when 
the iterations reach the maximum limit (J), the posteriori probability of the 
transmitted symbol will be as follows
LkiO'k) — ^vi-^Uk' 
leCk
(3.14)
If hard-decision is used, the estimated value of transmitted symbol âk will be
âk - arg max L&(&&).ükGX (3.15)
Otherwise, the soft output (3.14), which is calculated at each variable node, 
will be sent to the channel decoder.
3.2.1 LDS C odes D esign  for M C -L D SM A
The low density spreading codes for MC-LDSMA can be implemented by first 
spreading the data symbol based on the effective spreading factor (dy), then 
the resulted chips are mapped to specific subcarriers. The subcarrier mapping 
(or it can be referred to it as subcarrier allocation) can be optimized off-line, 
static subcarrier allocation, or it can be optimized dynamically based on the 
subcarriers channel gains. Here, the static approach will be discussed, and the 
dynamic design will be investigated in the radio resource allocation chapter. In 
the static design of low density codes, the main aspect need to be considered is
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reducing the number of short-cycles in the indicator matrix. It has been shown 
that the MPA outputs a good approximate of the a posteriori probability if 
the Girth is not less than 6  [96,97]. The Girth is the length of the smallest 
cycle in the factor graph associated with the indicator matrix. Thus, for better 
performance short-cycles of length 4, Cycle-of-Four (CoF), has to be avoided in 
the design of the indicator matrix. There are many algorithms in the literature 
for designing matrices with no CoF [98,99], which can be used for designing 
LDS codes.
For LDS-GDMA these algorithms can be implemented directly. However, for 
MC-LDSMA, another aspect needs to be considered in the design of the in­
dicator matrix. Due to the frequency selectivity, the subcarriers belong to 
each symbol has to be separated apart to achieve frequency diversity. More 
specifically, the sub carriers should be separated from each other by at least the 
channel coherence bandwidth Be.
r i i - n j >  ^  , ni>ri j ,  Wrii,nj e V  (3.16)
where A /  is the sub carriers frequency separation and {x] represent the smallest 
integer that is greater than x. V  is the set of subcarriers that the symbol will 
be spread on, and n is the subcarrier index.
3.3 M C -L D S M A  P rop erties in C om parison  w ith  O ther  
M u ltip le  A ccess T echniques
In this section, the properties of MG-LDSMA are discussed and the scheme is 
compared with other multiple access techniques such as OFDMA, MG-CDMA 
and GO-MG-GDMA. The section will focus on the link-level aspects of MC- 
LDSMA. The system-level aspects of MC-LDSMA and comparison with other 
multiple access techniques will be deferred to the chapter where radio re­
source allocation is considered. MG-LDSMA can represent a midway approach 
comparing to orthogonal multiple access techniques and conventional spread- 
spectrum multiple access. In the orthogonal multiple access techniques, such
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as OFDMA and Single Carrier (SC)-FDMA, the users are orthogonal to each 
other, which simplifies the detection process but no frequency gain can be 
achieved. On the other hand, spread-spectrum multiple access methods, such 
as MC-CDMA and GO-MC-CDMA, attempt to achieve the full frequency di­
versity gain on the cost of higher MUD complexity. In MC-LDSMA, part of the 
frequency diversity can be achieved by spreading on small number of sub carri­
ers with affordable MUD complexity. Here, the advantages of MC-LDSMA in 
comparison to these two conventional approaches will be highlighted.
A . Spread-Spectrum M ultiple Access
In conventional MG-CDMA, each user’s symbols are spread over all the subcar­
riers. In the synchronous MC-CDMA downlink, orthogonal spreading codes are 
of advantage, since they reduce the multiple access interference in comparison 
to non-orthogonal sequences. By contrast, in the uplink, the MC-CDMA signals 
received at the base station suffer from different degradations introduced by the 
users’ independent frequency-selective channels. Consequently, users’ codes are 
no longer orthogonal, which causes multiuser interference. Although optimal 
MUD techniques can effectively combat the multiuser interference, their com­
plexity increases exponentially with the number of users, which is intractable 
for practical implementation. Considering that LDS structure reduces the num­
ber of interferers in each chip, it allows applying close to optimal MUD based 
on MPA. For MC-LDSMA the complexity of MAP receiver will turn out to 
be 0 (|A|^‘'), which is significantly reduced comparing to 0 {\X\^) for optimal 
MUD for MC-CDMA. As MC-CDMA system the symbol is spread over all 
the subcarriers, full frequency diversity can be achieved if the optimal MUD 
is applied. However, due to the high complexity of the optimal MUD in MC- 
CDMA, linear MUD is usually implemented in practical systems. Therefore, 
MC-CDMA can’t enjoy full diversity gain and MC-LDSMA outperforms the 
MC-CDMA performance as it will be shown in the next sections.
Furthermore, it is well known that, from frequency diversity perspective, the
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user does not need to transmit over all the subcarriers to achieve the maximum 
diversity. In fact, the frequency diversity can be achieved by transmitting on 
subcarriers which are separated from each other by the coherence bandwidth 
of the channel [53]. Thus, it is possible to reduce the MAI and the MUD 
complexity without sacrificing the diversity by spreading on less number of 
subcarriers comparing to the conventional MC-CDMA. Based on this fact, CO- 
MC-CDMA [53] has been proposed to reduce the complexity of the MUD in 
the uplink MC-CDMA.
This technique differs from MC-LDSMA by that in CO-MC-CDMA the whole 
system can be decoupled into independent MC-CDMA systems. In contrast to 
the MC-LDSMA, by a factor-graph representation, in each group there is full 
connection between the function nodes and variable nodes and there is no con­
nection between the groups. Consequently, applying message passing algorithm 
is inefficient due to the full connectivity of the graph. In CO-MC-CDMA, the 
MUD complexity depends on the number of users in each group, where the 
complexity of the maximum likelihood detection increases exponentially with 
the number of active users per group [53]. As it will be shown later in the sec­
tion of performance comparison, MC-LDSMA has less complexity comparing 
to CO-MC-CDMA technique.
B. Orthogonal M ultiple Access (OFDM A)
One example of orthogonal multiple access is OFDMA. In OFDMA system, the 
set of subcarriers is divided into several mutually exclusive subsets and then 
each subset is allocated to transmission of a user signal. This approach creates 
frequency domain orthogonality for users’ signals when the transmitter and 
the receiver are perfectly synchronized and hence avoids MAI. As in OFDMA 
user-data symbols are assigned directly to subcarriers, the frequency domain 
diversity will not be achievable at the modulation symbol level. Thus, it will be 
crucial to incorporate properly designed error correction coding and interleaving 
schemes to obtain this diversity at a later stage.
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On the other hand, in MC-LDSMA system, each modulation symbol is spread 
on a number of subcarriers. Therefore, frequency diversity is achievable at the 
modulation symbol level in addition to the frequency diversity gained when 
channel coding is used. Frequency diversity can be gained by assigning dis­
tributed and spaced-enough subcarriers for spreading of a given data symbol. 
Consequently, even though the spreading is over a limited number of chips, the 
system will still be able to gain frequency diversity. However, MC-LDSMA 
detector has larger complexity comparing to OFDMA receiver due to the need 
to implement MUD. The increased computational complexity of the system in 
comparison to a conventional receiver used for OFDMA is practically afford­
able as the added complexity is in the base station side. Also, the complexity 
is reasonably justified considering the achieved gain in performance as it will 
be shown in the next sections.
Further reduction in complexity of multiuser detection for MC-LDSMA can 
be achieved by applying the Crouped-based technique proposed in [41]. The 
technique works by arranging the interfering users of a chip into two groups 
and approximating the interference coming from the other group as a single 
symmetric Caussian distributed variable. It has been shown in [43] that for 
LDS-CDMA system with 200% loading, the loss of approximately 0.3 dB com­
pared to its brute-force counterpart is achieved while reducing the complexity 
to more than half.
3.4  P erform ance E valuation  o f  M C -L D S M A
In this section, the link-level performance of MC-LDSMA is evaluated and 
compared with other multiple access techniques over multipath fading channel; 
namely: OFDMA, SC-FDMA, MC-CDMA and CO-MC-CDMA systems. The 
performance of MC-LDSMA is evaluated under different system settings using 
Monte Carlo based simulations. A regular graph structure is maintained for 
MC-LDSMA while its codes are generated randomly with taking into consid­
eration the subcarrier separation constraint in (3.16) to achieve the frequency
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Table 3.1: Simulation parameters br MC-LDSMA performance evaluation.
Parameter Value
Number of users 25
Number of data subcarriers 300
FFT size 512
Subchannel bandwidth 15 KHz
Multipath channel model ITU Pedestrian Channel B
RMS delay spread 750 ns
Coherence bandwidth 266 KHz
Subcarriers per user 
(OFDMA & SC-FDMA)
1 2
Subcarriers per 
user (MC-LDSMA)
1 0 0 % loading: 1 2  * dy
200% loading: 24 * dy
LDS scheme {dy = 3, dc = 3) Sz {dy =  2, dc =  2)
Channel coding Half-rate convolutional code
diversity. Throughout all simulations, the overall number of information bits 
transmitted by each system is kept equal to ensure a fair comparison among 
the systems.
3.4 .1  C om parison w ith  O F D M A  and SC -F D M A
In this section, the link-level performance in comparison with both OFDMA 
and SC-FDMA systems is presented. The block diagrams of OFDMA and SC- 
FDMA can be found in [100,101]. The simulation parameters are listed in 
Table 3.1. In OFDMA the subcarriers allocated to each user are distributed 
over all the bandwidth with equal spacing to gain frequency diversity. For SC- 
FDMA, due the constraint on subcarrier allocation [102], each user is allocated 
adjacent subcarriers.
In order to investigate the frequency diversity gain of MC-LDSMA scheme, the 
evaluation is first carried out for un-coded case, i.e. without error correction 
coding. Figure 3.6 shows the BER versus Eb/No (energy per bit to noise power 
ratio) for OFDMA, SC-FDMA and MC-LDSMA (100% loading) with Quadra­
ture Phase Shift Keying (QPSK) modulation. It shows that MC-LDSMA sig-
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Figure 3.6: BER comparison for un-coded SC-FDMA, OFDMA and MC- 
LDSMA with QPSK modulation.
nificantly outperforms OFDMA and SC-FDMA by 9.7 dB and 7.15 dB, respec­
tively, at BER = 10~^. This gain with respect to OFDMA is expected for 
un-coded system because OFDMA offers no frequency diversity in contrast to 
MC-LDSMA. As it can be noticed from the figure, SC-FDMA achieves better 
BER comparing to OEDMA due to the frequency gain achieved by DET pre­
coding in SC-EDMA. However, the achieved frequency gain in SC-EDMA is less 
than MC-LDSMA because the allocated subcarriers in SC-EDMA are adjacent, 
which means more correlated channel gains. Furthermore, MC-LDSMA with 
effective spreading factor dy = 3 achieves better BER comparing to iC, =  2, 
which is clearly due to the frequency diversity achieved is higher with dy = 3.
In MC-LDSMA, there are two options to increase the number of transmitted 
information bits. Either, increasing the system loading (/3) and keeping the 
modulation order fixed, or simply higher modulation order is used. Both meth­
ods have the same MUD complexity; however, the BER performance may be 
different. When the system loading is increased this implies more subcarriers
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Figure 3.7: BER comparison for un-coded OFDMA and AIC-LDSMA.
arc used by each user, hence, higher frequency diversity can be achieved com­
paring to the case when the modulation order is increased. Consequently, it is 
expected to achieve better BER performance by increasing the system loading 
rather than the modulation order. To confirm this difference in the perfor­
mance, Figure 3.7 shows the BER comparison between the two approaches for 
MC-LDSMA with QPSK-200% and 16QAM-100%, with =  3. It is clear 
from the figure, using higher system loading achieve better BER comparing to 
increasing the modulation order.
Furthermore, the simulation results for coded systems are presented to show 
the effect of coding on frequency diversity as well. Figure 3.8 shows the Block 
Error Rate (BLER) results for MC-LDSMA (100% loading), OEDMA and SC- 
EDMA when all systems use the same error correcting convolutional code. As 
it can be seen from the figure, even with channel coding, MC-LDSMA still 
maintains its superiority to OFDMA and SC-FDMA. Simulation results show 
that the interference due to spreading in MC-LDSMA is compensated by the 
gain achieved via frequency diversity. Also, with channel coding, the gap in
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Figure 3.8: BLER comparison for SC-FDMA, OFDMA and MC-LDSMA with 
QPSK modulation.
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Figure 3.9: BLER comparison for 16QAM SC-EDMA and OFDMA vs. 200% 
loaded MC-LDSMA with QPSK.
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performance between different effective spreading factors {dy = 2  and 3 ) almost 
vanishes.
Figure 3.9 shows the BLER results for MC-LDSMA (with dy = 3) system with 
200% loading and QPSK modulation in comparison with OFDMA and SC- 
FDMA that implement 16QAM modulation. It is clear from the figure that the 
gain of MC-LDSMA over OFDMA and SC-FDMA is increased. So, even for 
overloading conditions, MC-LDSMA significantly improves the performance. 
To offer the same level of spectrum efficiency, OFDMA and SC-FDMA systems 
need to increase their data symbols constellation size to keep up with loading 
increase of MC-LDSMA. By comparing Figures 3.8 and 3.9, it can be observed 
that as both systems are driven to offer higher spectral efficiency, OFDMA 
and SC-FDMA systems become less and less competitive due to use of higher 
order modulation. Specifically, the 5.6 dB performance gain of MC-LDSMA 
over OFDMA at the BLER =  10“  ^ in Figure 3.8 is increased to 7.3 dB gain in 
Figure 3.9.
It can be concluded that the MC-LDSMA system enhancement is larger for 
higher overloading conditions. Although MC-LDSMA faces heavy interference 
condition as it is more overloaded, that can drive its performance away from 
its single-user operation, but at the same time it is getting better possibility to 
exploit frequency domain diversity. The overall impact will render an advanta­
geous situation for MC-LDSMA as all systems are pushed to offer more data 
rate.
For more detailed comparison among the systems, the 3GPP-LTE BLER thresh­
olds will be used. For the QoS classes defined in 3GPP-LTE [103] there are three 
BLER thresholds; 10“ ,^ 10~^ and 10~®. Table 3.2 lists the required E b / N o  to 
achieve the BLER threshold averaged over all the simulated cases. As the ta­
ble shows, MC-LDSMA achieves significant gains in the required E h / N o  for 
the BLER thresholds comparing to the other systems, especially for low BLER 
thresholds. It is worth mentioning that the 10“  ^ BLER threshold is only re­
quired by the conversational service and all the other services require the other
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Table 3.2: Required E h / N o  (dB) to achieve the BLER threshold.
BLER threshold 1 0 “ 2 10-3 10-3
SC-FDMA 18.3 23.2 35.2
OFDMA 17 21.7 34.6
MC-LDSMA 13.5 16.2 23.2
Gain over SC-FDMA 4.8 7 1 2
Gain over OFDMA 3.5 5.5 11.4
two BLER thresholds. Thus, by using MC-LDSMA, the required transmission 
power can be significantly reduced. This can be refiected as a power saving in 
the user equipment and the cell coverage can be increased as well.
3.4 .2  C om parison w ith  M C -C D M A  and G O -M C -C D M A
In this section, the performance of MC-LDSMA is evaluated and compared 
with other spread-spectrum multiple access techniques; MC-CDMA and GO- 
MC-CDMA. Considering the prohibitive complexity of the optimal MUD, linear 
detectors have been considered for MC-CDMA. The linear MMSE detector is 
the optimal linear detector that maximizes the output SINR [104]. On the other 
hand, it has been shown that the performance of GO-MC-CDMA is very close 
to the single-user bound [53], hence, it is essential to show that MC-LDSMA is 
able to keep the performance the same while reducing the complexity.
The single-user BER bound with the same channel profile is also considered 
in the comparison. The simulation parameters are listed in Table 3.3, and 
the channel parameters are the same as the one in Table 3.1. The number of 
subcarriers used is the same as in [53] to keep the complexity of the optimal 
MUD feasible. The performance of the systems is compared for 100% and 
200% loading. For GO-MC-CDMA, the number of subcarriers per group is set 
to 4 and Maximum Likelihood (ML) detection is employed per group. Linear 
MMSE detection is used for MC-CDMA and the processing gain is equal to 
the number of data subcarriers. For MC-CDMA and GO-MC-CDMA systems 
with 100% loading, orthogonal codes, and for the 200% loading Welch Bound
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Table 3.3: Simulation parameters for spread-spectrum multiple access perfor-
Parameter Value
Number of users 1 0
Number of data subcarriers 60
FFT size 64
Channel coding Half-rate convolutional code
Modulation BPSK
Data streams per user
100% Loading 6
200% Loading 1 2
Effective spreading :actor (LDS) dy = 3
Symbols per 
subcarrier (LDS)
100% Loading dc = 3
200% Loading dc = Q
Equality (WBE) codes are used. The spreading codes are constructed using 
the algorithm developed in [105]. A regular graph structure is maintained for 
MC-LDSMA while its codes are generated randomly.
Figures 3.10 and 3.11 show the BER results for 100% and 200% loading, re­
spectively. As it can be observed from the figure, MC-LDSMA system achieves 
performance close to the GO-MC-CDMA system, which employs optimal MUD. 
The complexity of the LDS detector is less than the complexity of GO-MC- 
CDMA. As in MC-LDSMA the complexity is exponential to the number of 
symbols per subcarrier {dc), a complexity order of 0 {\ Xf )  and 0 { \ Af )  is re­
quired for 100% and 200% loading, respectively. While in GO-MC-CDMA the 
complexity is exponential to the number of transmitted symbols in each group, 
which result in complexity order of 0 {\ Xf )  and 0 { \ Af )  for 1 0 0 % and 2 0 0 % 
loading, respectively.
Furthermore, the results show that, MC-LDSMA outperforms MC-CDMA with 
MMSE detector. This is because the LDS detector is more efficient than the 
MMSE detector in eliminating the multiple access interference. For 100% load­
ing, MC-LDSMA outperforms MC-CDMA by 8.7 dB at BER =  10“ 3, The 
MMSE detector fails to attain a satisfactory BER performance under the over­
loading conditions, which is an expected performance of the linear MUD in
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Figure 3.10: BER comparison for MC-LDSMA, MC-CDMA and GO-MC- 
CMDA with 1 0 0 % loading.
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Figure 3.11: BER comparison for MC-LDSMA, MC-CDMA and GO-MC- 
CMDA with 200% loading.
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overloading (rank-deficient) scenarios [106-108]. Considering the results all 
together, it can be concluded that the MC-LDSMA system can achieve perfor­
mance close to the GO-MC-CDMA system with less complexity and outper­
forms the system that employs MC-CDMA with linear MMSE detector.
3.4 .3  N ear-Far Effect
An important performance measure in the multiuser communication system 
is the near-far resistance. The near-far problem arises when the users are at 
different distance from the base station and the received powers of the users 
are not equal. In conventional CDMA receivers, each signal is detected using 
the corresponding single-user detector and the interference is treated as noise. 
Consequently, the output of the detector for each user will have unwanted com­
ponent which is a function of the amplitude of each of the interfering users. 
Hence, when the users’ received powers are unequal (near-far problem), the 
weak users’ performance will be significantly degraded by the interference from 
the strong users and power control is required to alleviate this near-far problem. 
On the other hand, this problem does not exist when joint multiuser detection 
scheme is implemented as the receiver will make use of the information about 
the interference [109-111]. Thus, it can be said that the near-far problem is 
mainly associated with the conventional detection approach.
As the MC-LDSMA implements a joint MUD, the system will be near-far re­
sistance. To backup the aforementioned statement, a near-far scenario is sim­
ulated, where the users are divided into three equal groups. The first group 
of users are the strong users, the second group has 3 dB less Eb/No and the 
third group is less by 6  dB compared to the strong users. Figure 3.12 shows 
the un-coded BER of the simulated scenario, where the (Eb/No) shown on the 
horizontal axis is for the strong users. As the results show, the weak user BER 
performance does not degrade by the interference from the strong users. In fact, 
the BER performance of the weak users is slightly improved due to the success­
ful detection of the strong users. The same findings in the near-far problem
3.5. Summary
 W eak Users (—6 dB)
  W eak Users (—3 dB)
—O  Strong Users
10 ^
M 10 ^
1 0 '^
1 0 ”^
1 0 "^
10  15  2 0
E b / N o  (d B )
2 5 3 0
Figure 3.12: BER performance for the near-far problem scenario in MC-LDSMA 
(QPSK modulation, 100% loading).
have been noticed for the optimal MAP detector in [110]. The analysis of the 
near-far problem will be useful when dynamic power allocation is implemented 
for MC-LDSMA. As the power will be allocated based on the channel condition, 
the received power of the users will not be equal even if the users are in the 
same distance of the base station.
3.5 Sum m ary
In this chapter, the LDS structure is extended to multicarrier technique to avoid 
the ISI in wideband communications, where the new technique implements the 
LDS in the frequency domain. The system model and the main definitions of 
the proposed scheme are presented as well as the LDS code design for MC- 
LDSMA is discussed. The main differences with other multiple access tech­
niques are highlighted with emphasizing on the achieved frequency diversity 
and receiver complexity. Using Monte Carlo simulations, the performance of
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MC-LDSMA is evaluated. Simulation results show noticeable performance im­
provement in comparison to OFDMA and SC-FDMA systems under different 
settings and loading conditions of MC-LDSMA. This is mainly due to capabil­
ity of MC-LDSMA to better exploit frequency domain diversity. Comparing to 
spread-spectrum multiple access, MC-LDSMA system can achieve performance 
close to the GO-MC-CDMA system with less complexity and outperforms the 
MC-CDMA system that employs linear MMSE detector. The main outcome of 
the comparison can be summarized as follows. By using high spreading factors, 
such as in MC-CDMA and GO-MC-CDMA, the system will be so complex, and 
efficient MUD techniques cannot be implemented. On the other hand, without 
spreading, no frequency diversity can be achieved, resulting in inferior link-level 
performance. A wise approach is to spread on a small number of subcarriers to 
gain frequency diversity and keep the system complexity low for implementing 
near optimal MUD techniques. In the next chapters, the challenges and oppor­
tunities associated with MC-LDSMA system will be investigated and tackled 
in order to further improve the system performance.
Chapter 4
Envelope Fluctuations Reduction
In this chapter, the envelope fluctuations drawback of the MC-LDSMA signal 
is addressed and appropriate techniques for envelope fluctuations reduction are 
proposed. In the first section, the envelope fluctuations of the multicarrier 
signal is described with proper definitions. Section 4.2 briefly discusses some 
of the important envelope fluctuations reduction techniques for multicarrier 
transmission. In section 4.3, the envelope fluctuations of MC-LDSMA signals 
is analysed. Based on this analysis, suboptimal phasing schemes are proposed 
for envelope fluctuations reduction in MC-LDSMA signals. The effect of the 
phasing scheme and the subcarrier allocation for LDS codes are investigated. 
Section 4.4 introduces the DFT pre-coding for MC-LDSMA in order to further 
reduce the envelope fluctuations. A brief summary would be given in section 4.5. 
The research work reported in this chapter has been published in [94,112,113].
4.1 E n velope F lu ctu ation s o f  M ulticarrier S ignal
The transmitted signals in multicarrier communication systems consist of sums 
of trigonometric series. The major drawback in these systems is their large 
envelope fluctuations. It is well known that power amplifiers are peak power 
limited and when the input exceeds a limit the amplifier input-output charac­
teristics are not linear anymore. Therefore, when a signal with large envelope
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fluctuations that exceeds the dynamic range of the amplifier is passed through 
the amplifier it will suffer from spectrum re-growth and in-band distortion. 
This will cause BER degradation and out-of band radiation. If the amplifier 
is designed with high de-rating to accommodate these peaks, it tends to be 
very inefficient. In the downlink, the base station can tolerate higher power 
consumption and signal processing complexity. However, in the uplink, the en­
velope fluctuations can be problematic where the terminals are battery powered 
and cannot offer high signal processing complexity. Many techniques have been 
proposed to reduce the envelope fluctuations in order to mitigate the associated 
amplifier linearity requirements, the out-of-band radiations or the required am­
plifier de-rating which is necessary for preventing the amplifier saturation at 
high input signal peaks [93,114].
Peak to Average Power Ratio (PAPR) has been widely used as a metric to 
quantify the envelope fluctuations. The PAPR of a signal is defined as the ratio 
between its peak power and the average power. Consider complex baseband 
representation of the time-domain multicarrier signal
1 ^
2/(4 — ~7 ^  1 0 < t  <Ts,  (4.1)
V n=l
where fn = and Ts is the time duration of the multicarrier symbol. Xn is 
the complex baseband modulated symbol on subcarrier n. Thus, the PAPR of 
the multicarrier signal is defined as follows
\ y ( t y
PAPR =  -   . (4.2)
r. |y(i)|V i
The numerator in (4.2) denotes the peak power and the denominator denotes 
the average power. By sampling y{t) defined in (4.2) at frequency fs = 
where B  is the oversampling factor, the discrete-time signal can be written as
1  ^
=  b =  l , 2 , - - - , NB.  (4.3)
n = l
It is noticeable that the sequence {yh} is the Inverse Discrete Fourier Transform 
(IDFT) of the chip vector x with (B — 1)W zero padding. By using Nyquist
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rate sampling, the PAPR of the continuous-time signal cannot be calculated 
accurately. It is shown in [115] that B  — 4 can provide adequately precise PAPR 
results. The PAPR calculated from the B  times oversampled time domain 
signal’s samples is given by
A drawback of the PAPR metric is that the secondary peaks of power that 
considerably affect the power amplifier performance are not taken into account. 
Therefore, in some recent contributions [116,117], Cubic Metric (CM) has been 
proposed as a measure of the envelope fluctuations which can predict the power 
de-rating more accurately. The motivation for CM is based on the fact that the 
major distortion is introduced by the third order nonlinearity of the amplifiers 
gain characteristic function defined as [117]
2/o(4 =  Giy(t) -b Gz{y{t)f ,  (4.5)
where yo{t) is the output of the amplifier, Gi and G3  are the linear and nonlinear 
gains of the amplifier, respectively. The CM is defined as follows [116]
CMUs =  ^CMUb - R C M ^ efkB  ^ (4.6)
E cm
where RG M  is the raw CM, which for a signal y{t) is defined as
RCMU b  = 2 0 1 og,„ (rm s (4.7)
The terms RGM^ef and K cm  are empirical factors to complete the estimate 
of the power de-rating, for example in LTE RGMj-ef = 1.52 dB and K cm  =  
1.56 dB.
The Cumulative Distribution Function (CDF) of the PAPR/CM is one of the 
most frequently used performance measures for PAPR/CM reduction tech­
niques. In the literature, the complementary CDF (CCDF) is commonly used 
instead of the CDF itself. The CCDF of PAPR/CM denotes the probability 
that PAPR/CM exceeds a certain value P A P R q/GM q, i.e. P r{P A P R /G M  > 
P A P R q/ GMq). In addition to the CCDF curves, we will compare the PAPR/CM
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values that exceed with probability 0.1%, 99.9-percentile, which is defined by 
P r{ P A P R /C M  > P A P R /C M 9 g,a) = lO'S [118].
4 .2  E n velope F lu ctu a tio n s R ed u ctio n  T echniques
In MC-CDMA system, the envelope fluctuations of the signal is characterized by 
the aperiodic auto-correlations and cross-correlations of the spreading sequences 
employed. In single-code MC-CDMA (the user uses one spreading sequence) 
the envelope power is characterized by the aperiodic autocorrelation of the 
spreading sequence, and it is independent of the transmitted symbol. However, 
for multi-code MC-CDMA the envelope power is characterized by the aperiodic 
autocorrelations and cross-correlations of the spreading sequences. In MC- 
CDMA selecting the spreading code cannot be based only on the envelope 
fluctuations of the code and other characteristics have to be considered such as 
orthogonality and correlation properties.
On the other hand, for OFDMA, envelope fluctuations reduction is a challenging 
task and many techniques have been proposed for this purpose. The suggested 
methods of envelope fluctuations reduction in the literature can be divided into 
distortion and distortionless techniques. Clipping is the main distortion PAPR 
reduction technique, where in it the signal is clipped into a desired level prior to 
transmission. Despite its simplicity, the clipping technique introduces in-band 
and out-of-band emissions [119,120]. In-band emissions cannot be reduced 
by filtering and results in BER performance degradation, while out-of-band 
emissions can be reduced by filtering. Filtering after clipping causes some peak 
regrowth. In order to prevent overall peak regrowth, a repeated clipping-and- 
flltering operation can be used [121]. On the other hand, the distortionless 
envelope fluctuations reduction techniques can be classified as follows:
• Coding techniques: The envelope fluctuations reduction is done in this 
method by transmitting only the codewords that minimize or reduce the 
envelope fluctuations value [122,123]. However, there are two drawbacks
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for this technique, first it needs an exhaustive search to find the best codes 
and second is that storing of large lookup tables is required for encoding 
and decoding, particularly for a large number of subcarriers. Also, this 
technique does not deal with the problem of error correction [114].
• Multiple signal representation techniques: The basic idea of these tech­
niques is to produce a set of representation of the data by modifying 
the phases of the input symbols, and then the representation that has 
the least PAPR/CM is transmitted. Two different approaches are used 
to generate the set signal representations; Selective Mapping (SLM) and 
Partial Transmit Sequences (PTS). In the PTS technique [124,125], an 
input data block of N  symbols is divided into disjoint sub-blocks and 
then the subcarriers in each sub-block are weighted by a phase factor for 
that sub-block. The phase factors are chosen in a way that the envelope 
fluctuations of the combined signal is minimized. In the SLM approach, 
the transmitter produces a set of satisfactorily different candidate data 
blocks which all of them represent the same information as the original 
data block, and then it selects the one with least envelope fluctuations for 
transmission [126]. The interleaving approach for envelope fluctuations 
reduction [127] is quite similar to the SLM technique and can be classi­
fied under this category too. The difference in this technique from SLM 
is that, instead of a set of phase sequences, a set of interleavers is used to 
reduce the envelope fluctuations of the multicarrier signal. An interleaver 
here is a device that reorders or permutes the symbols inside a block of 
N  symbols.
In order to retrieve the transmitted signal, side information needs to be 
signalled to the receiver indicating which phasing or interleaver has been 
used for the transmission. Also, the used phases have to be quantized 
to some predefined values before transmission [128]. The multiple signal 
representation techniques have high complexity to find the desired phases, 
which is exponential with N.
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• Tone Reservation (TR) and Tone Injection (TI): These methods work 
based on adding a data-block-dependent time domain signal to the original 
multicarrier signal to decrease its peaks. This time domain signal can be 
simply calculated at the transmitter and removed at the receiver. For 
the TR technique, the transmitter reserves a small subset of subcarriers 
for envelope fluctuations reduction and so they will not be used for data 
transmission [129]. In this approach, the aim is to find the time domain 
signal which will be added to the original time domain signal in a way that 
the envelope fluctuations is decreased. The basic idea for tone injection 
technique is to enhance the constellation size so in order to map each of the 
points in the original basic constellation into several equivalent points in 
the larger constellation. As each symbol in the data block can be mapped 
into one of several equivalent constellation points, these additional degrees 
of freedom can be used for reducing envelope fluctuations. This scheme is 
called tone injection because replacing a point in the basic constellation 
for a new point in the expanded constellation is equivalent to injecting a 
tone of the suitable phase and frequency in the multicarrier signal [114].
It can be observed that different envelope fluctuations reduction techniques, be­
side their envelope fluctuations reduction capability, have some disadvantages 
such as BER performance degradation, data rate loss, transmission power in­
crease or complexity increase.
4.3  E n velope F lu ctu ation s o f  M C -L D S M A
In this section, the envelope fluctuations of MC-LDSMA signals will be eval­
uated and proper PAPR/CM reduction techniques will be proposed. The 
PAPR/CM of MC-LDSMA will be compared with existing multiple access tech­
niques.
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Table 4.1: Simulation parameters for PAPR/CM calculations.
Parameter Value
FFT size 256
Number of data sub carriers 180
LDS Scheme dy = 3
Subcarriers 
per user
MC-LDSMA 36,72,108,144 and 180
OFDMA 12,24,36,48 and 60
Modulation QPSK, 16QAM and 64QAM
4.3 .1  E nvelope F lu ctu ation s o f C onventional LDS C odes
As a multicarrier technique, it is expected that MC-LDSMA inherits the large 
envelope fluctuations drawback. Consequently, it is essential to investigate the 
envelope fluctuations of the MC-LDSMA signals and compare it with existing 
multiple access schemes. As it has been explained before, in MC-LDSMA the 
data symbol is spread over a small number of subcarriers. This implies that the 
number of used subcarriers is larger than the non-spreading case (i.e. OFDMA). 
Hence, it is expected that MC-LDSMA has higher PAPR/CM comparing to 
OFDMA. Here, we shall investigate the envelope fluctuations of MC-LDSMA 
with conventional LDS codes. In the conventional LDS codes, random phases 
and random subcarrier allocation are used.
The PAPR/CM of MC-LDSMA signals is analysed and compared with that of 
OFDMA. The PAPR/CM characteristics are numerically evaluated using the 
CCDF of PAPR/CM. The CCDF of PAPR/CM is calculated by Monte Carlo 
simulation. In the simulations, 10  ^ uniformly random symbols (OFDMA/MC- 
LDSMA symbols) were generated and 4 times oversampling was used to acquire 
the CCDF of PAPR/CM. The simulations parameters used in this chapter are 
shown in Table 4.1. To have a fair comparison, the same spectral efficiency is 
considered for both systems. This means MC-LDSMA uses three times (con­
sidering dv = 3) more subcarriers due to spreading.
Figures 4.1 and 4.2 show the CCDF curves of PAPR and CM, respectively, 
for MC-LDSMA and OFDMA signals. Random subcarrier allocation scheme
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Figure 4.1: The CCDF of PAPR for MC-LDSMA with conventional LDS codes.
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Figure 4.2: The CCDF of CM for MC-LDSMA with conventional LDS codes.
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is used whereby the subcarriers allocated to a user are randomly distributed 
over all the bandwidth. As shown in the figures, MC-LDSMA has PAPR/CM 
values higher than OFDMA. Table 4.3, located at the end of this chapter, 
lists the 99.9-percentile PAPR/CM values that each signal experiences for all 
the simulation carried out in this chapter. MC-LDSMA has an average 99.9- 
percentile PAPR/CM 3.3 dB higher than OFDMA. Also, it can be noticed 
that, in both MC-LDSMA and OFDMA techniques, the PAPR/CM values are 
almost independent of the modulation order (i.e QPSK, 16QAM, etc.)
4.3 .2  P h ases for M C -L D SM A
It is shown in the previous section that MC-LDSMA with conventional LDS 
codes has considerably high envelope fluctuations. Consequently, envelope fluc­
tuations reduction techniques are required. At first, it may be thought that 
the large envelope fluctuations are caused by using more subcarriers in MC- 
LDSMA. However, as it will be shown in this section, the high envelope fluctu­
ations for MC-LDSMA is caused by assigning random phases to the LDS codes 
without taking into account the correlation between the chips. In MC-LDSMA, 
the chips that belong to the same symbol are correlated. The phases can be 
tuned to reduce the envelope fluctuations. In fact, there is more flexibility in 
tuning the chips’ phases in MC-LDSMA comparing to MC-CDMA. The auto­
correlation and cross-correlation properties of the LDS codes do not affect the 
detection process. Hence, this flexibility can be utilized and the phases can be 
tuned to reduce the envelope fluctuations of the MC-LDSMA signal.
4.3.2.1 Optimal Phases
The problem of selecting the phases can be formulated with PAPR or CM min­
imization as the objective function. The problem of selecting the phases to 
minimize the PAPR is not convex, and has many local minima [130]. Conse­
quently, standard optimization techniques do not help in designing low PAPR
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sequences. Here, it will be shown that for CM reduction, the optimization 
problem is not convex as well.
Assuming each user transmits only one symbol, the complex baseband repre­
sentation of the time-domain MC-LDSMA signal is given by
XSr),€f (4.8)
neC
where (  is the set of subcarriers on which the user spread its symbol. The 
user index is dropped for simplicity. is the complex component of the LDS 
code on subcarrier n. As it can be noticed, the signal envelop is independent 
of the input symbol x. Consequently, Sn can be tuned to reduce the CM of 
the signal independently of the transmitted symbol. The CM definition in (4.6) 
can be simplified to obtain an equivalent formulation that can be used as an 
objective function [131]. As the constant parameters in (4.6), RCM^-ef, K cm  
and rms{\y{t)\), don’t effect the optimization problem and they can be safely 
removed. Consequently, the objective of the optimization problem will be
N B
CM{s)  =  ^
6=1
N B
= E
E® "®
nec
6=1
N B
-  4 < ,6 )  + ; ( « , 6  +  « , 6 )
nGC
6=1
(4.9)
where and are the real and imaginary parts of Sn, respectively,  ^ and 
are the real and imaginary parts, respectively, of the Fourier transform 
coefficient corresponding to nth subcarrier and 6th sample. So, the optimization 
problem for CM minimization can be formulated as follows
subject to
min CM(s),
neC neC
(4,10)
(4.11)
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(^n)^ +  (4)^  ^  (4.12)
The constraint (4.11) is to preserve the total transmitted power whereas the 
constraint (4.12) is to ensure that the chips are not turned off to reduce the 
CM. Without (4.12) the problem will have trivial solution, which is transmitting 
on one subcarrier only and turning off all the rest chips. The objective func­
tion (4.10) is convex in s, however, the problem is not convex due to the equality 
constraint. For the optimization problem to be convex, the equality constraint 
must be an affine function [73]. Unfortunately, the constraint in (4.11) is not 
an affine due to square function, which is not linear.
4.3.2.2 Suboptimal Phases
As it has been demonstrated in the previous section, the optimal phases that 
minimize the PAPR/CM are hard to be found using classical optimization tech­
niques. Therefore, suboptimal phases to reduce the PAPR/CM of the signal 
have to be used. Many closely related phases have been found by different re­
searchers that have low envelope fluctuations, including; Narahashi phases [132], 
Newman phases [133,134] and Shapiro-Rudin sequences [135,136]. These phas­
ing schemes didn’t attract significant attention within the context of PAPR/CM 
reduction for MC-CDMA due to the constraints of autocorrelation and cross­
correlation on the codes. Furthermore, in MC-CDMA, if the user needs to send 
more than one symbol, it has to be multiplexed in the code domain. Conse­
quently, the resulted signal will have high PAPR/CM despite the single code 
design. On the other hand, in MC-LDSMA, there are no such constraints and 
the symbols can be multiplexed in the frequency domain. Hence, these phases 
can be employed in MC-LDSMA to reduce the envelope fluctuations.
These phasing schemes (Newman and Narahashi) are designed in a way requires 
the subcarriers allocated to the user to be equally spaced. However, restricting 
all the users to have equally spaced subcarrier allocation in MC-LDSMA will 
result in a fully connected graph, which reduce the receiver detection efficiency. 
In fact, if the graph is fully connected, it will result in GO-MC-CDMA, and the
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Figure 4.3: Subcarrier allocation schemes for MC-LDSMA.
codes cannot be classified as low density anymore. Accordingly, here, it will be 
proposed to apply these phases for MC-LDSMA combined with resource block 
based allocation. This can be done by dividing the total numbers of subcarriers 
into segments consist of Nz adjacent sub carriers. As the frequency segment can 
represent the frequency dimension of resource block, it will be referred to it as 
a Resource Block (RB). Therefore, instead of individual subcarriers, resource 
blocks will be allocated to users. The resource block structure is already adopted 
in 3GPP-LTE to facilitate the channel estimation. It is a common practice to 
group a number of adjacent sub carriers in both time and frequency domains in 
a form of a resource block. However, the time dimension of the resource block 
does not affect the PAPR/CM. Figure 4.3 depicts the two types of subcarrier 
allocation schemes, resource block based and individual subcarriers based. It 
shows an example of 4 users with two symbols (M =  2) per user and effective 
spreading factor equal to two {dy = 2). In resource block based allocation each 
user is allocated two resource blocks with size two {Nz = 2), where AL is the 
number of subcarriers per resource block.
71 =  1,2,.-- ,AT, (4.13)
7T, n =  1,2, •. • ,iV. (4.14)
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Newman and Narahashi phasing schemes will be used in combination with 
the resource block allocation scheme to reduce the PAPR/CM of MC-LDSMA 
signals. The Newman phases are given by
ûNewm an    7r(7i 1 )
^  :
and Narahashi phases are given by
nNarahashi __
i V - 1
The phases of the LDS codes will be adjusted according to (4.13) or (4.14) as 
follows
Sn = (4.15)
Figures 4.4 and 4.5 show the results of PAPR and CM, respectively, for MC- 
LDSMA when the subcarrier allocation is resource block based (MC-LDSMA/RB) 
and compared with OFDMA and SC-FDMA. The figures shows the PAPR/CM 
of MC-LDSMA with Newman, Narahashi and random phases. The same simu­
lation parameters in Table 4.1 are used. However, each 12 adjacent subcarriers 
are grouped to form a resource block. Considering that the number and the 
distribution of resource blocks allocated to the user affects the PAPR/CM [137], 
the results are generated for different numbers of resource blocks per user. Also, 
all the possible distributions for the allocated resource blocks were considered, 
however, for SC-FDMA only adjacent resource blocks allocation is considered. 
As the PAPR/CM of OFDMA and MC-LDSMA is the same for different modu­
lation orders, only the results of 16QAM modulation is presented in the figures.
As the figures show, Newman and Narahashi phasing schemes produce identi­
cal PAPR/CM values. Both Newman and Narahashi phasing schemes signifi­
cantly reduce the PAPR/CM of MC-LDSMA in comparison to random phases. 
Random phases still suffer high PAPR/CM regardless of the allocation scheme 
used. With phasing schemes, the PAPR and CM of MC-LDSMA are reduced by 
3.8 dB and 5.5 dB, respectively, comparing to random phases. Furthermore, it 
can be noticed that while in PAPR measures, MC-LDSMA and OFDMA achieve
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Figure 4.4: PAPR comparison for MC-LDSMA with different phasing schemes: 
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the same values, MC-LDSMA has small CM values comparing to OFDMA. It 
was thought that the difference between the multiple access techniques in en­
velope fluctuations preserves its trend despite the used metric, PAPR or CM. 
These results show that this fact doesn’t hold anymore, where MC-LDSMA and 
OFDMA have similar PAPR but MC-LDSMA outperforms OFDMA in CM by 
about 1.2 dB. Comparing to SC-FDMA, MC-LDSMA has higher PAPR/CM 
values, especially comparing to QPSK modulation.
A major advantage of applying the phasing schemes is that it does not require 
modification in the MC-LDSMA system structure, and no complexity will be 
added to the system. In fact, generating Newman and Narahashi phases using 
the closed forms (4.13) and (4.14) is less complex than the generation of random 
phases.
Figures 4.6 and 4.7 show the PAPR/CM results when individual sub carrier 
(MC-LDSMA/IndSc) allocation scheme is used (it can be considered as re­
source block based allocation with Nz = 1). SC-FDMA is not included in the 
comparison when the individual subcarrier allocation scheme is used because 
in SC-FDMA only contiguous allocation can be used. As it is clear from the 
figures, the phasing schemes has less PAPR/CM reduction when individual 
sub carrier allocation is used comparing to the resource block based allocation.
As the results show, MC-LDSMA requires a back-off comparing to SC-FDMA 
due to the high PAPR/CM, Nevertheless, the loss due to the required back-off 
is compensated by better link-level performance making MC-LDSMA outper­
forms SC-FDMA. Table 4.2 lists the aggregate gain, for QPSK modulation, 
achieved by MC-LDSMA over SC-FDMA and OFDMA considering the CM 
(Table 4.3) and link-level performance (Table 3.2). As it is clear from the table, 
MC-LDSMA achieves high gains over SC-FDMA and OFDMA. So, by using 
MC-LDSMA technique the overall required transmit power can be reduced com­
paring to SC-FDMA and OFDMA. This power saving will be reflected on the 
battery life of the user equipment and cell coverage can be increased.
The results presented throughout the chapter so far consider fixed modulation
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Table 4.2: MC-LDSMA Net Gain (dB) Over SC-FDMA and OFDMA.
BLER threshold 10~2 10“ ^ 10-G
Gain over SC-FDMA 1.8 4 9
Gain over OFDMA 4.65 6.65 12.55
scheme over all the resource blocks. In real scenario, the resource blocks have 
different channel conditions due to the frequency selectivity nature of the wire­
less channel. Hence, different modulation schemes can be used for different 
resource blocks based on the channel quality of each resource block to improve 
the system capacity. Therefore, it will be presented here the PAPR/CM results 
for adaptive modulation in frequency domain, which simply means different 
modulation schemes over the allocated resource blocks.
Figures 4.8 and 4.9 show the PAPR/CM of the considered multiple access tech­
niques with adaptive modulation. QPSK, 16QAM and 64QAM are used, where 
each third of the subcarriers use a specific modulation order. As both New­
man and Narahashi phasing schemes produced the same PAPR/CM values, 
only Newman phases will be used for the rest of the chapter. For MC-LDSMA 
and OFDMA, the PAPR values are not affected by using adaptive modulation. 
However, SC-FDMA experiences higher PAPR comparing to the non-adaptive 
case. The PAPR gap between MC-LDSMA and SC-FDMA is shrunk to 1.4 dB 
only. On the other hand, interestingly the CM of MC-LDSMA and OFDMA is 
slightly reduced when adaptive modulation is implemented while in SC-FDMA 
the CM is increased.
4.4  D F T  P re-cod ed  M C -L D SM A
Discrete Fourier Transform (DFT) is used in many systems (SC-FDMA, MC- 
CDMA and MC/DS-CDMA) as spreading or pre-coding techniques to reduce 
the envelope fluctuations [100,138,139]. For further PAPR/CM reduction, we 
propose DFT pre-coding for MC-LDSMA system. Implementing DFT pre­
coding in MC-LDSMA is not straightforward as the situation in SC-FDMA. In
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Figure 4.8: The CCDF of PAPR for MC-LDSMA with adaptive modulation.
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Figure 4.9: The CCDF of CM for MC-LDSMA with adaptive modulation.
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SC-FDMA the subcarriers are exclusively used, thus, the DFT pre-coding size 
is equal to the number of transmitted symbols by the user. For example, if a 
user k transmits symbols, it needs DFT pre-coding size. At the receiver 
side, to retrieve the A:th user data, DFT decoding of Nk size is performed 
independently of the DFT decoding used for the other users. In MC-LDSMA, 
as there is no exclusivity in the frequency domain and the users will overlap at 
the receiver, fixed size of the DFT pre-coding for all the users is required to 
allow reversing the DFT pre-coding process (DFT decoding) at the receiver. So, 
here we propose DFT pre-coding to be applied per resource block on the user’s 
chips before the OFDM modulation at the transmitter. At the receiver, DFT 
decoding (IDFT) per resource block is applied after the OFDM demodulation. 
Figure 4.10 depicts the block diagram of DFT pre-coding for MC-LDSMA.
Consider a MC-LDSMA system which uses resource block based allocation with 
K  users and L  resource blocks. The chips vector of the kth. user in (3.3) can be 
rewritten as with Xk^ i 6 consists of L  groups
of chips, Xk,l 0 if the user k uses the Ith. resource block otherwise Xk,l = 0 
Here Nz is the number of subcarriers per resource block. DFT pre-coding is 
applied for each resource block as follows
c/j =  F  x/j, (4.16)
where the pre-coding matrix F  consists of L  DFTs matrices (Fnz , x  DFT 
matrix) in a block diagonal form as follows
^ F  AT- 0 • • • 0 ^
F  =
F Nz
(4.17)
\  0 0 ••• FjVz / LNzXLNz
Then the resulted signal Ck is transmitted using OFDM modulation. In order 
to be able to evaluate the effect of the processes for reversing the DFT pre­
coding at the receiver, it is crucial to introduce the mathematical descriptions 
of the received signal. At the receiver, the frequency domain received signal
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Figure 4.10: Block diagram of DFT pre-coding for MC-LDSMA.
r  =  [r f , r j , ..., e given by
K
r =  Hfc F Xfc +  z, (4.18)
k= l
where defined in (3.6) can be rewritten as follows
I  0 . . .  0 \
Hfc =
0 H fc,2
(4.19)
V 0  0  • •• F lk ,L  J LNzXLNz
Hfc,/— diag^y/fi^, . . . ,  (4.20)
Also, the received signal per resource block r; G can be defined as follows
rz =  'L'nz k^,i +  zi, (4.21)
keJi
where Ji = {k : ^  0} is the set of users that use the Zth resource block. If
the channel is not highly selective and the resource block bandwidth is small 
compared to the coherence bandwidth of the channel (H^ /^ =  -\/h^i 1nz)i the 
transmitted chips can simply retrieved by applying IDFT as follows
f  =  F - i  r, (4.22)
where
F - i  =
Nz
1-1
Nz (4.23)
V O  0 •• f t W
\  /  L N z X L N z
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Then the signal per resource block will be
rz =  ^ iv !  X !  F jv , x t,z  +  z i
yfeGiTi
=  X  ^ n I  V ^ l  '^N z XA,Z +  Zi
keJi
— y   ^ \/^k,z z/. (4.24)
keJi
Then these chips are passed to the conventional LDS detector.
Figures 4.11 and 4.12 show the results of PAPR/CM for MC-LDSMA when 
DFT pre-coding is applied in addition to Newman phases and compared with 
OFDMA and SC-FDMA. As shown in the figures, using DFT pre-coding re­
duces the PAPR/CM of the MC-LDSMA signals. Furthermore, it can be no­
ticed that, like the case in SC-FDMA, the reduction effect of DFT pre-coding 
varies according to the modulation scheme used. The most reduction is achieved 
when QPSK modulation is used. With DFT pre-coding, the PAPR/CM of MC- 
LDSMA is now closer to the one of SC-FDMA. In terms of PAPR, the difference 
with SC-FDMA is only 1.7 dB for QPSK and 1.1 dB for 16QAM and 64QAM, 
while for CM the difference is 1.5, 0.7 and 0.5 for QPSK, 16QAM and 64QAM, 
respectively.
4.5  Sum m ary
In this chapter, the envelope fluctuations problem of multicarrier signal is de­
scribed with brief discussion about the most important PAPR/CM reduction 
techniques. The impact of subcarriers’ allocation schemes and the phases of 
the LDS codes on the PAPR/CM of MC-LDSMA signals were investigated. It 
is shown that conventional LDS codes have high PAPR/CM, and PAPR/CM 
reduction techniques are crucial. The main problem that causes the high 
PAPR/CM has been identified as the use of random phases in the LDS codes. 
Due to the non-convexity of phases’ optimization for PAPR/CM reduction prob­
lem, classic optimization methods can’t be exploited. As a first step, suboptimal
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Figure 4.11: The CCDF of PAPR for DFT pre-coded MC-LDSMA.
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Figure 4.12: The CCDF of CM for DFT pre-coded MC-LDSMA.
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Table 4.3: Comparison of 99.9-percenti
Scheme PAPR CM
OFDMA 10.7 7.4
Random
Phases
MC-LDSMA/IndSc 13 10.7
MC-LDSMA/RB 14.4 11.7
Newman
Phases
MC-LDSMA/IndSc 11 8
MC-LDSMA/RB 10.6 6.2
SC-FDMA
QPSK 7.4 3.3
16QAM 8.2 4.6
64QAM 8.4 4.9
Adaptive
MC-LDSMA 10.6 5.9
OFDMA 10.7 7.1
SC-FDMA 9.2 4.3
DFT
pre-coding
QPSK 9.1 4.8
16QAM 9.3 5.3
64QAM 9.5 5.4
e PAPR and CM
phasing schemes (namely Newman and Narahashi phases) have been applied 
for the LDS codes. The suboptimal phasing schemes resulted in significant 
PAPR/ CM reduction when combined with resource block based sub carrier al­
location. Furthermore, for further PAPR/CM reduction, DFT pre-coding has 
been proposed with resource block based allocation. DFT pre-coding is able to 
further reduce the system PAPR/CM, but it has some added complexity to the 
MC-LDSMA system.
It has been shown that, although MC-LDSMA has higher PAPR/CM values 
comparing to SC-FDMA, the loss due to the required back-off is compensated 
by better link-level performance making MC-LDSMA outperform SC-FDMA.
Chapter 5
Radio Resource Allocation for Low 
Density Spreading
Radio resource allocation plays a key role in optimizing the performance of 
cellular systems. This chapter studies the radio resource allocation for single­
cell MC-LDSMA system. First, the single-user power allocation and subcarriers 
partitioning schemes are investigated and the optimal solution will be provided. 
Then, the radio resource allocation problem for multiuser case is considered. 
Subsequently, the optimal power allocation for MC-LDSMA is provided under 
relaxed conditions. Using the single-user power allocation algorithm and the 
insights gained from the multiuser optimal solution, a suboptimal subcarrier 
and power allocation algorithms are proposed. The effect of the subcarrier 
loading, effective spreading factor and power allocation are investigated through 
Monte Carlo simulations. The research work reported in this chapter has been 
published in [95,140].
5.1 In trod u ction
The varying nature of the wireless channel in time domain and/or frequency 
domain represents a challenge for reliable communication. To cope with the
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varying nature of the channel, dynamic radio resource allocation is usually im­
plemented in wireless communications. The main concept of radio resource 
allocation is to utilize the knowledge of channel information at the transmit­
ter to optimize the system performance. According to the channel conditions, 
the transmission parameters, such as transmitted power, allocated spectrum, 
modulation and coding orders, are adjusted to improve the system performance 
such as data rates, fairness, delays, etc. For single-user case the capacity can 
be achieved by optimal power allocation using “water-filling” over the parallel 
channels [141]. However, extending the radio resource allocation for multiuser 
communication is more challenging comparing to the single-user case. In mul­
tiuser communications, there is the detrimental effect of interference among the 
users making the radio resource allocation less tractable. On the other hand, 
the fact that different users see the wireless channel differently can be exploited 
in the multiuser communications.
The low density spreading in MC-LDSMA makes the radio resource alloca­
tion more challenging compared to conventional multiple access techniques. 
The nonorthogonality in MC-LDSMA will couple the power allocation problem 
among the users, where each user’s power allocation will affect other users due 
to the interference. Furthermore, the spreading will couple the subcarrier allo­
cation problem among the subcarriers. Thus, the conventional radio resource 
allocation algorithms, optimal and suboptimal, cannot be directly applied for 
MC-LDSMA technique, and new analysis and algorithms need to be developed. 
To this end, the following sections will tackle the radio resource allocation in 
MC-LDSMA technique. In this thesis, the focus of the radio resource alloca­
tion will be on single-cell scenario, and the inter-cell interference is assumed 
to be mitigated by Inter-Cell Interference Coordination (ICIC) schemes. Many 
ICIC schemes exist in the literature that can be directly applied to MC-LDSMA 
system, such as partial frequency reuse [142], soft frequency reuse [143]. The 
ICIC can be implemented in static or adaptive manner [144]. More information 
about ICIC schemes can be found in [145].
First, the problem is considered for single-user scenario where a subcarriers
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partitioning scheme will be proposed and the optimal power allocation algo­
rithm will be derived. Next, the multiuser case is investigated by starting with 
a general background about MAC. The multiuser radio resource allocation is 
first analysed to find the conditions under it the MC-LDSMA can be the opti­
mal multiple access scheme. This fundamental analysis is useful in showing the 
optimality of the MC-LDSMA and provides insights of designing suboptimal 
subcarrier and power allocation algorithms.
5.2 S ing le-U ser R adio  R esou rce A llo ca tio n
In this section, the single-user power allocation with low density spreading 
will be considered. The single-user power allocation for LDS technique is 
more challenging comparing to the non-spreading case, which has a well-known 
water-filling solution. Assuming that N  subcarriers indexed by the set Af =  
{1,2, ••• ,N }  are allocated to a user, the user will partition this set into M  
subsets/groups indexed by Ai =  {1,2, - - - ,M }. Each subset of subcarriers will 
be used to spread one symbol, and the number of symbols will he M  = N/dy. 
The amplitude of the received signal on the nth subcarrier is given by y/Pn9n- 
Let the mth subset of subcarriers denoted by T>m, where \T>rn\ = dy, is used to 
spread the mth symbol, then the received SNR of the mth subset will be
snrm — f y   ^ y /P n 9 n  j
Consequently, the rate achieved on that subset is given by
R m  — log f 1 T f ^   ^ ■\JPn9n j  j , (5.1)
\  VnGX>m /  /
where pn = and W  is the total bandwidth. As the power allocation for
single-user is addressed here, the user index is dropped for simplicity.
Thus, the single-user power allocation problem for LDS can be split into two 
parts: First, what is the optimal subcarriers partitioning that maximizes the 
user rate? Second, for a given subcarriers partitioning, what is the optimal 
power allocation? In the following sections, these two issues will be addressed.
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5.2.1 P o w er A llo c a tio n
For a given subcarriers partitioning scheme, the power allocation problem will be
^  log 1^ 1 +  ^  )  , (5.2)
subject to
max
^ m EM . \  \nEVr,
y z  y 2  Pri = p, and Pn> 0.  (5.3)
ttiEM. nEVm
To find the optimal power allocation, first the power allocation within each 
symbol is considered then the power allocation over the symbols is optimized. 
Let Pm = Pn be the power allocated to the symbol m. The optimal power
Tl^ TDrn
allocation of the symbol power, pm-, over the symbol’s subcarriers, Vm-, is given 
by Maximum Ratio Transmission (MRT)
Pn = ^    Pm, Vn G (5.4)
^nEVm
The MRT is optimum in the sense that it maximizes the received SNR of 
the symbol [146, Chapter 7]. The proof of MRT optimality is provided in 
Appendix A. Consequently, the optimization problem will be
max ^  l o g ( l (5.5)
meM
subject to
where
y 2  Pm = P, and Pm > 0, (5.6)
mEM .
9m — ^   ^ 9n, (5.7)
nET>m
which can be solved by single-user water-filling algorithm. The water-filling
solution can be expressed as follows
+
(5.8)
1 _  J _
A 9m ^
where [a:]+ =  max(0, æ) and A is the Lagrange multiplier that should satisfy 
the power constraint in (5.6). Hence, the single-user power allocation for MC- 
LDSMA will be in two steps; the first step is water-filling to find the power for 
each symbol. The second step is MRT of the symbol power over the symbol’s 
sub carriers. This power allocation algorithm will be referred to as MRT-WF.
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5.2.2 Subcarriers P artition in g
In MC-LDSMA technique, the available N  subcarriers should be partitioned 
into M  subsets, where each subset will be used to transmit one symbol. In 
the previous section, the optimal power allocation scheme for a given subcar­
riers partitioning has been derived. In this section, the problem of how the 
available subcarriers should be partitioned will be investigated. In conventional 
LDS codes, the subcarriers are partitioned randomly. The random partitioning 
has shown satisfactory BER performance as it has been shown in Chapter 3. 
However, the random partitioning scheme has not been investigated from the 
user rate optimization perspective. Here, the subcarriers partitioning will be 
investigated under the objective of user rate maximization. The problem of 
partitioning the subcarriers to maximize the user rate can be formulated as 
follows
max V  RmiVm), (5.9)
subject to
=  y m ^ j , m , j e M .  (5.10)
\Pm\ = dy, Vm G M .  (5.11)
This is a combinatorial optimization problem with a large search space. The
number of possible LDS codes to be generated from the N  subcarriers for a
specific spreading factor dy is given by
M - 3
In fact, the number possible LDS codes {Cl d s) represents the cardinality of 
the feasible search space of problem (5.9 - 5.11). In order to see how large is 
the search space, let us consider N  = 32 and dy = 2, so the number possible 
LDS codes will be Clds = 1-92 x 10^ .^ It can be seen that brute-force search is 
unfeasible for practical systems, and partitioning schemes with low complexity 
need to be considered. Even though the sub carrier partitioning is a non-convex 
problem, there is an underlying Schur-convex structure, which will be utilized 
to solve the problem.
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In order to use the majorization theory in solving the subcarriers partitioning 
problem, it is essential to introduce few definitions first here. A brief introduc­
tion of the majorization theory is presented in Appendix C as well.
Definition 1. (M ajorization  o f vectors [1471, Chapter Ij): For two vec­
tors X, y  G 71^ with descending order such that xi >  X2 >  • ■ ■ > x n  >  0 and
2 /1  >  2 /2  >  • • • >  2/AT >  0 , X ÎS said to be majorize y  and written as x  y  y  if
n n N N
> ^ 2 / i ,  n =  and =  ^^2/%-
i= l  i—1 i= \  n = l
Definition 2. (Schur-convex function  [14'7, Chapter 3j): A real-valued 
function 0  defined on A  C is said to he Schur-convex if
X X y  on A $(x) > $ (y ) .
Similarly, 0  is said Schur-concave if
X >-y  on A $(x) < $ (y ) .
Let g = [ 1^ , • • • , Qm] represent the vector of symbols gains for a given subcarrier 
partitioning scheme. Using the MRT-WF allocation and by substituting the 
optimal power (5.8) in the user rate (5.5), the user rate can be formulated as a 
function of the symbol gains as follows
-R(s) =  (5.13)
mEM.
where j  is the water-level and it is given by
Based on this new formulation of the user rate, the following theorem can be 
introduced, which links between the majorization of the symbol gains and the 
user rate with MRT-WF power allocation.
T heorem  1. The user rate R{g) is Schur-convex function of the symbol gains 
vector g, and
g y g  R(g) > R(g), (5.15)
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Proof. The proof of the theorem makes use of the properties of the elementary 
symmetric polynomials [148] by using them as bridge to link between symbols 
gains majorization and the user rate. As the relation between the elementary 
symmetric polynomials and vector majorization is known, the only thing re­
quired is to show the connection between the user rate and the elementary 
symmetric polynomials. To this end, the user rate will be reformulated as a 
function of the elementary symmetric polynomials. The water-level in (5.14) 
can be rewritten as
/
1
M P  +
M M \è n «
m =l i—l\m
M
V
9m
m—1
(5.16)
This can be further simplified using elementary symmetric polynomials as fol­
lows
i  ^  Sm {s )P  +  «S'M-i(g)
A (5.17)M^M(g)
where Si{g) is the %th elementary symmetric polynomial, which is given by
M
'S'M(g) =  n  3m, (5.18)
m =l 
M M
SM -iië) = y 2  YL 3i (5.19)
m =l i= l\m
Consequently, the user rate (5.13) will be
■R(g) =  T ,  ( ^ )
mEM.
M _
=
\m =l
Mlog I -  j  -flog (S'M(g))
M log I I +log(5M (g))
M S m (s )
Mlog (<S'M(g)T’ +  5'M-i(g)) -  (M -  l)log(5'M(g)) -  M log (M).
(5 .20)
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Both Sm{s) Sm -i{e)  &re Schur-concave functions, and they will be de­
creased by majorizing g. Now, the change in the user rate with respect to 
S m (e ) and S'M-i(g) can be found through the partial derivative of the user 
rate as follows
9R(s) (g)
9 S m  g ^ ( g ) f +  &M(g)gM-l(g) ’ 
dR(s) M
(5.21)
(5.22)
OSm - i Sm (s )P +  Sm {s )Sm - i {s ) '
Consequently, the user rate will be a decreasing function of majorizing g if the 
total change with respect to Sm{s) and S M - i{g )  is negative, i.e.
which is satisfied if the following condition holds
P  < (M -  i ) ^ - / g )  _  M. (5.24)
OM[ë)
In fact, the part is a Schur-convex function of g [147, Chapter 3], hence,
the minimum is achieved when all the elements in g are equal, and the upper 
bound on the user power will be
M
P < { M - I ) ^ p ^ - M  P < M ^ - M ‘^ - M .  (5.25)
Apr
This implies that if the user total power (P) is less than the bound in (5.25), 
the user rate will be decreased with the increase in 5m (g) and Sm -i{s) ' Con­
sequently, the user rate (5.13) will be increased by majorizing g. □
After showing the effect of symbols gains majorization on the user rate, now 
the subcarrier partitioning can be derived according to this finding.
Lem m a 1. The optimal subcarrier partitioning that maximizes the user rate 
with MRT- WF power allocation is given by
Pm {5'7r(Tn)?^ 7r(Tn+l)5 ' ' ' 9-K{m-\-dv—l)\i € Ad, (5.26)
where tt represents a permutation of the subcarrier gains in a descending order 
such that ô'7t(i) ^  9tt(2) — — 9 7t{N)"
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Proof. In this scheme, the subcarriers are sorted in a descending order then the 
first best dy subcarriers are combined to create one symbol, the second best dy 
for another symbol and so on. The optimality proof of this scheme can be done 
by showing that the proposed partitioning scheme will give symbols gains vector 
that majorize any other partitioning scheme. Let tt represents the permutation 
of the subcarriers gains in descending order and p is any other permutation. 
Based on these permutations it is clear that
m m  M M
m = and (5.27)
i—\ i=l i=l n=l
where Xi = +  9-k{î+i) +  ' "  +  9Tv(i+dv-i)) ^iid yi = {9p[i) +  9p{i+i) +  H
9p{i-[.dv-i))- Consequently, the vector x is majorizing the vector y according to 
Definition 1. □
Now, the proposed scheme will be compared with brute-force search. For com­
parison purposes, another partitioning scheme will be included, which attempts 
to generate the least majorized vector by making the symbols gains close to each 
other as much as possible. It will be referred to this scheme as Least Majorized 
Vector (LMV). In this scheme, the subcarriers are sorted in descending order 
9tt{i) > 9tt{2) > • • • ^  9tt{N), where tt represents a permutation. Then, the sub­
carriers that have best channel gains are combined with the subcarriers that 
have the least gains to create one LDS symbol. The partitioning scheme can 
be defined as follows
_  I {9n(m), 9'K{N-m+l)} for dy = 2,
{p7r(m,); 9Tz{N—2m+l), 9Tr{N—2m+2)} fo  ^dy = 3.
Figures 5.1 and 5.2 show the user spectral efficiency for different sub carriers 
partitioning schemes with dy = 2 and 3, respectively. Due to the complexity 
of brute-force search, small numbers of sub carriers {N) have been considered 
in the simulation. As it can be observed from the figures, the proposed parti­
tioning scheme achieves the same spectral efficiency for the brute-force search 
and it significantly outperforms the random and LMV schemes. This provides 
a numerical proof on the optimality of the proposed scheme. The random and
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Figure 5.1: Spectral efficiency comparison for different subcarriers partitioning 
schemes (with MRT-WF and dy = 2).
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Figure 5.2: Spectral efficiency comparison for different subcarriers partitioning 
schemes (with MRT-WF and dy =  3).
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LMV schemes only achieve 85% and 72% of the optimal solution, respectively, 
which indicates the sub-optimality of these schemes. Furthermore, the very 
poor performance of the LMV partitioning, demonstrates the importance of 
vector majorization in generating the symbols gains, where it shows that a less 
majorized gain vector will produce very low user rate.
5.3 M u ltiu ser R adio  R esou rce A llo ca tio n
In this section, the radio resource allocation for MC-LDSMA for the multiuser 
case will be considered. First, a background on the power allocation for MAC 
will be provided, and then the subcarrier and power allocation problem for 
MC-LDSMA is formulated. The optimality conditions of power allocation for 
MC-LDSMA under relaxed conditions will be provided. Based on the insights 
gained from the optimal solution, suboptimal subcarrier and power allocation 
algorithms will be proposed.
5.3.1 M ultiple Access Channel
The multiuser uplink scenario can be represented by a multiple access channel, 
where a set of users K, = {1, • ■ ■ , K }  transmitting to a single base station in the 
presence of additive Gaussian noise over frequency-selective fading channels. As 
the channel frequency response is not fiat, it is expected that dynamic power 
allocation will improve the system performance. Considering, perfect channel 
knowledge at the transmitter and receiver, the goal is to find the optimai trans­
mit power-spectrai density for each user that maximizes the weighted sum-rate. 
The weights are used to prioritize the users as a fairness mechanism. The users 
are subject to individuai maximum power constraints, P  =  [Pi, • • • , P k ] -  The 
fundamentai limits for the amount of the transmitted information of frequency-
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selective MAC are given by the capacity region [4]
I
f W / 2
R : T f l f c < /  log
kes J-W / 2
k&S1 +
V /
(5.29)
pW/2
J - W /2
(5.30)
where hk{f)  is the kth. user channel gain on frequency / ,  and P  is the set of 
feasible power allocation policies that satisfy the power constraint
r-TV/2 
' I
Here, P  is a power allocation policy such that Vk{f)  is the power user k allocates 
at frequency / .  Each vertex in this capacity area is achievable by a successive 
decoding using one of the possible K\  distinct permutations of the set /C. The 
decoding order can be represented by a permutation tt, and the users are de­
coded in the order 7r(l),7r(2), • • • Thus, the user who will be decoded
first, 7t(1), will see interference from all the other users 7t(2), • • • , 7r(iF), and the 
second user to be decoded will see interference from the users 7t(3), • • • ,7r(iF), 
and so on. The vertex which corresponds to permutation 7t(.), is given by
/  \
7^7r(k)(/)/^ 7r(A:)(/)rWl2
Rnik) = /  log 
J - W / 2
1 + K
\
Cr2+ ^  P^P)(/)/l^P)(/) 
i=k+l
VA: e AC. (5.31)
The problem of finding the optimal power allocation can be formulated as fol­
lows.
Problem MAC: Weighted sum-rate maximization for frequency-selective fad­
ing MAC
!  \
'PTTik){f)K(k){f)rW/2
max 2^w^(^k) /  log 
keJC
subject to
■W/2
nW/2
J - W / 2
1 + K
\ i—k+1
df, (5.32)
n ( f ) d f < P k ,  VkeIC, (5.33)
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where Wk is the weight associated with user k. By exploiting the Polymatroid 
properties of the capacity region (5.29) and using the Lagrange multipliers, Tse 
and Hanly [4] have shown that optimal power allocation can be done by opti­
mizing for each frequency, and the optimal solution for a given A =  [Ai, • • • , A^ c] 
is given by
/ \
keic
1 + K
\  i= k+ l )
kCiJC
roo
- ^ h P k i f ) =  /  u*{Qj)dq, 
Jo
(5.34)
where
u * ( Q j) = [ ^ ^ U k { q J ) ] ^ ,  (5.35)
=  (5.36)
where Uk{q, f )  is the utility of user k on frequency / ,  and q is the interference 
level from the users that not canceled yet. A^  is the Lagrange multiplier asso­
ciated with power constraint of user k. The optimal power allocation can be 
obtained via a greedy algorithm, which is summarized as follows. Let A q 
denotes the current “interference level” due to the background noise and re­
ceived power of users not cancelled yet. Starting at received power q = 0, the 
optimal solution is obtained by adding a user, at each interference level, that 
will lead to the largest positive marginal increase in the objective function. The 
optimal solution is achieved by successive decoding, and the decoding order is 
in increasing order of the users’ weights It is worth
mentioning that the solution is only valid for continuous channel gain or when 
the number of discrete channel gains reaches infinity [4].
For MAC, users’ total transmit power (Pk) is the only constraint in the opti­
mization problem. For special multiple access schemes, additional constraint 
is imposed on the optimization problem to control the number of users that 
share the same frequency. Let <Sy be the set of active users at frequency / ,  
Sf = {k : pki f )  > 0}. As a special multiple access scheme, in MC-LDSMA
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the condition, \Sf\ < dc, must be satisfied. On the other hand, for OFDMA 
|<S/| < 1 must be be satisfied.
As it will be shown in the next section, adding such constraint to the optimiza­
tion problem makes the problem non-convex. However, it will be proven that 
MC-LDSMA can be a special case of the generic MAC with some condition on 
the users’ weights, and the power allocation algorithm for MAC can be used 
to find the optimal power allocation for MC-LDSMA. Therefore, the constraint 
will be satisfied without the necessity to explicitly impose it in the optimization 
problem.
5.3.2 P rob lem  Form ulation
To formulate the subcarrier and power allocation for MC-LDSMA system, let 
Xk,n be the channel allocation index such that Xk,n =  1 if subcarrier n is al­
located to user k and Xk,n = 0 otherwise. The allocated sub carriers to user 
k will be divided into a set of groups (subsets) M k = {1, - "  , Mk}, each sub­
set of subcarriers, T>k,mi used for spreading one symbol. Consequently, for a 
given subcarrier partitioning, the weighted sum-rate maximization problem for 
MC-LDSMA system can be formulated as follows.
P rob lem  LDS: Weighted sum-rate maximization for MC-LDSMA
max V  log l-t- ^  x.^(k),nJsnr^çk),n , (5.37)
where
subject to
----------------   (5 .38)
a^W /N  + ^7v{j),nPTr{j),n^Tr(j),n
j= k+ l
^  ^  VA: 6  AC, (5.39)
meMk neT>k,m
Pk,n  > 0 ,  VA: G AC, M 6  W , (5 .4 0 )
Xk,n <  dc, V n G A7, (5 .4 1 )
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^k,n G {0 ,1 } , VA: €  /C, n  G Af,  (5.42)
The constraints in (5.41) and (5.42) provide control on the number of users per 
subcarrier. The constraints in (5.41) and (5.42) will be referred to as the load­
ing constraints. It is important to mention that there is an implicit spreading 
constraint for this problem, where |î>rn| > 1- The loading and spreading con­
straints distinguish the MC-LDSMA system from generic MAC. The Problem 
LDS cannot be expressed as a convex optimization problem for two reasons. 
Firstly, the binary constraint in (5.42) is a non-convex set. Secondly, the inter­
ference term in the objective function (5.37) makes it a non-convex function. 
Unlike the case in OFDMA, the constraint in (5.42) cannot be relaxed to take 
any real value in the interval [0,1] to make the problem tractable [76-78]. In 
OFDMA, when the constraint is relaxed the users still orthogonal to each other. 
If the binary constraint is relaxed in LDS, all the users may interfere in each 
subcarrier, which violate the main concept of LDS that only dc users are inter­
fering in the same subcarrier. Also, it can result in all the users transmit on 
all the sub carriers, which results in a full connected graph rather than a low 
density one.
5.3 .3  O ptim ality  C onditions for M C -L D SM A
In this section, the optimality conditions for radio resource allocation in MC- 
LDSMA under relaxed conditions will be presented. The aim is to address the 
problem at a more fundamental level by finding the relationship between MC- 
LDSMA and the optimal multiple access scheme. Then the insights gained from 
the optimality conditions will be used to propose a suboptimal algorithm for 
subcarrier and power allocation in the next section. The spreading constraint 
is relaxed to find the solution of the problem that satisfies the other conditions, 
specifically, the loading constraints.
Here, it will be shown that Problem LDS (5.37 - 5.42) can be solved by solving 
Problem MAC (5.32 and 5.33) under specific conditions. To relax the spreading 
constraint let dy 1 and by changing the channel gain to continuous, the
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following relaxed problem is obtained.
P rob lem  R elaxed LDS:
^ E  ^ Â f)P iif)h jU Y
(5.43)
pW/2
/  Pk{f )df <Pk,  VfceC, (5.44)
J-wji
Pkif)  > 0 , Vfc 6 /C, (5.45)
^  % (/)  < dc, (5.46)
ksK
% ( / ) e { 0 ,1}, V&6/C. (5.47)
In this new formulation, the problem still non-convex due to the binary con­
straint (5.46). However, this relaxation will allow us to satisfy the loading con­
straints (5.46) and (5.47) without explicitly imposing them in the optimization 
problem as follows.
Lem m a 2. The solution of Problem Relaxed LDS (5.43 - 5.47) can be obtained 
by solving Problem MAC (5.82 and 5.38) with users grouped into dc groups and 
the users in each group, Si,l = 1, - • • ,dc, are assigned the same weight
Wk = wi, yk e Si, l = l , - " , d c .  (5.48)
Proof. We have to proof that at each frequency, only one user from each group 
may be chosen for all the interference levels. With users grouping (5.48), the 
maximization problem in (5.35) can be divided into number of subproblems, 
each for one group Si
f )  = max ( max Uk(q, / )  ). (5.49)I \ kGoj /
In each group of users Si, the term will be the same for all the users 
in the group and the user with the smallest will be dominant for each
frequency /
=  G g;, (5.50)
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Figure 5.3: Graphical representation of frequency sharing among the users.
for gE[0,oo) < A.
Hence, for each frequency, only one user from each group will be selected, which 
is given by:
k* (/) =  arg mill A/c
% ( / ) '
Consequently, no more than dc users will share each frequency / .
(5.51)
□
The objective is that, by grouping the users into groups and allocating the same 
weight for the users in the same group, the users that will share each frequency 
will not be more than the number of groups. Lemma 2 shows that there is 
a direct link between the “degree” of fairness in the systems and the number 
of users that share the same frequency. Figure 5.3, graphically, illustrates the 
concept of users grouping and number of users that share each frequency / ,  
where sub carriers are used to represent the frequency domain. In the hgiire, 
the users are grouped into three groups (01, 02, and 03), each group consists 
of 4 users, based on their geographical location.
The users can be grouped based of their channel conditions to give fairness in 
the power allocation. Also, the QoS and queue-lengths can be incorporated in 
determining the users’ weights to ensure QoS and stability of the queues.
The complexity of the optimal solution lies in the computation of the Lagrange
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multipliers, which computed by an iterative algorithm to satisfy the power 
constraints [4]. Consequently, the complexity for solving Problem MAC is still 
too high for practical cellular systems. Furthermore, partitioning the available 
bandwidth in the optimal fashion is difficult to achieve practically. However, 
the optimal algorithm and Lemma 1 provides insights into the structure of the 
optimal solution, which it will be useful in designing suboptimal algorithms.
5.3 .4  Su boptim al A lgorithm s
As it has been discussed in the previous section, finding the optimal solution to 
Problem LDS (5.37 - 5.42) is computationally difficult and impractical. There­
fore, suboptimal subcarrier and power allocation algorithms with low complex­
ity are presented here. Two suboptimal algorithms will be proposed, and the 
main difference between them is in the stage of the algorithm where the spread­
ing is taking into account. In the first algorithm, the effect of spreading will be 
taken into account from the start and the following steps will be considered:
• Each user will partition the available subcarriers, W, into M  subsets using 
the proposed partitioning scheme (5.28).
• MRT-WF, (5.4) and (5.8), will be used for single-user power allocation.
• The subcarriers will be allocated on set basis.
In the second algorithm, no spreading will be assumed at the start and
• The subcarriers will not be partitioned at the first stage.
• Single-user water-filling power allocation will be used for each user.
• The subcarriers will be allocated individually.
• After the subcarrier and power allocation is finished, the subcarriers are 
partitioned using (5.28) and the spreading effect will be taken into account 
for calculating the rate.
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As the first algorithm is based on MRT-WF, it will be referred to it as MUMRT, 
where MU stands for multiuser. On the other hand, the second algorithm will 
be referred to as MUWF, because it is based on water-filling power allocation.
For MUMRT algorithm, let us define the utility of the kth. user on the mth set 
of subcarriers, as follows
/ / ________________________
—  hk,nPk,n (5,52)'^k,m — '^k io§ 1 +
V
E
nePfc.TV \ y
where Ik  is the set of users that interfere on the A:th user, and based on the opti­
mal successive decoding, it is given hy Ik  = {i '■ Wi > Wk}. In other words, each 
user will experience interference only from the users with higher weights. The 
suboptimal subcarrier and power allocation algorithm consists of two phases. 
In the first phase, the utilities of every user on each set of subcarriers are cal­
culated. To this end, the MRT-WF single-user power allocation algorithm and 
partitioning scheme developed in the previous section are used. In the second 
phase, a set of subcarriers is allocated to one user based on the utilities calcu­
lated in the first phase. The algorithm iteratively allocates a set of subcarriers 
in each iteration. Analogous to the optimal algorithm, the allocated subcarriers 
are not available anymore to the users from the same group.
Starting with zero interference each user will calculate the utility on every set 
of subcarriers. Based on the calculated utilities, one user will be allocated 
one set of subcarriers. The interference is updated according to the subcarrier 
allocation and the users’ utilities are recalculated. The algorithm iterate until 
all the users have zero-utility on all the unallocated subcarriers.
Two different subcarrier allocation criteria are considered for phase two. The 
first one is allocating the set of subcarriers to the user that has the maximum 
utility value, and it will be referred to this Subcarrier Allocation criterion 
as SAl. This criterion is inspired by the fact that in the optimal algorithm, 
maximizing the main objective is decoupled into a maximizing over every chan­
nel state. The second criterion, which will be referred to it as SA2, is to allocate
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a set of subcarriers to the user that achieve the maximum increase in the ob­
jective function (5.37)
k* = argmaxwk(Rk ~  R^), (5.53)
k
where R^ is the rate of user k using the subcarriers that already allocated 
to that user and Rk is the rate calculated from the power allocation phase,
^k  = YlmeMk
The second algorithm, MUWF, has the same structure of the first algorithm
with the following differences. The utility will be defined on each subcarrier
instead of set of subcarriers as follows
/  \
hk,nPk,n
Uk,n = Wk log 1 + (5.54)
^   ^ i^,nhi^nPi,n T  O’ W /N  
\  /
Also, single-user water-filling will be used as power allocation and one subcar­
rier is allocated in each iteration. After allocating all the subcarriers to the 
users, each user partition the subcarriers allocated to him using the proposed 
partitioning scheme (5.28), and the MRT-WF power allocation is implemented 
on the allocated subcarriers.
The proposed subcarrier and power allocation algorithms, MUMRT and MUWF, 
are summarized in Algorithm 1 and 2, respectively. In Algorithm 1 and 2, the 
notations and A/^ are the set of subcarriers that have been allocated to 
the A:th user and the set of subcarriers that not allocated to user k or any user 
in his group, respectively. M.% and are the set of symbols resulted after 
subcarriers partitioning of and respectively. The interference matrix, 
J  G 7 1 ^^^ .f indicates the interference every user will see on every subcarrier 
from other users, where jk,n = ^  Xi^nhi,nPi,n-
5.4 N um erica l R esu lts
In this section, the performance of the proposed algorithms is evaluated through 
Monte Carlo simulation. A single hexagonal cell with 1 km inradius is consid­
ered. The users’ locations are randomly generated and uniformly distributed
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Algorithm 1 Iterative Subcarrier and Power Allocation (MUMRT)
1: Users Grouping: Set Wk = wi \/k E Si, I = 1,- "  ,dc-
2: Initialization: Put J =  0, =  0 and Af^ =Af ,  \/k E fC.
3: repeat
4: Sub carriers Partitioning: Partition the subcarriers using (5.26):
^  Atg, and A/^ Adg VA: G AC.
5: Power Allocation: Considering the interference from other users, J,
each user performs MRT-WF over {Af^ U A/^).
6: Sub carrier Allocation (SA): Calculate Uk,m using (5.52) Wk E /C:
Option 1 (SA l): Choose the pair (k*,m*) = arg max Ukm-
Option 2 (SA2): Do power allocation for all k E JC, n E Af^ and 
calculate
Choose the pair {k*,wA) such that:
Aj* =  argmaxiCfc(Rfc — R t)  and m* =  arg max m- ^ A: \  '
7: Allocate the subcarriers subset Dfc*,m* to user k*\
Set Xk*,n = 1, A/^ =  A/^ U {n} Vn G
8: Remove the allocated sub carriers (Dfc*,m*) from the available subcarri­
ers of the users’ group [Si) that includes A;*: A/%^ =  Af^ \  n, Vn G
TAk*,m*•) VA: G Si.
9: Update the interference matrix elements jk^n VA: G Xfy, n G T>k*,m*^
where = K,\{XkU  {A:}).
10: un til uk,m =  0, Vn G A4% or A4^ — 0, VA; G AC.
over the cell. The maximum transmit power of each user is 1 Watt and the 
system bandwidth is 5 MHz consisting of 30 subcarriers. The link gain between 
the base station and a user is given as the product of path loss and fast fading 
effects. ITU pedestrian B is adopted for fast fading generation and the simpli­
fied model [146] for the path loss. The noise power spectral density is assumed 
to be —120 dB/Hz. Spectral efficiency and outage probability are used as the 
performance evaluation metrics. To evaluate the fairness effectiveness, the out­
age probability is defined as the number of users with zero rates divided by 
total number of users.
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A lgorithm  2 Iterative Subcarrier and Power Allocation (MUWF)
1: U sers G rouping: Set Wk = wi E Si, I = 1, - •• ,dc.
2: In itialization: Put J  =  0, =  0 and A/^ =Af ,  VAc G /C.
3: repeat
4: Pow er A llocation: Considering the interference from other users, J ,
each user performs water-filling over U Af^.
5: S ubcarrier A llocation (SA): Calculate Uk,n using (5.54) \/k E /C:
O ption  1 (S A l): Choose the pair {k*,n*) such that {k*,n*) =
O ption  2 (SA2): Do power allocation for all k E )C, n E Af^ and 
calculate
Choose the pair {k*, n*) such that: 
k^ = argmaK.Wk(Rk ~ RÎ) and n* =  arg max Uk* n- 
6: Allocate subcarrier n* to user k*:
Set Xk*,n* =  1, and A/jg, =  A/^ U {n*}.
7: Remove the subcarrier n* from the available subcarriers of the users’
group (Si) that includes k*: Af^ = Afk \  ^k  E Si.
8: Update the interference matrix elements jk,n* VAc G Xfy, where =
AC\(%A:U{A:}).
9: un til Uk,n = 0, Vn G Af^ or Af^ = 0, VAc G AC.
10: F inal pow er allocation: Partition the subcarriers using (5.26) and im­
plement MRT-WF for each user on the subcarriers allocated to it.
Figures 5.4 and 5.5 present the spectral efficiency and outage probability, re­
spectively, for the two proposed algorithms in addition to the static sub carrier 
and power allocation case. The figures show the difference between the two 
algorithms (MUMRT and MUWF) and the two subcarrier allocation criteria 
(SAl and SA2). In the static case, the subcarriers are equally distributed 
among the users, and the power of each user is equally allocated on his subcar­
riers. As it is clear from Figure 5.4, both algorithms significantly improve the 
system spectral efficiency comparing to the static subcarrier and power alloca­
tion. Also as the figure shows, the MUMRT algorithm achieves higher spectral
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Figure 5.4: Spectral efficiency comparison for the two algorithms with different 
subcarrier allocation criteria {dc =  6 and dy =  2).
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Figure 5.5: Outage probability comparison for the two algorithms with different 
subcarrier allocation criteria {dc =  6 and dy =  2).
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Figure 5.6: Average spectral efficiency comparison for the two algorithms with 
different subcarrier allocation criteria {dc = 6 and dy = 2).
efficiency comparing to MUWF algorithm. In terms of outage probability, as 
shown in Figure 5.5, MUWF algorithm achieves less outage probability thanks 
to the capability of allocating individual subcarriers to the users. Furthermore, 
it can be observed from Figure 5.4 that the two subcarrier allocation criteria 
achieve almost the same spectral efficiency. The SAl criterion has a marginal 
gain comparing to SA2 in MUMRT algorithm. However, as it can be seen from 
Figure 5.5, SA2 provides higher fairness among users compared to SAl in terms 
of outage performance by achieving less outage probability. Consequently, it 
can be concluded that SAl is more greedy in the resource allocation comparing 
to SA2.
Figure 5.6 shows the average spectral efficiency (users’ sum rate divided by the 
total number of users). As it can be noticed from the hgure, average spectral 
efficiency has exactly the same trend as spectral efficiency in terms of com­
parison among the proposed algorithms. Furthermore, as the figure shows, by 
increasing the total number of users, the average spectral efficiency will be re­
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duced. Thus, this metric gives misleading insights about the relation between 
the spectral efficiency and the number of users in the system. As each user 
has its own equipment, more users supported by the base station means more 
power are available for transmission, hence, better utilization of the spectrum. 
Therefore, for these two reasons, only the spectral efficiency will be used as a 
performance metric in the rest of the thesis.
To demonstrate the effect of sub carrier loading, Figures 5.7 and 5.8 show the 
spectral efficiency and outage probability, respectively, for different sub carrier 
loading values. It can be seen from the figures that increasing the subcarrier 
loading improves the system performance in terms of spectral efficiency and 
outage probability. Increasing the subcarrier loading will allow the subcarrier 
to be reused by more users, which will increase the spectral efficiency. Also, 
the number of users’ groups will be increased and impose more fairness to 
the system, which improves the outage probability. Furthermore, it can be 
observed that the required subcarrier loading increases as the total number 
of users increase to maintain a desired system performance. As an example, 
when the total number of users is 50 and the sub carrier loading are 2 and 3, 
the outage probabilities will be 61% and 40%, respectively. So, the subcarrier 
loading can be changed based on the system load (total number of users) to 
balance between the system performance and complexity.
In order to quantify the effect of the effective spreading factor dy on the system 
performance. Figures 5.9 and 5.10 present the spectral efficiency and outage 
probability for dy = 2 and dy = 3. As it is evident from the figures, increasing 
the effective spreading factor will decreases the spectral efficiency and increases 
the outage probability. Also, the subcarrier loading is more effective for higher 
spreading factors. This result may give indication that it is more spectral 
efficient to not spread and use an orthogonal scheme. The following discussion 
will clarify this issue by comparing between LDS and orthogonal transmission.
Prom system level perspective, spreading has advantage and disadvantage. The 
advantage of spreading is to allow the users share the sub carriers at the same
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Figure 5.7: Spectral efEciency comparison for different subcarrier loading (dc) 
(with MUMRT-SAl and dy = 2).
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Figure 5.8: Outage probability comparison for different subcarrier loading (dc) 
(with MUMRT-SAl and dy =  2).
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Figure 5.9: Spectral efficiency comparison for different effective spreading fac­
tors (with MUMRT-SAl).
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Figure 5.10: Outage probability comparison for different effective spreading 
factors (with MUMRT-SAl).
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time, which will increase the system capacity comparing to orthogonal trans­
mission. On the other hand, spreading reduces the user’s rate [149]. Thus, it is 
essential to investigate if the gain of allowing the users to share the subcarriers 
is sufficient to compensate the loss due to spreading. To this end, as a non- 
orthogonal transmission, MC-LDSMA will be compared with OFDMA system, 
as an orthogonal transmission technique. For OFDMA system, the subcarrier 
and power allocation algorithm developed in [79] will be used. The algorithm 
finds the optimal solution for a relaxed problem where the binary allocation 
{xk,n) can take any real value in the interval [0,1]. Then a suboptimal solution 
is derived by a hard mapping that allocates each subcarrier to the user with 
the highest share {xk,n)-
Figures 5.11 and 5.12 show the spectral efficiency and outage probability, re­
spectively, for MC-LDSMA and OFDMA with different subcarrier loading {dc). 
For OFDMA system, the (dc) value is just for the weight calculation to keep 
the comparison fair and it does not affect the subcarrier loading as it is always 
equal to 1. As it is clear from Figure 5.11, for very small number of users (5 
and 10), OFDMA slightly outperforms MC-LDSMA. However, for high num­
ber of users, MC-LDSMA significantly outperforms OFDMA. This due the fact 
that when the total number of users is small there is no need for reusing the 
subcarriers, and the available subcarriers are enough to support all the users.
On the other hand, when the total number of users is high, the subcarrier 
sharing is essential to support more users and achieve higher spectral efficiency. 
Furthermore, as it can be observed from the figure, using higher fairness by 
increasing the number of users groups, results in a marginal reduction in the 
OFDMA spectral efficiency. This is because more fairness will be imposed and 
the subcarrier loading is not changed. In contrast, in MC-LDSMA, the increase 
in fairness is combined by increase in the subcarrier loading, which improves 
the system performance. Also, as Figure 5.12 shows, MC-LDSMA is fairer 
comparing to OFDMA system, and achieves outage probability much less than 
OFDMA. As an example, when the total number of users is 50, OFDMA has 
outage probability about 46%, while for MC-LDSMA 23%, 7% and 2% can be
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Figure 5.11: Spectral efficiency comparison between MC-LDSMA (with
MUMRT-SAl and dy =  2) and OFDMA systems.
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Figure 5.12: Outage probability comparison between MC-LDSMA (with
MUMRT-SAl and dy =  2) and OFDMA systems.
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achieved with dc = 4,6 and 8, respectively.
From the results in Figures 5.11 and 5.12, it can be concluded that low den­
sity spreading can significantly increase the system performance in terms of 
spectral efficiency and outage probability comparing to orthogonal transmis­
sion technique. These gains can be translated into an increase in the number 
of supported users within the cell and higher users’ data rates.
5.5 Sum m ary
In this chapter, the radio resource allocation for single-cell MC-LDSMA system 
has been investigated. The problem is considered in two scenarios; single-user 
and multiuser. For single-user radio resource allocation, an optimal power al­
location has been derived, which consists of two steps; water-filling over the 
symbols and maximum ratio transmission over the subcarriers of each symbol. 
Also, a sub carriers partitioning scheme is proposed by capitalizing on the ma- 
jorization theory. It has been found that the optimal subcarrier partitioning 
scheme is the one that gives the most majorized symbols’ gain vector. For mul­
tiuser radio resource allocation in MC-LDSMA, an analysis for the optimality 
conditions is provided and an optimal power allocation for a relaxed problem 
has been derived for continuous frequency-selective channel.
Using the structure of the optimal solution and the single-user power alloca­
tion, two suboptimal subcarrier and power allocation algorithms are proposed. 
The main difference between the two algorithms is the spreading effect; the 
first algorithm (MUMRT) takes into account the spreading from the start of 
the allocation process and the subcarriers allocated on subsets basis, whereas, 
the second algorithm (MUWF) assumes there is no spreading and the subcar­
riers are allocated individually. The performance of the proposed algorithms is 
investigated and simulation results have shown that the algorithms have good 
performance from spectral efficiency and fairness perspectives comparing to 
static resource allocation. MUMRT algorithm has shown better performance 
comparing to the other one when MRT-WF power allocation is implemented.
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Also, one subcarrier allocation (SAl) criterion has shown more greedy nature 
comparing to the other one (SA2).
The effect of subcarrier loading and the effective spreading factor on the system 
performance has been investigated as well. It is shown that there is a trade-off 
between the system complexity and the system performance and the subcarrier 
loading can be chosen based on the system loading (total number of users). 
Furthermore, it is shown that increasing the spreading factor to more than 
2 will decrease the system performance. Finally, a comparison between MC- 
LDSMA and OFDMA systems has carried out and shown that MC-LDSMA 
can significantly improve the system performance in terms of spectral efficiency 
and outage probability comparing to OFDMA.
Chapter 6
Radio Resource Allocation with 
Finite Symbol Alphabet
In the previous chapter, the radio resource allocation for MC-LDSMA has been 
considered with the assumption of Gaussian input. The assumption of Gaussian 
input is motivated by the fact that it is a capacity achieving distribution. Also, 
the user rate with Gaussian input has a well-known closed-form expression, 
which makes the system analysis more trackable. However, Gaussian input is 
infeasible in real system, and instead, more practical finite symbol alphabet are 
implemented. In this chapter, the radio resource allocation for MC-LDSMA will 
be considered under finite symbol alphabet input constraint. First, the main 
difference in mutual information between Gaussian and finite symbol alphabet 
inputs will be highlighted. Then, a discussion about the necessity of using 
non-orthogonal multiple access schemes will be discussed. The optimal power 
allocation for single-user will be derived, and the loss due to using suboptimal 
power allocation scheme will be investigated. Subsequently, low complexity 
sub carrier and power allocation algorithms will be developed that take into 
account more practical assumptions.
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6.1 In trod u ction
In terms of information theory, the channel capacity is the maximum mutual 
information between the channel input x  and output y [5]
C =  m ax /(X ;y ),
p{x)
where the maximum is taken over all possible input distributions p{x) [5]. It 
is not difficult to show that the Gaussian distribution achieves the maximum 
mutual information, and the mutual information will be [5]
7(X;y) = iyiog(l + ^ ) ,  (6.1)
where P  is the received power and cr^  is the noise power spectral density. As 
a capacity achieving distribution and thanks to its closed-form expression of 
mutual information, the Gaussian input has been widely assumed as the input 
distribution to optimize the performance of multiuser communication systems. 
The Gaussian assumption facilitates the capacity analysis and provides an up­
per bound for the system performance. However, the Gaussian distribution is 
not possible to be implemented in reality. In communication systems, more 
practical Finite Symbol Alphabet (FSA) channel inputs are implemented, such 
as M-QAM and M-PSK. The main difference between Gaussian and FSA in­
puts is that the mutual information for Gaussian input is unbounded in the 
Signal to Noise Ratio (SNR), on the other hand, the mutual information for 
FSA input is upper bounded. The maximum mutual information with FSA is 
given by log (|A|). The mutual information for FSA inputs is given by [150]
Ix(snr) = E
=  log (!% !)-
^  ^  y  log I ^  g(-snr|rc-x|-2^/iHFK{(a:-i)g}) j
(6 .2)
\xex
There is no closed-form expression of the mutual information for FSA inputs, 
and it is numerically calculated using (6.2). The fact that the mutual informa­
tion for FSA inputs has no closed-form expression, complicates the optimization
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problem that requires the differentiation of the mutual information. However, 
a new formula that connects the mutual information and the Minimum Mean 
Square Error (MMSE) has been reviled recently [151]. The formula shows that 
the derivative of the mutual information with respect to the SNR is equal to 
the MMSE
dlisnr) . .— --------=  mmse(snr). (6.3)d snr ^
This relation between mutual information and MMSE can play an important 
role in optimization problems that involve FSA inputs constraint. In this chap­
ter, the subcarrier and power allocation for MC-LDSMA will be optimized by 
capitalizing on the relationship between mutual information and MMSE (6.3).
6.2 O p tim ality  o f  N on -orth ogon a l M u ltip le  A ccess
In the previous chapter the optimality of MC-LDSMA is analysed under the 
assumption of Gaussian input and continuous channel gains. It has been shown 
that to maximize the weighted sum-rate, more than one user has to share the 
frequency. In other words, orthogonal transmission is optimal for sum-rate 
maximization and non-orthogonal transmission is optimal for weighted sum- 
rate maximization. It will be shown here that this is not the case when FSA 
is used. It will be shown that even for sum-mutual information with FSA, 
non-orthogonal transmission must be implemented.
As the mutual information for FSA is upper bounded, the spectral efficiency 
will be upper bounded as well. For generic MAC channel where there is no 
constraint on the number of users that share each subcarrier, a straightforward 
upper bound on the spectral efficiency will be K log  (|A|), which represents the 
maximum spectral efficiency that can be achieved. However, the actual spectral 
efficiency under optimal power allocation is much less than this maximum upper 
bound. Under optimal power allocation, each user will use only the subcarriers 
with good channel conditions, and the subcarriers with bad channel conditions 
will have zero power. Hence, as the users experience different and independent 
fades, it is very unlikely that all the users will use all the subcarriers. To
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Figure 6.1: Relative frequency of the number of users per sub carrier, K  = bO.
illustrate this, let Sn be the set of active users at the nth subcarrier. Figure 6.1 
shows the relative frequency of \Sn\ for generic multicarrier MAC with optimal 
power allocation [11,152]. As it can be observed from the figure, the active 
number of users per subcarrier is usually less than the total number of users, 
which in this case is equal to 50. For example, with QPSK modulation, on 
average, there are 3.5 active users on each subcarrier. As the modulation order 
decreased, the probability of sharing the subcarrier will be increased.
As it has been mentioned before, for special multiple access techniques that are 
implemented in practice, the number of users that share each sub carrier will be 
restricted by a specific value. In orthogonal transmission such as OFDMA, as 
only one user is allowed to be active on each subcarrier, the upper bound will be 
log (|A|). Consequently, it is clear that orthogonal transmission is way far from 
the maximum system spectral efficiency. On the other hand, for MC-LDSMA 
system, the upper bound will be
dc
dn (6.4)
where the factor l /d^ coming from the mutual information loss that each user
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will incur due to spreading its symbol on subcarriers, and the factor dc is 
the result of allowing dc users to share each subcarrier. In the design of MC- 
LDSMA, the ratio of the subcarrier loading to the effective spreading factor 
is larger than one (i.e. dc/dy > 1), which was the main motivation behind 
the design of MC-LDSMA technique. By increasing the subcarrier loading 
and allowing more users to share the subcarrier, the system efficiency can be 
increased in the aim to achieve the maximum achievable spectral efficiency. 
Accordingly, although MC-LDSMA is suboptimal in the sense that it limits the 
number of users per subcarrier comparing to generic MAC, it can be concluded 
that the gap between MC-LDSMA and the generic MAC will be relatively small. 
Moreover, comparing to orthogonal transmission, it is clear that MC-LDSMA, 
or non-orthogonal transmission in general, will have superior spectral efficiency.
6.3 Pow er A llo ca tio n  w ith  F in ite  S ym b ol A lp h a b et
In this section, the power allocation for single-user that implements LDS with 
FSA inputs will be studied. First, the optimal power allocation will be de­
rived, and then a suboptimal equal power allocation will be proposed. The 
gap between the optimal and suboptimal power allocation will be investigated 
analytically and numerically. For single-user, the power allocation problem to 
maximize the mutual information can be formulated as follows
^ i (  VPn9r^ I 5 (6-b)
meM \ xneVm )  /
max
Pn
subject to
X !  ^  Pn = P, and Pn > 0. (6.6)
meM neT>m
Analogous to the case of the Gaussian input, the mutual information on each 
symbol will be maximized by MRT, and the problem will be reformulated as 
follows
max ^  liPmOm), (6.7)
meM
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subject to
p ^  = P, and Pm > 0. (6.8)
meM.
In this chapter, the subscript m  will be used when referring to the symbols’ 
power and gain, while the subscript n will be used to indicate the subcarrier 
quantities. The optimal power allocation of user power over the symbols is 
given in the following theorem.
T heorem  2. The optimal power allocation with FSA input that maximizes the 
user mutual information is as follows
—  mmse  ^ [ —  ) if pm > A*,
9 m  \ 9 m J  ( 6 . 9 )
0 z/'pm < A*,
where A is the Lagrange multiplier associated with the power constraint (6.8) and
can he found using numerical methods (such as bisection, secant, or Newton)
by solving the following equation
gm>X* /  A* A
—  mmse~^ f —  ) -  P  =  0. (6.10)
^  Pm VPmV
Proof. As the mutual information is a concave function [5, Section 2.7], the 
problem (6.7 - 6.8) is convex and it satisfies the Slater condition (by setting =  
P /M ). Hence, there is no duality gap and the Karush-Kuhn-Tucker (KKT)
conditions are necessary and sufficient. The Lagrangian for the problem (6.7 - 
6.8) can be formulated as
-^ (P) A, fl) =  — ^ ] I {Pm9m) S" A ( ^  ^Pm ~ j ^ > TmPmi (OTl) 
tiEM. \nEM / uEM.
and the KKT conditions are
-9m mmse(p:;,9m) +  A* -  =  0, (6.12)
Mm>0,  P m> 0 ,  V n e i w ,  (6.13)
=  0, Vn S M.  (6.14)
In (6.12), it has been made use of the fact that
=  p^mmse (pm9m) • (6.15)
OPm
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From (6.12) and (6.14) the following can be obtained
Pm (A* -  9m mmse {Pm9m)) = 0. (6.16)
Substituting (6.12) into (6.13) yields
9m mmse {pm9m) < A*. (6.17)
Consequently, if > 0 then (6.16) implies that A* =  gm mmse (p^Pm), there­
fore
1 /  A* \
Pm = —  mmse“  ^ ( —  ) . (6.18)
Pm yPm/
Considering that mmse(p^p^) < 1 when p]^ > 0, to not violate (6.17), gm must 
be larger than A*. On the other hand, as the mmse(O) =  1, if Pm = 0, it can be 
concluded from (6.17) that gm < A*. Hence, the theorem follows. □
It should be mentioned that the optimal power allocation in (6.9) has been 
referred to it as mercury/water-filling [153]. The proof provided here is different 
from the one presented in [153], which will be used in the next section to evaluate 
the performance loss due to suboptimal power allocation.
6.4  M u tu a l In form ation  Loss w ith  E qual Pow er
Although, optimal power allocation maximizes the user mutual information, 
signalling the power levels to the users requires high signalling overhead, which 
will reduce the spectral efficiency. Thus, it is more practical to use equal power 
allocation over the allocated subcarriers to the user. In this way, only the 
sub carrier allocation decisions need to be signalled to the users. Instead of the 
trivial equal power allocation method, where the power is distributed over all the 
available subcarriers, the power allocation will be performed on appropriately 
selected set of subcarriers. The total power will be allocated only on the set of 
the subcarriers that get non-zero power in the optimal power allocation. Let 
M* be the number of symbols that will have non-zero power under optimal
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power allocation, then, for every m e M ,  the equal power allocation scheme 
will be as follows
^  if ^  ffn > A*,
(6.19) 
0 if 2  9n < A*,
TlE'Dm
where A* is the solution of (6.10). In the following subsections, the mutual 
information loss due to equal power allocation comparing to optimal power 
allocation will be evaluated.
6.4.1 M utu al Inform ation  G ap for M R T
In this subsection, for any given power allocation over the symbols, the effect 
of equal power allocation of the symbol power {prn) over the symbol subcarriers 
iVrn) is investigated. The SNR for equal distribution of the symbol power over 
the subcarriers is given by
srrfm=Pmgm, where Pm =  I Y] ) , \/m  e M . (6.20)
\n eV m  /
On the other hand, the SNR for MRT power allocation is as follows
snr* = Pmgm, where gn, Mm e M . (6.21)
nEVm
Consequently, the difference between equal power allocation and MRT for each 
symbol will be
Asnrm =Pm X i  • (6.22)
neV m  ^ \nE V m  /
For the case where dy = 2, the SNR difference will be
Asnrm =  Pm . (6.23)
To simplify this equation, one of the sub carriers gain can be written as a func­
tion of the other one, i.e. gm,2  = OimPm, where 0 < a  < 1 and gm is the 
subcarrier with the largest gain in T>m- Then
Asnr,„ = ? N ^ ( l - ^ r  (6.24)
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Figure 6.2: Mutual information difference between MRT and equal power allo­
cation.
As it can be noticed from this equation, there are two factors that affect the 
gap between equal power and MRT. Firstly, the SNR region, i.e. Pm9mi where 
for low SNR regime, Asnrm  will be small. Secondly, the gain ratio between the 
two subcarriers, am, where high values of am implies low SNR gap, and vice 
versa. In terms of mutual information, the difference between MRT and equal 
power allocation for each symbol, will be
rPmQm rPmgm
Jo Jo
r9m
= / Pm^n.mse{pm7)d'f. (6.25)
4 Qm
As the MMSE is exponentially decreasing with SNR, it is expected that the 
mutual information difference will be small for high SNR area. Figure 6.2 shows 
the mutual information difference between MRT and equal power allocation 
with dv = 2 for different values of subcarriers ratio (am)- The horizontal axis 
of the figure, which is labeled by “Channel Gain”, represents the term PmPm 
in (6.24). As it can be observed from the figure, in high and low SNR regions.
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the mutual information gap is very small. In high SNR values the MMSE is
starts to vanishes, hence, the mutual information gap will be small regardless 
the difference in the SNR (Asnrm)- On the other hand, for low SNR values the 
SNR gap (Asnrm) will be small, in turns the mutual information difference will 
be decreased. Furthermore, for large value of subcarriers ratio, a m ,  the mutual 
information loss will be very small for all the SNR regions.
6.4.2 M utual Inform ation Gap for Sym bols’ Optimal Power
The mutual information loss due to equal power allocation comparing to optimal 
power allocation over the symbols (6.9) can be found using the dual problem. 
The dual problem, /(A, /x), for the primal problem (6.7 - 6.8) can be formulated 
as follows
/(A, Ijl) = maxL(p, A, /x), (6.26)
where L(p,A,/x) is the Lagrangian function for the primal problem, and it
is given in (6.11). As the primal problem is convex and satisfies the Slater 
condition, the strong duality holds. Let (A*,/x*) be the optimal dual variables 
that minimize the dual problem, /(A,/x), then
f{ \* ,n .* )=  ^  I{pl,gm). (6.27)
mEM.
Let Ml* C  Af be the set of symbols that will have non-zero power under optimal 
power allocation, i.e. Mi* = {m : gm > A*}, and lets refer to this set of symbols 
as the Active Set. If equal power allocation over the active set of symbols is 
used, i.e Pm = P/M *, the dual variables has to satisfy the condition that the 
partial derivative of the Lagrangian must be zero
Mm =  A -  Himse , Vm € Af*. (6.28)
As the dual variables must be nonnegative, the minimum A that ensures /Xm > 0 
for all m E Ai*, is given by
A =  m ^  gm mmse ( ^ M m  | • (6.29)
m e M *  \  M *  /
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Substituting (6.29) in (6.28) gives
Pm = max Km — Km, Vm € M *, (6.30)
m eM *
where
Km =  9m  mmse ( ^ ^ 9 m  I . (6.31)
The dual problem with equal power allocation variables (P/M*,X, fi) is lower 
bounded by the dual problem for the optimal variables (p*, A*, /x), hence
< /(Â,A)
m eM *
<
d p "
^(Pm9m)
m eM *
<
m eM *
< —  yM* ^
m eM *
max Km -  Km] - (6.32)
.m eM *
m eM *
Consequently, considering the mutual information loss due to equal power allo­
cation over the sub carriers and over the symbols A I^^\ the total change
in mutual information between optimal power allocation and equal power allo­
cation can be summarized in the following theorem.
T heorem  3. Let Mi* C Ml be the set of symbols that will have non-zero power 
under optimal power allocation, then the mutual information loss due to equal 
power allocation over Mi* will be
Z i f .  (6-33)
m eM * ^''9m \  /  /
It can be noticed that the upper bound on the mutual information gap can 
be merely calculated from the channel gains and there is no need to perform 
optimal and equal power allocation operations. All what needed is the set 
of symbols that will get non-zero power under the optimal power allocation 
algorithm. It worth mention that if there was a closed-form expression for 
the mmse(.) function, it would be possible to estimate the maximum mutual
information loss (A /) from the channel statistics, as it has been evaluated for
Gaussian inputs [154].
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To numerically evaluate the mutual information difference, the optimal and 
LMV subcarriers partitioning schemes proposed in the last chapter will be used 
here. Figures 6.3 and 6.4 show the average mutual information gap for different 
numbers of subcarriers with optimal and LMV subcarriers partitioning schemes, 
respectively. The same simulation parameters used in section 5.4 of the last 
chapter will be used in this chapter. As the first figure shows, the mutual 
information loss due to not performing MRT represents a very small
portion of the total mutual information loss (AJ), on average it is about 7.6% of 
AJ. Most of the loss is caused by not performing optimal power allocation over 
the symbols. On contrary, as Figure 6.4 shows, for LMV partitioning scheme 
the main loss is due to not performing MRT, and the optimal power allocation 
over the symbols has a marginal effect on the achieved mutual information.
In LMV partitioning, the subcarriers that have the most dispersive channel 
gains are combined in one symbol. Consequently, the gain ratio between the 
two subcarriers of each symbol, am, will be relatively high. Thus, the SNR gap 
(Asnrm) will be high resulting in high loss in mutual information. Furthermore, 
as the LMV generates almost equal symbol gains, the optimal power allocation 
over the symbols will be very close to equal power allocation, hence, the mutual 
information gap (AI^^^) will vanish. For LMV, A/(^) constitutes only 5% of the 
total mutual information loss A I. Considering the results in Figures 6.3 and 6.4, 
it can be concluded that the total mutual information loss due to equal power 
allocation (A I)  can be approximated by AI^^^ for the proposed subcarriers 
partitioning scheme, and by AF^^) for LMV subcarriers partitioning scheme.
Comparing the mutual information loss in the two subcarriers partitioning 
schemes, the mutual information loss in LMV is about 5.5 times more than 
the case in the optimal subcarriers partitioning scheme. Considering that, un­
der optimal power allocation, the mutual information under LMV subcarrier 
partitioning is upper bounded by the one with optimal sub carriers partitioning 
scheme, and the fact that the loss due to equal power allocation is larger with 
LMV, then proposed subcarriers partitioning scheme can be considered optimal 
under the equal power allocation scheme (6.19).
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Figure 6.3: Mutual information difference between optimal and equal power 
allocation with the proposed subcarriers partitioning.
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Figure 6.4: Mutual information difference between optimal and equal power 
allocation with LMV subcarriers partitioning.
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6.4 .3  F inding th e  O ptim al Lagrange M ultip lier
The equal power allocation proposed in the previous subsection requires the 
set of subcarriers that will get non-zero power under the optimal power allo­
cation. In other words, the optimal Lagrange multiplier (A*) need to be found 
to perform the power allocation (6.19). Using the numerical methods (such as 
bisection, secant, or Newton) to find (A*) by solving (6.10) will be computation­
ally inefficient because of the lack of closed-form expression of the mmse(.) and 
mmse“ ^(.) functions. In this subsection, a simplified method to calculate the 
optimal Lagrange multiplier will be proposed. As first step, an approximation 
of the mmse(.) function will be provided, then an algorithm to calculate A* will 
be developed based on this approximation.
Lem m a 3. For a given range of SNR, the mmse~^{.) can be approximated by 
the following function
m m se -\x )  = (6.34)
where A and B are constants defined in Appendix B.
Proof. See Appendix B. □
Using (6.34) and (6.10), for a given set of symbols, T, the Lagrange multiplier 
can be calculated from the following equation
Aogio(pm) +  B
logio(A) = ------1 (6.35)
V Ç m A
Consequently, the optimum Lagrange multiplier can be iteratively found using 
Algorithm 3. In the algorithm, the symbols first sorted in a descending order 
based on their channel gains, then, starting with the best symbol, A is calculated 
using (6.35). In each step, another symbol is added as long as it results in 
positive power. Clearly, the algorithm can be used to find the optimal Lagrange 
multiplier as well as the active set of symbols (Af*), and it will be utilized later 
in this chapter.
6.5. Multiuser Subcarrier and Power Allocation 128
A lgorithm  3 Iterative algorithm to calculate A*
1: In itialization: Set 2 =  0 and % = 4> sort the gains in descending order
— 9tt(2) — — 9tv(M)
while 2 < M  do
2 =  2 +  1, 71 =  71—1 U {^Ti-(i)}
Find Xi for 71 using (6.35) 
if < 0 th enp7T(i)^  —
Set A* =  Aj_i, M * = 71-1 and terminate the algorithm, 
end if 
end while
6.5 M u ltiu ser Subcarrier and Pow er A llo ca tio n
In this section, the subcarrier and power allocation problem in MC-LDSMA 
with FSA inputs will be investigated. At the start, the objective function of 
the optimization problem will be maximizing the sum-mutual information, and 
the fairness criteria will be considered later. The interference that each user sees 
from the uudecoded users will be modelled as Gaussian random variable, which 
is added to the AWGN. The optimization problem will be similar to Problem 
LDS (5.37-5.42) introduced in the last chapter, however, the objective func­
tion (5.37) will be replaced by a maximization of the sum-mutual information 
as follows
H  E  ^ E  ^^(k),n^Jsnr,^k),n , (6.36)
fce/c \  /  /
where
= ---------------P<k),nKik),n---------------  (6.37)
(j‘^ W / N  +  ^   ^ ^■K{j),nP'K{j),nh-K{j),n
j=fc+l
Evidently, the problem is not convex for the same reasons mentioned in the 
discussion of Problem LDS. Moreover, the lack of closed-form expression for the 
mutual information makes it difficult to use the Polymatroid analysis. Thus, 
a heuristic approach will be adopted here to develop the subcarrier and power 
allocation algorithm.
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6.5.1 Low C om p lex ity  R esource A llocation  A lgorithm
In this subsection, the aim is develop low complexity subcarrier and power 
allocation algorithm for MC-LDSMA. The algorithm will be developed by cap­
italizing on the equal power allocation (6.19) presented in the previous section. 
An iterative approach will be considered in the algorithm, where the subcarri­
ers are sequentially allocated to the users. To maintain the practicality or the 
resource allocation algorithm, an equal power allocation on properly selected 
subcarriers will be implemented. The proposed algorithm is explained as fol­
lows. In each iteration of the algorithm, every user will select its active set of 
symbols based on Algorithm 3. The desired symbol for each user will be the 
symbol that has the maximum gain out of the active set of symbols and it is not 
allocated yet to that user. Then, one symbol will be allocated to the user that 
has the maximum mutual information on his desired symbol. The algorithm 
will iterate till all the users reach saturation (i.e. no desired symbol) or all the 
subcarriers are fully allocated.
The proposed subcarrier and power allocation algorithm is summarized in Al­
gorithm 4, where J\f^ and are the set of sub carriers that have been allocated 
to the A;th user and the set of non-saturated subcarriers that not allocated to 
him yet, respectively. A sub carrier is said to be saturated if it has been allo­
cated to dc users. APf, and JMf. are the set of symbols resulted after sub carriers 
partitioning of and Af^, respectively.
As the objective function is maximizing the sum-mutual information, the de­
coding order, 7t(.), can be chosen arbitrary. Nevertheless, a decoding order 
based on the users channel conditions will be considered to give some fairness 
in the resource allocation. The users that in deep fading will be decoded first. 
Let Qk =  J2nGÀf 9k,n/N, then based on this decoding order, the set of users 
that interfere on the A:th user will be Xk = {i ' 9i < 9k}- To be discriminated 
from the algorithms in the next subsection. Algorithm 4 will be referred to it as 
SPA-SMI, which stands for Subcarrier and Power Allocation for Sum-Mutual 
Information maximization.
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Algorithm  4 Subcarrier and Power Allocation for MC-LDSMA (SPA-SMI)
1: Initialization: Put J =  0, /C„ =  /C and A t  =  0, VA: G JC.
2: repeat
3: Sub carriers Partitioning: Partition the subcarriers using (5.26):
 ^A4^, and Af^ —^ VA: G ICu-
4: Power Allocation: Considering the interference from other users, J,
find A/c for (Aig U At^) using Algorithm 3.
5: Let Tfc — {m  : gk,m ^  Q-nd Mj  ^ = |7fc|
6: if 77 =  Atg then
7: A% =  A^, ICu = lCu \  k.
end if
Let Ik = arg max grm, VA: G /C .^ mGM^
10: Sub carrier Allocation: Find k* =  arg max ( -^-dk u j
Allocate the subcarriers subset to user A:*:
Set Xk*,n = 1, Afg* = A/g, U {n} Vn G Vk*,lk* •
11: Remove the saturated sub carriers from the available subcarriers:
12: if  ^  Xk,n = d c 'in  G T>k*,lk* then
ke/c
13: A % ' = A % ' \ n ,  VA:G/CT, .
14: end if
15: Update the interference matrix elements j 7 ,n  VA: G n G Vk*,lk*^
where =  /C \  (X^  U {A:}).
16: until /C„ =  0 or Af^ =  0 VA: G /C„.
17: Final power allocation: pk,n = dv^AH  ^Vn G A%, k e 1C.
The performance of the algorithm will be evaluated using Monte Carlo sim­
ulations. Figure 6.5 shows the spectral efficiency for MC-LDSMA with the 
proposed subcarrier and power allocation algorithm in addition to the static 
subcarrier and power allocation case. The system is evaluated with 16QAM 
modulation and effective spreading factor (d^) equal 2. The upper bound on 
spectral efficiency with Caussian inputs and optimal power allocation [11] is 
also included in the results for comparison purposes. It can be observed from 
the figure that the proposed algorithm significantly improves the system spec­
tral efficiency comparing to static allocation. For the same subcarrier loading, 
36% increase in the system spectral efficiency can be achieved with the proposed 
algorithm comparing to static allocation. Also, with increasing the subcarrier
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loading, the MC-LDSMA spectral efficiency will be increased and become very 
close to the upper bound limit. For low system loading (i.e the total number 
of users K ), small number of subcarrier loading can achieve the spectral effi­
ciency upper bound. However, when the total number of users increases, low 
subcarrier loading will not be able to achieve a desirable performance. The gap 
between the system performance and the upper bound will be increased, and 
higher subcarrier loading is required to reach the system limit. The results in 
Figure 6.5 reveals a very important fact that the theoretical upper bound of 
the system spectral efficiency can be achieved using practical modulation and 
resource allocation algorithms.
Figure 6.6 shows the outage probability for the simulated cases. The same trend 
of the spectral efficiency performance can be noticed in the outage probability. 
It can be said that with the greedy nature of the proposed algorithm, the outage 
probability is in general high.
For the aim to compare MC-LDSMA with orthogonal multiple access schemes. 
Figures 6.7 and 6.8 show the spectral efficiency and outage probability, re­
spectively, comparison between MC-LDSMA and OFDMA systems. For MC- 
LDSMA, the subcarrier loading (dc) used is 6 and the effective spreading factor 
(dy) is 2. As the figures show, MC-LDSMA achieves high spectral efficiency 
comparing to OFDMA system. As it can be noticed from Figure 6.7, with 
increasing the number of users, the spectral efficiency in OFDMA system will 
reaches the saturation point (i.e. log (!%!)). On the contrary, in MC-LDSMA, 
the spectral efficiency will keep increasing with the total number of users. Fur­
thermore, in terms of outage probability, MC-LDSMA significantly admits more 
users comparing to OFDMA.
6.5.2 R esource A llocation  w ith  Fairness
In the previous subsection, a greedy approach is adopted in developing the 
algorithm, which as shown in the results leads to high outage probability. As 
a remedy to this effect, here, some fairness mechanisms will be incorporated in
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Figure 6.7: Spectral efficiency comparison between MC-LDSMA and OFDMA.
 M C -L D S M A  (16Q A M )
-  -  M C -L D SM A  (Q P S K ) 
^  O F D M A  (16Q A M ) 
O F D M A  (Q P SK )
0 .7
0.6
0 .5
I
0 .4
60
0.2
5 10 15 20 2 5 3 0 3 5 4 0 4 5 5 0
Number of Users
Figure 6.8: Outage probability comparison between MC-LDSMA and OFDMA.
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the algorithm. As it has been utilized in the previous chapter, users’ weights 
also can be used here to prioritize the users. The proposed algorithm can be 
slightly altered to maximize the weighted sum-mutual information. Instead 
of allocating a set of subcarriers to the user who has the maximum mutual 
information on his desired symbol, the set will be allocated to the user who 
has the maximum weighted mutual information. In other words, the allocation 
criterion in step 10 in Algorithm 4 will be replaced by
fc* =  a r g m g ç « ; , / ( g 5 y , ) .  (6.38)
An alternative approach that can be considered as well, is adding a minimum 
rate constraint on the optimization problem (6.36) as follows
> Rk, y ke lC ,  (6.39)
meMk
where Rk be the minimum required rate for the kth. user. In this approach, 
only users who have rate less than the minimum threshold will considered in 
the allocation. After the minimum rate requirements of all the users have been 
satisfied, the rest of the available resources will be allocated to the users in 
greedy approach. Generally, the minimum rate guarantee is required by delay- 
sensitive applications such as voice transmission and video streaming, whereas 
best effort services may not impose any rate constraints [155,156]. A modified 
version of the Algorithm 4 can be obtained by adding the condition
if ^  I  > Rk then )Cu = JCu\k*, (6.40)
after the Subcarrier Allocation step in Algorithm 4. In this condition, the 
users that achieved their minimum rate will not considered anymore in the 
resource allocation. Let us refer to the modified algorithm as Mod-Algorithm 4. 
Consequently, the complete subcarrier and power allocation algorithm with 
minimum rate constraints, which will be referred to it as SPA-MinRate, will 
consist of two parts. The first part is performing the Mod-Algorithm 4 to satisfy 
the minimum users’ rate requirements. Then, in the second part. Algorithm 4 
is implemented to allocate the remaining resources in greedy nature in order to 
increase the system sum-mutual information.
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Figure 6.9: CDF comparison between SPA-SMI and SPA-MinRate algorithms.
Figure 6.9 shows the CDF of the users’ rates for both algorithms, SPA-SMI and 
SPA-MinRate, with total number of users equal 50 and the required minimum 
rate Rk, is 100 Kbps for each user. It is clear from the figure that SPA-MinRate 
has more fairness in allocating the resources among the users. While the outage 
probability with SPA-SMI is 39%, it is zero with SPA-MinRate. If the compar­
ison done in terms of the required minimum rate, only 21% of the users has less 
than the minimum rate with SPA-MinRate algorithm, while this value is double 
with SPA-SMI, i.e. it is 42%. Figure 6.10 shows the spectral efficiency for MC- 
LDSMA with SPA-MinRate algorithm. The figure shows that there is small 
spectral efficiency loss comparing to the case of greedy approach (Figure 6.5). 
The loss is about O.I Bit/s/Hz for subcarrier loading equal 4 and 0.03 Bit/s/Hz 
for the rest of the subcarrier loading values, which can be considered as a very 
small incurred penalty to ensure some level of fairness among the users. In 
conclusion, SPA-MinRate algorithm achieves very low outage probability with 
marginal spectral efficiency reduction comparing to the SPA-SMI algorithm.
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6.6 Sum m ary
In this chapter, the radio resource allocation for MC-LDSMA system has been 
investigated under FSA inputs constraints. First, to show the motivation of 
considering MC-LDSMA as a multiple access technique, the sub-optimality of 
using orthogonal transmission is illustrated. The optimal power allocation for 
single-user with LDS is derived. Then, the mutual information loss dne to 
implementing equal power allocation comparing to optimal allocation is in­
vestigated. An upper bound on the mutual information loss is derived and 
numerically evaluated. It has been shown that, if the equal power allocation 
is performed on appropriate set of subcarriers, the spectral efficiency loss will 
be considerably small. A simplified approach to find the appropriate set of 
subcarriers to implement the equal power allocation is proposed. Based on 
these foundations, a low complexity subcarrier and power allocation algorithm 
is developed. The algorithm has shown very promising performance in terms
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of spectral efficiency by achieving very close to the system upper bound. To 
improve the system fairness, two fairness approaches have been proposed to be 
incorporated in the proposed algorithm, namely; users’ weights and minimum 
rate constraints. The numerical evaluation of the algorithm with minimum rate 
constraints has shown improvements in the outage probability with marginal 
reduction in the system spectral efficiency.
Chapter 7
Conclusions and Future Work
7.1 C onclusions
In cellular system, efficient utilization for the available radio resources is essen­
tial to meet the increasing demand for high data rate services. Optimizing the 
multiple access technique plays a key role in improving the system performance. 
In this direction, this thesis focused on the design and development of a new 
non-orthogonal multiple access technique for uplink cellular system.
Firstly, in Chapter 2, a background and literature review on the multiple access 
techniques is provided. Three points were highlighted:
• Despite their low complexity implementation, orthogonal multiple access 
techniques only achieve the sum-rate point of the capacity area. To impose 
fairness among the users in the system, non-orthogonal multiple access 
must be used.
• Non-orthogonal transmission can be enabled through spread spectrum 
multiple access (CDMA). However, the performance of conventional CDMA 
technique is limited by the MAI. LDS scheme is an efficient approach to 
tackle the MAI problem.
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• Multicarrier transmission is an effective approach in combating the mul­
tipath effect of the wireless channel and providing the flexibility of dy­
namically allocating the radio resource.
Based on these observations, the task in this thesis was to propose a non- 
orthogonal multiple access technique for multicarrier communications and op­
timize its performance.
To this end, in Chapter 3, the low density spreading for multicarrier communi­
cations is introduced. The basic concepts of the MC-LDSMA system are intro­
duced along with the system model and the receiver structure. The advantages 
of implementing LDS in multicarrier communications are studied. A link-level 
performance evaluation and a thorough comparison with other multiple access 
techniques have been carried out. The performance evaluation has shown the 
superiority of MC-LDSMA in terms of link-level performance or detection com­
plexity comparing to the other techniques. The results has shown that the 
combination of spreading and close to optimum MUD offered by MC-LDSMA 
can efficiently harvest the channel frequency diversity.
Implementing LDS in multicarrier communication does not come without dis­
advantage. A major drawback in multicarrier communications is the high en­
velop fluctuations. Therefore, in Chapter 4, the envelope fluctuations drawback 
of the MC-LDSMA signal is addressed, and appropriate techniques for enve­
lope fluctuations reduction are proposed. Firstly, the envelope fluctuations of 
MC-LDSMA signals with conventional LDS codes is analysed. It is shown that 
conventional LDS codes have high PAPR/CM values, and PAPR/CM reduction 
techniques are crucial. The impact of subcarriers’ allocation schemes and the 
phases of the LDS codes on the PAPR/CM of MC-LDSMA signals were inves­
tigated. Based on this analysis, suboptimal phasing schemes are proposed for 
envelope fluctuations reduction in MC-LDSMA signals. The suboptimal phas­
ing schemes resulted in significant PAPR/CM reduction when combined with 
resource block based subcarrier allocation. The numerical results have shown 
that, with the proposed phasing schemes, MC-LDSMA has the same PAPR
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and less CM comparing to OFDMA. It has been shown that, although MC- 
LDSMA has higher PAPR/CM values comparing to SC-FDMA, the loss due 
to the required back-off is compensated by better link-level performance mak­
ing MC-LDSMA outperform SC-FDMA. Furthermore, for further PAPR/CM 
reduction, DFT pre-coding has been proposed with resource block based allo­
cation. DFT pre-coding is able to further reduce the system PAPR/CM, but 
it has some added complexity to the MC-LDSMA system.
At this stage, the MC-LDSMA is studied from the link-level perspective. How­
ever, there is another dimension that can be utilized on the system-level. In 
MC-LDSMA, there is no exclusivity in the subcarrier allocation and several 
users can share a subcarrier if feasible. Thus, there is plenty of room to ex­
ploit the high degree of flexibility in radio resource allocation for MC-LDSMA 
system. Consequently, in Chapter 5, the radio resource allocation for single­
cell MC-LDSMA is investigated. Firstly, the optimal power allocation and 
subcarriers partitioning for single-user that implements LDS are investigated. 
The optimal power allocation is derived, which consisted of two stages; water- 
filling of the total power over the symbols and maximum ratio transmission 
over the subcarriers of each symbol. The numerical results have shown that the 
proposed power allocation and subcarriers partitioning improve the user spec­
tral efficiency comparing to the conventional LDS codes. For multiuser radio 
resource allocation in MC-LDSMA, an analysis for the optimality conditions 
is provided and an optimal power allocation for a relaxed problem has been 
derived for continuous (in the frequency domain) frequency-selective channel. 
The analysis has shown a clear relationship between the fairness in the system 
and the sub carrier loading. Using the structure of the optimal solution and the 
single-user power allocation, two suboptimal subcarrier and power allocation al­
gorithms are proposed. The performance evaluation of the proposed algorithms 
has shown that the algorithms have good performance from spectral efficiency 
and fairness perspectives comparing to static resource allocation. The effect of 
subcarrier loading and the effective spreading factor on the system performance 
has been investigated as well. It is shown that there is a trade-off between the
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system complexity and the system performance, and the subcarrier loading can 
be chosen based on the system loading (total number of users). Furthermore, 
it is shown that increasing the spreading factor to more than 2 will decrease 
the system performance.
Moving to more practical modulation schemes and system assumptions, in 
Chapter 6, the radio resource allocation for MC-LDSMA is considered with 
finite symbol alphabet channel inputs. As a first step, the optimal power allo­
cation for single-user with FSA inputs is derived. Then, the mutual information 
loss due to implementing equal power allocation comparing to optimal alloca­
tion is investigated. An upper bound on the mutual information loss is derived 
and numerically evaluated. It has been shown that, if the equal power alloca­
tion is performed on appropriate set of subcarriers, the spectral efficiency loss 
will be considerably small. A simplified approach to find the appropriate set of 
subcarriers to implement the equal power allocation is proposed. Subsequently, 
based on this analysis, a low complexity subcarrier and power allocation al­
gorithm for MC-LDSMA system is developed. The algorithm has shown very 
promising performance in terms of spectral efficiency by achieving very close 
to the system upper bound. To improve the system fairness, two fairness ap­
proaches have been proposed to be incorporated in the proposed algorithm, 
namely; users’ weights and minimum rate constraints. The numerical evalua­
tion of the algorithm with minimum rate constraints has shown improvements 
in the outage probability with marginal reduction in the system spectral effi­
ciency.
7.2 Future W ork
MC-LDSMA represents a new multiple access technique that enjoys some dis­
tinctive features not offered by other multiple access techniques and it has shown 
a promising performance in link and system levels. This section proposes future 
research guidelines as a step forward for the work presented in this thesis.
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7.2.1 D istr ib u ted  R adio R esource A llocation
The analysis and algorithms for radio resource allocation proposed in this the­
sis consider a centralized scheduler. An extension can be done to consider a 
distributed radio resource allocation by utilizing the flexibility offered by MC- 
LDSMA technique. The users can select their subcarriers based on a specific 
optimization criterion and signal the decisions to the base station. Unlike or­
thogonal multiple access techniques, the users can select their subcarriers with­
out the need for the information about the other users. The base station can 
broadcast back the subcarrier loading and/or the interference level for every 
subcarrier. The users will use this information to update their power and sub­
carrier allocation. The algorithm can be developed by using decomposition 
methods [85] to decompose the main problem into K  subproblems each for one 
user, and the controlling parameters can be iteratively updated by the base 
station. Another approach is to use the Game theory to design the distributed 
algorithm. The distributed radio resource allocation is more effective when the 
channel reciprocity applies, like the case in time-division multiplexing. With 
the assumption of channel reciprocity, the users can obtain the CSX using the 
pilot channels broadcasted by the base station.
7.2.2 M ulti-C ell R esource A llocation
Exclusive use of subcarriers among cells will bring down the whole system 
capacity for an inter-cell orthogonal system. Therefore, in order to reuse the 
sub carriers, MC-LDSMA is a good candidate for the system with joint multi-cell 
signal processing. In this case, the uplink channel will turn into Multiple-Input 
Multiple-Output (MIMO) MAC, where base stations act as multiple antennas 
and all received signals are considered as useful signal. In other words, the 
whole system will be like a single-cell but with MIMO. The analysis carried 
out in this thesis about single-cell radio resource allocation can be extended by 
incorporating the MIMO assumption.
On the other hand, for non-joint processing case, interference reduction is re-
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quired by proper cell coordination mechanisms. As it has been mentioned 
before, the radio resource allocation carried out in this thesis is based on the 
assumption that the inter-cell interference has been avoided by Inter-Cell In­
terference Coordination (ICIC) schemes. Better interference reduction can be 
realized by real-time coordination among all involved cells to avoid that two 
cell-edge users in neighbouring cells use the same subcarriers. The resource 
allocation decision will be made by a central control unit, assuming the cen­
tral control unit has all the users’ information required for resource allocation. 
The channels are kept in a central pool and are assigned dynamically to the 
requesting cells. However, fully centralized resource allocation algorithms are 
often too heavy for implementation and require high signalling overhead. Hence, 
decentralized resource allocation algorithms should be considered to reduce the 
signalling overhead and distribute the required computational power. In the 
decentralized resource allocation scheme, the local information about the cur­
rent users in the cell’s vicinity is used to select a channel which is also confirmed 
through information exchange between neighbouring interfering cells.
7.2.3 P artia l C hannel S ta te  Inform ation
The work that has been done so far on MC-LDSMA, whether for MUD or 
radio resource allocation, assumes perfect CSI. Consequently, the extension of 
the study in this direction is in two-fold. Firstly, in practice, the CSI available 
at the receiver is obtained by channel estimation. Due to the noisy channel 
and other limitations on the channel estimation, the CSI is usually imperfect. 
Consequently, it is important to investigate the impact of the channel estimation 
error on the performance of MUD in MC-LDSMA technique. Secondly, the 
assumption for full and perfect CSI at the transmitter may be so optimistic, 
especially for the multi-cell scenario or when the CSI are signalled from the 
users to the base station. Hence, the radio resource allocation needs to be 
considered with partial CSI at the scheduler.
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7.2 .4  R ed u c in g  th e  LD S M U D  C o m p le x ity
Although the MUD for LDS has low complexity compared to the optimum 
solution, its complexity increases exponentially in the number of the users per 
subcarrier, As it has been shown in Chapter 6 of this thesis, to achieve
the system spectral efficiency limit, a relatively high number of users per sub­
carrier is required, especially for high total number of users (K).  Consequently, 
further reduction in the receiver complexity is essential. The exponential com­
plexity is coming from the fact that the MAP detection on the chip level is done 
by brute-force search. An approximation with linear complexity of the MAP 
detection would reduce the total complexity significantly.
Appendix A
Maximum Ratio Transmission
Having dy subcarriers to spread on, the symbol power should be scaled to 
maximise the symbol rate as follows
Vn
where the scaling should satisfy o;„ =  1. Thus, the total received signal
neVm
will be vt = ^  otnhn x-\- Zn. Let Qn = then the SNR will be
neVm
'S'A^R — f  ^  ^ y/^^n9n  ^  j — Pm  f  ^  ^ ^ /^m 9 n  j 
XnÇ.'Dm /  \TlÇ.T^rn /
Using Cauchy-Schwarz inequality [157, Chapter 4]
Cid^ d l  (A.l)
the upper bound on the SNR can be obtained as follows
2
S N R u b  =  Pm ( ^  \/Oin9n I
\ne'Dm /
— Pm ^   ^ ^   ^ On
nE.'D m  nÇ.'Dm
— Pm  ^  ] 9n  (A .2)
neVr,
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For Cauchy-Schwarz inequality, the equality holds if and only if c and d are 
linearly dependent [157], that is, one is a scalar multiple of the other. Therefore, 
by using the MKT power allocation and setting
Oin =  — , (A.3)
nÇ.'Dr,
the SNR will be
SNR  =  ^ ....j  ^  V e;
^neVm y J 2 n e V m  3n
2
\nÇ.Dm /
—  Pm
n e V m
~  Pm ^   ^ 9ti' (A.4)
n e V m
It is clear that the SNR (A.4) with MRT is equal to the upper bound (A.2), 
hence, the MRT is the optimal power allocation.
Appendix B
MMSE Approximation ( p r o o f  o f  
L e m m a  3 )
For FSA sets, there is no closed form expression for the MMSE, and it is 
calculated numerically using the following [153]
-dy, (B.l)/ \ 1 1 f  3:6^mmseisnr) = 1 -------/ ———----------:--------
xEX
where the integral is over the complex field and p{x) is the probability of x. For 
specific modulations such as BPSK and QPSK, the MMSE is given by [153]
2 foo ___ __
mmseBPSK(snr) = 1 ---- -= /  tanh ( 2 q ^ / d q ,  (B.2)
V ^ J — oo
mmseQPSK{snr) = m m seppsKisnr/2). (B.3)
It is clear that using the numerical methods to calculate the MMSE from these 
formulas to find the optimal Lagrange multiplier (6.10) is computationally com­
plex. As it can be seen in Figure B.l, the logarithm of the mmse(.) is almost 
linear in the SNR (the figure shows the MMSE for QPSK). Consequently, a 
linear approximation of the logarithm of the mmse(.) for a given range of the 
SNR can be formulated as follows
logio(mmse(snr)) =  A snr A B, SNRmin < snr < SNRmax, (B.4)
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Eigure B.l: Linear approximation for the MMSE. 
where A is the slop of the line, and B is the y-intercept, which are given by
A
SNRmax ~ SNRmin 
B  =  l o g i Q { m m s e ( S N R r n i n ) )  — A  S N R r
(B.5)
(B.6)
The error in calculating the MMSE using the linear approximation is consid­
erably low. Eor the results presented in Figure B.l, the mean squared error 
E(mmse(snr) — inmse(snr))^ is only 7 x 10~^, and the SNR range is 30 dB. 
Similar results has been noticed for other modulation orders.
The nnnse (.) can straightforward found from (B.4) as follows
m m ae-'W  =
A
(B.7)
Appendix C
Majorization Theory
Majorization defines a partial ordering between two vectors (x and y) and 
precisely describes the notion that the components of a vector are “less spread 
out” or “more nearly equal” than the components of another vector. A vector 
X is said to be majorize y  if the sum of the largest n elements in x  is greater or 
equal to the sum of the largest n elements of the vector y. The mathematical 
description for majorization of vectors is provided in Definition 1.
Exam ple 1.
[1, 0 , . . . , 0] A" • • • A
A N  - V  N  - V ' " '  N  - I ,0 ïv ’ïv ’' “ ’îv
The example illustrates that the vector with equal components is the least 
majorized one.
Schur-convex or Schur-concave Functions
Schur-convex and Schur-concave are the terms that used for the functions that 
preserve the ordering of majorization, Definition 2. The following condition is 
necessary and sufficient for the function to be Schur-convex.
D efinition 3. (S c h u r ’s condition [14'^, Chapter 3]): Let X G TZ be an
open interval and let #  : X ^  -¥71 he continuously differentiable. Necessary and
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sufficient conditions for $  to be Schur-convex on are
$  is symmetric on X ^ ,
and
f  d ^ \
For Schur-concave function, the inequality condition in Definition 3 is reversed. 
E lem entary  Sym m etric Polynom ials
For each integer A; > 0, the A:th elementary symmetric polynomial is the sum 
of all products of i distinct elements [148]. Let x be a vector with N  elements, 
the elementary symmetric polynomials will be
N
So(^) — 1; <5*1 (x) =  ^  ] 37%, (92 (x) =  ^   ^ XiXj,
i=l l < i < j < N
N  N  N
'S'iv-i(x) =  I J  9j  ^ 'S'iv(x) =  JJoji.
2=1 j = l \ i  2=1
The elementary symmetric polynomials represent the basic building block for 
symmetric polynomials. All the elementary symmetric polynomials are Schur- 
concave functions on [147]. Also, the ratio is Schur-concave func­
tions on 7 7 . As the elementary symmetric polynomials are Schur-concave, 
the maximum will be achieved when the elements of the x  vector are equal, i.e
L I .  L
N ' N ' " ' ' N (C.l)
Consequently, the corresponding elementary symmetric polynomials for x* will 
be
k \ { N - k ) \ W '   ^ ^
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