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M. AVELLANEDA, TH. Y. HOU, G. C. PAPANICOLAOU to solve a problem over one period cell to détermine the effective coefficients.
How is homogenization to be implemented numerically ? The obvious answer is to calculate the effective coefficients by solving a cell problem and then to solve the homogenized équations. Standard numerical methods can be used in both steps since no rapidly oscillating coefficients are involved. However, this simple recipe works well only when the coefficients are periodic, and even in that case it can lead to an expensive computation when the effective coefficients are not constant since, typically, several cell problems have to be solved. In the almost periodic or random case the cell problem is diffîcult to solve numerically. We need a numerical method that « captures » effîciently the homogenized problem without resorting explicitly to a cell problem. Efficiency means hère that, if e > 0 dénotes the parameter involved in the homogenization (ratio of microscopic to macroscopic length scales) and h > 0 dénotes the size of a fînite différence mesh for a discrete version of the problem, then h need not be much smaller than e in order to get a good numerical solution.
In fact we can take e ~ h and still get good approximate solutions if the numerical grid samples well the oscillating coefficients. This idea is due to Engquist [13] and was subsequently developed by Engquist and Hou in [14, 15] . They considered Systems of semilinear hyperbolic équations with rapidly oscillating initial data. The propagation of oscillations and the homogenization of such problems was considered earlier by Tartar [16] and by McLaughlin, Papanicolaou and Tartar [17] . The main resuit in [13] [14] [15] is that if the oscillations in the data are periodic of period e and the numerical grid has size h then we get convergence of the numerical solution to the homogenized solution as e -* 0, h -• ö without requiring h/s to be small, provided that the numerical grid spacings are irrational multiples of the period.
The purpose of this paper is to formulate this idea of capturing homogenization numerically by sampling for second order elliptic équations and to show that when homogenization is formulated in a suitable abstract framework [6] which is natural, then the sampling scheme of Engquist [13] and Engquist-Hou [14, 15] can be analyzed through an application of the ergodic theorem. In the special case of one space dimension both the usual homogenization [4] and the numerical homogenization of [13] [14] [15] can be obtained by elementary, essentially explicit computations. We review this one-dimensional case in section 2.
In several space dimensions we find that only in the case of rapidly oscillating periodic coefficients do the results of Engquist-Hou [13, 15] generalize, in a weaker form. In the case of almost periodic or random coefficients in several space dimensions we show, both theoretically and with a simple counter example, that numerical homogenization by sampling does not work efficienty, at least in the manner in which the sampling idea is implemented hère. There may, of course, be other ways of doing the discretization and the sampling that do capture homogenization effectively. In section 3 we present our main results for the multidimensional problem after introducing the relevant ideas from [6] and their fînite différence version [18, 19] .
THE ONE-DIMENSIONAL CASE
Consider the one-dimensional elliptic boundary value problem
Hère a(x, y) is a smooth function, unit periodic in y, positive and bounded 0 < a.\ =s a(x, y) « a 2 < oo .
It is easily seen that
as e -• 0 where w(x) is the solution of the homogenized problem
5)
One can get this resuit using asymptotic expansions with two scales [4] or directly from the explicit solution of (2.1) and the fact that if g(x, y) is a bounded continuous function of x and periodic in y of period one, then The type of convergence given in this theorem is due to Engquist [13] , who calls it convergence essentially independent of s.
The proof of both Theorem 1 and la follows easily from the explicit solution of (2.7), (2.8). Let The constant Vl' h in (2.17) is determined from the boundary condition u'-^x,,) = c.
To study the limit of u £)h from (2.17) we need a lemma. To simplify the argument in this lemma, which is an elementary ergodic theorem [20] , we make libéral assumptions about smoothness. 
is periodic in y of period one. Let x k = kh and r = hjz. If r is an irrational number, then we have where C(r) is a constant that dépends on r. Ifmoreover h e S (s, h

Proof of Lemma 1 :
Since g has continuous derivatives we make at most an error of order h if we replace on the left side of (2.18) the intégral over x by a sum. We shall show that c o h (2.24) when h e S(E, /* O ) as defïned by (2.19) . Defme
Jo
Since g is periodic in y with mean zero it can be expanded in a Fourier series Hence for /z G ^(E, /t 0 )
26)
The Lebesgue rneasure of the set S(e, h 0 ) is easily calculated from (2.19) so that (2.21) holds. The estimate (2.26) and the remarks above (2.24) complete the proof of the lemma.
THE MXJLTI-DIMENSIONAL CASE
The direct analysis of the previous section does not go over in the multidimensional case because we do not have an explicit représentation such as (2.17). Moreover, we will see that although a resuit similar to Theorem 1 can be obtained there are essential différences in the multi-dirnensional case. It will turn out however that once the problem is suitably formulated, a generalization of Theorem 1 suggests itself in the periodic case immediately and its proof is quite simple. But no useful generalization is possible in the ahnost periodic or random case. In the next section we introducé the abstract framework and summarize the relevant results from [6] that we need. In section 3.2 we review the fini te différence version of the results in [6] , as carried out in detail in [18] and in [19] . Our main theorems are stated in section 3.3 along with their proof.
Abstract framework for homogenization
Let (XI, F, P ) be a probability space and let (a^-fy, a> )), ij = 1,2, ..., d be a strictly stationary matrix-valued random field with y G R 
The asymptotic analysis of u e (x, co ) as e i 0 is the random homogenization problem studied in [6] . It contains the case of periodic and almost periodic coefficient as a special case as we will explain. The main resuit in [6] is that if the stationary stochastic coefficient are ergodic with respect to space translations, then there exist constants a*, i,j = 1,2,...,^, the effective coefficients, such that if û(x) satisfies
A similar resuit holds for a finite différence version of (3.1.2) and that is discussed in the next section. To explain rôle of ergodicity in the convergence of u B to w and to give the characterization of the effective coefficients a* we need the abstract framework of [6] .
We may take the probability space (O, F, P ) as follows. The set il is the set of Lebesgue measurable dx d matrix-valued fonction on R^ satisfying (3.1.1). The value of <o G fi at y e R d is defined almost everywhere and is denoted by co^fy, o>). Thus fl is the set of ail coefficients for (3.1.2). We take F to be the a-algebra generated by cylinder sets and arrange that it be countably generated (stochastic continuity suffices for this). The probability measure P defined on (Q, F) is invariant with respect to the group of translations T X : Q, -> Q (T X <O)00 =û)(y-4xjeR d .
(3.1.5)
We assume that the action of T X is ergodic. That is the only sets 
The coefficients a t j are given by a t j(x, a>) -a t j(x + co).
The periodic case can be put into the abstract framework by the essentially trivial process of letting the center of the period cell be a random variable that is uniformly distributed over the unit torus in J-dimension. The way the case of the almost periodic coefficients fits into the abstract framework is described in [6] .
The ergodicity of the random coefficients is essential in proving the convergence (3.1.4) with the limit problem ha ving coefficients a* that are constant, independent of co. Without ergodicity the effective coefficients will be functions of <o, <2^(a>), that are T X invariant.
The discrete case
A finite différence version of (3. The interesting case to consider is when h = e, that is h = er with r = (r ls r 2 , ..., r d ) fixed and with positive components. Then we have the discrete homogenization problem studied by Kuhnemann [18] and in [19] .
The main convergence resuit is this : if the restriction of the translation group T X to x 6 A r is an ergodic subgroup for P then there exist constants a*(r\ depending on the lattice scale factors r, such that if ü T (x) is the solution of We note again that even if the subgroup T X , X e A r is ergodic for P, the effective coefficients a-j(r) are constants that depend on the lattice scales r. This does not happen in one space dimension. Bef ore explaining this let us first write the discrete analog of (3.1.11)-(3.1.15). This discrete analog of the operators D t defïned by (3.1.10) and corresponding to (3. = \ fAs we saw in section 2 we can also dérive (3.2.14) by solving (3.1.11)-(3.1.15). The main step in this calculation is to note that (3.1.13) in one dimension implies that F is a constant, in the ergodic case. We have the same conclusion "from (3.2.11) in the discrete situation when we have ergodicity. Thus a*(r) is again given by formula (3.2.14). So in the one-dimensional case the only thing that matters is the ergodicity of the translation subgroup T X , X G A r relative to F. We tiras recover immediately Theorem 1 of section 2 in the periodic case because if r is irrational and r x are translations on T l , the subgroup T nn n e Z, is ergodic for Lebesgue measure on the one-dimensional unit torus T l .
2.2) is
Df h g{<») = J^ [{T ±hi£i flfXco) -flf(cû)] ,(3.
Consistency of the discrete approximation
We have seen in the previous section that in order to be able to capture the homogenized solution ü of (3.1.3) by the discrete approximation w h E of (3.2.3) with e/|h| = fixed as e -+ 0, it is not enough that the discrete translation group x x , x e A r be ergodic for P. Ho wever we have the following resuit. Given the convergence resuit (3.2.7), the only thing that has to be shown is that a*(r) defined by (3.2.9)-(3.2.13) converges to afj of (3.1.11)-(3.1.15) as | r | -+ 0. This however follows immediately from the fact that if g is in the domain of the operator D t defined by (3.1.10), then the abstract différence operators defined by (3.2.8) converge to the generators strongly as |h|-»0. That is, (3.2.9)-(3.2.13) is a consistent, strong approximation of (3.1.11)-(3.1.15) as |r| -*0. This complètes the proof.
Let us compare Theorem 2 with the one-dimensional Theorem 1. The main différence is that r, which is now a scalar r, need not be small in one dimension because consistency is automatic for any r. In the multidimensional case the fact that | r | must be small is a defmite but unavoidable restriction in gênerai. We show below by an explicit calculation why |r| small is unavoidable. In the multidimensional periodic case, however, the restriction to | r | small is superflcial because if we write
where [r] is the integer part of r and p the residual, then it is enough that | p | -> 0 through a séquence that has positive, irrational components. Therefore in the multidimensional periodic case we recover Theorem 1 as follows. The extension of Theorem la to several dimensions is much more diffîcult because it involves estimâtes of the allowable set of scale factors. We do not have any such resuit s at present.
We will now show that the restriction to | r | small in Theorem 2 is necessary in generaL We have to produce an example where the discrete homogenized coefficients a*(r), defined by (3.2.9)-(3.2.13), differ from the continuous homogenized coefficients a* defined by (3.1.11)-(3.1.15) when |r|=»0.
Assume that the coefficients a tj {x, o>) = a^(T_ x w) have the form
where b(<o) is bounded and has mean zero and Ç is a small real parameter. The homogenized coefficients a$ will now depend on £ and it is easy to see [21] that they are analytic functions of £ near the origin. Similarly, the discrete homogenized coefficients a*(r) depend on £ and they are also analytic near the origin. Their Taylor expansions can be computed easily. We will compute the expansion for the discrete case since the continuons case is similar and is also given in [21] . Let the discrete, abstract gradient D h be defined by (3.2.8) and let
be the discrete, abstract Laplace operator. We also define the discrete projection operators
We can now rewrite problem (3.2.9)-(3.2.12) that détermines the discrete homogenized coefficients in the following form
which is an intégral équation version of (3.2.9)-(3.2.12). To see the équivalence of (3.3.6) with (3.2.9)-(3.2.12) note first that (3.2.12) is immédiate because the operator F projects to functions with zero mean. The abstract zero-curl condition (3.2.10) is also immédiate because the field Ë is constant and the operator F has a gradient as its last action, as can be seen from (3.3.5), and the curl of a gradient is zero. To verify the divergence-zero condition (3.2.11) we write (3.3.6) which is consistent with (3.3.11) in the limit |r| -• 0, as should be. Suppose the spectral measure of b ig genuinely multidimensional, i.e. that R b (dk) is concentrated on more than one direction in k space. For example, suppose that R b has a continuous density with respect to Lebesgue measure. Then the coefficients of £ 2 in (3.3.11) and (3.3.14) are different for any r with |r| > 0. This is the différence beiween the one-dimensional and the multidimensional cases. In the multidimensional case, if there was a set of mesh widths r with | r | finite, but not necessarily close to zero, for which a pq( r ) ~ a *g> then we would have a successful capture of the homogenized problem by the numerical scheme without resolving the oscillations. But when we consider a* g (r) and a* q for small Ç, we see from (3.3.11) and (3.3.14) that there is no set of mesh widths r that will do unless the spectral measure R b (dk) is concentrated on a periodic lattice, the periodic case of Theorem 3, and r has irrational residual components. In one space dimension the expansions for the discrete and continuous case are the same and they agrée with the expansion of (2.5) when the form (3.3.3) of the coefficients is used.
