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Data ekspresi gen merupakan data hasil percobaan microarray. Tantangan utama 
analisis statistika untuk data microarray adalah jumlah sampel yang tersedia 
sedikit tetapi karakteristik variabel yang terukur sangat banyak. Hal ini 
disebabkan oleh keterbatasan dana, tenaga dan waktu serta ketersediaan sampel. 
Selain itu, sifat dasar dari sebaran data ekspresi gen yang diperoleh akan sangat 
komplek (multimodal). Penelitian yang terkait dengan identifikasi perbedaan 
ekspresi gen telah banyak dilakukan dengan menggunakan pendekatan Bayesian. 
Analisis Bayesian yang digunakan adalah Bayesian Mixture Model (BMM) karena 
indikasi data memiliki distribusi mixture. Selain itu, secara terpisah, Bayesian 
Model Averaging (BMA) digunakan untuk mengidentifikasi perbedaan ekspresi 
gen dengan prinsip memprediksi model terbaik melalui rata-rata terboboti dari 
semua kemungkinan model baik dari data. Tujuan dari penelitian ini adalah 
menggabungkan metode BMM dan metode BMA sehingga terbentuk model 
Bayesian Mixture Model Averaging (BMMA) untuk data Chickpea di Indonesia. 
Hasil penelitian menunjukkan bahwa model BMMA-normal mampu dengan baik 
dalam mengidentifikasi kelompok ID gen data Chickpea dalam kelompok Up-
regulated, Regulated, dan Down-regulated dengan tetap mempertahankan konsep 
data driven. Model BMMA-normal telah berhasil mengidentifikasi lima ID gen 
yang masuk dalam kelompok Up-regulated dan 14 ID gen masuk dalam 
kelompok Regulated. Dalam penelitian ini tidak ditemukan ID gen yang masuk 
dalam kelompok Down-regulated. Model BMMA-normal untuk kasus data 
Chickpea adalah model terbaik dibandingkan model pendekatan non- mixture 
normal. Nilai goodness of fit Kolmogorov-Smirnov yang diperoleh cukup kecil 
dan masih dalam jaminan lebih kecil dari nilai Kolmogorov-Smirnov tabel. 
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Gene expression data is the data from the results of microarray experiment. The 
main challenge of the statistical analysis for microarray data is the small number 
of samples available but the characteristics of the variables measured are 
numerous. This is due to the limited funds, personnel, time and availability of 
samples. Moreover, the nature of the distribution of gene expression data obtained 
will be very complex (multimodal). Research related to the identification of gene 
expression differences have been carried out by using a Bayesian approach. 
Bayesian analysis is used Bayesian Mixture Model (BMM) because an indication 
of the data has a distribution mixture. In addition, separately, Bayesian Model 
Averaging (BMA) is used to identify gene expression differences with the 
principle of predicting the best model through the weighted average of all possible 
good models of data. The results showed that the BMMA-normal model able to 
properly identify groups of gene ID of the Chickpea data in the of Up-regulated, 
Regulated, and Down-regulated groups while maintaining the concept of data 
driven. BMMA-normal model have successfully identified five genes ID in the 
Up-regulated group and 14 genes ID in the Regulated group. In these studies 
could not find the genes ID in the Down-regulated group. The BMMA-normal 
model for Chickpea data cases is the best model compared to the normal non-
mixture approach model. The value of goodness of fit Kolmogorov-Smirnov 
obtained is quite small and still under warranty smaller than the value of 
Kolmogorov-Smirnov table. 
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1. BAB I 
PENDAHULUAN 
 
1.1. Latar Belakang 
Microarray merupakan suatu teknik analisis untuk memonitor aktifitas 
ribuan ekspresi gen secara simultan. Dengan kata lain, data ekspresi gen 
merupakan data yang diperoleh dari percobaan microarray. Ekspresi gen 
merupakan rangkaian proses penerjemahan informasi genetik (dalam bentuk 
urutan basa pada DNA atau RNA) menjadi protein dan lebih jauh lagi menjadi 
fenotipe. Informasi yang dibawa bahan genetik tidak bermakna apapun bagi suatu 
organisme apabila tidak diekspresikan menjadi fenotipe (Baggerly, 2001 dan 
Knudsen, 2004). Microarray adalah salah satu kemajuan terbaru yang digunakan 
untuk penelitian kanker melalui pendekatan farmakologis untuk mengobati 
berbagai penyakit. Dalam hal ini, microarray membantu dalam menguji tanda-
tanda tertentu adanya kanker/tumor pada suatu jaringan tertentu pada manusia, 
hewan atau tanaman dengan menganalisis ukuran sampel yang telah pernah 
dicatat sebelumnya ataupun sampel baru (Do dkk., 2004; Sebastiani dkk., 2006; 
Govindarajan dkk., 2012).   
Tantangan utama analisis statistika untuk data hasil percobaan microarray 
adalah ukuran sampel yang tersedia sedikit karena keterbatasan dana, tenaga dan 
waktu serta keterbatasan ketersediaan ukuran sampel tetapi karakteristik variabel 
yang terukur sangat besar. Akibatnya, identifikasi distribusi data hasil percobaan 
microarray yang diperoleh akan sangat rumit yang berdistribusi multimodal 
(Muller dkk., 2002). Hal ini dapat ditunjukkan pada pengamatan perbedaan 
ekspresi gen dari suatu jaringan tanaman, manusia, ataupun hewan dalam kondisi 
normal (sehat) ataupun tidak normal (terserang penyakit). Dalam hal ini, ekspresi 
gen yang terukur sebagai hasil dari percobaan microarray berjumlah sangat 
banyak (ribuan ID gen) walaupun ukuran sampel yang tersedia sangat terbatas. 
Fenomena ini perlu penanganan khusus terutama untuk kasus perbandingan dua 
kondisi ekspresi gen yang berbeda karena pada dasarnya kasus perbandingan 
harus mengikuti sebaran empiris tertentu yang membutuhkan jumlah sampel yang 




Analisis Bayesian merupakan suatu metode analisis statistika yang tidak 
mempertimbangkan ukuran sampel dalam data, sehingga analisis ini dapat 
digunakan untuk  data yang memiliki ukuran sampel kecil ataupun besar (Gosh 
dkk., 2006). Kinerja analisis Bayesian didasarkan langsung pada distribusi dalam 
data yaitu distribusi peluang posterior yang diperoleh dari perkalian antara fungsi 
likelihood (didasarkan atas data pengamatan yang diperoleh) dan distribusi prior 
(yang didasarkan atas informasi data masa lalu). Parameter model dalam analisis 
Bayesian dipandang sebagai variabel random dalam ruang parameter model 
(Gelman dkk., 1995). Menurut Mengersen (2009), keunggulan analisis Bayesian 
adalah bahwa metode ini masih tetap dapat memberikan inferensi terhadap suatu 
parameter yang tidak diketahui berdasarkan distribusi posterior dengan tetap 
mempertahankan kondisi data apa adanya melalui konsep data driven (Iriawan, 
2012). Selain itu, analisisnya juga memungkinkan adanya kombinasi yang 
berbeda-beda dari distribusi prior dan memfasilitasi updating iteratif berdasarkan 
informasi baru sehingga dapat mengatasi ketidakpastian dan kompleksitas model 
dari data.     
Berbagai penelitian yang telah dilakukan sebelumnya, terkait dengan data 
ekspresi gen sebagai hasil dari percobaan microarray adalah penelitian Alon dkk. 
(1999) yang menggunakan analisis cluster untuk mengidentifikasi perbedaan 
ekspresi gen dan penelitian Harijati (2007) menggunakan Student‟s t-test untuk 
mengidentifikasi perbedaan ekspresi gen pada jaringan tanaman Kacang Arab atau 
Chickpea (Cicer Arietinum). Penelitian Harijati (2007) yang menggunakan data 
Chickpea, diperoleh hasil pengelompokan ID gen berdasarkan perbedaan ekspresi 
gen yang terjadi, yaitu kelompok ID gen yang masuk dalam Up-regulated (ID gen 
yang tahan dari serangan penyakit), Regulated (ID gen yang tidak cukup tahan 
dari serangan penyakit) dan Down-regulated (ID gen yang tidak tahan dari 
serangan penyakit) dari hasil Student‟s t-test yang diperoleh. Beberapa peneliti 
lain yang  juga menggunakan Student‟s t-test adalah Schena dkk. (1995); Schena 
dkk. (1996); DeRisi dkk. (1996); Tusher dkk. (2001) dan Lonnstedt dan Speed 
(2002). Penelitian dari Thomas dkk. (2001), Giles dan Kipling (2003) 
mengasumsikan bahwa data ekspresi gen mengikuti distribusi Gaussian unimodal. 




mengasumsikan bahwa data ekspresi gen mengikuti distribusi log-normal. 
Sedangkan Chen dkk. (1997) dan Newton dkk. (2001) mengasumsikan bahwa 
data ekspresi gen mengikuti distribusi gamma. Penelitian Efron dkk. (2001) 
menggunakan pendekatan analisis Bayes Empiris Nonparametrik untuk data hasil 
percobaan microarray. Penelitian Ibrahim dkk. (2002) juga menggunakan model 
Bayesian untuk data ekspresi gen hasil percobaan microarray. Penelitian Astuti 
dkk. (2015d; 2016a; 2016b; 2016d; 2016e) telah meneliti tentang data Diabetes 
Mellitus dengan pendekatan Bayesian dimana distribusi data menggunakan 
pendekatan normal unimodal. Berdasarkan penelitian-penelitian tersebut dapat 
ditunjukkan bahwa berbagai pendekatan distribusi unimodal dapat digunakan 
untuk data ekspresi gen.  
Penelitian-penelitian lain yang terkait dengan data microarray dengan 
menggunakan pendekatan model mixture adalah Antoniak (1974), Mc. Lachlan 
dkk. (2002) dan Pan dkk. (2002). Kemudian penelitian Do dkk. (2004) telah 
mengusulkan Bayesian Mixture Model (BMM) untuk mengidentifikasi perbedaan 
ekspresi gen dengan pendekatan metode peluang Bayesian nonparametrik. Hasil 
penelitiannya menunjukkan bahwa pendekatan model yang diperoleh sama 
dengan model pendekatan Bayesian empiris yang diusulkan oleh Efron dkk. 
(2001). Tetapi metode Bayesian nonparametrik ini memiliki keunggulan dapat 
mengurangi batasan-batasan penting dari metode Bayes empiris dengan penarikan 
kesimpulannya tetap mudah dipahami walaupun perhitungannya sedikit rumit dan 
sulit serta membutuhkan biaya yang lebih dibandingkan dengan metode Bayesian 
empiris. Dalam penelitian Do dkk. (2004), metode pendugaan parameter tidak 
dilakukan dengan konsep averaging model padahal ada kemungkinan model-
model baik yang lain dapat dilibatkan dalam model. Penelitian Astuti dkk. 
(2016d) telah meneliti tentang pemodelan BMM untuk data kasus Diabetes 
Mellitus dimana distribusi data menggunakan pendekatan mixture normal. 
Penelitian Sebastiani dkk. (2006) mengusulkan metode pendekatan 
Bayesian Model Averaging (BMA) untuk menghitung peluang posterior 
perbedaan ekspresi gen dimana model data ekspresi gen memiliki sebaran prior 
hierarchy yang mengikuti distribusi log-normal dan distribusi gamma. Pendekatan 




distribusi yang sesuai yaitu distribusi log-normal dan distribusi gamma. BMA 
melibatkan semua model baik yang mungkin dibentuk dan prediksi model 
didasarkan atas rata-rata terboboti dari semua model baiknya. Hal ini berarti 
bahwa estimasi BMA mencakup semua model yang mungkin terbentuk, sehingga 
diperoleh hasil estimasi yang lebih baik (Madigan dan Raftery, 1994). Astuti dkk. 
(2015a; 2016a; 2016b; 2016e) telah meneliti tentang pemodelan BMA dan 
BMMA dengan distribusi data menggunakan pendekatan normal unimodal. Pada 
penelitian Sebastiani dkk. (2006), distribusi data ekspresi gen tidak diasumsikan 
berdistribusi mixture. 
Berdasarkan penelitian-penelitian tentang data microarray sebagaimana 
yang telah diuraian di atas, maka secara ringkas deskripsi dari masing-masing 
penelitian tersebutdapat dilihat dalam Tabel 1.1. 
 
Tabel 1.1. Deskripsi Berbagai Penelitian yang telah dilakukan terkait  
dengan Data Microarray 
No. Peneliti Deskripsi Kelebihan Kekurangan 
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Tabel 1.1. Lanjutan 
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Tabel 1.1. Lanjutan 
No. Peneliti Deskripsi Kelebihan Kekurangan 
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 Berdasarkan dua ide dasar penelitian utama yang digunakan, yaitu penelitian 
Do dkk. (2004) dan Sebastiani dkk. (2006) maka dalam penelitian ini akan dikaji 
dan dipelajari serta dikembangkan metode baru sebagai penggabungan dua 
metode yang telah diusulkan sebelumnya, yaitu Metode Bayesian Mixture Model 
Averaging (BMMA) untuk mengidentifikasi perbedaan ekspresi gen pada data 
microarray. Hasil pengembangan metode baru tersebut diharapkan dapat 
diketahui metode ini mampu menjawab tantangan analisis statistika untuk data 
microarray. Dalam metode baru ini, data microarray diasumsikan mengikuti 
sebaran mixture tertentu dan prediksi parameter model mixture digunakan metode 
BMA, yaitu dengan menetapkan bentuk distribusi peluang posterior averaging 
model mixture. Ide penggabungan metode Bayesian mixture (BMM) dan Bayesian 
averaging (BMA) ini didasarkan pada tantangan data Chickpea kasus di 




berbagai distribusi yang sama-sama baik untuk dimodelkan. Pengembangan 
metode dengan menggabungkan metode BMM dan BMA ini diharapkan dapat 
menghasilkan informasi yang lebih tepat dibandingkan dengan metode-metode 
sebelumnya. Algoritma dan komputasi penggabungan kedua metode Bayesian 
tersebut akan dibangun melalui Program R dan akan diterapkan pada kasus riil, 
yaitu kasus data microarray Indonesia di bidang Biologi berdasarkan data 
Chickpea, yaitu data ekspresi gen dari jaringan dua jenis tanaman Chickpea jenis 
Lasseter (jenis yang rentan terhadap serangan penyakit) dan jenis FLIP94508C 
(jenis yang resisten terhadap serangan penyakit). Jaringan tanaman tersebut 
diamati pada kondisi sehat dan pada kondisi sakit akibat terserang penyakit 
Ascochyta Rabiei. Umur tanaman Chickpea yang diamati adalah pada umur 
tanaman muda dan tua sedangkan pengamatan untuk waktu serangan penyakit 
adalah 24 jam (1 hari), 48 jam (2 hari) dan 72 jam (3 hari) setelah serangan 
penyakit. Pemodelan simulasi dari penggabungan metode ini juga dilakukan untuk 
mengetahui kehandalan metode yang dikembangkan. Pengembangan metode ini 
diharapkan dapat memperbaiki kinerja metode-metode sebelumnya yang 
digunakan, sehingga metode pengembangan ini dapat benar-benar menjawab 
tantangan analisis statistika untuk data microarray. Selain itu, melalui pemodelan 
dengan metode ini juga dapat diketahui kelompok-kelompok ID gen yang masuk 
dalam kelompok Up-regulated, Regulated dan Down-regulated yang sangat 
bermanfaat dalam menemukan tanaman Chickpea yang tahan terhadap serangan 
penyakit. 
 Tusher dkk. (2001) telah mengembangkan Software SAM (Significance 
Analysis of Microarrays) untuk memudahkan pengidentifikasian perbedaan 
ekspresi gen pada dua kondisi yang berbeda. Mc. Lachlan dkk. (2002) telah 
mengembangkan Software EMMIX-GENE yang dapat digunakan untuk cluster 
ekspresi gen didasarkan pada model mixture yaitu mixture normal dan mixture t. 
Sebastiani dkk. (2006) menggunakan software Badge (Bayesian Analysis of 
Differential Gene Expression), software R (version 1,9) yang dihubungkan ke 
WinBUGS 1,4 melalui package R2WinBUGS. Oleh karena software R telah 
banyak digunakan oleh peneliti-peneliti sebelumnya terkait dengan data ekspresi 




akan diimplementasikan dengan software R. Dalam hal ini software R bersifat 
open source yang freeware serta menyediakan berbagai teknik statistika dan 
grafik yang luas. Perkembangan software R mengalami kemajuan yang pesat 
dengan fitur-fitur dan kemampuan baru yang muncul secara kontinyu 
(Maindonald, 2008; Cryer dan Chan, 2008 dan Suhartono, 2009). Beberapa teknik 
statistika yang disediakan dalam software R antara lain analisis Bayesian, 
pengujian hipotesis statistika, analisis deret waktu, model linear dan nonlinear, 
analisis lokasi, dan analisis lokasi-waktu. 
 
1.2. Rumusan Masalah 
 Berdasarkan latar belakang yang telah dikemukakan, maka rumusan 
masalah dalam penelitian ini adalah: 
1. Bagaimana mengembangkan metode analisis bagi data Chickpea dengan 
Bayesian Mixture Model Averaging (BMMA) sebagai gabungan metode 
Bayesian Mixture (BMM) dan Bayesian Averaging (BMA)? 
2. Bagaimana mengembangkan algoritma dan komputasi metode analisis 
untuk mengolah data Chickpea dengan Bayesian Mixture Model 
Averaging (BMMA) melalui Program R-WinBUGS? 
3. Bagaimana mengidentifikasi kelompok ID gen data Chickpea dalam Up-
regulated, Regulated, dan Down-regulated dengan Bayesian Mixture 
Model Averaging (BMMA)? 
 
1.3. Tujuan Penelitian 
Berdasarkan rumusan masalah yang telah dikemukakan di atas, maka 
tujuan dari penelitian ini secara umum adalah untuk mengembangkan metode 
analisis perbedaan ekspresi gen hasil percobaan microarray dengan Bayesian 
Mixture Model Averaging (BMMA) sebagai gabungan metode Bayesian Mixture 
(BMM) dan Bayesian Averaging (BMA). Metode BMMA ini diharapkan mampu 
menjawab tantangan analisis data microarray dan mampu mengelompokkan ID 
gen dalam Up-regulated, Regulated, dan Down-regulated yang sangat dibutuhkan 
informasinya di bidang Biologi dengan tetap mempertahankan karakteristik data 




Program R-WinBUGS. Penelitian ini dikembangkan berdasarkan hasil 
pengembangan dari penelitian Do dkk. (2004) dengan Bayesian Mixture Model 
dan penelitian Sebastiani dkk. (2006) dengan Bayesian Model Averaging. Secara 
lengkap, tujuan dari penelitian ini adalah: 
1. Memperoleh metode analisis baru bagi data perbedaan ekspresi gen hasil 
percobaan microarray dengan Bayesian Mixture Model Averaging 
(BMMA). 
2. Memperoleh algoritma dan komputasi metode analisis perbedaan ekspresi 
gen hasil percobaan microarray dengan Bayesian Mixture Model 
Averaging (BMMA) melalui Program R-WinBUGS. 
3. Memperoleh cara identifikasi kelompok ID gen dalam Up-regulated, 
Regulated, dan Down-regulated dari data Chickpea melalui model 
Bayesian Mixture Model Averaging (BMMA). 
 
1.4. Manfaat dan Orisinalitas Penelitian 
Adapun manfaat penting dari penelitian ini adalah: 
1. Pengembangan Teori Statistika 
Memberikan sumbangan pengembangan teori analisis Bayesian untuk data 
microarray, khususnya dalam analisis Bayesian mixture model dimana 
distribusi peluang posterior untuk memprediksi parameter model yang 
dibangun menggunakan metode Bayesian model averaging. Hal ini belum 
pernah dilakukan oleh peneliti-peneliti sebelumnya sebagaimana yang 
telah dijabarkan dalam Tabel 1.1 dan Gambar 1.1.  
2. Efisiensi Tenaga, Biaya dan Waktu 
Ketersediaan ukuran sampel yang sangat terbatas pada data microarray 
umumnya menimbulkan masalah yang kritis dalam analisis data statistika. 
Pengembangan metode yang akan diusulkan dapat mengatasi masalah 
tersebut tanpa harus menambah ukuran sampel dalam data apalagi jika 
ukuran sampel yang tersedia memang terbatas dimana kesimpulan hasil 
analisis tetap sahih, sehingga hal ini tentu saja memberikan efisiensi 
tenaga, biaya dan waktu. 




Penerapan metode analisis yang akan dikembangkan pada data kasus riil 
data Chickpea ini mampu memberikan sumbangan penting untuk Balai 
Penelitian Tanaman (BPT) khususnya tanaman Chickpea di Indonesia. Hal 
ini ditunjukkan bahwa melalui metode analisis ini mampu menemukan 
kelompok ID gen-ID gen dari tanaman Chickpea yang tahan terhadap 
serangan penyakit jamur patogen Ascochyta Rabiei yang memiliki 
kemampuan ganas  menyerang tanaman Chickpea, sehingga produksinya 
berkurang sampai 50%. Berdasarkan penemuan ini bisa dikembangkan 
penelitian tentang penyisipan gen yang mampu memperoleh varietas baru 
dari tanaman Chickpea di Indonesia yang tahan terhadap serangan 
penyakit. 
 
Sebagaimana yang telah disebutkan dalam sub bab sebelumnya bahwa 
penelitian yang berkaitan dengan data microarray telah banyak dilakukan, mulai 
dari penggunaan Student t-test untuk mengidentifikasi perbedaan ekspresi gen 
yang terindikasi memiliki masalah ukuran sampel yang terbatas dan distribusi data 
yang komplek (multimodal), sehingga sangat dimungkinkan hasil analisisnya 
kurang sesuai dengan harapan. Penggunaan metode Bayesian untuk mengatasi 
masalah ketersediaan data dan multimodalitas distribusi data juga telah banyak 
digunakan seperti penelitian dengan Metode Bayesian Mixture Model (BMM) 
untuk data microarray oleh Do dkk. (2004) karena terindikasi adanya distribusi 
mixture dalam data microarray. Selain itu, secara terpisah juga digunakan metode 
Bayesian Model Averaging (BMA) oleh Sebastiani dkk. (2006) karena dalam data 
microarray dimungkinkan juga beberapa distribusi tunggal yang sesuai, seperti 
normal, log-normal, gamma, weibull dan lain-lain sehingga metode BMA yang 
didasarkan atas rata-rata terboboti dari semua kemungkinan distribusi yang sesuai 
diharapkan lebih cocok untuk memprediksi distribusi peluang posteriornya. 
Penelitian yang belum dilakukan untuk data microarray (Tabel 1.1 dan Gambar 
1.1) adalah mengasumsikan data microarray memiliki distribusi mixture dimana 
prediksi parameternya menggunakan metode BMA. Hal ini memberikan 
keuntungan berupa kemampuan menangkap semua kemungkinan distribusi 




parameter melalui identifikasi distribusi peluang posterior metode BMA. Dengan 
menggabungkan dua metode Bayesian ini dihasilkan suatu metode baru yang 
diberi nama metode Bayesian Mixture Model Averaging (BMMA). Metode 
BMMA ini sangat diharapkan dapat memperoleh hasil kesimpulan yang lebih 
tepat dibandingkan dengan metode-metode sebelumnya. Metode ini 
mempertimbangkan semua kemungkinan distribusi mixture dalam data dan 
menggunakan metode pendugaan parameter rata-rata terboboti dari semua 
kemungkinan distribusi mixture yang sesuai dalam data. Oleh karena itu, 
orisinalitas dalam penelitian ini adalah: 
1. Terbentuknya metode analisis baru untuk data Chickpea dengan Bayesian 
Mixture Model Averaging (BMMA) yang merupakan  gabungan antara 
metode Bayesian Mixture (BMM) dan Bayesian Averaging (BMA). 
2. Diperolehnya algoritma dan komputasi metode analisis Bayesian Mixture 
Model Averaging (BMMA) dengan Program R-WinBUGS untuk data 
Chickpea. 
3. Diperolehnya cara identifikasi kelompok ID gen data Chickpea dalam Up-
regulated, Regulated, dan Down-regulated melalui model Bayesian 
Mixture Model Averaging (BMMA). 
Orisinalitas penelitian dapat dilihat pada sajian Gambar 1.1. 
 
1.5. Batasan Penelitian 
Untuk mendukung kemudahan dalam pengembangan metode analisis  baru 
di atas, diperlukan beberapa batasan-batasan penelitian sebagai berikut: 
1. Metode seleksi model Occam‟s Window dari Madigan dan Raftery (1994) 
digunakan untuk memilih model distribusi mixture yang paling sesuai pada 
pemodelan BMMA. Metode ini dipilih karena banyak digunakan 
diberbagai penelitian sebelumnya dan menunjukkan hasil identifikasi yang 
baik. 
2. Validasi model BMMA yang terbentuk menggunakan kriteria nilai 
goodness of fit Kolmogorov-Smirnov (KS). Kriteria KS digunakan karena 




mudah dalam sisi komputasi khususnya untuk model-model yang 
komplek. 
3. Metode penentuan jumlah komponen mixture yang digunakan adalah 
Reversible Jump Markov Chain Monte Carlo (RJMCMC) karena metode 
ini sangat fleksibel dalam menentukan jumlah komponen mixture. 
4. Data kasus riil yang digunakan dalam penelitian ini dikhususkan pada data 
microarray bidang Biologi yaitu data Chickpea jenis Lasseter muda yang 
diamati pada dua kondisi sehat dan sakit serta waktu serangan dari 
penyakit jamur patogen Ascochyta Rabiei selama 24 jam (LY-24). ID gen 
yang diamati perbedaan ekspresinya hanya pada ID gen yang memiliki 
fungsi ketahanan (15 ID gen) dan fungsi energi (11 ID gen). Hal ini 
dilakukan karena dua fungsi ID gen tersebut adalah fungsi ID gen yang 
sangat penting terkait dengan serangan penyakit Ascochyta Rabiei dan 
telah mewakili fenomena yang akan dipelajari dalam penelitian ini. 
 
1.6. Sistematika Penulisan Disertasi 
 Tujuan secara umum dari disertasi ini adalah mengembangkan metode 
Bayesian Mixture Model Averaging (BMMA) untuk pemodelan data Chickpea di 
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Gambar 1.1. Orisinalitas Penelitian 
 
Karakteristik Pendekatan Metode Analisis 
untuk Data Microarray 
 Cluster:  Alon dkk. 
(1999) 
 Student t-test: 
Schena dkk. (1995); 
Schena dkk. (1996); 
De Risi dkk. (1996); 
Tusher dkk. (2001); 
Lonnstedt dan Speed 





 Analisis Bayesian 
distribusi tunggal Log-
normal: Baldi dan Long 
(2001); Ibrahim dkk. 
(2002) 
 Analisis Bayesian 
distribusi  tunggal 
Gamma: Chen dkk. 
(1997); Newton dkk. 
(2001) 




 Analisis Bayesian 
distribusi tunggal 
normal: Thomas dkk. 
(2001); Ibrahim dkk.  




Bayesian Mixture Model Averaging (BMMA) 
 
 Mendapatkan metode analisis baru bagi data Chickpea dengan Bayesian Mixture Model 
Averaging (BMMA) sebagai gabungan metode Bayesian Mixture (BMM) dan Bayesian 
Averaging (BMA) 
 Membangun algoritma komputasi metode analisis Bayesian Mixture Model Averaging 
(BMMA) dan menerapkannya pada data Chickpea dengan Program R-WinBUGS  
 Analisis Bayesian 
distribusi mixture: 
McLachlan dkk. 
(2002); Pan dkk. 
(2002); Do dkk. 
(2004) 
 Analisis Bayesian 
model averaging: 
Sebastiani dkk.  
(2006) 
 
































Keterangan: BUM :  Bayesian Unimodal Model 
 BMA :  Bayesian Model Averaging   
 BMM :  Bayesian Mixture Model 
 BMMA :  Bayesian Mixture Model Averaging 
 





Pengembangan Algoritma RJMCMC dan Skenario Pembangkitan 
Data Simulasi untuk Data Chickpea di Indonesia 
(Bab IV) 
Pemodelan Data Chickpea di Indonesia 








Model OLS, BUM 
dan BMA 
Perbandingan Model OLS, 
BMM dan BMMA 








2. BAB II 
KAJIAN PUSTAKA DAN DASAR TEORI 
 
Dalam bab ini disajikan pembahasan tentang percobaan microarray dan 
tantangan analisis statistika, analisis Bayesian, model mixture dan Model 
Bayesian Mixture (BMM), Model Bayesian Unimodal (BUM), Model Bayesian 
Averaging (BMA), validasi model dengan goodness of fit Kolmogorov-Smirnov 
(KS), dan Highest Probability Distribution (HPD) dengan Credible Interval
 1 .  
 
2.1. Data Microarray Chickpea 
 
Percobaan microarray adalah suatu teknik pengumpulan data dengan cara 
menggunakan platform (acuan/pedoman/dasar) yang merupakan hasil duplikasi 
dari penciri obyek aslinya. Hasil pengukuran dari teknik microarray disebut data 
microarray (Knudsen, 2004). Ada beberapa teknologi yang berbeda untuk teknik 
microarray. Sebagai contoh teknik microarray yang digunakan dalam penelitian 
Sebastiani dkk. (2003) yang disebut sebagai teknologi microarray Synthetic 
Oligonucleotide. Teknologi ini melakukan pembagian-pembagian platform 
sebagai cara untuk membagi lokasi-lokasi yang berbeda yang terkait dengan gen 
yang mengandung banyak duplikasi segmen DNA khusus yang merupakan ciri 
dari gen tersebut (Duggan dkk., 1999 dan Shoemaker dan Lin, 2005). Segmen 
DNA khusus tersebut disebut sebagai Synthetic Oligonucleotide yang bersifat 
tetap dan disebut sebagai probes. Selanjutnya gen yang diamati dicocokkan 
dengan probes tersebut dan dicatat pasangan probesnya dengan gen yang sesuai 
dan yang tidak sesuai (Nadon dan Shoemaker, 2002; Korenberg, 2007 dan 
Stafford, 2008).  
Data yang diperoleh dari percobaan microarray memiliki ciri-ciri sebagai 
berikut (Muller dkk., 2002): 
1. Distribusi dasar dari data yang dihasilkan dengan teknik microarray memiliki 
sifat sangat komplek (multimodal). 
2. Ukuran sampel yang dapat diamati sangat terbatas (sedikit), karena 




3. Karakteristik variabel yang dapat diamati sangat besar, yaitu bisa mencapai 
puluhan ribu karakteristik dalam setiap percobaan. 
Berdasarkan ciri-ciri yang dimiliki oleh data microarray, maka dalam 
penanganannya memerlukan tindakan khusus dan bersifat komplek karena pada 
dasarnya metode statistika parametrik memerlukan ukuran sampel yang cukup 
besar untuk dapat memenuhi derajat bebas pemodelannya. Apabila pemenuhan 
ukuran sampel ini terlanggar maka kesimpulan dari hasil analisisnya tidak dapat 
dipertanggungjawabkan (Sebastiani dkk., 2006). 
Data ekspresi gen merupakan data hasil percobaan microarray, sehingga 
data ekspresi gen memiliki ciri data microarray, yaitu diukur dari sejumlah 
sampel jaringan yang terbatas (sedikit) tetapi ekspresi gen yang dapat diamati 
pada setiap percobaan bisa mencapai puluhan ribu karakteristik. Sebagaimana 
data ekspresi gen yang digunakan dalam penelitian Do dkk. (2004) dengan ukuran 
sampelnya hanya sebanyak 44 pasien namun data ekspresi gen yang teramati 
sebanyak 6.500 dari jaringan usus besar manusia yang terkena tumor dan yang 
tidak terkena tumor. Sedangkan data penelitian dari Sebastiani dkk. (2006), data 
ekspresi gen yang teramati sebanyak 14.000 dari jaringan sel yang sehat dan yang 
terkena tumor dengan jumlah sampel hanya sebanyak lima pasien. Berdasarkan 
pengalaman-pengalaman para peneliti yang menggunakan data ekspresi gen dapat 
diketahui bahwa data ekspresi gen memiliki ciri-ciri percobaan microarray. Oleh 
sebab itu data ekspresi gen membutuhkan penanganan khusus, baik data ekspresi 
gen yang diamati pada  jaringan manusia, hewan dan tanaman. Penciptaan metode 
khusus ini dapat mengakomodasi kondisi data yang bersifat sangat komplek yang 
pada akhirnya dapat memberikan kesimpulan hasil analisis yang tepat dan valid 
(Antoniak, 1974 dan Dudoit dkk., 2001). 
 Data ekspresi gen sebagai hasil dari percobaan microarray dari penelitian 
Harijati (2007) merupakan perbedaan ekspresi gen dari jaringan tanaman 
Chickpea jenis Lasseter dan FLIP94508C. Jenis Lasseter dipilih karena jenis ini 
tidak tahan (susceptible) terhadap serangan penyakit. Sedangkan jenis 
FLIP94508C merupakan jenis yang tahan (resistant) terhadap serangan penyakit. 
Kedua jenis yang saling bertolak belakang tersebut dipilih agar dapat diketahui 




kedua jenis tanaman Chickpea ini dalam menghadapi serangan penyakit 
berdasarkan perubahan ekspresi gen pada jaringannya. Tanaman Chickpea dipilih 
dalam penelitian Harijati (2007) karena tanaman ini merupakan legume ketiga 
yang banyak dibutuhkan di dunia, yaitu tanaman yang merupakan anggota dari 
famili leguminosae (fabaceae) yang buahnya berbentuk polong, bijinya kaya 
protein, akarnya mengandung bakteri simbiosis pengikat nitrogen dari udara.  
Treatment terhadap tanaman Chickpea yang dilakukan ada dua, yaitu 
treatment pertama, tanaman dibiarkan tumbuh dengan kondisi sehat 
(uninoculated) dan treatment kedua, tanaman yang diinokulasi penyakit 
Ascochyta Rabiei sehingga kondisinya sakit (inoculated). Kondisi tanaman sakit 





) dan disimpan dalam ruang lembab selama 24 jam. Untuk 
kondisi tanaman sehat dibuat dengan cara menyemprotkan air suling saja.  
Serangan terhadap tanaman dipilih jamur patogen Ascochyta Rabiei, karena jamur 
patogen  Ascochyta Rabiei merupakan penyakit ganas pada tanaman yang dapat 
menurunkan produksi  tanaman hingga 50%. 
Pengamatan ekspresi gen terhadap jaringan tanaman Chickpea pada masing-
masing treatment dan jenis tanaman dilakukan pengulangan sebanyak tiga kali 
dimana antar pengulangan dilakukan secara independen. Artinya antar 
pengulangan menggunakan tanaman yang berbeda. Selain itu, pengamatan 
dilakukan pada tiga kelompok waktu yang berbeda, yaitu 24 jam setelah inokulasi 
atau 24 hpi (hour post inoculation), 48 hpi dan 72 hpi. Efek serangan penyakit 
pada penelitian ini mengakibatkan kondisi tanaman menjadi sakit. Hal ini 
dilakukan dengan tujuan agar dapat diketahui jenis ID gen tanaman Chickpea 
yang tahan maupun yang tidak tahan terhadap serangan jamur patogen Ascochyta 
Rabiei. Informasi ini sangat dibutuhkan agar dapat dilakukan penyisipan gen yang 
tahan terhadap serangan jamur patogen Ascochyta Rabiei pada tanaman Chickpea. 
Keberhasilan penyisipan gen ini tentu sangat bermanfaat dalam meningkatkan 
produksi tanaman Chickpea di dunia. Hasil pengamatan ekspresi gen jaringan 
tanaman Chickpea ditunjukkan adanya ribuan ID gen yang teramati dalam data 





2.2. Konsep Pemodelan Ordinary Least Square (OLS) 
Konsep pemodelan OLS adalah membentuk model dengan prinsip 
pendekatan OLS, yaitu mengestimasi parameter dari model yang dispesifikasikan 









  Error yang disimbolkan 
dengan e  didefinisikan sebagai perbedaan antara nilai sebenarnya dan nilai yang 
diestimasi dari model. Setiap titik data memiliki satu error dan jika error ini 
dijumlahkan ataupun di rata-ratakan maka akan bernilai nol (Walpole, 1993; 
Darlington dan Hayes, 2017). 
Konsep OLS dapat dijabarkan sebagai berikut: apabila ada data x  yang 










serta   
adalah parameter dari model normal, maka untuk mengestimasi parameter   
dengan metode OLS perlu dibentuk persamaan-persamaan normal. Persamaan-
persamaan normal itu dapat diperoleh melalui operasi matematika diferensiasi 








  terhadap masing-masing parameter   yang 





1993; Darlington dan Hayes, 2017).   
Jika konsep OLS diimplementasikan pada model normal, maka ada dua 
parameter dari distribusi normal yang akan diestimasi, yaitu   dan ,  sehingga 
berdasarkan konsep OLS tersebut akan terbentuk dua persamaan normal dari 














Berdasarkan kedua persamaan normal tersebut akan diperoleh nilai estimasi untuk 
parameter   dan ,  yaitu ˆ  dan ˆ.  
 
2.3. Analisis Bayesian  
Konsep analisis Bayesian didasarkan dari konsep pemikiran Teorema 




ini parameter model   dipandang sebagai variabel random dalam ruang 
parameter  . Dalam konsep tersebut dijelaskan bahwa analisis Bayesian 
merupakan suatu metode analisis statistika yang didasarkan pada model distribusi 
probabilitas posterior dengan struktur sebagai perpaduan dari dua informasi, yaitu 
informasi data masa lalu dan data pengamatan saat penelitian (sampel). Data masa 
lalu sebagai informasi prior, sedangkan data pengamatan sebagai penyusun 
likelihood yang sekaligus sebagai bahan untuk meng-update informasi prior (Box 
dan Tiao, 1973; Zellner, 1971; Gelman dkk., 1995; Iriawan, 2003a dan Congdon, 
2006).  
Konsep analisis Bayesian dapat dijelaskan sebagai berikut: dimisalkan jika 
ada data pengamatan x  yang memiliki fungsi likelihood ( | )f x  , maka informasi 
yang diketahui tentang parameter   sebelum pengamatan itu dilakukan disebut 
sebagai prior  , yaitu ( )p  . Selanjutnya, untuk menentukan distribusi probabilitas 
posterior dari  , yaitu ( | )p x  didasarkan pada aturan probabilitas dalam 
Teorema Bayes (Ghosh dkk., 2006 dan Dinar, 2009) sebagai berikut: 
 











dimana                                      
( | ) ( ) ,  jika  kontinyu,
( )
















x θ θ θ θ
θ
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dengan ( )f x  adalah suatu konstanta yang disebut sebagai normalized constant 
(Gelman dkk., 1995), sehingga persamaan (2.1) dapat ditulis dalam bentuk 
proporsional sebagai: 
.( | ) ( | ) ( )p f pθ x x θ θ  (2.2) 
posterior   (fungsi likelihood) (prior) 
 
Berdasarkan persamaan (2.2) diperoleh informasi bahwa probabilitas 
posterior proporsional terhadap perkalian antara fungsi likelihood dan probabilitas 
prior dari parameter model. Hal ini berarti bahwa informasi prior akan di update 




informasi posterior yang akan digunakan dalam pengambilan keputusan (Iriawan, 
2003a). 
 
2.4. Model Mixture 
Model mixture merupakan suatu model khusus untuk data yang memiliki 
sifat multimodal, yaitu data yang di dalamnya memiliki susunan sub-sub populasi 
atau group dimana setiap sub populasi merupakan komponen penyusun dari 
model mixture yang memiliki proporsi yang berbeda-beda. Model mixture disebut 
model khusus karena model ini mampu menggabungkan data dengan tetap 
mempertahankan sifat-sifat/karakteristik data aslinya (Mc. Lachlan dan Basford, 
1988; Escobar dan West, 1995; Gelman dkk., 1995 dan Astuti, 2006). Selain itu, 
model mixture mampu menggabungkan sejumlah komponen yang berasal dari 
distribusi yang berbeda-beda sehingga dapat memberikan gambaran (deskripsi) 
yang lebih realistis dari karakteristik data aslinya. Distribusi mixture menyediakan 
kerangka parametrik yang fleksibel dalam pemodelan dan analisis statistika 
(Robert, 1996 dan Marin dkk., 2005). 
Menurut Mc. Lachlan dan Basford (1988), Gelman dkk. (1995), Iriawan 
(2001a), dan Prihartanti (2002), fungsi probabilitas mixture yang merupakan 
sebuah model probabilistik dari suatu pengamatan x= ),...,,( 21 nxxx  
yang diambil 
dari sejumlah k  sub populasi adalah sebagai berikut: 
( | ) ... ( | )
1 1 1





f w w w gj j j
j
     

x θ w x x x  (2.3) 
dimana: 
( | , )f x θ w   fungsi probabilitas mixture dari data x dengan vektor parameter 
model θ  dan vektor pembobot ,w  
)|( jjg x   fungsi probabilitas ke- j , 1,2,...,j k  dengan parameter j  
yang 
merupakan vektor parameter yang karakteristiknya tergantung dari 
bentuk distribusi 
jg  
masing-masing komponen dalam model 
mixture, dan 
 w   vektor parameter proporsi (pembobot) dari model mixture dengan 
elemen-elemen 1 2, ,..., jw w w  dimana 0 1,jw j    
dengan 













Model mixture yang dijabarkan dalam persamaan (2.3) berlaku untuk 
pemodelan mixture dengan banyaknya komponen k  tertentu dimana hal ini 
disebut sebagai finite mixture model (Astuti, 2006). 
 
2.4.1. Distribusi Mixture Normal 
Apabila diketahui sejumlah k  sub populasi dengan masing-masing sub 
populasi memiliki distribusi normal, maka persamaan (2.3) dapat dijabarkan 
menjadi distribusi mixture normal sebagaimana disajikan dalam persamaan (2.4) 
(Mc. Lachlan dan Basford, 1988 dan Gelman dkk., 1995). Parameter 
 2, , 1,2,...,j j j j k     dan ( | )j jg x  adalah  2, .j jN    
2 2 2
1 1 1 1( | , , ) ( | , ) ... ( | , ) ( | , ),
1
k k k k j j j j
k
f w g w g w g
j
         

x w x x x
   (2.4) 
dimana:
2, 0j j     , dan 
( | , , )f x w     fungsi probabilitas mixture normal dari data x  dengan parameter 
pembobot ,w  parameter rata-rata   dan parameter simpangan 
baku  . Parameter w sebagai pembobot memiliki elemen-elemen 
1 2 3, ,w w w  serta 
2( | , )j j jg  x  
  fungsi probabilitas normal ke- j  dari sebanyak k  komponen 
penyusun model mixture dengan parameter  2, .j j   
 
  Distribusi di masing-masing sub populasi pada persamaan (2.4) dapat 


















x ,  1, 2, , .j k   (2.5) 
  Jika jumlah komponen mixture sebanyak dua atau tiga, maka distribusi 
mixture normal dalam persamaan (2.4) dapat dijabarkan dalam persamaan (2.6) 
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2.4.2. Model Bayesian Mixture (BMM) 
Analisis Bayesian pada model mixture memandang bahwa semua 
parameter dalam model sebagai variabel random yang memiliki distribusi prior 
tertentu, sehingga analisis ini membutuhkan spesifikasi distribusi prior untuk 
setiap parameter dalam model (Aitkin, 2001). Hal ini membentuk susunan hirarki 
pembentuk model sebagai berikut: 
 Banyaknya komponen k  dalam model, 1k   
 Proporsi pembobot  w= ),...,,( 21 kwww  








   
 Parameter-parameter spesifik dari komponen-komponen 
j  
Menurut Richardson dan Green (1997), dalam menyusun model mixture 
memandang bahwa setiap pengamatan ix  
akan menjadi anggota dari salah satu 
sub populasi yang belum diketahui. Jika alokasi setiap pengamatan di setiap sub 
populasi dari model mixture pada persamaan (2.3) dinotasikan dengan ,z  maka 
proporsi alokasi setiap pengamatan iz  ditentukan dari distribusi berikut: 
( ) , 1,2,..., dan 1,2, , .i jp z j w i n j k      (2.8) 
Berdasarkan persamaan (2.8), jika diberikan nilai iz , maka sesuai dengan 
persamaan (2.3) data pengamatan ix  berasal dari sub populasi yang berdistribusi 
berikut: 
| ~ ( | ), 1,2, , .jx z g i ni i z
i




  Dengan demikian, distribusi posterior gabungan yang dihasilkan oleh 
model mixture akan berbentuk distribusi gabungan dari semua variabel pada 
model mixture sebagaimana yang dijabarkan di persamaan (2.10). 
( , , , , ) ( ) ( | ) ( | , ) ( | , , ) ( | , , , ),p k p k p k p k p k p kw z x w z w z w x z w    (2.10) 
dimana: 
( , , , , )p k w z θ x    distribusi posterior gabungan model mixture dengan banyaknya 
komponen mixture k  dari data x  dengan parameter model ,θ  
pembobot w  dan parameter alokasi ,z  
( )p k    distribusi prior dari parameter jumlah komponen mixture 
sebanyak ,k  
( | )p kw    distribusi prior dari parameter pembobot w  dengan syarat k  
bernilai tertentu, 
( | , )p kz w    distribusi prior dari parameter alokasi z  bersyarat w  dan k  
bernilai tertentu, 
( | , , )p kθ z w    distribusi prior dari parameter model θ  bersyarat ,z w  dan k  
bernilai tertentu, dan 
( | , , , )p kx θ z w    fungsi likelihood dari data x  diketahui ,θ ,z w  dan k  bernilai 
tertentu. 
 
Apabila persamaan (2.10) diaplikasikan pada distribusi mixture normal 
dengan parameter model μ  dan   maka distribusi posterior gabungan untuk 
semua parameter dalam model mixture normal dapat dijabarkan dalam persamaan 
(2.11). 
( , , , , ) ( ) ( | ) ( | , ) ( | , , ) ( | , , , ) ( | , , , , ),p k p k p k p k p k p k p kw z x w z w z w z w x z w       (2.11) 
dimana: 
( , , , , )p k w z θ x    distribusi posterior gabungan model mixture dengan     
 banyaknya komponen mixture k  dari data x  dengan 
parameter model   yang berupa μ  dan   pembobot w dan 
parameter alokasi ,z  
( )p k    distribusi prior dari parameter banyaknya komponen mixture 
k , 
( | )p kw    distribusi prior dari parameter pembobot w  dengan syarat k   
   bernilai tertentu, 
( | , )p kz w     distribusi prior dari parameter z  bersyarat w  dan k  bernilai  
  tertentu, 
( | , , , )p kμ z w    distribusi prior dari parameter μ  bersyarat   ,z  w  dan k   




( | , , , )p kσ μ z w    distribusi prior dari parameter   bersyarat μ , ,z  w  dan k   
   bernilai tertentu, dan 
( | , , , , )p kx σ z w    fungsi likelihood dari data x  bersyarat μ , , ,z w  dan k   
  bernilai tertentu. 
  
 Proses selanjutnya adalah melakukan estimasi setiap parameter di 
persamaan (2.11) melalui pembentukan distribusi bersyarat penuh dari setiap 
parameter model. Pembentukan distribusi bersyarat penuh dari setiap parameter 
model dilakukan untuk memudahkan estimasi setiap parameter model mixture 
yang seringkali cukup komplek dan rumit sehingga tidak mudah untuk diestimasi 
(Richardson dan Green, 1997 dan Dinar, 2009). 
 
2.5. Estimasi Parameter 
 Estimasi parameter untuk persamaan (2.11) dilakukan dengan membentuk 
distribusi bersyarat penuh untuk masing-masing parameter dalam model. Untuk 
membentuk distribusi bersyarat penuh harus diketahui fungsi likelihood gabungan 
dan distribusi prior dari masing-masing paramater model yang akan diestimasi. 
 
2.5.1. Fungsi Likelihood 
Fungsi likelihood gabungan dari distribusi mixture berbeda dengan fungsi 
likelihood dari distribusi univariat biasa. Jika terdapat data pengamatan sebanyak 
n  yang terdekomposisi ke dalam k  kelompok data ( k  sub populasi) dimana 
masing-masing sub populasi memiliki distribusi, maka fungsi likelihood model 
mixture tersusun dari beberapa likelihood data di setiap sub populasi menurut 
distribusi masing-masing sub populasi tersebut (Mc. Lachlan dan Basford, 1988). 
Berdasarkan model mixture pada persamaan (2.3), Mc. Lachlan dan 
Basford (1988) dan Astuti (2006) menyatakan bahwa fungsi likelihood model 
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dengan  1 2, ,..., ,k   knnnn  ...21  dan  k  adalah banyaknya komponen 
dalam model mixture. 
 Apabila fungsi likelihood gabungan ini diterapkan pada kasus model 




dalam persamaan (2.12) diganti dengan 


















x , dengan 
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2.5.2. Distribusi Prior 
Sebagaimana telah dinyatakan dalam sub bab 2.3 bahwa dalam konsep 
Bayesian, informasi awal (data masa lalu) yang diposisikan sebagai distribusi 
prior dan informasi dari sampel yang digunakan untuk membentuk fungsi 
likelihood dikombinasikan untuk membentuk distribusi posterior. Ada beberapa 
tipe distribusi prior yang dikenal dalam analisis Bayesian yaitu: 
1. Conjugate prior atau non-conjugate prior (Box dan Tiao, 1973; Zellner, 
1971; Tanner, 1996 dan Gelman dkk., 1995). Prior ini mempunyai 
kesamaan dan ketidaksamaan dengan pola model likelihood dalam data. 
2. Proper prior atau improper prior (Jeffreys prior) yaitu prior yang pada 
setiap titik diberi bobot/densitas sehingga terdistribusi secara uniform atau 
tidak. 
3. Informative prior atau non-informative prior, yaitu prior yang terkait 
dengan diketahui atau belum diketahuinya pola/frekuensi distribusi dari 
data. 
4. Pseudo prior (Charlin dan Chip, 1995), yaitu prior yang nilainya 
disetarakan dengan hasil elaborasi dari pendapat kelompok frequentist 





Penentuan distribusi prior untuk setiap parameter model yang akan 
dibentuk dilakukan dengan pendekatan struktur hirarki. Berikut ini disajikan 
contoh distribusi prior secara hirarki dalam pemodelan mixture normal 
sebagaimana ditunjukkan pada persamaan (2.13) (Richardson dan Green, 1997 
dan Astuti, 2006). 




 1,2,...,j k  
   2 | ~ , ,j   
  1,2,...,j k  
   ~ , ,g h   
  ( )p z j wi j   dan 
2| ~ ( , )x z N
i i z z
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adalah  1,N   
 




dan   adalah bilangan presisi yang nilainya sebesar 2
1
R
, dengan R  adalah 
kisaran (range) dari data .x  Sedangkan prior dari 2 |
j
   adalah  , 
 
dengan 
parameter   dan  , dimana konstanta   memiliki kisaran nilai 1 g    dan 





yang memiliki distribusi gamma dengan 
parameter skala h  yang dapat pula diberi nilai 2
1
R  
dan parameter konstanta g . 
Selanjutnya k  
adalah parameter dari distribusi dirichlet | kw  yang dalam hal ini 
berupa nilai konstanta. 
 Setiap data pengamatan ix  diambil secara independen dari sub populasi 




Nzx   untuk 1,2,.., .i n  Selanjutnya j  ditentukan secara terurut 
sebagai berikut: k  ...21  dengan 1,2,..., .j k  Sedangkan untuk 
parameter pembobot dari setiap komponen mixture ditentukan sebagai 






2.5.3. Distribusi Bersyarat Penuh 
Distribusi bersyarat penuh dibentuk untuk memudahkan estimasi 
parameter dalam model mixture yang seringkali cukup komplek dan bahkan untuk 
beberapa kasus cukup rumit sehingga parameter-parameternya sulit untuk 
diestimasi. Menurut Gilks (1995), distribusi bersyarat penuh dari suatu parameter 
 , , ,k z θ w
 
yang memiliki distribusi ( )p  yang stasioner dan dibentuk dengan 






  (2.14) 
dimana k
  menotasikan vektor parameter   komponen ke- k  yang akan 
diestimasi dalam model mixture dan k

  menotasikan komplemen dari ,k  
yaitu vektor parameter   tanpa memuat parameter dalam komponen ke- k . 




 , ,kk  z w . 
 Selanjutnya Gilks (1995), Suharjo (2003), dan Wati (2006) menjelaskan 
bahwa pembentukan distribusi bersyarat penuh dapat diperoleh dari bentuk 
distribusi gabungan semua parameter dalam model dengan syarat parameter yang 












    
 (2.15) 
 
Untuk menentukan distribusi bersyarat penuh dari model mixture normal 
adalah dengan memanipulasi dari bentuk distribusi gabungan semua parameter 
dalam model mixture normal, sebagaimana yang telah disajikan dalam persamaan 
(2.11). Distribusi bersyarat penuh untuk masing-masing parameter dalam model 







a. Estimasi Parameter Lokasi ( j ) 
Distribusi prior dari parameter j  
adalah 
1( , )normal K   dan diketahui 
konsep teorema Bayes sebagai berikut berikut:  
2 2, | , ,
2( | ...) , , .
2 2| ,
p pj jj j
p p jj j
p p
j j
   
  
 
   
        
 
     
   








Distribusi bersyarat penuh dari parameter lokasi j  
diperoleh dari rumusan 
berikut ini: 
2 2( | , , , ) ( | , , , ) ( | , , ),j jp k l k p k   z w x z w z w
 
Penjabaran secara matematis dari persamaan distribusi bersyarat penuh untuk 
parameter lokasi sebagaimana ditunjukkan dalam persamaan (2.16) (Gilks, 1995; 
Astuti, 2006). 
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 Bentuk terakhir dari persamaan (2.16) adalah bentuk distribusi normal, 







































z w  (2.17) 
dengan 1,2,..., .j k  
 
b. Estimasi Parameter Varians ( 2j ) 
Distribusi prior dari parameter 
2
j  
adalah normal, sehingga bentuk 




2 2 2( | , , , ) ( | , , , ) ( | , , ).j j jp k l k p k   
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dapat ditulis sebagaimana pada persamaan (2.18). 
   
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 Sehingga distribusi bersyarat penuh untuk parameter varians 
2
j  dapat 
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c. Estimasi Parameter Alokasi ( iz ) 
Distribusi prior dari parameter alokasi iz  
adalah ),( 2
ii zz
Normal  , 
sehingga bentuk distribusi bersyarat penuh dari parameter iz  
adalah: 
2
2 21( | , ) exp ( ) .
22
j







    
  
w  
Jika persamaan ini dijabarkan secara matematis, maka akan diperoleh 
informasi bahwa distribusi bersyarat penuh dari parameter iz  




















w  (2.20) 
 
d. Estimasi Parameter Pembobot ( jw ) 
Distribusi prior parameter pembobot jw  
adalah 1 2dirichlet ( , ,..., )k   , 






























Penjabaran persamaan distribusi bersyarat penuh dari parameter pembobot 
jw  
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Bentuk terakhir dari persamaan (2.21) adalah bentuk dari distribusi dirichlet, yaitu
D , ,...,1 2n n nk  
 
  
   . Sehingga distribusi bersyarat penuh untuk parameter 
pembobot jw  
sebagaimana ditulis dalam persamaan (2.21). 
 1 1 2 2( | ) ~ , ,..., .j j jk kp k D n n n    w  (2.22) 
 
e. Estimasi Hyperparameter (  ) 




distribusi prior  gamma ,g h , sehingga bentuk distribusi bersyarat penuh dari 
hiperparameter  adalah: 
2 2( | ) ( | , ) ( | , ).j jp p p g h     
   
Penjabaran secara matematis bentuk distribusi bersyarat penuh dari 






















































   

   


   


   
 





   
   
   
 
     
      











g k h  

 




 Sehingga distribusi bersyarat penuh dari hiperparameter   dapat ditulis 
dalam persamaan (2.24).  
2 2
1




p g k h    

 
    
 
  (2.24) 
 
2.5.4. Directed Acyclic Graph (DAG) Model Mixture 
Directed Acyclic Graph (DAG) merupakan suatu graph yang mampu 
menggambarkan struktur hirarki dari suatu model (Ntzoufras, 2009). Andaikan 
DAG akan digunakan untuk model mixture, maka struktur hirarki dari model 
mixture sebagaimana pada persamaan (2.3) dikatakan sebagai model hirarki 
Bayesian karena struktur model priornya mempunyai susunan yang bertingkat dan 
sistematis, sehingga dapat digambarkan ke dalam bentuk DAG (Iriawan, 2003b; 
Astuti, 2006 dan Dinar, 2009). 
 DAG dapat disusun dalam dua node yang berbeda yaitu kotak dan ellips 
(Iriawan, 2003b). Node kotak menunjukkan bahwa parameter bernilai konstan, 
sedangkan node ellips menunjukkan bahwa parameter bisa berubah secara 
stochastic ataupun logical. Keduanya dibedakan oleh directed graph inputnya 
yang berupa garis tunggal atau garis putus-putus, dimana garis tunggal untuk 
menyatakan hubungan parameter yang bersifat stochastic dan garis putus-putus 




diberikan contoh suatu struktur hirarki model mixture dengan jumlah komponen 
penyusun sebanyak dua ( 2k  ) dimana masing-masing komponen berdistribusi 
normal (Stephens, 1997; Iriawan, 2001 dan Dinar, 2009) sebagaimana 
ditunjukkan dalam Gambar 2.1. Nilai 2k   merupakan banyaknya komponen 
penyusun model mixture normal, w  menotasikan pembobot dari setiap komponen 
penyusun model mixture normal, z  menotasikan alokasi setiap data pada setiap 
sub populasi,  dan   menotasikan parameter komponen penyusun model 



















2.5.5. Metode Markov Chain Monte Carlo (MCMC) 
Untuk mendapatkan distribusi posterior dalam analisis Bayesian seringkali 
sangat rumit dilakukan dan memerlukan proses integrasi yang sulit dalam 
menentukan marginal posterior suatu parameter model sehingga dibutuhkan suatu 
metode pendekatan numerik Markov Chain Monte Carlo (MCMC) (Iriawan, 
2000). Melalui pendekatan MCMC akan memudahkan pemodelan yang cukup 
h g 
      k=2
2 
    
  
  w 
z 
Gambar 2.1. Struktur Hirarki dari Prior Model Mixture Normal dengan 






komplek sehingga metode ini dianggap sebagai suatu terobosan dalam 
penggunaan analisis Bayesian (Hastings, 1970; Charlin dan Chip, 1995). Metode 
MCMC merupakan metode simulasi yang menggabungkan antara Monte Carlo 
dengan sifat Markov Chain untuk mendapatkan data sampel berdasarkan skenario 
sampling tertentu. Menurut Iriawan (2000), Rantai Markov pada ruang parameter 





1,2,...,j k , dimana nilai untuk masing-masing parameter random berada di 
dalam ruang parameter   dan distribusi dari j  
yang telah diberikan semua nilai 
sebelumnya dari proses, yaitu 1 2 1, ,..., j    , hanya tergantung pada 1j  . Secara 
matematis, definisi dari rantai Markov dapat dijabarkan dalam Definisi 2.1 
(Iriawan, 2000). 
 





merupakan deret dari suatu parameter random. Deret ini 
dikatakan sebagai suatu rantai Markov jika diberikan suatu nilai untuk j  
sedemikian hingga distribusi bersyarat j  dengan 1 2 1, ,..., j     diketahui hanya 
akan bergantung pada nilai 1j   saja atau dapat dituliskan sebagai berikut: 
1 1 2 2 0 0 1 1( | , ,..., ) ( | )i j j j j j j jP P                   untuk semua
0 1 1, ,..., ; ,j k      
dengan k  merupakan himpunan bagian dari   
dimana   adalah ruang parameter. 
 Penggunaan metode MCMC pada analisis Bayesian membutuhkan 
skenario sampling yang tepat untuk mendapatkan sampel dari suatu distribusi 
tertentu yang diketahui baik secara langsung maupun tidak langsung. Jika suatu 
variabel random diketahui berdistribusi  | ,f x w  yang diketahui maka 
pembangkitan data dapat dilakukan secara langsung. Sebaliknya jika  | ,f x w  
tidak berbentuk distribusi yang umum diketahui atau distribusi yang komplek, 





 Dalam metode MCMC, salah satu pendekatan yang umum digunakan 
untuk  | ,f x w
 
yang berbentuk komplek atau tidak umum adalah metode Gibbs 
Sampler, dimana metode pendekatan ini merupakan suatu teknik simulasi untuk 
membangkitkan variabel random dari suatu distribusi tertentu secara tidak 
langsung tanpa harus menghitung densitasnya dan merupakan generator yang 
sangat efisien. Metode Gibbs Sampler ini didasarkan hanya pada sifat-sifat dasar 
dari MCMC sehingga perhitungan yang sulit dapat dihindari (Iriawan, 2000; 
Casella dan George, 1992 dan Astuti, 2006). Cara kerja dari metode Gibbs 
Sampler adalah sebagai berikut: (Casella dan George, 1992; Gamerman, 1997; 
Walsh, 2002 dan Astuti, 2006). 
Misalkan x  adalah sampel random yang memiliki distribusi stasioner ( | )p x
dimana   adalah parameter, kemudian x  dan   dapat dipartisi menjadi 
komponen-komponen 1 2 1 2( , ,..., ) ...r rx x x S S S     dan 1 2
( , ,..., )r    dengan 
rS  merupakan himpunan bagian ke- r  dari state space .S  Proses sampling secara 
langsung dari 1 2( | ) ( , ,..., | )rp p   x x  tidak dapat dilakukan karena distribusi 
tersebut sangat komplek dimana kekomplekkannya disebabkan oleh banyaknya 
parameter dalm model. Untuk mempermudah estimasi terhadap setiap parameter 
dapat dilakukan dengan cara membangkitkan sampel dari distribusi bersyarat 
penuh setiap parameter ),...,2,1;( rjj  terhadap komplemennya  j  dan data 
x , yaitu ).,...,,|(),...,,...,,|( 1121 rrr xpxp   Data yang dibangkitkan dengan 
sistem ini akan menghasilkan pola data yang stasioner dan konvergen (Stephens, 
1997). 
 Langkah-langkah dari Algoritma MCMC dengan pendekatan metode 
Gibbs Sampler dapat dijabarkan dalam Algoritma 2.1 (Gamerman, 1997; 
Stephens, 1997; Walsh, 2002 dan Wati, 2006). 
 
Algoritma 2.1. Algoritma MCMC Pendekatan Metode Gibbs Sampler 
  Apabila parameter model dinotasikan  , maka 
Langkah 1. Berikan nilai awal untuk )(k  pada 0k   sehingga 




Langkah 2. Melakukan proses sampling untuk mendapatkan nilai dari j
dari distribusi bersyarat dengan cara membangkitkan ( 1)k 














r  dari  ( 1) ( 1) ( 1)1 2 1| , , ,...,k k kr rp X       
1k k   
Langkah 3. Melakukan iterasi sampai tercapai konvergen pada Langkah 2 
sebanyak M kali dengan M . 
 
Beberapa asumsi yang harus dipenuhi dalam menggunakan metode 
MCMC pada analisis Bayesian agar diperoleh hasil estimasi parameter-parameter 
model yang tepat (Casella dan George, 1992; Iriawan, 2000; Walsh, 2002), yaitu: 
1. Independence  
 Sifat independence dari setiap parameter  model yang diestimasi akan 
terpenuhi jika plot fungsi autokorelasi dari semua parameter model yang 
diestimasi memiliki nilai nyata berbeda dengan nol untuk lag-0 dan lag-lag selain 
lag-0 mempunyai nilai tidak nyata berbeda dengan nol. 
2. Irreducible, Aperodic dan Recurrent 
 Sifat ini terkait dengan konvergensi dari setiap parameter model yang 
diestimasi. Hal ini dapat ditunjukkan dari plot distribusi Kernel, history, dan 
quantiles dari setiap parameter yang diestimasi telah dinyatakan konvergen jika 
telah memenuhi sifat irreducible, aperodic dan recurrent. Sifat ini ditunjukkan 
oleh setiap parameter yang diestimasi memiliki plot distribusi Kernel yang lebih 
mulus (smooth), plot history yang relatif homogen dari satu iterasi ke iterasi yang 
lain dan plot quantiles berada pada batas-batas quantiles yang ditetapkan untuk 
semua iterasi yang dilakukan. 
 Apabila sifat-sifat independence, irreducible, aperodic dan recurrent dari 
semua parameter model yang diestimasi telah terpenuhi maka model yang 




ini tidak terpenuhi maka perlu dilakukan perbaikan-perbaikan model dengan 
mencoba beberapa cara perbaikan, seperti menambah jumlah iterasi, merubah 
nilai thin, merubah distribusi dari data maupun distribusi priornya. 
  
2.5.6. Metropolis-Hastings 
Metode penyusunan rantai Markov dengan Algoritma Metropolis-Hastings 
dijelaskan oleh Gamerman (1997) dan Wati (2006) sebagai berikut: misalkan 




probabilitas transisi Kernel 1 2( , )P    dengan transisi Kernel dari parameter 1
adalah 
1( )   
dan transisi Kernel dari parameter 2  adalah 2( )   yang memenuhi 
persamaan (2.25). 
         1 1 2 2 2 1 1 2, , , ,P P            (2.25) 
Selanjutnya probabilitas transisi Kernel 1 2( , )P    yang terdiri atas dua komponen 
adalah 1 2( , )q    dan 1 2( , )    sehingga 1 2( , )P   = 1 2( , )q   1 2( , )    untuk 
1 2  , dimana 1 2( , )q    menotasikan densitas dari 1  ke state parameter 2  
yang akan diajukan untuk mendapatkan rantai markov berikutnya dan 1 2( , )    
menotasikan probabilitas penerimaan untuk pergerakan dari 1  ke 2  yang 




( ) ( , )
( , ) min 1, ,
( ) ( , )
q
q
   
  





dengan 2 1( , )q    menotasikan densitas dari parameter 2

 
untuk kembali ke state 
parameter 1.  Jika suatu titik kandidat dari parameter 2

 
diterima sebagai sampel, 
maka state berikutnya menjadi 2 , sedangkan jika suatu titik kandidat dari 
parameter 2  ditolak sebagai sampel, maka rantai Markov tidak berubah, sehingga 
2 1  . Dengan demikian, probabilitas transisi Kernel 1 2( , )P    tidak selalu 
menggambarkan semua transisi dari parameter 1  ke parameter 2
.
 
Hal ini karena 
ada kemungkinan penolakan transisi dari parameter 1  ke parameter 2




karena itu, jika terjadi penolakan transisi dari parameter 1  ke parameter 2
 , maka 
rantai Markov tidak akan berubah, sehingga probabilitas terjadinya penolakan 
transisi dari parameter 1  ke parameter 2

 
yang disimbolkan dengan 
1 1 1( , ) ( )P r   dinyatakan dalam persamaan (2.27). 
1 1 1 1 2 1 2 2( , ) ( ) 1 ( , ) ( , ) .P r q d        


     (2.27) 
Langkah-langkah dari Algoritma Metropolis-Hastings dapat dijelaskan 
dalam Algoritma 2.2 (Gamerman, 1997; Walsh, 2002 dan Wati, 2006). 
 
Algoritma 2.2. Algoritma Metropolis-Hastings 
  Apabila suatu parameter 1  parameter 2
 diketahui, maka 
Langkah 1. Inisialisasi 0 , dimana 0t   
Langkah 2. Bangkitkan sampel dari parameter 2 dari  | tq   
Langkah 3. Bangkitkan variabel random  ~ 0,1Uu  
 IF 2( , )t  u set 1 2t    
 ELSE berikan 1 1t    
1t t   
Langkah 4. Ulangi Langkah 2 dan Langkah 3 sampai tercapai konvergen 
sebanyak t  kali dengan .t   
 
2.5.7. Reversible Jump 
  Dalam penggunaan Algoritma MCMC, proses iterasi Bayesian hanya 
terbatas pada kasus dimensi vektor dari parameter model yang bersifat tetap 
(diketahui). Dalam berbagai kasus ditemukan bahwa dimensi vektor parameter 
model bersifat tidak tetap terutama yang disebabkan oleh model mixture dengan 
jumlah komponen mixture yang tidak/belum diketahui banyaknya. Green (1995) 
telah mengembangkan Algoritma Metropolis-Hastings untuk mengatasi 
permasalahan dimensi vektor parameter model bersifat tidak tetap yang disebut 
dengan Reversible Jump Markov Chain Monte Carlo (RJMCMC). RJMCMC 




mixture yang tidak diketahui secara pasti. Dalam hal ini berarti bahwa dimensi 
vektor dari parameter model mixture bersifat tidak tetap (tidak diketahui 
besarnya). Richardson dan Green (1997) serta Wati (2006) memanfaatkan konsep 
RJMCMC untuk mendapatkan model mixture yang tepat dimana banyaknya 
komponen penyusun mixture tidak diketahui. 
 Dalam aplikasinya, Algoritma RJMCMC menggunakan konsep 
birth/death dan split/merge. Menurut Richardson dan Green (1997) serta Wati 
(2006), ada enam langkah dalam Algoritma RJMCMC yaitu: 
Langkah 1. Updating w  
Langkah 2. Updating   
Langkah 3. Updating z  
Langkah 4. Updating Hiperparameter   
Langkah 5. Split/Merge komponen-komponen 
Langkah 6. Birth/Death dari komponen kosong 
 
Langkah 1 sampai dengan Langkah 4 tidak akan mengubah dimensi vektor 
parameter model yang terdiri atas  , , , , ,k w z  sedangkan Langkah 5 dan 
Langkah 6 mengubah banyaknya komponen penyusun mixture ke- k  dengan cara 
satu per satu. Langkah split/merge merupakan pilihan random antara split
 1 1 1j j   atau merge  1 11j j   dengan 1 1,2,..., .j k  Adapun langkah-
langkah proses merge, split, birth, death dijabarkan sebagai berikut: 
Langkah-langkah dalam proses merge adalah: 
 Anggap ada dua group yang akan bergabung, namakan group 1j  dan 
group 2 ,j  maka langkah-langkah proses merge adalah sebagai berikut: 
 
Langkah 1. Gabungkan pasangan yang berseberangan (
21, jj )
*j  
Langkah 2. Realokasi j dengan 1 2{ , }jz j j  
Langkah 3. Tentukan nilai untuk ( *** ,, jjjw  ) dengan persamaan berikut: 
21* jjj www   














** jjjjjjjjj www    
 
Langkah-langkah proses split terdiri atas: 
 Anggap ada dua group yang akan memisah, namakan group 1j  dan group 
2 ,j  maka langkah-langkah proses split adalah sebagai berikut: 
Langkah 1. Komponen terpilih secara random dipisah sehingga * 1 2j j j   
Langkah 2. Membangun vektor random 1 2 3( , , )u u uu  dengan 
0 1, 1,2,3cu c    untuk membentuk parameter baru yang 
sesuai dengan persamaan berikut: 
1*1 uww jj   
)1( 1*2 uww jj   
12*2*1 / jjjjj wwu    














2 /)1)(1( jjjj wwuu    
Langkah 3. Ulangi Langkah 2 sampai diperoleh kondisi 21 jj    
Adapun langkah-langkah proses birth/death merupakan pilihan random 
antara birth  1 1 1j j   atau death  1 11j j  . Secara lengkap, langkah-
langkah dari proses birth dan death adalah sebagai berikut: 
Langkah-langkah dalam proses birth adalah: 
Langkah 1. Membentuk parameter ( *** ,, jjjw  ) sebagaimana rumusan pada 
proses merge untuk komponen baru dengan prior ),1(~* kBetaw j
dan * 1j jw w   













Langkah-langkah dalam proses death terdiri atas: 
Langkah 1. Menghapus komponen kosong dari proses yang dilakukan 
Langkah 2. Melakukan penyekalaan kembali dari pembobot w  yang tersisa. 
  
Penerapan dari konsep RJMCMC ini telah banyak dilakukan oleh banyak 
peneliti, salah satunya oleh Feng (2013) untuk menentukan jumlah komponen 
mixture dalam data dengan banyaknya komponen mixture tidak/belum diketahui. 
Sebagai contoh penerapan konsep RJMCMC dengan proses merge, split, birth, 
death yang dibangun oleh Feng (2013), disajikan code program R secara lengkap 
di Lampiran 7. 
 
2.6. Model Bayesian Unimodal Normal (BUM-Normal) 
 
 Model Bayesian Unimodal (BUM) merupakan salah satu pemodelan 
dengan pendekatan Bayesian untuk data yang memiliki distribusi unimodal 
(bukan mixture). Prinsip dasar untuk membentuk model BUM sama dengan 
prinsip dasar membentuk model BMM, perbedaannya adalah bentuk fungsi 
likelihood dan prior dari data memiliki distribusi unimodal untuk membentuk 
distribusi posterior dari parameter model. 
 Untuk membentuk model BUM-normal, fungsi likelihood dari data harus 
memiliki distribusi normal unimodal sebagaimana persamaan (2.28). 
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2 1 ( )
exp
22 21









   
x  (2.28) 
dimana: 
2( | , )f  x   fungsi likelihood normal data x  dengan parameter rata-rata  dan 
varians 2 , dengan    dan 2 0.   
  
Langkah selanjutnya menentukan prior yang paling tepat dari parameter 
model sehingga terbentuk distribusi posterior model BUM-normal yang paling 
sesuai untuk data. Distribusi posterior ini merupakan distribusi posterior gabungan 
dari semua parameter model BUM-normal yang dibentuk dengan menerapkan 




Stephens, 1997; Walsh, 2002 dan Wati, 2006). Distribusi posterior gabungan dari 
semua parameter model BUM-normal dinyatakan dalam persamaan (2.29). 
       2 2 2, | | | ,p p p p     x x  (2.29) 
dimana: 
( , )p x    distribusi posterior gabungan normal unimodal dari data x  
dengan parameter   yang berupa parameter   dan 
2 ,  
 2|p       distribusi prior dari parameter   dengan syarat parameter 
2  
bernilai tertentu, 
 2 |p       distribusi prior dari parameter 
2  dengan syarat parameter   
bernilai tertentu, dan 
 2| ,p  x    fungsi likelihood dari data x  dengan syarat parameter   dan  
2  bernilai tertentu. 
 
Proses selanjutnya melakukan estimasi setiap parameter pada persamaan 
(2.29) dengan membentuk distribusi bersyarat penuh dari setiap parameter model 
(Richardson dan Green, 1997 dan Dinar, 2009). Distribusi bersyarat penuh untuk 
masing-masing parameter dalam model BUM-normal yang didasarkan pada 
konsep pemodelan BMM-normal dijabarkan sebagai berikut: (Gilks, 1995 dan 
Astuti, 2006). 
 
a. Estimasi Parameter Lokasi ( ) 
Distribusi prior dari parameter   adalah 
1normal( , )K   dan dengan 









, | , ,
















diperoleh distribusi bersyarat penuh dari parameter lokasi   sebagai berikut: 
2 2( | ) ( | ) ( ).p l p    x
  
Penjabaran secara matematis dari persamaan distribusi bersyarat penuh untuk 
parameter lokasi sebagaimana ditunjukkan dalam persamaan (2.30) (Gils, 1995 
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                 
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Bentuk terakhir dari persamaan (2.30) adalah bentuk distribusi normal, sehingga 




























b. Estimasi Parameter Varians ( 2  ) 
Distribusi prior dari parameter 2  adalah  gamma ,g h  sehingga bentuk 
distribusi bersyarat penuh untuk parameter 2  adalah: 
2 2 2( | ) ( | ) ( ).p l p     x  
Penjabaran secara matematis untuk distribusi bersyarat penuh dari parameter 
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        










Bentuk terakhir dari persamaan (2.32) merupakan distribusi bersyarat penuh untuk 











n x    

 
    
 
  (2.33) 
 
c. Estimasi Hyperparameter (  ) 
Parameter   merupakan hyperparameter dari 
2   yang memiliki 
distribusi prior  gamma ,g h  sehingga bentuk distribusi bersyarat penuh dari 
hyperparameter  adalah: 
2 2( | ) ( | , ) ( | , ).p p p g h        
 
Penjabaran secara matematis bentuk distribusi bersyarat penuh dari 
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 Sehingga distribusi bersyarat penuh dari hyperparameter   dapat ditulis 
dalam persamaan (2.34).  
 2 2| ~ 1, .g h         (2.34) 
 
DAG untuk pemodelan BUM-normal juga disusun dalam dua node yang 
berbeda yaitu kotak dan ellips. Node kotak menunjukkan bahwa parameter 
bernilai konstan sebagai pernyataan bahwa parameter tersebut menduduki posisi 
hirarki yang final (tidak ada hirarki yang lebih atas lagi), sedangkan node ellips 
menunjukkan bahwa parameter bisa berubah secara stochastic ataupun logical 
(Iriawan, 2003b; Astuti, 2006 dan Dinar, 2009). Berikut ini akan diberikan contoh 
struktur hirarki model BUM-normal sebagaimana ditunjukkan dalam Gambar 2.2, 
dimana   dan   menotasikan parameter komponen penyusun model BUM yang 
berdistribusi normal dan x  adalah data pengamatan yang berdistribusi mixture 
normal. 
 Algoritma Pemodelan BUM-normal telah terbangun dan akan dijabarkan 
secara lengkap pada Bab IV. 
 
2.7. Model Bayesian Averaging (BMA) 
  Teori dan konsep dasar BMA telah banyak dibahas di dalam beberapa 
literatur, di antaranya Madigan dan Raftery (1994); Raftery dkk. (1997); Volinsky 
(1997); Hoeting dkk. (1999); Viallefont dkk. (2001); Liang dkk. (2001); 




  Prinsip dasar dari pemodelan BMA adalah membangun model tunggal 
terbaik dengan mempertimbangkan semua kemungkinan model yang bisa 
dibangun. Berdasarkan prinsip tersebut diharapkan dapat menghasilkan estimasi 
parameter model yang lebih tepat dibandingkan dengan prinsip pembentukan 
model tunggal yang mengabaikan ketidakpastian model. BMA merupakan solusi 
Bayesian yang mengatasi ketidakpastian model, dimana penyelesaian modelnya 
dengan merata-ratakan distribusi posterior dari semua model terbaiknya.Sebagai 
contoh dalam analisis model regresi linier, pemilihan prediktor yang masuk dalam 
model adalah tahap pemodelan yang penting. Jika ada p  buah variabel prediktor, 
maka terdapat 2
pq   model yang bisa dibentuk dengan asumsi antar variabel 
prediktor tidak saling berkorelasi. Tujuan dari BMA adalah menggabungkan 
model-model yang tidak pasti, sehingga diperoleh satu model yang terbaik 
(Madigan dan Raftery, 1994; Hustianda, 2012; Purnamasari, 2011 dan Kuswanto 













 Menurut Hoeting dkk. (1999), prediksi parameter dengan pendekatan 
BMA akan memanfaatkan data yang berasal dari model kombinasi hirarki. Jika 
1 2{ , ,..., }qM M MM  
adalah himpunan model yang dapat dibentuk dari M dan 
  adalah nilai yang akan diprediksi, maka prediksi BMA dimulai dengan 
menentukan distribusi probabilitas prior dari semua parameter model dan model 














,sM  dengan 1,2,..., .s q  Model sM  
diasumsikan memiliki distribusi probabilitas 
prior ~ ( )s sM M  dan vektor parameter model yang dihasilkan dari distribusi 
bersyaratnya adalah sebagai berikut: 
2 2( | ) ~ ( | )s sM M    dan untuk
2 2( | , ) ~ ( | , )s s s sM M     . Berdasarkan asumsi tersebut maka data x  
mengikuti distribusi bersyarat 
2 2( | , , ) ~ ( , )s s s sM N X I   x . Distribusi posterior 
dari   jika diketahui data x  adalah:  
1




p P M P M

x x x   (2.35) 
dimana q merupakan banyaknya model yang mungkin terbentuk. Distribusi 
posterior dari   jika diketahui data x  merupakan rata-rata dari distribusi 
posterior jika diketahui model diboboti oleh probabilitas model posterior. 
Sedangkan probabilitas posterior dari model sM  
adalah: 
1
( | ) ( )
( | ) ,





p M p M
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( | ) ( | , ) ( | ) .s s s s s sp M p M p M d   x x  (2.37) 
Persamaan (2.37) merupakan marginal likelihood dari model sM , ( | )s sp M
adalah probabilitas prior dari s  jika diketahui model s
M , ( | , )s sp Mx  adalah 
fungsi likelihood dari data x  dan ( )sp M  merupakan probabilitas prior, jika model 
sM  
benar. Semua probabilitas secara implisit bergantung pada model M , 
sehingga nilai harapan dari koefisien   didapatkan dengan merata-ratakan model 
,M  yaitu: 
1






 x x  
dengan  ˆ | ,s sE M  x  sehingga diperoleh persamaan untuk ( | )E x










E E M P M

x x x   (2.38) 
dimana arti dari simbol P  sama dengan ,p  sehingga  P p  
( | )E x    nilai harapan dari koefisien   bersyarat data x , 
( | )sP M x    
nilai pembobot pada model M  ke- s  dengan 1,2,..., ,s q
( | , )sE Mx    nilai harapan dari koefisien   bersyarat data 
x  pada model M  
  ke- ,s dan 
s    banyaknya model terbaik yang terseleksi 
 
Nilai ( | )E x  pada persamaan (2.38) menunjukkan nilai harapan terboboti 
dari   di setiap model kombinasi yang mungkin (bobot ditentukan oleh prior dan 
model). Selanjutnya berdasarkan persamaan (2.38), ditentukan nilai varians dari 
( | )E x yang dijabarkan pada persamaan (2.39). 
      
      
     
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dengan ˆ ( | , ),s sE M  x  
dimana: 
( | )Var x    nilai varians dari koefisien   bersyarat data x , 
 var | , sMx    nilai varians dari koefisien   bersyarat data x  dan model M  
  ke- s  dengan 1,2,..., ,s q  
2[ ( | , ]sE Mx  
  nilai harapan kuadrat dari koefisien   bersyarat data x  pada  
                            model M  ke- ,s  
( | )sP M x    
nilai pembobot pada model M  ke- s , 
 
2
|E x    nilai harapan kuadrat dari koefisien   bersyarat data x , dan 






2.7.1. Model Bayesian Averaging Normal Unimodal (BMA-Normal 
Unimodal) 
 
 Pemodelan BMA-normal unimodal dilakukan untuk data yang memiliki 
distribusi normal unimodal sebagaimana konsep yang digunakan dalam 
pemodelan BUM-normal. Pemodelan BMA-normal unimodal dibangun 
berdasarkan sejumlah model BUM-normal yang telah terbentuk. Dalam hal ini, 
model BMA-normal unimodal dibangun dari sebanyak 1.000 model BUM-normal 
yang telah memenuhi asumsi pemodelan Bayesian. Konsep pembentukan 1.000 
model BUM-normal sebagaimana telah dijabarkan sebelumnya dengan 
menggunakan Algoritma MCMC pendekatan Gibbs Sampler. Untuk distribusi 
bersyarat penuh dari parameter-parameter model normal unimodal juga telah 
dijabarkan pada sub bab 2.5.  
  Untuk mengimplementasikan persamaan (2.38) (Hoeting dkk., 1999) pada 
kasus data berdistribusi normal unimodal dari sebanyak 1.000 model, maka model 
BMA-normal unimodal akan dibentuk berdasarkan persamaan berikut: 
  1




E P M E M

x x x   
dimana ( | )E x merupakan model BMA-normal unimodal yang diharapkan dari 
data x  dan parameter model  . ( | )sP M x  adalah nilai pembobot pada model ke-
s  dalam M  dengan 1,2,..., ,s q  dan s  merupakan jumlah model terbaik yang 
terseleksi di antara q  model yang bisa dibangun dalam pemodelan dan masing-
masing model memiliki distribusi normal unimodal dari data x  dan ( | , )sE M x
adalah model prediksi ke- s  dalam M  yang berdistribusi normal unimodal dari 
data x  dengan parameter model  . 
 Untuk memperoleh model prediksi sM  pada ( | , )sE M x memanfaatkan 
Algoritma MCMC pendekatan Gibbs Sampler dengan jumlah iterasi parameter 
yang dibangkitkan sebanyak 5.000 kali dan jumlah model yang dibangkitkan 
sebanyak 1.000. Selanjutnya untuk memperoleh nilai pembobot pada masing-























x  (2.40) 
dimana rumus BIC (Bayesian Information Criterion) dapat dijabarkan dalam 
persamaan (2.41). 
2ˆ2ln ln( ) ln( ) ln( ),BIC L v n n v n    
                                  
(2.41)













   
dimana 
L    fungsi likelihood normal unimodal sebagaimana pada persamaan (2.28) , 
n    ukuran sampel data x , 
v    jumlah parameter model, dan 
2ˆ
    varians dari error model BUM-normal. 
 
 Tujuan utama dari pemodelan BMA-normal unimodal adalah menentukan 
model tunggal terbaik berdasarkan sejumlah model BUM-normal yang 
dibangkitkan.Untuk memperoleh model tunggal BMA-normal unimodal terbaik 
tersebut dibutuhkan sebuah metode seleksi model yang salah satunya adalah 
metode seleksi Occam’s Window (Madigan dan Raftery, 1994; Hoeting dkk., 
1999 dan Hustianda, 2012). 
 
2.7.2. Seleksi Model dengan Metode Occam’s Window 
Berdasarkan konsep BMA, akan dipilih model yang akan masuk dalam 
persamaan (2.38) dari sejumlah q  model yang mungkin terbentuk. Ada beberapa 
metode untuk menyeleksi model yang masuk dalam persamaan (2.38) berdasarkan 
probabilitas posteriornya, di antaranya adalah metode Occam’s Window (OW) 
dari Madigan dan Raftery (1994). Metode Occam’s Window ini banyak digunakan 
dalam penelitian yang terkait dengan pemodelan BMA dan hasil yang diperoleh 
cukup baik dalam memilih model BMA terbaik (Madigan dan Raftery, 1994 dan 
Hustianda, 2012). 
 Metode Occam’s Window digunakan untuk menyeleksi model yang masuk 




dengan metode ini (model yang bisa masuk dalam pemodelan BMA) harus 
memenuhi persamaan (2.42) (Madigan dan Raftery, 1994 dan Hustianda, 2012). 
A’=













dimana A’ merupakan posterior odds model ke- .s Menurut Jeffreys (1961), 
batasan nilai c  sebesar 20 merupakan nilai batas seleksi model ke- s  yang bisa 
masuk atau tidak dalam pemodelan BMA. Hal ini setara dengan daerah 
penerimaan dan penolakan hipotesis dengan taraf nyata %5  jika 
menggunakan kriteria uji melalui p-value (Jeffreys, 1961). Kass dan Raftery 
(1995) dalam Wati (2006) juga menjelaskan tentang nilai 20 dalam konsep Bayes 
Factor (BF) melalui tabulasi nilai BF untuk memudahkan interpretasi. Nilai BF 
sebesar 20 menunjukkan bahwa model distribusi data yang dihipotesiskan 
dinyatakan positif sesuai untuk data yang diamati. 
Jika suatu model memiliki nilai A’  lebih besar dari c =20, maka model 
tersebut tidak masuk dalam perhitungan BMA dan harus dikeluarkan dari 
persamaan (2.38) dan sebaliknya jika suatu model memiliki nilai A’  lebih kecil 
atau sama dengan c =20, maka model tersebut masuk dalam perhitungan BMA 
dan harus diikutsertakan dalam persamaan (2.38). Rumus maksimum ( ( | )l lP M x
pada persamaan (2.42) merupakan model ke- l  dalam M  yang memiliki nilai 
probabilitas posterior tertinggi. Probabilitas posterior dari setiap parameter model 
yang signifikan ditentukan dengan merata-ratakan probabilitas posterior dari 
setiap parameter dari sebanyak s  model terbaik yang terpilih (Madigan dan 
Raftery, 1994 dan Hustianda, 2012). Berdasarkan hasil seleksi model dengan 
metode Occam‟s Window ini, maka akan diperoleh model BMA-normal unimodal 
terbaik melalui persamaan (2.43). 
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E P M E M

x x x   (2.43) 
dengan nilai varians dihitung dengan rumus persamaan (2.44). 
2 2
1




Var M E M P M E

  x x x x x     (2.44) 
Penjabaran dari persamaan (2.43) dan persamaan (2.44) sebagaimana telah 




BMA-normal unimodal telah terbangun dan secara lengkap dijabarkan secara 
lengkap pada Bab V. 
 
2.8. Uji Kolmogorov-Smirnov (KS) 
Uji Kolmogorov-Smirnov (KS) merupakan suatu uji yang digunakan untuk 
mengetahui apakah suatu data kontinyu mengikuti distribusi tertentu atau apakah 
suatu distribusi dugaan benar-benar telah sesuai dengan data yang diamati 
(Iriawan, 2003a). Menurut Iriawan (2003a), konsep teori dari uji KS adalah 
membandingkan fungsi distribusi kumulatif (CDF) empiris yaitu )( in xF  dengan 
fungsi distribusi kumulatif hipotesis (CDF dugaan), yaitu )(ˆ xF . Jika 
nXXX ,...,, 21  adalah order statistik dari variabel random yang independen dengan 
distribusi kumulatif hipotesis )(ˆ xF  dan distribusi kumulatif empiris (observasi) 
didefinisikan dalam persamaan (2.45)  
Banyaknya Data





  untuk i =1, 2, 3,…, m n  (2.45)  
dimana )( in xF  adalah fungsi step kontinyu kanan (right continuous step 
function). Setiap nilai )( in xF  
akan dibandingkan dengan nilai distribusi hipotesis 
(dugaan) ˆ ( ),F x  sehingga statistik uji yang digunakan dalam uji Kolmogorov-
Smirnov adalah jarak vertikal terbesar (maksimum) antara )( in xF  
dan )(ˆ xF  yang 
dinotasikan dengan nD  
(Iriawan, 2003a dan Sheskin, 2007). Menurut Iriawan 
(2003a) dan Dinar (2009), uji hipotesis yang digunakan dalam konsep teori 
Kolmogorov-Smirnov adalah sebagai berikut: 
0H : Data X adalah variabel random independen yang berdistribusi sesuai dengan 
distribusi )(ˆ xF  
1H : Data X adalah variabel random independen yang berdistribusi tidak sesuai 
dengan distribusi ˆ ( ).F x  
 
Penolakan hipotesis dilakukan menggunakan statistik uji nD  yang dapat dituliskan 
dalam persamaan (2.46). 




Berdasarkan nilai statistik uji nD  
pada persamaan (2.46) dapat diketahui apakah 
hipotesis nol ditolak atau tidak. Jika nilai nD > nd  
atau nilai P-value<0,05, maka 
hipotesis nol ( 0H ) ditolak dan sebaliknya jika nD  nd  atau nilai P-value  0,05, 
maka hipotesis nol ( 0H ) gagal ditolak. Nilai nd  merupakan nilai acuan yang 
diperoleh dari tabel Kolmogorov-Smirnov. 
 Distribusi kumulatif hipotesis )(ˆ xF  pada persamaan (2.46) akan 
disesuaikan dengan pemodelan yang sedang dilakukan. Apabila data dimodelkan 
dengan BUM-normal, maka distribusi kumulatif )(ˆ xF  yang digunakan adalah 
distribusi kumulatif untuk model BUM-normal. Dalam hal ini distribusi kumulatif 
)(ˆ xF  dapat berupa model BUM-normal, model BMA-normal unimodal, model 
BMM-normal, dan model BMMA-normal, sesuai dengan tiap bahasan di bab-bab 
selanjutnya. Menurut Iriawan (2003a), pemilihan uji Kolmogorov-Smirnov 
dilakukan karena: 
1. Distribusi yang akan diuji adalah distribusi kontinyu 
2. Tes dari uji ini berlaku untuk sembarang ukuran sampel (n) 
3. Tes dari uji ini telah dilakukan modifikasi sehingga untuk distribusi 
eksponensial, normal dan Weibull diperbolehkan dengan menggunakan dugaan 
nilai parameter-parameternya (Law dan Kelton, 2000). 
Konsep teori KS ini juga dapat digunakan untuk menguji apakah dua 
sampel independen berasal dari satu populasi yang sama atau berasal dari populasi 
yang berbeda. Hal ini dilakukan dengan memperhatikan kesesuaian antara dua 
distribusi kumulatif dari kedua himpunan sampel independen yang diamati 
(Sheskin, 2007). 
Ilustrasi konsep teori uji Kolmogorov-Smirnov seperti disajikan dalam 
Gambar 2.3.  
 
2.9. Highest Probability Distribution (HPD) dengan Credible Interval (1- ) 
 HPD merupakan sebuah konsep densitas setimbang untuk data yang 
berpola tidak simetri (asimetri), dimana cara pembentukannya didasarkan atas 




pembentukan interval kepercayaan (credible interval) dari data (Iriawan, 2012). 
Pada kondisi pola data tidak simetri, lokasi rata-rata, median dan modus terletak 
pada posisi yang berbeda-beda, sehingga pembentukan interval kepercayaan untuk 
densitas pola simetri tidak dapat digunakan.  
  Untuk membentuk credible interval pola data tidak simetri (bisa miring ke 
kanan atau ke kiri) dengan HPD digunakan acuan lokasi modus.Jarak lompatan 
menuju batas atas dan batas bawah credible interval tidak sama, tetapi ketinggian 
densitas di dua batas tersebut dan luasan di bawah kurva densitas di antara nilai-
nilai batas tersebut harus tetap terjamin sebesar  1 .  Menurut Iriawan (2012), 
untuk kemudahan pemahaman konsep densitas setimbang dapat dijelaskan 
melalui sebuah algoritma yang disebut Algoritma Pembentukan Densitas 
Setimbang HPD. Tahapan-tahapan algoritma ini secara lengkap disajikan dalam 
Algoritma 2.3. 
 
Algoritma 2.3. Algoritma Pembentukan Densitas Setimbang HPD 
 Apabila diasumsikan telah diketahui pola data pengamatan yang berpola 
tidak simetris dengan densitas (x ),f |  maka batas-batas credible interval dari x
dapat ditentukan dengan tahapan proses sebagai berikut: 
Langkah 1. Tentukan modus dari densitas (x ),f |  
Langkah 2. Letakkan pusat data pada modus hasil Langkah 1. 
Langkah 3. Buat lompatan langkah ke kiri dan ke kanan dari modus untuk 
menentukan nilai batas bawah (namakan a ) dan nilai batas atas 
(namakan b ) dengan tetap mengontrol kesetimbangan nilai 
densitasnya, yaitu ( ) ( )f a f b  untuk memperoleh credible 
interval sebesar (1- ), yang dapat ditulis sebagai 
( x ) (x) x (1 )
b
a
P a b f d       dengan x  adalah data 
pengamatan individu. 
 
Konsep densitas setimbang untuk pola data simetri dan tidak simetri 





Gambar 2.3. Ilustrasi Konsep Teori Uji Kolmogorov-Smirnov (KS) 
 
 
Gambar 2.4. Konsep Densitas Setimbang untuk Pola Data Simetri dan Tidak 
Simetri, (a) untuk Confidence Interval (b) untuk Credible Interval 
(Iriawan, 2001) 
 
Catatan:  DS adalah densitas setimbang 
 modx  adalah modus 
 bax b  adalah batas atas interval 
 bbx a  adalah batas bawah interval 
 
A  adalah jarak dari modx ke bax  
 































3. BAB III 
METODOLOGI PENELITIAN 
 
3.1. Data Penelitian 
Data yang digunakan dalam penelitian ini merupakan data Chickpea dalam 
penelitian Harijati (2007) yang selanjutnya akan disebut data Chickpea dalam 
penelitian ini. Struktur data Chickpea yang dijabarkan dalam Tabel 3.1 merupakan 
data perbedaan ekspresi gen dari jaringan tanaman Chickpea jenis Lasseter 
(Gambar 3.1) yang ditanam di Indonesia yang merupakan hasil percobaan 
microarray. Tahapan-tahapan teknologi microarray yang digunakan sebagaimana 
ditunjukkan pada Gambar 3.2, yaitu ekstraksi RNA untuk membentuk cDNA 
dilakukan pada tanaman Chickpea pada dua kondisi sakit dan sehat. Selanjutnya 
melakukan pelabelan cDNA-Cy3 (label untuk jaringan tanaman kondisi sehat) dan 
pelabelan cDNA-Cy5 (label untuk jaringan tanaman kondisi sakit) dengan 
pewarna pendaran (fluorescent). Langkah berikutnya mengawinkan silang 
(hybridization) hasil pelabelan itu ke suatu array pada probe sehingga dapat 
diketahui nilai ekpresi dari masing-masing ID gen dari jaringan tanaman 
Chickpea. Hasil ekspresi gen yang diperoleh jumlahnya ribuan (kurang lebih 
4.000 ID gen), tetapi ID gen yang dapat diidentifikasi ekspresinya dengan baik 
hanya sejumlah 62 ID gen (Harijati, 2007).  
Jenis tanaman Chickpea yang diamati pada penelitian Harijati (2007) ada 
dua, yaitu Lasseter (jenis yang tidak tahan terhadap penyakit) dan FLIP94508C 
(jenis yang tahan terhadap penyakit). Tiga waktu pengamatan terhadap serangan 
penyakit yang diamati yaitu 24 jam, 48 jam dan 72 jam setelah serangan. 
Pengamatan terhadap masing-masing perlakuan diulang sebanyak tiga kali secara 
bebas (independent). Berdasarkan struktur data yang disajikan pada Tabel 3.1, 
data perbedaan ekspresi gen yang akan digunakan dalam penelitian ini hanya pada 
jenis tanaman Chickpea Lasseter muda yang diserang penyakit jamur patogen 
Ascochyta Rabiei selama 24 jam (LY-24) pada 26 ID gen yang memiliki fungsi 
ketahanan sebanyak 15 ID gen dan 11 ID gen dengan fungsi energi. Dalam 
penelitian ini data yang dianalisis hanya pada dua fungsi ID gen dari sembilan 




ID gen dengan fungsi ketahanan dan fungsi energi ini merupakan kelompok ID 
gen yang sangat berperanan penting terkait dengan serangan penyakit jamur 
patogen Ascochyta Rabiei (Harijati, 2007), selain itu dengan 26 ID gen yang 
diamati tersebut juga telah menjawab tantangan penelitian yang dilakukan. Data 
selainnya akan digunakan untuk penelitian lebih lanjut. Secara lengkap, fungsi-
fungsi ID gen yang teramati dalam jaringan tanaman Chickpea (Harijati, 2007) 
dijabarkan dalam Lampiran 2.  
Bentuk data yang dianalisis dan disajikan dalam penelitian ini adalah data 








 yang berasal dari dua sampel 
berpasangan, yaitu antara sampel ID gen pada tanaman Chickpea yang 
dikondisikan sakit dan ID gen yang dikondisikan sehat untuk setiap ID gen yang 
diamati dengan pengulangan sebanyak tiga kali. Kondisi berpasangan ini telah 
memenuhi konsep/kaidah dua sampel berpasangan karena suatu ID gen yang sama 







   
untuk ID gen LS0024 ulangan 1 
(U1), ulangan 2 (U2) dan ulangan 3 (U3) pada fungsi ketahanan adalah -0.6774, -
0.4635 dan -0.3918 secara berturut-turut. 
Distribusi data Chickpea dalam penelitian ini menggunakan pendekatan 
distribusi normal berdasarkan informasi hasil penelitian-penelitian sebelumnya 
yang terkait dengan data microarray (Schena dkk., 1995; Schena dkk., 1996; 
DeRisi dkk., 1996; Thomas dkk., 2001; Lonnstedt dan Speed, 2002; Tusher dkk., 
2003; Giles dan Kipling, 2003; Harijati, 2007). Pendekatan distribusi kenormalan 
data dilakukan bukan berdasarkan hasil statistik uji kenormalan karena ukuran 
sampel yang tersedia sangat sedikit  3n  . Deskripsi dan eksplorasi data yang 
digunakan dalam penelitian ini disajikan dalam Bab IV dan pernyataan 





3.2. Program Komputasi dan Software Penelitian 
 Dalam penelitian ini dibangun  algoritma-algoritma komputasi yang terkait 
dengan pemodelan yang akan dibangun. Program komputasi dan software yang 
digunakan untuk mengimplementasikan algoritma-algoritma yang telah dibangun 
dalam penelitian ini adalah Software R yang compatible dengan Software 
WinBUGS (R-WinBUGS). Penggunaan Software R karena software ini bersifat 
open source dan memiliki fasilitas pemrograman yang sangat komplit. 
 









Tabel 3.1. Struktur Data Lengkap Pengukuran Perbedaan Ekspresi Gen Hasil Penelitian Harijati (2007) 
No. ID Gen 
Lasseter (Tidak Tahan Penyakit) FLIP508 (Tahan Penyakit) 
Muda Tua Muda Tua 
24J 48J 72J 24J 48J 72J 24J 48J 72J 24J 48J 72J 
Ulangan Ulangan Ulangan Ulangan Ulangan Ulangan Ulangan Ulangan Ulangan Ulangan Ulangan Ulangan 
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Keterangan: U=Ulangan, J=Jam, REG=Rasio Ekspresi Gen (LogBase2(nilai EG sakit/nilai EG sehat)), EG=Ekspresi Gen. Data   
                     yang dianalisis dan yang digunakan dalam penelitian ini hanya data Lasseter Muda 24J Ulangan U1, U2, dan U3  




3.3. Metode Penelitian 
Berdasarkan tujuan penelitian yang ingin dicapai dalam penelitian ini, 
yaitu membentuk model BMMA untuk kasus data simulasi dan data Chickpea 
tentang perbedaan ekspresi gen, sehingga dalam metode penelitian ini disajikan 
berbagai tahapan pembangkitan data simulasi dan pemodelan. Secara berturut-
turut, pemodelan yang dilakukan adalah Bayesian Unimodal Model (BUM), 
Bayesian Model Averaging (BMA), Bayesian Mixture Model (BMM), dan 
terakhir Bayesian Mixture Model Averaging (BMMA). Tahapan-tahapan 
pembangkitan data simulasi dan pemodelan data dijabarkan sebagai berikut: 
 
a. Pembangkitan Data Simulasi 
 Pembangkitan data simulasi didasarkan pada data Chickpea dengan 
konsep data driven dengan ukuran sampel 𝑛 = 3. Dalam simulasi ini, penggunaan 
distribusi normal unimodal untuk data Chickpea dilakukan sesuai dengan 
informasi awal yang telah diperoleh berdasarkan penelitian-penelitian sebelumnya 
dan untuk kemudahan pendekatan distribusi data. Oleh karena itu, pembangkitan 
data simulasi dilakukan untuk melihat sejauh mana variabilitas data yang bisa 
dibangkitkan dengan tetap mengikuti pola data Chickpea. Selain itu juga ingin 
membuktikan apakah distribusi data Chickpea masih tetap mengikuti distribusi 
normal unimodal saja (sesuai informasi awal tentang data Chickpea yang 
diketahui) ataukah mengikuti distribusi mixture. Pembangkitan data simulasi ini di 
skenario tertentu dan disajikan dalam suatu algoritma agar diperoleh data simulasi 
yang sepola dengan data Chickpea dimana hal ini belum pernah dilakukan Harijati 
(2007). Tahapan-tahapan pembangkitan data simulasi adalah sebagai berikut: 
 
1. Pandang data x  sebagai variabel acak dengan x  sebagai data pengamatan 
univariat dari data Chickpea dengan ukuran sampel 𝑛 = 3, sehingga data 
pengamatannya adalah 1 2 3, ,x x x . 
2. Urutkan data pengamatan x  sehingga diperoleh 𝑥(1), 𝑥(2), 𝑥(3). 




4. Tetapkan toleransi selisih    sebesar 0,0999 (penetapan secara trial) agar data 
simulasi yang diperoleh tetap sepola dengan data aslinya. Penetapan nilai 
toleransi ini dilakukan dengan cara menghitung selisih absolut antara data 
Chickpea yang sudah terurut 𝑥 𝑖  dan data simulasi yang sudah terurut 𝑥  𝑖 , 
yaitu  𝑥 𝑖 − 𝑥  𝑖  <  . Jika nilai selisih    ini terlalu besar atau terlalu kecil, 
maka data simulasi akan melenceng dari data aslinya. 
5. Lakukan pembangkitan data sebanyak 1.000l   kali, dimana setiap kali 
pembangkitan data l  diulang sebanyak 3 kali (untuk mendapatkan ukuran 
sampel 3n  ) dan dilakukan dengan cara sebagai berikut: 
 Untuk perulangan  i = 1 atau i = 3, (untuk mendapatkan data simulasi di 
sekitar nilai data Chickpea yang masih tetap sepola dengan dengan nilai data 
Chickpea), maka 
(1). Bangkitkan 𝑥  𝑖 ~𝑁 𝑥 , 𝑠𝑥  
(2). Hitung toleransi selisih  𝑥 𝑖 − 𝑥  𝑖  <   
(3). Ulangi bangkitan pada (1) sampai tercapai kondisi 𝑥  1 ≥ 𝑥 1  dan 
𝑥  3 ≤ 𝑥 3  dan  𝑥 𝑖 − 𝑥  𝑖  <  = 0,0999 dapat terpenuhi. 
   
 Untuk perulangan 2,i   (diperlakukan berbeda dengan perulangan yang lain 
dengan tujuan agar tetap diperoleh posisi data tidak berbeda dengan pola 
data Chickpea), maka 
 (1).  Bangkitkan 𝑥  𝑖 ~𝑁 𝑥 , 𝑠𝑥  
 (2).  Hitung toleransi selisih  𝑥 𝑖 − 𝑥  𝑖  <   
 (3).  Ulangi bangkitan pada (1) sampai tercapai kondisi 
   𝑥 𝑖 − 𝑥  𝑖  <  = 0,0999 dapat terpenuhi. 
 
b. Pemodelan Bayesian Unimodal (BUM) 
Untuk membentuk model BUM dari data simulasi dan data Chickpea, 
maka tahapan-tahapan yang dilakukan sebagai berikut: 
 
Tahap 1. Menetapkan pendekatan distribusi kenormalan untuk setiap ID gen pada 
data simulasi dan data Chickpea. 
Tahap 2.  Mengidentifikasi jumlah komponen mixture dalam setiap ID gen data 





Tahap 3.  Jika hasil identifikasi Tahap 2 diketahui berdistribusi unimodal, maka 
selanjutnya membangun 1.000 model normal unimodal pendekatan 
Bayesian melalui program WinBUGS dengan menerapkan Algoritma 
MCMC pendekatan Gibbs Sampler (Algoritma 2.1). Dalam hal ini, 
masing-masing parameter yang dibangkitkan sebanyak 5.000 kali. Jika 
hasil identifikasi Tahap 2 diketahui berdistribusi mixture, maka 
penanganan data selanjutnya menggunakan tahapan pemodelan BMM 
dan pemodelan BMMA. 
Tahap 4. Melakukan evaluasi pemenuhan asumsi pemodelan Bayesian 
(independence, irreducible, aperiodic, dan recurrent) dari model BUM-
normal rata-rata yang terbaik berdasarkan hasil Tahap 3 melalui kriteria 
plot fungsi autokorelasi, distribrusi Kernel, history, dan quantiles untuk 
setiap parameter yang diestimasi dalam model. 
Tahap 5.  Jika hasil evaluasi model pada Tahap 4 telah memenuhi asumsi yang 
diharapkan, maka selanjutnya melakukan evaluasi model BUM-normal 
dengan goodness of fit Kolmogorov-Smirnov (KS) sebagaimana yang 
telah dijabarkan pada sub bab 2.8. Jika hasil Tahap 4 tidak memenuhi 
asumsi yang diharapkan, maka dilakukan evaluasi terhadap sumber-
sumber penyebabnya. 
Tahap 6.  Jika hasil evaluasi model pada Tahap 5 menyatakan 0H  tidak ditolak, 
maka selanjutnya menentukan nilai batas bawah (namakan a) dan batas 
atas (namakan b) dari HPD dengan credible interval 95% melalui 
penerapan Algoritma 2.3.  Jika hasil evaluasi model pada Tahap 5 
menyatakan 0H  ditolak, maka model yang dibangun dinyatakan tidak 
sesuai untuk data dan tidak dilakukan Tahap 7. 
Tahap 7.  Menetapkan kelompok data dalam Down-regulated, Regulated, dan Up-
regulated dengan kriteria kelompok data seperti dalam Tabel 3.2. 
 
c. Pemodelan Bayesian Averaging (BMA) 
Untuk membentuk model BMA dari data simulasi dan data Chickpea, 




Tahap 1. Menetapkan pendekatan distribusi kenormalan untuk setiap ID gen pada 
data simulasi dan data Chickpea. 
Tahap 2.  Mengidentifikasi jumlah komponen mixture dalam setiap ID gen data 
simulasi dan data Chickpea menggunakan Pengembangan Algoritma 
RJMCMC. 
Tahap 3.  Jika hasil identifikasi Tahap 2 diketahui berdistribusi unimodal, maka 
selanjutnya membangun 1.000 model normal unimodal pendekatan 
Bayesian melalui program WinBUGS dengan menerapkan Algoritma 
MCMC pendekatan Gibbs Sampler (Algoritma 2.1). Dalam hal ini, 
masing-masing parameter yang dibangkitkan sebanyak 5.000 kali. Jika 
hasil identifikasi Tahap 2 diketahui berdistribusi mixture, maka 
penanganan data selanjutnya menggunakan tahapan pemodelan BMM 
dan pemodelan BMMA. 
Tahap 4. Melakukan evaluasi pemenuhan asumsi pemodelan Bayesian 
(independence, irreducible, aperiodic, dan recurrent) dari model BUM-
normal rata-rata yang terbaik berdasarkan hasil Tahap 3 melalui kriteria 
plot fungsi autokorelasi, distribrusi Kernel, history, dan quantiles untuk 
setiap parameter yang diestimasi dalam model. Jika hasil Tahap 4 ini 
tidak memenuhi asumsi yang diharapkan, maka dilakukan evaluasi 
terhadap sumber-sumber penyebabnya. 
Tahap 5.  Jika hasil evaluasi model pada Tahap 4 telah memenuhi asumsi yang 
diharapkan, maka selanjutnya melakukan seleksi model dengan metode 
seleksi Occam‟s Window sebagaimana yang telah dijabarkan pada sub 
bab 2.6.2. dengan menerapkan persamaan (2.39).  
Tahap 6.  Membentuk model BMA-normal berdasarkan hasil seleksi model 
Tahap 5 dan selanjutnya melakukan evaluasi model dengan kriteria 
goodness of fit KS sebagaimana yang telah dijabarkan pada sub bab 2.8. 
Tahap 7.  Jika hasil evaluasi model dengan kriteria goodness of fit KS pada Tahap 
6 menyatakan 0H  tidak ditolak, maka selanjutnya menentukan nilai 
batas bawah (namakan a) dan batas atas (namakan b) dari HPD dengan 
credible interval 95% melalui penerapan Algoritma 2.3. Jika hasil 




yang dibangun dinyatakan tidak sesuai untuk data dan tidak dilakukan 
Tahap 8. 
Tahap 8.  Menetapkan kelompok data dalam Down-regulated, Regulated, dan Up-
regulated dengan kriteria kelompok data seperti dalam Tabel 3.2. 
 
d. Pemodelan Bayesian Mixture (BMM) 
Untuk membentuk model BMMdari data simulasi dan data Chickpea, 
maka tahapan-tahapan yang dilakukan sebagai berikut: 
Tahap 1. Menetapkan pendekatan distribusi kenormalan untuk setiap ID gen pada 
data simulasi dan data Chickpea. 
Tahap 2.  Mengidentifikasi jumlah komponen mixture dalam setiap ID gen data 
simulasi dan data Chickpea menggunakan Pengembangan Algoritma 
RJMCMC. 
Tahap 3. Jika hasil identifikasi Tahap 2 diketahui berdistribusi mixture dengan 
dua dan atau tiga komponen, maka selanjutnya membangun 1.000 
model mixture normal dua dan tiga komponen pendekatan Bayesian 
melalui program WinBUGS dengan menerapkan Algoritma MCMC 
pendekatan Gibbs Sampler (Algoritma 2.1). Dalam hal ini, masing-
masing parameter yang dibangkitkan sebanyak 5.000 kali. Jika hasil 
identifikasi Tahap 2 ini diketahui berdistribusi bukan mixture 
(unimodal),  maka penanganan data selanjutnya menggunakan tahapan 
pemodelan BUM dan pemodelan BMA. 
Tahap 4. Melakukan evaluasi pemenuhan asumsi pemodelan Bayesian 
(independence, irreducible, aperiodic, dan recurrent) dari model 
BMM-normal rata-rata yang terbaik berdasarkan hasil Tahap 3 melalui 
kriteria plot fungsi autokorelasi, distribrusi Kernel, history, dan 
quantiles untuk setiap parameter yang diestimasi dalam model. 
Tahap 5.  Jika hasil evaluasi model pada Tahap 4 telah memenuhi asumsi yang 
diharapkan, maka selanjutnya melakukan evaluasi model BMM-normal 
dua dan atau tiga komponen dengan goodness of fit Kolmogorov-




Jika hasil Tahap 4 tidak memenuhi asumsi yang diharapkan, maka 
dilakukan evaluasi terhadap sumber-sumber penyebabnya. 
Tahap 6.  Jika hasil evaluasi model pada Tahap 5 menyatakan 0H  tidak ditolak, 
maka selanjutnya menentukan nilai batas bawah (namakan a) dan batas 
atas (namakan b) dari HPD dengan credible interval 95% melalui 
penerapan Algoritma 2.3. Jika hasil evaluasi model pada Tahap 5 
menyatakan 0H  ditolak, maka model yang dibangun dinyatakan tidak 
sesuai untuk data dan tidak dilakukan penentuan nilai-nilai batas HPD 
dengan credible interval 95% serta tidak dilakukan Tahap 7. 
Tahap 7.  Menetapkan kelompok data dalam Down-regulated, Regulated, dan Up-
regulated dengan kriteria kelompok data seperti dalam Tabel 3.2. 
 
e. Pemodelan Bayesian Mixture Averaging (BMMA) 
Untuk membentuk model BMMA dari data simulasi dan data Chickpea 
maka tahapan-tahapan yang dilakukan sebagai berikut: 
Tahap 1. Menetapkan pendekatan distribusi kenormalan untuk setiap ID gen pada 
data simulasi dan data Chickpea. 
Tahap 2.  Mengidentifikasi jumlah komponen mixture dalam setiap ID gen data 
simulasi dan data Chickpea menggunakan Pengembangan Algoritma 
RJMCMC. 
Tahap 3. Jika hasil identifikasi Tahap 2 diketahui berdistribusi mixture dengan 
dua dan atau tiga komponen, maka selanjutnya membangun 1.000 
model mixture normal dua dan tiga komponen pendekatan Bayesian 
melalui program WinBUGS dengan menerapkan Algoritma MCMC 
pendekatan Gibbs Sampler (Algoritma 2.1). Dalam hal ini, masing-
masing parameter yang dibangkitkan sebanyak 5.000 kali. Jika hasil 
identifikasi Tahap 2 ini diketahui berdistribusi bukan mixture 
(unimodal),  maka penanganan data selanjutnya menggunakan tahapan 
pemodelan BUM dan pemodelan BMA. 
Tahap 4. Melakukan evaluasi pemenuhan asumsi pemodelan Bayesian 
(independence, irreducible, aperiodic, dan recurrent) dari model 




kriteria plot fungsi autokorelasi, distribrusi Kernel, history, dan 
quantiles untuk setiap parameter yang diestimasi dalam model. 
Tahap 5.  Jika hasil evaluasi model pada Tahap 4 telah memenuhi asumsi yang 
diharapkan, maka selanjutnya melakukan seleksi model dengan metode 
seleksi Occam‟s Window sebagaimana yang telah dijabarkan dalam sub 
bab 2.6.2 dengan menerapkan persamaan (2.39). Jika hasil Tahap 4 
tidak memenuhi asumsi yang diharapkan, maka dilakukan evaluasi 
terhadap sumber-sumber penyebabnya. 
Tahap 6. Membentuk model BMMA-normal berdasarkan hasil seleksi model 
Tahap 5 dan selanjutnya melakukan evaluasi model dengan kriteria 
goodness of fit KS sebagaimana yang telah dijabarkan pada sub bab 2.8. 
Tahap 7.  Jika hasil evaluasi model pada Tahap 6 menyatakan 0H  tidak ditolak, 
maka selanjutnya menentukan nilai batas bawah (namakan a) dan batas 
atas (namakan b) dari HPD dengan credible interval 95% melalui 
penerapan Algoritma 2.3. Jika hasil evaluasi model pada Tahap 6 
menyatakan 0H  ditolak, maka model yang dibangun dinyatakan tidak 
sesuai untuk data dan tidak dilakukan penentuan nilai-nilai batas HPD 
dengan credible interval 95% serta tidak dilakukan Tahap 8. 
Tahap 8.  Menetapkan kelompok data dalam Down-regulated, Regulated, dan Up-
regulated dengan kriteria kelompok data seperti dalam Tabel 3.2. 
 
Metode penelitian yang telah dijabarkan akan dibuat bagan alir metode 
penelitian beserta penjabarannya sebagaimana disajikan pada Gambar 3.3 sampai 












Tabel 3.2. Kriteria Kelompok ID Gen berdasarkan nilai HPD dalam Pemodelan 
No Kelompok ID Gen Kriteria Menurut Nilai HPD Deskripsi Data 
1 Down-regulated 
Batas Bawah (namakan a): (+) 
Batas Atas (namakan b): (+) 
 
(ID gen berada di antara kedua 
nilai batas yang bernilai 
positif) 
ID gen pada kelompok ini adalah 
ID gen yang tahan dari serangan 
penyakit Ascochyta Rabiei dan 
diharapkan dapat meningkatkan 
produksi Kacang Chickpea  
2 Regulated 
Batas Bawah (namakan a): (-) 
Batas Atas (namakan b): (+) 
 
(ID gen berada di antara kedua 
nilai batas yang bernilai 
negatif dan positif) 
ID gen pada kelompok ini adalah 
ID gen yang tidak cukup tahan 
dari serangan penyakit Ascochyta 
Rabiei sehingga kurang mampu 
meningkatkan produksi Kacang 
Chickpea 
3 Up-regulated 
Batas Bawah (namakan a): (-) 
Batas Atas (namakan b): (-) 
 
(ID gen berada di antara kedua 
nilai batas yang bernilai 
negatif) 
ID gen pada kelompok ini adalah 
ID gen yang tidak tahan terhadap 
serangan penyakit Ascochyta 
Rabiei dan dapat menurunkan 
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Inputkan Data Chickpea , 1, 2, ..., , dengan 1.000l N Nl  x  yaitu 1 2, ,..., Nx x x  
dengan ukuran sampel
 
setiap   ,lx  
sejumlah 3, yaitu 1, 2,3n j   
Urutkan setiap Data Chickpea  x j  pada setiap   ,lx  yaitu:      1 2 3, ,x x x  
Hitung Rata-Rata setiap Data Chickpea   ,lx  yaitu lx  
dan Simpangan Baku setiap Data Chickpea yaitu 
lx
s  




Lakukan Pembangkitan Data  
ˆ
l
x   
j=1 atau j=3?
Bangkitkan 
   ˆ ~ , ll xl jx N x s  
Bangkitkan 
   ˆ ~ , ll xl jx N x s  
( 1) ( 1)
ˆ
l j l jx x  dan  
( 3) ( 3)
ˆ
l j l jx x  dan 
   
ˆ ?ll j l jx x  
 
Selesai 
   




























































Menetapkan Pendekatan Distribusi 
Kenormalan pada Data 
Identifikasi Jumlah Komponen Mixture dengan 















Hitung Nilai Batas Bawah dan Batas Atas HPD dengan 
Credible Interval 95% 
 
Menetapkan Kelompok Data dalam  
Up-regulated, Regulated, dan Down-regulated 
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Gambar 3.5. Bagan Alir Metode Penelitian untuk Pemodelan BUM-Normal dan  
Pemodelan BMA-Normal Unimodal 
Mulai 
Menetapkan Pendekatan Distribusi 
Kenormalan pada Data 
Selesai 
Identifikasi Jumlah Komponen Mixture dengan 
Pengembangan Algoritma RJMCMC 
Normal 
Unimodal? 
Membangkitkan 1.000 Model BUM-Normal dengan Algoritma 
MCMC Pendekatan Gibbs Sampler 
Memenuhi   
Konvergensi MCMC? 
Hitung KS untuk model  
BUM-Normal  
Seleksi Occam’s Window (OW) untuk 
Membentuk Model BMA-Normal 
Hitung Nilai Batas Bawah dan Batas Atas HPD dengan Credible 
Interval 95% 
Menetapkan Kelompok Data dalam  




Model BUM-Normal  
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Gambar 3.6. Bagan Alir Metode Penelitian untuk Pemodelan BMM-Normal dan  
Pemodelan BMMA-Normal 
Mulai 
Menetapkan Pendekatan Distribusi 
Kenormalan pada Data 
 
Selesai 
Identifikasi Jumlah Komponen Mixture dengan 
Pengembangan Algoritma RJMCMC 
Mixture 
Normal? 
Membangkitkan 1.000 Model BMM-Normal dengan Algoritma 
MCMC Pendekatan Gibbs Sampler 
Memenuhi   
Konvergensi MCMC? 
Hitung KS untuk Model BMM-Normal  
 
Seleksi Occam’s Window (OW) untuk 
membentuk Model BMMA-Normal 
Hitung  Nilai Batas Bawah dan Batas Atas 
HPD dengan Credible Interval 95% 
Menetapkan Kelompok Data dalam  
Up-regulated, Regulated, dan Down-regulated 
RJMCMC 
MCMC 
Model BMM-Normal  KS OW 











PENGEMBANGAN ALGORITMA RJMCMC DAN SKENARIO 
PEMBANGKITAN DATA SIMULASI UNTUK DATA 
CHICKPEA DI INDONESIA 
 
 Dalam bab ini akan disajikan Algoritma MCMC dan pengembangannya, 
skenario pembangkitan data simulasi melalui algoritma pembangkitan data 
simulasi, dan validasi model dengan goodness of fit Kolmogorov-Smirnov (KS). 
Implementasi dari semua algoritma yang dibangun dilakukan pada data simulasi 
dan data Chickpea. 
 
4.1. Algoritma RJMCMC 
 Algoritma RJMCMC digunakan untuk mengetahui berapa jumlah 
komponen mixture yang tidak diketahui dalam data berdasarkan konsep data 
driven. Algoritma RJMCMC telah banyak digunakan pada berbagai kasus, salah 
satunya yang digunakan oleh Feng (2013) yang disebut sebagai Algoritma 4.1. 
Algoritma ini diterapkan pada kasus data Feng yang memiliki distribusi mixture 
normal. Hasil identifikasinya menunjukkan sangat baik dalam menetapkan jumlah 
komponen mixture dalam data Feng tersebut. Akan tetapi pada saat Algoritma 4.1 
diterapkan pada data Chickpea yang memiliki ciri distribusi yang sama yaitu 
normal, Algoritma 4.1 hanya mampu mengidentifikasi data yang berdistribusi 
mixture normal saja dan tidak mampu mengidentifikasi yang berdistribusi normal 
unimodal (bukan mixture). Oleh karena itu perlu pengembangan Algoritma 4.1 
agar diperoleh suatu algoritma baru yang mampu mengidentifikasi distribusi 
mixture normal dan sekaligus distribusi normal unimodal (bukan mixture) dalam 
data.  
Pengembangan dari Algoritma 4.1 yang disebut sebagai Algoritma 4.4, 
yaitu Pengembangan Algoritma RJMCMC ini merupakan algoritma gabungan 
dari Algoritma RJMCMC, Algoritma Proses Pendahuluan (Preliminary Process 
Algorithm) dan enam langkah pertama dari Algoritma Proses Pemulusan 
(Smoothing Process Algorithm). Algoritma Proses Pendahuluan dan Algoritma 




mendeteksi jumlah komponen mixture dalam data. Kedua algoritma ini dibangun 
berdasarkan pembangkitan data simulasi yang berciri data Chickpea di Indonesia 
dengan menggunakan konsep jarak antar titik data. Melalui Pengembangan 
Algoritma RJMCMC dapat diidentifikasi jumlah komponen mixture dalam data 
Chickpea yang berdistribusi multimodal (bimodal dan trimodal) dan sekaligus 
yang berdistribusi unimodal. 
Untuk mengimplementasi Algoritma 4.1 didasarkan atas konsep MCMC 
sebagaimana yang dituangkan dalam Algoritma 2.1. Langkah pertama diawali 
dengan set data x  dalam bentuk 1 2( , ,..., )nc x x x  dengan ukuran sampel data 
sejumlah n  sebagai panjang dari data x  dan dinotasikan dengan ( )length x . 
Langkah selanjutnya adalah menentukan inisialisasi untuk parameter-parameter 
model sesuai dengan distribusi mixture dari data x  dan menetapkan iterasi sweep 
sebanyak minimal 200.000. Dalam hal ini, jika distribusi dari data x  adalah 
distribusi mixture normal, maka inisialisasi dilakukan untuk parameter w ,  , 
2 , dan z  dengan fungsi mixture normalnya dituliskan sebagai berikut: 
       (* ,  ,  2 .i dnorm mu i sqrt sigmaw ix
 
Selanjutnya adalah menjalankan 
program RJMCMC dengan menggunakan gabungan dari konsep Metropolis 
Hastings yang telah dituangkan dalam Algoritma 2.2 untuk mengatasi jumlah 
komponen mixture yang tidak/belum diketahui dan konsep Reversible Jump yang 
menggunakan prinsip bird-death, split-merge dengan enam tipe pergerakan yaitu 
(1) Updating ,w (2) Updating   dalam hal ini  , 2 , (3) Updating z , (4) 
Updating Hiperparameter  , (5) Split/Merge komponen-komponen, dan (6) 
Birth/Death dari komponen kosong. Untuk langkah-langkah split-merge, bird-
death dalam konsep Reversible Jump sebagaimana telah dijelaskan dalam sub bab 
2.4.7.   
Secara lengkap, langkah-langkah dari Algoritma RJMCMC yang dibangun 
oleh Feng (2013) dituangkan dalam Algoritma 4.1. 
Langkah 1. Lakukan set data x  yang akan dianalisis sebagai
1 2( , ,..., )nc x x x  
dengan informasi ukuran sampel n  sebagai ( )length x  dan nilai 




Langkah 2. Menentukan inisialisasi untuk nilai  ,w , 2 ,  dan z  yang 
dibangun dengan fungsi mixture normal 
       * ,  ( ,  2i dnorm mu i sqrt siw gma ix serta iterasi nilai 
sweep sebanyak 200.000. 
Langkah 3. Jalankan program RJMCMC dengan prinsip bird-death, split-
merge untuk data x  berdasarkan inisialisasi ,w ,
2 , ,z  
fungsi data x  dan maks .x  Dalam menjalankan program 
RJMCMC, sebagai inputnya adalah data x , jumlah iterasi 
(jumlah sweep=200.000), kmax n , mulai k =1, nilai ,w ,
2 , z  dan fungsi mixture normal. 
Langkah 4. Simpan hasil jumlah komponen mixture dari densitas normal 
yang berupa bilangan bulat (diskrit) dengan operasi 
matematika round  di setiap iterasi (sweep). 
Langkah 5. Hitung jumlah komponen mixture dari densitas normal data x  
dengan rumus 







dimana banyaknya iterasi sweep sebesar 200.000. 
 
4.2. Algoritma Proses Pendahuluan (Preliminary Process Algorithm) 
 Algoritma Proses Pendahuluan (Preliminary Process Algorithm) 
(Algoritma 4.2) dibangun untuk menentukan nilai-nilai batas sebagai penentu 
apakah distribusi data unimodal (bukan mixture) ataukah multimodal (mixture). 
Dalam hal ini telah ditetapkan ada lima langkah dari Algoritma 4.1 dan ditemukan 
dua nilai batas yang disebut sebagai 
(X)












 yang dihitung berdasarkan rata-rata total dari 
seluruh ID gen yang diamati dengan penambahan dan pengurangan suatu 
konstanta tertentu sehingga berdasarkan nilai batas ini dapat diketahui apakah 




ditetapkan. Kedua nilai batas ini ditetapkan berdasarkan hasil dari pembangkitan 
data simulasi sebanyak 100.000 kali. 
Tahapan-tahapan dari Algoritma 4.2 dapat dijabarkan sebagai berikut: 
 
Algoritma 4.2. Algoritma Proses Pendahuluan (Preliminary Process Algorithm) 







X dengan 1,2,3,...,p q  dan q
adalah jumlah ID gen yang diamati. 
Langkah 2. Hitung rata-rata data pada setiap ID gen berdasarkan hasil pada 








Langkah 3. Hitung rata-rata total untuk seluruh ID gen yang diamati 




















. Nilai batas ini merupakan hasil 
temuan dari studi simulasi Astuti dkk. (2015c). 








. Nilai batas ini merupakan hasil 
temuan dari penulis melalui studi simulasi yang dilakukan 
(Astuti dkk., 2015c). 
 
4.3. Algoritma Proses Pemulusan (Smoothing Process Algorithm) 
Algoritma Proses Pemulusan (Algoritma 4.3) digunakan untuk proses 
pengoptimuman hasil identifikasi jumlah komponen mixture dalam data dengan 
menggunakan konsep jarak antar titik data. Dengan Algoritma 4.3 dapat 
ditentukan distribusi unimodal, distribusi mixture dan sekaligus kemencengan dari 




kisaran (range) dari data yang disimbolkan dengan 
pc  
harus lebih kecil atau sama 
dari nilai batas batas1c . Penggunaan Algoritma 4.3 ini masih terbatas pada 
penentuan jumlah komponen mixture maksimum sebesar tiga. Hal ini dikarenakan 
data simulasi yang dibangkitkan berdasarkan data Chickpea kasus di Indonesia 
hanya memiliki ukuran sampel sebesar tiga ( 3n  ) untuk setiap ID gen. Selain 
itu, rumitnya proses penetapan jumlah komponen mixture ini menjadi kendala 
yang cukup penting apabila diterapkan untuk kasus data yang memiliki jumlah 
komponen mixture lebih dari tiga. 
Tahapan-tahapan dari Algoritma 4.3 yang merupakan hasil temuan penulis 
(Astuti dkk., 2015c) melalui studi simulasi, dapat dijabarkan berikut: 
 
Algoritma 4.3. Algoritma Proses Pemulusan (Smoothing Process Algorithm) 
Langkah 1. Lakukan Langkah 1 sampai dengan Langkah 5 dari Algoritma 
4.2. 















 dan simpangan baku untuk 




X yaitu stdev23p 











Langkah 3. Hitung nilai minimum dari simpangan baku untuk masing-
masing ID gen ke-p yang didasarkan pada hasil Langkah 2 
yaitustdevmin_p = min (stdev12p, stdev23p). 
Langkah 4. Hitung nilai batas bawah dan batas atas dari data X(i) untuk 
masing ID gen ke-p dengan rumus X(i)p 
(1,96×stdevmin_p/sqrt(3)). Batas bawah dan batas atas untuk  
X(i)pdisebut lwX(i)p and upX(i)p. 
Langkah 5. Hitung nilai dari a1p = abs(X(1)p-X(2)p), a2p = abs(X(2)p-X(3)p), cp 
= abs(X(1)p-X(3)p) dan dp = abs(a1p-X(3)p) dp = abs(a1p-a2p) untuk 




Langkah 6. Identifikasi apakah nilai dari cp< batas1c . Jika benar maka 
distribusi ID gen ke-p adalah unimodal. 
Langkah 7. Identifikasi apakah nilai dari cp ≥ batas1c dan dp ≥ batas2d
dan 
upX(1)p<lwX(1)p  dan lwX(3)p ≤ upX(2)p. Jika benar, maka data 
tersebut miring ke kiri dan membentuk distribusi mixture 
dengan dua komponen. 
Langkah 8. Identifikasi apakah nilai dari cp ≥ batas1c dan dp ≥ batas2d
dan 
lwX(2)p≤upX(1)p dan upX(2)p<lwX(3)p. Jika benar, maka data 
tersebut miring ke kanan dan membentuk distribusi mixture 
dengan dua komponen. 
Langkah 9. Identifikasi apakah nilai dari cp ≥ batas1c dan dp < batasd 2
. Jika 
benar, maka data tersebut membentuk distribusi mixture 
dengan tiga komponen. 
Langkah 10. Identifikasi jumlah ID gen yang tidak dapat diidentifikasi. 
 
Ilustrasi dari konsep Algoritma 4.2 dan enam langkah pertama dari 
Algoritma 4.3 (khusus untuk menentukan distribusi data unimodal) dapat 
digambarkan dalam Gambar 4.1 berikut: 
 
Gambar 4.1. Ilustrasi Konsep Algoritma 4.1 dan Enam Langkah Pertama 





 Berdasarkan ilustrasi dalam Gambar 4.1 dapat ditunjukkan ada lima ID 
gen yang memiliki distribusi unimodal yaitu ID gen 2, ID gen 7, ID gen 10, ID 
gen 14 dan ID gen 15 karena lima ID gen ini memiliki nilai 
batas1pc c . 
 Akurasi dari kedua algoritma tersebut telah dipublikasikan penulis (Astuti 
dkk., 2015c), yaitu Algoritma 4.2 dan Algoritma 4.3 menunjukkan hasil yang 
sangat baik yaitu sebesar 99,369%. Artinya dari 100.000 data simulasi yang 
dibangkitkan ada sebanyak 99.360 data dapat diidentifikasi dengan baik dan tepat 
jumlah komponen mixture-nya yang sesuai dengan kondisi data Chickpea. 
Sedangkan penerapan kedua algoritma ini terhadap data microarray Do dkk. 
(2004) menunjukkan hasil akurasi sebesar 99,9094%. Artinya dari 100.000 data 
simulasi yang dibangkitkan ada sebanyak 99.909 data dapat diidentifikasi dengan 
baik dan tepat jumlah komponen mixture-nya yang sesuai dengan kondisi data Do 
dkk. (Astuti dkk., 2015c). 
 
4.4. Pengembangan Algoritma RJMCMC 
 Sebagaimana yang telah disebutkan sebelumnya bahwa Algoritma 4.1 
memiliki kendala dalam mengidentifikasi distribusi normal unimodal (bukan 
mixture) dalam data Chickpea sehingga Algoritma 4.1 perlu dikembangkan. 
Pengembangan dari Algoritma 4.1 yang disebut sebagai Pengembangan 
Algoritma RJMCMC (Algoritma 4.4), dibangun dengan menggabungkan 
Algoritma 4.1, Algoritma 4.2 dan enam langkah pertama dari Algoritma 4.3. 
Melalui Algoritma 4.4 ini dapat diidentifikasi jumlah komponen mixture dalam 
data Chickpea yang berdistribusi normal multimodal (bimodal dan trimodal) dan 
sekaligus yang berdistribusi normal unimodal.  
 Penggunaan Algoritma 4.4 untuk menentukan jumlah komponen mixture 
dalam data Chickpea lebih mudah, simple, fleksibel dan telah terbukti cukup 
handal hasil identifikasinya pada berbagai kasus data bahkan bisa untuk berbagai 
jumlah komponen mixture dalam data (lebih dari tiga komponen mixture) 
dibandingkan dengan penggunaan Algoritma 4.2. Oleh karena itu pengembangan 
Algoritma RJMCMC ini menggabungkan beberapa keunggulan dari Algoritma 




mengidentifikasi jumlah komponen mixture dalam data Chickpea di Indonesia, 
baik yang berdistribusi unimonal maupun yang multimodal. 
 Tahapan-tahapan secara lengkap dari Algoritma 4.4, dimana Langkah 1 
sampai dengan Langkah 10 merupakan hasil temuan studi simulasi dari penulis 
(Astuti dkk., 2015c) dan Langkah 11 sampai dengan Langkah 15 merupakan hasil 
temuan Feng (2013), disajikan berikut ini.  
 
Algoritma 4.4. Pengembangan Algoritma RJMCMC 









dengan dengan 1,2,3,...,p q
dan q  adalah jumlah ID gen yang diamati. 
Langkah 2. Hitung rata-rata data pada setiap ID gen berdasarkan hasil pada 








Langkah 3. Hitung rata-rata total untuk seluruh ID gen yang diamati 

























































X yaitu stdev23p 











Langkah 7. Hitung nilai minimum dari simpangan baku untuk masing-
masing ID gen ke-p yang didasarkan pada hasil Langkah 7 
yaitu stdevmin_p = min (stdev12p, stdev23p). 
Langkah 8. Hitung nilai batas bawah dan batas atas dari data X(i) untuk 
masing ID gen ke-p dengan rumus X(i)p 
(1,96×stdevmin_p/sqrt(3)). Batas bawah dan batas atas untuk  
X(i)p disebut  lwX(i)p dan upX(i)p. 
Langkah 9. Hitung nilai dari a1p = abs(X(1)p-X(2)p), a2p = abs(X(2)p-X(3)p), cp 
= abs(X(1)p-X(3)p) dan  dp = abs(a1p-X(3)p) dp = abs(a1p-a2p) 
untuk masing-masing ID gen ke-p. 
Langkah 10. Identifikasi apakah nilai dari cp< batas1c . Jika benar, maka 
distribusi ID gen ke-p  adalah unimodal. 
Langkah 11. Lakukan set data x  yang akan dianalisis sebagai 
1 2( , ,..., )nc x x x dengan informasi ukuran sampel n  sebagai 
 lenth x . 
Langkah 12. Menentukan inisialisasi sesuai dengan kondisi data untuk nilai 
,w , 2 dan z  yang dibangun dengan fungsi mixture normal 
       * ,  ( ,  2i dnorm mu i sqrt siw gmax i dengan iterasi nilai 
sweep sebanyak 200.000. 
Langkah 13. Jalankan program RJMCMC dengan prinsip bird-death, split-
merge untuk data x  berdasarkan inisialisasi ,z ,w fungsi data 
x  dan maksimum( ).x  Dalam menjalankan program 
RJMCMC, sebagai inputnya adalah data x , jumlah iterasi 
(jumlah sweep=200.000), kmax n , mulai k =1, nilai ,z ,w




Langkah 14. Simpan hasil jumlah komponen mixture dari densitas normal 
yang berupa bilangan bulat (diskrit) dengan operasi 
matematika round  di setiap iterasi (sweep). 
Langkah 15. Hitung jumlah komponen mixture dari densitas normal data X  
dengan rumus 








dimana banyaknya sweep sebesar 200.000. 
 
4.5.  Skenario Pembangkitan Data Simulasi 
Dalam penelitian ini akan dilakukan pembangkitan data simulasi 
berdasarkan data Chickpea di Indonesia dengan konsep data driven. Dalam hal ini, 
data simulasi yang dibangkitkan memiliki ukuran sampel  𝑛 = 3 . Dalam kasus 
ini, data simulasi dibangkitkan mengikuti asumsi distribusi normal unimodal 
sesuai dengan informasi awal tentang data Chickpea yang diketahui melalui 
penelitian-penelitian sebelumnya dan untuk kemudahan pendekatan distribusi 
data. Untuk itu dibutuhkan sebuah skenario pembangkitan data simulasi yang 
dijabarkan dalam bentuk algoritma untuk mendapatkan data simulasi sesuai 
dengan pola data Chickpea kasus di Indonesia yang disebut sebagai Algoritma 
Pembangkitan Data Simulasi  (Algoritma 4.5) yang dibangun oleh penulis (Astuti 
dkk., 2015c). Pembangkitan data simulasi ini dilakukan untuk melihat sejauh 
mana variabilitas data yang bisa dibangkitkan akan tetap mengikuti pola data 
Chickpea. Selain itu juga ingin mengidentifikasi apakah distribusi data Chickpea 
masih tetap mengikuti distribusi normal unimodal (sesuai informasi awal tentang 
data Chickpea yang diketahui) ataukah mengikuti distribusi mixture normal. 
Penetapan besarnya toleransi selisih antar data dalam setiap ID gen yang diamati 
sebesar 0,0999 yang ditentukan secara trial agar diperoleh nilai-nilai data simulasi 
yang tetap mengikuti pola dari data Chickpea.  
Secara lengkap, skenario pembangkitan data simulasi dijabarkan dalam 







Algoritma 4.5. Algoritma Pembangkitan Data Simulasi 
Langkah 1. Pandang data x  sebagai variabel acak dengan x  sebagai data 
pengamatan univariat dari data Chickpea dengan ukuran 
sampel 𝑛 = 3, sehingga data pengamatannya adalah 1 2 3, ,x x x . 
Langkah 2. Urutkan data pengamatan sehingga diperoleh (1) (2) (3), ,x x x .  
Langkah 3. Hitung rata-rata ( x ) dan simpangan baku ( xs ) dari data .x  
Langkah 4. Tetapkan toleransi selisih    sebesar 0,0999 (penetapan 
secara trial) agar data simulasi yang diperoleh tetap sepola 
dengan data aslinya. Penetapan nilai toleransi ini dilakukan 
dengan cara menghitung selisih absolut antara data Chickpea 
yang sudah terurut 𝑥 𝑖  dan data simulasi yang sudah terurut 
𝑥  𝑖 , yaitu  𝑥 𝑖 − 𝑥  𝑖  <  . Jika nilai selisih    ini terlalu 
besar atau terlalu kecil maka data simulasi akan melenceng 
dari data aslinya. 
Langkah 5. Lakukan pembangkitan data dengan cara sebagai berikut: 
 Untuk perulangan  i = 1 atau i = 3, maka 
(1). Bangkitkan 𝑥  𝑖 ~𝑁 𝑥 , 𝑠𝑥  
(2). Hitung toleransi selisih  𝑥 𝑖 − 𝑥  𝑖  <   
(3). Ulangi bangkitan pada (1) sampai tercapai kondisi 
 𝑥  1 ≥ 𝑥 1  dan 𝑥  3 ≤ 𝑥 3  dan  𝑥 𝑖 − 𝑥  𝑖  <  = 0,0999 
dapat terpenuhi. 
 
 Untuk perulangan 2,i   maka 
(1). Bangkitkan 𝑥  𝑖 ~𝑁 𝑥 , 𝑠𝑥  
  (2). Hitung toleransi selisih  𝑥 𝑖 − 𝑥  𝑖  <   
   (3). Ulangi bangkitan pada (1) sampai tercapai kondisi 
 𝑥 𝑖 − 𝑥  𝑖  <  = 0,0999 dapat terpenuhi. 
 
4.6. Goodness of Fit Kolmogorov-Smirnov (KS) 
Untuk memvalidasi data simulasi yang telah dibangun apakah mengikuti 
data Chickpea digunakan goodness of fit Kolmogorov-Smirnov (KS). Penggunaan 
uji validasi goodness of fit KS memiliki beberapa asumsi yang harus dipenuhi 




dengan data pengamatan 𝑥1 , 𝑥2, … , 𝑥𝑛  dengan fungsi distribusi peluang kumulatif 
yang dihipotesiskan adalah ( ).F x Untuk melakukan validasi pada data simulasi 
dengan goodness of fit KS melalui tahapan-tahapan berikut: 
1. Tetapkan taraf nyata pengujian (𝛼 = 5%) 
2. Tetapkan hipotesis pengujian: 
0H : 0( ) ( )F x F x untuk semua nilai x  (data berdistribusi 0 ( )F x ) 
  dan 
1H : 0( ) ( )F x F x untuk sekurang-kurangnya satu nilai x  (data tidak 
berdistribusi 0 ( )F x ) 
3. Hitung statistik uji D 
(1). Hitung distribusi empiris (fungsi distribusi sampel), yang 
dinyatakan dengan ( )S x  dimana ( )S x  adalah banyaknya nilai 
pengamatan dalam sampel yang kurang dari atau sama dengan 
x  dibagi dengan jumlah sampel n  (data diurutkan terlebih 
dahulu). 
(2). Hitung distribusi dugaan (yang dihipotesiskan), untuk setiap
1,2,...,i n , yaitu: 




 Distribusi peluang untuk 𝑓0 𝑥  bisa unimodal maupun mixture 
sesuai distribusi data yang dihipotesiskan. 
(3). Hitung nilai  𝑆 𝑥𝑖 − 𝐹0 𝑥𝑖   
(4). Hitung nilai  𝑆 𝑥𝑖−1 − 𝐹0 𝑥𝑖  , untuk 1,2,...,i n , dimana nilai 
 𝑆 𝑥𝑖−1 − 𝐹0 𝑥𝑖  = 𝐹0 𝑥𝑖  
(5). Hitung nilai           0 1 0max ,i i i iD S x F x S x F x    
 
4. 4. Pengambilan keputusan:  
Gagal tolak hipotesis nol jika nilai 𝐷 ≤ 𝐷𝑡𝑎𝑏𝑒𝑙  dimana 
𝐷𝑡𝑎𝑏𝑒𝑙   merupakan kuantil-kuantil statistik uji Kolmogorov-Smirnov 
dengan taraf nyata (𝛼) dan jumlah pengamatan sebesar 𝑛, dimana 





Berdasarkan algoritma-algoritma yang telah dibangun dan uji validasi dari 
data simulasi, selanjutnya akan diimplementasikan pada data simulasi dan data 
Chickpea. 
 
4.7. Data Simulasi 
 Data simulasi dibangun dengan konsep data driven berdasarkan data 
Chickpea kasus di Indonesia. Pembangkitan data dilakukan pada setiap ID gen 
yang diamati dimana pada kasus ini adalah data LY-24 yang berjumlah 26 ID gen 
yang terdiri atas 15 ID gen dengan fungsi ketahanan dan 11 ID gen dengan fungsi 
energi. Pembangkitan data diulang sebanyak 1.000 kali dengan masing-masing 
perulangan di desain untuk ukuran sampel 𝑛=3. Sebagai contoh data ID gen 
LS0024, ukuran sampel 𝑛=3, maka akan diperoleh data bangkitan sebanyak 1.000 
dengan masing-masing bangkitan data memiliki ukuran sampel 𝑛=3. Demikian 
seterusnya sampai dengan ID ke-26, dengan cara yang sama, proses pembangkitan 
data dilakukan untuk setiap ID gen yang diamati. Berikut ini disajikan deskripsi 
dari data Chickpea kasus di Indonesia. 
 
a. Deskripsi Data Chickpea 
Penelitian Harijati (2007) menggunakan data ekspresi gen dari jaringan 
tanaman Chickpea pada kondisi sehat (tanaman yang dibiarkan tumbuh dengan 
baik) dan pada kondisi sakit (tanaman yang diinokulasi penyakit ganas jamur 
patogen Ascochyta Rabiei). Serangan penyakit jamur patogen Ascochyta Rabiei 
ini sangat ganas, karena dapat menurunkan produksi tanaman Chickpea hingga 
50%. Pada penelitian data Chickpea ini digunakan jenis tanaman Chickpea 
Lasseter (L) muda yang merupakan jenis tidak tahan (susceptible) terhadap 
serangan penyakit Ascochyta Rabiei. Tanaman Chickpea dipilih karena tanaman 
ini merupakan legume ketiga yang banyak dibutuhkan di dunia yaitu tanaman 
yang merupakan anggota dari famili leguminosae (fabaceae) yang buahnya 
berbentuk polong, bijinya kaya protein, akarnya mengandung bakteri simbiosis 
pengikat nitrogen dari udara. 
Pengamatan data Chickpea dilakukan pengulangan sebanyak tiga kali 




pengulangan menggunakan tanaman yang berbeda. Selain itu, pengamatan waktu 
serangan dilakukan pada tiga kelompok waktu yang berbeda, yaitu 24 jam setelah 
inokulasi (24 hpi-hour post inoculation), 48 jam setelah inokulasi (48 hpi) dan 72 
jam setelah inokulasi (72 hpi). Efek serangan penyakit Ascochyta Rabiei 
mengakibatkan kondisi tanaman menjadi sakit (sebagai contoh jika terjadi pada 
jaringan daun, maka daun itu akan mulai berubah warna menjadi menguning). Hal 
ini dilakukan dengan tujuan agar dapat diketahui jenis ID gen dari tanaman 
Chickpea yang tahan maupun yang tidak tahan terhadap serangan jamur patogen 
Ascochyta Rabiei. Informasi ini sangat dibutuhkan agar dapat dilakukan 
penyisipan gen yang tahan terhadap serangan jamur patogen Ascochyta Rabiei. 
Hal ini tentu sangat bermanfaat dalam meningkatkan produksi tanaman Chickpea 
yang dibutuhkan di dunia. Dalam hal ini akan diidentifikasi kelompok-kelompok 
ID gen dalam Up-regulated (ID gen yang tahan dari serangan penyakit dan sangat 
signifikan dapat meningkatkan produksi tanaman Chickpea), Regulated (ID gen 
yang tidak cukup tahan dari serangan penyakit sehingga kurang mampu 
meningkatkan produksi tanaman Chickpea), dan Down-regulated (ID gen yang 
tidak tahan terhadap serangan penyakit dan sangat signifikan dapat menurunkan 
produksi tanaman Chickpea). 
Hasil penelitian data Chickpea menunjukkan bahwa ada ribuan ID gen 
(sekitar 4.000 ID gen) yang dapat diamati pada jaringan tanaman Chickpea, tetapi 
yang mampu berekspresi dengan baik hanya sejumlah 62 ID gen. Berdasarkan 62 
ID gen tersebut dapat dikelompokkan menjadi beberapa fungsi ID gen dalam 
jaringan tanaman Chickpea. Setiap ID gen yang diamati diulang sebanyak tiga 
kali secara independen, yaitu U1, U2, dan U3. Pengelompokan data perbedaan 
ekspresi gen pada jaringan tanaman Chickpea jenis Lasseter muda disimbolkan 
dengan LY-24 (U1, U2, U3). 
Data perbedaan ekspresi gen yang disajikan secara lengkap pada Tabel 4.1 
untuk ID gen dengan fungsi ketahanan dan Tabel 4.2 untuk ID gen dengan fungsi 
energi. Ada 15 ID gen yang memiliki fungsi ketahanan dan 11 ID gen dengan 
fungsi energi pada tanaman Chickpea pada kelompok Lasseter Muda (LY) pada 
kondisi sehat dan kondisi sakit. Kondisi sakit diamati setelah serangan selama 24 




kondisi sehat dengan ukuran sampel sebanyak tiga (U1, U2, dan U3) pada setiap 
ID gen. Data yang disajikan adalah data perbedaan ekspresi gen yang merupakan 









Hasil perhitungan data perbedaan ekspresi dari 15 ID gen dengan fungsi 
ketahanan dan 11 ID gen dengan fungsi energi menurut Tabel 4.1 dan Tabel 4.2, 
data tersebut selanjutnya dapat dikelompokkan menjadi tiga, yaitu bernilai negatif 
(-), nol, dan positip (+). Definisi setiap kelompok ID gen tersebut dapat dijabarkan 
sebagai berikut: 
1. Nilai negatip (-): nilai ekspresi gen kondisi sehat lebih besar dari kondisi 
sakit. Hal ini berarti bahwa ID gen pada kelompok ini masuk dalam 
kelompok Up-regulated. Pada kondisi ini, ID gen tahan terhadap serangan 
penyakit jamur patogen Ascochyta Rabiei dan dapat meningkatkan secara 
signifikan dari produksi tanaman Chickpea. ID gen-ID gen yang masuk 
dalam kelompok ini dapat digunakan sebagai dasar untuk menemukan 
varietas baru tanaman Chickpea yang tahan penyakit melalui penyisipan 
gen. Sebagai contoh, jika serangan penyakit terjadi pada ID gen kelompok 
ini pada jaringan daun, maka daun tanaman Chickpea akan tetap segar dan 
sehat (biasanya ditunjukkan dengan warna daun yang hijau dan subur). 
2. Nilai positip (+): nilai ekspresi gen kondisi sakit lebih besar dari kondisi 
sehat. Hal ini berarti bahwa ID gen pada kelompok ini masuk dalam 
kelompok Down-regulated. Pada kondisi ini, ID gen sangat tidak tahan 
terhadap serangan penyakit jamur patogen Ascochyta Rabiei dan dapat 
menurunkan secara signifikan dari produksi tanaman Chickpea. ID gen-ID 
gen yang masuk dalam kelompok ini tidak dapat digunakan sebagai dasar 
untuk menemukan varietas baru tanaman Chickpea yang tahan penyakit 
melalui penyisipan gen. Sebagai contoh, jika serangan penyakit terjadi 
pada ID gen kelompok ini pada jaringan daunnya, maka daun tanaman 
Chickpea akan menjadi layu dan sakit (biasanya ditunjukkan dengan 




3. Nilai nol (0): nilai ekspresi gen kondisi sakit sama atau relatif sama 
dengan kondisi sehat. Hal ini berarti bahwa ID gen pada kelompok ini 
masuk dalam kelompok Regulated. Pada kondisi ini, ID gen tersebut tahan 
terhadap serangan penyakit jamur patogen Ascochyta Rabiei, sehingga 
tidak signifikan berpengaruh terhadap produksi tanaman Chickpea. ID 
gen-ID gen yang masuk dalam kelompok ini dapat digunakan sebagai 
media untuk menemukan varietas baru tanaman Chickpea yang tahan 
penyakit melalui penyisipan gen dari kelompok Up-regulated. Sebagai 
contoh, jika serangan penyakit terjadi pada ID gen kelompok ini pada 
jaringan daun tanaman Chickpea, maka serangan penyakit ini tidak akan 
menyebabkan adanya perubahan kondisi daun tanaman Chickpea. 
 
Berdasarkan deskripsi data Chickpea kasus di Indonesia akan dilakukan 
pembangkitan data simulasi mengikuti pola data Chickpea berdasarkan konsep 
data driven menggunakan Algoritma 4.5 yang telah dijabarkan sebelumnya. 
 
Tabel 4.1. Data Perbedaan Ekspresi Gen pada 15 ID Gen LY-24  
dengan Fungsi Ketahanan 
 
No ID Gen Dugaan Fungsi Gen dalam Jaringan Tanaman Chickpea 
Ulangan 
Rata-Rata 
U1 U2 U3 
1 LS0024 Dis.resist response prot. DRRG49-C -0,6774 -0,4635 -0,0345 -0,3918 
2 LS0035 Putative auxin-repressed prot. -0,6801 -0,3246 -0,4733 -0,4926 
3 LS0616 Putative auxin-repressed prot. -0,9491 -0,3742 -0,3835 -0,5689 
4 LS0159 Beta-glucan binding protein -1,1699 -0,6513 -0,4797 -0,7670 
5 LS0162 Pathogenesis related prot. -0,5373 -0,7505 -0,0411 -0,4430 
6 LS0185 Pathogenesis related prot. -0,6855 -0,5024 -0,0483 -0,4121 
7 LS0612 Laccase-like protein -1,2309 -1,2487 -1,1705 -1,2167 
8 LS0081 Pathogenesis related prot. 4A -0,9387 -0,8640 -0,3513 -0,7180 
9 LS0752 Pathogenesis related prot. 4A -1,0805 -1,0393 -0,5859 -0,9019 
10 LS0759 Pathogenesis related prot. 4A -0,8109 -0,7626 -0,7468 -0,7734 
11 LS0688 Pathogenesis related prot. 4A -0,.9052 -1,1297 -0,4464 -0,8271 
12 U070 Homol to Avr9/Cf9 rapidly elic.prot. -0,7078 -1,5376 -0,1971 -0,8142 
13 U273 Prot.cont. leucine zipper motif -1,9066 -1,2884 -1,3690 -1,5214 
14 U278 Homol to SNAKIN2 antimicrobial peptide -0,7286 -0,3576 -0,4814 -0,5225 





b. Eksplorasi Data Simulasi  
 
 Eksplorasi data simulasi dilakukan terhadap data rata-rata hasil simulasi 
dari pembangkitan sebanyak 1.000 kali untuk mengetahui informasi lebih detail 
tentang data simulasi yang telah diperoleh, sehingga langkah-langkah analisis data 
selanjutnya dapat dipersiapkan. Penjabaran secara lengkap dari hasil eksplorasi 
data simulasi disajikan dalam Tabel 4.3 sampai dengan Tabel 4.6. 
 
Tabel 4.2. Data Perbedaan Ekspresi Gen pada 11 ID Gen LY-24  
dengan Fungsi Energi 
 
No ID Gen Dugaan Fungsi Gen dalam Jaringan Tanaman Chickpea 
Ulangan 
Rata-Rata 
U1 U2 U3 
1 LS0132 Thioredoxin -0,6167 -0,4241 -0,5351 -0,5253 
2 LS0341 Thioredoxin H-type 1 -1,2333 -1,0169 -1,1079 -1,1193 
3 U001 Photosystem I reaction center subunit IX -0,9131 -0,5340 0,0680 -0,4597 
4 U325 Photosystem I assembly prot.ycf3 -1,4996 -1,3232 -0,6091 -1,1440 
5 U385 Chloroplast DNA -0,9230 -0,4592 -0,2544 -0,5455 
6 U447 ATP synthase C chain -0,7630 -0,6241 -0,0346 -0,4739 
7 CA0426 Chlorophyll a/b binding protein -1,1077 -0,8226 8,08E-05 -0,6434 
8 CA0534 Chlorophyll a/b binding protein -0,8499 -0,8047 -0,5594 -0,7380 
9 CA0702 NADH-plastoquinone oxidoreductase chain 1 -0,4451 -0,9759 -0,8224 -0,7478 
10 CA0810 Chloroplast val-tRNA -0,9457 -0,6581 -0,4086 -0,6708 
11 CA1120 Chloroplast DNA -0,7139 -0,7865 0,3875 -0,3710 
 
(1). Statistika Deskriptif Data Simulasi 
 Data simulasi yang telah dibangkitkan sesuai dengan karakteristik data 
Chickpea, artinya jika data Chickpea berdistribusi mixture normal dua atau tiga 
komponen ataupun berdistribusi normal unimodal, maka data simulasi dibangun 
sesuai dengan karakteristik data Chickpea tersebut. Sebagaimana yang telah 
dijelaskan dalam Bab III, bahwa pendekatan distribusi normal yang digunakan 
dalam penelitian ini mengikuti distribusi normal sebagaimana yang digunakan 
dalam penelitian-penelitian sebelumnya dan bukan dari hasil statistik uji 
kenormalan. Hal ini disebabkan oleh ukuran sampel data Chickpea sebagai acuan 
pembangkitan data simulasi memiliki jumlah yang sangat sedikit, yaitu 3n  , 
sehingga menghasilkan informasi kenormalan yang semu. Informasi ini dapat 




distribusi setiap ID yang diamati dinyatakan berdistribusi normal tetapi memiliki 
nilai skewness dan nilai kurtosis bukan 0. Hasil identifikasi jumlah komponen 
mixture dari data Chickpea disajikan dalam Tabel 4.13. Secara lengkap, data 
simulasi dideskriptifkan dalam Tabel 4.3 sampai dengan Tabel 4.6. 
 Pada data simulasi, setiap ID gen dibangkitkan dengan ukuran sampel 
sebanyak tiga, yaitu U1, U2 dan U3 dan pembangkitan ini diulang sebanyak 1.000 
kali. Sebagai contoh, pada Tabel 4.3, nilai U1=-0,6241 pada ID gen LS0024 
berasal dari nilai rata-rata 1.000 kali ulangan. Sedangkan nilai rata-rata yang 
sebesar -0,3918 pada pada ID gen LS0024 berasal dari rata-rata tiga kali ulangan. 
Penyusunan data dalam Tabel 4.3 sampai dengan Tabel 4.6 dilakukan sesuai 
dengan fungsi ID gen dalam data Chickpea dan antara ID gen yang satu dengan 
ID gen yang lain bersifat independen. Deskripsi data simulasi pada Tabel 4.5 dan 
Tabel 4.6 digunakan untuk memberikan informasi secara umum dari data simulasi 
melalui statistika deskriptif, tetapi data simulasi yang nantinya di analisis tetap 
data perbedaan ekspresi gen setiap ID gen yang diperoleh pada rata-rata 1.000 kali 
pembangkitan di setiap ulangan U1, U2 dan U3. 
 
(2). Plot Vertikal Data Simulasi 
 Plot data simulasi secara vertikal dilakukan untuk mengetahui adanya 
indikasi mixture dalam data secara visual. Hasil plot disajikan pada Gambar 4.2 
untuk ID gen fungsi ketahanan dan Gambar 4.3 untuk ID gen fungsi energi. 
Berdasarkan hasil plot vertikal data simulasi dapat diketahui bahwa dari 1.000 kali 
pembangkitan untuk setiap ulangan U1, U2 dan U3 pada setiap ID gen, memiliki 
hasil sesuai dengan pola data Chickpea dan secara visual ada indikasi mixture 
dalam data simulasi. Kesamaan pola data simulasi dengan pola data Chickpea ini 
telah dilakukan pengujian dengan goodness of fit KS sebagaimana ditunjukkan 
hasilnya pada Tabel 4.7 dan Tabel 4.8. 
 
(3). Validasi Data Simulasi 
Untuk memvalidasi data simulasi yang telah dibangun apakah 
sesuai/mengikuti data Chickpea digunakan goodness of fit KS dua sample 
independen sebagaimana yang telah dijabarkan sebelumnya. Hasil yang diperoleh 




Hasil validasi yang disajikan pada Tabel 4.7 dan Tabel 4.8 menunjukkan 
bahwa semua data simulasi yang dibangkitkan tetap sesuai dengan data Chickpea. 
Artinya, jika data Chickpea berdistribusi normal mixture dua komponen, maka 
data simulasi juga berdistribusi normal mixture dua komponen. Apabila data 
Chickpea berdistribusi normal mixture tiga komponen, maka data simulasi juga 
berdistribusi normal mixture tiga komponen. Demikian juga jika data Chickpea 
berdistribusi normal unimodal maka data simulasi juga berdistribusi normal 




setiap ID gen yang diamati. Menurut Gambar 4.5 dan Gambar 4.6 dapat 
ditunjukkan bahwa nilai-nilai KS dari 1.000 kali pembangkitan data simulasi 
untuk setiap ID gen pada fungsi ketahanan dan fungsi energi tetap memiliki nilai 
0,05P
value
 . Model yang dibangun di setiap ID gen pada data simulasi 
disesuaikan dengan model yang paling tepat untuk data Chickpea. Hasil validasi 
data simulasi ini telah membuktikan bahwa ada beberapa data Chickpea yang 
masih tetap mengikuti distribusi normal unimodal (sesuai informasi awal tentang 
data Chickpea yang diketahui), dimana dalam hal ini ada tujuh data ID gen, yaitu: 
LS0035, LS0612, LS0759, U278, U017, LS0132 dan LS0341. Sedangkan 16 ID 
gen memiliki distribusi mixture normal bimodal (mixture normal dengan dua 
komponen), yaitu ID gen: LS0024, LS0616, LS0159, LS0162, LS0185, LS0081, 
LS0752, LS0688, U273, U325, U385, U447, CA0426, CA0534, CA0702 dan 
CA1120 dan ada tiga ID gen yang memiliki distribusi mixture normal trimodal 
(mixture normal dengan tiga komponen), yaitu ID gen: U070, U001 dan CA0810. 
Selain itu, melalui data simulasi ini juga telah ditemukan nilai toleransi 
0,0999   yang menunjukkan nilai variabilitas data simulasi yang masih 
mungkin dilakukan agar pola data simulasi tetap mengikuti pola data Chickpea. 
 
4.8. Data Chickpea 
 Data Chickpea merupakan data perbedaan ekspresi gen dari jaringan 
tanaman Chickpea sebagai hasil dari percobaan microarray yang merupakan hasil 
dari penelitian Harijati (2007). Eksplorasi data Chickpea secara lengkap disajikan 





a. Statistika Deskriptif Data Chickpea 
Hasil statistika deskriptif data Chickpea untuk 15 ID gen dengan fungsi 
ketahanan dan 11 ID gen dengan fungsi energi disajikan dalam Tabel 4.9 dan 
Tabel 4.10. Statistika deskriptif yang disajikan terdiri dari ukuran sampel ,n  nilai 
rata-rata, nilai simpangan baku, nilai minimum, nilai Quartil1 (Q1), nilai Quartil3 
(Q3), nilai maksimum, nilai kisaran (range) dan nilai skewness dari data. Masing-
masing nilai statistika deskriptif diberikan untuk setiap ID gen yang diamati. 
 
Tabel 4.3. Rata-Rata Data Simulasi dari Pembangkitan 1.000 kali  
pada setiap Ulangan untuk ID Gen LY-24 Fungsi Ketahanan 
 
No ID Gen Fungsi Ketahanan 
Ulangan 
Rata-Rata 
U1 U2 U3 
1 LS0024 -0,6241 -0,4632 -0,0880 -0,3918 
2 LS0035 -0,6251 -0,4767 -0,3778 -0,4932 
3 LS0616 -0,8970 -0,3885 -0,4253 -0,5703 
4 LS0159 -1,1179 -0,6544 -0,5298 -0,7674 
5 LS0162 -0,6988 -0,5336 -0,0943 -0,4422 
6 LS0185 -0,6350 -0,4998 -0,1008 -0,4119 
7 LS0612 -1,2127 -1,2197 -1,2122 -1,2127 
8 LS0081 -0,8875 -0,8623 -0,4046 -0,7181 
9 LS0752 -1,0311 -1,0316 -0,6381 -0,6876 
10 LS0759 -0,7772 -0,7728 -0,7785 -0,7762 
11 LS0688 -1,0795 -0,9007 -0,4983 -0,3599 
12 U070 -1,4864 -0,7061 -0,2483 -0,4955 
13 U273 -1,8522 -1,3727 -1,3413 -1,5221 
14 U278 -0,6743 -0,4831 -0,4098 -0,5224 
15 U017 -0,3296 -0,2470 -0,2276 -0,2681 
     
 
 
b. Distribusi Data Chickpea 
 Identifikasi bentuk distribusi data Chickpea untuk setiap ID gen dengan 
statistik uji kenormalan KS dilakukan untuk membuktikan bahwa statistik uji ini 
menghasilkan informasi kenormalan yang semu akibat dari ukuran sampel 3n 
yang cukup kecil. Hasil identifikasi distribusi kenormalan dapat dilihat pada Tabel 
4.11 dan Tabel 4.12. Berdasarkan hasil identifikasi distribusi kenormalan data 




diamati memiliki distribusi normal. Hal ini dapat diketahui berdasarkan valuep  
yang diperoleh dari uji kenormalan Kolmogorov-Smirnov (KS) lebih besar atau 
sama dengan 0,05.   Hasil uji  kenormalan KS ini memberikan informasi 
distribusi kenormalan yang semu karena ukuran sampel yang cukup kecil, yaitu 
3.n   Hal ini dapat dilihat bahwa walaupun hasil uji distribusi kenormalan KS 
menunjukkan berdistribusi normal tetapi dari nilai skewness dan kurtosis yang 
dihasilkan memiliki nilai bukan 0. Artinya informasi distribusi normal yang 
diperoleh dari KS adalah informasi semu. Oleh karena itu, dalam penelitian ini 
pendekatan distribusi normal untuk data Chickpea bukan berdasarkan uji 
kenormalan KS tetapi mengikuti distribusi normal berdasarkan penelitian-
penelitian data microarray sebelumnya. 
 
 
Tabel 4.4. Rata-Rata Data Simulasi dari Pembangkitan 1.000 kali pada  
setiap Ulangan untuk ID Gen LY-24 Fungsi Energi 
 
No ID Gen Fungsi Energi 
Ulangan 
Rata-Rata 
U1 U2 U3 
1 LS0132 -0,5616 -0,5307 -0,4781 -0,5235 
2 LS0341 -1,1792 -1,1134 -1,0687 -1,1204 
3 U001 -0,8628 -0,5305 0,0158 -0,4592 
4 U325 -1,4493 -1,3215 -0,6623 -0,9236 
5 U385 -0,8709 -0,4621 -0,3058 -0,5463 
6 U447 -0,7124 -0,6218 -0,0870 -0,4737 
7 CA0426 -1,0557 -0,8208 -0,0495 -0,3519 
8 CA0534 -0,7974 -0,7974 -0,6152 -0,7367 
9 CA0702 -0,9262 -0,8219 -0,4988 -0,7490 
10 CA0810 -0,8932 -0,6565 -0,4592 -0,6696 





Gambar 4.2. Plot Vertikal Rata-Rata dari 1.000 Kali Pembangkitan Data 




Gambar 4.3. Plot Vertikal Rata-Rata dari 1.000 Kali Pembangkitan Data 





Tabel 4.5. Statistika Deskriptif Data Simulasi (Pembangkitan 1.000 kali) untuk ID Gen LY-24 Fungsi Ketahanan 
 
No 
ID Gen Fungsi 
Ketahanan 




1 LS0024 3 -0,3918 0,2773 -0,6241 -0,5436 -0,2756 -0,0880 0,5361 1,09 
2 LS0035 3 -0,4932 0,1292 -0,6251 -0,5515 -0,4273 -0,3767 0,2484 -0,59 
3 LS0616 3 -0,5703 0,2852 -0,8970 -0,6666 -0,4069 -0,3775 0,5195 -1,70 
4 LS0159 3 -0,7674 0,3118 -1,1179 -0,8862 -0,5921 -0,5296 0,5882 -1,42 
5 LS0162 3 -0,4422 0,3143 -0,6988 -0,6162 -0,3140 -0,0943 0,6045 1,20 
6 LS0185 3 -0,4119 0,2798 -0,6351 -0,5674 -0,3003 -0,1008 0,5343 1,28 
7 LS0612 3 -1,2149 0,0256 -1,2397 -1,2269 -1,2025 -1,1908 0,0489 -1,70 
8 LS0081 3 -0,7181 0,2737 -0,9028 -0,8749 -0,6258 -0,4047 0,4982 1,72 
9 LS0752 3 -0,9003 0,2292 -1,0580 -1,0314 -0,8214 -0,6382 0,4199 1,73 
10 LS0759 3 -0,7762 0,0212 -0,7960 -0,7865 -0,7663 -0,7556 0,0405 1,37 
11 LS0688 3 -0,8262 0,2996 -1,0795 -0,9901 -0,6995 -0,4983 0,5812 1,06 
12 U070 3 -0,8136 0,6270 -1,4864 -1,0962 -0,4772 -0,2483 1,2381 -0,75 
13 U273 3 -1,5221 0,2881 -1,8522 -1,6189 -1,3570 -1,3284 0,5238 -1,71 
14 U278 3 -0,5224 0,1409 -0,6743 -0,5805 -0,4465 -0,4062 0,2681 -1,19 




Tabel 4.6. Statistika Deskriptif Data Simulasi (Pembangkitan 1.000 kali) untuk ID Gen LY-24 Fungsi Energi 
 
No 
ID Gen Fungsi 
Energi 




1 LS0132 3 -0,5235 0,0528 -0,5735 -0,5488 -0,4985 -0,4728 0,1007 0,75 
2 LS0341 3 -1,1204 0,0654 -1,1828 -1,1513 -1,0892 -1,0585 0,1243 -0,56 
3 U001 3 -0,4592 0,4450 -0,8628 -0,6966 -0,2574 0,0158 0,8786 0,70 
4 U325 3 -1,1443 0,4237 -1,4493 -1,3854 -0,9919 -0,6623 0,7871 1,56 
5 U385 3 -0,5462 0,2938 -0,8709 -0,6665 -0,3839 -0,3058 0,5651 -1,19 
6 U447 3 -0,4737 0,3397 -0,7140 -0,6671 -0,3536 -0,0870 0,6269 1,59 
7 CA0426 3 -0,6420 0,5275 -1,0557 -0,9382 -0,4351 -0,0495 1,0062 1,35 
8 CA0534 3 -0,7367 0,1099 -0,8243 -0,7974 -0,7706 -0,6152 0,2091 1,73 
9 CA0702 3 -0,7490 0,2256 -0,9271 -0,8740 -0,6599 -0,4985 0,4283 1,32 
10 CA0810 3 -0,6696 0,2202 -0,8932 -0,7748 -0,5579 -0,4592 0,4340 -0,27 




Tabel 4.7. Hasil Uji KS Dua Sampel Independen antara Data Chickpea dengan 
Data Simulasi untuk ID Gen Fungsi Ketahanan 
 
No 
ID Gen Fungsi 
Ketahanan 
n  
Model yang Dibangun sesuai Pola Data 
Chickpea 
P-value 
1 LS0024 3 Mixture Normal 2 Komponen 0,996 
2 LS0035 3 Normal Unimodal 0,996 
3 LS0616 3 Mixture Normal 2 Komponen 0,518 
4 LS0159 3 Mixture Normal 2 Komponen 0,996 
5 LS0162 3 Mixture Normal 2 Komponen 0,996 
6 LS0185 3 Mixture Normal 2 Komponen 0,996 
7 LS0612 3 Normal Unimodal 0,518 
8 LS0081 3 Mixture Normal 2 Komponen 0,996 
9 LS0752 3 Mixture Normal 2 Komponen 0,518 
10 LS0759 3 Normal Unimodal 0,518 
11 LS0688 3 Mixture Normal 2 Komponen 0,996 
12 U070 3 Mixture Normal 3 Komponen 0,996 
13 U273 3 Mixture Normal 2 Komponen 0,996 
14 U278 3 Normal Unimodal 0,996 




Tabel 4.8. Hasil Uji KS Dua Sampel Independen antara Data Chickpea  
dengan Data Simulasi untuk ID Gen Fungsi Energi 
 
No 
ID Gen Fungsi 
Energi 
n  
Model yang Dibangun sesuai Pola 
Data Chickpea 
P-value 
1 LS0132 3 Normal Unimodal 0,996 
2 LS0341 3 Normal Unimodal 0,996 
3 U001 3 Mixture Normal 3 Komponen 0,996 
4 U325 3 Mixture Normal 2 Komponen 0,996 
5 U385 3 Mixture Normal 2 Komponen 0,996 
6 U447 3 Mixture Normal 2 Komponen 0,996 
7 CA0426 3 Mixture Normal 2 Komponen 0,996 
8 CA0534 3 Mixture Normal 2 Komponen 0,518 
9 CA0702 3 Mixture Normal 2 Komponen 0,996 
10 CA0810 3 Mixture Normal 3 Komponen 0,996 




c. Plot Vertikal Data Chickpea 
Plot secara vertikal dari data Chickpea digunakan untuk kemudahan 
identifikasi indikasi distribusi mixture dalam data. Hasil plot secara vertikal 
disajikan dalam Gambar 4.3 untuk ID gen fungsi ketahanan dan Gambar 4.4 untuk 
ID gen fungsi energi. 
Berdasarkan plot data secara vertikal sebagaimana ditunjukkan pada 
Gambar 4.3 dan Gambar 4.4 serta penetapan pendekatan distribusi normal yang 
digunakan dapat diketahui bahwa ada indikasi data berdistribusi normal unimodal, 
mixture normal bimodal, dan mixture normal trimodal. Ada tujuh ID gen yang 
memiliki indikasi berdistribusi normal unimodal, yaitu ID gen: LS0035, LS0612, 
LS0759, U278, U017, LS0132 dan LS0341. Ada 16 ID gen yang memiliki 
indikasi berdistribusi mixture normal bimodal (mixture normal dengan dua 
komponen), yaitu ID gen: LS0024, LS0616, LS0159, LS0162, LS0185, LS0081, 
LS0752, LS0688, U273, U325, U385, U447, CA0426, CA0534, CA0702 dan 
CA1120. Kemudian ada tiga ID gen yang memiliki indikasi berdistribusi mixture 
normal trimodal (mixture normal dengan tiga komponen), yaitu ID gen: U070, 
U001 dan CA0810. 
 
d. Deteksi Jumlah Komponen Mixture Data Chickpea 
 Deteksi jumlah komponen mixture dalam data Chickpea menggunakan 
Algoritma 4.3, yaitu algoritma tentang Pengembangan Algoritma RJMCMC. 
Secara lengkap, hasil identifikasi jumlah komponen mixture dalam data Chickpea 
disajikan pada Tabel 4.13. 
Berdasarkan Tabel 4.11, Tabel 4.12, dan Tabel 4.13 dapat ditunjukkan 
bahwa dari 26 ID gen yang diamati (15 ID gen dengan fungsi ketahanan dan 11 
ID gen dengan fungsi energi) teridentifikasi ada lima ID gen dari fungsi ketahanan 
berdistibusi normal unimodal, yaitu ID gen: LS0035, LS0612, LS0759, U278 dan 
U017, ada sembilan ID gen berdistribusi mixture normal dengan dua komponen, 
yaitu ID gen: LS0024, LS0616, LS0159, LS0162, LS0185, LS0081, LS0752, 
LS0688 dan U273 serta ada satu ID gen berdistribusi mixture normal dengan tiga 
komponen, yaitu ID gen U070. Sedangkan untuk ID gen dengan fungsi energi, 




LS0132 dan LS0341, ada tujuh ID gen berdistribusi mixture normal dengan dua 
komponen, yaitu ID gen: U325, U385, U447, CA0426, CA0534, CA0702 dan 
CA1120, serta ada dua ID gen berdistribusi mixture normal dengan tiga 
komponen, yaitu ID gen U001 dan CA0810. 
Secara umum, dari 26 ID gen yang diamati, ada tujuh ID gen yang 
memiliki distribusi normal unimodal, ada 16 ID gen yang memiliki distribusi 
mixture normal bimodal (mixture normal dengan dua komponen) dan ada tiga ID 
gen yang memiliki distribusi mixture normal trimodal (mixture normal dengan 
tiga komponen). Hasil uji Tabel 4.13 ini digunakan sebagai dasar pembangkitan 
data simulasi untuk setiap ID gen yang diamati. 
Hasil eksplorasi, identifikasi distribusi dan identifikasi jumlah komponen 
mixture dalam data yang diamati, baik untuk data simulasi dan data Chickpea 
yang telah dilakukan dan selanjutnya akan dibangun pemodelan normal dengan 
pendekatan Bayesian Unimodal Model (BUM), Bayesian Model Averaging 
(BMA), Bayesian Mixture Model (BMM), dan Bayesian Mixture Model 
Averaging (BMMA), dimana masing-masing model akan dibandingkan dengan 
pemodelan OLS berdasarkan nilai goodness of fit KS. Pemodelan BUM dan BMA 
akan disajikan dalam BAB V, Pemodelan BMM akan disajikan dalam BAB VI, 










Tabel 4.9. Statistika Deskriptif Data Chickpea, Perbedaan Ekspresi Gen dari 15 ID Gen LY-24 dengan Fungsi Ketahanan 
 
No 
ID Gen Fungsi 
Ketahanan 
n  Rata-Rata Simpangan Baku Minimum Q1 Q3 Maksimum Kisaran (Range) Skewness 
1 LS0024 3 -0.392 0.327 -0.677 -0.677 -0.034 -0.034 0.643 0,94 
2 LS0035 3 -0.493 0.179 -0.680 -0.680 -0.325 -0.325 0.355 -0,48 
3 LS0616 3 -0.569 0.329 -0.949 -0.949 -0.374 -0.374 0.575 -1,73 
4 LS0159 3 -0.767 0.359 -1.170 -1.170 -0.480 -0.480 0.690 -1,30 
5 LS0162 3 -0.443 0.364 -0.750 -0.750 -0.041 -0.041 0.709 1,09 
6 LS0185 3 -0.412 0.328 -0.686 -0.686 -0.048 -0.048 0.637 1,15 
7 LS0612 3 -1.217 0.041 -1.249 -1.249 -1.171 -1.171 0.078 1,37 
8 LS0081 3 -0.718 0.320 -0.939 -0.939 -0.351 -0.351 0.587 1,63 
9 LS0752 3 -0.902 0.274 -1.081 -1.081 -0.586 -0.586 0.495 1,69 
10 LS0759 3 -0.773 0.033 -0.811 -0.811 -0.747 -0.747 0.064 -1,31 
11 LS0688 3 -0.827 0.348 -1.130 -1.130 -0.446 -0.446 0.683 0,96 
12 U070 3 -0.814 0.677 -1.538 -1.538 -0.197 -0.197 1.340 -0,69 
13 U273 3 -1.521 0.336 -1.907 -1.907 -1.288 -1.288 0.618 -1,62 
14 U278 3 -0.523 0.189 -0.729 -0.729 -0.358 -0.358 0.371 -0,93 




Tabel 4.10. Statistika Deskriptif Data Chickpea, Perbedaan Ekspresi Gen dari 11 ID Gen LY-24 dengan Fungsi Energi 
 
No 
ID Gen Fungsi 
Energi 
n  Rata-Rata Simpangan Baku Minimum Q1 Q3 Maksimum Kisaran (Range) Skewness 
1 LS0132 3 -0.525 0.097 -0.617 -0.617 -0.424 -0.424 0.193 0,45 
2 LS0341 3 -1.119 0.109 -1.233 -1.233 -1.017 -1.017 0.216 -0,47 
3 U001 3 -0.460 0.495 -0.913 -0.913 0.068 0.068 0.981 0,66 
4 U325 3 -1.144 0.472 -1.500 -1.500 -0.609 -0.609 0.890 1,46 
5 U385 3 -0.546 0.343 -0.923 -0.923 -0.254 -0.254 0.669 -1,06 
6 U447 3 -0.474 0.387 -0.763 -0.763 -0.035 -0.035 0.728 1,48 
7 CA0426 3 -0.643 0.575 -1.108 -1.108 0.000 0.00008 1.108 1,27 
8 CA0534 3 -0.738 0.156 -0.850 -0.850 -0.559 -0.559 0.291 1,57 
9 CA0702 3 -0.748 0.273 -0.976 -0.976 -0.445 -0.445 0.531 1,14 
10 CA0810 3 -0.671 0.269 -0.946 -0.946 -0.409 -0.409 0.537 -0,21 





























0,05   
Gambar 4.6. Dotplot Nilai P-value KS dari 1.000 Kali Pembangkitan Data Simulasi 
untuk Setiap ID Gen Fungsi Ketahanan 
 
 
0,05   
Gambar 4.7. Dotplot Nilai P-value KS dari 1.000 Kali Pembangkitan Data Simulasi 




Tabel 4.11. Uji Distribusi Normal Data Chickpea untuk 15 ID Gen Fungsi Ketahanan 








U1 U2 U3   
1 LS0024 -0,6774 -0,4635 -0,0345 -0,3918 0,94 * 0,150  
2 LS0035 -0,6801 -0,3246 -0,4733 -0,4926 -0,48 * 0,150  
3 LS0616 -0,9491 -0,3742 -0,3835 -0,5689 -1,73 * 0, 086  
4 LS0159 -1,1699 -0,6513 -0,4797 -0,7670 -1,30 * 0,150  
5 LS0162 -0,5373 -0,7505 -0,0411 -0,4430 1,09 * 0,150  
6 LS0185 -0,6855 -0,5024 -0,0483 -0,4121 1,15 * 0,150  
7 LS0612 -1,2309 -1,2487 -1,1705 -1,2167 1,37 * 0,150  
8 LS0081 -0,9387 -0,8640 -0,3513 -0,7180 1,63 * 0,150  
9 LS0752 -1,0805 -1,0393 -0,5859 -0,9019 1,69 * 0,130  
10 LS0759 -0,8109 -0,7626 -0,7468 -0,7734 -1,31 * 0,150  
11 LS0688 -0,.9052 -1,1297 -0,4464 -0,8271 0,96 * 0,150  
12 U070 -0,7078 -1,5376 -0,1971 -0,8142 -0,69 * 0,150  
13 U273 -1,9066 -1,2884 -1,3690 -1,5214 -1,62 * 0,150  
14 U278 -0,7286 -0,3576 -0,4814 -0,5225 -0,93 * 0,150  
15 U017 -0,3842 -0,2364 -0,1742 -0,2649 -1,11 * 0,150  
* Nilai kurtosis tidak teridentifikasi, 0,05   
Tabel 4.12. Uji Distribusi Normal Data Chickpea untuk 11 ID Gen Fungsi Energi 








U1 U2 U3   
1 LS0132 -0,5616 -0,5307 -0,4781 -0,5235 0,45 *    0,150  
2 LS0341 -1,1792 -1,1134 -1,0687 -1,1204 -0,47 * 0,150  
3 U001 -0,8628 -0,5305 0,0158 -0,4592 0,66 * 0,150  
4 U325 -1,4493 -1,3215 -0,6623 -0,9236 1,46 * 0,150  
5 U385 -0,8709 -0,4621 -0,3058 -0,5463 -1,06 * 0,150  
6 U447 -0,7124 -0,6218 -0,0870 -0,4737 1,48 * 0,150  
7 CA0426 -1,0557 -0,8208 -0,0495 -0,3519 1,27 * 0,150  
8 CA0534 -0,7974 -0,7974 -0,6152 -0,7367 1,57 * 0,150  
9 CA0702 -0,9262 -0,8219 -0,4988 -0,7490 1,14 * 0,150  
10 CA0810 -0,8932 -0,6565 -0,4592 -0,6696 -0,21 * 0,150  
11 CA1120 -0,7348 -0,7129 0,3356 -0,3707 1,71 * 0,111  




Tabel 4.13.  Hasil Uji Jumlah Komponen Mixture dalam  
 Data Chickpea dengan dengan Pengembangan  
 Algoritma RJMCMC 
 
No ID Gen 
Uji Jumlah Komponen Mixture  
Fungsi Ketahanan: 
1 LS0024 2 
2 LS0035 1 
3 LS0616 2 
4 LS0159 2 
5 LS0162 2 
6 LS0185 2 
7 LS0612 1 
8 LS0081 2 
9 LS0752 2 
10 LS0759 1 
11 LS0688 2 
12 U070 3 
13 U273 2 
14 U278 1 
15 U017 1 
Fungsi Energi: 
 
1 LS0132 1 
2 LS0341 1 
3 U001 3 
4 U325 2 
5 U385 2 
6 U447 2 
7 CA0426 2 
8 CA0534 2 
9 CA0702 2 
10 CA0810 3 












































5. BAB V 
 
BAYESIAN UNIMODAL MODEL DAN BAYESIAN MODEL 
AVERAGING UNTUK IDENTIFIKASI DATA CHICKPEA  
 
Dalam bab ini akan disajikan beberapa algoritma yang terkait dengan 
identifikasi perbedaan ekspresi gen tanaman Chickpea di Indonesia melalui pemodelan 
Bayesian unimodal normal (BUM-normal) dan pemodelan Bayesian Averaging normal 
unimodal (BMA-normal unimodal). Selain itu, beberapa algoritma yang telah dibangun 
diimplementasikan pada data simulasi dan data Chickpea. 
 
5.1. Pemodelan dan Algoritma untuk Bayesian Unimodal Model (BUM) Normal 
 
Pemodelan Bayesian normal unimodal merupakan sebuah pemodelan yang 
menggunakan pendekatan Bayesian dimana distribusi normal dari data hanya memiliki 
satu modus (normal unimodal). Dasar perhitungannya menggunakan konsep Bayesian 
dimana penentuan distribusi posterior parameter model berdasarkan perkalian dari 
fungsi likelihood data dengan distribusi priornya. Pemodelan BUM-normal dibentuk 
menggunakan algoritma MCMC pendekatan Gibbs Sampler. Tahapan-tahapan 
algoritma MCMC pendekatan Gibbs Sampler (Algoritma 2.1) telah dijabarkan secara 
lengkap di sub bab 2.5.5. 
Algoritma MCMC pendekatan Gibbs Sampler (Algoritma 2.1) merupakan sebuah 
algoritma dari metode MCMC yang menggunakan salah satu pendekatan umum untuk 
suatu   dengan ( )g   yang berbentuk komplek dengan metode Gibbs Sampler. Metode 
pendekatan ini merupakan suatu teknik simulasi untuk membangkitkan variabel random 
dari suatu distribusi tertentu secara tidak langsung tanpa harus menghitung densitasnya 
dan merupakan generator yang sangat efisien. Cara kerja metode Gibbs Sampler ini 
didasarkan pada sifat-sifat dasar dari Markov Chain, sehingga perhitungan yang sulit 
dapat dihindari karena konsep pentahapan proses Markov digunakan sebagai tahap 
iterasi dan proses estimasi parameter. Proses untuk membangkitkan variabel random 






Dalam hal ini   yang dimaksud adalah himpunan parameter yang memuat
lambda, sigma dan tau  sebagai parameter distribusi normal unimodal. Algoritma 2.1 
akan menghasilkan distribusi setiap parameter dalam   yang dapat digunakan untuk 
penduga rata-rata bagi lambda , sigma  dan tau  dalam pemodelan BUM-normal, 
sehingga model tersebut dapat diestimasi. Selanjutnya, mengevaluasi pemenuhan 
asumsi pemodelan Bayesian pada model BUM-normal dengan kriteria independence 
antar data bangkitan numerik setiap parameter model, irreducible, aperiodic dan 
recurrent melalui plot fungsi autokorelasi, distribusi Kernel, historydata bangkitan 
numerik dan quantiles dari hasil program WinBUGS untuk mendapatkan model yang 
terbaik. Apabila model terbaik telah diperoleh, maka langkah selanjutnya adalah 
memvalidasi model BUM-normal dengan goodness of fit KS yang telah dijabarkan pada 
sub bab 2.7 dan menentukan nilai batas bawah dan batas atas HPD dengan credible 
interval 95% dari model BUM-normal terbaik sebagaimana yang telah dijabarkan pada 
sub bab 2.8. Langkah terakhir, menentukan kelompok data ke dalam group kategori 
Down-regulated, Regulated, dan Up-regulated.  
 Pemodelan BUM-normal dibentuk dari data yang memiliki distribusi normal 
unimodal dengan fungsi likelihood dari data sebagaimana telah dijabarkan dalam 
persamaan (2.28). Pemodelan dengan pendekatan Bayesian ini harus ditentukan 
distribusi prior setiap parameter dalam model. Prior dapat ditentukan dengan 
pendekatan struktur hirarki sebagaimana telah dijelaskan dalam sub bab 2.3.4. Langkah 
selanjutnya membentuk distribusi posterior setiap parameter yang merupakan kombinasi 
dari fungsi likelihood dan distribusi prior. Bentuk distribusi posterior yang diperoleh 
akan merupakan distribusi gabungan dari semua parameter dalam model BUM-normal 
sebagaimana yang telah dijabarkan dalam persamaan (2.29). 
 Distribusi bersyarat penuh dari masing-masing parameter BUM-normal yang 
menyusun distribusi posteriornya telah dijabarkan secara lengkap pada sub bab 2.5. 
Untuk memudahkan estimasi parameter model BUM-normal, struktur hirarki dari 
distribusi posterior digambarkan dalam DAG sebagaimana dalam Gambar 2.2. 





Apabila model BUM-normal terbaik telah dibentuk, langkah selanjutnya 
membentuk HPD dengan credible interval 95% untuk densitas, ( ),f x |  BUM-normal, 
menggunakan konsep distribusi setimbang HPD yang proses lengkapnya telah 
dijabarkan dalam Algoritma 2.3. Pembentukan HPD ini dimaksudkan untuk 
mengelompokkan ID gen yang diamati ke dalam kelompok Down-regulated, Regulated, 
atau Up-regulated. Dalam HPD dengan credible interval 95%, akan ada tiga kelompok 
area yang ditetapkan, yaitu (1) Area-area yang memiliki nilai-nilai yang lebih kecil dari 
batas bawah namakan a, (2) Area-area yang memiliki nilai-nilai di antara nilai batas 
bawah namakan a dan batas atas namakan b, dan (3) Area-area yang memiliki nilai-nilai 
yang lebih besar dari batas atas namakan b. Ketiga area itu yang dapat 
mengelompokkan ID gen ke dalam kelompok Up-regulated di area (1), Regulated di 
area (2), dan Down-regulated di area (3). Sebagai contoh ilustrasi pembentukan HPD 
dengan credible interval 95% untuk model BUM-normal ditunjukkan pada Gambar 5.1. 
 
Gambar 5.1. Ilustrasi Pembentukan HPD dengan Credible Interval 95% 
pada Model BUM-normal 
 
 Proses penetapan nilai-nilai batas dari HPD dengan credible interval 95% 
melalui langkah-langkah dalam Algoritma 2.3 sebagaimana yang telah dijabarkan dalam 




Algoritma 5.1. Algoritma BUM-normal 
 Algoritma BUM-normal dibangun untuk memudahkan penetapan model BUM-
normal dari data yang diamati, yaitu data berdistribusi normal unimodal sebagaimana 
yang telah dibahas pada Bab II. Dalam membentuk model BUM-normal digunakan 
bantuan program WinBUGS untuk mendapatkan penduga-penduga parameter model, 
baik , dan ,    dimana model BUM-normal dibangkitkan sebanyak 1.000 model 
dengan masing-masing parameter yang dibangkitkan sebanyak  5.000 kali. Langkah 
selanjutnya, mengevaluasi kebaikan model menurut kriteria pemenuhan pemodelan 
Bayesian melalui fungsi autokorelasi, distribrusi Kernel, history, dan quantiles untuk 
setiap parameter yang diduga (setiap deretan bangkitan parameter harus memenuhi 
kriteria independence, irreducible, aperiodic, dan recurrent). Model BUM-normal yang 
telah memenuhi kriteria independence antar iterasinya ditunjukkan oleh plot fungsi 
autokorelasi yang memiliki ciri hanya lag-0 yang signifikan berbeda dengan nol, 
sedangkan lag-lag selain lag-0 tidak signifikan berbeda dengan dengan nol dan 
konvergensi estimasi setiap parameter model telah memenuhi syarat, yaitu ditunjukkan 
oleh distribrusi Kernel, history, dan quantiles yang berciri irreducible, aperiodic dan 
recurrent. Dalam langkah ini, akan diperoleh model BUM-normal terbaik, sehingga 
langkah berikutnya adalah mengevaluasi kebaikan model dengan goodness of fit KS. 
Pada langkah ini, konsep jarak terbesar antara densitas kumulatif empiris dan densitas 
kumulatif dugaan digunakan untuk mengetahui sejauh mana kebaikan model BUM-
normal yang telah dibangun. Langkah terakhir adalah menetapkan batas-batas 
pengelompokan data melalui HPD dengan credible interval 95%. Melalui proses ini 
akan diketahui kelompok-kelompok ID gen yang diamati pada tiga kelompok, yaitu 
kelompok Down-regulated, Regulated, dan Up-regulated. Secara lengkap, proses 
penetapan model BUM-normal melalui langkah-langkah Algoritma 5.1. 
Langkah 1. Bentuk model BUM-normal rata-rata dari 1.000 model yang 
dibangkitkan dengan Algoritma MCMC pendekatan Gibbs Sampler 
(Algoritma 2.1) dengan jumlah iterasi setiap parameter yang diduga 
dalam model sebanyak 5.000 kali. 
Langkah 2. Evaluasi pemenuhan asumsi pemodelan Bayesian (independence, 




rata yang terbaik berdasarkan hasil Langkah 1 melalui kriteria plot 
fungsi autokorelasi, distribrusi Kernel, history, dan quantiles untuk 
setiap parameter yang diduga dalam model. 
Langkah 3. Hitung nilai goodness of fit KS untuk validasi model sebagaimana 
dijabarkan dalam sub bab 4.6. 
Langkah 4. Tentukan nilai batas bawah (namakan a) dan batas atas (namakan b) 
HPD dengan Credible Interval 95% sebagaimana dijabarkan dalam 
sub 2.9. 
Langkah 5. Tetapkan kelompok data ke dalam tiga kelompok, yaitu Down-
regulated, Regulated, dan Up-regulated. 
 
5.2. Pemodelan dan Algoritma untuk Bayesian Model Averaging (BMA) Normal 
Unimodal 
 
Pemodelan BMA merupakan salah satu pemodelan pendekatan Bayesian yang 
menggunakan prinsip membentuk model tunggal terbaik berdasarkan semua 
kemungkinan model yang bisa dibentuk dan merata-ratakan distribusi posterior dari 
semua model terbaiknya untuk mendapatkan estimasi parameternya. Diharapkan 
pendekatan ini dapat memberikan estimasi model yang lebih tepat dibandingkan dengan 
prinsip pembentukan model tunggal yang mengabaikan adanya ketidakpastian model. 
Sebagaimana model BUM-normal, dasar perhitungan model BMA-normal unimodal 
juga menggunakan konsep Bayesian. Perbedaannya adalah distribusi posterior pada 
pemodelan BMA-normal unimodal ini merupakan hasil rata-rata distribusi posterior dari 
semua model terbaiknya. 
Prediksi parameter dengan BMA menggunakan struktur model yang disusun 
sebagai kombinasi hirarki. Konsep yang digunakan dalam mengestimasi parameter 
dalam pemodelan BMA sebagaimana telah dijabarkan secara lengkap pada sub bab 2.6. 
Dalam pemodelan BMA-normal membutuhkan metode seleksi Occam‟s Window untuk 
menyeleksi model-model yang baik yang telah dibangkitkan. Berikut ini dijelaskan 






Algoritma 5.2. Algoritma Seleksi Model Occam‟s Window 
 Algoritma Seleksi Model Occam‟s Window digunakan untuk menyeleksi 1.000 
model BUM-normal terbaik yang telah diperoleh berdasarkan Algoritma 2.1 untuk 
membentuk model BMA-normal unimodal terbaik. Proses seleksi model dengan metode 
Occam‟s Window melalui langkah-langkah berikut: 
 
Langkah 1. Hitung nilai BIC (Bayesian Information Criterion) dan maxBIC 
(nilai BIC terbesar) untuk 1.000 model BUM-normal terbaik, dimana 
rumus BIC sebagaimana telah dijabarkan dalam persamaan (2.41). 
Langkah 2. Hitung nilai peluang posterior ( ( | )kP M X ) dan Max ( | )kP M X dari 
masing-masing modeldengan rumus peluang posterior ( ( | )kP M X ) 

















 Langkah 3.  Hitung nilai A‟‟ untuk kriteria seleksi model BMA-normal unimodal 
terbaik dengan rumus sebagai berikut: 
  A‟‟=
 max ( | )








    . 
 Langkah 4.  Tetapkan hasil seleksi berdasarkan Langkah 3. Jika nilai A‟‟≤ 20, 
maka model ke- k  sesuai untuk data dan masuk dalam pemodelan 
BMA-normal unimodal. Sebaliknya jika nilai A‟‟ 20 , maka model 
ke- k  tidak sesuai untuk data dan tidak diikutkan dalam pemodelan 










Algoritma 5.3. Algoritma BMA-Normal Unimodal 
 Algoritma BMA-normal unimodal digunakan untuk membentuk model BMA-
normal unimodal terbaik sehingga pengelompokan data ke dalam Down-regulated, 
Regulated, dan Up-regulated dapat diperoleh. Proses pemodelan BMA-normal 
unimodal dapat dilakukan melalui langkah-langkah berikut: 
 
Langkah 1. Bentuk 1.000 model BUM-normal terbaik dengan Algoritma MCMC 
pendekatan Gibbs Sampler (Algoritma 2.1) dengan jumlah iterasi 
parameter yang akan diduga dalam model sebanyak 5.000 kali. 
Langkah 2. Evaluasi pemenuhan asumsi pemodelan Bayesian (independence, 
irreducible, aperiodic, dan recurrent) dari 1.000 model BUM-
normal rata-rata yang terbaik berdasarkan hasil Langkah 1 melalui 
kriteria plot fungsi autokorelasi, distribrusi Kernel, history, dan 
quantiles untuk setiap parameter yang diduga dalam model  
Langkah 3. Seleksi model dengan metode seleksi Occam‟s Window untuk 
membentuk model BMA-normal unimodal dengan menerapkan 
Algoritma 5.2 
Langkah 4. Hitung nilai goodness of fit KS untuk validasi model sebagaimana 
yang telah dijabarkan dalam sub bab 4.6. 
Langkah 5. Tentukan nilai batas bawah (namakan a) dan batas atas (namakan b) 
HPD dengan credible interval 95%  sebagaimana telah dijabarkan 
dalam sub bab 2.9. 
Langkah 6. Tetapkan kelompok data ke dalam tiga kelompok, yaitu Down-
regulated, Regulated, dan Up-regulated. 
  
 Pada sub bab berikutnya akan disajikan hasil implementasi dari semua algoritma 
yang telah dibangun untuk membentuk model BUM-normal maupun model BMA-
normal unimodal pada data simulasi maupun data Chickpea. Hasil implementasi dari 
semua algoritma yang telah dibangun untuk pemodelan BMA-normal unimodal (Astuti 




5.3. Implementasi Pemodelan untuk Data Simulasi dan Data Chickpea 
 Implementasi pemodelan untuk data simulasi dan data Chickpea dilakukan 
untuk membentuk model BUM-normal dan model BMA-normal unimodal di kedua 
data tersebut. Proses pembentukan modelnya dengan mengimplementasi Algoritma 5.1 
sampai dengan Algoritma 5.3. 
 
5.3.1. Pemodelan BUM-Normal Data Simulasi 
 Pemodelan BUM-Normal akan dibentuk dengan tahapan-tahapan sebagai 
berikut: 
a. Estimasi Parameter dan Pemenuhan Asumsi Model Bayesian 
 Berdasarkan data simulasi yang telah dibangun dengan ciri data Chickpea 
sebagaimana yang telah dijelaskan dalam sub bab 4.4, teridentifikasi lima ID gen dari 
fungsi ketahanan yang memiliki distribusi normal unimodal, yaitu ID gen: LS0035, 
LS0612, LS0759, U278, dan U017. Sedangkan ID gen dari  fungsi energi, hanya ada 
dua ID gen yang memiliki distribusi normal unimodal yaitu ID gen: LS0132 dan 
LS0341. Hal ini berarti dari 26 ID gen yang diamati, ada tujuh ID gen yang memiliki 
distribusi normal unimodal sehingga data tujuh ID gen ini yang akan dimodelkan 
sebagai bentuk normal unimodal dengan pendekatan Bayesian (BUM-normal). 
 Estimasi parameter untuk model BUM-normal dilakukan dengan menggunakan 
Algoritma MCMC pendekatan Gibbs Sampler (Algoritma 2.1). Implementasi dari 
Algoritma ini menggunakan Program WinBUGS 1.4 dengan membuat Graphical Model 
(Doodle BUGS) (Gambar 5.2) atau dengan membuat Syntax BUGS (Syntax 5.1) untuk 
tujuh ID gen yang telah teridentifikasi memiliki distribusi normal unimodal. Sebagai 
contoh diberikan Doodle/DAG BUGS (Gambar 5.2) dan  Syntax BUGS (Syntax 5.1) 
untuk data ID gen LS0035. 
 Berdasarkan running program BUGS, dalam hal ini sebagai contoh diberikan 
untuk ID gen LS0035 dan hasilnya disajikan pada Tabel 5.1, Gambar 5.3 sampai dengan 
Gambar 5.6. Hasil yang disajikan merupakan rata-rata dari pembangkitan 5.000 kali 
untuk setiap parameter yang akan diestimasi dan dibangkitkan 1.000 model data 
simulasi untuk ID Gen LS0035. Hasil secara lengkap untuk enam ID Gen yang lain, 













   for( i in 1 : N ) { 
      x[i] ~ dnorm(lambda,tau) 
   } 
   tau ~ dgamma(11.28,1) 
   sigma <- 1 / tau 
   lambda ~ dnorm( 0.1,0.05) 
} 
 


























MC Error 2,50% Median 97,50% Start Sample 
lambda -0,493 0,1736 0,0021 -0,8293 -0,4937 -0,1534 1 5.000 
sigma 0,0902 0,0279 4,23E-01 0,0505 0,0857 0,1608 1 5.000 
tau 12,06 3,4570 0,0519 6,2260 11,670 19,90 1 5.000 
 
 
Gambar 5.3. Fungsi Autokorelasi setiap Parameter yang di Estimasi 
untuk ID Gen LS0035 
 
 
Gambar 5.4. Distribusi Kernel setiap Parameter yang di Estimasi 




Gambar 5.5. History Data Bangkitan setiap Parameter yang di Estimasi 





Gambar 5.6. Quantiles setiap Parameter yang di Estimasi untuk ID Gen LS0035 
  
 Berdasarkan hasil evaluasi estimasi parameter model BUM-normal pada 
Tabel 5.1 dan Gambar 5.3 sampai dengan Gambar 5.6 serta Lampiran 3 dapat 
diketahui bahwa untuk data simulasi tujuh ID gen, yaitu lima ID gen dengan 
fungsi ketahanan: LS0035, LS0612, LS0759, U278, dan U017 serta dua ID gen 
dengan fungsi energi: LS0132 dan LS0341 yang telah dibentuk sudah sangat baik. 
Hal ini dapat diketahui dari plot fungsi autokorelasi semua parameter yang 
diestimasi (Gambar 5.3) mempunyai nilai nyata berbeda dengan nol untuk lag-0 
dan lag-lag selain lag-0 mempunyai nilai tidak nyata berbeda dengan nol. Hal ini 
menunjukkan bahwa sifat independence parameter antar iterasi dalam sampel 
MCMC sudah terpenuhi. Demikian juga dengan plot distribusi Kernel, history, 
dan quantiles dari setiap parameter yang diestimasi (Gambar 5.4 sampai dengan 
Gambar 5.6) dimana konvergensi dari estimasi setiap parameter telah terpenuhi. 
Hal ini ditunjukkan dengan terpenuhinya sifat irreducible, aperodic dan 
recurrent. Oleh karena itu telah diperoleh model BUM-normal terbaik untuk tujuh 
ID gen tersebut. 
 
b. Validasi Model BUM-Normal 
Untuk memvalidasi model BUM-normal yang telah terbentuk digunakan 
goodness of fit Kolmogorov-Smirnov (KS). Apabila nilai KS kecil, yaitu 




untuk tujuh ID gen, yaitu  LS0035, LS0612, LS0759, U278, U017, LS0132, dan 
LS0341 disajikan dalam Tabel 5.2. Berdasarkan hasil validasi model data simulasi 
ini dapat diketahui bahwa model BUM-normal mampu memodelkan tujuh ID gen 
yang diamati dengan baik. Hal ini dapat diketahui dari nilai rata-rata KS model 
BUM-normal secara umum memiliki nilai yang cukup kecil dan masih dalam 
jaminan memiliki nilai yang lebih kecil dari KS 0,708tabel  . Tetapi model OLS 
sebagaimana yang telah dijabarkan dalam sub bab 2.2, memiliki nilai rata-rata KS 
yang secara umum lebih kecil dan masih dalam jaminan memiliki nilai yang lebih 
kecil dari KS 0,708tabel   
dibandingkan nilai rata-rata KS model BUM-normal. 
 
Tabel 5.2. Goodness of Fit KS Model BUM-Normal dan Model OLS 
untuk Data Simulasi 
No ID Gen 
Nilai Rata-Rata Kolmogorov-Smirnov (KS) 
dari Pembangkitan Data 1.000 Kali 
Model OLS BUM-Normal 
Fungsi Ketahanan: 
1 LS0035 0,2710 0,3589 
2 LS0612 0,2820 0,4768 
3 LS0759 0,2841 0,4810 
4 U278 0,2810 0,3540 
5 U017 0,2803 0,4332 
Fungsi Energi: 
  
6 LS0132 0,2819 0,4436 
7 LS0341 0,2874 0,4307 
KS 0,708tabel   
 
c. HPD dengan Credible Interval 95% dan Pengelompokan ID Gen 
 
Pembentukan HPD dengan credible interval 95% dilakukan untuk 
menentukan nilai-nilai batas credible interval dari model yang dibangun, sehingga 
dapat diketahui pengelompokan dari tujuh ID gen yang diamati ke dalam tiga 
kelompok, yaitu Up-regulated, Regulated, dan Down-regulated.  HPD dengan 
credible interval 95% diperoleh dengan mengimplementasi Algoritma 2.3. Hasil 






Tabel 5.3. Nilai Batas HPD dengan Credible Interval 95% Model BUM-Normal 
untuk Data Simulasi 
 
No ID Gen 
HPD dengan Credible Interval 95% Model BUM-
Normal Data Simulasi Hasil 
Pengelompokan 
Batas Bawah Batas Atas 
Fungsi Ketahanan: 
1 LS0035 -1,0586 0,0730 Regulated 
2 LS0612 -1,7719 -0,6396 Up-regulated 
3 LS0759 -1,3408 -0,2061 Up-regulated 
4 U278 -1,0863 0,0476 Regulated 




6 LS0132 -1,0867 0,0460 Regulated 
7 LS0341 -1,6781 -0,5464 Up-regulated 
  
 Berdasarkan Tabel 5.3 dapat diketahui bahwa ada tiga ID gen yang masuk 
group Up-regulated, yaitu dua ID gen dari fungsi ketahanan, yaitu ID gen LS0612 
dan LS0759 serta satu ID gen dari fungsi energi, yaitu ID gen LS0341. Hal ini 
dapat dilihat dari nilai HPD dengan credible interval 95%  dengan batas bawah 
bernilai negatif (-) dan batas atas yang bernilai negatif (-). Sedangkan empat ID 
gen yang lain masuk group Regulated, yaitu tiga ID gen dengan fungsi ketahanan: 
LS0035, U278, dan U017 serta satu ID gen dengan fungsi energi, yaitu ID gen 
LS0132. Group Regulated dilihat dari nilai HPD dengan credible interval 95% 
dengan batas bawah bernilai negatif (-) dan batas atas bernilai positif (+). Hasil 
yang diperoleh dengan pemodelan BUM-normal teridentifikasi tiga ID Gen, yaitu 
ID gen LS0612, LS0759, dan LS0341 yang tahan terhadap serangan penyakit 
jamur patogen Ascochyta Rabiei dan diharapkan mampu meningkatkan produksi 
tanaman Chickpea di dunia. 
 
d. Bentuk Distribusi Model BUM-Normal 
 Data simulasi dibangun berdasarkan pola dari data Chickpea. Oleh karena 
itu, bentuk distribusi model BUM-normal disajikan secara bersama-sama dengan 
bentuk distribusi model BUM-normal data Chickpea. Bentuk distribusi model 
BUM-normal data simulasi dan data Chickpea untuk tujuh ID gen disajikan dalam 
Gambar 5.7 sampai dengan Gambar 5.13. Berdasarkan hasil distribusi yang 




Chickpea. Selain itu, dari tujuh ID gen yang diamati memiliki distribusi normal 
unimodal yang sama tetapi berbeda-beda pada ciri nilai parameter model yang 
diperoleh. 
 
Gambar 5.7. Bentuk Distribusi BUM-normal: (a) Data Chickpea dan (b) Data 
Simulasi untuk ID Gen LS0035 
 
 
Gambar 5.8. Bentuk Distribusi BUM-normal: (a) Data Chickpea dan (b) Data 
Simulasi untuk ID Gen LS0612 
 
 
Gambar 5.9. Bentuk Distribusi BUM-normal: (a) Data Chickpea dan (b) Data 





Gambar 5.10. Bentuk Distribusi BUM-normal: (a) Data Chickpea dan (b) Data 
Simulasi untuk ID Gen U278 
 
 
Gambar 5.11. Bentuk Distribusi BUM-normal: (a) Data Chickpea dan (b) Data 
Simulasi untuk ID Gen U017 
 
 
Gambar 5.12. Bentuk Distribusi BUM-normal: (a) Data Chickpea dan (b) Data 





Gambar 5.13. Bentuk Distribusi BUM-normal: (a) Data Chickpea dan (b) Data 
Simulasi untuk ID Gen LS0341 
 
 
5.3.2. Pemodelan BMA-Normal Unimodal Data Simulasi 
Pemodelan BMA-normal unimodal untuk data simulasi melalui tahapan-
tahapan sebagai berikut: 
 
a. Estimasi Parameter dan Pemenuhan Asumsi Model Bayesian 
 Implementasi darisemua langkah dari Algoritma 2.1 dan Langkah 1 dari  
Algoritma 5.3 untuk tujuh ID gen yang diamati, yaitu LS0035, LS0612, LS0759, 
U278, U017, LS0132, dan LS0341, disajikan secara lengkap di Lampiran 3. 
Berdasarkan hasil evaluasi rata-rata dari 5.000 pembangkitan parameter dan 1.000 
model yang telah dibentuk dapat diketahui bahwa model tersebut sudah sangat 
baik dengan terpenuhinya sifat independence, irreducible, aperiodic dan recurrent 
sebagaimana yang telah ditunjukkan pada Gambar 5.3 sampai dengan Gambar 5.6 
serta gambar-gambar pada Lampiran 3. Oleh karena itu,proses ini telah berhasil 
memperoleh model BUM-normal terbaik untuk tujuh ID gen tersebut. 
 
b. Seleksi Model dengan Metode Occam’s Window 
Langkah 3 dari Algoritma 5.3 akan melakukan seleksi model untuk 1.000 
model BUM-normal yang telah dibangun. Seleksi untuk 1.000 model BUM-




mengimplementasikan Algoritma 5.2 agar dapat diperoleh model BMA-normal 
unimodal terbaik. Hasil yang diperoleh disajikan secara lengkap pada Tabel 5.4. 
Berdasarkan hasil seleksi Occam‟s Window pada Tabel 5.4 dapat 
diketahui bahwa pada pemodelan BMA-normal unimodal yang dibangun 
melibatkan hampir seluruh model yang dibangkitkan, yaitu rata-rata ada 981 
model yang terseleksi dan membangun model BMA-normal unimodal dari 
masing-masing tujuh ID gen yang diamati. Model BMA-normal unimodal yang 
terbangun cukup komplek, tetapi dengan kemajuan teknologi komputasi yang 
semakin maju dan berkembang saat ini, maka kompleksitas model bukan menjadi 
masalah dalam estimasi modelnya.  
 
Tabel 5.4. Hasil Seleksi Model dengan Metode Occam‟s Window  
pada Pemodelan BMA-Normal Unimodal untuk Data Simulasi 
 
No ID Gen 
Hasil Seleksi 1.000 Model BUM-Normal dengan Metode Occam's 
Window dari Pengulangan sebanyak 1.000 kali untuk setiap ID Gen 
Fungsi Ketahanan: 
1 LS0035 981,24 
2 LS0612 980,97 
3 LS0759 980,93 
4 U278 981,29 
5 U017 980,67 
Fungsi Energi: 
 
6 LS0132 980,71 
7 LS0341 980,65 
Rata-Rata 980,92 
 
c. Validasi Model BMA-Normal Unimodal 
Untuk memvalidasi model BMA-normal unimodal yang telah terbentuk 
digunakan goodness of fit KS. Hasil selengkapnya untuk tujuh ID gen, yaitu  
LS0035, LS0612, LS0759, U278, U017, LS0132, dan LS0341 disajikan dalam 
Tabel 5.5. 
Berdasarkan Tabel 5.5 dapat diketahui bahwa model BMA-normal 
unimodal mampu memodelkan tujuh ID gen yang diamati dengan baik. Hal ini 




umum memiliki nilai cukup kecil dan masih dalam jaminan memiliki nilai yang 
lebih kecil dari KS 0,708tabel  . Untuk model OLS sebagaimana yang telah 
dijabarkan dalam sub bab 2.2, memiliki nilai rata-rata KS yang secara umum lebih 
kecil dan masih dalam jaminan memiliki nilai yang lebih kecil dari 
KS 0,708tabel   
dibandingkan dengan nilai rata-rata KS model BMA-normal 
unimodal. 
 
d. HPD dengan Credible Interval 95% dan Pengelompokan ID Gen 
 
Pembentukan HPD dengan credible interval 95% dilakukan untuk 
menentukan nilai-nilai batas credible intervaldari model yang telah dibangun 
untuk mengetahui pengelompokan tujuh ID gen yang diamati ke dalam tiga 
kelompok, yaitu Up-regulated, Regulated, dan Down-regulated. HPD dengan 
credible interval 95% diperoleh dengan mengimplementasi Algoritma 2.3. Hasil 
selengkapnya disajikan dalam Tabel 5.6. 
Berdasarkan Tabel 5.6 dapat diketahui bahwa ada tiga ID gen yang masuk 
group Up-regulated, yaitu dua ID gen dari fungsi ketahanan: ID gen LS0612 dan 
LS0759 serta satu ID gen dari fungsi energi: ID gen LS0341. Hal ini dapat dilihat 
dari nilai HPD dengan credible interval 95% dengan batas bawah bernilai negatif 
(-) dan batas atas bernilai negatif (-). Sedangkan empat ID gen yang lain masuk 
group Regulated, yaitu tiga ID gen dengan fungsi ketahanan: LS0035, U278, dan 
U017 serta satu ID gen dengan fungsi energi: ID gen LS0132. Group Regulated 
dilihat dari nilai HPD dengan credible interval 95% dengan batas bawah bernilai 
negatif (-) dan batas atas bernilai positif (+). Hasil yang diperoleh dengan 
pemodelan BMA-normal unimodal teridentifikasi tiga ID Gen: LS0612, LS0759, 
dan LS0341 yang tahan terhadap serangan penyakit jamur patogen Ascochyta 









5.3.3. Pemodelan BUM-Normal untuk Data Chickpea 
Pemodelan BUM-normal untuk data Chickpea dilakukan untuk 
mendapatkan model BUM-normal bagi kasus aplikasi data microarray di 
Indonesia yaitu data Chickpea sebagai hasil dari penelitian Harijati (2007). 
Tahapan-tahapan pemodelan BUM-normal dijabarkan sebagai berikut: 
 
a. Estimasi Parameter dan Pemenuhan Asumsi Model Bayesian 
 Semua algoritma yang telah dibangun untuk membentuk model BUM-
normal diimplementasikan pada data Chickpea. Sebagai contoh akan disajikan 
hasil analisis ID Gen LS0035 dari Program WinBUGS untuk membentuk model 
BUM-normal (Tabel 5.7 dan Gambar 5.14 sampai dengan Gambar 5.17). 
Sedangkan hasil selengkapnya untuk tujuh ID gen yang diamati, lima ID gen 
dengan fungsi ketahanan dan dua ID gen dengan fungsi energi, yaitu ID gen: 
LS0035, LS0612, LS0759, U278, U017, LS0132, dan LS0341 disajikan pada 
Lampiran 3. 
 
Tabel 5.5. Goodness of Fits KS Model BMA-Normal Unimodal dan 
Model OLS untuk Data Simulasi 
 
No ID Gen 
Kolmogorov-Smirnov (KS) 
Model OLS BMA-Normal Unimodal 
Fungsi Ketahanan: 
1 LS0035 0,2710 0,3672 
2 LS0612 0,2820 0,4754 
3 LS0759 0,2841 0,4795 
4 U278 0,2810 0,3613 
5 U017 0,2803 0,4362 
Fungsi Energi: 
  
6 LS0132 0,2819 0,4464 
7 LS0341 0,2874 0,4344 











Tabel 5.6. HPD dengan Credible Interval 95% Model BMA-Normal Unimodal 
untuk Data Simulasi 
 
No ID Gen 
HPD dengan Credible Interval 95% Model BMA-
Normal Unimodal untuk Data Simulasi Hasil 
Pengelompokan 
Batas Bawah Batas Atas 
Fungsi Ketahanan: 
1 LS0035 -1,1011 0,1207 Regulated 
2 LS0612 -1,8219 -0,6007 Up-regulated 
3 LS0759 -1,3835 -0,1623 Up-regulated 
4 U278 -1,1304 0,0916 Regulated 




6 LS0132 -1,1311 0,0903 Regulated 
7 LS0341 -1,7275 -0,5063 Up-regulated 
 
Tabel 5.7. Estimasi Parameter Data Chickpea untuk ID Gen LS0035 
Parameter Rata-Rata Simpangan Baku MC Error 2,50% Median 97,50% Start Sample 
lambda -0,4924 0,1749 0,0021 -0,8315 -0,4931 -0,1501 1 5.000 
Sigma 0,0917 0,0283 4,30E-01 0,0513 0,0871 0,1634 1 5.000 




Gambar 5.14. Fungsi Autokorelasi setiap Parameter yang di Estimasi 







Gambar 5.15. Distribusi Kernel setiap Parameter yang di Estimasi 
untuk ID Gen LS0035 
 
Gambar 5.16. History Data Bangkitan setiap Parameter yang di Estimasi 





Gambar 5.17. Quantiles setiap Parameter yang di Estimasi untuk ID Gen LS0035 
 
Berdasarkan hasil evaluasi estimasi parameter model BUM-normal data 
Chickpea dalam Tabel 5.7 dan Gambar 5.14 sampai dengan Gambar 5.17 serta 
Lampiran 4 dapat diketahui bahwa untuk data tujuh ID gen, yaitu lima ID gen 
dengan fungsi ketahanan: LS0035, LS0612, LS0759, U278, dan U017 serta dua 
ID gen dengan fungsi energi: LS0132 dan LS0341 yang telah dibentuk sudah 
sangat baik. Hal ini dapat diketahui dari plot fungsi autokorelasi semua parameter 
yang diestimasi (Gambar 5.14) mempunyai nilai nyata berbeda dengan nol untuk 
lag-0 dan lag-lag selain lag-0 mempunyai nilai tidak nyata berbeda dengan nol. 
Hal ini menunjukkan bahwa sifat independence parameter antar iterasi dalam 
sampel MCMC sudah terpenuhi. Demikian juga dengan plot distribusi Kernel, 
history, dan quantiles dari setiap parameter yang diestimasi (Gambar 5.15 sampai 
dengan Gambar 5.17) dimana konvergensi dari estimasi setiap parameter telah 
terpenuhi. Hal ini ditunjukkan dengan terpenuhinya sifat irreducible, aperodic dan 
recurrent. Oleh karena itu telah diperoleh model BUM-normal terbaik untuk tujuh 








b. Validasi Model BUM-Normal 
 Model BUM-normal untuk data Chickpea yang telah dibentuk untuk tujuh 
ID gen selanjutnya dilakukan validasi model dengan goodness of fit KS. Hasil 
selengkapnya disajikan dalam Tabel 5.8. 
 
Tabel 5.8. Goodness of Fits KS Model BUM-Normal dan Model OLS  
untuk Data Chickpea 
 
No ID Gen 
Kolmogorov-Smirnov (KS) 
Model OLS BUM-Normal 
Fungsi Ketahanan: 
1 LS0035 0,2098 0,2878 
2 LS0612 0,3021 0,4463 
3 LS0759 0,2937 0,4723 
4 U278 0,2528 0,2914 
5 U017 0,2711 0,3845 
Fungsi Energi: 
  
6 LS0132 0,2068 0,3711 
7 LS0341 0,2087 0,3706 
KS 0,708tabel   
 Berdasarkan Tabel 5.8 dapat diketahui bahwa model BUM-normal cukup 
baik dalam memodelkan tujuh ID gen yang diamati. Hal ini dapat diketahui dari 
nilai KS yang secara umum memiliki nilai yang cukup kecil dan masih dalam 
jaminan memiliki nilai yang lebih kecil dari nilai KS 0,708tabel   
untuk masing-
masing ID gen. Untuk model OLS sebagaimana yang telah dijabarkan dalam sub 
bab 2.2, memiliki nilai KS secara umum lebih kecil dan masih dalam jaminan 
memiliki nilai yang lebih kecil dari nilai KS 0,708tabel   
dibandingkan dengan 
nilai KS model BUM-normal. 
 
c. HPD dengan Credible Interval 95% dan Pengelompokan ID Gen 
 
Pembentukan HPD dengan credible interval 95% untuk data Chickpea 
dilakukan untuk menentukan nilai-nilai batas credible interval dari model yang 
dibangun untuk mengetahui pengelompokan dari tujuh ID gen yang diamati ke 
dalam tiga kelompok, yaitu Up-regulated, Regulated, dan Down-regulated. HPD 




mengimplementasikan Algoritma 2.3. Hasil secara lengkap disajikan dalam Tabel 
5.9. 
Tabel 5.9. HPD dengan Credible Interval 95% Model BUM-Normal  
untuk Data Chickpea 
 
No ID Gen 
HPD dengan Credible Interval 95% Model 
BUM-Normal Data Chickpea 
Hasil Pengelompokan 
Batas Bawah Batas Atas 
Fungsi Ketahanan: 
1 LS0035 -1,2242 -0,0460 Up-regulated 
2 LS0612 -1,9817 -0,8903 Up-regulated 
3 LS0759 -1,2153 -0,1115 Up-regulated 
4 U278 -0,8752 0,2848 Regulated 




6 LS0132 -1,0872 0,0378 Regulated 
7 LS0341 -1,9324 -0,8156 Up-regulated 
  
 Berdasarkan Tabel 5.9 dapat diketahui bahwa ada empat ID gen yang 
masuk group Up-regulated, yaitu tiga ID gen dari fungsi ketahanan, LS0035, 
LS0612 dan LS0759 serta satu ID gen dari fungsi energi, yaitu ID gen LS0341. 
Hal ini dapat dilihat dari nilai HPD dengan credible interval 95% dengan batas 
bawah bernilai negatif (-) dan batas atas bernilai negatif (-). Sedangkan tiga ID 
gen yang lain masuk group Regulated, yaitu dua ID gen dengan fungsi ketahanan: 
U278, dan U017 serta satu ID gen dengan fungsi energi: LS0132. Group 
Regulated dilihat dari nilai HPD dengan credible interval 95%  dengan batas 
bawah bernilai negatif (-) dan batas atas bernilai positif (+). Sementara tidak 
satupun ditemukan ID gen yang masuk dalam kategori Down-regulated. Hasil 
yang diperoleh ini berarti dengan pemodelan BUM-normal untuk data Chickpea 
teridentifikasi empat ID Gen, yaitu LS0035, LS0612, LS0759, dan LS0341 yang 
tahan terhadap serangan penyakit jamur patogen Ascochyta Rabiei dan diharapkan 
mampu meningkatkan produksi tanaman Chickpea di dunia. 
 
5.3.4. Pemodelan BMA-Normal Unimodal Data Chickpea 
 Sebagaimana pemodelan BUM-normal, pemodelan BMA-normal 




normal unimodal bagi kasus aplikasi data microarray di Indonesia yaitu data 
Chickpea sebagai hasil dari penelitian Harijati (2007). Adapun tahapan-tahapan 
pemodelan BMA-normal unimodal adalah sebagai berikut: 
 
a. Estimasi Parameter dan Pemenuhan Asumsi Model Bayesian 
 Implementasi semua langkah dari Algoritma 2.1 dan Langkah 1 dari 
Algoritma 5.3 pada data Chickpea untuk tujuh ID gen, yaitu LS0035, LS0612, 
LS0759, U278, U017, LS0132, dan LS0341 disajikan secara lengkap di Lampiran 
4. Berdasarkan hasil evaluasi rata-rata dari 5.000 pembangkitan parameter dan 
1.000 model yang telah dibentuk dapat diketahui bahwa model tersebut sudah 
sangat baik dengan terpenuhinya sifat independence, irreducible, aperiodic dan 
recurrent sebagaimana yang telah ditunjukkan pada Gambar 5.14 sampai dengan 
Gambar 5.17 serta gambar-gambar pada Lampiran 4. Oleh karena itu telah 
diperoleh model BUM-normal terbaik untuk tujuh ID gen data Chickpea. 
 
b. Seleksi Model dengan Metode Occam’s Window 
Langkah 3 dari Algoritma 5.3 akan melakukan seleksi model untuk 1.000 
model BUM-normal data Chickpea yang telah dibangun. Seleksi untuk 1.000 
model BMA-normal unimodal terbaik dari data Chickpea dengan metode seleksi 
Occam‟s Window dilakukan dengan mengimplementasikan Algoritma 2.3. Hasil 
yang diperoleh disajikan secara lengkap dalam Tabel 5.10. 
 Berdasarkan Tabel 5.10 dapat diketahui bahwa pada pemodelan BMA-
normal unimodal untuk data Chickpea harus dibangun dengan melibatkan 981 
model yang terseleksi untuk masing-masing tujuh ID gen yang diamati. Model 
BMA-normal unimodal yang terbangun cukup komplek, tetapi dengan kemajuan 
teknologi komputasi yang maju dan berkembang seperti saat ini, maka 
kompleksitas model bukan menjadi masalah dalam estimasi modelnya. 
 
c. Validasi Model BMA-Normal Unimodal 
Untuk memvalidasi model BMA-normal unimodal data Chickpea yang 




gen, yaitu  LS0035, LS0612, LS0759, U278, U017, LS0132, dan LS0341 
disajikan dalam Tabel 5.11. 
Berdasarkan Tabel 5.11 dapat diketahui bahwa model BMA-normal 
unimodal mampu dengan baik memodelkan tujuh ID gen yang diamati. Hal ini 
dapat diketahui dari nilai KS yang secara umum memiliki nilai yang cukup kecil 
dan masih dalam jaminan memiliki nilai yang lebih kecil dari KS 0,708tabel  . 
Untuk model OLS sebagaimana yang telah dijabarkan dalam sub bab 2.2, 
memiliki nilai KS yang secara umum lebih kecil dan masih dalam jaminan 
memiliki nilai yang lebih kecil dari KS 0,708tabel   
dibandingkan dengan nilai KS 
dari model BMA-normal unimodal. 
 
d. HPD dengan Credible Interval 95% dan Pengelompokan ID Gen 
 
Pembentukan HPD dengan credible interval 95% dilakukan untuk 
menentukan nilai-nilai batas credible interval dari model yang dibangun, sehingga 
dapat diketahui pengelompokan tujuh ID gen data Chickpea ke dalam tiga 
kelompok, yaitu Up-regulated, Regulated, dan Down-regulated. HPD dengan 
credible interval 95% diperoleh dengan mengimplementasikan Algoritma 5.1. 
Hasil selengkapnya disajikan dalam Tabel 5.12. Berdasarkan Tabel 5.12 dapat 
diketahui bahwa ada tiga ID gen yang masuk group Up-regulated, yaitu dua ID 
gen dari fungsi ketahanan, ID gen: LS0612 dan LS0759 serta satu ID gen dari 
fungsi energi, ID gen: LS0341. Hal ini dapat dilihat dari nilai HPD dengan 
credible interval 95% dengan batas bawah bernilai negatif (-) dan batas atas 
bernilai negatif (-). Sedangkan empat ID gen yang lain masuk group Regulated, 
yaitu tiga ID gen dengan fungsi ketahanan: LS0035, U278, dan U017 serta satu 
ID gen dengan fungsi energi, ID gen: LS0132. Group Regulated dilihat dari nilai 
HPD dengan credible interval 95%  dengan batas bawah bernilai negatif (-) dan 
batas atas bernilai positif (+). Sementara tidak satupun ditemukan ID gen yang 
masuk dalam kategori Down-regulated. Hasil yang diperoleh dengan pemodelan 
BMA-normal unimodal teridentifikasi tiga ID Gen: LS0612, LS0759, dan LS0341 
yang tahan terhadap serangan penyakit jamur patogen Ascochyta Rabiei dan 




Tabel 5.10. Hasil Seleksi Model dengan Metode Occam‟s Window  
untuk Data Chickpea 
 
No ID Gen 
Hasil Seleksi 1.000 Model BUM-Normal dengan Metode Occam's 
Window dalam Pemodelan BMA-Normal Unimodal  
Fungsi Ketahanan: 
1 LS0035 981 
2 LS0612 981 
3 LS0759 981 
4 U278 982 
5 U017 981 
Fungsi Energi: 
 
6 LS0132 980 





Tabel 5.11. Goodness of Fits KS Model BMA-Normal Unimodal dan  
Model OLS untuk Data Chickpea 
 
No ID Gen 
Kolmogorov-Smirnov (KS) 
Model OLS BMA-Normal Unimodal 
Fungsi Ketahanan: 
1 LS0035 0,2098 0,2982 
2 LS0612 0,3021 0,4543 
3 LS0759 0,2937 0,4703 
4 U278 0,2528 0,3017 
5 U017 0,2711 0,3892 
Fungsi Energi: 
  
6 LS0132 0,2068 0,3805 
7 LS0341 0,2087 0,3752 











Tabel 5.12. HPD dengan Credible Interval 95% Model BMA-Normal Unimodal 
untuk Data Chickpea 
 
No ID Gen 
HPD dengan Credible Interval 95% Model BMA-
Normal Unimodal untuk Data Chickpea Hasil 
Pengelompokan 
Batas Bawah Batas Atas 
Fungsi Ketahanan: 
1 LS0035 -1,1014 0,1221 Regulated 
2 LS0612 -1,8242 -0,6021 Up-regulated 
3 LS0759 -1,3810 -0,1594 Up-regulated 
4 U278 -1,1310 0,0920 Regulated 




6 LS0132 -1,1333 0,0890 Regulated 
7 LS0341 -1,7268 -0,5052 Up-regulated 
 
 
e. Bentuk Distribusi Model BMA-Normal Unimodal 
 Bentuk distribusi model BMA-normal unimodal data Chickpea disajikan 
bersamaan dengan model BMA-normal unimodal untuk data simulasi karena data 
simulasi dibangun berdasarkan pola data Chickpea. Pemodelan BMA-normal 
unimodal yang telah dibangun untuk tujuh ID gen memiliki bentuk distribusi 
normal unimodal yang sama tetapi memiliki karakteristik parameter yang 
berbeda-beda di setiap ID gen. Selain itu, distribusi data simulasi mengikuti 
distribusi data Chickpea. Bentuk distribusi tujuh ID gen disajikan secara lengkap 
dalam Gambar 5.18 sampai dengan Gambar 5.24. 
 
Gambar 5.18. Bentuk Distribusi BMA-Normal Unimodal: (a) Data Chickpea dan 






Gambar 5.19. Bentuk Distribusi BMA-Normal Unimodal: (a) Data Chickpea dan 
(b) Data Simulasi untuk ID Gen LS0612 
 
 
Gambar 5.20. Bentuk Distribusi BMA-Normal Unimodal: (a) Data Chickpea dan 
(b) Data Simulasi untuk ID Gen LS0759 
 
 
Gambar 5.21. Bentuk Distribusi BMA-Normal Unimodal: (a) Data Chickpea dan 





Gambar 5.22. Bentuk Distribusi BMA-Normal Unimodal: (a) Data Chickpea dan 
(b) Data Simulasi untuk ID Gen U017 
 
 
Gambar 5.23. Bentuk Distribusi BMA-Normal Unimodal: (a) Data Chickpea dan 
(b) Data Simulasi untuk ID Gen LS0132 
 
 
Gambar 5.24. Bentuk Distribusi BMA-Normal Unimodal: (a) Data Chickpea dan 




5.4. Perbandingan Hasil Pemodelan BUM-Normal dan BMA-Normal 
Unimodal 
 
Hasil pemodelan BUM-normal dan BMA-normal unimodal yang telah 
dibangun akan dibandingkan hasil kebaikan modelnya berdasarkan nilai goodness 
of fit KS dan hasil pengelompokan ID gen. Hasil pengelompokan ID gen asarkan 
nilai batas HPD dengan credible interval 95% yang telah diperoleh sehingga akan 
diketahui model terbaik di antara model BUM-normal dan BMA-normal 
unimodal serta hasil pengelompokannya. Tabel 5.13 menyajikan nilai goodness of 
fit KS model BUM-normal dan BMA-normal unimodal untuk data simulasi dan 
data Chickpea beserta hasil pengelompokan ID gen. 
Berdasarkan Tabel 5.13 dapat ditunjukkan bahwa model BUM-normal 
adalah model yang lebih baik dibandingkan dengan model BMA-normal 
unimodal karena memiliki nilai KS yang secara umum lebih kecil dan masih 
dalam jaminan memiliki nilai yang lebih kecil dari KS 0,708tabel   
dibandingkan 
dengan nilai KS model BMA-normal, baik untuk data simulasi dan maupun data 
Chickpea. Hasil pengelompokan ID gen berdasarkan nilai batas HPD dengan 
credible interval 95% yang telah diperoleh menunjukkan bahwa untuk data 
simulasi memiliki hasil pengelompokan yang sama antara model BUM-normal 
dan model BMA-normal unimodal, tetapi untuk data Chickpea ada sedikit 
perbedaan hasil pengelompokan antara model BUM-normal dan model BMA-
normal unimodal. Hal ini terjadi pada satu ID gen LS0035 yang teridentifikasi 
masuk kelompok Up-regulated pada model BUM-normal, tetapi pada model 
BMA-normal unimodal teridentifikasi masuk dalam kelompok Regulated. Untuk 
ID gen yang lain memiliki hasil yang sama antara model BUM-normal dan model 
BMA-normal unimodal. 
Apabila dibandingkan dengan model OLS, maka model OLS secara umum 
memiliki nilai KS yang paling kecil dan masih dalam jaminan memiliki nilai yang 
lebih kecil dari KS 0,708tabel   baik untuk data simulasi maupun data Chickpea 





Tabel 5.13. Goodness of Fit KS Model BUM-Normal dan BMA-Normal Unimodal untuk Data Simulasi dan Data Chickpea  
serta Hasil Pengelompokan ID Gen 
 
No ID Gen 
Goodness of Fit Kolmogorov-Smirnov (KS) dan Hasil Pengelompokan ID Gen 
Model untuk Data Simulasi Model untuk Data Chickpea 
OLS 
BUM-Normal BMA-Normal Unimodal 
OLS 
BUM-Normal BMA-Normal Unimodal 
Fungsi 












1 LS0035 0,2710 0,3589* Regulated 0,3672 Regulated 0,2098 0,2878* Up-regulated 0,2982 Regulated 
2 LS0612 0,2820 0,4768 Up-regulated 0,4754* Up-regulated 0,3021 0,4463* Up-regulated 0,4543 Up-regulated 
3 LS0759 0,2841 0,4810 Up-regulated 0,4795* Up-regulated 0,2937 0,4723 Up-regulated 0,4703* Up-regulated 
4 U278 0,2810 0,3540* Regulated 0,3613 Regulated 0,2528 0,2914* Regulated 0,3017 Regulated 
5 U017 0,2803 0,4332* Regulated 0,4362 Regulated 0,2711 0,3845* Regulated 0,3892 Regulated 
Fungsi Energi: 
 
6 LS0132 0,2819 0,4436* Regulated 0,4464 Regulated 0,2068 0,3711* Regulated 0,3805 Regulated 
7 LS0341 0,2874 0,4307* Up-regulated 0,4344 Up-regulated 0,2087 0,3706* Up-regulated 0,3752 Up-regulated 







IDENTIFIKASI PERBEDAAN EKSPRESI GEN TANAMAN 
CHICKPEA DI INDONESIA DENGAN PEMODELAN 
BAYESIAN MIXTURE MODEL 
 
 
 Dalam bab ini akan disajikan beberapa algoritma yang terkait dengan 
identifikasi perbedaan ekspresi gen tanaman Chickpea di Indonesia melalui 
pemodelan Bayesian Mixture Normal (BMM-normal) dan implementasi beberapa 
algoritma yang telah dibangun dilakukan pada data simulasi dan data Chickpea. 
 
6.1. Pemodelan dan Algoritma untuk Bayesian Mixture Model (BMM) 
Normal 
 
Pemodelan Bayesian mixture merupakan sebuah pemodelan yang 
menggunakan pendekatan Bayesian terhadap suatu data yang polanya memiliki 
modus lebih dari satu (multimodal). Data yang memiliki distribusi multimodal 
akan memiliki susunan sub-sub populasi atau group-group populasi dimana setiap 
sub populasi merupakan komponen penyusun dari model mixture yang memiliki 
proporsi berbeda-beda. Dasar perhitungan dengan konsep Bayesian adalah 
menentukan distribusi posterior parameter model berdasarkan perkalian dari 
fungsi likelihood dan distribusi prior. Pemodelan BMM-normal dibentuk dengan 
menggunakan Algoritma MCMC pendekatan Gibbs Sampler sebagaimana yang 
telah dijabarkan pada Algoritma 2.1. 
 Pada Algoritma 2.1, parameter   yang dimaksud adalah  lambda ,i
 tau ,i  dan  ,w i
 
dengan 1,2,...,i k , dimana k  merupakan jumlah komponen 
dalam distribusi mixture normal. Berdasarkan Algoritma 2.1 akan diperoleh 
penduga-penduga rata-rata bagi  lambda ,i  tau ,i  dan  w i  untuk i  dalam 
pemodelan BMM-normal dan melakukan evaluasi model untuk mengetahui 
pemenuhan asumsi model dengan pendekatan Bayesian. 
 Pemodelan BMM-normal dibangun untuk data yang berdistribusi mixture 




informasi fungsi likelihood dari data sebagaimana yang telah dijabarkan secara 
rinci pada sub bab 2.4. Selain itu juga dibutuhkan informasi tentang distribusi 
prior yang paling tepat untuk masing-masing parameter dalam model mixture 
normal. Penentuan distribusi prior ini menggunakan kriteria sebagaimana yang 
telah dibahas secara detail dalam sub bab 2.4.2. Langkah selanjutnya adalah 
menentukan distribusi posterior parameter model mixture normal yang berupa 
distribusi gabungan dari dari semua variabel pada model mixture normal. 
Penjabaran tentang hal ini, termasuk distribusi bersyarat penuh dari setiap 
parameter  model BMM-normal, juga telah dijabarkan secara rinci pada sub bab 
2.4.   
Untuk lebih memudahkan estimasi parameter model BMM-normal, maka 
strukstur hirarki dari distribusi posterior model BMM-normal dapat digambarkan 
dalam bentuk Directed Acyclic Graph (DAG) sebagaimana yang ditunjukkan pada 
Gambar 2.1. Melalui bantuan program WinBUGS, estimasi parameter model 
BMM-normal dapat diketahui. 
 Hasil model BMM-normal yang diperoleh kemudian dievaluasi 
pemenuhan asumsinya dalam pemodelan Bayesian, yaitu apakah telah memenuhi 
kriteria independence untuk kebebasan antaraestimasi antariterasi dalam sampel 
MCMC, irreducible, aperiodic dan recurrent untuk konvergensi estimasi 
parameter. Hal ini dapat dilihat dari plot fungsi autokorelasi yang berciri lag-0 
nyata berbeda dengan nol dan lag-lag selain lag-0 tidak berbeda nyata dengan nol 
(sifat independence antara estimasi antar iterasi telah terpenuhi) dan plot distribusi 
Kernel, history dan quantiles dari masing-masing parameter yang berciri 
irreducible, aperiodic dan recurrent yang menunjukkan konvergensi estimasi 
parameter telah terpenuhi. 
 Apabila model BMM-normal terbaik telah diperoleh,maka langkah 
selanjutnya memvalidasi model BMM-normal dengan kriteria goodness of fit KS. 
Dalam hal ini digunakan konsep jarak terbesar antara densitas kumulatif empiris 
dan densitas kumulatif model BMM-normal, dimana semakin kecil nilai KS yang 
diperoleh dan masih dalam jaminan lebih kecil dari KS ,tabel  maka model yang 
dibangun makin baik. Konsep goodness of fit KS ini telah dijelaskan secara 




 Langkah terakhir dari pemodelan BMM-normal adalah membentuk HPD 
dengan credible interval 95% untuk menentukan nilai-nilai batas credible 
interval, sehingga data dapat dikelompokkan ke dalam tiga kelompok, yaitu 
Down-regulated, Regulated, dan Up-regulated menggunakan Algoritma 2.3 yang 
diterapkan pada fungsi densitas ( ),f x | mixture normal. Dalam pembentukan 
HPD ini dibutuhkan informasi model BMM-normal terbaik dari data sehingga 
nilai-nilai batas tersebut dapat ditetapkan. Berikut ini disajikan contoh HPD 
dengan credible interval 95% dari model BMM-normal (Gambar 6.1). Area (1) 
merupakan area untuk kelompok data Up-regulated, Area (2) untuk kelompok 
data Regulated, dan Area (3) untuk kelompok data Down-regulated.  
 
Gambar 6.1. Ilustrasi HPD dengan Credible Interval 95% 
untuk Model BMM-normal 
 
Untuk memudahkan proses pembentukan model BMM-normal maka 
dibangun Algoritma 6.1 yang merupakan Algoritma BMM-normal. 
 
Algoritma 6.1. Algoritma BMM-Normal 





Langkah 1. Susun model BMM-normal rata-rata dari 1.000 model yang 
dibangkitkan menggunakan Algoritma MCMC pendekatan 
Gibbs Sampler dengan jumlah iterasi parameter yang diduga 
dalam model sebanyak 5.000 kali 
Langkah 2. Evaluasi pemenuhan asumsi pemodelan Bayesian 
(independence, irreducible, aperiodic, dan recurrent) model 
BMM-normal rata-rata yang terbaik dari hasil Langkah 1 
melalui kriteria plot fungsi autokorelasi, distribrusi Kernel, 
history, dan quantiles untuk setiap parameter yang diduga 
dalam model. 
Langkah 3. Hitung nilai goodness of fit KS untuk validasi model BMM-
normal sebagaimana yang telah dijabarkan pada sub bab 2.8 
Langkah 4. Tentukan nilai batas bawah (namakana) dan batas atas 
(namakan b) melalui HPD dengan credible interval 95% 
sebagaimana yang telah dijabarkan pada sub bab 2.9. 
Langkah 5. Tetapkan kelompok data ke dalam tiga kelompok, yaitu Down-
regulated, Regulated, dan Up-regulated. 
 
6.2. Implementasi pada Data Simulasi 
 Implementasi Algoritma 6.1 dilakukan pada data simulasi untuk 
membentuk model BMM-normal, sehingga dapat diketahui sejauh mana kebaikan 
model BMM-normal yang telah dibangun untuk data simulasi. Tahapan-tahapan 
pemodelan diuraikan sebagai berikut: 
 
a. Estimasi Parameter dan Pemenuhan Asumsi Model Bayesian 
Berdasarkan data simulasi yang telah dibangun dengan ciri data Chickpea 
sebagaimana yang telah dijabarkan pada sub bab 4.4, teridentifikasi satu ID gen 
dari fungsi ketahanan memiliki distribusi mixture normal tiga komponen, yaitu ID 
gen: U070 dan sembilan ID gen memiliki distribusi mixture normal dua 
komponen, yaitu ID gen: LS0024, LS0616, LS0159, LS0162, LS0185, LS0081, 
LS0752, LS0688, dan U273. Sedangkan ID gen dari  fungsi energi, ada dua ID 




dan CA0810, dan tujuh ID gen memiliki distribusi mixture normal dua komponen, 
yaitu ID gen: U325, U385, U447, CA0426, CA0534, CA0702, dan CA1120. 
Dalam hal ini berarti bahwa dari 26 ID gen pada data simulasi, ada tiga ID gen 
yang memiliki distribusi mixture normal tiga komponen dan 16 ID gen yang 
memiliki distribusi mixture normal dua komponen. Hal ini berarti total 19 ID gen 
yang akan dimodelkan mixture normal dengan pendekatan Bayesian (BMM-
normal) menggunakan implementasi Algoritma 6.1. Sedangkan tujuh ID gen yang 
lain, yaitu ID gen: LS0035, LS0612, LS0759, U278, U017, LS0132, dan LS0341 
tidak dimodelkan BMM-normal karena memiliki distribusi normal unimodal 
(bukan mixture). 
 Estimasi parameter pada model BMM-normal dilakukan menggunakan 
Algoritma MCMC pendekatan Gibbs Sampler (Algoritma 2.1) dengan distribusi 
mixture normal dua dan tiga komponen. Implementasi Algoritma 2.1 ini 
menggunakan program WinBUGS dengan membuat Syntax BUGS atau Graphical 
Model (Doodle BUGS). Berikut ini disajikan Graphical Model dan Syntax BUGS 
bagi model BMM-normal untuk distribusi mixture normal dua dan tiga komponen 
(Gambar 6.2 dan Gambar 6.3 serta Syntax 6.1 dan Syntax 6.2) bagi 19 ID gen 
benar telah teridentifikasi memiliki distribusi mixture normal. 
 Hasil running program BUGS, diberikan contoh ID gen LS0024 untuk 
model mixture normal dua komponen (Tabel 6.1 dan Gambar 6.4 sampai dengan 
Gambar 6.7) dan ID gen U070 untuk model mixture normal tiga komponen (Tabel 
6.2 dan Gambar 6.8 sampai dengan Gambar 6.11). Hasil yang disajikan 
merupakan rata-rata data simulasi untuk pembangkitan data sebanyak 1.000 kali, 
dimana iterasi setiap parameter dilakukan sebanyak 5.000 kali. Hasil secara 
lengkap untuk 19 ID Gen yang lain, yaitu LS0024, LS0616, LS0159, LS0162, 
LS0185, LS0081, LS0752, LS0688, U273, dan U070 dengan fungsi ketahanan, 
serta ID gen U325, U385, U447, CA0426, CA0534, CA0702, CA1120, U001, dan 
CA0810 dengan fungsi energi, dapat dilihat pada Lampiran 5. 
 Berdasarkan hasil evaluasi estimasi parameter untuk model BMM-normal 
dua dan tiga komponen dapat diketahui bahwa untuk 19 ID gen dari data simulasi 
yang diamati sudah sangat baik dan sudah memenuhi asumsi pemodelan 




dalam sampel MCMC untuk mencapai konvergensi estimasinya. Hal ini dapat 
diketahui dari plot fungsi autokorelasi semua parameter yang diestimasi 
mempunyai nilai nyata berbeda dengan nol untuk lag-0 dan lag-lag selain lag-0 
tidak nyata berbeda dengan nol (Gambar 6.4 dan Gambar 6.8). Demikian juga 
dengan plot distribusi Kernel, history, dan quantiles dari parameter yang 
diestimasi memiliki ciri-ciri yang sesuai dengan model yang diharapkan, yaitu 
estimasi parameter telah mencapai konvergen dengan memenuhi sifat irreducible, 
aperiodic dan recurrent (Gambar 6.5 sampai dengan Gambar 6.7 dan Gambar 6.9 
sampai dengan Gambar 6.11). Oleh karena itu, model BMM-normal dua dan tiga 
komponen terbaik untuk 19 ID gen data simulasi telah diketahui. 
 





























   w[1:2] ~ ddirch(alpha[]) 
   for( i in 1 : N ) { 
      T[i] ~ dcat(w[1:2]) 
   } 
   for( i in 1 : N ) { 
      mu[i] <- lambda[T[i]] 
   } 
   for( i in 1 : N ) { 
      x[i] ~ dnorm(mu[i],tho[i]) 
   } 
   lambda[1] ~ dnorm( 0.1,0.05) 
   lambda[2] <- lambda[1] + theta 
   theta ~ dnorm( 0.0,1) 
   for( i in 1 : N ) { 
      tho[i] <- tau[T[i]] 
   } 
   tau[2] ~ dgamma(1,1) 
   tau[1] ~ dgamma(1,1) 
} 
 
#Update tool thin 10 untuk semua ID Gen 
#Analisis untuk 16 ID Gen, model BMM-Normal 2 Komponen 
 
























   w[1:3] ~ ddirch(alpha[]) 
   for( i in 1 : N ) { 
      T[i] ~ dcat(w[1:3]) 
   } 
   for( i in 1 : N ) { 
      mu[i] <- lambda[T[i]] 
   } 
   for( i in 1 : N ) { 
      x[i] ~ dnorm(mu[i],tho[i]) 
   } 
   lambda[1] ~ dnorm( 5.0,0.574) 
   lambda[2] <- lambda[1] + theta1 
lambda[3] <- lambda[2] + theta2 
theta1 ~ dunif(0,1000) 
 theta2 ~ dunif(0,1000) 
for( i in 1 : N ) { 
      tho[i] <- tau[T[i]] 
   } 
   tau[2] ~ dgamma(15,1) 
   tau[1] ~ dgamma(11.98,1) 
   tau[3] ~ dgamma(15.01,1) 
} 
 
#Update tool thin 10 untuk semua ID Gen 
#Analisis untuk 3 ID Gen, model BMM-Normal 3 Komponen 
#---------------------------------------------------------------------- 
 












Tabel 6.1. Estimasi Parameter Rata-Rata Data Simulasi ID Gen LS0024 dengan 
Model BMM-Normal Dua Komponen 
 
Parameter Rata-Rata Simpangan Baku MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,4487 0,6434 0,0079 -1,713 -0,4705 0,8975 1 5.000 
lambda[2] -0,2848 0,8308 0,0111 -2,016 -0,2637 1,328 1 5.000 
tau[1] 1,585 1,229 0,0178 0,1573 1,271 4,76 1 5.000 
tau[2] 1,198 1,04 0,0134 0,0827 0,9056 4,035 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
w[2] 0,4041 0,1997 0,0029 0,0713 0,3893 0,8169 1 5.000 
 







Gambar 6.4. Fungsi Autokorelasi setiap Parameter Model BMM-Normal 




Gambar 6.5. Densitas Kernel setiap Parameter Model BMM-Normal 








Gambar 6.6. History Data Bangkitan setiap Parameter Model BMM-Normal 






Gambar 6.7. Quantiles setiap Parameter Model BMM-Normal Dua Komponen 
untuk ID Gen LS0024 
 
 
Tabel 6.2. Estimasi Parameter Rata-Rata Data Simulasi ID Gen U070 
denganModel BMM-Normal Tiga Komponen 
 
Parameter Rata-Rata Simpangan Baku MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -1,227 0,2654 0,0042 -1,766 -1,223 -0,7236 1 5.000 
lambda[2] -0,7054 0,2246 0,0034 -1,143 -0,7062 -0,2705 1 5.000 
lambda[3] -0,2022 0,2394 0,0036 -0,6557 -0,2043 0,2863 1 5.000 
tau[1] 11,72 3,43 0,0448 6,055 11,32 19,55 1 5.000 
tau[2] 15,05 3,912 0,0551 8,521 14,6 24,11 1 5.000 
tau[3] 15,07 3,807 0,0610 8,565 14,71 23,43 1 5.000 
w[1] 0,3318 0,1785 0,0023 0,0498 0,3107 0,7137 1 5.000 
w[2] 0,3334 0,1823 0,0024 0,0546 0,3112 0,7358 1 5.000 





Gambar 6.8. Fungsi Autokorelasi setiap Parameter Model BMM-Normal 







Gambar 6.9. Densitas Kernel setiap Parameter Model BMM-Normal 




Gambar 6.10. History Data Bangkitan setiap Parameter Model BMM-Normal 






Gambar 6.11. Quantiles setiap Parameter Model BMM-Normal Tiga Komponen 
untuk ID Gen U070 
 
 
b. Validasi Model BMM-Normal 
Untuk memvalidasi model BMM-normal yang telah terbentuk digunakan 
goodness of fit KS. Hasil selengkapnya untuk 19 ID gen, yaitu  LS0024, LS0616, 
LS0159, LS0162, LS0185, LS0081, LS0752, LS0688, U273, dan U070 sebagai 
pembawa fungsi ketahanan serta ID gen U325, U385, U447, CA0426, CA0534, 
CA0702, CA1120, U001, dan CA0810 sebagai pembawa fungsi energi disajikan 
dalam Tabel 6.3. 
Berdasarkan hasil validasi model data simulasi dengan goodness of fit KS 
(Tabel 6.3) dapat diketahui bahwa model BMM-normal dua dan tiga komponen 
mampu memodelkan 19 ID gen yang diamati dengan baik. Hal ini dapat diketahui 
dari nilai rata-rata KS yang secara umum memiliki nilai cukup kecil dan masih 
dalam jaminan lebih kecil dari nilai KS 0,708tabel  . Untuk model OLS 
sebagaimana yang telah dijabarkan pada sub bab 2.2, memiliki nilai rata-rata KS 
yang secara umum lebih kecil dan masih dalam jaminan lebih kecil dari nilai 
KS 0,708tabel   






c. HPD dengan Credible Interval 95% dan Pengelompokan ID Gen 
 
HPD dengan credible interval 95% dibentuk untuk menentukan nilai-nilai 
batas credible interval, sehingga dapat diketahui pengelompokan dari 19 ID gen 
yang diamati ke dalam tiga kelompok, yaitu Up-regulated, Regulated, dan Down-
regulated. HPD dengan credible interval 95% diperoleh dengan 
mengimplementasikan Algoritma 2.3. Hasil pembuatan HPD selengkapnya 
disajikan dalam Tabel 6.4. 
Berdasarkan Tabel 6.4 dapat diketahui bahwa ada tujuh ID gen yang 
masuk ke dalam group Up-regulated, empat ID gen dari fungsi ketahanan, yaitu 
ID gen: LS0081, LS0752, LS0688, dan U273 serta tiga ID gen dari fungsi energi, 
yaitu ID gen: U325, CA0534, dan CA0702. Hal ini dapat dilihat dari nilai HPD 
dengan credible interval 95% dengan batas bawah bernilai negatif (-) dan batas 
atas bernilai negatif (-). Sedangkan 12 ID gen yang lain masuk group Regulated, 
yaitu enam ID gen dengan fungsi ketahanan: LS0024, LS0616, LS0159, LS0162, 
LS0185, dan U070 serta enam ID gen dengan fungsi energi, ID gen: U385, U447, 
CA0426, CA1120, U001, dan CA0810. Group Regulated dilihat dari nilai HPD 
dengan credible interval 95% dengan batas bawah bernilai negatif (-) dan batas 
atas bernilai positif (+). Sementara itu, tidak ada satupun ID gen yang masuk ke 
dalam kategori Down-regulated. Hasil yang diperoleh dengan pemodelan BMM-
normal dua dan tiga komponen teridentifikasi tujuh ID Gen: LS0081, LS0752, 
LS0688, U273, U325, CA0534, dan CA0702 yang tahan terhadap serangan 
penyakit jamur patogen Ascochyta Rabiei dan diharapkan mampu meningkatkan 
produksi tanaman Chickpea di dunia. 
 
d. Bentuk Distribusi Model BMM-Normal Dua dan Tiga Komponen 
 Bentuk distribusi model BMM-normal dua dan tiga komponen dari data 
Chickpea disajikan bersamaan dengan model BMM-normal dua dan tiga 
komponen untuk data simulasi karena data simulasi dibangun berdasarkan pola 
data Chickpea. Pemodelan BMM-normal dua dan tiga komponen yang telah 
dibangun untuk 19 ID gen memiliki bentuk distribusi mixture normal yang sama 
tetapi memiliki nilai estimasi parameter yang berbeda-beda di setiap ID gen. 




distribusi 19 ID gen, disajikan secara lengkap dalam Gambar 6.12 sampai dengan 
Gambar 6.30. 
 
Tabel 6.3. Rata-Rata Nilai Goodness of Fit KS Model BMM-Normal Dua dan 
Tiga Komponen untuk Model OLS Data Simulasi 
 
No ID Gen 
Nilai Rata-Rata Kolmogorov-Smirnov (KS) 
dari 1.000 kali Pembangkitan 
Model OLS BMM-Normal 
Fungsi Ketahanan: 
1 LS0024 0,2670 0,2785 
2 LS0616 0,3479 0,3168 
3 LS0159 0,3058 0,2935 
4 LS0162 0,2793 0,2791 
5 LS0185 0,2877 0,2861 
6 LS0081 0,3465 0,3181 
7 LS0752 0,3417 0,3163 
8 LS0688 0,2637 0,2725 
9 U273 0,3477 0,3227 
10 U070 0,2344 0,2699 
Fungsi Energi: 
  
11 U325 0,3275 0,3161 
12 U385 0,2774 0,2894 
13 U447 0,3318 0,3183 
14 CA0426 0,2986 0,2769 
15 CA0534 0,2896 0,3891 
16 CA0702 0,2892 0,3044 
17 CA1120 0,3684 0,3451 
18 U001 0,2304 0,2692 
19 CA0810 0,2328 0,3692 

















Tabel 6.4. HPD dengan Credible Interval 95% untuk Model BMM-Normal 
dengan Dua dan Tiga Komponen Data Simulasi 
 
No ID Gen 
HPD dengan Credible Interval 95% Model BMM-
Normal Data Simulasi Hasil 
Pengelompokan 
Batas Bawah Batas Atas 
Fungsi Ketahanan: 
1 LS0024 -1,0667 0,3367 Regulated 
2 LS0616 -1,1907 0,0860 Regulated 
3 LS0159 -1,4059 0,0604 Regulated 
4 LS0162 -1,1218 0,3330 Regulated 
5 LS0185 -1,0779 0,3356 Regulated 
6 LS0081 -1,3770 -0,0372 Up-regulated 
7 LS0752 -1,5493 -0,1917 Up-regulated 
8 LS0688 -1,4899 -0,0682 Up-regulated 
9 U273 -2,1536 -0,8466 Up-regulated 




11 U325 -1,8757 -0,2699 Up-regulated 
12 U385 -1,1874 0,1664 Regulated 
13 U447 -1,1553 0,3132 Regulated 
14 CA0426 -1,4357 0,3143 Regulated 
15 CA0534 -1,3569 -0,0987 Up-regulated 
16 CA0702 -1,4004 -0,0394 Up-regulated 
17 CA1120 -1,2127 0,7105 Regulated 
18 U001 -1,1626 0,4169 Regulated 




Gambar 6.12. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 






Gambar 6.13. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen LS0616 
 
 
Gambar 6.14. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen LS0159 
 
 
Gambar 6.15. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 





Gambar 6.16. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen LS0185 
 
 
Gambar 6.17. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen LS0081 
 
Gambar 6.18. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 






Gambar 6.19. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen LS0688 
 
 
Gambar 6.20. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 




Gambar 6.21. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 







Gambar 6.22. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 




Gambar 6.23. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 




Gambar 6.24. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 






Gambar 6.25. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 




Gambar 6.26. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 




Gambar 6.27. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 







Gambar 6.28. Bentuk Distribusi BMM-Normal Dua Komponen: (a) Data 




Gambar 6.29. Bentuk Distribusi BMM-Normal Tiga Komponen: (a) Data 




Gambar 6.30. Bentuk Distribusi BMM-Normal Tiga Komponen: (a) Data 




6.3. Implementasi pada Data Chickpea 
 Implementasi Algoritma 6.1 dilakukan pada data Chickpea untuk 
membentuk model BMM-normal, sehingga dapat diketahui sejauhmana kebaikan 
model yang diterapkan dalam data Chickpea. Tahapan-tahapan pemodelan 
diuraikan sebagai berikut: 
 
a. Estimasi Parameter dan Pemenuhan Asumsi Model Bayesian 
 Berdasarkan hasil uji pengembangan Algoritma RJMCMC dalam 
Algoritma 4.3 untuk data Chickpea, teridentifikasi satu ID gen dari fungsi 
ketahanan memiliki distribusi mixture normal tiga komponen, yaitu ID gen U070 
dan sembilan ID gen memiliki distribusi mixture normal dua komponen, yaitu ID 
gen: LS0024, LS0616, LS0159, LS0162, LS0185, LS0081, LS0752, LS0688, dan 
U273. Sedangkan ID gen dari  fungsi energi, ada dua ID gen yang memiliki 
distribusi mixture normal tiga komponen, yaitu ID gen U001 dan CA0810, dan 
tujuh ID gen memiliki distribusi mixture normal dua komponen, yaitu ID gen: 
U325, U385, U447, CA0426, CA0534, CA0702, dan CA1120. Dalam hal ini 
berarti bahwa dari 26 ID gen data Chickpea, ada tiga ID gen yang memiliki 
distribusi mixture normal tiga komponen dan 16 ID gen yang memiliki distribusi 
mixture normal dua komponen. Hal ini berarti total ada 19 ID gen yang akan 
dimodelkan mixture normal dengan pendekatan Bayesian (BMM-normal) 
menggunakan implementasi Algoritma 6.1. 
 Estimasi parameter pada  model BMM-normal dilakukan menggunakan 
Algoritma MCMC pendekatan Gibbs Sampler (Algoritma 2.1) dengan distribusi 
mixture normal dua dan tiga komponen. Implementasi Algoritma 2.1 
menggunakan program WinBUGS dengan membuat Syntax BUGS atau Graphical 
Model (Doodle BUGS). Graphical Model dan Syntax BUGS model BMM-normal 
untuk distribusi mixture normal dua dan tiga komponen sebagaimana yang telah 
disusun dan digunakan dalam Gambar 6.1 dan Gambar 6.2 serta Syntax 6.1 dan 
Syntax 6.2 bagi 19 ID gen benar telah teridentifikasi memiliki distribusi mixture 
normal. 
Hasil running program BUGS, diberikan contoh ID gen LS0024 untuk 




sampai dengan Gambar 6.34) dan ID gen U070 untuk mixture normal tiga 
komponen (disajikan dalam Tabel 6.6 dan Gambar 6.35 sampai dengan Gambar 
6.38). Hasil yang disajikan merupakan rata-rata data Chickpea untuk 
pembangkitan data sebanyak 1.000 kali dimana iterasi setiap parameter dilakukan 
sebanyak 5.000 kali. Hasil secara lengkap untuk 19 ID Gen yang lain, yaitu: 
LS0024, LS0616, LS0159, LS0162, LS0185, LS0081, LS0752, LS0688, U273, 
dan U070 sebagai pembawa fungsi ketahanan, serta ID gen U325, U385, U447, 
CA0426, CA0534, CA0702, CA1120, U001, dan CA0810 sebagai pembawa 
fungsi energi dapat dilihat pada Lampiran 6.  
 
Tabel 6.5. Estimasi Parameter Rata-Rata Data Chickpea untuk ID Gen LS0024 
pada Model BMM-Normal Dua Komponen 
 
Parameter Rata-Rata Simpangan Baku MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,4599 0,6467 0,0079 -1,725 -0,4804 0,9101 1 5.000 
lambda[2] -0,2676 0,8347 0,0111 -2,015 -0,2446 1,344 1 5.000 
tau[1] 1,574 1,223 0,0177 0,1564 1,259 4,724 1 5.000 
tau[2] 1,194 1,038 0,0134 0,0825 0,9014 4,016 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
w[2] 0,4041 0,1997 0,0029 0,0713 0,3893 0,8169 1 5.000 
 
 
Gambar 6.31. Fungsi Autokorelasi setiap Parameter Model BMM-Normal Dua 






Gambar 6.32. Densitas Kernel setiap Parameter Model BMM-Normal Dua 
Komponen untuk ID Gen LS0024 Data Chickpea 
 
 
Gambar 6.33. History Bangkitan Data Model BMM-Normal Dua Komponen 







Gambar 6.34. Quantiles setiap Parameter Model BMM-Normal Dua Komponen 




Tabel 6.6. Estimasi Parameter Rata-Rata Data Chickpea untuk ID Gen U070  
pada Model BMM-Normal Tiga Komponen 
 
Parameter Rata-Rata Simpangan Baku MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -1,075 0,2262 0,0034 -1,526 -1,074 -0,6381 1 5.000 
lambda[2] -0,9481 0,2287 0,0031 -1,381 -0,9517 -0,4758 1 5.000 
lambda[3] -0,1865 0,2566 0,0044 -0,6748 -0,189 0,3329 1 5.000 
tau[1] 11,48 3,365 0,0491 6,024 11,05 18,9 1 5.000 
tau[2] 13,15 3,73 0,0452 6,934 12,72 2,41 1 5.000 
tau[3] 15,12 3,895 0,0573 8,546 14,72 23,72 1 5.000 
w[1] 0,3307 0,1782 0,0023 0,0530 0,311 0,7081 1 5.000 
w[2] 0,3346 0,1788 0,0025 0,0546 0,3156 0,7162 1 5.000 







Gambar 6.35. Fungsi Autokorelasi setiap Parameter Model BMM-Normal Tiga 




Gambar 6.36. Densitas Kernel setiap Parameter Model BMM-Normal 






Gambar 6.37. History Data Bangkitan Model BMM-Normal Tiga Komponen 







Gambar 6.38. Quantiles setiap Parameter Model BMM-Normal Tiga Komponen 
untuk ID Gen U070 Data Chickpea 
 
 Berdasarkan hasil evaluasi estimasi parameter untuk model BMM-normal 
dua dan tiga komponen dapat diketahui bahwa untuk 19 ID gen data Chickpea 
yang diamatisudah sangat baik dan sudah memenuhi asumsi pemodelan 
pendekatan Bayesian, yaitu independence, irreducible, aperiodic dan recurrent 
dalam sampel MCMC untuk mencapai konvergensi estimasinya. Hal ini dapat 
diketahui dari plot fungsi autokorelasi semua parameter yang diestimasi 
mempunyai nilai nyata berbeda dengan nol untuk lag-0 dan lag-lag selain lag-0 
tidak nyata berbeda dengan nol (Gambar 6.31 dan Gambar 6.35). Demikian juga 
dengan plot distribusi Kernel, history, dan quantiles dari parameter yang 
diestimasi memiliki ciri-ciri yang sesuai dengan model yang diharapkan yaitu 
estimasi parameter telah mencapai konvergen dengan memenuhi sifat irreducible, 
aperiodic dan recurrent (Gambar 6.32 sampai dengan Gambar 6.34 dan Gambar 
6.36 sampai dengan Gambar 6.38). Oleh karena itu, model BMM-normal dua dan 
tiga komponen terbaik untuk 19 ID gen data Chickpea telah diketahui. 
 
b. Validasi Model BMM-Normal 
Untuk memvalidasi model BMM-Normal yang telah terbentuk digunakan 
goodness of fit KS. Hasil selengkapnya untuk 19 ID gen, yaitu:  LS0024, LS0616, 
LS0159, LS0162, LS0185, LS0081, LS0752, LS0688, U273, dan U070 sebagai 




CA0702, CA1120, U001, dan CA0810 sebagai pembawa fungsi energi disajikan 
dalam Tabel 6.7. 
Berdasarkan hasil validasi model data simulasi dengan goodness of fit KS 
dapat diketahui bahwa model BMM-normal dua dan tiga komponen mampu 
memodelkan 19 ID gen yang diamati dengan baik. Hal ini dapat diketahui dari 
nilai KS yang secara umum memiliki nilai cukup kecil dan masih dalam jaminan 
lebih kecil dari nilai KS 0,708tabel  . Model OLS sebagaimana yang telah 
dijabarkan pada sub bab 2.2, memiliki nilai KS yang secara umum lebih kecil dan 
masih dalam jaminan lebih kecil dari nilai KS 0,708tabel   dibandingkan dengan 
nilai KS model BMM-normal. 
 
c. HPD dengan Credible Interval 95% dan Pengelompokan ID Gen 
 
HPD dengan credible interval 95% dibentuk untuk menentukan nilai-nilai 
batas credible interval dari model yang dibangun, sehingga dapat diketahui 
pengelompokan dari 19 ID gen yang diamati dalam tiga kelompok, yaitu Up-
regulated, Regulated, dan Down-regulated. HPD dengan credible interval 95% 
diperoleh dengan mengimplementasikan Algoritma 5.1. Hasil pembentukan HPD 
selengkapnya disajikan dalam Tabel 6.8. 
Berdasarkan Tabel 6.8 dapat diketahui bahwa ada 10 ID gen yang masuk 
group Upregulated, yaitu enam ID gen dari fungsi ketahanan, ID gen: LS0159, 
LS0081, LS0752, LS0688, U273, dan U070 serta empat ID gen dari fungsi energi, 
ID gen: U325, U385, CA0534, dan CA0702. Hal ini dapat dilihat dari nilai HPD 
dengan credible interval 95% dengan batas bawah bernilai negatif (-) dan batas 
atas bernilai negatif (-). Sedangkan sembilan ID gen yang lain masuk group 
Regulated, yaitu empat ID gen dengan fungsi ketahanan: LS0024, LS0616, 
LS0162, dan LS0185 serta lima ID gen dengan fungsi energi, ID gen: U447, 
CA0426, CA1120, U001, dan CA0810. Group Regulated dilihat dari nilai HPD 
dengan credible interval 95% dengan batas bawah bernilai negatif (-) dan batas 
atas bernilai positif (+). Sementara tidak satupun ditemukan ID gen yang masuk 
ke dalam kategori Down-regulated. Hasil yang diperoleh dengan pemodelan 




LS0081, LS0752, LS0688, U273, U070, U325, U385, CA0534, dan CA0702 yang 
tahan terhadap serangan penyakit jamur patogen Ascochyta Rabiei dan diharapkan 
mampu meningkatkan produksi tanaman Chickpea di dunia. 
 
d. Bentuk Distribusi Model BMM-Normal Dua dan Tiga Komponen 
 Bentuk distribusi model BMM-normal dua dan tiga komponen data 
Chickpea untuk 19 ID gen yang telah dibangun disajikan secara lengkap dalam 
Gambar 6.7 sampai dengan Gambar 6.25 sebagaimana yang telah disajikan 
sebelumnya dimana bentuk distribusi data simulasi mengikuti distribusi data 
Chickpea dan bentuk distribusi BMM-normal setiap ID gen data Chickpea adalah 
sama yaitu berdistribusi mixture normal tetapi memiliki perbedaan nilai estimasi 
parameternya. Bentuk distribusi model BMM-normal dua dan tiga komponen dari 
data Chickpea disajikan secara bersamaan dengan data simulasi karena data 






























Tabel 6.7. Goodness of Fit KS Model BMM-Normal Dua dan Tiga Komponen 
dan Model OLS untuk Data Chickpea 
 
No ID Gen 
Nilai Kolmogorov-Smirnov (KS) 
Model OLS BMM-Normal 
Fungsi Ketahanan: 
1 LS0024 0,2534 0,2590 
2 LS0616 0,3800 0,3325 
3 LS0159 0,2929 0,2546 
4 LS0162 0,2692 0,2707 
5 LS0185 0,2752 0,2750 
6 LS0081 0,3427 0,3195 
7 LS0752 0,3584 0,3226 
8 LS0688 0,2554 0,2525 
9 U273 0,3415 0,2985 
10 U070 0,2291 0,2742 
Fungsi Energi: 
  
11 U325 0,3147 0,2982 
12 U385 0,2662 0,2550 
13 U447 0,3178 0,3114 
14 CA0426 0,2890 0,2599 
15 CA0534 0,3318 0,3527 
16 CA0702 0,2743 0,2746 
17 CA1120 0,3656 0,3381 
18 U001 0,2263 0,2679 
19 CA0810 0,1855 0,3191 





Tabel 6.8. HPD dengan Credible Interval 95% untuk Model BMM-Normal 
dengan Dua dan Tiga Komponen Data Chickpea 
 
No ID Gen 
HPD dengan Credible Interval 95% Model BMM-
Normal Data Chickpea Hasil 
Pengelompokan 
Batas Bawah Batas Atas 
Fungsi Ketahanan: 
1 LS0024 -1,2229 0,3566 Regulated 
2 LS0616 -1,4163 0,1121 Regulated 
3 LS0159 -1,3187 -0,0189 Up-regulated 
4 LS0162 -1,2510 0,2183 Regulated 
5 LS0185 -1,5069 0,2971 Regulated 
6 LS0081 -1,9190 -0,4255 Up-regulated 
7 LS0752 -1,4643 -0,0644 Up-regulated 
8 LS0688 -1,7314 -0,1113 Up-regulated 
9 U273 -1,9716 -0,8877 Up-regulated 




11 U325 -2,1925 -0,5276 Up-regulated 
12 U385 -1,4816 -0,0611 Up-regulated 
13 U447 -0,9976 0,3731 Regulated 
14 CA0426 -1,3793 0,7864 Regulated 
15 CA0534 -1,3711 -0,2240 Up-regulated 
16 CA0702 -1,8035 -0,6930 Up-regulated 
17 CA1120 -1,0810 1,0074 Regulated 
18 U001 -1,2365 0,3634 Regulated 




























IDENTIFIKASI PERBEDAAN EKSPRESI GEN TANAMAN 
CHICKPEA DI INDONESIA DENGAN PEMODELAN 
BAYESIAN MIXTURE MODEL AVERAGING 
 
 
 Dalam bab ini akan disajikan beberapa algoritma yang terkait dengan 
identifikasi perbedaan ekspresi gen tanaman Chickpea di Indonesia melalui 
pemodelan Bayesian Mixture Normal Averaging (BMMA-normal) dan 
implementasi beberapa algoritma yang telah dibangun dilakukan pada data 
simulasi dan data Chickpea. 
 
7.1. Pemodelan dan Algoritma untuk Bayesian Mixture Model Averaging 
(BMMA) Normal 
 
Pemodelan Bayesian Mixture Averaging adalah sebuah pemodelan yang 
menggunakan pendekatan Bayesian yang mana pemodelan ini merupakan 
gabungan dari pemodelan Bayesian Mixture (BMM) dan Bayesian Averaging 
(BMA) yang telah dibahas pada bab-bab sebelumnya. Pemodelan BMMA 
dibentuk dengan asumsi bahwa dalam distribusi data memiliki modus lebih dari 
satu (multimodal), dimana data akan memiliki susunan sub-sub populasi atau 
group-group populasi dimana setiap sub populasi merupakan komponen penyusun 
dari model mixture yang memiliki proporsi berbeda-beda. Perbedaannya dengan 
pemodelan BMM adalah pemodelan BMMA ini membentuk model tunggal 
terbaik dengan mempertimbangkan semua kemungkinan model yang bisa 
dibentuk, sehingga ketidakpastian model dapat diselesaikan. Melalui prinsip 
tersebut maka pemodelan BMMAdilakukan dengan merata-ratakan distribusi 
posterior dari semua model terbaiknya. 
Dalam pemodelan BMMA-normal diawali dengan pembentukan model 
BMM-normal dengan menggunakan Algoritma MCMC pendekatan Gibbs 
Sampler (Algoritma 2.1) sebagaimana yang telah dijabarkan pada Bab VI dan 
dilanjutkan dengan pembentukan model dengan prinsip pemodelan BMA 




Pada Algoritma 2.1 yang diterapkan dalam data berdistribusi mixture, 
parameter   yang dimaksud adalah  lambda ,i  tau ,i  dan  ,w i dengan 
1,2,...,i k  dimana k  merupakan jumlah komponen dalam distribusi mixture 
normal. Penerapan dari Algoritma 2.1 pada pemodelan BMMA-normal akan 
memperoleh penduga-penduga parameter untuk  lambda ,i  tau ,i  dan  w i  
untuk i  dari sebanyak 1.000 model terbaik yang dibangkitkan dengan iterasi 
masing-masing parameter yang diduga dilakukan sebanyak 5.000 kali. 
Selanjutnya mengevaluasi 1.000 model BMM-normal yang diperoleh untuk 
mengetahui pemenuhan asumsi model dengan pendekatan Bayesian. Apabila telah 
diperoleh 1.000 model terbaik berdasarkan program WinBUGS maka langkah 
selanjutnya menyeleksi 1.000 model terbaik tersebut dengan metode seleksi 
model Occam‟s Window untuk membentuk model BMMA-normal dengan 
menggunakan prinsip pemodelan BMA-normal. Selanjutnya memvalidasi model 
BMMA-normal yang terbentuk dengan kriteria goodness of fit KS dan 
menentukan nilai batas bawah dan batas atas dari model BMMA-normal terbaik 
melalui HPD dengan credible interval 95%. Langkah terakhir, menetapkan 
kelompok data dalam Down-regulated, Regulated, dan Up-regulated. Proses 
pemodelan BMMA-normal dapat dilakukan menggunakan Algoritma 7.1. 
 
Algoritma 7.1. Algoritma BMMA-Normal 
  Tahapan-tahapan dalam Algoritma BMMA-normal melalui langkah-
langkah berikut: 
Langkah 1. Bentuk model BMM-normal sebanyak 1.000 model yang 
dibangkitkan dengan Algoritma MCMC pendekatan Gibbs 
Sampler (Algoritma 5.1) dengan jumlah iterasi setiap 
parameter yang akan diduga dari model sebanyak 5.000 kali. 
Langkah 2. Evaluasi pemenuhan asumsi pemodelan Bayesian 
(independence, irreducible, aperiodic, dan recurrent) dari 
1.000 model BMM-normal yang terbaik melalui kriteria plot 
fungsi autokorelasi, distribrusi Kernel, history, dan quantiles 




Langkah 3. Seleksi 1.000 model yang dihasilkan pada Langkah 2 dengan 
metode seleksi model Occam‟s Window (Algoritma 5.3) untuk 
membentuk model BMMA-normal. 
Langkah 4. Menghitung nilai goodness of fit KS untuk validasi model 
BMMA-normal sebagaimana yang telah dibahas dala sub bab 
2.8. 
Langkah 5. Tentukan nilai batas bawah (namakan a) dan batas atas 
(namakan b) dengan Algoritma 5.1 tentang pembentukan HPD 
dengan credible interval 95% 
Langkah 6. Menetapkan kelompok data ke dalam tiga kelompok, yaitu 
Down-regulated, Regulated, dan Up-regulated. 
  
 Implementasi Algoritma 7.1 (Algoritma BMMA-normal) terhadap data 
simulasi dan data Chickpea telah dilakukan oleh Astuti dkk. (2015c; 2016c). 
Konsep kerja Algoritma 7.1 juga telah diimplementasi pada data Diabetes 
Mellitus oleh Astuti dkk. (2016a; 2016b). 
Syarat-syarat metode BMMA dapat digunakan jika data memiliki 
distribusi mixture yang akan dimodelkan melalui pendekatan Bayesian dengan 
metode pendugaan parameter model menggunakan konsep averaging. Dalam hal 
ini, tentu saja pernyaratan-persyaratan pemodelan Bayesian mixture dan konsep 
averaging sebagaimana yang telah dijabarkan pada sub bab 2.3, sub bab 2.4 dan 
sub bab 2.7 harus terpenuhi. Sedangkan metode BMMA-normal sebagai kasus 
khusus dari metode BMMA memiliki persyaratan-persyaratan sebagaimana 
metode BMMA tetapi untuk data berdistribusi mixture normal. 
 
7.2. Implementasi pada Data Simulasi 
 Implementasi pemodelan BMMA-normal pada data simulasi dilakukan 
untuk mengetahui sejauh mana kebaikan model ini untuk data simulasi dan 
sekaligus untuk mengidentifikasi pengelompokan ID gen ke dalam kelompok Up-
regulated, Regulated, dan Down-regulated. Tahapan-tahapan pemodelan 





a. Estimasi Parameter dan Pemenuhan Asumsi Model Bayesian 
 Berdasarkan data simulasi yang telah dibangun dengan ciri data Chickpea, 
teridentifikasi satu ID gen dari fungsi ketahanan yang memiliki distribusi mixture 
normal tiga komponen, yaitu ID gen U070 dan sembilan ID gen memiliki 
distribusi mixture normal dua komponen, yaitu ID gen: LS0024, LS0616, LS0159, 
LS0162, LS0185, LS0081, LS0752, LS0688, dan U273. Sedangkan ID gen dari  
fungsi energi, ada dua ID gen yang memiliki distribusi mixture normal tiga 
komponen, yaitu ID gen: U001 dan CA0810 dan tujuh ID gen memiliki distribusi 
mixture normal dua komponen, yaitu ID gen: U325, U385, U447, CA0426, 
CA0534, CA0702, dan CA1120. Artinya, dari 26 ID gen yang diamati pada data 
simulasi, ada tiga ID gen yang memiliki distribusi mixture normal tiga komponen 
dan 16 ID gen yang memiliki distribusi mixture normal dua komponen, sehingga 
total ada 19 ID gen yang akan dimodelkan mixture normal averaging dengan 
pendekatan Bayesian (BMMA-normal) dengan cara mengimplementasikan 
Algoritma 7.1. 
 Estimasi parameter untuk membentuk 1.000 model BMM-normal dengan 
jumlah iterasi setiap parameter yang diduga dalam model sebanyak 5.000 kali, 
dilakukan menggunakan Algoritma MCMC pendekatan Gibbs Sampler 
(Algoritma 2.1). Distribusi datanya adalah mixture normal dua dan tiga 
komponen. Implementasi Algoritma 2.1 ini menggunakan program WinBUGS 
dengan membuat Syntax BUGS atau Graphical Model (Doodle BUGS) 
sebagaimana yang telah ditunjukkan pada Gambar 6.2 dan Gambar 6.3, serta 
Syntax 6.1 dan Syntax 6.2, sebagaimana yang telah digunakan sebelumnya pada 
saat pembentukan model BMM-normal untuk 19 ID gen yang telah teridentifikasi 
memiliki distribusi mixture normal. 
Sesuai dengan hasil yang telah diperoleh sebelumnya pada pemodelan 
BMM-normal, sebagai contoh running program BUGS diterapkan pada ID gen 
LS0024 yang berdistribusi mixture normal dengan dua komponen. Hasilnya 
disajikan dalam Tabel 6.1 dan Gambar 6.4 sampai dengan Gambar 6.7. Program 
ini juga diterapkan pada ID gen U070 yang berdistribusi mixture normal 
tiga.Hasilnya disajikan dalam Tabel 6.2 dan Gambar 6.8 sampai dengan Gambar 




data 1.000 kali dimana iterasi setiap parameter yang diduga dalam model 
dilakukan sebanyak 5.000 kali. Hasil selengkapnya untuk 19 ID gen yang lain, 
yaitu LS0024, LS0616, LS0159, LS0162, LS0185, LS0081, LS0752, LS0688, 
U273, dan U070 sebagai pembawa fungsi ketahanan, serta ID gen: U325, U385, 
U447, CA0426, CA0534, CA0702, CA1120, U001, dan CA0810 sebagai 
pembawa fungsi energi dapat dilihat pada Lampiran 5. 
  Hasil evaluasi estimasi parameter untuk model BMM-normal dua dan tiga 
komponen sesuai pembahasan sebelumnya telah didapatkan bahwa untuk 19 ID 
gen dari data simulasi yang diamatisudah sangat baik dan sudah memenuhi 
asumsi pemodelan pendekatan Bayesian, yaitu independence, irreducible, 
aperiodic dan recurrent dalam sampel MCMC untuk mencapai konvergensi 
estimasinya. Hal ini dapat diketahui dari plot fungsi autokorelasi semua parameter 
yang diestimasi mempunyai nilai nyata berbeda dengan nol untuk lag-0 dan lag-
lag selain lag-0 tidak nyata berbeda dengan nol (Gambar 6.4 dan Gambar 6.8). 
Demikian juga dengan plot distribusi Kernel, history, dan quantiles dari parameter 
yang diestimasi memiliki ciri-ciri yang sesuai dengan model yang diharapkan, 
yaitu estimasi parameter telah mencapai konvergen dengan memenuhi sifat 
irreducible, aperiodic dan recurrent (Gambar 6.5 sampai dengan Gambar 6.7 dan 
Gambar 6.9 sampai dengan Gambar 6.11). Oleh karena itu, model BMM-normal 
dua dan tiga komponen terbaik untuk 19 ID gen data simulasi telah diketahui. 
 
b. Seleksi Model dengan Metode Occam’s Window 
Langkah 3 dari Algoritma 7.1 melakukan seleksi model untuk 1.000 model 
BMM-normal yang telah dibangun untuk membentuk model BMMA-normal. 
Seleksi untuk 1.000 model BMM-normal terbaik dilakukan dengan metode seleksi 
Occam‟s Window dengan mengimplementasikan Algoritma 5.2, sehingga dapat 
diperoleh model BMMA-normal terbaik. Hasil yang diperoleh disajikan secara 
lengkap pada Tabel 7.1. 
Berdasarkan hasil seleksi Occam‟s Window pada Tabel 7.1 dapat 
diketahui bahwa pada pemodelan BMMA-normal dua dan tiga komponen harus 
dibangun dengan melibatkan 916 model yang terseleksi untuk setiap ID gen yang 




normal dua komponen sebanyak 930 model dan untuk rata-rata model yang 
terlibat dalam pemodelan BMMA-normal tiga komponen sebanyak 855 model. 
Model BMMA-normal dua dan tiga komponen yang terbangun cukup komplek, 
tetapi dengan perkembangan kemajuan teknologi komputasi saat ini, maka 
kompleksitas model bukan menjadi masalah dalam estimasi modelnya. 
Tabel 7.1. Hasil Seleksi Model dengan Metode Occam‟s Window  
untuk Data Simulasi 
 
No ID Gen Rata-Rata Hasil Seleksi 1.000 Model BMM-Normal dengan 
Metode Occam's Window untuk Data Simulasi dalam 
Pemodelan BMMA-Normal dari Pengulangan 1.000 kali 
Fungsi Ketahanan: 
1 LS0024 933,64 
2 LS0616 934,52 
3 LS0159 936,57 
4 LS0162 933,02 
5 LS0185 933,07 
6 LS0081 932,62 
7 LS0752 932,28 
8 LS0688 933,65 
9 U273 937,17 
10 U070 800,33 
Fungsi Energi: 
 
11 U325 922,89 
12 U385 936,10 
13 U447 930,35 
14 CA0426 915,45 
15 CA0534 929,12 
16 CA0702 932,23 
17 CA1120 918,73 
18 U001 875,35 
19 CA0810 888,87 
Rata-Rata 915,74 
 
c. Validasi Model BMMA-Normal 
Untuk memvalidasi model BMMA-normal yang telah terbentuk digunakan 
goodness of fit KS. Hasil selengkapnya untuk 19 ID gen, yaitu:  LS0024, LS0616, 
LS0159, LS0162, LS0185, LS0081, LS0752, LS0688, U273, dan U070 sebagai 




CA0702, CA1120, U001, dan CA0810 sebagai pembawa fungsi energi, disajikan 
dalam Tabel 7.2. 
Berdasarkan hasil validasi model data simulasi dengan goodness of fit KS 
dalam Tabel 7.2 dapat diketahui bahwa model BMMA-normal dua dan tiga 
komponen mampu memodelkan 19 ID gen yang diamati dengan baik. Hal ini 
dapat diketahui dari nilai rata-rata KS yang secara umum memiliki nilai cukup 
kecil dan masih dalam jaminan lebih kecil dari KS 0,708tabel  . Nilai rata-rata KS 
model BMMA-normal ini lebih kecil dan masih dalam jaminan lebih kecil dari 
KS 0,708tabel   dibandingkan dengan model OLS sebagaimana yang telah 
dijabarkan dalam sub bab 2.2. 
 
Tabel 7.2. Goodness of Fit KS Model BMMA-Normal dengan Dua dan Tiga 
Komponen dan Model OLS Data Simulasi 
 
No ID Gen 
Nilai Rata-Rata Kolmogorov-Smirnov (KS) 
Dari 1.000 Kali Pembangkitan Data 
Model OLS BMMA-Normal 
Fungsi Ketahanan: 
1 LS0024 0,2670 0,2745 
2 LS0616 0,3479 0,3159 
3 LS0159 0,3058 0,2883 
4 LS0162 0,2793 0,2673 
5 LS0185 0,2877 0,2824 
6 LS0081 0,3465 0,3167 
7 LS0752 0,3417 0,3299 
8 LS0688 0,2637 0,2631 
9 U273 0,3477 0,3176 
10 U070 0,2344 0,2179 
Fungsi Energi: 
  
11 U325 0,3275 0,2997 
12 U385 0,2774 0,2774 
13 U447 0,3318 0,3007 
14 CA0426 0,2986 0,6433 
15 CA0534 0,2896 0,3917 
16 CA0702 0,2892 0,3108 
17 CA1120 0,3684 0,3319 
18 U001 0,2304 0,2466 
19 CA0810 0,2328 0,3233 





d. HPD dengan Credible Interval 95% dan Pengelompokan ID Gen 
 
HPD dengan credible interval 95% dibentuk untuk menentukan nilai-nilai 
batas credible interval, sehingga dapat diketahui pengelompokan dari 19 ID gen 
yang diamati ke dalam tiga kelompok, yaitu Up-regulated, Regulated, dan Down-
regulated. HPD dengan credible interval 95% diperoleh dengan 
mengimplementasikan Algoritma 5.1. Hasil pembuatan HPD selengkapnya 
disajikan dalam Tabel 7.3. 
 Berdasarkan Tabel 7.3 dapat diketahui bahwa ada tujuh ID gen yang 
masuk group Up-regulated, empat ID gen dari fungsi ketahanan, yaitu ID gen: 
LS0159, LS0752, LS0688, dan U273, serta tiga ID gen dari fungsi energi, yaitu 
ID gen: U325, CA0534, dan CA0702. Hal ini dapat dilihat dari nilai HPD dengan 
credible interval 95% dengan batas bawah bernilai negatif (-) dan batas atas 
bernilai negatif (-). Sedangkan 12 ID gen yang lain masuk group Regulated, yaitu 
enam ID gen dengan fungsi ketahanan: LS0024, LS0616, LS0162, LS0185, 
LS0081 dan U070, serta enam ID gen dengan fungsi energi, yaitu ID gen: U385, 
U447, CA0426, CA1120, U001, dan CA0810. Group Regulated dilihat dari nilai 
HPD dengan credible interval 95% dengan batas bawah bernilai negatif (-) dan 
batas atas bernilai positif (+). Sementara itu tidak ada satupun ID gen yang masuk 
dalam kategori Down-regulated. Hasil yang diperoleh dengan pemodelan 
BMMA-normal dua dan tiga komponen teridentifikasi tujuh ID Gen: LS0159, 
LS0752, LS0688, U273, U325, CA0534, dan CA0702 yang tahan terhadap 
serangan penyakit jamur patogen Ascochyta Rabiei dan diharapkan mampu 
meningkatkan produksi tanaman Chickpea di dunia. 
 
e. Bentuk Distribusi Model BMMA-Normal Dua dan Tiga Komponen 
 Bentuk distribusi BMMA-normal data simulasi disajikan bersamaan dengan 
data Chickpea. Hal ini dilakukan karena data simulasi dibangun berdasarkan pola 
data Chickpea. Bentuk distribusi model BMMA-normal dengan dua dan tiga 
komponen dari data Chickpea dan data simulasi untuk 19 ID gen yang telah 
dibangun disajikan secara lengkap dalam Gambar 7.1 sampai dengan Gambar 
7.19. Sedangkan beberapa contoh model persamaan BMMA dan model 




Hasil yang diperoleh menunjukkan bahwa distribusi data simulasi mengikuti 
distribusi data Chickpea dan bentuk distribusi setiap ID gen adalah sama yaitu 
berdistribusi mixture normal tetapi berbeda-beda nilai estimasi parameternya. 
 
Tabel 7.3. HPD dengan Credible Interval 95% untuk Model BMMA-Normal 
dengan Dua dan Tiga Komponen Data Simulasi 
 
No ID Gen 
HPD dengan Credible Interval 95% Model BMMA-
Normal Data Simulasi Hasil 
Pengelompokan 
Batas Bawah Batas Atas 
Fungsi Ketahanan: 
1 LS0024 -1,1186 0,3922 Regulated 
2 LS0616 -1,2325 0,1088 Regulated 
3 LS0159 -1,4649 -0,0314 Up-regulated 
4 LS0162 -1,1899 0,3798 Regulated 
5 LS0185 -1,1420 0,3782 Regulated 
6 LS0081 -1,4490 0,0741 Regulated 
7 LS0752 -1,6065 -0,1480 Up-regulated 
8 LS0688 -1,5644 -0,0222 Up-regulated 
9 U273 -2,1967 -0,8222 Up-regulated 




11 U325 -1,9574 -0,1932 Up-regulated 
12 U385 -1,2450 0,1919 Regulated 
13 U447 -1,2392 0,3850 Regulated 
14 CA0426 -1,5096 0,4160 Regulated 
15 CA0534 -1,3888 -0,0707 Up-regulated 
16 CA0702 -1,4505 -0,0051 Up-regulated 
17 CA1120 -1,2955 0,7995 Regulated 
18 U001 -1,2812 0,4803 Regulated 






Gambar 7.1. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen LS0024 
 
 
Gambar 7.2. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen LS0616 
 
 
Gambar 7.3. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 





Gambar 7.4. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen LS0162 
 
Gambar 7.5. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen LS0185 
 
 
Gambar 7.6. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 






Gambar 7.7. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen LS0752 
 
 
Gambar 7.8. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen LS0688 
 
 
Gambar 7.9. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 






Gambar 7.10. Bentuk Distribusi BMMA-Normal Tiga Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen U070 
 
 
Gambar 7.11. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen U325 
 
 
Gambar 7.12. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 






Gambar 7.13. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen U447 
 
 
Gambar 7.14. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen CA0426 
 
 
Gambar 7.15. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 






Gambar 7.16. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen CA0702 
 
 
Gambar 7.17. Bentuk Distribusi BMMA-Normal Dua Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen CA1120 
 
 
Gambar 7.18. Bentuk Distribusi BMMA-Normal Tiga Komponen: (a) Data 







Gambar 7.19. Bentuk Distribusi BMMA-Normal Tiga Komponen: (a) Data 
Chickpea dan (b) Data Simulasi untuk ID Gen CA0810 
 
 
7.3. Implementasi pada Data Chickpea 
 Implementasi pemodelan pada data Chickpea dilakukan untuk mengetahui 
sejauhmana kebaikan model BMMA-normal yang diperoleh, serta 
mengidentifikasi pengelompokan data Chickpea ke dalam kelompok Up-
regulated, Regulated, dan Down-regulated. Tahapan-tahapan pemodelan 
diuraikan sebagai berikut: 
 
a. Estimasi Parameter dan Pemenuhan Asumsi Model Bayesian 
 Berdasarkan hasil uji pengembangan Algoritma RJMCMC dalam 
Algoritma 4.3 untuk data Chickpea, teridentifikasi satu ID gen dari fungsi 
ketahanan yang memiliki distribusi mixture normal tiga komponen, yaitu ID 
gen:U070 dan sembilan ID gen yang memiliki distribusi mixture normal dua 
komponen, yaitu ID gen: LS0024, LS0616, LS0159, LS0162, LS0185, LS0081, 
LS0752, LS0688, dan U273. Sedangkan ID gen dari  fungsi energi, ada dua ID 
gen yang memiliki distribusi mixture normal tiga komponen, yaitu ID gen: U001 
dan CA0810, dan tujuh ID gen memiliki distribusi mixture normal dua komponen, 
yaitu ID gen: U325, U385, U447, CA0426, CA0534, CA0702, dan CA1120. 
Artinya, dari 26 ID gen data Chickpea, ada tiga ID gen yang memiliki distribusi 
mixture normal tiga komponen dan 16 ID gen yang memiliki distribusi mixture 




mixture normal dengan pendekatan Bayesian (BMM-normal) menggunakan 
implementasi Algoritma 6.1. 
 Estimasi parameter pada model BMM-normal dilakukan menggunakan 
Algoritma MCMC pendekatan Gibbs Sampler (Algoritma 2.1) dengan distribusi 
mixture normal dua dan tiga komponen. Implementasi Algoritma 2.1 
menggunakan program WinBUGS dengan membuat Syntax BUGS atau Graphical 
Model (Doodle BUGS). Graphical Model dan Syntax BUGS model BMM-normal 
untuk distribusi mixture normal dua dan tiga komponen sebagaimana yang telah 
disusun dan digunakan dalam Gambar 6.1 dan Gambar 6.2 serta Syntax 6.1 dan 
Syntax 6.2 bagi 19 ID gen benar telah teridentifikasi memiliki distribusi mixture 
normal. 
Hasil running program BUGS, diberikan contoh ID gen LS0024 untuk 
mixture normal dua komponen (disajikan dalam Tabel 6.5 dan Gambar 6.31 
sampai dengan Gambar 6.34) dan ID gen U070 untuk mixture normal tiga 
komponen (disajikan dalam Tabel 6.6 dan Gambar 6.35 sampai dengan Gambar 
6.38). Hasil yang disajikan merupakan rata-rata data Chickpea untuk 
pembangkitan data sebanyak 1.000 kali dimana iterasi setiap parameter dilakukan 
sebanyak 5.000 kali. Hasil secara lengkap untuk 19 ID Gen yang lain, yaitu: 
LS0024, LS0616, LS0159, LS0162, LS0185, LS0081, LS0752, LS0688, U273, 
dan U070 dengan fungsi ketahanan, serta ID gen U325, U385, U447, CA0426, 
CA0534, CA0702, CA1120, U001, dan CA0810 dengan fungsi energi dapat 
dilihat pada Lampiran 6. 
 Berdasarkan hasil evaluasi estimasi parameter untuk model BMM-normal 
dua dan tiga komponen dapat diketahui bahwa untuk 19 ID gen dari data 
Chickpea yang diamati sudah sangat baik dan sudah memenuhi asumsi pemodelan 
pendekatan Bayesian, yaitu independence, irreducible, aperiodic dan recurrent 
dalam sampel MCMC untuk mencapai konvergensi estimasinya. Hal ini dapat 
diketahui dari plot fungsi autokorelasi semua parameter yang diestimasi 
mempunyai nilai nyata berbeda dengan nol untuk lag-0 dan lag-lag selain lag-0 
tidak nyata berbeda dengan nol (Gambar 6.31 dan Gambar 6.35). Demikian juga 
dengan plot distribusi Kernel, history, dan quantiles dari parameter yang 




estimasi parameter telah mencapai konvergen dengan memenuhi sifat irreducible, 
aperiodic dan recurrent (Gambar 6.32 sampai dengan Gambar 6.34 dan Gambar 
6.36 sampai dengan Gambar 6.38). Oleh karena itu, model BMM-normal dua dan 
tiga komponen terbaik untuk 19 ID gen data Chickpea telah diketahui. 
 
b. Seleksi Model dengan Metode Occam’s Window 
Langkah 3 dari Algoritma 7.1 melakukan seleksi model untuk 1.000 model 
BMM-normal yang telah dibangun untuk membentuk model BMMA-normal. 
Seleksi untuk 1.000 model BMM-normal terbaik dengan metode seleksi model 
Occam‟s Window dilakukan dengan mengimplementasikan Algoritma 5.4 untuk 
data Chickpea, sehingga dapat diperoleh model BMMA-normal terbaik. Hasil 
yang diperoleh disajikan secara lengkap pada Tabel 7.4. 
Berdasarkan hasil seleksi Occam‟s Window pada Tabel 7.4 dapat 
diketahui bahwa pada pemodelan BMMA-normal dua dan tiga komponen harus 
dibangun dengan melibatkan 918 model yang terseleksi untuk setiap ID gen yang 
diamati. Secara khusus rata-rata model yang terlibat dalam pemodelan BMMA-
normal dua komponen sebanyak 930 model dan untuk rata-rata model yang 
terlibat dalam pemodelan BMMA-normal tiga komponen sebanyak 817 model. 
Model BMMA-normal dua dan tiga komponen yang terbangun cukup komplek, 
tetapi dengan perkembangan kemajuan teknologi komputasi saat ini, maka 
kompleksitas model bukan menjadi masalah dalam estimasi modelnya. 
 
c. Validasi Model BMMA-Normal 
Untuk memvalidasi model BMMA-normal yang telah terbentuk digunakan 
goodness of fit KS. Hasil selengkapnya untuk 19 ID gen, yaitu:  LS0024, LS0616, 
LS0159, LS0162, LS0185, LS0081, LS0752, LS0688, U273, dan U070 sebagai 
pembawa fungsi ketahanan, serta ID gen U325, U385, U447, CA0426, CA0534, 
CA0702, CA1120, U001, dan CA0810 sebagai pembawa fungsi energi disajikan 
dalam Tabel 7.5. 
Berdasarkan hasil validasi model data simulasi dengan goodness of fit KS 
dalam Tabel 7.5 dapat diketahui bahwa model BMMA-normal dua dan tiga 




dapat diketahui dari nilai KS yang cukup kecil dan masih dalam jaminan memiliki 
nilai yang lebih kecil dari KS 0,708tabel  . Nilai KS model BMMA-normal ini 
lebih kecil dan masih dalam jaminan memiliki nilai yang lebih kecil dari 
KS 0,708tabel   dibandingkan dengan model OLS sebagaimana yang telah 
dijabarkan dalam sub bab 2.2. 
 
d. HPD dengan Credible Interval 95% dan Pengelompokan ID Gen 
 
HPD dengan credible interval 95% dibentuk untuk menentukan nilai-nilai 
batas credible interval, sehinggal diketahui pengelompokan dari 19 ID gen yang 
diamati ke dalam tiga kelompok, yaitu Up-regulated, Regulated, dan Down-
regulated. HPD dengan credible interval 95% diperoleh dengan 
mengimplementasikanAlgoritma 2.3. Hasil pembuatan HPD selengkapnya 
disajikan dalam Tabel 7.6. 
 Berdasarkan Tabel 7.6 dapat diketahui bahwa ada lima ID gen yang masuk 
group Up-regulated, tiga ID gen dari fungsi ketahanan, yaitu ID gen: LS0159, 
LS0752, dan U273, serta dua ID gen dari fungsi energi, yaitu ID gen: U385 dan 
CA0534. Hal ini dapat dilihat dari nilai HPD dengan credible interval 95% 
dengan batas bawah bernilai negatif (-) dan batas atas yang bernilai negatif (-). 
Sedangkan 14 ID gen yang lain masuk group Regulated, yaitu tujuh ID gen 
dengan fungsi ketahanan: LS0024, LS0616, LS0162, LS0185, LS0081, LS0688, 
dan U070 serta tujuh ID gen dengan fungsi energi, yaitu ID gen: U385, U447, 
CA0426, CA1120, CA0702, U001, dan CA0810. Group Regulated dilihat dari 
nilai HPD dengan credible interval 95% dengan batas bawah bernilai negatif (-) 
dan batas atas bernilai positif (+). Sementara itu, tidak ada satupun ID gen yang 
masuk dalam kategori Down-regulated. Hasil yang diperoleh dengan pemodelan 
BMMA-normal dua dan tiga komponen teridentifikasi lima ID Gen: LS0159, 
LS0752, U273, U325, dan CA0534 yang tahan terhadap serangan penyakit jamur 
patogen Ascochyta Rabiei dan diharapkan mampu meningkatkan produksi 
tanaman Chickpea di dunia. ID gen-ID gen yang tahan terhadap serangan penyakit 




varietas baru bagi tanaman Chickpea jenis Lasseter muda dengan cara penyisipan 
gen. 
 
Tabel 7.4. Hasil Seleksi Model dengan Metode Occam‟s Window  
untuk Data Chickpea 
 
No ID Gen Hasil Seleksi 1.000 Model BMM-Normal dengan Metode 
Occam's Window untuk Data Chickpea dalam Pemodelan 
BMMA-Normal 
Fungsi Ketahanan: 
1 LS0024 939 
2 LS0616 938 
3 LS0159 941 
4 LS0162 929 
5 LS0185 923 
6 LS0081 930 
7 LS0752 929 
8 LS0688 934 
9 U273 936 
10 U070 817 
Fungsi Energi: 
 
11 U325 928 
12 U385 943 
13 U447 922 
14 CA0426 906 
15 CA0534 946 
16 CA0702 931 
17 CA1120 907 
18 U001 861 














Tabel 7.5. Goodness of Fit KS Model BMMA-Normal Dua dan Tiga Komponen 
dan Model OLS untuk Data Chickpea 
 
No ID Gen 
Nilai Kolmogorov-Smirnov (KS) 
Model OLS BMMA-Normal 
Fungsi Ketahanan: 
1 LS0024 0,2534 0,2422 
2 LS0616 0,3800 0,3524 
3 LS0159 0,2929 0,2741 
4 LS0162 0,2692 0,2588 
5 LS0185 0,2752 0,2573 
6 LS0081 0,3427 0,3032 
7 LS0752 0,3584 0,3211 
8 LS0688 0,2554 0,2394 
9 U273 0,3415 0,3156 
10 U070 0,2291 0,2242 
Fungsi Energi: 
  
11 U325 0,3147 0,2863 
12 U385 0,2662 0,2466 
13 U447 0,3178 0,2871 
14 CA0426 0,2890 0,2471 
15 CA0534 0,3318 0,3640 
16 CA0702 0,2743 0,2715 
17 CA1120 0,3656 0,3241 
18 U001 0,2263 0,2349 
19 CA0810 0,1855 0,2862 




















Tabel 7.6. HPD dengan Credible Interval 95% untuk Model BMMA-Normal 
dengan Dua dan Tiga Komponen Data Chickpea 
 
No ID Gen 
HPD dengan Credible Interval 95% Model BMMA-
Normal Data Chickpea 
Hasil 
Pengelompokan 
Batas Bawah Batas Atas Fungsi 
Ketahanan: 
1 LS0024 -1,1429 0,4393 Regulated 
2 LS0616 -1,2519 0,1393 Regulated 
3 LS0159 -1,4834 -0,0042 Up-regulated 
4 LS0162 -1,2077 0,4258 Regulated 
5 LS0185 -1,1633 0,4231 Regulated 
6 LS0081 -1,4763 0,1250 Regulated 
7 LS0752 -1,6328 -0,1071 Up-regulated 
8 LS0688 -1,5962 0,0188 Regulated 
9 U273 -2,2179 -0,7887 Up-regulated 




11 U325 -1,9771 -0,1483 Up-regulated 
12 U385 -1,2658 0,2232 Regulated 
13 U447 -1,2707 0,4354 Regulated 
14 CA0426 -1,5363 0,4794 Regulated 
15 CA0534 -1,4102 -0,0410 Up-regulated 
16 CA0702 -1,4723 0,0404 Regulated 
17 CA1120 -1,3197 0,8565 Regulated 
18 U001 -1,3120 0,5255 Regulated 
19 CA0810 -1,3849 0,1092 Regulated 
  
 
e. Bentuk Distribusi Model BMMA-Normal Dua dan Tiga Komponen 
 Bentuk distribusi model BMMA-normal data Chickpea disajikan 
bersamaan dengan bentuk distribusi model BMMA-normal data simulasi. Hal ini 
dilakukan karena data simulasi dibangun berdasarkan data Chickpea. Bentuk 
distribusi model BMMA-normal dua dan tiga komponen dari data Chickpea untuk 
19 ID gen yang telah dibangun disajikan secara lengkap dalam Gambar 7.1 
sampai dengan Gambar 7.19 sebagaimana yang telah disajikan sebelumnya. Hasil 
yang diperoleh menunjukkan bahwa bentuk distribusi data simulasi tetap 




yaitu berdistribusi mixture normal tetapi nilai estimasi parameternya yang 
berbeda-beda. 
 
7.4. Perbandingan Hasil Pemodelan BMM-Normal dan BMMA-Normal 
Hasil pemodelan BMM-normal dan BMMA-normal yang telah diperoleh 
akan dibandingkan kebaikan modelnya berdasarkan nilai goodness of fit KS yang 
telah diperoleh sehingga diketahui model terbaik di antara model BMM-normal 
dan BMMA-normal. Selain itu juga akan ditunjukkan hasil pengelompokan ID 
gen yang telah diperoleh berdasarkan nilai batas HPD dengan credible interval 
95%. Tabel 7.7 menyajikan nilai goodness of fit KS model BMM-normal dan 
BMMA-normal untuk data simulasi dan data Chickpea serta hasil pengelompokan 
ID gen. 
 Dalam Tabel 7.7 dapat ditunjukkan bahwa model Bayesian Mixture Model 
Averaging normal (BMMA-normal) adalah model yang terbaik dibandingkan 
dengan model BMM-normal dan model OLS. Hal ini ditunjukkan baik pada data 
simulasi maupun data Chickpea. Kebaikan model ditunjukkan oleh nilai KS dari 
model BMMA-normal, sebagian besar dari ID gen memiliki nilai terkecil dan 
masih dalam jaminan lebih kecil dari nilai KS 0,708tabel   dibandingkan dengan 
dua model yang lain, yaitu model OLS dan model BMM-normal. Hasil 
pengelompokan ID gen berdasarkan nilai batas HPD dengan credible interval 
95% menunjukkan hasil yang berbeda antara model BMM-normal dan model 
BMMA-normal untuk beberapa ID gen baik untuk data simulasi maupun data 
Chickpea. Perbedaan dan persamaan hasil pengelompokan ID gen dapat dilihat 
selengkapnya dalam Tabel 7.7. 
 Berdasarkan hasil yang diperoleh pada penelitian ini telah ditunjukkan 
bahwa model BMMA-normal adalah model yang paling cocok untuk data 
microarray di Indonesia kasus data Chickpea, yaitu data perbedaan ekspresi gen 
pada kondisi sakit (terserang penyakit jamur patogen Ascochyta Rabiei selama 24 
jam) dan kondisi sehat pada jaringan tanaman Chickpea jenis Lasseter muda, 
sebagai kasus data hasil penelitian Harijati (2007). 
 Hasil pengelompokan ID gen yang diperoleh pada penelitian ini berbeda 




(2007). Hal ini disebabkan karena pendekatan metode yang digunakan berbeda 
dimana pada penelitian Harijati menggunakan metode statistik t (non-Bayesian) 
dengan distribusi data unimodal. Sedangkan pada penelitian ini digunakan metode 
Bayesian mixture averaging. Selain itu, hasil validasi model dengan goodness of 
fit KS menunjukkan bahwa metode Bayesian mixture averaging lebih baik 
daripada metode statistik t (non-Bayesian) yang digunakan dalam Harijati. 
 Metode BMMA yang telah berhasil dibangun berdasarkan kasus data 
Chickpea di Indonesia ini dapat digunakan pada berbagai kasus data lain yang 
memenuhi persyaratan penggunaan metode BMMA. Oleh karena itu, metode 
BMMA ini tidak saja berlaku untuk kasus data Chickpea tetapi dapat 





Tabel 7.7. Goodness of Fit KS model BMM-Normal dan BMMA-Normal beserta Hasil Pengelompokan ID Gen 
 
No ID Gen 
 Goodness of Fit Kolmogorov-Smirnov (KS) dan Hasil Pengelompokan ID Gen 


















1 LS0024 0,2670 0,2785 Regulated 0,2745 Regulated 0,2534 0,2590 Regulated 0,2422 Regulated 
2 LS0616 0,3479 0,3168 Regulated 0,3159 Regulated 0,3800 0,3325 Regulated 0,3524 Regulated 
3 LS0159 0,3058 0,2935 Regulated 0,2883 Up-regulated 0,2929 0,2546 Up-regulated 0,2741 Up-regulated 
4 LS0162 0,2793 0,2791 Regulated 0,2673 Regulated 0,2692 0,2707 Regulated 0,2588 Regulated 
5 LS0185 0,2877 0,2861 Regulated 0,2824 Regulated 0,2752 0,2750 Regulated 0,2573 Regulated 
6 LS0081 0,3465 0,3181 Up-regulated 0,3167 Regulated 0,3427 0,3195 Up-regulated 0,3032 Regulated 
7 LS0752 0,3417 0,3163 Up-regulated 0,3299 Up-regulated 0,3584 0,3226 Up-regulated 0,3211 Up-regulated 
8 LS0688 0,2637 0,2725 Up-regulated 0,2631 Up-regulated 0,2554 0,2525 Up-regulated 0,2394 Regulated 
9 U273 0,3477 0,3227 Up-regulated 0,3176 Up-regulated 0,3415 0,2985 Up-regulated 0,3156 Up-regulated 













Tabel 7.7. (Lanjutan) 
 
No ID Gen 
 Goodness of Fit Kolmogorov-Smirnov (KS) dan Hasil Pengelompokan ID Gen 


















11 U325 0,3275 0,3161 Up-regulated 0,2997 Up-regulated 0,3147 0,2982 Up-regulated 0,2863 Up-regulated 
12 U385 0,2774 0,2894 Regulated 0,2774 Regulated 0,2662 0,2550 Up-regulated 0,2466 Regulated 
13 U447 0,3318 0,3183 Regulated 0,3007 Regulated 0,3178 0,3114 Regulated 0,2871 Regulated 
14 CA0426 0,2986 0,2769 Regulated 0,2643 Regulated 0,2890 0,2599 Regulated 0,2471 Regulated 
15 CA0534 0,2896 0,3891 Up-regulated 0,3917 Up-regulated 0,3318 0,3527 Up-regulated 0,3640 Up-regulated 
16 CA0702 0,2892 0,3044 Up-regulated 0,3108 Up-regulated 0,2743 0,2746 Up-regulated 0,2715 Regulated 
17 CA1120 0,3684 0,3451 Regulated 0,3319 Regulated 0,3656 0,3381 Regulated 0,3241 Regulated 
18 U001 0,2304 0,2692 Regulated 0,2466 Regulated 0,2263 0,2679 Regulated 0,2349 Regulated 








 Pada bab ini akan disajikan rangkuman dari hasil-hasil penelitian dan 
pembahasan dalam beberapa kesimpulan, saran, rekomendasi dan keberlanjutan 
penelitian yang merupakan elaborasi kontribusi utama dari disertasi ini. 
 
8.1. Kesimpulan 
 Hasil analisis data dan pembahasan yang telah dijabarkan dan disajikan 
dalam bab-bab sebelumnya dijadikan dasar untuk pengambilan kesimpulan 
berikut: 
1. Pemodelan Bayesian Mixture Model Averaging (BMMA) yang merupakan 
gabungan antara pemodelan Bayesian Mixture (BMM) dan Bayesian 
Averaging (BMA) telah berhasil dikembangkan, baik secara teori maupun 
secara empiris melalui data simulasi dan diterapkan pada data Chickpea di 
Indonesia hasil penelitian Harijati (2007). Pemodelan BUM-normal, 
pemodelan BMA-normal unimodal, pemodelan BMM-normal, dan pemodelan 
BMMA-normal telah dibangun untuk data simulasi maupun data Chickpea. 
Distribusi posterior pemodelan BMMA yang telah dibangun adalah distribusi 
mixture normal dua dan tiga komponen, dimana fungsi likelihood dari data 
adalah normal dan prior dari parameter  lambda j
 
berdistribusi normal, 
parameter  tau j
 
berdistribusi gamma, dan parameter  w j
 
berdistribusi 
categorical dirichlet, dengan 1,2,...,j k . Seleksi model Occam‟s Window 
sebagai salah satu tahapan untuk membangun model BMMA-normal telah 
berhasil dibangun, dimana metode seleksi ini mampu memasukkan hampir 
sebagian besar model baik yang bisa dibentuk ke dalam pemodelan BMMA-
normal. Pemodelan BMMA-normal yang terbangun cukup komplek tetapi 
dengan kemajuan teknologi komputasi, kompleksitas model bukan menjadi 
masalah yang penting, lebih-lebih model BMMA-normal ini memiliki nilai 
goodness of fit KS yang paling kecil dan masih dalam jaminan lebih kecil dari 
nilai KStabel  




BUM-normal, BMA-normal unimodal, dan BMM-normal, sehingga model 
BMMA-normal adalah model terbaik. 
2. Beberapa algoritma telah berhasil dibangun untuk membentuk model data 
simulasi maupun data Chickpea termasuk model BMMA-normal. Ada 
sembilan algoritma yang telah terbangun, yaitu Algoritma 4.2 tentang 
Algoritma Proses Pendahuluan, Algoritma 4.3 tentang Algoritma Proses 
Pemulusan, Algoritma 4.4 tentang Pengembangan Algoritma RJMCMC, 
Algoritma 4.5 tentang Algoritma Pembangkitan Data Simulasi, Algoritma 5.1 
tentang Algoritma BUM-normal, Algoritma 5.2 tentang Algoritma Seleksi 
Model Occam‟ Window, Algoritma 5.3 tentang Algoritma BMA-Normal 
Unimodal, Algoritma 6.1 tentang Algoritma BMM-Normal, dan Algoritma 7.1 
tentang Algoritma BMMA-Normal. Semua algoritma yang telah dibangun 
digunakan sebagai dasar untuk membangun teknologi komputasi menggunakan 
Program R termasuk dengan R-WinBUGS. 
3. Pemodelan BMMA-normal dua dan tiga komponen pada 19 ID gen data 
simulasi dan data Chickpea, yaitu: LS0024, LS0616, LS0159, LS0162, 
LS0185, LS0081, LS0752, LS0688, U273, dan U070 sebagai pembawa fungsi 
ketahanan, serta ID gen: U325, U385, U447, CA0426, CA0534, CA0702, 
CA1120, U001, dan CA0810 sebagai pembawa fungsi energi menunjukkan 
bahwa model ini secara umum memiliki nilai KS terkecil dan masih dalam 
jaminan lebih kecil dari nilai KStabel  
dan menjadi model terbaik dibandingkan 
model OLS, model BUM-normal, model BMA-normal unimodal, dan model 
BMM-normal. Metode seleksi model Occam‟s Window mampu dengan baik 
melibatkan hampir sebagian besar model baik yang telah dibangun, yaitu 
sebanyak 918 model (dari 1.000 model yang dibangkitkan) dalam pemodelan 
BMMA-normal. Pemodelan BMMA-normal dua dan tiga komponen pada data 
Chickpea mampu menemukan lima ID gen pada kelompok Up-regulated, yaitu 
ID Gen: LS0159, LS0752, U273, U325, dan CA0534, dimana ID gen pada 
kelompok ini tahan terhadap serangan penyakit jamur patogen Ascochyta 
Rabiei. Lima ID gen yang tahan terhadap serangan penyakit jamur patogen 
Ascochyta Rabiei inilah yang dapat digunakan untuk menemukan varietas baru 




sehingga akan diperoleh jenis varietas baru dari tanaman Chickpea yang 
tangguh (resistent) terhadap serangan penyakit jamur patogen Ascochyta 
Rabiei. Pemodelan BMMA-normal yang telah dibangun sangat baik dalam 
merepresentasi data Chickpea dengan nilai goodness of fit KS yang paling kecil 
dan masih dalam jaminan lebih kecil dari nilai KStabel  dibandingkan dengan 
model-model yang lain. 
4. Pemodelan Bayesian Unimodal Normal (BUM-Normal) mampu menemukan 
empat ID gen pada data Chickpea, yaitu:  LS0035, LS0612, LS0759, dan 
LS0341 yang tahan terhadap serangan penyakit jamur patogen Ascochyta 
Rabiei. Empat ID gen yang tahan terhadap serangan penyakit jamur patogen 
Ascochyta Rabiei inilah yang dapat digunakan untuk menemukan varietas baru 
bagi tanaman Chickpea jenis Lasseter muda dengan cara penyisipan gen, 
sehingga akan diperoleh jenis varietas baru dari tanaman Chickpea yang 
tangguh terhadap serangan penyakit jamur patogen Ascochyta Rabiei. 
Pemodelan BUM-normal yang telah dibangun cukup baik dalam 
merepresentasi data Chickpea dengan nilai goodness of fit KS yang cukup kecil 
dan masih dalam jaminan lebih kecil dari nilai KStabel . 
5. Pemodelan BUM-normal dan BMMA-normal telah menemukan sembilan ID 
gen (dari 26 ID yang diamati), yaitu ID gen: LS0035, LS0612, LS0759, 
LS0341, LS0159, LS0752, U273, U325, dan CA0534 yang tangguh terhadap 
serangan penyakit jamur patogen  Ascochyta Rabiei, sehingga melalui sembilan 
ID gen inilah akan dikembangkan penelitian lanjut untuk menemukan jenis 
varietas baru yang tangguh menghadapi serangan penyakit dari tanaman 
Chickpea jenis Lasseter muda dengan cara melakukan penyisipan gen. 
 
8.2. Saran, Rekomendasi, dan Keberlanjutan Penelitian 
 Berdasarkan kesimpulan yang telah diperoleh, maka beberapa saran, 
rekomendasi, dan keberlanjutan penelitian dapat disampaikan sebagai berikut: 
1. Pemodelan BMMA yang telah dikembangkan untuk data microarray ini, yaitu 
data perbedaan ekspresi gen jaringan tanaman Chickpea di Indonesia masih 
terbatas pada jumlah komponen mixture sebanyak dua dan tiga komponen saja. 




karena itu bisa dikembangkan untuk kasus lain yang memiliki ukuran sampel n  
lebih besar dari tiga. Penggunaan metode Pengembangan Algoritma RJMCMC 
yang telah dikembangkan sebagai metode untuk menentukan jumlah komponen  
mixture dalam data akan sangat membantu untuk memilah dan 
mengidentifikasi jumlah komponen mixture yang optimal. Hal ini dimaksudkan 
untuk melihat sejauhmana kemampuan dari metode Pengembangan Algoritma 
RJMCMC yang telah dibangun. 
2. Pendekatan distribusi normal telah digunakan dalam kasus data Chickpea di 
Indonesia dan tidak menutup kemungkinan dikembangkan dengan pendekatan 
distribusi data yang lain, apalagi dalam  kasus data Chickpea ini ukuran sampel 
n  yang mampu diamati/diperoleh hanya sebanyak 3n  karena keterbatasan 
kemampuan untuk mengidentifikasi data microarray (biaya mahal, 
ketersediaan data sangat terbatas, belum ada alat pendeteksi ekspresi gen di 
Indonesia). 
3. Metode seleksi model Occam‟s Window telah digunakan dalam penelitian ini 
dan dapat dikembangkan dengan metode seleksi model yang lain, seperti 
metode MC
3
 (Markov Chain Monte Carlo Model Composition). 
4. Algoritma komputasi pemodelan BUM-normal, BMA-normal unimodal, 
BMM-normal, dan BMMA-normal untuk kasus data microarray di Indonesia 
menggunakan Program R telah dibangun dan dapat dimanfaatkan serta 
dikembangkan untuk pemodelan kasus lain yang memiliki karakteristik data 
yang sejenis. Algoritma komputasi ini juga dapat mengkayakan area Program 
R yang telah ada, khususnya untuk pemodelan kasus data microarray di 
Indonesia dengan cara diinputkan dalam Library Software R. Untuk 
kepentingan ini, algoritma komputasi yang telah dibangun masih 
membutuhkan penyempurnaan-penyempurnaan dalam hal manajemen dan 
efisiensi program sehingga lebih user friendly. 
5. Hasil yang telah diperoleh dalam penelitian ini, khususnya informasi tentang 
kelompok ID gen yang berada pada area Up-regulated sangat bermanfaat dan 
dibutuhkan di bidang Biologi di Indonesia khususnya untuk Balai Penelitian 
Tanaman (BPT) untuk mengembangkan jenis-jenis varietas baru melalui 




sangat dibutuhkan oleh manusia, sehingga peningkatan produksi dari tanaman 
jenis varietas baru tersebut dapat berhasil dilakukan. Selain itu, melalui 
penelitian ini juga dapat diketahui berbagai ID gen yang sangat rentan terhadap 
serangan penyakit, sehingga para peneliti di bidang Biologi mampu 
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Lampiran 1.  Code Program R-WinBUGS untuk Membangkitkan Data Simulasi, 
Membangun Model OLS, BUM-Normal, BMA-Normal, BMM-
Normal, dan BMMA-Normal 
 
# ketik proc_gendata(y,tol), dimana: 
# y  : data asli (hasil pengamatan) 
# tol  : toleransi selisih terhadap data asli (default 0.0999) 
# 
#Output 
# data hasil bangkitan 
##------------------------------------------------------------------- 
 
 y <- sort(y) 
 n <- length(y) 
 miu <- mean(y) 
 std <- sd(y) 
 yRnd <- 0 
 for(i in 1:n){ 
  if(i==1|i==n){ 
   repeat{ 
    temp <- rnorm(1,miu,std) 
    evals <- abs(y[i]-temp) 
    if(temp>=y[1]&temp<=y[n]&evals<tol){ 
     break 
    } 
   } 
  } else { 
   repeat{ 
    temp <- rnorm(1,miu,std) 
    evals <- abs(y[i]-temp) 
    if(evals<tol){ 
     break 
    } 
   } 
  } 













idgen <- c('CA0426','CA0534','CA0702','CA0810','CA1120','LS0024', 
           'LS0035','LS0081','LS0132','LS0159','LS0162','LS0185', 
           'LS0341','LS0612','LS0616','LS0688','LS0752','LS0759', 
           'U001','U017','U070','U273','U278','U325','U385', 
           'U447') 
nsim <- 1000 #number of simulation 
ekse <- c(1,2) #idgen index to process 







run <- function(y,name='raw',plot=TRUE,bugssamp=5000,append=FALSE){ 
#---------------------------------------------------------- 
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# y  : data 
# name :  
# plot : plot optiona (TRUE/FALSE) 
# bugsamp : number of bugs sample 
# append : write append option (TRUE/FALSE) 
#output 
# output process writen in txt format 
#note 
# run with #Simulation part code (source this file to R) 
#---------------------------------------------------------- 
 cat('Pemrosesan BUGS',name,'...\n') 
  
 #convetional model 
 cat('\tNormal unimodal konvensional...\n') 
 mod0 <- proc_model0(y) 
 fcomp0 <- proc_component(mod0) 
 par0 <- c(1,fcomp0) 
 names(par0) <- c('w.1','lambda.1','sigma.1') 
 write.table(rbind(par0),'um/um_mean.txt',append=append,col.names=!append,row.names=FALSE) 
 if(plot==TRUE){ 
  proc_plotmodel(y=y,model=mod0,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
  ggsave(filename=paste0('um/',name,'_um.wmf'),width=14.07,height=12.85,units='cm') 
 } 
 ks0 <- proc_ksnorm(y,mod0) 
  
  
 ##bugs estimation 1k 
 cat('\tBayesian normal 1k...\n') 
 cat('\t\tEstimasi...\n') 
 bug1 <- proc_1k(y) 





 par1 <- colMeans(simpar1) 
 write.table(rbind(par1),'bum/bum_mean.txt',append=append,col.names=!append,row.names=FALSE) 
mod1 <- proc_bmodel(simpar1) 
 fcomp1 <- proc_component(mod1) 
 write.table(rbind(fcomp1),'bum/bum_component.txt',append=append,col.names=!append,row.names=FALSE) 
 if(plot==TRUE){ 
  proc_plotmodel(y=y,model=mod1,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
  ggsave(filename=paste0('bum/',name,'_bum.wmf'),width=14.07,height=12.85,units='cm') 
 } 
 cat('\t\t\tks...\n') 
 ks1 <- proc_ksnorm(y,mod1) 
 cat('\t\t\thpd...\n') 





 cat('\t\t\toccams window...\n') 
 occam1 <- proc_occamswindow(simpar1) 
 write.table(occam1,paste0('bma/occams window/',name,'.txt')) 
 accept1 <- nrow(occam1) 
 reject1 <- bugssamp-accept1 
 agg1 <- c(accept1,reject1,colMeans(occam1));names(agg1)[c(1,2)] <- c('naccept','nreject') 
 write.table(rbind(agg1),paste0('bma/bma_mean.txt'),append=append,col.names=!append,row.names=FALSE) 
 mod1a <- proc_bAvmodel(occam1) 
 fcomp1a <- proc_component(mod1a) 
 write.table(rbind(fcomp1a),'bma/bma_component.txt',append=append,col.names=!append,row.names=FALSE) 
 if(plot==TRUE){ 
  proc_plotmodel(y=y,model=mod1a,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
  ggsave(filename=paste0('bma/',name,'_bma.wmf'),width=14.07,height=12.85,units='cm') 
 } 
 cat('\t\t\tks...\n') 
 ks1a <- proc_ksnorm(y,mod1a) 
 cat('\t\t\thpd...\n') 









##bugs estimation 2k 
 cat('\tBayesian normal 2k...\n') 
 cat('\t\tEstimasi...\n') 
 bug2 <- proc_2k(y) 





 par2 <- colMeans(simpar2) 
 write.table(rbind(par2),'bmm2/bmm2_mean.txt',append=append,col.names=!append,row.names=FALSE) 
 mod2 <- proc_bmodel(simpar2) 




  proc_plotmodel(y=y,model=mod2,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
  ggsave(filename=paste0('bmm2/',name,'_bmm2.wmf'),width=14.07,height=12.85,units='cm') 
 } 
 cat('\t\t\tks...\n') 
 ks2 <- proc_ksnorm(y,mod2) 
 cat('\t\t\thpd...\n') 





 cat('\t\t\toccams window...\n') 
 occam2 <- proc_occamswindow(simpar2) 
 write.table(occam2,paste0('bmma2/occams window/',name,'.txt')) 
 accept2 <- nrow(occam2) 
 reject2 <- bugssamp-accept2 





 mod2a <- proc_bAvmodel(occam2) 




  proc_plotmodel(y=y,model=mod2a,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
  ggsave(filename=paste0('bmma2/',name,'_bmma2.wmf'),width=14.07,height=12.85,units='cm') 
 } 
 cat('\t\t\tks...\n') 
 ks2a <- proc_ksnorm(y,mod2a) 
 cat('\t\t\thpd...\n') 
 hpd2a <- proc_hpd(y,mod2a) 
 write.table(rbind(hpd2a),'bmma2/bmma2_hpd.txt',append=append,col.names=!append,row.names=FALSE) 
 ##bugs estimation 3k 
 cat('\tBayesian normal 3k...\n') 
 cat('\t\tEstimasi...\n') 
 bug3 <- proc_3k(y) 





 par3 <- colMeans(simpar3) 
 write.table(rbind(par3),'bmm3/bmm3_mean.txt',append=append,col.names=!append,row.names=FALSE) 
 mod3 <- proc_bmodel(simpar3) 
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  ggsave(filename=paste0('bmm3/',name,'_bmm3.wmf'),width=14.07,height=12.85,units='cm') 
 } 
 cat('\t\t\tks...\n') 
 ks3 <- proc_ksnorm(y,mod3) 
 cat('\t\t\thpd...\n') 





 cat('\t\t\toccams window...\n') 
 occam3 <- proc_occamswindow(simpar3) 
 write.table(occam3,paste0('bmma3/occams window/',name,'.txt')) 
 accept3 <- nrow(occam3) 
 reject3 <- bugssamp-accept3 
 agg3 <- c(accept3,reject3,colMeans(occam3));names(agg3)[c(1,2)] <- c('naccept','nreject') 
 write.table(rbind(agg3),paste0('bmma3/bmma3_mean.txt'),append=append,col.names=!append, 
row.names=FALSE) 
 mod3a <- proc_bAvmodel(occam3) 




  proc_plotmodel(y=y,model=mod3a,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
  ggsave(filename=paste0('bmma3/',name,'_bmma3.wmf'),width=14.07,height=12.85,units='cm') 
 } 
 cat('\t\t\tks...\n') 
 ks3a <- proc_ksnorm(y,mod3a) 
 cat('\t\t\thpd...\n') 
 hpd3a <- proc_hpd(y,mod3a) 
 write.table(rbind(hpd3a),'bmma3/bmma3_hpd.txt',append=append,col.names=!append,row.names=FALSE) 
  
 #save ks 
 ks <- c(ks0,ks1,ks1a,ks2,ks2a,ks3,ks3a) 
 names(ks) <- c('um.ks','um.dec','bum.ks','bum.dec','bma.ks','bma.dec','bmm2.ks','bmm2.dec', 








for(i in ekse){ 
 awal <- Sys.time() 
  
 tmpid <- idgen[i] 
 setwd(paste(wd,tmpid,sep='/')) 
 aslidata <- scan(paste0(tmpid,'.txt')) 







 if(dir.exists('bma/occams window')==FALSE){dir.create('bma/occams window')} 
  
 if(dir.exists('2k')==FALSE){dir.create('2k')} 
 if(dir.exists('bmm2')==FALSE){dir.create('bmm2')}  
 if(dir.exists('bmma2')==FALSE){dir.create('bmma2')} 
 if(dir.exists('bmma2/occams window')==FALSE){dir.create('bmma2/occams window')} 
  
 if(dir.exists('3k')==FALSE){dir.create('3k')} 
 if(dir.exists('bmm3')==FALSE){dir.create('bmm3')}  
 if(dir.exists('bmma3')==FALSE){dir.create('bmma3')} 
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 run(aslidata,name=paste0(tmpid,'_asli')) #original data 
 for(j in 1:nsim){ #simulation 
  run(gendata[j,],name=paste0(tmpid,'_sim',j),plot=FALSE,append=TRUE) 
 } 
  
 cat('Proses rata-rata simulasi...\n') 
 ###simulation averaging 
 ##ks to excel 
 namrow <- c('asli',paste0('sim',1:nsim),'rata-rata') 
 ks <- as.matrix(read.table('ks.txt',header=TRUE)) 
 ks <- rbind(ks,colMeans(ks[-1,])) 





 ##um to excel 
 cat('\trata-rata normal unimodal konvensional...\n') 
 um_mean <- as.matrix(read.table('um/um_mean.txt',header=TRUE)) 
 ummod <- proc_bmodel(um_mean[-1,]) 
 proc_plotmodel(y=aslidata,model=ummod,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
 ggsave(filename=paste0('um/',tmpid,'_rata2_um.wmf'),width=14.07,height=12.85,units='cm') 
 um_mean <- rbind(um_mean,colMeans(um_mean[-1,])) 





 ##bum to excel 
 cat('\trata-rata bum...\n') 
 #component 
 bum_comp <- as.matrix(read.table('bum/bum_component.txt',header=TRUE)) 
 bum_comp <- rbind(bum_comp,colMeans(bum_comp[-1,])) 





 bum_hpd <- as.matrix(read.table('bum/bum_hpd.txt',header=TRUE)) 
 bum_hpd <- rbind(bum_hpd,colMeans(bum_hpd[-1,])) 
 





 bum_mean <- as.matrix(read.table('bum/bum_mean.txt',header=TRUE)) 
 bummod <- proc_bmodel(bum_mean[-1,]) 
 proc_plotmodel(y=aslidata,model=bummod,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
 ggsave(filename=paste0('bum/',tmpid,'_rata2_bum.wmf'),width=14.07,height=12.85,units='cm') 
 bum_mean <- rbind(bum_mean,colMeans(bum_mean[-1,])) 





 ##bma to excel 
 cat('\trata-rata bma...\n') 
 #component 
 bma_comp <- as.matrix(read.table('bma/bma_component.txt',header=TRUE)) 
 bma_comp <- rbind(bma_comp,colMeans(bma_comp[-1,])) 





 bma_hpd <- as.matrix(read.table('bma/bma_hpd.txt',header=TRUE)) 
 bma_hpd <- rbind(bma_hpd,colMeans(bma_hpd[-1,])) 










 bma_mean <- as.matrix(read.table('bma/bma_mean.txt',header=TRUE)) 
 bmamod <- proc_bmodel(bma_mean[-1,]) 
 proc_plotmodel(y=aslidata,model=bmamod,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
 ggsave(filename=paste0('bma/',tmpid,'_rata2_bma.wmf'),width=14.07,height=12.85,units='cm') 
 bma_mean <- rbind(bma_mean,colMeans(bma_mean[-1,])) 





 ##bmm2 to excel 
 cat('\trata-rata bmm2...\n') 
 #component 
 bmm2_comp <- as.matrix(read.table('bmm2/bmm2_component.txt',header=TRUE)) 
 bmm2_comp <- rbind(bmm2_comp,colMeans(bmm2_comp[-1,])) 





 bmm2_hpd <- as.matrix(read.table('bmm2/bmm2_hpd.txt',header=TRUE)) 
 bmm2_hpd <- rbind(bmm2_hpd,colMeans(bmm2_hpd[-1,])) 





 bmm2_mean <- as.matrix(read.table('bmm2/bmm2_mean.txt',header=TRUE)) 
 bmm2mod <- proc_bmodel(bmm2_mean[-1,]) 
 proc_plotmodel(y=aslidata,model=bmm2mod,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
 ggsave(filename=paste0('bmm2/',tmpid,'_rata2_bmm2.wmf'),width=14.07,height=12.85,units='cm') 
 bmm2_mean <- rbind(bmm2_mean,colMeans(bmm2_mean[-1,])) 





 ##bmma2 to excel 
 cat('\trata-rata bmma2...\n') 
 #component 
 bmma2_comp <- as.matrix(read.table('bmma2/bmma2_component.txt',header=TRUE)) 
 bmma2_comp <- rbind(bmma2_comp,colMeans(bmma2_comp[-1,])) 





 bmma2_hpd <- as.matrix(read.table('bmma2/bmma2_hpd.txt',header=TRUE)) 
 bmma2_hpd <- rbind(bmma2_hpd,colMeans(bmma2_hpd[-1,])) 





 bmma2_mean <- as.matrix(read.table('bmma2/bmma2_mean.txt',header=TRUE)) 
 bmma2mod <- proc_bmodel(bmma2_mean[-1,]) 
 proc_plotmodel(y=aslidata,model=bmma2mod,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
 ggsave(filename=paste0('bmma2/',tmpid,'_rata2_bmma2.wmf'),width=14.07,height=12.85,units='cm') 
 bmma2_mean <- rbind(bmma2_mean,colMeans(bmma2_mean[-1,])) 





 ##bmm3 to excel 
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 bmm3_comp <- as.matrix(read.table('bmm3/bmm3_component.txt',header=TRUE)) 
 bmm3_comp <- rbind(bmm3_comp,colMeans(bmm3_comp[-1,])) 





 bmm3_hpd <- as.matrix(read.table('bmm3/bmm3_hpd.txt',header=TRUE)) 
 bmm3_hpd <- rbind(bmm3_hpd,colMeans(bmm3_hpd[-1,])) 





 bmm3_mean <- as.matrix(read.table('bmm3/bmm3_mean.txt',header=TRUE)) 
 bmm3mod <- proc_bmodel(bmm3_mean[-1,]) 
 proc_plotmodel(y=aslidata,model=bmm3mod,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
 ggsave(filename=paste0('bmm3/',tmpid,'_rata2_bmm3.wmf'),width=14.07,height=12.85,units='cm') 
 bmm3_mean <- rbind(bmm3_mean,colMeans(bmm3_mean[-1,])) 




 ##bmma3 to excel 
 cat('\trata-rata bmma3...\n') 
 #component 
 bmma3_comp <- as.matrix(read.table('bmma3/bmma3_component.txt',header=TRUE)) 
 bmma3_comp <- rbind(bmma3_comp,colMeans(bmma3_comp[-1,])) 





 bmma3_hpd <- as.matrix(read.table('bmma3/bmma3_hpd.txt',header=TRUE)) 
 bmma3_hpd <- rbind(bmma3_hpd,colMeans(bmma3_hpd[-1,])) 






 bmma3_mean <- as.matrix(read.table('bmma3/bmma3_mean.txt',header=TRUE)) 
 bmma3mod <- proc_bmodel(bmma3_mean[-1,]) 
 proc_plotmodel(y=aslidata,model=bmma3mod,main='',xlab='Perbedaan Ekspresi Gen',ylab='Densitas') 
 ggsave(filename=paste0('bmma3/',tmpid,'_rata2_bmma3.wmf'),width=14.07,height=12.85,units='cm') 
 bmma3_mean <- rbind(bmma3_mean,colMeans(bmma3_mean[-1,])) 





 akhir <- Sys.time() 











proc_takebugs <- function(bug){ 
#---------------------------------------------------------- 
#Construct bugs sample estimation to matrix 
# 
#input 
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#sample parameters from bayes estimation 
#----------------------------------------------------------  
 params <- bug 
 pD <- params[['pD']] 
 deviance <- params[['sims.list']][['deviance']] 
 lambda <- params[['sims.list']][['lambda']] 
 tau <- params[['sims.list']][['tau']] 
 sigma <- sqrt(1/tau) 
 if(is.null(ncol(lambda))){ 
  w <- rep(1,length(lambda)) 
  ncomp <- 1 
 }else{ 
  w <- params[['sims.list']][['w']] 
  ncomp <- ncol(w) 
 } 
 result <- cbind(pD,deviance,w,lambda,tau,sigma) 
 colnames(result) <- c('pD','deviance',paste0('w.',1:ncomp),paste0('lambda.',1:ncomp), 








proc_model0 <- function(y){ 
#---------------------------------------------------------- 
#Create normal conventional object 
# 
#input 
#y: data sample vector 
#output 
# conventional normal pdf object 
#---------------------------------------------------------- 
 ncomp <- 1 
 w <- 1 
 lambda <- mean(y) 
 sigma <- sd(y) 
 param <- list(ncomp=ncomp,w=w,lambda=lambda,sigma=sigma) 
 
 
normpdf <- proc_normpdf(param) 




par_bmodel <- function(takebugs){ 
#---------------------------------------------------------- 
#Construct bayesian normal parameter to list object 
# 
#input 
# takebugs  : object from proc_takebugs 
#output 
# parameters of normal distribution 
#---------------------------------------------------------- 
 name <- colnames(takebugs) 
 param <- colMeans(takebugs) 
 idxw <- grep('w.',name) 
 ncomp <- length(idxw) 
 idxlambda <- grep('lambda.',name) 
 idxsigma <- grep('sigma.',name) 
 return(list(ncomp=ncomp,w=param[idxw],lambda=param[idxlambda], 
   sigma=param[idxsigma])) 
} 
 
proc_bmodel <- function(takebugs){ 
#---------------------------------------------------------- 
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# takebugs  : object from proc_takebugs 
#output 
# bayesian normal pdf object 
#---------------------------------------------------------- 
 param <- par_bmodel(takebugs) 
 normpdf <- proc_normpdf(param) 




par_bAvmodel <- function(occams){ 
#---------------------------------------------------------- 
#Construct bayesian normal averaging parameter to list object 
# 
#input 
# occams  : occams object from proc_occamswindow 
#output 
# parameters of normal averaging model 
#---------------------------------------------------------- 
 name <- colnames(occams) 
 idxw <- grep('w.',name) 
 ncomp <- length(idxw) 
 idxlambda <- grep('lambda.',name) 
 idxsigma <- grep('sigma.',name) 
 p <- occams[,'PMkIx'] 
 nmodel <- length(p) 
 w <- matrix(occams[,idxw],ncol=ncomp) 
 lambda <- matrix(occams[,idxlambda],ncol=ncomp) 
 sigma <- matrix(occams[,idxsigma],ncol=ncomp) 
 return(list(nmodel=nmodel,ncomp=ncomp,p=p,w=w, 
   lambda=lambda,sigma=sigma))  
} 
 
proc_bAvmodel <- function(occams){ 
#---------------------------------------------------------- 
#Construct bayesian normal averaging object 
# 
#input 




# bayesian normal averaging pdf object 
#---------------------------------------------------------- 
 param <- par_bAvmodel(occams) 
 normpdf <- proc_normAvpdf(param) 




proc_occamswindow <- function(takebugs){ 
#---------------------------------------------------------- 
#Occams window selection procedure 
# 
#input 
# takebugs  : object from proc_takebugs 
#output 
# sample selected by occam's window 
#---------------------------------------------------------- 
 name <- colnames(takebugs) 
 colw <- grep('w.',name) 
 colambda <- grep('lambda.',name) 
 coltau <- grep('tau.',name) 
 colsigma <- grep('sigma.',name) 
 idxcol <- c(colw,colambda,coltau,colsigma) 
 dev <- takebugs[,'deviance'] 
 pD <- takebugs[1,'pD'] 
 BIC <- dev+(pD*log10(3)) 
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BIC <- BIC[i] 
  maxBIC <- max(BIC) 
  Numerator <- exp(-.5*(BIC-maxBIC)) 
  Denumerator <- sum(Numerator) 
  PMkIx <- Numerator/Denumerator 
  maxPMkIx <- max(PMkIx) 
  A <- maxPMkIx/PMkIx 
  ow.test <- as.numeric(A<=20) 
  if(all(ow.test==1)){ 
   break 
  } 
  i <- which(ow.test==1) 
 } 
 accept <- cbind(i,dev[i],pD,BIC,takebugs[i,idxcol],maxBIC,Numerator, 
     Denumerator,PMkIx,maxPMkIx,A,ow.test) 
 namecol <- c('iteration','deviance','pD','BIC',name[idxcol],'maxBIC', 
    'Numerator','Denumerator','PMkIx','maxPMkIx','ratio','test') 
 colnames(accept) <- namecol 




proc_plotmodel <- function(y,model,main=NULL,xlab='Y',ylab='Density', 
                          xlimit=NULL,color='red'){ 
#---------------------------------------------------------- 




# y  : vector data sample 
# model : pdf take from proc_model0, proc_bmodel, 
#    proc_bAvmodel 
#output 
# pdf curve plot 
#---------------------------------------------------------- 
 type <- model[['type']] 
 ncomp <- model[['parameters']][['ncomp']] 
 pdfn <- model[['pdfn']] 
 if(is.null(main)){ 
  plotname <- c('Conventional','BayesNonAveraging','BayesAveraging') 








  y <- as.numeric(y) 
  mu <- mean(y) 
  sig <- sd(y) 
  lower <- floor(mu-5*sig) 
  upper<- ceiling(mu+5*sig) 
 }else{ 
  lower <- floor(xlimit[1]) 
  upper <- ceiling(xlimit[2]) 
 } 
 ggplot()+stat_function(aes(x=lower:upper),size=0.65,colour=color,fun=pdfn,n=200)+ 
   ggtitle(main)+xlab(xlab)+ylab(ylab)   
} 
 
proc_hpd <- function(y,model){ 
#---------------------------------------------------------- 
#Search hpd interval of normal model 
# 
#input 
# y  : data sample vector 
# model : pdf take from proc_model0, proc_bmodel, 
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#output 
# results of hpd 
#---------------------------------------------------------- 
 pdfn <- model[['pdfn']] 
 a <- min(y) 
 b <- max(y) 
 syseq <- function(x){ 
  fx <- numeric(2) 
  fx[1] <- integrate(pdfn,x[1],x[2])$value-.95 
  fx[2] <- pdfn(x[2])-pdfn(x[1]) 
 return(fx) 
 } 
 x0 <- sort(runif(2,a,b)) 
 term <- 6 
 k <- 0 
 while(term!=1){ 
  k <- k+1 
  est <- nleqslv(x0,syseq,method='Newton') 
  term <- est$termcd 
  x0 <- sort(runif(2,a,b)) 
 } 
 output <- c(est[['x']],x0,est[['fvec']],est[['iter']],k) 
 names(output) <- c('lower','upper','lower0','upper0', 




proc_component <- function(model){ 
#---------------------------------------------------------- 
#Calculate pdf component (mean, var) 
# 
#input 
# model : pdf take from proc_model0, proc_bmodel, 
#    proc_bAvmodel 
#output 
# mean and var component 
#---------------------------------------------------------- 
 type <- model[['type']] 
 param <- model[['parameters']] 
 ncomp <- param[['ncomp']] 
 w <- param[['w']] 
 lambda <- param[['lambda']] 




  lambda2 <- lambda^2 
  sigma2 <- sigma^2 
  meanf <- sum(w*lambda) 
  varf <- sum(w*sigma2)+sum(w*lambda2)-(sum(w*lambda))^2 
 }else if(type==2){ 
  p <- param[['p']] 
  mean_ymi <- rowSums(w*lambda) 
  mean_comp <- p*mean_ymi 
  meanf <- sum(mean_comp)  
  mean_ymicor2 <- (mean_ymi-meanf)^2 
  lambdacor2 <- (lambda-meanf)^2 
  sigma2 <- sigma^2 
  lambdasigma <- lambdacor2+sigma2 
  var_ymi <- rowSums(w*lambdasigma) 
  var_comp <- p*mean_ymicor2+var_ymi 
  varf <- sum(var_comp) 
 }  
 component <- c(meanf,varf) 













proc_normpdf <- function(param){ 
#---------------------------------------------------------- 
#Create normal pdf R object function 
# 
#input 
# param  : object from par_bmodel, list(w,lambda,sigma) 
#output 
# normal pdf 
#---------------------------------------------------------- 
 w <- param[['w']] 
 lambda <- param[['lambda']] 
 sigma <- param[['sigma']] 
 ncomp <- length(w) 
 normpdf <- function(x){ 
  f <- 0 
  for (j in 1:ncomp){ 
   f <- f+w[j]*(1/sqrt(2*pi*sigma[j]^2))*exp(-.5*((x-lambda[j])/sigma[j])^2) 





proc_normAvpdf <- function(owparam){ 
#---------------------------------------------------------- 
#Create normal averaging pdf R object function 
# 
#input 
# owparam  : object from par_bAvmodel 
#output 
# normal averaging pdf 
#---------------------------------------------------------- 
 nmodel <- owparam[['nmodel']] 
 ncomp <- owparam[['ncomp']] 
 p <- owparam[['p']] 
 w <- owparam[['w']] 
 lambda <- owparam[['lambda']] 
 sigma <- owparam[['sigma']] 
 normAvpdf <- function(x){ 
  fx <- 0 
  for(i in 1:nmodel){ 
   f <- 0 
   for (j in 1:ncomp){ 
  
  
    f <- f+w[i,j]*(1/sqrt(2*pi*sigma[i,j]^2))*exp(-.5*((x-
lambda[i,j])/sigma[i,j])^2) 
   } 
   fx <- fx+p[i]*f 





proc_rmixnorm <- function(n,param){ 
#---------------------------------------------------------- 
#Draw random sample of mixture normal 
# 
#input 
# n  : number of random to draw 
# param : parameters of pdf (list(w=...,lambda=...,sigma=...)) 
#output 
# random number 
#---------------------------------------------------------- 
 w <- param[['w']] 
 lambda <- param[['lambda']] 
 sigma <- param[['sigma']] 
 if(n==1){ 




Lampiran 1. (Lanjutan) 
 
  y <- rnorm(1,mean=lambda[k],sd=sigma[k]) 
 }else{ 
  rmix <- function(k){rnorm(nk[k],mean=lambda[k],sd=sigma[k])} 
  nk <- as.vector(rmultinom(n=1,size=n,prob=w)) 





proc_ksnorm <- function(y,model,alpha=0.05){ 
#---------------------------------------------------------- 
#Kolmogorov Smirnov test for normal model 
# 
#input 
# y  : data sample vector 
# model : pdf take from proc_model0, proc_bmodel, 
#    proc_bAvmodel 
# alpha : signif level(0.10, 0.05, 0.01) 
#output 
# ks test result (ks, val(0:H0,1:H1 -> accept)) 
#---------------------------------------------------------- 
 pdfn <- model[['pdfn']] 
 y <- sort(y) 
 n <- length(y) 
 epdf <- prop.table(table(y)) 
 S <- F0 <- Df <- rep(0,n) 
 Df1 <- 0 
 for(i in 1:n){ 
  S[i] <- sum(epdf[1:i]) 
  F0[i] <- integrate(pdfn,-Inf,y[i])$value 
  Df[i] <- abs(S[i]-F0[i]) 
  if(i==1){ 
   Df1[i] <- F0[1] 
  }else{ 
   Df1[i] <- abs(S[i-1]-F0[i]) 
  } 
 } 




 namequant <- c('p0.90'=0.10,'p0.95'=0.05,'p0.99'=0.01) 
 denumquant <- c(1.22,1.36,1.63) 
 idx <- which(namequant==alpha) 
 n <- length(y) 
 if(n<=40){ 
 
Dtab <- Quantileks[n,idx] 
 }else{ 
  Dtab <- denumquant[idx]/sqrt(n) 
 } 
 test <- c(D,as.numeric(D>Dtab)) 




# proc_kstest <- function(y,model,alpha=0.05){ 
# #---------------------------------------------------------- 
# #input 
# # y  : data sample vector 
# # model : pdf take from proc_model0, proc_bmodel, 
# #    proc_bAvmodel 
# # alpha : signif level(0.10, 0.05, 0.01) 
# #output 
# # ks test result (ks, val(0:H0,1:H1 -> accept)) 
# #---------------------------------------------------------- 
 # namequant <- c('p0.90'=0.10,'p0.95'=0.05,'p0.99'=0.01) 
 # denumquant <- c(1.22,1.36,1,.63) 
 # idx <- which(namequant==alpha) 




Lampiran 1. (Lanjutan) 
 
# D <- proc_ksnorm(y,model) 
 # if(n<=40){ 
  # Dtab <- BayesNormAv:::Quantileks[n,idx] 
 # }else{ 
  # Dtab <- denumquant[idx]/sqrt(n) 
 # } 
 # test <- c(D,as.numeric(D>Dtab)) 
 # names(test) <- c('Statisitcs','Decision') 












Lampiran 2. Fungsi ID Gen dalam Jaringan Tanaman Chickpea (Harijati, 2007) 
 
No ID Gen Fungsi Umum Fungsi Spesifik Dugaan 
1 LS0024 Defence Dis.resist response prot. DRRG49-C 
2 LS0035 Defence Putative auxin-repressed prot. 
3 LS0616 Defence Putative auxin-repressed prot. 
4 LS0159 Defence Beta-glucan binding protein 
5 LS0162 Defence Pathogenesis related prot. 
6 LS0185 Defence Pathogenesis related prot. 
7 LS0612 Defence Laccase-like protein 
8 LS0081 Defence Pathogenesis related prot. 4A 
9 LS0752 Defence Pathogenesis related prot. 4A 
10 LS0759 Defence Pathogenesis related prot. 4A 
11 LS0688 Defence Pathogenesis related prot. 4A 
12 U070 Defence Homol. To Avr9/Cf9 rapidly elic.prot. 
13 U273 Defence Prot.cont. leucine zipper motif 
14 U278 Defence Homol.to SNAKIN2 antimicrobial peptide 
15 U017 Defence PR protein class 10 
16 LS0132 Energy Thioredoxin 
17 LS0341 Energy Thioredoxin H-type 1 
18 U001 Energy Photosystem I reaction center subunit IX 
19 U325 Energy Photosystem I assembly prot.ycf3 
20 U385 Energy Chloroplast DNA 
21 U447 Energy ATP synthase C chain 
22 CA0426 Energy Chlorophyll a/b binding protein 
23 CA0534 Energy Chlorophyll a/b binding protein 
24 CA0702 Energy NADH-plastoquinone oxidoreductase chain 1 
25 CA0810 Energy Chloroplast val-tRNA 
26 CA1120 Energy Chloroplast DNA 
27 LS0403 Cellular Communic/Signal 
Transduction 
RAC-GTP binding protein-like 
28 LS0551 Cellular Communic/Signal 
Transduction 
Nonspecific lipid-transfer protein precursor 
29 LS0744 Cellular Communic/Signal 
Transduction 
Protein kinase-like protein 
30 U033 Cellular Communic/Signal 
Transduction 
Protein kinase 
31 LS0156 Cell Rescue/Death/Aging M.sativa environmental stress inducible protein 
32 LS0287 Cell Rescue/Death/Aging Metallothionein-like protein 1 
33 LS0691 Cell Rescue/Death/Aging Metallothionein-like protein 1 
34 U133 Cell Rescue/Death/Aging Phosphate-induced protein 
35 U187 Cell Rescue/Death/Aging Proline oxidase  enzyme I 
36 U212 Cell Rescue/Death/Aging Glutathione s-transferase enzyme 




Lampiran 2. (Lanjutan) 
 
No ID Gen Fungsi Umum Fungsi Spesifik Dugaan 
38 LS0493 Cellular Metabolism Glycolate Oxidase 
39 LS0668 Cellular Metabolism Putat.Ubiquitin Protein 
40 LS0675 Cellular Metabolism Ubiquitin-conjug. Enzyme E2 
41 LS0801 Cellular Metabolism Cysteine Proteinase 15A Precursor 
42 LS0951 Cellular Metabolism Catalase 
43 U072 Cellular Metabolism Cytochrome C Oxidase subunit 
44 U110 Cellular Metabolism UDP-glucose 4-epimerase (EC 5.1.3.2) 
45 U502 Cellular Metabolism Cytochrome C Oxidase subunit 
46 U379 Cellular Metabolism Similar to endopeptidase 
47 CA0988 Protein Synthesis 26S rRNA 
48 U111 Protein Synthesis 18S nucl  rRNA 
49 U337 Cell Cycle and DNA Processing RNA/ssDNA binding protein 
50 U407 Transport Facilitation Beta Adaptin like protein 
51 U471 Transport Facilitation DNAJ like protein 
52 U010 Unknown or Unclear Function Unknown 
53 U152 Unknown or Unclear Function Unknown 
54 U319 Unknown or Unclear Function Unknown 
55 U464 Unknown or Unclear Function Unknown 
56 U488 Unknown or Unclear Function Unknown 
57 CA0890 Unknown or Unclear Function Unknown 
58 U055 Unknown or Unclear Function Unclear 
59 U347 Unknown or Unclear Function Unclear 
60 U369 Unknown or Unclear Function Unclear 
61 U392 Unknown or Unclear Function Unclear 




















Lampiran 3. Hasil Running Program BUGS untuk 7 ID Gen pada Model BUM-
Normal Data Simulasi 
 
1. Rata-Rata Data Simulasi untuk ID Gen LS0612 (Pembangkitan Parameter 
5.000 Kali) 
 








2,50% Median 97,50% Start Sample 
lambda -1,212 0,1643 
0,001
9 
-1,53 -1,212 -0,8811 1 5.000 
sigma 0,0834 0,0058 
7,8E-
05 
0,0732 0,0830 0.0958 1 5.000 
tau 12,05 0,8243 
0,011
2 
10,44 12,05 13,67 1 5.000 
 
 
Gambar L.2.1. Fungsi Autokorelasi setiap Parameter Model BUM-Normal  
untuk ID Gen LS0612 
 
 
Gambar L.2.2. Densitas Kernel setiap Parameter Model BUM-Normal  




Lampiran 3. (Lanjutan) 
 
 
Gambar L.2.3. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen LS0612 
 
 
Gambar L.2.4. Quantiles setiap Parameter Model BUM-Normal  





Lampiran 3. (Lanjutan) 
 
2. Rata-Rata Data Simulasi untuk ID Gen LS0759 (Pembangkitan Parameter 
5.000 Kali) 
 








2,50% Median 97,50% Start Sample 
lambda -0,773 0,1678 0,0026 -1,1 -0,7716 -0,4453 1 5.000 
sigma 0,0832 0,0057 7,3E-02 0,0732 0,0829 0,0956 1 5.000 
tau 12,07 0,8143 0,0101 10,47 12,06 13,66 1 5.000 
 
 
Gambar L.2.5. Fungsi Autokorelasi setiap Parameter Model BUM-Normal  
untuk ID Gen LS0759 
 
 
Gambar L.2.6. Densitas Kernel setiap Parameter Model BUM-Normal  






Lampiran 3. (Lanjutan) 
 
 
Gambar L.2.7. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen LS0759 
 
Gambar L.2.7. Quantiles setiap Parameter Model BUM-Normal  






Lampiran 3. (Lanjutan) 
 
3. Rata-Rata Data Simulasi untuk ID Gen U278 (Pembangkitan Parameter 5.000 
Kali) 
 








2,50% Median 97,50% Start Sample 
lambda -0,5177 0,1662 0,0025 -0,8436 -0,5178 -0,1925 1 5.000 
sigma 0,0835 0,0057 7,7E-02 0,0733 0,0832 0,0956 1 5.000 
tau 12,04 0,8114 0,0109 10,47 12,03 13,64 1 5.000 
 
 
Gambar L.2.8. Fungsi Autokorelasi setiap Parameter Model BUM-Normal  
untuk ID Gen U278 
 
 
Gambar L.2.9. Densitas Kernel setiap Parameter Model BUM-Normal  






Lampiran 3. (Lanjutan) 
 
 
Gambar L.2.10. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen U278 
 
 
Gambar L.2.11. Quantiles setiap Parameter Model BUM-Normal  





Lampiran 3. (Lanjutan) 
 
4. Rata-Rata Data Simulasi untuk ID Gen U017 (Pembangkitan Parameter 5.000 
Kali) 
 






MC Error 2,50% Median 97,50% Start Sample 
lambda -0,2709 0,1654 0,0024 -0,5932 -0,2724 0,0549 1 5.000 
sigma 0,0833 0,0057 8,8E-02 0,0732 0,0829 0,0951 1 5.000 
tau 12,06 0,8104 0,0125 10,51 12,06 13,66 1 5.000 
 
 
Gambar L.2.12. Fungsi Autokorelasi setiap Parameter Model BUM-Normal  
untuk ID Gen U017 
 
 
Gambar L.2.13. Densitas Kernel setiap Parameter Model BUM-Normal  





Lampiran 3. (Lanjutan) 
 
 
Gambar L.2.14. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen U017 
 
Gambar L.2.15. Quantiles setiap Parameter Model BUM-Normal  





Lampiran 3. (Lanjutan) 
 
5. Rata-Rata Data Simulasi untuk ID Gen LS0132 (Pembangkitan Parameter 
5.000 Kali) 
 





MC Error 2,50% Median 97,50% Start Sampl
e 
lambda -0,5196 0,1669 0,0024 -0,8427 -0,5169 -0,1925 1 5.000 
sigma 0,0835 0,0057 7,4E-05 0,0734 0,0831 0,0957 1 5.000 
tau 12,03 0,8138 0,0104 10,45 12,03 13,63 1 5.000 
 
 
Gambar L.2.16. Fungsi Autokorelasi setiap Parameter Model BUM-Normal  
untuk ID Gen LS0132 
 
Gambar L.2.17. Densitas Kernel setiap Parameter Model BUM-Normal  






Lampiran 3. (Lanjutan) 
 
 
Gambar L.2.18. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen LS0132 
 
 
Gambar L.2.19. Quantiles setiap Parameter Model BUM-Normal  




Lampiran 3. (Lanjutan) 
 
6. Rata-Rata Data Simulasi untuk ID Gen LS0341 (Pembangkitan Parameter 
5.000 Kali) 
 






MC Error 2,50% Median 97,50% Start Sample 
lambda -1,116 0,1651 0,0022 -1,434 -1,116 -0,792 1 5.000 
sigma 0,0834 0,0057 7,7E-05 0,0732 0,0829 0,0958 1 5.000 
tau 12,05 0,8181 0,0108 10,44 12,06 13,67 1 5.000 
 
 
Gambar L.2.20. Fungsi Autokorelasi setiap Parameter Model BUM-Normal  
untuk ID Gen LS0341 
 
Gambar L.2.21. Densitas Kernel setiap Parameter Model BUM-Normal  





Lampiran 3. (Lanjutan) 
 
 
Gambar L.2.22. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen LS0341 
 
Gambar L.2.23. Quantiles setiap Parameter Model BUM-Normal  





Lampiran 4. Hasil Running Program BUGS untuk 7 ID Gen pada model BUM-
Normal Data Chickpea 
 
1. ID Gen LS0612 (Pembangkitan Parameter 5.000 kali) 
 






MC Error 2,50% Median 97,50% Start Sample 
lambda -0,4944 0,1645 0,0025 -0,8167 -0,491 -0,1798 1 5.000 
sigma 0,0834 0,0058 7,2E-02 0,0733 0,0829 0,0959 1 5.000 
tau 12,05 0,8169 0,0102 10,43 12,06 13,64 1 5.000 
 
 
Gambar L.3.1. Fungsi Autokorelsi setiap Parameter Model BUM-Normal  
untuk ID Gen LS0612 
 
Gambar L.3.2. Densitas Kernel setiap Parameter Model BUM-Normal  





Lampiran 4. (Lanjutan) 
 
 
Gambar L.3.3. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen LS0612 
 
Gambar L.3.4. Quantiles setiap Parameter Model BUM-Normal  





Lampiran 4. (Lanjutan) 
 
2. ID Gen LS0759 (Pembangkitan Parameter 5.000 Kali) 






MC Error 2,50% Median 97,50% Start Sample 
lambda -0,7703 0,1678 0,0026 -1,098 -0,7689 -0,4426 1 5.000 
sigma 0,0833 0,0057 7,3E-02 0,0732 0,0829 0,0956 1 5.000 
tau 12,07 0,8144 0,0101 10,47 12,06 13,66 1 5.000 
 
 
Gambar L.3.5. Fungsi Autokorelasi setiap Parameter Model BUM-Normal  
untuk ID Gen LS0759 
 
Gambar L.3.6. Densitas Kernel setiap Parameter Model BUM-Normal  







Lampiran 4. (Lanjutan) 
 
 
Gambar L.3.7. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen LS0759 
 
Gambar L.3.8. Quantiles setiap Parameter Model BUM-Normal  




Lampiran 4. (Lanjutan) 
3. ID Gen U278 (Pembangkitan Parameter 5.000 Kali) 






MC Error 2,50% Median 97,50% Start Sample 
lambda -0,5254 0,1643 0,0024 -0,8466 -0,5221 -0,2121 1 5.000 
sigma 0,0834 0,0057 7,4E-05 0,0735 0.0829 0,09596 1 5.000 
tau 12,05 0,8151 0,0105 10,42 12,06 13,62 1 5.000 
 
 
Gambar L.3.9. Fungsi Autokorelasi setiap Parameter Model BUM-Normal  
untuk ID Gen U278 
 
Gambar L.3.10. Densitas Kernel setiap Parameter Model BUM-Normal  





Lampiran 4. (Lanjutan) 
 
 
Gambar L.3.11. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen U278 
 
Gambar L.3.12. Quantiles setiap Parameter Model BUM-Normal  





Lampiran 4. (Lanjutan) 
 
4. ID Gen U017 (Pembangkitan Parameter 5.000 Kali) 






MC Error 2,50% Median 97,50% Start Sample 
lambda -0,2641 0,1661 0,0022 -0,5871 -0,2647 0,0667 1 5.000 
sigma 0,0834 0,0058 7,3E-02 0,0732 0,0831 0,0961 1 5.000 
tau 12,04 0,8186 0,0101 10,4 12,04 13,65 1 5.000 
 
 
Gambar L.3.13. Fungsi Autokorelasi setiap Parameter Model BUM-Normal  
untuk ID Gen U017 
 
Gambar L.3.14. Densitas Kernel setiap Parameter Model BUM-Normal  





Lampiran 4. (Lanjutan) 
 
 
Gambar L.3.15. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen U017 
 
Gambar L.3.16. Quantiles setiap Parameter Model BUM-Normal  




Lampiran 4. (Lanjutan) 
 
5. ID Gen LS0132 (Pembangkitan Parameter 5.000 Kali) 






MC Error 2,50% Median 97,50% Start Sample 
lambda -0,5207 0,1667 0,0025 -0,8448 -0,5205 -0,194 1 5.000 
sigma 0,0835 0,0058 7,7E-02 0,0734 0,0831 0,0957 1 5.000 
tau 12,04 0,8183 0,0109 10,45 12,03 13,63 1 5.000 
 
 
Gambar L.3.17. Fungsi Autokorelasi setiap Parameter Model BUM-Normal  
untuk ID Gen LS0132 
 
Gambar L.3.18. Densitas Kernel setiap Parameter Model BUM-Normal  





Lampiran 4. (Lanjutan) 
 
 
Gambar L.3.19. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen LS0132 
 
Gambar L.3.20. Quantiles setiap Parameter Model BUM-Normal  




Lampiran 4. (Lanjutan) 
6. ID Gen LS0341 (Pembangkitan Parameter 5.000 Kali) 






MC Error 2,50% Median 97,50% Start Sample 




0,0057 7,1E-02 0,0733 0,0830 0,0953 1 5.000 
tau 12,04 0,8114 0,0101 10,49 12,04 13,64 1 5.000 
 
 
Gambar L.3.21. Fungsi Autokorelasi setiap Parameter Model BUM-Normal  
untuk ID Gen LS0341 
 
Gambar L.3.22. Densitas Kernel setiap Parameter Model BUM-Normal  





Lampiran 4. (Lanjutan) 
 
 
Gambar L.3.23. History Data Bangkitan setiap Parameter Model BUM-Normal  
untuk ID Gen LS0341 
 
Gambar L.3.24. Quantiles setiap Parameter Model BUM-Normal  





Lampiran 5. Hasil Running Program BUGS untuk 19 ID Gen pada Model 
BMM-Normal Data Simulasi 
 
1. ID Gen LS0616 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.1. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,5872 0,6511 0,0081 -1,894 -0,6026 0,7304 1 5.000 
lambda[2] -0,5121 0,8272 0,0111 -2,193 -0,505 1,125 1 5.000 
tau[1] 1,506 1,163 0,0166 0,1495 1,204 4,525 1 5.000 
tau[2] 1,207 1,042 0,0135 0,0830 0,9153 4,062 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
w[2] 0,4041 0,1997 0,0029 0,0713 0,3893 0,8169 1 5.000 
 
 
Gambar L.4.1. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 









Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.2. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0616 
 
 
Gambar L.4.3.1. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.3.2. History Data Bangkitan setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen LS0616 
 
 
Gambar L.4.4. Quantiles setiap Parameter BMM-Normal Dua Komponen 





Lampiran 5. (Lanjutan) 
 
2. ID Gen LS0159 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.2. Estimasi Parameter Model BMM-Normal Dua Komponenuntuk 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,7995 0,6517 0,0080 -2,092 -0,821 0,5573 1 5.000 
lambda[2] -0,6761 0,8301 0,0111 -2,388 -0,6602 0,9458 1 5.000 
tau[1] 1,518 1,175 0,0169 0,1499 1,215 4,564 1 5.000 
tau[2] 1,203 1,041 0,0134 0,0822 0,9106 4,066 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
w[2] 0,4041 0,1997 0,0029 0,0713 0,3893 0,8169 1 5.000 
 
 
Gambar L.4.5. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen LS0159 
 
 
Gambar L.4.6. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.7.1. History Data Bangkitan setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen LS0159 
 
 
Gambar L.4.7.2. History Data Bangkitan setiap Parameter BMM-Normal Dua 







Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.8. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0159 
3. ID Gen LS0162 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.3. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,5075 0,6454 0,0079 -1,768 -0,5281 0,8622 1 5.000 
lambda[2] -0,3205 0,8337 0,0111 -2,065 -0,2981 1,288 1 5.000 
tau[1] 1,582 1,228 0,0178 0,1572 1,265 4,747 1 5.000 
tau[2] 1,195 1,038 0,0134 0,0826 0,9022 4,017 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
w[2] 0,4041 0,1997 0,0029 0,0713 0,3893 0,8169 1 5.000 
  
 
Gambar L.4.9. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.10. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0162 
 
 
Gambar L.4.11. History Data Bangkitan setiap Parameter BMM-Normal Dua 






Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.12. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0162 
 
4. ID Gen LS0185 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.4. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,4813 0,6464 0,0079 -1,743 -0,5022 0,8872 1 5.000 
lambda[2] -0,2856 0,8349 0,0111 -2,033 -0,262 1,328 1 5.000 
tau[1] 1,579 1,226 0,0178 0,1565 1,262 4,737 1 5.000 
tau[2] 1,193 1,038 0,0134 0,0821 0,9011 4,012 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
w[2] 0,4041 0,1997 0,0029 0,0713 0,3893 0,8169 1 5.000 
 
 
Gambar L.4.13. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.14. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0185 
 
 
Gambar L.4.15. History Data Bangkitan setiap Parameter Model BMM-Normal 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.16. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0185 
 
5. ID Gen LS0081 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.5. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,7705 0,6433 0,0079 -2,033 -0,792 0,5845 1 5.000 
lambda[2] -0,6042 0,831 0,0111 -2,335 -0,5833 1,005 1 5.000 
tau[1] 1,593 1,237 0,0179 0,1584 1,274 4,782 1 5.000 
tau[2] 1,198 1,04 0,0134 0,0824 0,9043 4,039 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
w[2] 0,4041 0,1997 0,0029 0,0713 0,3893 0,8169 1 5.000 
 
 
Gambar L.4.17. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 






Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.18. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0081 
 
 
Gambar L.4.19. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.20. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0081 
 
6. ID Gen LS0752 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.6. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,9377 0,6418 0,0079 -2,203 -0,9606 0,4015 1 5.000 
lambda[2] -0,8007 0,8281 0,0111 -2,518 -0,7824 0,8116 1 5.000 
tau[1] 1,595 1,237 0,0178 0,158 1,278 4,798 1 5.000 
tau[2] 1,202 1,041 0,0134 0,0821 0,9101 4,054 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
w[2] 0,4041 0,1997 0,0029 0,0713 0,3893 0,8169 1 5.000 
 
 
Gambar L.4.21. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.22. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 




Gambar L.4.23. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.24. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0752 
 
7. ID Gen LS0688 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.7. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,8827 0,6643 0,0091 -2,202 -0,8943 0,5438 1 5.000 
lambda[2] -0,7087 0,8325 0,0105 -2,454 -0,6817 0,8784 1 5.000 
tau[1] 1,562 1,221 0,0177 0,1468 1,265 4,644 1 5.000 
tau[2] 1,194 1,02 0,0144 0,0719 0,9184 3,832 1 5.000 
w[1] 0,5957 0,2023 0,0031 0,1879 0,6122 0,9293 1 5.000 











Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.25. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen LS0688 
 
 
Gambar L.4.26. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.4.27. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.28. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0688 
 
8. ID Gen U273 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.8. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -1,526 0,6526 0,0081 -2,82 -1,546 -0,1779 1 5.000 
lambda[2] -1,44 0,8283 0,0111 -3,131 -1,432 0,1925 1 5.000 
tau[1] 1,513 1,17 0,0168 0,1494 1,209 4,553 1 5.000 
tau[2] 1,206 1,042 0,0135 0,0832 0,9152 4,068 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 












Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.29. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen U273 
 
Gambar L.4.30. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 










Gambar L.4.30. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.31. Quantiles setiap Parameter BMM-Normal Tiga Komponen 
untuk ID Gen U273 
 
9. ID Gen U070 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.9. Estimasi Parameter Model BMM-Normal Tiga Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -1,233 0,2544 0,0039 -1,743 -1,227 -0,7531 1 5.000 
lambda[2] -0,7039 0,219 0,0031 -1,13 -0,7011 -0,287 1 5.000 
lambda[3] -0,2081 0,235 0,0033 -0,6529 -0,2196 0,2709 1 5.000 
tau[1] 11,98 0,8046 0,0107 10,42 11,98 13,55 1 5.000 
tau[2] 15 0,8278 0,0107 13,37 15,01 16,65 1 5.000 
tau[3] 15,01 0,8286 0,0118 13,38 15,01 16,62 1 5.000 
w[1] 0,3276 0,1754 0,0023 0,0515 0,3067 0,7026 1 5.000 
w[2] 0,3348 0,1801 0,0024 0,0556 0,3121 0,723 1 5.000 












Gambar L.4.32. Fungsi Autokorelasi setiap Parameter BMM-Normal Tiga 









Gambar L.4.33. Densitas Kernel setiap Parameter BMM-Normal Tiga 















Gambar L.4.34. History Data Bangkitan setiap Parameter BMM-Normal Tiga 









Gambar L.4.35. Quantiles setiap Parameter BMM-Normal Tiga Komponen 








Lampiran 5. (Lanjutan) 
 
10. ID Gen U325 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.5. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -1,223 0,655 0,0079 -2,448 -1,253 0,1979 1 5.000 
lambda[2] -0,9717 0,8445 0,0112 -2,753 -0,9429 0,6421 1 5.000 
tau[1] 1,573 1,229 0,0179 0,1501 1,254 4,774 1 5.000 
tau[2] 1,181 1,033 0,0134 0,081 0,8886 4,005 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
w[2] 0,4041 0,1997 0,0029 0,0713 0,3893 0,8169 1 5.000 
 
 
Gambar L.4.36. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen U325 
 
 
Gambar L.4.37. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.4.38. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.39. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen U325 
 
11. ID Gen U385 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.5. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,5845 0,6488 0,008 -1,872 -0,6047 0,7496 1 5.000 
lambda[2] -0,4571 0,8295 0,0111 -2,171 -0,4397 1,167 1 5.000 
tau[1] 1,535 1,188 0,0171 0,1512 1,228 4,622 1 5.000 
tau[2] 1,203 1,041 0,0134 0,0821 0,91 4,056 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 






























Gambar L.4.40. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen U385 
 
 
Gambar L.4.41. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.4.42. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.43. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen U385 
 
12. ID Gen U447 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.5. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,547 0,6464 0,0079 -1,802 -0,5691 0,8311 1 5.000 
lambda[2] -0,3395 0,8362 0,0111 -2,092 -0,3142 1,273 1 5.000 
tau[1] 1,587 1,234 0,0179 0,1563 1,269 4,76 1 5.000 
tau[2] 1,191 1,037 0,0134 0,082 0,8995 4,003 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 













Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.44. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen U447 
 
 
Gambar L.4.45. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.4.46. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.47. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen U447 
 
13. ID Gen CA0426 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.5. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,754 0,6629 0,008 -1,983 -0,788 0,6868 1 5.000 
lambda[2] -0,4422 0,8567 0,0113 -2,267 -0,4035 1,177 1 5.000 
tau[1] 1,552 1,216 0,0178 0,1467 1,234 4,731 1 5.000 
tau[2] 1,164 1,027 0,0133 0,0802 0,871 3,967 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 











Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.48. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen CA0426 
 
 
Gambar L.4.49. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.4.50. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.51. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen CA0426 
 
14. ID Gen CA0534 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.5. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,7472 0,6378 0,0079 -2,032 -0,7602 0,5501 1 5.000 
lambda[2] -0,6854 0,8227 0,0111 -2,359 -0,6813 0,9462 1 5.000 
tau[1] 1,6 1,238 0,0177 0,1576 1,28 4,803 1 5.000 
tau[2] 1,209 1,043 0,0135 0,0833 0,9192 4,051 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 










Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.52. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen CA0534 
 
 
Gambar L.4.53. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.4.54. History Data Bangkitan setiap Parameter BMM-Normal Dua 






Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.55. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen CA0534 
 
15. ID Gen CA0702 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.5. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,7869 0,6416 0,0079 -2,051 -0,8086 0,5535 1 5.000 
lambda[2] -0,6551 0,8277 0,0111 -2,368 -0,6378 0,9573 1 5.000 
tau[1] 1,592 1,234 0,0178 0,1573 1,273 4,797 1 5.000 
tau[2] 1,203 1,041 0,0134 0,0819 0,9107 4,051 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 










Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.56. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen CA0702 
 
Gambar L.4.57. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 









Gambar L.4.58. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.59. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen CA0702 
 
16. ID Gen CA1120 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.6. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,5181 0,6869 0,0095 -1,811 -0,55 1,033 1 5.000 
lambda[2] -0,1464 0,8715 0,0109 -2,024 -0,0993 1,484 1 5.000 
tau[1] 1,544 1,223 0,0183 0,1411 1,246 4,624 1 5.000 
tau[2] 1,136 0,9938 0,014 0,0668 0,8628 3,753 1 5.000 
w[1] 0,5957 0,2023 0,0031 0,1879 0,6122 0,9293 1 5.000 












Lampiran 5. (Lanjutan) 
 
Gambar L.4.60. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen CA1120 
 
 
Gambar L.4.61. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.4.62. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 5. (Lanjutan) 
 
 
Gambar L.4.63. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen CA1120 
 
17. ID Gen U001 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.17. Estimasi Parameter Model BMM-Normal Tiga Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,7487 0,2254 0,0036 -1,209 -0,7382 -0,3213 1 5.000 
lambda[2] -0,4397 0,202 0,0034 -0,833 -0,4405 -0,0376 1 5.000 
lambda[3] 0,0557 0,2331 0,0034 -0,378 0,0439 0,5155 1 5.000 
tau[1] 12,02 0,8061 0,0103 10,46 12,02 13,59 1 5.000 
tau[2] 14,99 0,8114 0,0111 13,4 15 16,57 1 5.000 
tau[3] 15 0,8286 0,0131 13,38 14,99 16,61 1 5.000 
w[1] 0,3338 0,1777 0,0029 0,0544 0,3167 0,7068 1 5.000 
w[2] 0,3334 0,1779 0,0025 0,0526 0,313 0,7193 1 5.000 











Gambar L.4.64. Fungsi Autokorelasi setiap Parameter BMM-Normal Tiga 














Gambar L.4.65. Densitas Kernel setiap Parameter BMM-Normal Tiga 















Gambar L.4.66. History Data Bangkitan setiap Parameter BMM-Normal Tiga 









Gambar L.4.67. Quantiles setiap Parameter BMM-Normal Tiga Komponen 









Lampiran 5. (Lanjutan) 
 
18. ID Gen CA0810 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.4.18. Estimasi Parameter Model BMM-Normal TigaKomponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,8572 0,2143 0,0029 -1,311 -0,849 -0,4723 1 5.000 
lambda[2] -0,6118 0,1844 0,0024 -0,981 -0,6101 -0,2616 1 5.000 
lambda[3] -0,3188 0,2088 0,0029 -0,706 -0,3264 0,1258 1 5.000 
tau[1] 12 0,823 0,0116 10,39 11,99 13,62 1 5.000 
tau[2] 14,98 0,8194 0,0108 13,35 14,99 16,62 1 5.000 
tau[3] 15 0,8251 0,0106 13,41 15 16,61 1 5.000 
w[1] 0,3339 0,177 0,0022 0,0511 0,3133 0,7135 1 5.000 
w[2] 0,3399 0,1788 0,0024 0,0573 0,3182 0,7238 1 5.000 




Gambar L.4.68. Fungsi Autokorelasi setiap Parameter BMM-Normal Tiga 








Gambar L.4.69. Densitas Kernel setiap Parameter BMM-Normal Tiga 













Gambar L.4.70. History Data Bangkitan setiap Parameter BMM-Normal Tiga 











Gambar L.4.71. Quantiles setiap Parameter BMM-Normal Tiga Komponen 

















































Lampiran 6. Hasil Running Program BUGS untuk 19 ID Gen pada Model 
BMM-Normal Data Chickpea 
 
 
1. ID Gen LS0616 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.1. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,5935 0,6555 0,0081 -1,907 -0,6108 0,7444 1 5.000 
lambda[2] -0,4969 0,8296 0,0111 -2,196 -0,4877 1,136 1 5.000 
tau[1] 1,481 1,144 0,0164 0,1484 1,183 4,443 1 5.000 
tau[2] 1,205 1,041 0,0135 0,0833 0,913 4,065 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
w[2] 0,4041 0,1997 0,0029 0,0713 0,3893 0,8169 1 5.000 
 
 
Gambar L.5.1. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen LS0616 
 
 
Gambar L.5.2. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.5.3. History Data Bangkitan setiap Parameter BMM-Normal Dua 




Lampiran 6. (Lanjutan) 
 
 
Gambar L.5.4. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0616 
 
2. ID Gen LS0159 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.2. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,8085 0,6561 0,008 -2,102 -0,8324 0,5563 1 5.000 
lambda[2] -0,6589 0,8335 0,0111 -2,386 -0,6408 0,9575 1 5.000 
tau[1] 1,497 1,16 0,0168 0,1492 1,201 4,491 1 5.000 
tau[2] 1,199 1,039 0,0134 0,0821 0,9064 4,043 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 









Lampiran 6. (Lanjutan) 
 
 
Gambar L.5.5. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen LS0159 
 
 
Gambar L.5.6. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.5.7. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 6. (Lanjutan) 
 
 
Gambar L.5.8. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0159 
 
3. ID Gen LS0162 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.3. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,5194 0,649 0,0079 -1,779 -0,5421 0,8649 1 5.000 
lambda[2] -0,304 0,838 0,0112 -2,062 -0,2769 1,309 1 5.000 
tau[1] 1,572 1,222 0,0178 0,1546 1,256 4,716 1 5.000 
tau[2] 1,189 1,036 0,0134 0,0823 0,8981 3,996 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 












Lampiran 6. (Lanjutan) 
 
Gambar L.5.9. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen LS0162 
 
 
Gambar L.5.10. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.5.11. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 6. (Lanjutan) 
 
 
Gambar L.5.12. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0162 
 
4. ID Gen LS0185 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.4. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,4813 0,6464 0,0079 -1,743 -0,5022 0,8872 1 5.000 
lambda[2] -0,2856 0,8349 0,0111 -2,033 -0,262 1,328 1 5.000 
tau[1] 1,579 1,226 0,0178 0,1565 1,262 4,737 1 5.000 
tau[2] 1,193 1,038 0,0134 0,0821 0,9011 4,012 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 












Lampiran 6. (Lanjutan) 
 
Gambar L.5.13. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen LS0185 
 
 
Gambar L.5.14. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.5.15. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 6. (Lanjutan) 
 
 
Gambar L.5.16. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0185 
 
5. ID Gen LS0081 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.5. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,7817 0,646 0,0079 -2,039 -0,8042 0,5971 1 5.000 
lambda[2] -0,587 0,8347 0,0111 -2,337 -0,5632 1,025 1 5.000 
tau[1] 1,588 1,234 0,0179 0,1563 1,27 4,765 1 5.000 
tau[2] 1,193 1,038 0,0134 0,0824 0,901 4,012 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 












Lampiran 6. (Lanjutan) 
 
Gambar L.5.17. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen LS0081 
 
 
Gambar L.5.18. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.5.19. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 6. (Lanjutan) 
 
 
Gambar L.5.20. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0081 
 
6. ID Gen LS0752 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.6. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,9508 0,644 0,0079 -2,209 -0,9722 0,4038 1 5.000 
lambda[2] -0,7849 0,8312 0,0111 -2,515 -0,7625 0,8218 1 5.000 
tau[1] 1,591 1,236 0,0179 0,1576 1,274 4,781 1 5.000 
tau[2] 1,198 1,039 0,0134 0,0824 0,905 4,041 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 












Lampiran 6. (Lanjutan) 
 
Gambar L.5.21. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen LS0752 
 
 
Gambar L.5.22. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.5.23. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 6. (Lanjutan) 
 
 
Gambar L.5.24. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0752 
 
7. ID Gen LS0688 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.7. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,8905 0,6494 0,0079 -2,148 -0,9144 0,4981 1 5.000 
lambda[2] -0,6899 0,8364 0,0111 -2,445 -0,6642 0,9258 1 5.000 
tau[1] 1,569 1,221 0,0177 0,1538 1,254 4,714 1 5.000 
tau[2] 1,192 1,037 0,0134 0,0817 0,9017 4,006 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 











Lampiran 6. (Lanjutan) 
 
 
Gambar L.5.25. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen LS0688 
 
 
Gambar L.5.26. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.5.27. History Data Bangkitan setiap Parameter BMM-Normal Dua 





Lampiran 6. (Lanjutan) 
 
 
Gambar L.5.28. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen LS0688 
 
8. ID Gen U273 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.8. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -1,517 0,6593 0,0082 -2,83 -1,535 -0,1658 1 5.000 
lambda[2] -1,448 0,8296 0,0111 -3,129 -1,441 0,1903 1 5.000 
tau[1] 1,463 1,13 0,0162 0,1456 1,169 4,394 1 5.000 
tau[2] 1,207 1,041 0,0135 0,0822 0,9137 4,053 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
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Gambar L.5.29. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen U273 
 
 
Gambar L.5.30. Densitas Kernel setiap Parameter BMM-Normal DuaKomponen 








Gambar L.5.31. History Data Bangkitan setiap Parameter BMM-Normal Dua 
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Gambar L.5.32. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen U273 
 
9. ID Gen U070 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.9. Estimasi Parameter Model BMM-Normal Tiga Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -1,106 0,2002 0,0025 -1,508 -1,104 -0,7109 1 5.000 
lambda[2] -0,9943 0,1968 0,0025 -1,383 -0,9941 -0,6053 1 5.000 
lambda[3] -0,1982 0,2498 0,0038 -0,682 -0,2017 0,2888 1 5.000 
tau[1] 11,96 0,8308 0,011 10,32 11,97 13,59 1 5.000 
tau[2] 14,92 0,8169 0,0118 13,33 14,91 16,55 1 5.000 
tau[3] 15 0,8366 0,0123 13,35 15,02 16,64 1 5.000 
w[1] 0,334 0,1797 0,0027 0,0525 0,3134 0,7215 1 5.000 
w[2] 0,3357 0,1793 0,0027 0,0588 0,3124 0,735 1 5.000 













Gambar L.5.33. Fungsi Autokorelasi setiap Parameter BMM-Normal Tiga 














Gambar L.5.34. Densitas Kernel setiap Parameter BMM-Normal Tiga 
















Gambar L.5.35. History Data Bangkitan setiap Parameter BMM-Normal Tiga 









Gambar L.5.36. Quantiles setiap Parameter BMM-Normal Tiga Komponen 
untuk ID Gen U070 
 
10. ID Gen U325 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.10. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -1,233 0,6595 0,0079 -2,461 -1,266 0,2009 1 5.000 
lambda[2] -0,955 0,8499 0,0113 -2,759 -0,9213 0,6616 1 5.000 
tau[1] 1,563 1,223 0,0179 0,1476 1,244 4,753 1 5.000 
tau[2] 1,173 1,031 0,0133 0,0809 0,8816 3,966 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
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Gambar L.5.37. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen U325 
 
 
Gambar L.5.38. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 










Gambar L.5.39. History Data Bangkitan setiap Parameter BMM-Normal Dua 
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Gambar L.5.40. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen U325 
 
11. ID Gen U385 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.11. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,5936 0,653 0,008 -1,883 -0,6166 0,7671 1 5.000 
lambda[2] -0,4394 0,8329 0,0111 -2,168 -0,4206 1,179 1 5.000 
tau[1] 1,516 1,175 0,017 0,1505 1,215 4,554 1 5.000 
tau[2] 1,199 1,039 0,0134 0,0826 0,9059 4,041 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
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Gambar L.5.41. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen U385 
 
 
Gambar L.5.42. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.5.43. History Data Bangkitan setiap Parameter BMM-Normal Dua 
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Gambar L.5.44. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen U385 
 
12. ID Gen U447 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.12. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,5582 0,6498 0,0079 -1,809 -0,5831 0,8357 1 5.000 
lambda[2] -0,3231 0,8407 0,0112 -2,097 -0,2929 1,292 1 5.000 
tau[1] 1,579 1,23 0,0179 0,1537 1,259 4,746 1 5.000 
tau[2] 1,185 1,035 0,0134 0,0809 0,892 4,03 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
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Gambar L.5.44. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen U447 
 
 
Gambar L.5.45. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.5.46. History Data Bangkitan setiap Parameter BMM-Normal Dua 
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Gambar L.5.47. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen U447 
 
13. ID Gen CA0426 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.13. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,7652 0,6685 0,008 -1,998 -0,8031 0,696 1 5.000 
lambda[2] -0,4285 0,8633 0,0114 -2,269 -0,3885 1,196 1 5.000 
tau[1] 1,538 1,207 0,0177 0,1452 1,223 4,702 1 5.000 
tau[2] 1,155 1,024 0,0133 0,0791 0,8622 3,944 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
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Gambar L.5.49. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen CA0426 
 
Gambar L.5.51. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 










Gambar L.5.52. History Data Bangkitan setiap Parameter BMM-Normal Dua 
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Gambar L.5.53. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen CA0426 
 
14. ID Gen CA0534 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.14. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,7609 0,639 0,0079 -2,035 -0,7775 0,5431 1 5.000 
lambda[2] -0,6678 0,8245 0,0111 -2,359 -0,6569 0,9495 1 5.000 
tau[1] 1,598 1,237 0,0177 0,1572 1,277 4,804 1 5.000 
tau[2] 1,207 1,042 0,0135 0,0833 0,9171 4,073 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
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Gambar L.5.54. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen CA0534 
 
 
Gambar L.5.55. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.5.56. History Data Bangkitan setiap Parameter BMM-Normal Dua 
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Gambar L.5.57. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen CA0534 
 
15. ID Gen CA0702 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.15. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -1,221 0,6762 0,0083 -2,551 -1,243 0,1635 1 5.000 
lambda[2] -1,116 0,8366 0,0112 -2,831 -1,108 0,5234 1 5.000 
tau[1] 1,362 1,051 0,0151 0,1367 1,091 4,082 1 5.000 
tau[2] 1,202 1,039 0,0134 0,0824 0,9082 4,062 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
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Gambar L.5.58. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen CA0702 
 
 
Gambar L.5.59. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 








Gambar L.5.60. History Data Bangkitan setiap Parameter BMM-Normal Dua 
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Gambar L.5.61. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen CA0702 
 
16. ID Gen CA1120 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.16. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,5258 0,6738 0,008 -1,755 -0,5673 0,9563 1 5.000 
lambda[2] -0,1296 0,8781 0,0116 -2,007 -0,0822 1,499 1 5.000 
tau[1] 1,556 1,227 0,0181 0,1452 1,234 4,774 1 5.000 
tau[2] 1,133 1,015 0,0133 0,0755 0,8405 3,916 1 5.000 
w[1] 0,5959 0,1997 0,0029 0,1837 0,6107 0,929 1 5.000 
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Gambar L.5.62. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 
Komponen untuk ID Gen CA1120 
 
 
Gambar L.5.63. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 









Gambar L.5.64. History Data Bangkitan setiap Parameter BMM-Normal Dua 
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Gambar L.5.65. Quantiles setiap Parameter BMM-Normal Dua Komponen 
untuk ID Gen CA1120 
 
17. ID Gen U001 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.17. Estimasi Parameter Model BMM-Normal Tiga Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,7846 0,232 0,0033 -1,264 -0,7744 -0,3417 1 5.000 
lambda[2] -0,4532 0,2061 0,0029 -0,851 -0,4539 -0,0521 1 5.000 
lambda[3] 0,0988 0,2445 0,003 -0,348 0,0910 0,6024 1 5.000 
tau[1] 12 0,8091 0,0105 10,45 11,98 13,64 1 5.000 
tau[2] 15 0,8277 0,0113 13,41 14,99 16,68 1 5.000 
tau[3] 15,01 0,8141 0,0115 13,44 15 16,63 1 5.000 
w[1] 0,335 0,1768 0,0021 0,053 0,3173 0,7098 1 5.000 
w[2] 0,3303 0,1771 0,0025 0,0535 0,3121 0,7198 1 5.000 














Gambar L.5.66. Fungsi Autokorelasi setiap Parameter BMM-Normal Tiga 















Gambar L.5.67. Densitas Kernel setiap Parameter BMM-Normal Tiga 















Gambar L.5.68. History Data Bangkitan setiap Parameter BMM-Normal Tiga 









Gambar L.5.69. Quantiles setiap Parameter BMM-Normal Tiga Komponen 
untuk ID Gen U001 
 
18. ID Gen CA0810 (Pembangkitan Parameter 5.000 Kali) 
Tabel L.5.18. Estimasi Parameter Model BMM-Normal Dua Komponen 






MC Error 2,50% Median 97,50% Start Sample 
lambda[1] -0,871 0,2152 0,0029 -1,314 -0,8607 -0,4716 1 5.000 
lambda[2] -0,609 0,1875 0,0024 -0,975 -0,6087 -0,2448 1 5.000 
lambda[3] -0,293 0,2161 0,0025 -0,694 -0,3012 0,1607 1 5.000 
tau[1] 12,01 0,8268 0,0105 10,41 12 13,65 1 5.000 
tau[2] 15,02 0,8104 0,0102 13,43 15,02 16,58 1 5.000 
tau[3] 15 0,8099 0,0143 13,45 15 16,56 1 5.000 
w[1] 0,3389 0,1804 0,0027 0,0568 0,316 0,7236 1 5.000 
w[2] 0,33 0,1761 0,0026 0,0552 0,3127 0,7133 1 5.000 











Gambar L.5.70. Fungsi Autokorelasi setiap Parameter BMM-Normal Dua 















Gambar L.5.71. Densitas Kernel setiap Parameter BMM-Normal Dua Komponen 















Gambar L.5.72. History Data Bangkitan setiap Parameter BMM-Normal Dua 









Gambar L.5.73. Quantiles setiap Parameter BMM-Normal Dua Komponen 















































function (y, nsweep, kmax, k, w, mu, sigma2, Z, delta = 1, xi = NULL,  
    kappa = NULL, alpha = 2, beta = NULL, g = 0.2, h = NULL,  
    verbose = TRUE)  
{ 
    if (nsweep <= 0)  
        stop("The number of sweeps has to be positive.") 
    if (kmax < 0 || k < 0)  
        stop("The number of components have to be positive.") 
    if (kmax < k)  
        stop("The maximum number of components allowed is larger than\n              the intitial value of components.") 
    if (length(w) != k) { 
        w <- rep(w, len = k) 
        warning("The length of 'w' was not equal to k and\n                 was forced to be k by being cut off or recycled.") 
    } 
    if (any(w <= 0))  
        stop() 
    if (sum(w) != 1) { 
    } 
    if (length(mu) != k) { 
        mu <- rep(mu, len = k) 
        warning("The length of 'mu' was not equal to k and\n                 was forced to be k by being cut off or recycled.") 
    } 
    if (length(sigma2) != k) { 
        sigma2 <- rep(sigma2, len = k) 
        warning("The length of 'sigma2' was not equal to k and\n                 was forced to be k by being cut off or recycled.") 
    } 
    if (any(sigma2 <= 0))  
        stop 
    if (length(Z) != length(y)) { 
        Z <- rep(Z, len = length(y)) 
        warning("The length of 'Z' was not equal to the length of 'y' and\n                 was forced to be equal by being cut off or 
recycled.") 
    } 
    R <- diff(range(y)) 
    if (is.null(xi))  
        xi <- median(y) 
    if (is.null(kappa))  
        kappa <- 1/R^2 
    if (is.null(alpha))  
        alpha <- 2 
    if (is.null(g))  
        g <- 0.2 
    if (is.null(h))  
        h <- 10/R^2 
    if (is.null(beta))  
        beta <- rgamma(1, shape = g, rate = h) 
    n = length(y) 
    b <- rep(0.5, kmax) 
    b[kmax] <- 0 
    d <- rep(0.5, kmax) 
    d[1] <- 0 
    k.save <- rep(0, nsweep) 
    w.save <- mu.save <- sigma2.save <- vector("list", nsweep) 
    Z.save <- matrix(0, nrow = n, ncol = nsweep) 
    for (i in 1:nsweep) { 
        k <- length(mu) 
        Z.expand <- do.call(cbind, lapply(1:k, function(i) ifelse(Z ==  
            i, 1, 0))) 
        Nj <- colSums(Z.expand) 
        w <- rdirichlet(1, delta + Nj) 
        sumYj <- colSums(y * Z.expand) 
        precision <- Nj/sigma2 + kappa 
        mean <- (sumYj/sigma2 + kappa * xi)/precision 
        mu.new <- rnorm(k, mean = mean, sd = sqrt(1/precision)) 
        if (all(order(mu.new) == 1:k)) { 
            mu <- mu.new 
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Diff2j <- outer(y, mu, `-`)^2 
        sumDiff2j <- colSums(Diff2j * Z.expand) 
        sigma2 <- rgamma(k, shape = alpha + Nj/2, rate = beta +  
            sumDiff2j/2) 
      sigma2 <- 1/sigma2 
        p <- do.call(cbind, lapply(1:k, function(i) w[i] * dnorm(y,  
            mu[i], sqrt(sigma2[i])))) 
        s <- rowSums(p) 
        p[which(s == 0 | !is.finite(s)), ] <- 1 
        p <- p/rowSums(p) 
        if (ncol(p) > 1) { 
            Z <- rMultinom(p) 
        } 
        else { 
            Z <- rep(1, n) 
        } 
        beta <- rgamma(1, shape = g + k * alpha, rate = h + sum(1/sigma2)) 
        action <- decideScBd(k, kmax) 
        if (action == 1) { 
            split.results <- split(y, k, w, mu, sigma2, Z, b,  
                d, delta, xi, kappa, alpha, beta) 
            w <- split.results$w 
            mu <- split.results$mu 
            sigma2 <- split.results$sigma2 
            Z <- split.results$Z 
            k <- length(w) 
        } 
        else { 
            combine.results <- combine(y, k, w, mu, sigma2, Z,  
                b, d, delta, xi, kappa, alpha, beta) 
            w <- combine.results$w 
            mu <- combine.results$mu 
            sigma2 <- combine.results$sigma2 
            Z <- combine.results$Z 
            k <- length(w) 
        } 
        action <- decideScBd(k, kmax) 
        if (action == 1) { 
            birth.results <- birth(n, k, w, mu, sigma2, Z, delta,  
                xi, kappa, alpha, beta, b, d) 
            w <- birth.results$w 
            mu <- birth.results$mu 
            sigma2 <- birth.results$sigma2 
            Z <- birth.results$Z 
            k <- length(w) 
        } 
        else { 
            death.results <- death(n, k, w, mu, sigma2, Z, delta,  
                xi, kappa, alpha, beta, b, d) 
            w <- death.results$w 
            mu <- death.results$mu 
            sigma2 <- death.results$sigma2 
            Z <- death.results$Z 
            k <- length(w) 
        } 
        k.save[i] <- k 
        w.save[[i]] <- w 
        mu.save[[i]] <- mu 
        sigma2.save[[i]] <- sigma2 
        Z.save[, i] <- Z 
        if (verbose && i%%1000 == 0) { 
            cat(paste(i, " sweeps", " have finished.\n", sep = "")) 
        } 
    } 
    list(k.save = k.save, w.save = w.save, mu.save = mu.save,  
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Program untuk menetapkan split-merge dan birth-death. 
 
#decide whether to split-combine and birth-death 
decideScBd <- function(k, kmax){ 
    if(k==1) 
        action <- 1 
    else{ 
        if(k==kmax) 
            action <- 0 
        else 
            action <- ifelse(runif(1) <0.5, 1, 0) 
    } 
} 
#get the probabilities for z in the split and combine cases 
getP <- function(yjstar, muj1, muj2, sigma2j1, sigma2j2, wj1, wj2){ 
    #p <- exp(cbind(-(yjstar-muj1)^2 / (2*sigma2j1), 
    #               -(yjstar-muj2)^2 / (2*sigma2j2))) 
    #p[,1] <- p[,1] * wj1 / sqrt(sigma2j1) 
    #p[,2] <- p[,2] * wj2 / sqrt(sigma2j2) 
    p <- cbind(dnorm(yjstar, muj1, sqrt(sigma2j1)), 
               dnorm(yjstar, muj2, sqrt(sigma2j2))) 
    p[,1] <- p[,1] * wj1 
    p[,2] <- p[,2] * wj2                  
    s <- rowSums(p) 
    p[which(s == 0 | !is.finite(s)),] <- 1 
    p / rowSums(p) 
 
} 
#get acceptance probabilities for split-combine 
getAsc <- function(yjstar, j1.pos, j2.pos, k, 
                 wj1, wj2, wjstar, 
                 muj1, muj2, mujstar, 
                 sigma2j1, sigma2j2, sigma2jstar, 
                 delta, xi, kappa, alpha, beta, 
                 p, b, d, u1, u2, u3 
                 ){ 
#browser() 
    #calculate acceptance probability 
    ## take log first then transform to exponential. Cause there are 
    ## multiplication of larger number of densities and so on. 
 
    #likelihood ratio 
    log.lr <- sum(dnorm(yjstar[j1.pos], mean=muj1, sd=sqrt(sigma2j1), log=TRUE)) + 
              sum(dnorm(yjstar[j2.pos], mean=muj2, sd=sqrt(sigma2j2), log=TRUE)) - 
              sum(dnorm(yjstar, mean=mujstar, sd=sqrt(sigma2jstar), log=TRUE)) 
    l1 <- length(j1.pos) 
    l2 <- length(j2.pos) 
 
    #term1-3: ratio between two states 
    #term1 includes various ratios 
    log.term1 <- log.lr + #likelihood ratio 
             log(1) + #ratio of p(k+1)/p(k) 
             (delta-1+l1)*log(wj1) + (delta-1+l2)*log(wj2) - (delta-1+l1+l2)*log(wjstar) - #ratio of z 
            lbeta(delta, k*delta) #ratio of w 
             #  (lgamma(k*delta+n) + lgamma(delta+l1) +lgamma(delta+l2) - lgamma((k+1)*delta + n) - lgamma(delta+l1+l2))    
 
    #term2 is the ratio of mu 
    log.term2 <- log(k+1) + 
             0.5*log(kappa/(2*pi)) - 
             0.5*kappa*((muj1-xi)*2 + (muj2-xi)*2 - (mujstar-xi)*2)  
 
#term3 is the ratio of sigma 
    log.term3 <- alpha*log(beta) - lgamma(alpha) + 
             (-alpha-1)*(log(sigma2j1) + log(sigma2j2) - log(sigma2jstar)) - 
             beta*(1/sigma2j1 + 1/sigma2j2 - 1/sigma2jstar) 
 
    #term4 is the transform ratio between two states 
    log.Palloc <- sum(log(p[,1][j1.pos])) + sum(log(p[,2][j2.pos])) 
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                 dbeta(u1, 2, 2, log=TRUE) - dbeta(u2, 2, 2, log=TRUE) - dbeta(u3, 1, 1, log=TRUE) 
 
    #term5 is the Jacobian 
    log.term5 <- log(wjstar) +log(abs(muj1-muj2)) + log(sigma2j1) + log(sigma2j2) - 
             log(u2) -log(1-u2^2) - log(u3) - log(1-u3) - log(sigma2jstar) 
 
    exp(log.term1 + log.term2 + log.term3 + log.term4 + log.term5) 
} 
 
split <- function(y, k, w, mu, sigma2, Z, b, d, delta, xi, kappa, alpha, beta){ 
 
    #choose a component to split 
    jstar <- sample(1:k, 1) 
    #generate intermidiate parameters 
    u1 <- rbeta(1, 2, 2) 
    u2 <- rbeta(1, 2, 2) 
    u3 <- rbeta(1, 1, 1) 
 
    #generate two new ws 
    wjstar <- w[jstar] 
    wj1 <- wjstar * u1 
    wj2 <- wjstar * (1-u1) 
 
    #generate two new mus 
    mujstar <- mu[jstar] 
    sigma2jstar <- sigma2[jstar] 
    muj1 <- mujstar - u2*sqrt(sigma2jstar)*sqrt(wj2/wj1) 
    muj2 <- mujstar + u2*sqrt(sigma2jstar)*sqrt(wj1/wj2) 
 
    #check order of mu 
    newmu.part <- c(mu[jstar-1], muj1, muj2, mu[jstar+1]) 
    if(all(order(newmu.part) == 1:length(newmu.part))){ 
        #generate two new sigma2s 
        sigma2j1 <- u3 * (1-u2^2) * sigma2jstar * wjstar / wj1 
        sigma2j2 <- (1-u3) * (1-u2^2) * sigma2jstar * wjstar / wj2 
 
        #allocate z_i=jstar 
        jstar.pos <- which(Z==jstar) 
        if(length(jstar.pos) > 0){ 
            yjstar <- y[jstar.pos] 
            p <- getP(yjstar, muj1, muj2, sigma2j1, sigma2j2, wj1, wj2) 
            zj12 <- rMultinom(p) 
            j1.pos <- which(zj12==1) 
            j2.pos <- which(zj12==2) 
 
            A <- getAsc(yjstar, j1.pos, j2.pos, k, 
                        wj1, wj2, wjstar, 
                        muj1, muj2, mujstar, 
                        sigma2j1, sigma2j2, sigma2jstar, 
                        delta, xi, kappa, alpha, beta, 
                        p, b, d, u1, u2, u3) 
 
            if(runif(1) < min(1, A)){ 
                indicator <- rep(0,k) 
                indicator[jstar] <- 1 
                indicator[which((1:k) > jstar)] <- 2 
                ind0 <- which(indicator==0) 
                ind2 <- which(indicator==2) 
 
                #generate new w vector 
                w <- c(w[ind0], wj1, wj2, w[ind2]) 
                #generate new mu vector 
                mu <- c(mu[ind0], muj1, muj2, mu[ind2]) 
                #generate new sigma2 vector 
                sigma2 <- c(sigma2[ind0], sigma2j1, sigma2j2, sigma2[ind2]) 
                #gernerate new Z matrix 
                larger <- which(Z > jstar) 
                Z[larger] <- Z[larger] + 1 
                Z[jstar.pos[j1.pos]] <- jstar 
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            } 
        } 
    } 
    list(w=w, mu=mu, sigma2=sigma2, Z=Z) 
} 
combine <- function(y, k, w, mu, sigma2, Z, b, d, delta, xi, kappa, alpha, beta){ 
 
    #choose a pair of components to combine 
    j1 <- sample(1:(k-1), 1) 
    j2 <- j1 + 1 
 
    #generate new parameters 
    wj1 <- w[j1] 
    wj2 <- w[j2] 
    muj1 <- mu[j1] 
    muj2 <- mu[j2] 
    sigma2j1 <- sigma2[j1] 
    sigma2j2 <- sigma2[j2] 
    wjstar <- w[j1] + w[j2] 
    mujstar <- (wj1*muj1 + wj2*muj2) / wjstar 
 
    #Note the sigma2jstar is derived from the split and is different than 
    # that from eqn (10) 
    #sigma2jstar <- (wj1*(muj1^2+sigma2j1) + wj2*(muj2^2+sigma2j2)) / 
    #               wjstar - mujstar^2 
    sigma2jstar = wj1*wj2*((muj1-muj2)/wjstar)**2 + 
                  (wj1*sigma2j1+wj2*sigma2j2)/wjstar 
 
    #calculate acceptance probability 
    #likelihood ratio 
    jstar.pos <- which(Z==j1 | Z==j2) 
    j1.pos <- match(which(Z==j1), jstar.pos) 
    j2.pos <- match(which(Z==j2), jstar.pos) 
    yjstar <- y[jstar.pos] 
    p <- getP(yjstar, muj1, muj2, sigma2j1, sigma2j2, wj1, wj2) 
 
    #generate intermidiate parameters 
    #u1 u2 u3 are derived from split move (equations below eqn (10) on page 739 
    #u1 <- rbeta(1, 2, 2) 
    #u2 <- rbeta(1, 2, 2) 
    #u3 <- rbeta(1, 1, 1) 
    u1 <- wj1 / wjstar 
    u2 = (muj2-muj1) * sqrt(wj1*wj2/sigma2jstar) / wjstar 
 u2 = max(u2,1e-12) 
 u2 = min(u2,1.0-1e-4) 
    u3 = wj1*sigma2j1 / (wj1*sigma2j1+wj2*sigma2j2) 
 
    A <- getAsc(yjstar, j1.pos, j2.pos, k-1, 
                 wj1, wj2, wjstar, 
                 muj1, muj2, mujstar, 
                 sigma2j1, sigma2j2, sigma2jstar, 
                 delta, xi, kappa, alpha, beta, 
                 p, b, d, u1, u2, u3) 
 
    if(runif(1) < min(1, 1/A)){ 
 
        #browser() 
        indicator <- rep(0,k) 
        indicator[c(j1,j2)] <- 1 
        indicator[which((1:k) > j2)] <- 2 
        ind0 <- which(indicator==0) 
        ind2 <- which(indicator==2) 
 
        #generate new w vector 
        w <- c(w[ind0], wjstar, w[ind2]) 
        #generate new mu vector 
        mu <- c(mu[ind0], mujstar, mu[ind2]) 
        #generate new sigma2 vector 
        sigma2 <- c(sigma2[ind0], sigma2jstar, sigma2[ind2]) 
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      Z[which(Z==j2)] <- j1 
        large <- which(Z > j2) 
        Z[large] <- Z[large] - 1 
    } 
    list(w=w, mu=mu, sigma2=sigma2, Z=Z) 
} 
 
getAbd <- function(n, k, k0, delta, wjstar, b, d){ 
    log.term1 <- log(1) - lbeta(k*delta, delta) + (delta-1)*log(wjstar) + 
      (n+k*delta-k)*log(1-wjstar) + log(k+1) 
 
    #note that there is an error in the original paper: 
    # (1-wjstar)^(k-1) instead of (1-wjstar)^k 
    log.term2 <- log(d[k+1]) - log(k0+1) - log(b[k]) - dbeta(wjstar,1,k, log=TRUE) + (k-1)*log(1-wjstar) 
    exp(log.term1 + log.term2) 
} 
 
birth <- function(n, k, w, mu, sigma2, Z, delta, xi, kappa, alpha, beta, b, d){ 
 
    wjstar <- rbeta(1, 1, k) 
    k0 <- sum(unlist(lapply(1:k, function(i) sum(Z==i)))==0) 
    A <- getAbd(n, k, k0, delta, wjstar, b, d) 
    if(runif(1) < min(1, A)){ 
 
        mujstar <- rnorm(1, mean=xi, sd=sqrt(1/kappa)) 
        sigma2jstar <- rgamma(1, shape=alpha, rate=beta) 
        sigma2jstar <- 1 / sigma2jstar 
        w <- w*(1-wjstar) 
        jstar.pos <- which(mu > mujstar)[1] 
        if(is.na(jstar.pos)){ 
            w <- c(w, wjstar) 
            mu <- c(mu, mujstar) 
            sigma2 <- c(sigma2, sigma2jstar) 
        } 
        else{ 
            indicator <- rep(0,k) 
            indicator[which((1:k) >= jstar.pos)] <- 1 
            ind0 <- which(indicator==0) 
            ind1 <- which(indicator==1) 
            w <- c(w[ind0], wjstar, w[ind1]) 
            mu <- c(mu[ind0], mujstar, mu[ind1]) 
            sigma2 <- c(sigma2[ind0], sigma2jstar, sigma2[ind1]) 
            larger <- which(Z >= jstar.pos) 
            Z[larger] <- Z[larger] + 1 
        } 
    } 
    list(w=w, mu=mu, sigma2=sigma2, Z=Z) 
} 
 
death <- function(n, k, w, mu, sigma2, Z, delta, xi, kappa, alpha, beta, b, d){ 
    d.candidate <- which(unlist(lapply(1:k, function(i) sum(Z==i)==0))) 
    if(length(d.candidate) > 0){ 
        d.pos <- sample(1:length(d.candidate),1) 
        d.pos <- d.candidate[d.pos] 
        wjstar <- w[d.pos] 
        k0 <- length(d.candidate) - 1 
        A <- getAbd(n, k-1, k0, delta, wjstar, b, d) 
        if(runif(1) < min(1, 1/A)){ 
            w <- w[-d.pos] 
            w <- w / sum(w) 
            mu <- mu[-d.pos] 
            sigma2 <- sigma2[-d.pos] 
            larger <- which(Z > d.pos) 
            Z[larger] <- Z[larger] - 1 
        } 
    } 
    list(w=w, mu=mu, sigma2=sigma2, Z=Z) 
} 
uvnm.rjmcmc <- function(y, nsweep, kmax, k, w, mu, sigma2, Z, 
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                        beta=NULL, g=0.2, h=NULL, verbose=TRUE){ 
 
    #Error checking 
    if(nsweep <= 0) 
        stop("The number of sweeps has to be positive.") 
    if(kmax < 0 || k < 0) 
        stop("The number of components have to be positive.") 
    if(kmax < k) 
        stop("The maximum number of components allowed is larger than 
              the intitial value of components.") 
    if(length(w) != k){ 
        w <- rep(w, len=k) 
        warning("The length of 'w' was not equal to k and 
                 was forced to be k by being cut off or recycled.") 
    } 
    if(any(w <=0)) 
        stop() 
    if(sum(w) != 1){ 
 
    } 
 
    if(length(mu) != k){ 
        mu <- rep(mu, len=k) 
        warning("The length of 'mu' was not equal to k and 
                 was forced to be k by being cut off or recycled.") 
    } 
    if(length(sigma2) != k){ 
        sigma2 <- rep(sigma2, len=k) 
        warning("The length of 'sigma2' was not equal to k and 
                 was forced to be k by being cut off or recycled.") 
    } 
    if(any(sigma2 <= 0)) 
        stop 
    if(length(Z) != length(y)){ 
        Z <- rep(Z, len=length(y)) 
        warning("The length of 'Z' was not equal to the length of 'y' and 
                 was forced to be equal by being cut off or recycled.") 
    } 
 
    R <- diff(range(y)) 
    if(is.null(xi)) 
        xi <- median(y) 
    if(is.null(kappa)) 
        kappa <- 1/R^2 
    if(is.null(alpha)) 
        alpha <- 2 
    if(is.null(g)) 
        g <- 0.2 
    if(is.null(h)) 
        h <- 10/R^2 
    if(is.null(beta)) 
        beta <- rgamma(1, shape=g, rate=h) 
 
    n=length(y) 
 
    #split probabilities 
    b <- rep(0.5, kmax) 
    b[kmax] <- 0 
    #combine probabilities 
    d <- rep(0.5, kmax) 
    d[1] <- 0 
 
    k.save <- rep(0, nsweep) 
    w.save <- mu.save <- sigma2.save <- vector("list", nsweep) 
    Z.save <- matrix(0, nrow=n, ncol=nsweep) 
    for(i in 1:nsweep){ 
        k <- length(mu) 
 
        #update w|... 
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  Nj <- colSums(Z.expand) 
        w <- rdirichlet(1, delta + Nj) 
 
        #update mu|... 
        sumYj <- colSums(y * Z.expand) 
        precision <- Nj/sigma2 + kappa 
        mean <- (sumYj/sigma2 + kappa*xi) / precision 
        mu.new <- rnorm(k, mean=mean, sd=sqrt(1/precision)) 
        if(all(order(mu.new) == 1:k)){ 
            mu <- mu.new 
        } 
 
        #update simga2|... 
        Diff2j <- outer(y, mu, `-`) ^ 2 
        sumDiff2j <- colSums(Diff2j * Z.expand) 
        sigma2 <- rgamma(k, shape=alpha + Nj/2, rate=beta + sumDiff2j/2) 
        sigma2 <- 1 / sigma2 
 
        #update Z 
        #p <- exp(- Diff2j %*% diag(1/(2*sigma2), nrow=k, ncol=k)) 
        #p <- p %*% diag(w/sqrt(sigma2), nrow=k, ncol=k) 
        p <- do.call(cbind, lapply(1:k, function(i) 
                                   w[i] * dnorm(y, mu[i], sqrt(sigma2[i])))) 
        s <- rowSums(p) 
        p[which(s == 0 | !is.finite(s)),] <- 1 
        p <- p / rowSums(p) 
        if(ncol(p) > 1){ 
            Z <- rMultinom(p) 
        } 
        else{ 
            Z <- rep(1, n) 
        } 
 
        #update beta 
        beta <- rgamma(1, shape=g + k*alpha, rate=h + sum(1/sigma2)) 
        #combine or split 
        action <- decideScBd(k, kmax) 
        if(action==1){ 
            split.results <- split(y, k, w, mu, sigma2, Z, b, d, delta, xi, kappa, alpha, beta) 
            w <- split.results$w 
            mu <- split.results$mu 
            sigma2 <- split.results$sigma2 
            Z <- split.results$Z 
            k <- length(w) 
        } 
        else{ 
            combine.results <- combine(y, k, w, mu, sigma2, Z, b, d, delta, xi, kappa, alpha, beta) 
            w <- combine.results$w 
            mu <- combine.results$mu 
            sigma2 <- combine.results$sigma2 
            Z <- combine.results$Z 
            k <- length(w) 
        } 
 
        #birth-death 
        action <- decideScBd(k, kmax) 
        if(action==1){ 
            birth.results <- birth(n, k, w, mu, sigma2, Z, delta, 
                                    xi, kappa, alpha, beta, b, d) 
            w <- birth.results$w 
            mu <- birth.results$mu 
            sigma2 <- birth.results$sigma2 
            Z <- birth.results$Z 
            k <- length(w) 
        } 
        else{ 
 
            death.results <- death(n, k, w, mu, sigma2, Z, delta, 
                                   xi, kappa, alpha, beta, b, d) 
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            mu <- death.results$mu 
            sigma2 <- death.results$sigma2 
            Z <- death.results$Z 
            k <- length(w) 
        } 
 
        k.save[i] <- k 
        w.save[[i]] <- w 
        mu.save[[i]] <- mu 
        sigma2.save[[i]]<- sigma2 
        Z.save[,i] <- Z 
 
        if (verbose && i %% 1000 == 0){ 
            cat(paste(i, " sweeps", " have finished.\n", sep="")) 
        } 
 
    } 
    list(k.save=k.save, w.save=w.save, mu.save=mu.save, 




















































Lampiran 9. Model Persamaan BMMA dan Persamaan OLS 
 
1. Model Persamaan BMMA untuk berbagai ID gen: 
                           
                         
2 2
BMMA LS0024 1 1 LS0024 1 1 1 1 1 1 LS0024 1 2 LS0024 1 2 1 2 1 2
2 2
LS0024 939 1 LS0024 939 1 939 1 939 1 LS0024 939 2 LS0024 939 2 939 2 939 2
ˆ ˆ ˆ ˆ ˆ ˆLS0024 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA LS0616 1 1 LS0616 1 1 1 1 1 1 LS0616 1 2 LS0616 1 2 1 2 1 2
2 2
LS0616 938 1 LS0616 938 1 938 1 938 1 LS0616 938 2 LS0616 938 2 938 2 938 2
ˆ ˆ ˆ ˆ ˆ ˆLS0616 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA LS0159 1 1 LS0159 1 1 1 1 1 1 LS0159 1 2 LS0159 1 2 1 2 1 2
2 2
LS0159 941 1 LS0159 941 1 941 1 941 1 LS0159 941 2 LS0159 941 2 941 2 941 2
ˆ ˆ ˆ ˆ ˆ ˆLS0159 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA LS0162 1 1 LS0162 1 1 1 1 1 1 LS0162 1 2 LS0162 1 2 1 2 1 2
2 2
LS0162 929 1 LS0162 929 1 929 1 929 1 LS0162 929 2 LS0162 929 2 929 2 929 2
ˆ ˆ ˆ ˆ ˆ ˆLS0162 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA LS0185 1 1 LS0185 1 1 1 1 1 1 LS0185 1 2 LS0185 1 2 1 2 1 2
2 2
LS0185 923 1 LS0185 923 1 923 1 923 1 LS0185 923 2 LS0185 923 2 923 2 923 2
ˆ ˆ ˆ ˆ ˆ ˆLS0185 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA LS0081 1 1 LS0081 1 1 1 1 1 1 LS0081 1 2 LS0081 1 2 1 2 1 2
2 2
LS0081 930 1 LS0081 930 1 930 1 930 1 LS0081 930 2 LS0081 930 2 930 2 930 2
ˆ ˆ ˆ ˆ ˆ ˆLS0081 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA LS0752 1 1 LS0752 1 1 1 1 1 1 LS0752 1 2 LS0752 1 2 1 2 1 2
2 2
LS0752 929 1 LS0752 929 1 929 1 929 1 LS0752 929 2 LS0752 929 2 929 2 929 2
ˆ ˆ ˆ ˆ ˆ ˆLS0752 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA LS0688 1 1 LS0688 1 1 1 1 1 1 LS0688 1 2 LS0688 1 2 1 2 1 2
2 2
LS0688 934 1 LS0688 934 1 934 1 934 1 LS0688 934 2 LS0688 934 2 934 2 934 2
ˆ ˆ ˆ ˆ ˆ ˆLS0688 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA U273 1 1 U273 1 1 1 1 1 1 U273 1 2 U273 1 2 1 2 1 2
2 2
U273 936 1 U273 936 1 936 1 936 1 U273 936 2 U273 936 2 936 2 936 2
ˆ ˆ ˆ ˆ ˆ ˆU273 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   
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                           
                         
2 2
BMMA U325 1 1 U325 1 1 1 1 1 1 U325 1 2 U325 1 2 1 2 1 2
2 2
U325 928 1 U325 928 1 928 1 928 1 U325 928 2 U325 928 2 928 2 928 2
ˆ ˆ ˆ ˆ ˆ ˆU325 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA U385 1 1 U385 1 1 1 1 1 1 U385 1 2 U385 1 2 1 2 1 2
2 2
U385 943 1 U385 943 1 943 1 943 1 U385 943 2 U385 943 2 943 2 943 2
ˆ ˆ ˆ ˆ ˆ ˆU385 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA U447 1 1 U447 1 1 1 1 1 1 U447 1 2 U447 1 2 1 2 1 2
2 2
U447 922 1 U447 922 1 922 1 922 1 U447 922 2 U447 922 2 922 2 922 2
ˆ ˆ ˆ ˆ ˆ ˆU447 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA CA0426 1 1 CA0426 1 1 1 1 1 1 CA0426 1 2 CA0426 1 2 1 2 1 2
2 2
CA0426 906 1 CA0426 906 1 906 1 906 1 CA0426 906 2 CA0426 906 2 906 2 906 2
ˆ ˆ ˆ ˆ ˆ ˆCA0426 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




      
 
                           
                         
2 2
BMMA CA1120 1 1 CA1120 1 1 1 1 1 1 CA1120 1 2 CA1120 1 2 1 2 1 2
2 2
CA1120 907 1 CA1120 907 1 907 1 907 1 CA1120 907 2 CA1120 907 2 907 2 907 2
ˆ ˆ ˆ ˆ ˆ ˆCA1120 w N w N
ˆ ˆ ˆ ˆ ˆ ˆw N w N
, , ...
, ,
f    
   




     
2. Model persamaan OLS untuk Model BUM untuk berbagai ID gen: 
   (OLS) LS0024 2LS0024LS0024ˆ ˆLS0024 N ,f  
      
      
   OLS LS0616 2LS0616LS0616ˆ ˆLS0616 N ,f  
         OLS LS0159 2LS0159LS0159ˆ ˆLS0159 N ,f    
     
   OLS LS0162 2LS0162LS0162ˆ ˆLS0162 N ,f  
   
 
      
      
   OLS LS0185 2LS0185LS0185ˆ ˆLS0185 N ,f  
      
      
   OLS LS0081 2LS0081LS0081ˆ ˆLS0081 N ,f  
      
           
   OLS LS0752 2LS0752LS0752ˆ ˆLS0752 N ,f  
      










   OLS LS0688 2LS0688LS0688ˆ ˆLS0688 N ,f  
      
            
   OLS 070 2 070070ˆ ˆN070 ,U UUf U  
      
            
   OLS 273 2 273273ˆ ˆN273 ,U UUf U  
      
          
   OLS 001 2 001001ˆ ˆN001 ,U UUf U  
      
      
   OLS 325 2 325325ˆ ˆN325 ,U UUf U  
      
          
   OLS 385 2 385385ˆ ˆN385 ,U UUf U  
      
          
   OLS 447 2 447447ˆ ˆN447 ,U UUf U  
      
          
   OLS 0426 2 04260426ˆ ˆN0426 ,CA CACAf CA  
      
     
   OLS 1120 2 11201120ˆ ˆN1120 ,CA CACAf CA  
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