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We examine the Kogut-Susskind formulation of lattice gauge theories under the light of fermionic and bosonic
degrees of freedom that provide a description useful to the development of quantum simulators of gauge invari-
ant models. We consider both discrete and continuous gauge groups and adopt a realistic multi-component
Fock space for the definition of matter degrees of freedom. In particular, we express the Hamiltonian of the
gauge theory and the Gauss law in terms of Fock operators. The gauge fields are described in two different
bases, based on either group elements or group representations. This formulation allows for a natural scheme to
achieve a consistent truncation of the Hilbert space for continuous groups, and provides helpful tools to study
the connections of gauge theories with topological quantum double and string-net models for discrete groups.
Several examples, including the case of the discrete D3 gauge group, are presented.
I. INTRODUCTION
The Kogut-Susskind Hamiltonian formulation [1] of lattice
gauge theories [2] is experiencing a renewed interest driven
both by major developments in numerical techniques, in par-
ticular based on the study of tensor networks [3, 4], and by
groundbreaking experimental and theoretical achievements in
quantum simulation, especially in the field of cold atomic
gases trapped in optical lattices (see, for example, [5]).
On the quantum simulation side, many experimental suc-
cesses have been achieved recently, including the realization
of artificial static gauge potentials for both atoms trapped in
harmonic potentials [6] and in optical lattices [7–9], as well as
the observation of Higgs modes in two-dimensional systems
[10].
Furthermore, the fast developments in the control of the
interactions among atoms in an optical lattice (as well as
other systems, such as trapped ions and superconducting cir-
cuits) envision the possibility of obtaining, in the near fu-
ture, quantum simulations of both Abelian and non-Abelian
lattice gauge theories [11–22]. This is of particular interest,
for example, for solving problems involving fermions with
finite chemical potential (for example, as expected in exotic
phases of QCD, such as quark-gluon plasma and color su-
perconductivity [23, 24]). The Euclidean lattice Monte-Carlo
simulations of these encounter the sign-problem [25] which
is avoided in the framework of quantum simulations, by the
replacement of Grassman variables by real fermions. More-
over, quantum simulations allow for real-time dynamics ob-
servation, as the Hamiltonian theory takes place in Minkowski
spacetime, unlike the statistical correlations obtained in the
Euclidean approach.
Concerning the numerical and analytical study of lattice
gauge theories, tensor networks allowed the investigation of
the spectral properties of the 1 + 1 dimensional Schwinger
model with precisions comparable with the best results avail-
able from other techniques [26–30] and, more in general, pro-
vide new tools to examine gauge invariant states and their dy-
namics in higher dimensions as well [31–33].
To the purpose of obtaining a realistic lattice gauge model
that can be experimentally implemented with cold atoms, it is
useful to embed the Kogut-Susskind Hamiltonian in a lattice
model for multi-component fermions and bosons that realizes,
as simply as possible, the required local gauge symmetry un-
der a gauge group G whose phenomenology is at quest. To
accomplish this task, one of the main requirements is the pos-
sibility of building the model starting from a limited number
of local degrees of freedom. In particular, we focus on charac-
terizing the matter degrees of freedom in terms of fermionic
operators which define a Fock space on each lattice vertex
and describe multi-component fermions like the ones custom-
arily used in cold atom experiments, for example in the con-
text of lanthanide atoms like ytterbium [34] or erbium [35]
presenting several nuclear hyperfine states which can be ad-
dressed separately. This method has already been used in sev-
eral proposals for quantum simulations of lattice gauge theo-
ries [15, 18, 21], applying approaches such as the prepoten-
tial formalism [36, 37] and the link model [38–41], in which
the gauge degrees of freedom are composed out of bosons or
fermions, respectively. In both these approaches, the link is
divided into “left” and “right” parts, with two families of such
fundamental ingredients. Our approach, on the other hand,
suggests considering the link as a whole piece, allowing for
some mathematical simplification. It also suggests a consis-
tent way of truncating the gauge invariant Hilbert space in a
gauge invariant manner. Other differences from these two ap-
proaches are also discussed in the Appendix, exemplifying the
use of the proposed method for an SU(2) lattice gauge theory.
The purpose of this paper is therefore to review and refor-
mulate the formalism of the Kogut-Susskind theory in terms
of realistic fermionic and bosonic degrees of freedom. Our
aim is to define the key ingredients for lattice gauge theories,
with either continuous or discrete groups, in the atomic and
many-body physics perspective: what must a model of in-
teracting atoms on a lattice fulfill to properly manifest local
gauge invariance?
The Fock space we adopt to describe the matter fields pro-
vides a simple platform to describe matter coupled to either
finite (discrete) or continuous gauge groups, including trun-
cated ones. In particular, we require that the internal degrees
of freedom of the fermions provide a sufficient number of
states to realize the smallest faithful representation of the con-
sidered group already at the single-particle level: the single-
particle Hilbert space associated to a matter site must have
dimension equal to that of the desired representation of the
gauge group, usually the fundamental one.
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2With respect to the gauge field, instead, we will consider a
Hilbert space whose dimension equals the group order in the
case of finite groups; whereas for continuous groups we will
define an efficient truncation based on its irreducible represen-
tations (Theoretically, one could include all the possible repre-
sentations by using an infinite number of bosonic modes. This
should not impose a theoretical difficulty, as quantum field
theories are usually described in terms of an infinite number
of modes).
The use of a Fock space for the matter suggests a differ-
ent implementation of the Kogut-Susskind Hamiltonian with
respect to previous proposals aimed at simulating pure lattice
gauge theories with discrete groups in Josephson junction ar-
rays [42–44] or in the context of Majorana zero energy modes
[45, 46] and parafermions [47] in topological superconduc-
tors. In these superconducting setups the charge excitations
(meant as violations of the gauge constraint for the pure gauge
theory) present indeed a cyclic structure in their local Hilbert
space, due to the presence of a Cooper pair condensate. And
the same feature appears in the study of matter-coupled gauge
theories based on Majorana modes [48]. This structure is well
suited to deal with cyclic groups but it is unfeasible for cold
atom implementations.
Concerning the gauge bosons, instead, the weak coupling
regime of the Kogut - Susskind Hamiltonian for finite groups
in the weak interaction limit can be interpreted as a topologi-
cally ordered phase. The gauge field degrees of freedom can
be represented in two different bases corresponding to the ele-
ments of the gauge group and its representations. These bases
allow us, indeed, to describe the weak-coupling limit of the
gauge theory (for finite groups) in terms of quantum doubles
[49, 50] and string-net [51, 52] models respectively.
The paper is organized as follows: in section II, we shall
present two ways to represent “group states” - either the
“Group element basis” or the “Representation basis”, which
provide the background for the gauge field Hilbert space. In
section III we will introduce a lattice theory containing only
matter (fermions) with a global gauge invariance. This gauge
invariance will be lifted to a local symmetry in section IV,
where the full construction of the gauge field and its Hamilto-
nian are presented. Finally, in the Appendix, we provide two
explicit examples of this formulation of lattice gauge theories
based on the finite gauge group D3, and the compact Lie gauge
group SU(2) (where we also review Kogut and Susskind’s
rigid rotator derivation to provide an intuitive understanding
of the gauge field Hilbert space).
Throughout this work, the Einstein summation convention
(summation on double indices) is used, for all indices but the
representation ones. The representation indices may some-
times appear repeatedly, and a summation should not be as-
sumed for them, unless explicitly written.
II. REPRESENTATION AND GROUP ELEMENT BASES
Let G be any finite or compact Lie group. We denote its
elements by g ∈ G. These may be represented by matrix
representations labeled by j, denoted as D j (g). We restrict
ourselves to unitary representations, i.e. such that satisfy:
D jmn
(
g−1
)
= D j∗nm (g) . (1)
Next, we define the “group states”. These are labeled by the
representation j and an identifier within the representation, m -
both may be sets of indices. These states transform (“undergo
rotations”) according to their representation. If we denote the
unitary operator corresponding to a group element by Θg, then
Θg | jm〉 = D jnm (g) | jn〉 (2)
The group states are suitable for the description of the in-
ternal degrees of freedom of the matter constituents in a gauge
theory: as shall be discussed in the following section, the
fermionic matter carries a given representation, and may be
described by a set of mutually commuting operators within it.
Furthermore, by moving a fermion (matter particle) along a
path on the lattice, it undergoes the transformations (2), be-
longing to G, that are dictated by the local states |g〉 that the
gauge fields assume in the edges along the path.
Using the above representation matrices D j, which are
nothing but a generalization of SU(2)’s Wigner matrices,
one may define a generalized, non-Abelian Fourier transform,
whose coefficients (up to normalization constants) are given
by:
〈g| jmn〉 =
√
dim ( j)
|G| D
j
mn (g) (3)
(For an intuitive explanation, originating from the well-known
SU(2) case, please refer to the Appendix). It is thus possible
to adopt two different bases for the description of the local
gauge fields: a basis defined by the Group Element States |g〉
and a basis determined by the Representation States | jmn〉.
The D matrices constitute the mapping between these two
bases, where the normalization follows from the great orthog-
onality theorem, dim ( j) is the dimension of the jth represen-
tation and |G| is the order of G. One may check consistency
for finite groups by counting the dimensions of both spaces.
The number of representation states | jmn〉 is ∑ j dim ( j)2. The
number of group elements (or, group element states) is the or-
der of the group, |G|. According to a theorem in the theory of
finite groups, these two are equal [53].
Finally, let us consider the action of group elements on
the states. Consider U j, an operator description of a general
group element in the j representation (like a rotation matrix in
SU(2)). As the group G may, in general, be non-Abelian, one
has to consider separately left and right group actions, defined
using the transformation operators ΘLg and Θ
R
g as
ΘLgU
j
mnΘ
L†
g = D
j
mk
(
g−1
)
U jkn
ΘRgU
j
mnΘ
R†
g = U
j
mkD
j
kn (g)
(4)
If G is a compact Lie group, one may expand the transforma-
tion operators in terms of parameters αg and generators L,R,
ΘLg = e
iαg·L and ΘRg = eiαg·R, such that the group’s algebra
[La, Lb] = i fabcLc
[Ra,Rb] = i fabcRc
[La,Rb] = 0
(5)
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FIG. 1: Graphical representation of the operators involved in the
theory: the red star represents the five-site operator generating a
gauge transformation (30), the blue plaquette represents the mag-
netic plaquette term (34), the green link reproduces a vertical tunnel-
ing term (29) and the yellow single-site operator is an electric term
(35). The squares on the vertices of the lattice correspond to matter
sites, whereas the circles on the links depict gauge fields.
is satisfied (where fabc are the group’s structure constants), as
well as the commutation relations[
Li,U
j
mn
]
= −
(
T ji
)
mk
U jkn[
Ri,U
j
mn
]
= U jmk
(
T ji
)
kn
(6)
where T j is the vector of the jth representation matrices of the
generators. The algebra and the commutation relations with
the group elements may be proven from one another using the
Jacobi identity.
III. FERMIONS AND GLOBAL GAUGE THEORIES
A. Symmetries and the Hamiltonian
We begin, as usual, with a theory of fermions on a square
lattice, having a global gauge symmetry with respect to the
group G. On each vertex n of the lattice (see Figure 1), we de-
fine a spinor ψn. The spinor belongs to a given faithful repre-
sentation (say, the jth) of G, and thus has dim ( j) components
ψn,i, which we shall call group, gauge or color components.
Terms like ψ†nψm, in which the group indices are not explic-
itly written, should be understood as scalar products in group
space: ψ†nψm =
∑
i
ψ†n,iψm,i. On the other hand, the physical in-
dex n may be neglected when on-site properties are addressed,
as we shall do first.
A gauge transformation on a fermionic operator, with re-
spect to the group element g, is the result of acting with the
operator ΘQ, jg , and is defined as
Θ
Q, j
g ψ
†
aΘ
Q, j†
g = ψ
†
bD
j
ba (g) ,
Θ
Q, j
g ψaΘ
Q, j†
g = D
j
ab
(
g−1
)
ψb .
(7)
Hence we can construct a general globally gauge invariant
Hamiltonian with nearest-neighbor interactions,
H =
∑
n
Mnψ†nψn +
∑
n,k
(
n,kψ
†
nψn+kˆ + H.c.
)
(8)
where k runs over the dimensions (kˆ are the lattice vectors).
One may, of course, generalize, and include many represen-
tations (types of spinors), as long as all the group indices are
contracted properly.
B. The transformation operators
Proposition 1. The transformation operators can be written
explicitly in terms of the fermionic operators. Using
q j(g) = −ilog
(
D j (g)
)
(9)
one may define
Θ
Q, j
g = eiψ
†
aqab(g)ψb det
(
g−1
)N
(10)
where N = 0 for a vertex in the even sublattice and N = 1 for
the odd one, and det
(
g−1
)
≡ det
(
D j
(
g−1
))
(with j being the
fermionic matter’s representation).
The part with the determinant is related to the staggering of
fermions, and will be shortly explained. But first, let us prove
that this, indeed, generates the required transformation.
Proof. First, note that as we consider unitary representa-
tions, det
(
g−1
)∗
= det
(
g−1
)−1
, and thus the determinant part
will not contribute to the calculation of ΘQ, jg ψ
†
aΘ
Q, j†
g . Thus,
we define ΘQ, jg ≡ Θ˜Q, jg det
(
g−1
)N
and proceed without the de-
terminant.
Second, we wish to prove that Θ˜Q, jg is, indeed, a unitary op-
erator. For that, it is sufficient to check that the exponent in
Eq. (10), is anti-Hermitian. Note that both Θ˜Q, jg and its expo-
nent are number conserving. Thus, it is sufficient to check
matrix elements of the local fermionic Fock space. Since
the representation matrices are unitary, their logarithm is anti-
Hermitian and qab = q∗ba. Denote Aab = iqab. This is anti-
Hermitian: Aab = −A∗ba. Now we turn to the calculation of
matrix elements.
Let us denote by |I, n〉 = ψ†i1 ...ψ†in |Ω〉 an element of the basis
of the Fock space for the fermions in a given lattice site, where
|Ω〉 is the local vacuum state, n ≤ dim ( j) and we assume that
all the participating indices are different. Then,
〈I, n|ψ†aAabψb |J, n〉 =
= −Aab 〈Ω|ψin ...ψi1ψbψ†aψ†j1 ...ψ†jn |Ω〉+
+ Aaa 〈Ω|ψin ...ψi1ψ†j1 ...ψ†jn |Ω〉 =
= −Aabδa j1... jnbi1...in + Aaaδ
j1... jn
i1...in
(11)
where δa j1... jnbi1...in is the generalized Kronecker delta, equal to 0 if
there are repeating indices in the lower/upper sets or if the two
4sets are different, and to ±1 if the upper sequence is respec-
tively an even or odd permutation of the lower one. On the
other hand, and similarly,
〈J, n|ψ†aAabψb |I, n〉 =
= −Aab 〈Ω|ψ jn ...ψ j1ψbψ†aψ†i1 ...ψ†in |Ω〉+
+ Aaa 〈Ω|ψ jn ...ψ j1ψ†i1 ...ψ†in |Ω〉 =
= −Aabδai1...inb j1... jn + Aaaδ
i1...in
j1... jn
(12)
But now, using the fact that A is anti-Hermitian, we get
〈J, n|ψ†aAabψb |I, n〉 = −Aabδai1...inb j1... jn + Aaaδ
i1...in
j1... jn
=
= −Abaδbi1...ina j1... jn + Aaaδi1...inj1... jn = A∗abδ
a j1... jn
bi1...in
− A∗aaδ j1... jni1...in =
= − 〈I, n|ψ†aAabψb |J, n〉∗
(13)
and thus the exponent is anti-Hermitian and Θ˜Q, jg is unitary.
Besides the unitarity requirement, it is also helpful from a
technical aspect, since now the inverse operator is easy to cal-
culate using the Campbell-Baker-Hausdorff formula, resulting
in
Θ˜
Q, j
g ψ
†
aΘ˜
Q, j†
g = ψ
†
b
(
eiq
j
g
)
ba
= ψ†bD
j
ba (g) (14)
as required, and this completes the proof. 
C. Staggered fermions
Now let us consider the staggering. Staggered fermions
have been suggested by Kogut and Susskind [1, 54] as a
method to solve the problem of fermionic doubling in the con-
tinuum limit of lattice theories. It involves the decomposi-
tion of continuum spinors into several lattice sites, such that,
for example, in the case of two spin-component spinors (dis-
regarding the gauge components, which are not affected by
staggering) the even sites correspond to particles and the odd
ones to anti-particles. This allows to define a lattice analogy
of the Dirac sea, which is a state in which all the even (parti-
cle) vertices are empty, while the odd (anti-particle) vertices
are full.
A meaningful staggered fermions prescription must fulfill
three requirements:
1. The masses have to change alternately - i.e., Mn =
(−1)Nn M. This contributes to the “Dirac sea” picture
in terms of the masses.
2. The charges may change alternately as well, depending
on the gauge group.
3. The tunneling coefficients  are dictated by the contin-
uum limit requirements, in order to obtain Dirac equa-
tion. This, of course, applies only for theories for which
a continuum limit is expected - i.e., when G is continu-
ous.
Let us see how the second requirement is fulfilled by the
definition of the ΘQ, jg operators. Consider an empty vertex,
|Ω〉. This is not affected by Θ˜Q, jg , and thus its transformation
law is
|Ω〉 → det
(
g−1
)N |Ω〉 (15)
That means that an empty even vertex is invariant under the
transformation (no particles - no charges), but an empty odd
vertex is multiplied by det
(
g−1
)
- i.e., a conjugate-trivial
transformation law.
On the other hand, what happens for a completely full site?
We expect the complete opposite. Suppose dim ( j) = n, and
define the state
|n〉 ≡ 1
n!
i1...inψ
†
i1
...ψ†in |Ω〉 (16)
Proposition 2. Under a gauge transformation,
|n〉 → det (g) det
(
g−1
)N |n〉 (17)
Proof. Let us neglect the staggering for a while, and con-
sider only even vertices. We have:
det (g) |n〉 =
=
1
n!2
i1...in j1... jnDi1 j1 · · · Din jnk1...knψ†k1 ...ψ
†
kn
|Ω〉 (18)
where {i} , { j} and {k} are three permutations of the gauge in-
dices and the matrix D is the representation of the group ele-
ment g in the faithful representation of the fermions.
We use the identity i1...ink1...kn = δ
i1...in
k1...kn
to eliminate two
Levi-Civita symbols. Summing over {k} there are n! sum-
mands, and the generalized delta is either 1 or −1 for each of
them according to {k} and {i} being even or odd permutations
one of the other. Accounting also for the anticommutation
relations of the ψ† we obtain:
1
n!
δi1...ink1...knψ
†
k1
...ψ†kn = ψ
†
i1
...ψ†in .
Substituting this relation in the Eq. (18) we have:
det (g) |n〉 = 1
n!
 j1... jnDi1 j1 · · · Din jnψ†i1 ...ψ†in |Ω〉 (19)
which is exactly the result of a transformation on each
fermionic operator separately. For odd vertices just multiply
by the missing determinant. 
Thus, we get that a fully occupied even vertex undergoes
the transformation as an empty odd vertex and vice versa - as
expected from the Dirac sea picture.
As another example of the charge conjugation due to stag-
gering, consider a site occupied by a single fermion,
|a〉 ≡ ψ†a|Ω〉 (20)
There we get
|a〉 → D jba (g) det
(
g−1
)N |b〉 (21)
5This has to be compared to the state |a′〉 ≡ ψa |n〉, for which:∣∣∣a′〉→ D jab (g−1) det (g) det (g−1)N ∣∣∣b′〉 =
= D j∗ba (g) det (g)
1−N ∣∣∣b′〉 (22)
where the charge conjugation may be explicitly seen.
D. Some examples
As final remarks for this section, we shall consider exam-
ples for several gauge groups.
Let us consider first the smallest discrete non-Abelian
group, the dihedral group D3 = S 3, corresponding to the sym-
metry group of the equilateral triangle or, equivalently, to the
permutations of three elements. The group has six elements
and the only possible faithful irreducible representation has
dimension 2. In this case, det (g) = ±1 and we obtain that
a doubly occupied odd site, as well as an empty even site,
undergo the transformation in the trivial representation (with-
out a determinant), whereas the opposite cases undergo it in
the parity representation (with a determinant). In this case,
|a′〉 = ab |b〉, and one can easily verify that an even |a〉 un-
dergoes the conjugate transformation of an odd |a′〉, and vice
versa.
Another important case is the one of compact Lie groups.
Consider U(N) or SU(N) for example, for which infinitesimal
transformations can be defined, and the group representations
can be written in terms of Hermitian generators T j in the form
D jab (g) = e
iαg·T j . In this way we can define:(
q jg
)
ab
= αg · T jab (23)
and one can easily extract the Hermitian gauge charge Q ji , de-
fined (as usual) by:
Θ
Q, j
g = eiαg·Q
j
. (24)
For SU(N) all the determinants are 1, thus the staggering
plays no role in the charge definition, and we get that the
charges are
Q jSU(N) = ψ
†
aT
j
abψb (25)
as in [1]. This defines a fermionic generalization of the
Schwinger algebra [55].
For U(1), on the other hand (or the Abelian subgroup of
U(N)), we have:
Θ
Q, j
φ = e
i(ψ†ψ−N)φ. (26)
This results in the well-known Abelian staggered charge:
QU(1) = ψ†ψ − 12
(
1 − (−1)N
)
. (27)
Thus, for U(N) there are both Abelian and non-Abelian
charges corresponding to the QU(1) and Q jSU(N) presented
above.
IV. LOCAL GAUGE SYMMETRY: THE GAUGE FIELDS
A. Inclusion of a gauge field
We now have all the ingredients for lifting the gauge sym-
metry to be local. For that, one simply has to introduce “con-
nections” - group elements of the form U j presented earlier
on every link (see Figure 1), where the representation j cor-
responds to the one chosen for the fermions. The modified
Hamiltonian is thus
H =
∑
n
Mnψ†nψn +
∑
n,k
(
n,kψ
†
nU
j
n,kψn+kˆ + H.c.
)
(28)
where summation on internal (group) indices is, again, as-
sumed:
ψ†nU
j
n,kψn+kˆ =
(
ψ†n
)
a
(
U jn,k
)
ab
(
ψn+kˆ
)
b
(29)
The staggering procedure is unaffected by this modification.
The operators U j act on the links of the square lattice which
are characterized by a Hilbert space identical to the one de-
scribed in section II: on each link there is a Hilbert space as
the one defined in II, playing the role of the gauge field in the
theory. Thus it is easy to verify that this model is, indeed, local
gauge invariant - i.e., the gauge transformation involves differ-
ent group elements in different vertices of the lattice. Define
on each vertex the transformation
Θg =
∏
o
ΘLg,o
∏
i
ΘRg,iΘ
Q
g (30)
with i, o being the links ingoing and outgoing to/from the ver-
tex. This is the generator of gauge transformations. Acting on
a U j operator with g on the left and h to the right results in
U jmn → D jmm′
(
g−1
)
U jm′n′D
j
n′n (h) (31)
Combining it with the fermionic part, which we already know,
we see that this Hamiltonian is, indeed, gauge invariant.
Thus, since for each vertex n we have
[
H,Θg,n
]
= 0, Θg,n is
a local symmetry, decomposing the Hilbert space of the theory
into separate sectors, corresponding to eigenvalues of these
operators. These sectors correspond to static charge configu-
rations. Let us set them all to 1, i.e., for every n, any physical
state |phys〉 is invariant by the local transformations:
Θg,n |phys〉 = |phys〉 (32)
This is Gauss’s law which defines the physical, gauge-
invariant subspace of the Hilbert space. In case of continuous
groups, one may rephrase the Gauss law in terms of generators
and charges,
Gn =
∑
i
Rg,i +
∑
o
Lg,o + Qn (33)
where the generators L and R fulfill the algebra relations (5)
and Q in defined in (23). Eq. (33) constitutes Gauss’s law for
all the charges in the theory and, in particular, in the case of
6Abelian charges, one can easily verify that R = −L, and thus
a discrete version of the divergence of the generators is ob-
tained. Therefore, we may identify the group generators with
an electric field, whereas their conjugate variables constitute
the vector potentials. Having both right and left generators in
non-Abelian groups thus corresponds to having right and left
electric fields, due to the fact that in such theories the link -
or, in other words, the gauge field - is charged under the gauge
group, unlike in Abelian theories (compare the charged SU(3)
gluons with the chargeless U(1) photon, for example). Gener-
alizing this to any valid group G, we deduce that the represen-
tation basis is appropriate for describing charges and electric
fields, while the group element basis is most suited, for ex-
ample, for the discussion of magnetic vortices in topological
models.
B. The gauge field dynamics
To complete the picture, we wish to make the gauge field
dynamic. This is done in the usual way, by adding the sim-
plest local and gauge-invariant terms, involving the gauge
field only, to the Hamiltonian. The first term it is possible to
introduce is constituted by string operators which change the
state of the gauge bosons on a closed path by adding a loop
of electric flux; in particular these terms may be written in
terms of Wilson loops - traces of products of group elements
U j. Locality leads us to choose the smallest closed paths to
obtain operators acting on each lattice plaquette p. With these
operators we define the magnetic part of the Hamiltonian,
HB = − 1212
∑
p
(
Tr
(
U j1U
j
2U
j†
3 U
j†
4
)
+ H.c.
)
(34)
where the numbers 1 − 4 are taken according to the plaque-
tte orientation convention presented in Figure 1. The repre-
sentation j is the same along all links (otherwise the matrix
product in group space is not defined). In SU(N) theories, for
example, one usually chooses the fundamental representation,
but other choices are possible too. For the group D3, instead,
there is only one faithful irreducible representation and thus
the matrices (and the matter fields) are in it.
1 is the gauge field coupling constant (such as the elec-
tron charge for quantum electrodynamics). The name “mag-
netic Hamiltonian” is due to the fact that this term generates
the magnetic energy in the continuum limit for compact Lie
groups. This is a well-known fact, and we shall review it ex-
plicitly in the group element representation later on.
Furthermore, the plaquette operator W = U j1U
j
2U
j†
3 U
j†
4
plays the role of an Aharonov-Bohm transformation that a
fermion, moving in a closed loop around the plaquette, un-
dergoes. This allows an interpretation of the eigenvalues of W
in terms of the presence of different magnetic vortices on the
plaquette. In particular the previous plaquette operator com-
mutes with Gauss’s law, therefore, it is possible to describe
the physical subspace of the theory in terms of the eigenstates
of all the plaquette operators W; namely, the eigenvalues of
TrW represent all the possible magnetic charges in the theory
which correspond to the conjugacy classes of the group G.
The magnetic terms in the Hamiltonian constitute a self in-
teracting term for the gauge field, but it is not sufficient to de-
fine its dynamics, since the operators W commute with both
Gauss’s law and the tunneling terms (29).
The dynamics of the field must be introduced by adding
in the Hamiltonian interactions that depend on the conjugate
variables of group elements - which are the representations.
By considering single-link terms only, the most general inter-
action of this kind may be written in the form
HE =
12
2
∑
links
∑
j
E ( j) Π j (35)
where Π j is the projector onto the j representation, and E ( j)
is a function of the representation only. HE commutes with
Gauss’s law but does not commute with the magnetic part,
thus providing a non-trivial dynamics to the gauge field also
in the absence of matter.
HE can be regarded as the electric part of the Hamiltonian.
In order to see that, consider G = SU(N), for example. Then
a proper choice would be E ( j) = C2 ( j) - i.e., HE is a sum
of local quadratic Casimir operators (for SU(2), e.g., E ( j) =
j ( j + 1)). Then we get
HE =
12
2
∑
links
E2 (36)
with the quadratic Casimir operator E2 = L2 = R2. And we
recognize the sum over the squares of the electric field all over
the lattice as the well known form of electric energy.
Thus, the Hamiltonian we have for the gauge field,
HKS = HE + HB (37)
is a generalization of the well-known Kogut-Susskind Hamil-
tonian [1, 56, 57] for lattice gauge theories with compact Lie
gauge groups. The Kogut-Susskind Hamiltonian, its corre-
sponding Wilson action [2] and their continuum limit are the
sources of the 12 factors in HE and HB.
As a final remark, note that in the case that G is Abelian,
or has an Abelian subgroup (U(1) or ZN), one can add a term
corresponding to the Abelian charge in the electric energy. For
example, the square of the electric field inU(1), or the Abelian
electric field in U (N) for N > 1.
C. Realization in representation space
Analogously to the construction of the fermionic transfor-
mation operators, we would like to obtain the group elements
U j and the transformation operators ΘL,ΘR in terms of oper-
ators acting within the gauge field local Hilbert space.
We recall from section II, that this Hilbert space consists of
the states | jmn〉. Several proposals to simulate lattice gauge
theories in ultracold atomic setups rely on the simultaneous
presence of different atomic species to mimic the matter and
gauge fields in the theory [14–16, 18, 21]. The atoms are
trapped in optical lattices [5], which define potentials that are
7sensitive to the internal levels of the atoms, usually constituted
by different hyperfine levels. In these proposals, fermionic
atoms simulating the matter are trapped on the vertices of the
simulated lattice, while other atomic species (either bosonic
or fermionic), simulating the gauge field, are trapped on the
links. Optical lattices with the required geometry can be ex-
perimentally obtained by exploiting the simultaneous pres-
ence of lasers with commensurate wavelengths, which allow
to impose a superlattice potential, i.e. to superimpose mul-
tiple optical potentials (see, for example, [60, 61]). In this
way, one can engineer superlattices involving different optical
potentials experienced by different atomic species which are
therefore trapped in different locations, e.g. on the links and
the vertices of some spatial lattice, or on both of them.
In such schemes, the fermionic atoms simulating the matter
are described in second quantization, using a Fock space, as
in the simulated theories: a fermion in the gauge theory - for
example, an electron or a quark - is simulated by a fermionic
atom with a similar second quantization representation. The
gauge bosons, however, are described in a slightly different
manner. In the simulated theory, in fact, one does not need a
local Fock space for them: the use of a simple Hilbert space
consisting of the states | jmn〉 is sufficient. In the atomic pic-
ture, however, one may represent each of these states by a
different internal level (atomic species) of a single atom occu-
pying the link. Thus, the local space of Hilbert states | jmn〉 has
to be lifted into a local Fock space, determined by the modes
a j†mn, defined as
a j†mn |Ω〉 = | jmn〉 . (38)
where |Ω〉 is the local atomic vacuum (on the link). One
should note that the simulated “strong coupling” vacuum (for
example, the SU(2) singlet state |000〉), is not the atomic vac-
uum |Ω〉. In fact, according to the above equation, |000〉 =
a0†0 |Ω〉. This is due to the simple fact that we are map-
ping a Hilbert space into a Fock space. One could ask,
then, whether this introduces a redundant representation, or,
even worse, more states than required. In order to avoid
that, one must make sure that the total local atomic number,
Ntot =
∑
jmn
a j†mna jmn is always one. In this way, by imposing the
presence of a single atom per link, we select a subspace of the
Fock space which behaves like a simple Hilbert space.
This requirement is fulfilled when the Hamiltonian com-
mutes with the local number operator Ntot and the initial state
contains one atom on each link. That holds as long as the
Hamiltonian is constructed out of local number conserving
terms - i.e., functions of a j†mna
j′
m′n′ . This is also required by
the atomic number conservation: the atomic physics is non-
relativistic, therefore the atomic interactions are only number
conserving [62]. Thus, we shall construct here all the opera-
tors relevant for expressing the gauge field degrees of freedom
(U j,ΘL,ΘR,Π j) using these local Fock space operators, con-
sidering only local number conserving terms.
As a final remark, before starting the construction, note that
this choice of the Fock-subspace implies that the atoms simu-
lating the gauge field may be either bosonic or fermionic. For
the sake of simplicity and without any loss of generality, we
will call these gauge particles “bosons”, irrespective of their
nature, in agreement with the usual bosonic representation of
gauge fields.
Let us start with the construction of U j in terms of the op-
erators a, a†. Motivated by equation (3), we can deduce that
in group element space,
〈g|U jmn |h〉 = D jmn (g) δgh , (39)
see [32] as well. From this starting point, we may derive the
representation space form of U j (later we will show the other
way around, as a consistency check).
Proposition 3. The U j matrix elements are given by
U jmm′ =
∑
J,K
√
dim (J)
dim (K)
〈JM jm|KN〉 〈KN′|JM′ jm′〉 a†KNN′aJMM′
(40)
where J,K are representations of G, the sum over the related
gauge components M,M′,N and N′ is understood hereafter,
and 〈KN |JM jm〉 , 〈KN′|JM′ jm′〉 are Clebsch-Gordan coeffi-
cients.
This operator changes, in general, the representation asso-
ciated to the gauge field; in other words, it changes the electric
flux carried by the link, acting like an exponential of the vec-
tor potential as expected from the definition of the tunneling
term (29).
Proof. We wish to calculate the matrix elements of U jmm′ in
the representation basis, using equations (39) and (3). Using
the Clebsch-Gordan series [58, 59], one obtains
〈
KNN′
∣∣∣U jmm′ ∣∣∣JMM′〉 = √dim (J) dim (K)|G| ×
×
∑
g,I
DK∗NN′ (g)D
I
LL′ (g) 〈JM jm|IL〉
〈
IL′|JM′ jm′〉 (41)
Using the great orthogonality theorem for summation over the
group elements, one obtains
〈
KNN′
∣∣∣U jmm′ ∣∣∣JMM′〉 =
√
dim (J)
dim (K)
〈JM jm|KN〉 〈KN′|JM′ jm′〉
(42)
which proves the proposition. 
Next, let us consider the transformation operator.
Proposition 4. The left and right transformation operators
are respectively:
ΘLg =
∑
j
a† jmlD
j∗
mn (g) a
j
nl , (43)
ΘRg =
∑
j
a† jlmD
j
mn (g) a
j
ln . (44)
Proof. First, let us check that these operators correctly im-
plement the composition rules of the transformations. Since
these operators act block-diagonally in the representations, it
is sufficient to prove it for a generic representation j. Thus,
Θ
L, j
g Θ
L, j
h = a
† j
mlD
j∗
mn (g) a
j
nla
† j
acD
j∗
ab (h) a
j
bc (45)
8However, a jnla
† j
ac = δnaδlc ∓ a† jaca jnl, where the ∓ sign holds for
bosons or fermions respectively. The second term vanishes
due to the multiplication by a jbc (recall that there is only a
single particle on the link at a time). Thus we get a product of
the representation matrices which leads to the desired result:
Θ
L, j
g Θ
L, j
h = a
† j
mlD
j∗
mn (gh) a
j
nl = Θ
L, j
gh (46)
Also, note that thanks to the unitarity of the representations,
ΘLg−1 = Θ
†L
g . And thus, by the former argument,
ΘLgΘ
†L
g = Θ
L
1 =
∑
j
a† jlma
j
lm = 1 (47)
using the constraint of exactly one particle per link, unitar-
ity is proven. Similar arguments lead to ΘR, jg Θ
R, j
h = Θ
R, j
gh and
ΘRgΘ
†R
g = 1.
Finally, one has to verify the transformation law, i.e.
whether 〈
KNN′
∣∣∣ ΘRgU jmnΘ†Rg ∣∣∣JMM′〉 =〈
KNN′
∣∣∣U jmkD jkn (g) ∣∣∣JMM′〉 (48)
and similarly for the left transformations. Calculating the
LHS, and disregarding the normalization factor and the left
Clebsch-Gordan, which are not affected by the transforma-
tion, one obtains〈
KN˜′|JM˜′ jn
〉
DKN′N˜′ (g)D
J
M˜′M′ (g
−1) =〈
KN′
∣∣∣ Θg ∣∣∣KN˜′〉 〈KN˜′|JM˜′ jn′〉 〈JM˜′ jn′∣∣∣ (Θ†g ∣∣∣JM′〉 ⊗ | jn〉) =〈
KN′
∣∣∣ (∣∣∣JM′〉 ⊗ Θg | jn〉) =〈
KN′|JM′ jk〉 〈JM′ jk∣∣∣ (∣∣∣JM′〉 ⊗ Θg | jn〉) =〈
KN′|JM′ jk〉D jkn (g)
(49)
where completeness had been used. This completes the proof
for the right transformations, and similar arguments for the
left ones complete everything. 
Let us now perform a consistency check and see what we
get for the case of a compact Lie G, U(N) or SU(N), for ex-
ample. In this case, for example,
ΘLg =
∑
j
a† jmle
−iαg·T j∗a jnl =
∑
j
e−ia
† j
mlαg·T j∗a jnl (50)
(the creation and annihilation operators may be lifted to the
exponent due to the fact we have a single particle in our
Hilbert space). On the other hand, we expect the relation
ΘLg = e
iαg·L (51)
and thus we can extract the generators
L = −
∑
j
a† jmlT
j
nma
j
nl (52)
(note that as the T matrices are hermitian, T ∗ = T T ). Simi-
larly, one obtains
R =
∑
j
a† jlmT
j
mna
j
ln (53)
These two sets of operators satisfy the required algebra (5)
and commutation relations (6). These may be proven either
directly, or by the use of an infinitesimal transformation and
the Jacobi identity.
Finally, let us show explicitly that this formulation allows
us, indeed, to obtain all the physical states of the Kogut-
Susskind model. The Hamiltonian we wish to realize con-
sists of three parts, described by equations (28), (34) and
(35). Gauge invariance is ensured due to the constructions
shown above: first, the Hamiltonian for the matter (28) and
the magnetic term (34) are constructed by exploiting the op-
erators U jmn introduced in Eq. (40), which are, as shown
above, equivalent to the same operators in the model of Kogut
and Susskind, although written in terms of the new bosonic
modes introduced in this work. The equivalence holds only
in the case of a constant Ntot = 1 on each link. However, the
U jmn operators consist of linear combinations of the operators
a†KNN′a
J
MM′ and commute with Ntot, thus we conclude that the
gauge-matter interaction conserves Ntot. As for the electric
part, Eq. (35), if one makes the usual choice of Casimir op-
erators for SU(N), see Eq. (36), the Kogut-Susskind electric
term is achieved, and it is straightforward to see that, since the
generators L and R are number-conserving (see Eqs. (52) and
(53)), the desired result is obtained. Otherwise, considering
the more general case, the projection operators to a particular
j representation, required in (35), are given by
Π j =
∑
mn
a j†mna
j
mn , (54)
where the sum includes all the number operators of a single
representation. Within the subspace of interest, each of the
number operators has only the eigenvalues 0 or 1, and so does
the operator Π j, therefore it is a projection operator, Π2j = Π j.
These operators commute with Ntot and thus we finally deduce
that so does the full Hamiltonian; therefore the local atomic
numbers are conserved by the dynamics.
Following Kogut and Susskind [1], all the possible physi-
cal (gauge-invariant) states are achieved using gauge-invariant
singlet operators (with the group indices completely con-
tracted). These are either closed flux loops of U jmn operators,
or strings of these operators with fermionic operators on the
edges. The physical states are obtained by acting with these
operators on |vac〉 , i.e. the strong coupling gauge field vac-
uum (the singlet state |000〉 on all the links) and the Dirac sea
for the fermions [1]. In the proposed formulation, |vac〉 con-
sists of the appropriate fermionic configuration, and the state
a0†00 |Ω〉 on each and every link. This state is in the desired sub-
space: Ntot = 1 everywhere. Next, all the other physical states
may be constructed. The singlet loops/strings consist of op-
erators which are realizable in our approach, and furthermore
conserve the Ntot = 1 of the initial state |vac〉. Therefore all the
physical states included in the Kogut-Susskind model are also
included in our description, as well as their dynamics, since,
as argued above, one can also express the Hamiltonian using
the proposed approach. Since the Hilbert space of states, the
Hamiltonian and the symmetry are equivalent, one may de-
duce that the proposed approach is a full formulation of the
Kogut-Susskind model.
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to truncate the U jmn operators: note that each of the summands
in (40) is actually gauge invariant on its own, and thus one
could, for example, consider only J ≤ Jmax and truncate the
series in a gauge invariant manner. The result will be, in-
deed, a non-unitary U jmn operator, but yet it will be gauge in-
variant with all the required transformation properties. As a
consequence, one will have to truncate accordingly (such that
J ≤ Jmax) the transformation operators of proposition 4 as
well. One must make sure that all the chosen representations
are fully included (i.e., all the | jmn〉 states of any j ≤ Jmax
are included), that the selected representations may be con-
nected by the U jmn operators in the representation included in
the Hamiltonian, and that the trivial representation is also in-
cluded and connected. Then the possible physical states will
be the components of the full Kogut-Susskind physical super-
positions which involve the selected representations. These
will be constructed again out of |vac〉 in a way that conserves
Ntot = 1. Note that these are approximate eigenstates of the
the full Kogut-Susskind Hamiltonian, as the Hilbert space is a
truncated one. Thus one may see it as a cutoff (in representa-
tion space) of the strong coupling expansion. For that reason
it might be unsuitable for weak limit purposes (which, indeed,
require the group element representation as we discuss in the
next section). For example, in [39] it was shown that similar
models result in “non-relativistic gluons”.
D. Realization in group element space
Better insight about the magnetic part of the Hamiltonian
can be gained by exploiting the space of group elements. First,
we shall convert, as a consistency check, the U j from the pre-
vious subsection to this basis. Using (3) and completeness
relations, one obtains that:
〈g|U jmn |h〉 = 1|G|
∑
J
dim (J) Tr
(
DJ
(
g−1h
))
D jmn (g) . (55)
Note that
∑
J dim (J) Tr
(
DJ
(
g−1h
))
is the character of the reg-
ular representation of g−1h, which is equal to |G| if g−1h = 1
and vanishes otherwise [53]. Thus we recover, unsurprisingly,
Eq. (39).
A straightforward calculation allows us to rewrite HB in the
form:
HB = − 1212
∑
p
∑
g1g2g3g4
(
Tr
[
D j
(
g1g2g−13 g
−1
4
)] ∣∣∣g1g2g−13 g−14 〉 〈g1g2g−13 g−14 ∣∣∣ + H.c.) . (56)
This equation shows that the plaquette term is constituted by
the sum of the projectors over all the possible group elements
obtained as the oriented product of the transformations gi as-
sociated to the plaquette edges. Each projector in the sum
is weighted with the character χ j (C) = Tr
[
D j
(
gp
)]
of the re-
lated group element in the jth (usually the fundamental) repre-
sentation. Thus, the product of the elements along the square
edges, g1g2g−13 g
−1
4 ≡ gp, constitutes the transformation that a
matter particle undergoes when it moves around the plaque-
tte. For non-Abelian groups, gp is mapped into h−1gph by a
gauge transformation Θh applied on the first vertex of the pla-
quette. Therefore, to rewrite the projectors appearing in Eq.
(56) in a gauge-invariant form, we must consider the effect of
these gauge transformations; in particular, by exploiting the
gauge invariance of Tr
[
D j
(
gp
)]
, the plaquette operator may
be expressed as:
HB = − 1212
∑
p
∑
C
χ j (C) ΠC,p + H.c. (57)
whereC ≡
{
h−1gCh , h ∈ G
}
labels the conjugacy classes of the
groupG, and ΠC,p =
∑
gp∈C |gp〉〈gp| projects the plaquette state
into the conjugacy class C and is a gauge-invariant operator.
Therefore the magnetic term of the plaquette p associates
the energy −χ j(C)/(212) to each conjugacy class C. The
ground state of the magnetic Hamiltonian is defined by a con-
figuration in which all the plaquettes are in the state associ-
ated with the identity operator, because the identity is the only
group element which maximizes χ j(C) to the value dim( j).
All the other conjugacy classes, instead, define different kinds
of localized magnetic vortices that are localized excitations
over the ground states associated with a mass proportional to
dim( j) − χ j(C).
In the case of finite groups, the Hamilonian HB defines a
system with topological order (see, for example, [63] and ref-
erences therein). In particular, the ground state for the gauge
field defined by the Hamiltonian HB in the gauge-invariant
sector and in the absence of matter corresponds to the ground
state of a quantum double model [49] associated to the same
group. Also the excited states, defined by the presence of
magnetic vortices, are the same in both models. The quantum
double Hamiltonian, however, associates the same energy gap
to all the species of magnetic vortices since it is constituted by
the projector Π1,p over the identity only. The main difference
in the magnetic sector of the two Hamiltonians is therefore
constituted by the spectrum of the excitations. Furthermore
the quantum double model implements dynamically the gauge
invariance, which may be violated by the presence of gapped
charged excitations. These excitations would play the role of
static charges in the Kogut-Susskind Hamiltonian, where, in-
stead, the matter particles are associated to charge excitations
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transforming under the group representation j.
Hence we recover the well known fact that the weak limit,
1 → 0, of the Kogut-Susskind Hamiltonian for finite gauge
groups is related to the corresponding quantum double model.
The pure-gauge theory (without matter) is represented in this
limit by a topological model in which the charge excitations
have infinite mass, whereas the presence of matter in the
gauge theory corresponds to a finite mass for the charge ex-
citation sharing the same group representation.
Quantum double models are a particular example of string-
net models [51]. In particular the mapping from quantum dou-
ble to the string-net models is obtained by interpreting the ir-
reducible representations of the group as “string types” on the
link of the string-net model [52]. Thus, these string types may
be understood in terms of electric flux lines in the original lat-
tice gauge theory. By exploiting the representation basis for
the gauge fields, it is therefore possible to interpret the pla-
quette operators in HB in terms of the plaquette operators in
the string-net model.
The plaquette operator (34) transforms each link by effec-
tively multiplying its state with the irreducible representation
j as described by Eq. (42). This is a particular example of the
plaquette operators appearing in the string net models which
are, in general, associated to all the irreducible representa-
tions. Therefore the Kogut-Sussking Hamiltonian reproduces
one of the possible choices in the definition of the plaquette
terms in the string-net model: the one in which only the rep-
resentation j appears. However, if j is the fundamental rep-
resentation of the group, the powers of the plaquette operator
W may be rewritten in terms of plaquette operators for all the
other irreducible representations. This intuitively shows the
equivalence of the magnetic part of the Hamiltonian and the
string-net plaquette operators: they generate the same topo-
logical phase, as rigorously proved through the equivalence of
the ground states with the quantum double model, evident in
the group elements basis. In particular Levin and Wen [51]
argue that, for each finite gauge group, the string-net model in
2+1 dimensions provides an effective description of the scale
invariant fixed point characterizing a deconfined phase in the
associated lattice gauge theory, which may also be understood
in terms of a condensation of the string-nets.
Beside finite groups it is also interesting to recall the form
of the plaquette interactions in the continuous U(1) theory
(compact QED). In this case the group elements are simply
phases. Thus one obtains the usual Abelian Kogut-Susskind
magnetic energy,
HB = − 1
12
∑
p
cos (φ1 + φ2 − φ3 − φ4) (58)
Recall that the group elements (or more precisely, for compact
groups, the group parameters) correspond to the vector poten-
tial. One can see that the argument of the cosine is a lattice,
discrete curl, and thus expansion of the cosine for a contin-
uum limit will result in a B2 term, corresponding to the usual
Quantum-Electrodynamic magnetic energy term [56].
V. SUMMARY
We have described a method to construct lattice gauge theo-
ries out of basic atomic-like ingredients. This applies both for
continuous, compact, Lie groups (Kogut-Susskind Hamilto-
nian theories) as well as finite (discrete) groups. This may pro-
vide the background for both quantum simulations and new
numerical approaches for such theories.
The matter degrees of freedom are represented by fermions,
occupying the vertices of the lattice, and described by usual
second-quantization Fock space fermionic operators - spinors
in Group/Gauge space. Other possible quantum numbers of
the matter - such as spin and flavor - are independent of the
gauge symmetry and thus were neglected, but they may be
introduced in a straightforward way if required by the analysis
of a specific model.
The gauge field degrees of freedom, on the other hand,
are slightly different than in the “conventional” formulations.
These are described by local Hilbert spaces on the links of the
lattice, consisting of a set of possible modes with a total occu-
pation number one. Thus a Fock space is not strictly required
for these local Hilbert spaces. Nevertheless we described the
link dynamics in terms of annihilation and creation operators,
both for ease of notation and to provide a useful description
for potential quantum simulations of the theories. Tradition-
ally we refer to the gauge fields as bosons, but since their num-
ber operators do not exceed one, and only pairs of such opera-
tors are involved in the dynamics, their statistics does not play
a role and thus they may be replaced by fermions as well.
These “bosonic” modes, or particles, correspond to the dif-
ferent representation states of the gauge group. Hence, for
finite groups, the local bosonic Hilbert spaces are finite, while
for other groups the full Hilbert space is infinite, but it may be
consistently truncated to a few representation states, as long
as all the modes belonging to the participating representations
are included. An analogous approach is adopted in [32] to
truncate the tensors used to describe the gauge fields in a ten-
sor network setting.
We have also reviewed the possibility to represent the group
states in a different basis - the group element basis, connected
to the representation basis by a unitary transformation which
is a generalized Fourier transform, with the introduction of
the generalized Wigner matrices. As the representation plays
the role of an electric field, we deduce that group elements,
as the conjugate quantum numbers, play the role of the vector
potential. Indeed, the representation basis is more suitable for
describing theories with matter, which is always in a given
representation, and is related to the gauge invariance through
the Gauss law, generated by the electric fields.
On the other hand, the group element basis is useful to ana-
lyze the content of the magnetic sector of the gauge theory
and, in the case of discrete groups, allows the mapping of
the weak-coupling limit of the theory into a quantum double
model where the excitations of the plaquette terms correspond
to magnetic vortices described by the conjugacy classes of the
gauge group.
A similar mapping between these bases has been adopted
in the tensor network description of gauge invariant states in
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[32].
The lattice system has been described in terms of a square
lattice, for various reasons: first, to relate this study to con-
ventional high energy physics lattice gauge theories; second,
to allow for simple generalization to any dimension (note that
the dimension of the system was not addressed in the gen-
eral framework); third, but not less important, for the sake of
simplicity. However, generalizations to other lattices should
be straightforward (one should note that bipartite lattices are
required for the staggering of fermions, although other ap-
proaches for lattice fermions may also be utilized).
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Appendix: Some examples
A. A finite group example: D3
In order to summarize the full construction of the Kogut-
Susskind Hamiltonian we present here the example provided
by the smallest discrete non-Abelian group: the dihedral
group D3. The six elements of the group are generated by
the rotation ξ2pi/3 of the angle 2pi/3 and the inversion sym-
metry σ of the equilateral triangle. In particular it admits a
fundamental representation j = 2 in terms of 2× 2 orthogonal
matrices:
D(2) (ξα) =
(
cosα sinα
− sinα cosα
)
, (59)
D(2) (ξασ) =
(
cosα − sinα
− sinα − cosα
)
, (60)
with α = 0, 2pi/3, 4pi/3. The other two irreducible represen-
tations are the trivial representation DI(g) = 1 and the parity
representation Dp(g) = det(g). Six states are therefore re-
quired to define the link Hilbert space and from the represen-
tation matrices is straightforward to obtain the left and right
transformation operators ΘLg and Θ
R
g in Eqs. (43,44).
The particle fields transform under the j = 2 representation
and can be described through the spinor ~ψ = (ψ↑, ψ↓). The
corresponding charge operators in Eq. (10) read:
Θ
Q,2
ξα
= eα
(
ψ†↑ψ↓−ψ†↓ψ↑
)
=
= 1 − (1 − cosα) (n↑ + n↓) + sinα (ψ†↑ψ↓ − ψ†↓ψ↑) +
+ 2 (1 − cosα) n↑n↓ (61)
for the rotations having determinant equal to 1, and
Θ
Q,2
ξασ
=
[
1 + (cosα − 1) n↑ − (cosα + 1) n↓+
+ sinα
(
ψ†↑ψ↓ + ψ
†
↓ψ↑
)]
(−1)N (62)
where we adopted the notation ni = ψ
†
i ψi. In particular Θ
Q,2
σ =
(1 − 2n↓)(−1)N .
From the previous operators it is easy to define the Gauss
law on each vertex of the lattice. The operators U(2)mm′ in (40)
can be evaluated, instead, from the Clebsch-Gordan coeffi-
cients (calculated using the technique in [66]):
〈I, 2m|2n〉 = δmn , (63)
〈p, 2m|2n〉 = mn , (64)
〈2n, 2m|I〉 = δmn/
√
2 , (65)
〈2n, 2m|p〉 = nm/
√
2 , (66)
〈2n, 2m|2l〉 = (δl↑σznm − δl↓σxnm) /√2 , (67)
where σx and σz are Pauli matrices for the indices n,m.
Finally the spectrum of the plaquette term for the group D3
is composed by three conjugacy classes corresponding to the
identity, the rotations of 2pi/3 and 4pi/3 and the inversions. A
detailed analysis of the quantum double model for this group
may be found, for example, in [67].
B. A compact Lie group example: SU(2)
As an example of a compact Lie group, we examine the
explicit construction of an SU(2) lattice gauge theory.
First, let us consider the structure of the Hilbert space of
the gauge field in that case. For this, it will be instructive to
review the rigid rotator analogy made by Kogut and Susskind
in their first paper about Hamiltonian lattice gauge theory [1].
As discussed in section II, the D matrices are simply gener-
alizations of the Wigner matrices. These are, up to a normal-
ization, eigenfunctions of the rigid rotator problem. Recall
that a rigid rotator configuration space is three dimensional,
and may be described either by three coordinates, like the Eu-
ler angles α, β, γ which parametrize either the configuration
space or simply the SU(2) group elements, or by three inte-
gers j,m, n, where m is the eigenvalue of the z component of
the angular momentum in the space frame, J sz , n is the eigen-
value of the z component of the angular momentum in the
body frame, Jbz , and j is the total angular momentum quantum
number, shared by both frames, J2 = (Js)2 =
(
Jb
)2
. The angu-
lar momentum operators satisfy the algebra [1, 64]
[
Jαi , J
β
j
]
=
iδαβ(−1)δαbi jkJαk with α, β = s, b and i, j, k = 1, 2, 3 or x, y, z.
The D matrices are merely the wavefunctions [64, 65]:
〈α, β, γ| jmn〉 =
√
2 j + 1
8pi2
D jmn (α, β, γ) . (68)
This change of basis may be seen as a generalized, non-
Abelian Fourier transform, mapping between the Represen-
tation States | jmn〉 and Group Element States |α, β, γ〉.
One may generalize this relation to any group G by replac-
ing α, β, γ by the general g ∈ G, resulting in equation (3).
Finally, let us consider the analogs of the space and body
angular momenta. Let us go back to the rigid rotator prob-
lem. Denote by U j a rotation matrix (group element) ex-
pressed in the representation j. This satisfies the following
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commutation relations with the angular momentum operators:[
Jbi ,U
j
mn
]
= (T ji )mkU
j
kn and
[
J si ,U
j
mn
]
= U jmk(T
j
i )kn with T
j
i be-
ing the jth representation of the i component of angular mo-
mentum. That means that the body-frame angular momenta
generate left transformations on group elements, and the ones
of the space-frame - right ones. Recall that the body and space
algebras had opposite signs for the structure constants, and if
we wish to have the same sign in both of the algebras, we can
simply define Ri ≡ J si and Li ≡ −Jbi . Then, one obtains the
SU(2) algebra described by equation (5) with fabc = abc.
After understanding the Hilbert space structure, and fol-
lowing equation (25), we can obtain an explicit form for the
charge operator: for j = 1/2, the fundamental representation
of SU(2), for example, we have T1/2 = ~σ/2, and thus we
obtain the charges
Q1/2SU(2) =
1
2
ψ†a~σabψb (69)
as in [1]. It is easy to check that for both a full and an empty
vertex, the charge is zero (a singlet state), in accordance with
the fact that there is only one trivial representation.
The generators, or electric field operators, are formed by
plugging the representation matrices of SU(2) into the gen-
eral prescriptions given in equations (52) and (53). The matrix
elements of U j may be easily calculated using the Clebsch-
Gordan coefficients. In equation (40), one simply has to sub-
stitute dim (J) = 2J + 1, dim (K) = 2K + 1. It is particularly
simple for j = 1/2, where K = J ± 1/2, and then it is straight-
forward to obtain:
〈J,M, 1/2,m | J + 1/2,N〉 =
√
J + 2mM + 1
2J + 1
δN,M+m , (70)
〈J,M, 1/2,m | J − 1/2,N〉 = −2m
√
J − 2mM
2J + 1
δN,M+m . (71)
If one wishes to truncate the theory for some j ≤
Jmax, only the first {| jmn〉}Jmaxj=0 states (
∑Jmax
j=0 (2 j + 1)
2 =
(Jmax + 1) (2Jmax + 1) (4Jmax + 3) /3 states in total) are used,
and the corresponding series (generators and U matrix ele-
ments) should be truncated accordingly. Then, the trace of the
U j matrix is given by
Tr
(
U j†U j
)
= tr
(
U jU j†
)
= 2 j + 1 − f j (Jmax) PJmax (72)
where PJmax projects to the subspace of Jmax. Note that the
trace is an operator, but yet it is gauge invariant. For j = 1/2,
one obtains f1/2 (J) = (2J + 2)/(2J + 1).
As an example, if the truncation includes only the two low-
est representations, j = 0, 1/2, only five states | jmn〉 and their
corresponding creation/annihilation operators are required. In
that case, the generators take the form
L = −1
2
a†1/2ml ~σnma
1/2
nl (73)
and
R =
1
2
a†1/2ml ~σmna
1/2
nl (74)
and the matrix of operators U1/2 is given by
U1/2 =
1√
2
a1/2†↑,↑ a000 + a0†00a1/2↓,↓ a1/2†↑,↓ a000 − a0†00a1/2↓,↑a1/2†↓,↑ a000 − a0†00a1/2↑,↓ a0†00a1/2↑,↑ + a1/2†↓,↓ a000
 , (75)
where we used the shorthand notation ↑ = 1/2 and ↓ = −1/2.
This matrix acts within a five-dimensional Hilbert space, as
in the SU(2) link model [38–41] (see also [32]), and thus this
particular truncation is similar. According to the link model,
such a truncation is possible using so(5) as an embedding al-
gebra for SU(2). However, more generally, the method pre-
sented in this paper allows for other truncations as well (larger
values of Jmax) - these are representation-based truncations,
unlike (in general) in the link model. The current model al-
lows to restore the complete Kogut-Susskind theory by enlarg-
ing the truncation, rather than obtaining the continuum limit
using an extra compact dimension as in the link model.
Another difference from the link model, and also from the
prepotential approach [36, 37], is that the gauge degrees of
freedom do not have to be separated into left and right spaces,
but the link is rather taken as a whole piece. That should in-
crease the feasibility of quantum simulations.
Furthermore, in the prepotential approach, the construction
of the U operator involves both terms which violate the num-
ber conservation of the particles on the links, and square roots
of number operators in its denominator. This sets a challenge
in quantum simulating the model (see the quantum simulation
proposal [15], for example). In our proposal, instead, we use
only a single particle to represent the gauge field in a link and
the denominator operators are absent. This is due to the differ-
ent way of representing the gauge fields degrees of freedom,
namely the mapping to a Schwinger algebra in the prepoten-
tial formalism and the use of single-particle modes here.
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