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QUADRATIC ALGEBRAS
RELATED TO THE BI-HAMILTONIAN OPERAD
MIKHAIL BERSHTEIN, VLADIMIR DOTSENKO, AND ANTON KHOROSHKIN
Abstract. We prove the conjectures on dimensions and characters of
some quadratic algebras stated by B.L.Feigin. It turns out that these
algebras are naturally isomorphic to the duals of the components of the
bi-Hamiltonian operad.
1. Introduction.
All algebras and operads in this paper are defined over the field of rational
numbers Q.
1.1. Summary of results. The following series of quadratic algebras are
well known.
Definition 1. The Orlik–Solomon algebra OS(n) is a super-commutative
associative algebra with odd generators xij , 1 ≤ i 6= j ≤ n, and relations
xij − xji = 0,
x2ij = 0,
xijxjk + xjkxki + xkixij = 0.
The even Orlik–Solomon algebra OS+(n) is a super-commutative associative
algebra with even generators xij, 1 ≤ i 6= j ≤ n, and relations
xij + xji = 0,
x2ij = 0,
xijxjk + xjkxki + xkixij = 0.
These algebras are closely related to the type A hyperplane arrangements.
The Orlik–Solomon algebra OS(n) is isomorphic to the cohomology algebra
of the complement of the arrangement An−1 over the complex numbers (see
[1], [9]), while the even Orlik–Solomon algebra OS+(n) gives a graded ver-
sion of the algebra of locally constant functions on the complement of the
arrangement An−1 over the real numbers (see [4]).
Theorem 1 (Arnold [1], Mathieu [8]).
dimOS(n) = dimOS+(n) = n!.
Another interpretation of the Orlik–Solomon algebras was found in [2].
One of the central results in [2] is the computation of the homology for the
(topological) operad of little discs. This homology (being an operad itself)
turns out to be isomorphic to the Gerstenhaber operad (which is a graded
version of the Poisson operad). Since components of the operad of little discs
are homotopically equivalent to the complements of complex hyperplane
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arrangements, cohomology algebras of these components are isomorphic to
Orlik–Solomon algebras. Thus there exists a cooperadic structure on the
collection of Orlik–Solomon algebras. The even Orlik–Solomon algebras
are also equipped with a cooperadic structure (and the dual operad is the
Poisson operad). We show how these structures themselves can be used to
compute the dimensions and monomial bases for these algebras.
The main results of our paper deal with the following generalisations of
these algebras suggested by B.L.Feigin. These algebras are related to some
other quadratic algebras introduced by A.N.Kirillov [5]. Both our algebras
and the “diagonal coinvariants” of Haiman [6] coincide with certain quotients
of Kirillov’s algebras, and this could possibly lead to some new interpretation
of diagonal coinvariants.
Definition 2. The double Orlik–Solomon algebra OS2(n) is an associative
super-commutative algebra with odd generators xij, yij, 1 ≤ i 6= j ≤ n, and
relations
xij − xji = yij − yji = 0,
xijxjk + xjkxki + xkixij = 0,
xijyjk + xjkyki + xkiyij + yijxjk + yjkxki + ykixij = 0,
yijyjk + yjkyki + ykiyij = 0,
x2ij = xijyij = y
2
ij = 0.
The double even Orlik–Solomon algebra OS+2 (n) is an associative super-
commutative algebra with even generators xij , yij, 1 ≤ i 6= j ≤ n, and
relations
xij + xji = yij + yji = 0,
xijxjk + xjkxki + xkixij = 0,
xijyjk + xjkyki + xkiyij + yijxjk + yjkxki + ykixij = 0,
yijyjk + yjkyki + ykiyij = 0,
x2ij = xijyij = y
2
ij = 0.
The main result of this paper is
Theorem 2.
dimOS2(n) = dimOS
+
2 (n) = (n+ 1)
n−1.
Remark 1. There exists a neater way to describe the relations for OS+2 (n).
Let zij = λxij + µyij. Then the relations mean that for each choice of
coefficients λ and µ the elements zij satisfy the relations of OS
+(n). The
analogous description for OS2(n) fails: due to skew-commutativity, the re-
lations xijyij = 0 do not follow. Remarkably, the algebra obtained from the
algebra OS(n) in a similar way seems to be very interesting as well. For ex-
ample, its dimension is conjectured to be 2n(n+1)n−2 (A.N.Kirillov), which
is also the conjectured dimension of the space of “three-diagonal harmonics”
[6].
Unfortunately, we do not know of any relationship between these algebras
and hyperplane arrangements. Nevertheless, collections of these algebras
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form cooperads, and we can use operadic formalism to prove our theorem.
It turns out that there exists a natural pairing between even Orlik–Solomon
algebras and components of the bi-Hamiltonian operad. This operad (in-
troduced in [3]) corresponds to algebraic structures arising on the ring of
functions on a manifold equipped with two compatible Poisson brackets.
Thus we also obtain additional structures on the bi-Hamiltonian operad.
Our results provide another interpretation of the Hopf operad structure on
this operad analogous to a well known Hopf operad structure on the Poisson
operad. (Existence of a Hopf structure means that the tensor product of two
bi-Hamiltonian algebras naturally possesses a structure of a bi-Hamiltonian
algebra.)
Remark 2. All known proofs for ordinary Orlik–Solomon algebras do not
work in our case. The problem is that our algebras are not of PBW type
([10]): in fact, they are not Koszul; the algebra OS+2 (3) has Betti number
b4,5 = 2, and the algebra OS2(3) has Betti number b3,4 = 1 (both were
computed by A.N.Kirillov [5] using the bergman computer algebra system).
Thus there is no straightforward reduction of the problem to a combinatorial
problem on monomial algebras.
1.2. Plan of the paper. The paper is organised as follows. In Section
2 we recall the necessary definitions. The details can be found in [3]. In
Section 3 we fix some notation for the various types of graphs used in our
proofs. To make the proof more transparent, we include a new proof of
Theorem 1 (where we make use of known facts about the Poisson operad)
in Section 4. In Section 5 we prove Theorem 2. In fact, in both cases
we prove only the part concerning the even Orlik–Solomon algebras; the
other case is similar, and proofs are omitted. First of all, we prove upper
bounds on the dimensions of our algebras. To do this, we take a basis
of the bi-Hamiltonian operad and introduce a bijection between this basis
and a certain set of monomials in our algebras, and then show that these
monomials form a spanning set for our algebras. (These monomials are
indexed by some special kind of graphs.) We then prove a lower bound. We
define a pairing between our algebras and components of the bi-Hamiltonian
operad. It remains to prove that this pairing is non-degenerate. To do this,
we introduce a linear ordering of our basis in the bi-Hamiltonian operad
and the constructed spanning set of our algebras and then show that the
corresponding pairing matrix is non-degenerate. [The proof for the double
Orlik–Solomon algebras is essentially the same, but one has to replace the
bi-Hamiltonian operad by the bi-Gerstenhaber operad.]
1.3. Acknowledgements. We are grateful to B. Feigin and A.N.Kirillov
for numerous useful discussions. The second author is thankful to A. Szenes
and M.Vergne for their interest in his work. We would like to thank the
referees for several helpful remarks. We are also thankful to Alexander
Frolkin for improving the language of our original text and for several type-
setting hints. The work of the second author is partially supported by
INTAS grant No.03-3350 and a LIEGRITS fellowship (contract No.MRTN-
CT-2003-505078). The work of the third author is partially supported by
INTAS grant No.03-3350 and RFBR grant 04-02-16538.
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2. Definitions and notation.
We consider operads as certain functors from the category Setb of fi-
nite sets (with bijections as morphisms) to the category of vector spaces.
Throughout the paper we take the space of multilinear elements in the free
O-algebra whose generators are indexed by a finite set I as a realisation of
the space O(I). For the “standard” finite set [n], we call the vector space
O([n]) the nth component of the operad O. In a similar way, we consider our
algebras as functors from Setb to the category of algebras, allowing indices
in the definition to range over a finite set I. (Thus it may be better to write
OS+([n]) instead of OS+(n), but we prefer to keep the simpler notation.)
Let us remind the reader of the definitions of several operads.
2.1. The operads Com, Lie and P. We recall several standard defini-
tions. The operad Lie is generated by a skew-symmetric binary operation
{·, ·} with one quadratic relation: we wish the Jacobi identity (1) to be sat-
isfied in each algebra over this operad. Thus an algebra over this operad is a
Lie algebra. The operad Com is generated by a symmetric binary operation
⋆ with one quadratic relation, the associativity law for this operation. An
algebra over this operad is an associative commutative algebra.
The Poisson operad P is generated by a symmetric operation ⋆ and a
skew-symmetric operation {·, ·}; the symmetric operation generates a sub-
operad of P isomorphic to Com, the skew-symmetric operation generates
a suboperad isomorphic to Lie and the relations between these operations
mean that the skew-symmetric operation is a derivation of the symmetric
operation (“the Leibniz rule for differentiating a product”):
{a, b ⋆ c} = {a, b} ⋆ c+ b ⋆ {a, c}.
An algebra over this operad is called a Poisson algebra; an example of such an
algebra is the algebra of functions on a manifold with the ordinary product
and with the bracket defined by a Poisson bivector field.
2.2. The operads Lie2 and P2. The operad Lie2 (also called the operad
of two compatible brackets) is generated by two skew-symmetric operations
(brackets) {·, ·}1 and {·, ·}2. The relations in this operad mean that any
linear combination of these brackets satisfies the Jacobi identity. It is equiv-
alent to the following identities in each algebra over this operad: the Jacobi
identity
{a, {b, c}1}1 + {b, {c, a}1}1 + {c, {a, b}1}1 = 0,(1)
{a, {b, c}2}2 + {b, {c, a}2}2 + {c, {a, b}2}2 = 0(2)
for each of the brackets and the six-term relation
(3) {a, {b, c}1}2 + {b, {c, a}1}2 + {c, {a, b}1}2+
+ {a, {b, c}2}1 + {b, {c, a}2}1 + {c, {a, b}2}1 = 0
between the brackets.
The bi-Hamiltonian operad P2 is generated by three operations, namely,
two skew-symmetric operations ({·, ·}1 and {·, ·}2) and a symmetric opera-
tion (⋆). The skew-commutative operations are two compatible Lie brackets
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(that is, relations (1)–(3) hold), the commutative operation is an associative
product and each of the brackets is a derivation of this product,
{a, b ⋆ c}1 = {a, b}1 ⋆ c+ b ⋆ {a, c}1,(4)
{a, b ⋆ c}2 = {a, b}2 ⋆ c+ b ⋆ {a, c}2.(5)
2.3. The operads Gerst and Gerst2. The Gerstenhaber operad Gerst is a
graded version of the Poisson operad; it is generated by a symmetric opera-
tion (product) ∪ of degree zero and a graded Lie bracket [·,·] of degree −1.
The relations (for homogeneous elements of a graded algebra over this op-
erad) are defined as follows.
(i) super-commutativity of the product: a ∪ b = (−1)|a|·|b|b ∪ a,
(ii) super skew-commutativity of the bracket: [a, b] = (−1)|a|·|b|[b, a],
(iii) associativity of the product: a ∪ (b ∪ c) = (a ∪ b) ∪ c,
(iv) graded Jacobi identity for the bracket:
(−1)|a|(|c|−1)[a, [b, c]] + (−1)|b|(|a|−1)[b, [c, a]] + (−1)|c|(|b|−1)[c, [a, b]] = 0,
(v) graded Leibniz rule: [a, b ∪ c] = [a, b] ∪ c+ (−1)|b|·|c|[a, c] ∪ b.
The bi-Gerstenhaber operad Gerst2 is a graded version of the bi-Hamiltonian
operad; it is generated by a symmetric operation (product) ∪ of degree zero
and two graded Lie brackets [·,·]1, [·,·]2 of degree −1. The relations (for
homogeneous elements of a graded algebra over this operad) are defined as
follows.
(i) super-commutativity of the product: a ∪ b = (−1)|a|·|b|b ∪ a,
(ii) super skew-commutativity of the brackets: [a, b]i = (−1)
|a|·|b|[b, a]i,
i = 1, 2,
(iii) associativity of the product: a ∪ (b ∪ c) = (a ∪ b) ∪ c,
(iv) graded Jacobi identity for the brackets:
(−1)|a|(|c|−1)[a, [b, c]i]i + (−1)
|b|(|a|−1)[b, [c, a]i]i+
+ (−1)|c|(|b|−1)[c, [a, b]i]i = 0, i = 1, 2,
(v) graded compatibility condition for the brackets
(−1)|a|(|c|−1)[a, [b, c]1]2 + (−1)
|b|(|a|−1)[b, [c, a]1]2+
+ (−1)|c|(|b|−1)[c, [a, b]1]2 ++(−1)
|a|(|c|−1)[a, [b, c]2]1+
+ (−1)|b|(|a|−1)[b, [c, a]2]1 + (−1)
|c|(|b|−1)[c, [a, b]2]1 = 0,
(vi) graded Leibniz rule:
[a, b ∪ c]i = [a, b]i ∪ c+ (−1)
|b|·|c|[a, c]i ∪ b, i = 1, 2.
Remark 3. Due to the Leibniz rule, components of the Poisson (resp., bi-
Hamiltonian) operad are spanned by monomials that are products of Lie
monomials (resp., monomials in two compatible brackets). The same holds
for the Gerstenhaber and the bi-Gerstenhaber operads.
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3. Combinatorial structures.
As the Lie operad is a quotient of a free operad with one generator,
we can index the natural monomial spanning set for Lie(I) by planar bi-
nary trees whose leaves are labelled by I. In the case of the operad of two
2
a4 2
1 1
a1 a2 a3 a5
compatible brackets, a spanning set is also in-
dexed by binary trees, but these trees have
an additional structure: the internal ver-
tices are labelled by {1, 2} indicating which
bracket is applied each time; see the picture
for the tree corresponding to the monomial
{a4, {{a1, a2}1, {a3, a5}1}2}2. To any monomial
which is a product of several monomials involv-
ing only brackets we assign the forest consisting
of the corresponding binary trees.
Throughout the paper we use the combinatorics of graphs of two different
types. The first type consists of (forests of) trees introduced above. They
are of “operadic” nature and we call them O-trees when we want to avoid
confusion. The second type of graph (“algebraic” ones, referred to as A-
graphs) is used to index spanning sets in our algebras. Vertices of these
graphs are labelled by a finite set I. In the case of the algebras OS+2 (I), the
edges are labelled by the set {x, y} indicating the generator. Let us describe
precisely how monomials in our algebras correspond to graphs of this type.
2 1
3
4
5
x
y
y
x
Definition 3. To a monomial from the al-
gebra (of either type discussed above) with
index set I, we assign a graph on I in the
following way. For each generator that ap-
pears in the monomial, let us connect i and
j with an edge (and label this edge by x or
y according to the type of the generator in
the case of the algebras OS+2 ; see the picture
for the graph corresponding to the monomial
x12y13y14x35). The converse is also clear: each graph on I of this type gives
rise to a monomial in our algebra. For a graph G, we denote the correspond-
ing monomial by mG .
We will prove that for our algebras any monomial corresponding to a
graph with a cycle vanishes, and so we only need to consider A-graphs
which are forests of a certain type.
4. The case of the Poisson operad.
This section contains a new proof of previously known results on the
Poisson operad. This proof provides a simple model of a more complicated
proof for the bi-Hamiltonian operad and is organised similarly.
4.1. A monomial basis for the Poisson operad. The results of this
section are not new; they are included to make the proofs more structured
and self-contained.
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We start with the operad Lie. It is known that dimLie(n) = (n − 1)!
(for an operadic proof of this fact, see [3]). So to obtain a monomial basis in
Lie(n), we need to find a spanning set of monomials of cardinality (n− 1)!
in this space. The following lemma is classical.
Lemma 1. The elements {aσ(1), {aσ(2), . . . , {aσ(n−1), an} . . .}} with σ ∈ Sn−1
span the space Lie(n).
Proof. The Jacobi identity, written in the form
{{a, b}, c} = {a, {b, c}} + {b, {a, c}},
allows us to decrease the degree (number of generators used) of the left
argument of each bracket. Hence, by induction on the degree of the left
argument, we can rewrite any monomial as a linear combination of mono-
mials {ai,m}. Using the skew symmetry of the bracket, we can assume at
each step that the generator an stays in the right argument, and the lemma
follows by induction on n. 
Denote the set of all elements from Lemma 1 by BLie(n). It follows that
this set is a basis for the component Lie(n). Since the Poisson operad is
obtained from the operads Com and Lie by a distributive law, we have an
isomorphism of S-modules P ≃ Com ◦Lie (see [7]), and thus we have
Theorem 3. The set BP (n) of monomials c1⋆. . .⋆ck, where cj ∈ BLie(Aj)
(for partitions [n] = A1 ⊔ . . . ⊔ Ak with maxA1 < . . . < maxAk), is a basis
of P(n).
Corollary 1. The dimension of the space P(n) is equal to n!.
Proof. Since the S-modules P and Com◦Lie are isomorphic, the exponen-
tial generating series fP(x) is equal to the composition
fCom ◦ fLie = exp(− ln(1− x))− 1 =
x
1− x
,
which is exactly the exponential generating function for {n!}.
From the combinatorial point of view we can say that (n − 1)! is the
number of cycles on [n], while the composition with Com corresponds to a
combinatorial structure obtained by partitioning a set and taking a cycle on
each part of the partition. These structures are in one-to-one correspondence
with permutations (decompositions into disjoint cycles), so the number of
objects of this type is equal to n!. 
4.2. An upper bound for dimOS+(n). Here we prove that n! is an upper
bound for the dimension of OS+(n). Moreover, we prove the following more
general statement.
Proposition 1. Let OS+(n, γ) be an associative commutative algebra with
generators xij , 1 ≤ i 6= j ≤ n, and relations
xij + xji = 0,
x2ij = 0,
γijkxijxjk + γjkixjkxki + γkijxkixij = 0
for some γabc ∈ Q. If γabc 6= 0 for each a, b, c ∈ [n], we have dimOS
+(n, γ) ≤ n!.
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Proof. To construct a spanning set for our algebra, consider the set FOS+(n)
of all monomials mG corresponding to graphs G of the following type. Each
connected component of G (which is a graph on a subset π ⊂ [n]) is obtained
from a linear reordering of π such that the maximal element of π remains
maximal: from each element, edges go to its neighbours with respect to the
ordering.
To prove that these monomials span the algebra, we begin with the fol-
lowing lemma.
Lemma 2. Under the conditions of Proposition 1, the monomial mG van-
ishes unless G is a forest.
Proof. We need to prove that mG = 0 if G contains a cycle. We prove this by
induction on the number of edges of the shortest cycle in G. If this number
is equal to 2, G has a multiple edge, and we use the relation x2ij = 0. If
the length is greater than 2, consider two adjacent edges i ↔ j and j ↔ k
of the cycle. Since γijkxijxjk = −γjkixjkxki − γkijxkixij , the monomial mG
is equal to a linear combination of two monomials, each corresponding to a
graph that has a cycle of smaller length. 
Thus to prove the proposition, we need to rewrite monomials correspond-
ing to a tree as linear combinations of the monomials introduced above.
Consider a tree T . Let the vertex with maximal label be the root of T .
Consider the induced orientation of the tree (the edge i↔ j is oriented from
i to j if the path from the root to j goes via i). We prove our statement by
induction on the distance D from the root to the nearest vertex having at
least two outgoing (directed) edges and, for a fixed D, on the number N of
outgoing edges of this vertex. Namely, we describe a procedure that rewrites
a monomial as a linear combination of monomials corresponding to graphs
with larger D or the same D and smaller N . It is clear that iterations of
such a procedure lead to a linear combination of the monomials introduced
above.
So fix D ≥ 0 and let i be a vertex at distance D having at least two
outgoing edges i↔ j and i↔ k. Using the relation
γkijxkixij = −γijkxijxjk − γjkixjkxki,
we replace the corresponding monomial by a linear combination of two mono-
mials where i has fewer outgoing edges.
The number of elements in the spanning set can be computed in several
ways. To make the proof similar to the case of the bi-Hamiltonian operad,
we provide a bijection η between this set and the basis of the component of
the Poisson operad.
Notice that our bases of components of the Lie operad can be described
recursively: each element is a bracket {ai, b}, where i < n and b belongs to
a basis for a “smaller” component. This recursive definition immediately
gives us a recursive definition for a bijection: take the tree corresponding
to b, take its vertex j corresponding to the uppermost generator in b (i.e.,
such that b = {aj , c}) and connect this vertex to i with an edge. Combina-
torially, if we draw the trees in the plane in a way that at each vertex the
subtree containing n is the rightmost one, we see that leaves of our tree are
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arranged in a chain according to their height (n is the lowest), and we join
the corresponding vertices with edges according to the order in this chain
(see the picture).
2 3 1 4
a2
a3
a1 a4
η
Finally, we extend this correspondence on forests by taking the disjoint union
of images of the trees in the forest. 
4.3. A lower bound for dimOS+(n). The upper bound n! that we have
obtained is not sharp for a generic algebra OS+(n, γ). To prove that it
is sharp for OS+(n), we use operadic arguments. Namely, we introduce
a pairing between the vector spaces OS+(n) and P(n) and then use this
pairing to show that the spanning set from the previous section is in fact
linearly independent.
We define this pairing in two equivalent ways: one using a structure of
a cooperad on the collection of algebras OS+(n) and the other one using a
structure of a Hopf operad on P.
Let us begin with the cooperadic definition.
Definition 4. Take an element ♯ /∈ I. Define an algebra homomorphism
φIJ : OS
+(I ⊔ J)→ OS+(I ⊔ {♯})⊗OS+(J)
by the formulae
φIJ(xij) =


xij ⊗ 1, if i, j ∈ I,
1⊗ xij , if i, j ∈ J,
xi♯ ⊗ 1, if i ∈ I, j ∈ J.
Lemma 3. For each I, J the homomorphism φIJ is well defined (that is,
the relations are mapped to zero).
The mappings φIJ obviously satisfy the coassociativity type relations for
the cooperadic cocomposition, so the collection of the dual spaces {OS+(n)∗}
acquires a structure of an operad.
Lemma 4. The binary operations of this operad satisfy the relations of P.
Thus there exists a mapping τ from P to the collection {OS+(n)∗}. It
maps the product ⋆ ∈ P(2) to the linear function dual to 1 ∈ OS+(2) and
maps the bracket {,} to the linear function dual to x12 ∈ OS
+(2).
Definition 5. Define a pairing
〈·,·〉 : P(n)⊗OS+(n)→ Q
by 〈α,m〉 = (τ(α))(m).
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This definition can be explained in a combinatorial way. Take an O-forest
F and an A-forest G. Define a partial mapping fF ,G from the set of edges
of G to the set of vertices of F as follows. Given an edge e = (i ↔ j), take
the leaves i and j of F . If they do not belong to the same component of F ,
then the mapping is not defined on e. Otherwise, consider for each of these
leaves the path to the root of the corresponding connected component. Let
κ be the first common vertex of these paths. Then fF ,G(e) = κ.
Proposition 2. The value of the pairing 〈αF ,mG〉 is nonzero iff the map
fF ,G is a bijection between the set of all edges of G and the set of all internal
vertices of F . (In this case the value of the pairing is equal to ±1.)
Proof. The mapping τ : P(n) → OS+
∗
(n) can be thought of as follows.
First of all, we apply the cocompositions in the cooperad dual to the Poisson
operad to obtain an element of P(2)⊗(n−1). This space is identified with
the space (OS+(2)∗)⊗(n−1). Finally, this space is mapped to OS+(n)∗ by
the mapping which is dual to the corresponding cocomposition. Thus to
each bracket in an operadic monomial the mapping τ assigns a generator in
an algebraic monomial that corresponds to this bracket. One can easily see
that this correspondence gives exactly the inverse to the mapping fF ,G. The
statement on the value of the pairing in the bijective case is clear. 
Another way to define the pairing originates from the Hopf operad struc-
ture on P which we define now. Namely, we construct a coassociative
morphism P → P ⊗ P (while all the properties of a Hopf operad hold,
for us only the coassociativity property is important). For our purposes,
the previous definition of the pairing is sufficient, but this Hopf approach
to constructing the pairing can be used to obtain the exact formulae for the
±1’s above.
Definition 6. Let ∆: P(2)→ P(2) ⊗P(2) be defined by the formulae
∆(⋆) = ⋆⊗ ⋆,
∆({,}) = {,} ⊗ ⋆+ ⋆⊗ {,}.
Extend ∆ by the rule ∆(a ◦ b) = ∆(a) ◦∆(b).
The following lemma is straightforward.
Lemma 5. The (coassociative) morphism ∆ is well-defined.
It follows that each vector space P(n)∗ has the structure of an associative
algebra.
Now we define the pairing. To make the definition compact, we use the
following notation for the operations:
ε : a1, . . . , an 7→ a1 ⋆ a2 ⋆ . . . ⋆ an,
αij : a1, . . . , an 7→ {ai, aj} ⋆ a1 ⋆ . . . ⋆ aˆi ⋆ . . . ⋆ aˆj ⋆ . . . ⋆ an.
Definition 7. Define the pairing
〈·,·〉 : P(n)⊗OS+(n)→ Q
as follows. Let 〈ε, 1〉 = 〈αij , xij〉 = 1, and let 〈αF ,mG〉 = 0 for all other
pairs (F ,G) where G has at most one edge. Extend this pairing to all mG,
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putting 〈λ, gh〉 = 〈∆(λ), g ⊗ h〉 (by definition, the value of the pairing on
tensor products is equal to the product of the values of the pairings on the
factors).
Lemma 6. This pairing is well-defined, i.e., it vanishes on all the (operadic
and algebraic) relations.
Proposition 3. dimOS+(n) ≥ n!.
Proof. We begin with a definition of a linear ordering of the spanning set
FOS+(n) (and thus a linear ordering of BP(n) via the bijection η). After
that we show that the matrix of the pairing between BP(n) and FOS+(n) is
non-degenerate: for our orderings it turns out to be upper triangular (and
in fact diagonal) with nonzero entries on the diagonal.
Now we define a linear ordering of FOS+(n). Fix some ordering <p on the
set of partitions [n] = A1 ⊔A2 ⊔ . . . ⊔Ak of [n].
Take two monomials mG1 and mG2 such that each Gi is a forest of trees
that are chains having the maximal element among the leaves. For each of
these forests, its connected components define a partition of [n]. We say that
the first element is greater than the second if the corresponding partition
is greater with respect to the ordering <p. Hence it remains to define the
ordering for the forests such that the corresponding partitions are actually
the same partition [n] = A1 ⊔ . . . ⊔ Ak. Assume that the subsets Al are
reordered in such a way that maxA1 < maxA2 < . . . < maxAk.
We define the ordering for two trees on the same set of vertices, and then
compare the trees on the subset A1, the trees on the subset A2,. . . , the trees
on the subset Ak. If at some of the comparison steps the corresponding trees
are not equal, we take the first such step and say that the monomial having
the greater tree on this step is greater than the other one.
So we take two trees T and T ′ on the same (ordered) vertex set A. Each
of these trees is a chain of vertices starting at maxA, and we just compare
the elements of these chains lexicographically: if for T the vertex connected
with maxA is greater then for T ′ then T ′ < T , if these vertices coincide, we
compare their neighbours etc.
It remains to prove that the matrix of the pairing between BP(n) and
FOS+(n) is non-degenerate. Namely, we prove that 〈αF ,mG〉 = 0 if F <
< η−1(G) (and 〈αF ,mG〉 = ±1 if F = η
−1(G)). Note that in this case we
actually have 〈αF ,mG〉 = 0 if F 6= η
−1(G), but we prefer the weaker state-
ment to make the similarity with the proof for the bi-Hamiltonian operad
more transparent.
First of all, from the combinatorial definition of our pairing it is evi-
dent that it vanishes if the partitions of [n] defined by the forests F and
G are distinct. So we can concentrate on the case of coinciding partitions
[n] = A1 ⊔ . . . ⊔ Ak. As above, we can assume without loss of generality
that maxA1 < maxA2 < . . . < maxAk, and it is enough to prove that
〈αT ′ ,mT 〉 = 0 for an operadic tree T
′ and an algebraic tree T (on the same
vertex set) such that η(T ′) < T . Let us denote T ′ = η(T ′). To make the
notation simpler, we assume that the common vertex set of T and T ′ is [n].
Indeed, let us start computing the value of the pairing. We want the
mapping fT ′,T to be bijective. This means that the parent vertex v of the
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leaf n in T ′ corresponds to some edge of T . The only possible edge is the
edge connecting n and its left sibling i. Now we take the parent vertex
of v and use the same argument: if there exists an edge corresponding to
this vertex then the left sibling of v is connected in T with either n or i —
but by definition n has only one neighbour, and we already know that this
neighbour is i. So there is an edge i↔ j in T etc. 
The upper and the lower bound together imply the following result:
Theorem 4. (1) For each n the algebras OS+(n) and P(n)∗ (with the
product given by the Hopf structure on the Poisson operad) are iso-
morphic.
(2) The dimension of OS+(n) is n!.
(3) The basis in this algebra is naturally indexed by forests from FOS+(n).
5. The case of the bi-Hamiltonian operad.
5.1. A monomial basis for the bi-Hamiltonian operad. One of the
central results of the paper [3] is the dimension formula for the operad Lie2.
It states that dimLie2(n) = n
n−1. Hence to introduce a monomial basis for
this operad it is enough to find a spanning set having the same cardinality.
Definition 8. Given a finite ordered set A = {a1, a2, . . . , an}, a1 < a2 < . . . < an,
define a family of monomials B(A) in the free algebra with two compatible
brackets generated by A recursively as follows.
• For A = {a1}, let B(A) = {a1}.
• For n > 1, a monomial b belongs to B(A) if and only if it satisfies
one of the two conditions:
(1) b = {ai, b
′}1, where i < n and b
′ ∈ B(A \ {ai});
(2) b = {b1, b2}2, where b1 ∈ B(A1), b2 ∈ B(A2) for some A1⊔A2 =
= A, an ∈ A2, and either b1 = ai for some i or b1 is a bracket
of the first type of two monomials belonging to bases for some
subsets of A1.
Lemma 7. BLie2(A) spans Lie2(A) and |BLie2(A)| = |A|
|A|−1.
Proof. Let us begin with the spanning property. Here the argument is similar
to the case of the Poisson operad. Namely, we use the Jacobi identity for the
first bracket and the six-term relation to rewrite each monomial as a linear
combination of monomials, each either of the type {ai,m}1 with i < n or of
the type {m1,m2}2. For monomials of the first type we just apply induction
on n. As for the second type of monomials, we again assume that on each
step an belongs to the right argument, and the only case which does not
allow us to use the inductive hypothesis is m1 = {m
′
1,m
′
2}2. In this case we
should use the Jacobi identity for the second bracket to decrease the degree
(number of generators involved) of the left argument, and the spanning
property follows.
Let βn = |BLie2([n])|. Moreover, for i = 1, 2 let βi,n = |B
i
Lie2
([n])|, where
B1
Lie2
([n]) (respectively, B2
Lie2
([n])) is the set of all monomials described
under item (1) (respectively, (2)) of the above definition. (We set β1,1 = 1,
β2,1 = 0.) Let us obtain the recurrence relations for these sequences.
QUADRATIC ALGEBRAS RELATED TO THE BI-HAMILTONIAN OPERAD 13
The first condition implies that β1,n+1 = nβn, while the second one gives
the relation β2,n+1 =
∑n
k=1
(
n
k
)
β1,kβn+1−k (we choose k indices to be in-
volved in b1; notice that an+1 is forbidden, so the factor is exactly
(
n
k
)
).
Let us rewrite these formulae as
(n+ 1)β1,n+1
(n+ 1)!
=
nβn
n!
,
(n+ 1)β2,n+1
(n+ 1)!
=
n∑
k=1
β1,k
k!
(n+ 1− k)βn+1−k
(n + 1− k)!
.
Using the exponential generating functions
β(t) =
∑
l≥1
βlt
l
l!
, βi(t) =
∑
l≥1
βi,lt
l
l!
,
we can encode the previous formulae via differential equations:
β′1(t)− 1 = tβ
′(t),(6)
β′2(t) = β1(t)β
′(t).(7)
Substituting β2(t) = β(t)− β1(t) into (7), we get β
′(t)− β′1(t) = β1(t)β
′(t),
which is equivalent to
β′(t) =
β′1(t)
1− β1(t)
.
Integrating the latter equality, we have β(t) = − ln(1 − β1(t)), and so
exp(β(t)) = 11−β1(t) . Rewrite this formula as β1(t) = 1 − exp(−β(t)) and
substitute it into (6). We have β′(t) exp(−β(t)) − 1 = tβ′(t), and so
β′(t) = exp(β(t)) + tβ′(t) exp(β(t)).
Integrating again, we have
β(t) = t exp(β(t)).
It is well known that the only solution of this functional equation is the
generating function of {nn−1}. 
It follows that the sets BLie2([n]) provide monomial bases for the com-
ponents of the operad Lie2. Since the bi-Hamiltonian operad is obtained
from operads Com and Lie2 by a distributive law, we have an isomorphism
of S-modules P2 ≃ Com ◦Lie2 (see [3]), and thus we have
Theorem 5. The set BP2(n) of monomials c1⋆. . .⋆ck, where cj ∈ BLie2(Aj)
(for all partitions [n] = A1 ⊔ . . . ⊔ Ak with maxA1 ≤ . . . ≤ maxAk), is a
basis of P2(n).
This leads to the following “combinatorial” proof of the dimension formula
for the bi-Hamiltonian operad (which is different from the proof given in [3]).
Corollary 2. The dimension of the space P2(n) is (n+ 1)
n−1.
Proof. It is well known that nn−1 is equal to the number of rooted trees
on [n]. Taking the composition with Com corresponds to a combinatorial
structure obtained by partitioning a set and taking a rooted tree on each
part of the partition. This data is in one-to-one correspondence with planted
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forests on [n], or, equivalently, trees on [n+ 1], so the number of objects of
this type is (n+ 1)n−1. 
5.2. An upper bound for dimOS+2 (n). Here we obtain an upper bound
for the dimension of OS+2 (n). Again, this upper bound holds for a generic
algebra of this type.
Proposition 4. Let OS+2 (n, γ) be an associative commutative algebra with
generators xij , yij, 1 ≤ i 6= j ≤ n, and relations
xij + xji = yij + yji = 0,
x2ij = xijyij = y
2
ij = 0,
γxx,ijkxijxjk + γxx,jkixjkxki + γxx,kijxkixij = 0,
γxy,ijkxijyjk + γxy,jkixjkyki + γxy,kijxkiyij +
+ γyx,ijkyijxjk + γyx,jkiyjkxki + γyx,kijykixij = 0,
γyy,ijkyijyjk + γyy,jkiyjkyki + γyy,kijykiyij = 0
for some γαβ,abc ∈ Q. If γαβ,abc 6= 0 for each a, b, c ∈ [n], α, β ∈ {x, y}, we
have dimOS+2 (n, γ) ≤ (n+ 1)
n−1.
Proof. Let us define a bijection between our basis of P2(n) and a certain set
of monomials in OS+2 (n), describe this set combinatorially, and then prove
the spanning property.
Let us define a mapping from BP2([n]) to the set of A-forests on [n].
Actually, we define some mapping ψ fromBLie2([n]) to the set of A-trees and
then extend it on forests in an obvious way. Take an element b ∈ BLie2([n]).
Let us explain how to construct a tree ψ(b) on the vertex set [n] with {x, y}-
labelling of the edges. The definition is recursive. For n = 1 we do not
have any choice (both of the sets consist of one element). Consider the case
n > 1. There are two different cases.
(1) b = {ai, {b1, {. . . , {bk, bk+1}2 . . .}2}2}1, where each bs is either ais
or {ais , b
′
s}1 for some is and some basis element b
′
s. Then the tree
ψ(b) is obtained by adding edges i1 ↔ i2, i2 ↔ i3,. . . , ik ↔ ik+1
labelled y and an edge i↔ ik+1 labelled x to the trees ψ(b1), ψ(b2),
. . . , ψ(bk+1).
(2) b = {b′, b′′}2, where b
′ is either ai or {ai, c
′}1 for some ai and some
basis element c′, and b′′ is either aj or {aj , c
′′}1 or {{aj , c
′′}1, d
′′}2
for some j and some basis elements c′′, d′′. Then the tree ψ(b) is
obtained by adding an edge i ↔ j labelled y to the trees ψ(b′) and
ψ(b′′).
Example 1. ψ({a4, {{a1, a2}1, {a3, a5}1}2}2) is the graph corresponding to
the monomial x12y13y14x35 (see Section 3 for the corresponding picture).
The injectivity of ψ is clear. Let us describe the image ψ(BLie2([n])).
Take any A-tree T . Let n be its root; thus we obtain an orientation of
edges of T in the usual way. Consider all trees T satisfying the following
condition:
(∗) for each vertex of T there exists at most one outgoing (ori-
ented) edge labelled x and at most one outgoing (oriented)
edge labelled y.
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For each vertex v of T we call any sequence c of vertices v0 = v, v1,. . . , vk,
where all the oriented edges vi → vi+1 are labelled by x, an x-chain starting
at v (in this case, we say that the length of c is equal to k). An x-chain is
called maximal if it can not be extended to a longer x-chain. If the above
condition is satisfied then for each vertex v of T there exists exactly one
maximal x-chain starting at v. We denote this chain by cx(v, T ) and its
length by lx(v, T ). Maximal y-chains are defined in a similar way and the
corresponding notation should be clear.
Any tree T satisfying (∗) defines a partition of [n] as follows. Con-
sider the maximal x-chain j0(T ) = n, j1(T ),. . . , jk(T ) starting at n (here
k = lx(n, T )). Let us delete all the edges used in this chain. Connected
components of the resulting graph are trees T0, T1,. . . , Tk on some subsets
of [n]. These subsets form a partition [n] = ξ0(T ) ⊔ ξ1(T ) ⊔ . . . ⊔ ξk(T )
(here ξs(T ) stands for the part containing js(T )). Take any p = 0, 1, . . . , k
and consider the maximal y-chain i0,p(T ) = jp, i1,p(T ),. . . , ikp,p(T ) starting
at jp in Tp (here kp = ly(jp, T )). Let us delete all the edges used in that
chain as well. Connected components of the resulting graph are trees Ti,p
(i = 1, . . . , kp) on some subsets of ξp(T ). These subsets form a partition
ξp(T ) = π0,p(T ) ⊔ . . . ⊔ πkp,p(T ).
Definition 9. Let TOS+
2
([n]) be the set of all A-trees satisfiying (∗) and the
following (recursive) conditions:
(i) for all p = 0, . . . , k and s = 1, . . . , kp the end of the maximal x-chain
beginning at is,p(T ) is the maximal element of πs,p(T );
(ii) each of the trees Ti,p obtained after deleting the edges of the maximal
chains (as above) belongs to the set TOS+
2
(πi,p).
Example 2. The following tree T belongs to TOS+
2
(17).
17 15 5 10 1
9
4 7
8
16 11 2 12
14
6 3
13
y y y y
y y y
yx
x
x
x
x
x
x
x
In particular,
lx(17, T ) = 3, ly(17, T ) = 4, cx(5, T ) = (5, 4, 8), π2,0(T ) = {4, 5, 7, 8}.
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Definition 10. Take a forest F on [n] with {x, y}-labelled edges. Let
[n] = π1 ⊔ . . . ⊔ πm
be the partition of [n] defined by connected components F1, . . . , Fm of F .
We denote by F
OS+
2
([n]) the set of all forests F on [n] such that for each s
the tree Fs belongs to TOS+
2
(πs).
Let us explain why ψ(BP2([n])) = FOS+
2
([n]). For b ∈ BLie2([n])), con-
sider the O-tree corresponding to b. Take the unique path in this tree going
from the leaf labelled n to the root. This path contains some internal ver-
tices labelled 1 and some vertices labelled 2 which are split into connected
components by vertices labelled 1. Notice that from the definition of the
mapping ψ it is clear that the vertices labelled 1 correspond to the ver-
tices j0(T ) = n, . . . , jm(T ) of the maximal x-chain starting from n in ψ(b),
and that the chain consisting of vertices labelled 2 between the sth and the
(s+1)th vertex labelled 1 corresponds to the maximal y-chain starting from
js(T ). Now it is easy to see that the maximality conditions correspond to
conditions maxA1 < maxA2 from the definition of BLie2(A). We omit the
further details.
We now want to prove that our monomials span OS+2 (n).
Lemma 8. The monomials corresponding to forests span OS+2 (n).
Proof. Let us prove that any monomial corresponding to a graph with cycles
is equal to zero. We prove this by induction on the length of the shortest
cycle. For a cycle of length two it follows literally from the defining relations.
If a cycle has two adjacent edges labelled x (respectively, y) then we use
the three-term x-relation (respectively, y-relation) to reduce the length of a
cycle. The only remaining case is the case of edges with alternating labels.
But then we use the six-term relation for two adjacent edges and obtain five
monomials, four of which have a cycle of smaller length and the fifth two
adjacent edges with the same labels, and we are done. 
Now let us prove that for any forest G on [n] the monomial mG can be
rewritten as a linear combination of monomials corresponding to forests from
FOS+
2
(n). We use induction on n. Using the inductive hypothesis, we can
immediately derive
Lemma 9. Each monomial mG is equal to a linear combination of monomi-
als mF for forests F consisting of trees that satisfy the following (for some
k, l):
• The vertex with the maximal label has k outgoing edges labelled x
and l outgoing edges labelled y.
• Let us delete these outgoing edges. We will get trees T x1 , . . . , T
x
k , T
y
1 ,
. . . , T yl on some subsets π
x
1 , . . . , π
x
k , π
y
1 , . . . , π
y
l . The condition is
that each of the trees T yj belongs to the corresponding set TOS+
2
(πyj ).
Let us prove that we can fulfil condition (i) of Definition 9 for elements
of y-chains starting from n. It is enough to show this for a single chain. The
proof is by decreasing induction on k+ l and for fixed k+ l by induction on
l. In the first case, the induction base is k+ l = n−1, and all the conditions
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are fulfilled. In the second case the induction base is l = 0, so there are no
y-chains and the conditions are fulfilled as well.
Consider one of the trees T yp . Let us take the maximal element m
y
p of the
set πyp . Denote by v
y
p the endpoint of the x-chain starting at m
y
p. First of
all, we prove that
() modulo the monomials corresponding to the trees sat-
isfying the inductive hypothesis, our monomial is congruent
to a monomial for which n is connected to vyp (and all other
edges remain the same).
This monomial satisfies the maximality conditions for the corresponding
y-chain starting from n.
Consider the vertex v of T yp that is connected to n. Let us take the path
going from that vertex to vyp . Denote vertices of that path by v0 = v
y
p , . . . ,
vr = v. We prove () by induction on r (base being obvious). Indeed, if the
edge vr ↔ vr−1 is labelled y, we use the relation
γyy,nvrvr−1ynvryvrvr−1 = −γyy,vr−1vrnynvr−1yvr−1vr + γyy,vrnvr−1ynvr−1ynvr ,
where for the first monomial r has decreased, while for the second l (and so
k+ l) has increased. If the edge vr ↔ vr−1 is labelled x, we use the relation
γyx,nvrvr−1ynvrxvrvr−1 = −γyx,vr−1vrnynvr−1xvr−1vr+γyx,vrnvr−1ynvr−1xnvr−
− γxy,nvrvr−1xnvryvrvr−1 − γxy,vr−1vrnxnvr−1yvr−1vr + γxy,vrnvr−1xnvr−1ynvr ,
where for the first monomial r has decreased, for the second and the fifth
one k + l has increased, for the third and the fourth monomials k + l is the
same and k has increased, so l has decreased (it may be that some of the
monomials no longer belong to the corresponding set and we should rewrite
them through the our spanning set, but that does not affect k and l).
When we are done, we finish as follows. First of all, we straighten the
“skeleton” consisting of all y-chains starting at n. This can be done in the
same way as for OS+(n), and does not affect the maximality conditions
involving elements of the chains. Then using the same “straightening” pro-
cedure, we replace each monomial by a linear combination of monomials
corresponding to trees where n has at most one outgoing x-edge (the sub-
tree connected to n by the y-edge remains the same). For each monomial
of this kind we take the subtree T˜ (on the vertex set π˜) growing from that
x-edge and rewrite the corresponding monomial as a linear combination of
monomials from TOS+
2
(π˜) (here the ordering of the set π˜ differs from the
induced ordering; we force the label of the vertex connected to n to be the
maximal element of this set). This can be done by the inductive hypothesis,
and the proposition follows. 
5.3. A lower bound for dimOS+2 (n). The proof is completely analogous
to the proof for the case of the algebras OS+(n). We give similar definitions
for the pairing and then define a linear ordering and check the triangularity
property.
Definition 11. Take an element ♯ /∈ I. Define an algebra homomorphism
φIJ : OS
+
2 (I ⊔ J)→ OS
+
2 (I ⊔ {♯})⊗OS
+
2 (J)
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as follows.
φIJ(xij) =


xij ⊗ 1, if i, j ∈ I,
1⊗ xij , if i, j ∈ J,
xi♯ ⊗ 1, if i ∈ I, j ∈ J,
φIJ(yij) =


yij ⊗ 1, if i, j ∈ I,
1⊗ yij, if i, j ∈ J,
yi♯ ⊗ 1, if i ∈ I, j ∈ J.
Lemma 10. For each I, J the homomorphism φIJ is well-defined.
The mappings φIJ obviously satisfy the coassociativity type relations for
the cooperadic cocomposition, so the collection of the dual spaces {OS+2 (n)
∗}
acquires the structure of an operad.
Lemma 11. The binary operations of this operad satisfy the relations of P2.
Thus there exists a mapping τ from P2 to the collection {OS
+
2 (n)
∗}. It
maps the product ⋆ ∈ P2(2) to the linear function dual to 1 ∈ OS
+
2 (2) and
the brackets {,}1, {,}2 to the linear functions dual to x12, y12 ∈ OS
+
2 (2).
Definition 12. Define a pairing
〈·,·〉 : P2(n)⊗OS
+
2 (n)→ Q
by 〈α,m〉 = (τ(α))(m).
The combinatorial description of the pairing goes as follows. Take an A-
forest G and an O-forest F . Define a partial mapping fF ,G from the set of
edges of G to the set of vertices of F as follows. Given an edge e = (i↔ j),
take the leaves i and j of F . If they do not belong to the same component
of F , then the mapping is not defined on e. Otherwise, consider for each of
these leaves the path to the root of the corresponding connected component.
Let κ be the first common vertex of these paths. If the label of κ is 1 and
the label of e is y, or, vice versa, the label of κ is 2 and the label of e is x,
the mapping is not defined on e. Otherwise, fF ,G(e) = κ. The following is
analogous to Proposition 2.
Proposition 5. The value of the pairing 〈αF ,mG〉 is nonzero iff the map
fF ,G is a bijection between the set of all edges of G and the set of all internal
vertices of F . (In this case the value of the pairing is equal to ±1.)
Another way to define this pairing originates from the following Hopf
operad structure on P2.
Definition 13. Let the morphism ∆: P2(2)→ P2(2) ⊗P2(2) be defined
as follows:
∆(⋆) = ⋆⊗ ⋆,
∆({,}1) = {,}1 ⊗ ⋆+ ⋆⊗ {,}1,
∆({,}2) = {,}2 ⊗ ⋆+ ⋆⊗ {,}2.
Extend ∆ by the rule ∆(a ◦ b) = ∆(a) ◦∆(b).
Lemma 12. The (coassociative) morphism ∆ is well-defined.
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It follows that each vector space P2(n)
∗ possesses the structure of an
associative algebra.
Fix the following notation for the operations:
ε : a1, . . . , an 7→ a1 ⋆ a2 ⋆ . . . ⋆ an,
αij : a1, . . . , an 7→ {ai, aj}1 ⋆ a1 ⋆ . . . ⋆ aˆi ⋆ . . . ⋆ aˆj ⋆ . . . ⋆ an,
βij : a1, . . . , an 7→ {ai, aj}2 ⋆ a1 ⋆ . . . ⋆ aˆi ⋆ . . . ⋆ aˆj ⋆ . . . ⋆ an.
Definition 14. Define the pairing
〈·,·〉 : P2(n)⊗OS
+
2 (n)→ Q
as follows. Let 〈ε, 1〉 = 〈αij , xij〉 = 〈βij , yij〉 = 1, and let 〈αF ,mG〉 = 0 for
all other pairs (F ,G) where G has at most one edge. Extend this pairing to
all mG , putting 〈λ, gh〉 = 〈∆(λ), g ⊗ h〉.
Lemma 13. This pairing is well defined, i.e., it vanishes on all the (operadic
and algebraic) relations.
Proposition 6. We have dimOS+2 (n) ≥ (n+ 1)
n−1.
Proof. As in the Poisson case, we begin with the definition of a linear order-
ing of F
OS+
2
(n) (and thus a linear ordering of BP2(n) via the bijection ψ).
After that we show that the matrix of the pairing is upper triangular with
nonzero entries on the diagonal and thus non-degenerate.
Take two monomials mG1 and mG2 such that each Gi is a forest of trees
of TOS+
2
-type. For each of these forests, its connected components define a
partition of [n]. We say that the first element is greater than the second if the
corresponding partition is greater with respect to the ordering <p. Hence
it remains to define the ordering for the forests such that the corresponding
partitions are actually the same partition [n] = A1 ⊔ . . . ⊔Ak. Assume that
the subsetsAl are reordered in such a way that maxA1 < maxA2 < . . . < maxAk.
We define the ordering for two trees on the same set of vertices, and then
compare the trees on the subset A1, the trees on the subset A2,. . . , the trees
on the subset Ak. If at some comparison steps the corresponding trees are
not equal, we take the first such step and say that the greater monomial is
the one having the greater tree on this step.
The ordering is more complicated than in the case of the Poisson operad.
For n = 2 we just fix any of two possible orderings. Assume that n > 2 and
take two trees T and T ′ on the same vertex set A of cardinality n. Now we
introduce the recursive ordering procedure.
Fix some ordering on the subsets extending the inclusion ordering and
denote this ordering by ≺. Denote also by <dl the degree-lexicographic
ordering of finite sequences of integers (s1 <dl s2 if either the length of s1 is
less than the length of s2 or the lengths coincide, and s1 is lexicographically
less than s2; for example, an empty chain is less than any other chain).
In the following definition we use the notation introduced in Section 5.2.
• Let T ′ < T if cx(n, T
′) <dl cx(n, T ). (Thus we can assume in further
comparisons that cx(n, T ) = cx(n, T
′).)
• Let k = lx(n, T ) = lx(n, T
′) and (j1, . . . , jk) = cx(n, T ) = cx(n, T
′).
Let T ′ < T if ξk(T
′) ≺ ξk(T ). (Thus we can assume in further
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comparisons that ξk(T ) = ξk(T
′).) Let ζk(T ) ⊂ [n] be the set of
indices involved in cy(jk, T ).
• Assume that the subtree Tk contains no edges labelled x. (Thus
ζk(T ) = ξk(T ).) Let T
′ < T if
cy(jk, T
′) <dl cy(jk, T ).
If the latter chains coincide, let T ′ < T if T ′− < T−, where the trees
T−, T
′
− are obtained from T and T
′ by deleting the edge jk−1 ↔ jk
and the subtree growing from jk. (Thus if Tk does not contain x-
edges, the comparison procedure stops.)
If the subtree Tk contains some edges labelled x, consider the
maximal element µ(T ) of ξk(T ) \ ζk(T ). Suppose that it belongs to
πα(T ),k. Then cx(iα(T ),k, T ) ends in µ(T ) by definition.
• Let T ′ < T if
cx(iα(T ′),k, T
′)rev <dl cx(iα(T ),k, T )
rev,
where the superscript rev means the same sequence in reverse order
(the first element becomes the last etc.). (Thus we can assume in
further comparisons that cx(iα(T ′),k, T
′) = cx(iα(T ),k, T ).)
• Let T ′ < T if πα(T ),k ≺ πα(T ′),k. Notice that the the smaller subset
corresponds to the greater tree. (Thus we can assume in further
comparisons that πα(T ),k = πα(T ′),k.)
• Let T ′ < T if T ′
α(T ′),k < Tα(T ),k, where Tα(T ),k and T
′
α(T ′),k are the
subtrees growing from iα(T ),k = iα(T ′),k in T and T
′. If these subtrees
coincide, let us delete them (leaving iα(T ),k = iα(T ′),k in their place),
obtaining trees Tα(T ),k and T ′α(T ′),k.
• Finally, let T ′ < T if T ′α(T ′),k < Tα(T ),k.
It is clear that this comparison procedure leads to a certain linear ordering.
Consider the matrix of the pairing (whose rows and columns are ordered
according to our ordering). We prove that 〈αF ,mG〉 = 0 if F < ψ
−1(G).
It is clear from the definition that 〈αF ,mG〉 = ±1 if F = ψ
−1(G). It will
follow that our matrix is triangular with ±1’s on the diagonal and hence
non-degenerate.
First of all, from the combinatorial definition of the pairing it is evident
that the pairing vanishes if the partitions of [n] defined by the forests F and
G are distinct. So we can concentrate on the case of coinciding partitions
[n] = A1 ⊔ . . . ⊔ Ak. As above, we can assume (without loss of generality)
that maxA1 < maxA2 < . . . < maxAk, and it is enough to prove that
〈αT ′ ,mT 〉 = 0 for an O-tree T
′ and an A-tree T (on the same vertex set)
such that ψ(T ′) < T . Let us denote T ′ = ψ(T ′). Thus we have T ′ < T . To
make the notation simpler, we assume that the common vertex set of T and
T ′ is [n].
Let us trace the comparison procedure. Consider the path in T ′ from
its leaf n to the root. Let αT ′ = {b1, {b2, . . . {br, an}ǫr . . .}ǫ2}ǫ1 , where
bα ∈ BLie2(ωα) and ǫα ∈ {1, 2}. From the definition of ψ we see that
r = lx(n, T
′) +
lx(n,T ′)∑
p=0
ly(jp(T
′), T ′),
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and the number of 1’s among ǫi’s is exactly lx(n, T
′). Moreover, the parti-
tions [n] =
⊔
πq,p(T
′) and [n] = {n} ⊔
⊔
ωα actually coincide (up to rear-
ranging the parts). Let us denote by Vn = V
1
n ⊔ V
2
n the subset of vertices
(labelled by 1, 2 resp.) in T ′ that belong to the path from the root to n.
Consider the numbering
ord: Vn → {1, . . . , r}
that corresponds to the order of vertices in the path from the root to n (if
v is closer to the root than w, then ord(v) < ord(w)). For a vertex v ∈ V 1n
with ord(v) = α, we have |ωα| = 1.
Remark 4. Consider the map fT ′,T . This map takes the edge i ↔ j
to Vn if and only if i ∈ ωα, j ∈ ωβ and α 6= β. In this case, we have
ord(fT ′,T (i↔ j)) = min(α, β).
Recall that if 〈αT ′ ,mT 〉 6= 0 then fT ′,T should be a bijection. This simple
observation is actually crucial in our proof.
The same arguments as for the Poisson operad show that all the images
of edges of cx(n, T
′) belong to V 1n and ord(fT ′,T (jp ↔ jp+1)) decreases as p
increases. Thus if cx(n, T
′) <dl cx(n, T ) then 〈αT ′ ,mT 〉 = 0.
Suppose the comparison procedure for T and T ′ stops on the second step.
Since fT ′,T should be a bijection, all images of Tk’s edges should belong to the
O-subtree growing from the vertex vk in Vn with ord(vk) = ly(jk(T
′), T ′)+1,
i.e. the vertex in V 1n that is closest to the root. This contradicts the condition
ξk(T
′) ≺ ξk(T ), and therefore 〈αT ′ ,mT 〉 = 0.
The third and fourth steps are similar to the first one; we just repeat the
arguments for the Poisson operad (in the case of the third step we apply
the Poisson operad argument to y-chains starting at jk in both trees, while
in the case of the fourth step we use that argument for x-chains starting at
µ(T )).
Suppose that the comparison procedure stops on the fifth step. This
means that there exists an element s ∈ πα(T ′),k \ πα(T ),k. Suppose that
µ(T ) = µ(T ′) belongs to the set of leaves of ωα0 . Consider the shortest path
s0 := µ(T )↔ s1 ↔ . . .↔ sl = s
in the tree T starting at µ(T ) and ending at s. Clearly, its first segment
s0 ↔ . . . ↔ sl1 coincides with cx(iα(T ),k, T )
rev. Notice that the set of all
edges si ↔ si+1 that are taken to Vn by fT ′,T is not empty (for example,
this is true for i = l1). Let l1, . . . , lq be the numbers of these edges. For each
p = 1, . . . , q − 1, images of all edges in the segment slp+1 ↔ . . . ↔ slp+1−1
belong to the O-subtree corresponding to the monomial bαp (for some ver-
tex αp ∈ Vn). On the other hand, images of all edges of the segment
slq+1 ↔ . . .↔ sl belong to the O-subtree bα0 . Thus
ord(fT ′,T (slp ↔ slp+1)) = min(αp, αp+1)
(we set αq+1 := α0). Now the vanishing property for the fifth step of the
ordering follows from the following elementary lemma.
Lemma 14. Let d0, d1, . . . , dq (q > 1) be any sequence of numbers with
d0 = dq and let ek := min(dk−1, dk), k = 1, . . . , q. Then the numbers ek
cannot be all distinct.
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Now we can use the inductive hypothesis in the last comparison step to
finish the proof of triangularity. 
The upper and the lower bound together imply our main result:
Theorem 6. (1) For each n the algebras OS+2 (n) and P2(n)
∗ (with the
product given by the Hopf structure on the bi-Hamiltonian operad)
are isomorphic.
(2) The dimension of OS+2 (n) is equal to (n+ 1)
n−1.
(3) The basis in this algebra is naturally indexed by forests from FOS+
2
(n).
Using character formulae from [3], one immediately has
Corollary 3. The SL2-character of OS
+
2 (n) (for the SL2-action arising
from the natural action on the set of generators) is equal to
n−1∏
k=1
(1 + kq + (n− k)q−1).
We refer the reader to [3] for the formulae for the Sn × SL2-characters.
Using our monomial bases, one can easily compute the Hilbert series of
our algebras. The proof is straightforward and therefore omitted.
Proposition 7. The Hilbert series of OS+2 (n) is equal to (1 + nt)
n−1.
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