Abstract. In this paper we study numerical behavior of several iterative Krylov subspace solvers applied to the solution of large-scale saddle point problems. Two main representatives of segregated solution approach are analyzed: the Schur complement reduction method based on the elimination of primary unknowns and the null-space projection method which relies on a basis for the subspace described by the constraints. We show that rounding errors may considerably influence the behavior of resulting inexact schemes and depending on their actual implementation we estimate the maximum attainable accuracy of the approximate solutions computed in finite precision arithmetic.
1. Introduction. We want to solve a saddle point system which is in fact the symmetric indefinite system with 2 × 2 block structure
A B B
T 0
where the diagonal n × n block A is symmetric positive definite and the n × m offdiagonal block B has full column rank. Saddle point problems have recently attracted a lot of attention and appear to be a time-critical component in the solution of largescale problems in many applications of computational science and engineering. A large amount of work has been devoted to a wide selection of solution techniques varying from the fully direct approach, through the use of iterative stationary or Krylov subspace methods up to the combination of direct and iterative techniques including preconditioned iterative schemes. For the excellent survey on applications, methods and results on numerical solution of saddle point problems we refer to [2] and numerous references therein. Significantly less attention however has been paid so far to the numerical stability aspects. In this paper we concentrate on the numerical behavior of schemes which compute separately the unknown vectors x and y (or their approximations x k and y k ): one of them is first obtained from a reduced system of a smaller dimension and once it has been computed, the other unknown (or approximate solution) is obtained by back-substitution solving (exactly or inexactly) another reduced problem. The main representatives of such segregated approach are the Schur complement reduction method and the null-space projection method. In this paper we analyze such algorithms which can be interpreted as iterations for the reduced (Schur complement or projected) system but compute the approximate solutions x k and y k to both unknown vectors x and y simultaneously.
The Schur complement reduction method uses the block factorization of the saddle point matrix in the form
T 0 = I 0
where the matrix −B T A −1 B is the Schur complement of A in (1.1). Such decomposition leads to solving the resulting block (upper) triangular system 2) which is nothing just a block Gaussian elimination applied to the original system (1.1).
The block triangular system (1.2) is solved first by computing the unknown y (or its approximate solution y k ) from the symmetric positive definite Schur complement system of order m and then by computing the unknown x (or its approximation x k ) from a system of order n with the symmetric positive definite matrix A. This approach leads to explicit formula for the unknown vector x x = A −1 (f − By).
( 1.3)
The null-space projection method is based on the projection of the first equation in (1.1) onto the null-space N (B T ) and onto its orthogonal complement R(B), respectively. According to the second equation of (1.1) the unknown x belongs to N (B T ) and therefore we get the block (lower) triangular system
where Π = B(B T B) −1 B T denotes the orthogonal projector onto R(B). This triangular system is solved by back substitution, where we first compute the unknown x (or its approximate solution x k ) from the projected system of order n with the symmetric positive semi-definite matrix (I − Π)A(I − Π). Once it has been computed, the unknown y (or its approximation y Our work is motivated by the question what is the best accuracy we can get from saddle point schemes solving either (1.2) or (1.4) when implemented in a finite precision arithmetic. It is well-known fact that there is a limitation to the accuracy of the computed approximate solutions which does not decrease below a certain level, usually called the maximum attainable or limiting accuracy level. We analyze the influence of inexact solution of the reduced system (1.3) or (1.5), respectively, on the maximum attainable accuracy measured in terms of the A-norm of the computed approximate solutionx k , in terms of the B T A −1 B-norm or the B T B-norm of the computed approximate solutionȳ k as well as we estimate the ultimate norm of the (true) residual vectors f − Ax k − Bȳ k and −B Tx k . Our results show that due to rounding errors and due to the inexact solution of inner systems the limiting accuracy of true residuals obtained by evaluation of the above definitions may significantly differ for various implementations of formulas for computing x k or y k , while the maximum attainable accuracy levels remain approximately the same, when measured in terms of the errors of x −x k and y −ȳ k , respectively. For distinction, we denote quantities computed in finite precision arithmetic by bars. We assume that the usual rules of a well-designed floating-point arithmetic hold, and use occasionally the notation fl(·) for a computed result of an expression. The machine precision is denoted by u. In particular, for a matrix-vector multiplication the bound fl (Ax) − Ax ≤ O(u) A x is used, where x denotes the 2-norm of the vector x; for a general matrix A we make use of the spectral norm A and the corresponding condition number κ(A). For a symmetric positive definite matrix A, x A denotes the A-norm of the vector x. Finally, we apply the O-notation when suitable.
2. Schur complement reduction method. In this section we will discuss algorithms which compute simultaneously approximations x k a y k to the unknowns x and y that fulfill ideally (in exact arithmetic) the first equation of (1.1), i.e. the schemes satisfying the identity
It is immediately clear from (2.1) that the residual vectors have the first block component equal to zero 0 r
This property also implies that the A-norm of the first block component of the error x − x k is equal to the B T A −1 B-norm of the second block component y − y k . Indeed it follows from the first equation of (2.2) that
Our goal here is not to survey all existing schemes based on (2.1) but to analyze the numerical behavior of three implementations which use different formula for the approximate solution x k . More precisely, without specifying any particular method we assume that we have computed the approximate solution y k+1 and the residual vector r (y) k+1 (defined also in the second block component of the (whole) residual in (2.2)) to the Schur complement system −B T A −1 By = −B T A −1 f using the recursions
with r
We will distinguish between three mathematically equivalent implementations with the following formulas for the approximate x k+1 computed from (2.1)
6)
7) The resulting algorithms are then summarized in Figure 2 .1. These schemes have been used and studied in the context of numerous applications, including various variants of the classical Uzawa algorithm, two-level pressure correction approach or inner-outer iteration method for solving (1.1); see e.g. the schemes using (2.6) in [8] , (2.7) in [14, 1] or (2.8) in [6, 7] , respectively. The success of algorithms for solving the block triangular system (1.2) depends on the availability of good approximations to the inverse of the block A or more precisely on the availability of the approximate solutions to systems with the matrix A in formulas (2.6)-(2.8). Our analysis is based on the assumption that every solution of a symmetric positive definite system with the matrix A is replaced by an approximate (inexact) solution produced by an arbitrary (frequently iterative) method such that the computed approximate solution is an exact solution of the system with the same right-hand side vector but with a perturbed matrix A + ∆A. We always assume that the relative norm of the perturbation matrix is bounded ∆A ≤ τ A , where τ is a parameter measuring the level of inexactness in the computation. Throughout the paper we will assume that the perturbation ∆A does not exceed the limitation given by the distance of A to the nearest singular matrix. We put restriction on the parameter τ such that τ A < σ min (A) which leads to the natural assumption in the form τ κ(A) ≪ 1. Note that if τ = O(u) then we have a backward stable method for solving the positive definite system with A. Several analyses of various inexact methods have been proposed; see e.g. the analysis of inexact Uzawa algorithms [8, 6, 7] . These papers provide mainly asymptotic convergence results (the analysis of a convergence delay) for inexact algorithms provided that the approximation to A −1 is of sufficient accuracy, while in this paper we concentrate on the numerical behavior and estimate the maximum attainable accuracy of computed approximate solutions.
2.1. Behavior in finite precision arithmetic. In this section we discuss the maximum attainable accuracy of the computed approximate solutionsx k andȳ k , measured in terms of the A-norm of the error x −x k and in terms of the B T A −1 Bnorm of the error y −ȳ k . Indeed for the errors x −x k and y −ȳ k we have
Since in finite precision arithmetic the residual f −Ax k −Bȳ k is no longer zero, instead of the identity (2.3) we get
The difference between the first and the second block component of the error can be measured by the norm of the (true) residual f − Ax k − Bȳ k . Based on (2.10) we can formulate the following proposition. Theorem 2.1. The A-norm of the error x −x k can be bounded as
where
are constants independent on the iteration step k. Proof. It follows from (2.10) for the A-norm of the error x −x k that
The B
T A −1 B-norm of the error y −ȳ k can be bounded after some manipulation as 13) and this bound together with (2.12) completes the proof of the statement. The first term on the right-hand side should be zero in exact arithmetic and it describes how well the computed approximate solutionsx k andȳ k satisfy the first equation (2.1). The second term is related to the residual in the Schur complement system B T A −1 By = B T A −1 f and in exact arithmetic it should converge to zero. In the following we will give some computable bound for the second term, which is essentially the true residual in the Schur complement system
It is a well-known fact that there is a limitation in the accuracy of the true residual obtained directly from the computed approximate solutionȳ k . It is also known that the residual vectorr (y) k computed recursively via (2.5) usually converges far below the level of machine precision. The analysis of Greenbaum [11] shows that for the methods based on coupled two-term recursions, the gap between the true and updated residual depends on the largest residual or error norm computed during the convergence. For the error (or residual) norm minimizing methods and/or for the monotonically converging methods the growth in the norm however does not occur and in such cases the actual (true) residual norm will reach the level corresponding to a backward stable solution of the system. We can formulate the following theorem. Theorem 2.2. The true residual
Bȳ k of the approximate solution y k computed from the Schur complement system can be bounded as
whereȲ k is defined as a maximum norm over all computed approximate solutions
The proof is similar to the one used by Greenbaum in [11] (see also [10] ), who estimated the gap between the true and the recursively computed residual for various methods based on two-term recursions. The difference is that we assume that every solution of a symmetric positive definite system with the matrix A is replaced by an approximate (inexact) solution, interpreting the computed result as an exact solution of a perturbed problem with a relative perturbation bounded by the parameter τ . It is relatively easy to obtain the bound for the gap between the initial residuals −B T A −1 f +B T A −1 By 0 −r 
k is the direction vector computed with the backward error bounded by τ
Multiplying the equation (2.14) by B T A −1 B, substituting (2.16) into the recurrence (2.15) and subtracting these two equations we get the recurrence
The norm of the vectorᾱ kp 
Using (2.16), the bound on ᾱ kp (y) k and some elementary manipulation we can estimate the termᾱ k (B
Considering (2.5), (2.17) and the induction assumption on −B
k (similarly to one used in [11] ) we obtain the bound for the error vector ∆r
which proves the statement of the theorem. Note that we used the bound for x 0 and the bound (2.17) for ᾱ kp
in terms of f andȲ k . However, these bounds are large overestimates which can be avoided using only the estimate
}. Similarly to Greenbaum [11] we have shown that the gap between the true and the updated residual is proportional to the maximum norm of approximate solutions computed during the whole iteration process. Since the Schur complement system is symmetric positive definite, the error (or residual) norm converges (frequently monotonically) for the most iterative methods like the steepest descent, the conjugate gradient, conjugate residual method or other error/residual minimizing methods (with respect to any positive definite norm) and becomes at least orders of magnitude smaller than the norm of the initial approximation y 0 without exceeding this limit. In such cases, the quantityȲ k does not play an important role in the bound, and it can be usually replaced by y 0 or a (small) multiple of y . As we have already noted, the main difference with respect to the analysis of Greenbaum is that multiplication with A −1 is replaced at every iteration step by an (inexact) solution of the system with the matrix A such that it can be interpreted as the exact application of the matrix (A + ∆A k ) −1 , where the perturbation matrix ∆A k changes in every step k. It is not entirely clear whether we can interpret the process with varying perturbation matrices ∆A k into a computation with a fixed perturbation ∆A. However, if the whole computation could be interpreted using a general perturbation matrix ∆A satisfying ∆A ≤ τ A then the analysis could be much easier. The theory of Greenbaum could be then directly applied to the first term in the right-hand side of the bound
This term would be then or order
1−τ κ(A)Ȳ k , while the second term in the right-hand side would be of the order of
which is in a good agreement with the statement of our Theorem 2.2. This concept is very similar to the notion of inexact Krylov subspace methods developed in [17] and/or [18] (in particular see the subsection 8 of [17] devoted to solving saddle point systems). It follows from Theorem 2.2 that the recursively computed residualr
Bȳ k , provided we are above the (maximum attainable accuracy) level given by the bound in Theorem 2.2. Therefore its norm represents an easily computable quantity for the second term on the righthand side of the bound (2.11). In the following we will estimate the first term in (2.11) related to the true residual f − Ax k − Bȳ k defined in (2.9). We will show that this quantity depends on the actual implementation of the formula forx k and we will distinguish between three algorithms using (2.6), (2.7) or (2.8), respectively. We will see that, no matter which implementation we use, the residual −B T A −1 f +
Bȳ k is a dominating quantity in (2.11). In the case thatr
k is above its level of maximum accuracy, the A-norm of the error x −x k can be thus well approximated (by above) and monitored during the convergence by the quantity γ 2 r (y) k or its estimate. The similar can be said also for the B T A −1 B-norm of the error y −ȳ k , see the proof of Theorem 2.1, in particular the bound (2.13).
The approximate solution computed by a direct substitution.
In this subsection, we assume that the approximate solutionx k is computed by a direct substitution of the approximate solution into (2.1), i.e. we use the formula (2.6). The computed approximate solutionx k satisfies the equality
Note that the perturbation matrices ∆A k are different from those defined in previous subsection, but we will keep the same notation for simplicity. A similar approach will be applied also in section devoted to the null-space approach where we will use a general notation ∆B k in all subsections. In the following we give bounds for the residual defined for the whole system (2.2). Taking into account (2.11) we treat both its components separately and we give an estimate for the first component of the (true) residual defined as f − Ax k − Bȳ k . In addition, we will show that the updated residualr 
The gap between the second block component of the true residual −B Tx k and the recursively computed residualr (y) k can be bounded as follows
}. Proof. The first result follows from (2.18) and the relation for the true residual 
The statement of Theorem 2.2 together with (2.21) gives the second result (2.20) . Indeed when the recursively computed residualr
converges ultimately below the machine precision level, the true residual −B Tx k can be bounded by the term proportional to the parameter τ measuring the inexactness of solving the systems with the matrix A. The norm of f − Ax k − Bȳ k can be unconditionally bounded by the term proportional to τ dominating other terms proportional to the machine precision u. Both true residuals of approximate solutions computed by the algorithm using the direct substitution (2.6) thus will not decrease below a level given by the parameter τ , which can be much larger than the level O(u) which essentially describes the effects of rounding errors in the computation.
The updated approximate solution.
In this subsection we analyze the implementation with the update for x k+1 in the form (2.7). It is clear that this algorithm requires only one matrix-vector multiplication with A −1 , or in other words, only one system with the matrix block A is solved per each iteration step. Indeed, we compute (only) the direction vector p
k , which appears in computation of the residual vector r
anyway. As we will see now, in finite precision arithmetic this algorithm guarantees that the second block component of the true residual −B Tx k will ultimately reach the level of machine precision O(u). This happens despite the fact that the systems with the matrix block A are computed inexactly with the parameter τ frequently much larger than O(u). We can prove the following theorem. Theorem 2.4. The first block component of the true residual satisfies the bound
The norm of the gap between the second block component of the true residual −B Tx k and the updated residualr
can be estimated as
whereX k is defined now as a maximum norm over all computed approximate solutions
Proof. The computed approximate solutionx k+1 satisfies
Substituting recurrently (2.23) and (2.14) into the relation for the true residual
we obtain the following bound for its first block component
In fact here we reformulate the main result of Greenbaum [11] (Theorem 2.2) and heavily use the fact that computed direction vectorsp (2.17) . Using all these results we get
Further, we use the estimates ∆x k+1 ≤ O(u)X k+1 and ᾱ kp
Summarizing, we get the result for the first block component of the true residual. The gap between the true residual −B Tx k+1 and the recursively computed residualr
and it leads to the expansion containing just the local errors ∆x i+1 , ∆y i+1 and the initial gap −B Tx 0 −r
Taking norms, considering the bounds on ∆x k+1 , ∆y k+1 , (2.15) and the relation r is considerably better than that obtained for the implementation where the approximate solution is computed by a direct substitution (2.6). In contrast to the bound (2.20) in Theorem 2.3, it does not depend on the parameter τ . Provided that the updated residual converges below the machine precision levelr (y) k , the second block component of the true residual −B Tx k will stagnate on the level proportional to the machine precision u and the second block equation of (1.1) will be satisfied to working accuracy.
2.4.
The approximate solution computed with a corrected direct substitution. The third possible formula for computation of the approximate solution can be derived by a correction of the formula (2.6), which actually leads to the update (2.8). This algorithm however requires a solution of two systems with matrix block A. In this subsection we estimate the gap between the true and updated residual for the second block component and also show that numerical behavior of this scheme is very similar to the behavior of classical stationary iterative methods described and analyzed by Higham, see his book [12] . We prove that the first block component of the true residual f − Ax k − Bȳ k under certain conditions ultimately converges to the level proportional to the machine precision level u, which is significantly smaller than those for previous two implementations which depend on the parameter τ . Theorem 2.5. Provided that for sufficiently large k is ȳ k+1 −ȳ k ≤ O(u)Ȳ k+1 , there exists an iteration step k 0 such that the first block component of the true residual is bounded by
for all steps k ≥ k 0 . The norm of the gap between the true residual −B Tx k and the recursively updated residualr (y) k can be estimated as follows
Proof. The computed approximate solutionx k+1 satisfies the relation
where the (direction) vectorū k is the exact solution of a perturbed system such that
The true residual f − Ax k+1 − Bȳ k+1 can be using (2.26) and (2.27) recursively expressed in the form similar to stationary iterative methods
. From a recursive use of the recurrence (2.28) we obtain
Taking norms, using the relation ᾱ ip
−1 < 1. This leads to the inequality
For the norm of the vector h k+1 it further follows that
It is easy to see that for sufficiently large k the first term in the right-hand side of the bound (2.29) will decrease far below the machine precision level, while the second term will be at most O(u) B Ȳ k+1 for all steps k starting from some index k 0 . Summarizing, for sufficiently large iteration step k ≥ k 0 we have the bound
The second statement can be proved by considering the following expression
The first term on the right-hand side can be estimated using Theorem 2.2. The second term can be using (2.27) bounded as follows,
which together with the bound on ū k completes the proof of the theorem. The bound (2.24) is significantly better than its counterparts (2.19) and (2.22) in previous subsections. The proof of Theorem 2.5 describes that the residual f −Ax k −Bȳ k will ultimately reach the machine precision level provided that the matrix G k · · · G 1 converges to zero. As soon as iteratesȳ k start to stagnate on their limiting accuracy level, the rate of convergence of this stationary iteration process is bounded by the factor τ κ(A) 
T and the approximation y k solves the least squares problem associated with the first block equation of (1.1) minimizing the norm of the residual f − Ax k − By k , i.e.
The (whole) residual vector has then the second block component equal to zero and the first block component satisfies
which also means that the vector r
k+1 (which is the first block component of the whole residual defined in (3.2)) to the system (I − Π)A(I − Π)x = (I − Π)f using the recurrence formulas
where p solves the least squares problem Bp
k minimizing the associated residual
This residual update strategy was proposed in [9] (see also [4] ) and it is used to reduce the roundoff errors in the projection onto N (B T ) with the matrix I −Π. Note that the vectors p (y) k can be with no additional cost used as the direction vectors for computing the approximate solutions
In addition we will distinguish between three other mathematically equivalent formulas for y k+1 solving the least squares (3.1)
where B + is the Moore-Penrose pseudoinverse of B. The resulting schemes are then fully described in Figure 3 .1. The pseudoinverse B + is applied by solving the least squares problem with the matrix block B. Since this problem is not solved exactly in practical computations, we will use the assumption that the computed solution v of the least squares problem Bv ≈ c is an exact solution of a perturbed problem (B + ∆B)v ≈ c + ∆c with max { ∆B / B , ∆c / c } ≤ τ . The parameter τ again represents the measure for inexact solution of least squares problems with B here. This can be achieved in practice in many different ways considering the inner iteration loop solving the associated system of normal equations, the augmented system formulation or solving the least squares problem directly using the appropriate stopping criterion. Similar inexact schemes have been considered also in the context of the constraint preconditioners applied to saddle point problems (see e.g. [5, 13, 16, 15] ). Throughout the paper we will assume τ κ(B) ≪ 1 which guarantees B + ∆B to have a full column rank which also allows us to use some results from the perturbation theory (see [20] and/or Lemma 19.8 in [12] ), namely the inequalities
.
Similarly to the Schur complement approach in the following subsections we will analyze the numerical behavior of the schemes given in Figure 3 .1 and estimate their maximum attainable accuracy.
3.1. Behavior in finite precision arithmetic. In this subsection we look at the maximum attainable accuracy of the computed approximate solutionsx k measured in terms of the A-norm of the error x −x k and the maximum attainable accuracy of the computed approximate solutionsȳ k in terms of the B T B-norm of the error y −ȳ k , respectively. Similarly as in the Schur complement approach, we can use the identity (2.9) to obtain the bound for B T B-norm of the error y −ȳ k
The bound for the A-norm of the error x−x k was given first in [15] and it is formulated (in a somewhat different form) in the following proposition.
Theorem 3.1. The A-norm of the error x −x k can be bounded as
Dividing both sides of previous inequality by x −x k A gives the result. The first term of the bound given in the previous theorem should be zero in the exact arithmetic. However, in the finite precision arithmetic, the computed approximation x k does not belong to the null-space of B T . Its departure from the N (B T ) is mainly due to the inexactness in the computation of the direction vectorsp k is the residual computed recursively via the update (3.4). Since (I − Π)(f − Ax k ) = (I − Π)(f − Ax k − Bȳ k ) (for anyȳ k ) we can write the inequality
is the first block component of the gap between the true and recursive residuals (see the expression (3.2)). As we have already noted, the vector p 
whereȳ k are the approximate solutions computed by the update (3.5) andX k ≡ max i=0,...,k x i . Proof. The computed approximationsx k+1 andȳ k+1 satisfy the relations
Using the inequalities ᾱ kp
}. For the recursively computed residualr
k+1 , we haver
This estimate can be rewritten using (3.14) and (3.15) as ∆r
The use of formulas (3.12), (3.13) and (3.16) leads to the recursive expression for the gap between the true and recursively updated residuals
Taking the norms and considering the bounds (3.14), (3.15) and (3.17) we get after some manipulation the bound
We can prove by the induction on k the bound in terms ofX
The quantityȲ k in (3.18) can be bounded further using (B + ∆B 0 )ȳ 0 ≈ fl (f − Ax 0 ) + ∆c 0 , ∆B 0 ≤ τ B , ∆c 0 ≤ τ fl (f − Ax 0 ) and
Using our assumption on residual norms r (x) k we obtain the following bound
We have shown that the residualr
k+1 is a good approximation to the true residual f − Ax k+1 − Bȳ k+1 , where the vectorsȳ k+1 are defined here asȳ k+1 = f l(ȳ k +p (y) k ). Note that this result was proved independently of the fact that the direction vectors p (y) k are computed solving the least squares (3.5) inexactly. Note that the parameter τ which can be significantly larger than O(u) (τ = O(u) corresponds to a backward stable solution of (3.5)). In addition, the projection of the residualr (x) k onto N (B T ) is a good approximation to the true one (I −Π)(f −Ax k ), provided that we are above the limiting accuracy level which is proportional to the machine precision u. Therefore, no matter which implementation of the formula forȳ k we use (we do not use the vector p (y) k for computing y k+1 in formulas (3.6)-(3.8) and use it only for solving the least squares problem (3.5)) the residual −B Tx k will become ultimately a dominating quantity in (3.10), since it is (always) proportional to τ . Roughly speaking, the reason for this is given by inexact solution of the least squares problem (3.5), which in ideal case seeks rather for the approximate solution satisfying −(B + ∆B k ) Tx k = 0. Previous property clearly implies that − B Tx k ≈ τ B x k . In the case thatr (x) k is above its level of limiting accuracy (i.e. it is larger than O(τ )), the A-norm of the error x −x k is then well approximated by δ 2 (I − Π)r (x) k . An analogous statement can be drawn considering the estimate (3.9) also for the B T B-norm of the error y −ȳ k .
The approximate solution computed by a direct substitution.
In this subsection we analyze the implementation using the formula (3.6), where y k is computed from the least squares problem with the matrix B and the directly computed right-hand side vector f − Ax k . The computed approximationȳ k is then a solution of the perturbed least squares problem
with the perturbed data satisfying ∆B k ≤ τ B and ∆c k ≤ τ fl (f − Ax k ) . We show now that the projected updated residual (I − Π)r
is a good approximation of the true residual f − Ax k − Bȳ k provided that it is above its level of maximum attainable accuracy. Its magnitude is given in the following theorem. can be bounded by
Proof. Substituting from (3.20) it follows for the true residual
Taking the bound (3.20) , the bounds on B[B + − (B + ∆B k ) + ], (B + ∆B k ) + and using Theorem 3.2 gives the desired result. The true residual f − Ax k − Bȳ k of approximate solutions computed using the formula (3.6) will not decrease below a level proportional to the parameter τ , while the projection of the updated residual (I − Π)r 3.3. The updated approximate solution. The situation will not be significantly better with the implementation where for computing the approximate solution y k+1 we use the update (3.7). We can formulate the following theorem. 
Proof. The computed vectorȳ k+1 satisfies the relationȳ k+1 =ȳ k +ᾱ kq (y) k + ∆y k+1 , with ∆y k+1 ≤ O(u)Ȳ k+1 , where the direction vectorq (y) k is the solution of the perturbed least squares problem
Substituting the expressionȳ k+1 =ȳ k +ᾱ kq (y) k + ∆y k+1 and the expression (3.12) for Considering the relation (3.21) we can write the vector ΠAp
Hence the norm of the projection Π(f − Ax k+1 − Bȳ k+1 ) can be bounded as
Using the relation forȳ 0 in the form
Combining with (3.22) and using the statement of Theorem 3.2 we get the result. We have shown that using the formulas (3.6) or (3.7) leads to very similar results. Indeed the true residual f − Ax k − Bȳ k will stagnate on the level proportional to the parameter τ , which measures an inexact solution of the least squares problem (1.6).
3.4.
The approximate solution computed with a corrected direct substitution. In this subsection we analyze the algorithm with formula (3.8) requiring a solution of two least squares problems with the matrix block B. We show that the behavior of this algorithm is similar to the algorithm using the update
k is the least squares solution of (3.5). Indeed we prove that the true residual f − Ax k − Bȳ k under certain assumptions converges ultimately to the O(u) level. The difference is here that while the result in Theorem 3.2 holds without any additional conditions, here we have a proof only for a sufficiently large iteration step k leading to an analogous statement to those which describe the behavior of stationary iterative methods (see the corresponding chapter in [12] ). Theorem 3.5. Provided that for sufficiently large step k the computed approximate solutionx k stagnates, i.e. we have x k+1 −x k ≤ O(u)X k+1 , then there exists some iteration step k 0 such that
Proof
k ≈ fl (f − Ax k+1 − Bȳ k ) + ∆c k with the relative size of perturbations less or equal to τ , i.e. ∆B k ≤ τ B and ∆c k ≤ τ fl (f − Ax k+1 − Bȳ k ) . For the residual f − Ax k+1 − Bȳ k+1 we can then write the relation
and taking the norms we obtain the bound
The right-hand side term f − Ax k+1 − Bȳ k can be bounded further by
which with the bounds on
After the recursive use of previous inequality for i = 0, . . . , k − 1 we then obtain
that there exist some index k 0 such that the second term on the right-hand side of (3.25) will be of order O(u)( f + A X k+1 + B Ȳ k+1 ) for all iteration steps k ≥ k 0 . The statement of Theorem 3.5 shows that the true residual f − Ax k − Bȳ k will ultimately reach the machine precision level. As soon as the approximate solutions x k stagnate with x k+1 −x k ≤ O(u)X k+1 , the rate of convergence of this process is roughly given by the factor 3τ κ(B)[1 − τ κ(B)] −1 .
Numerical experiments.
In the following numerical experiments we illustrate our theoretical results. We consider the model example taken from [15] : we put n = 100, m = 20 and define A = tridiag(1, 4, 1) ∈ R n×n , B = rand(n, m), f = rand(n, 1).
The
.1695], respectively. Therefore the conditioning of A or B does not play an important role in our experiments. First we report results obtained for the Schur complement reduction method. We have implemented all three mathematically equivalent versions with formulas (2.6)-(2.8) and here we compare their numerical behavior on our model example. Whenever applicable we solve symmetric positive systems with the matrix block A inexactly with the parameter τ . This is achieved with the inner iteration loop, where we have applied the conjugate gradient method with the stopping criterion based on the backward error associated with the computed approximate solution of the inner system. The solution of inner systems corresponding to a backward stable solution by the direct solver is indicated by the notation τ ≈ 0. The Schur complement system B T A −1 By = B T A −1 f is solved using either the steepest descent method or the conjugate gradient method with the initial approximation y 0 set to zero. Since their behavior was qualitatively very similar, here we report only plots for the steepest descent method. The situation will be reversed for the nullspace projection method, where we present only the results for the conjugate gradient method. In T A −1 B-norm of the error y −ȳ k begin to stagnate on the level proportional to the parameter τ . Since the behavior of these quantities for all implementations of formula for x k+1 is similar we present only the results for the implementation with the (generic) update (2.7). The slight difference is visible only in the size of the gap between both errors norms given by the estimate (2.10). In Figure 4 .2 (plots (a), (c) and (e) on the left) we report the norms of the true residual f − Ax k − Bȳ k . For the implementations with (2.6) and (2.7) this residual ultimately stagnates on the level proportional to the parameter τ . In the case of the formula (2.6) it remains almost constant since it actually corresponds to the residual in the system Ax k = f − By k , while in the case of the update (2.7) it is slightly growing due to the (linear) accumulation of the residuals from the systems Ap for i = 0, . . . , k. For the algorithm with (2.8) the residual f − Ax k − Bȳ k drops ultimately to the level of the machine precision. As soon as the iteratesȳ k begin to stagnate, the scheme forx k+1 behaves similarly to the iterative refinement applied to the system Ax k+1 = f − By k+1 . The scheme with formula (2.7) is therefore optimal when the goal is to compute the approximationsx k andȳ k satisfying the first equation k . It was shown in Theorems 2.4 and 2.5 that the updated residual is a good approximation of the true one while they are above the level of O(τ ) for the implementations with (2.6) or (2.8). In the case of the (generic) update (2.7), the gap between the true and updated residual is up to the term proportional to O(u). Hence when the goal is to preserve the approximate solutionsx k within the null-space N (B T ) to the working accuracy, one should use the algorithm with the formula (2.7).
Further we illustrate our theoretical results on the null-space projection method. We consider four mathematically equivalent implementations with formulas (3.5)-(3.8).
The inner least squares problems with the matrix block B are solved inexactly with the conjugate gradient method applied to the system of normal equations (using the CGLS algorithm, see e.g. [3] ). The stopping criterion is based on the normwise backward error for the least squares problem defined by Waldén, Karlson and Sun [19] (see also [12, 3] ), which was set to the parameter τ . The "exact" case with τ ≈ 0 corresponds to the least squares solutions with the Householder QR factorization. In k onto N (B T ) in the plot were computed with the Householder QR factorization. It was shown in Theorem 3.2 and it is confirmed by this experiment that the projection of the updated residual is a good approximation of the projected true one provided they both are above the machine precision level. While the updated residualr Tx k is the dominating quantity in the bound (3.10) and it is proportional to the parameter τ . Due to the statements of Theorems 3.2-3.5 this will be also true for the bound (3.9). Indeed the size of the residual f − Ax k − Bȳ k will not exceed the level proportional to τ . So when the projection of the residualr 
and (e)-(f ) correspond to the formula
N (B T ) drops below the O(u) level, the relative A-norm of the error x −x k and also the relative B T B-norm of the error y −ȳ k begin to stagnate on the level proportional to the parameter τ . Since the behavior of these quantities for all implementations of formula for computation of y k is similar we have presented only the results for the implementation with the (generic) update (3.5). In k (dashed lines) for implementations with the formulas (3.6)- (3.8) . For the algorithms with (3.6) and (3.7) this residual stagnates ultimately on the level proportional to the parameter τ . For the algorithm with (3.8) the residual f − Ax k − Bȳ k drops to the level of the machine precision. Indeed the experiments have confirmed that the generic implementation with (3.5) is the optimal choice, since it does not require two least squares solutions per step as the algorithm with (3.8) with similar behavior of the residual f − Ax k − Bȳ k . In the same figure (plot (d) ) we give the norm of the true residual −B Tx k , which is independent of the formula for the computation of the approximate solutionȳ k .
Conclusions.
In this paper we have looked at the numerical behavior of inexact saddle point solvers. In particular, for several mathematically equivalent implementations we studied the influence of inexact solution of inner systems associated with the matrix block A (for the Schur complement reduction method) or the least squares problems with the rectangular block B (for the null-space projection method) and estimated their maximum attainable accuracy (we did not study the delay of convergence here). It appears that, when measured in terms of the norm of the error (either in the primary or dual unknowns), the maximum attainable accuracy level is similar for all considered implementations and it is proportional to the parameter τ which measures the inexactness of solving the inner systems (in the paper we assumed the uniform inexact solution based on the normwise backward error here). The situation is different, if we look at the behavior of residuals, which in contrast to errors are always available during the computations and which essentially describe how exactly are satisfied the two block equations in the saddle point system (we treat them separately). We have shown that some implementations lead ultimately to residuals on the level of machine precision (independently of the fact that the inner systems were solved inexactly on a much higher level τ ). Indeed, our results confirm that the (generic and actually the cheapest) implementations (with formula (2.7) for the Schur complement approach and (3.5) for the null-space approach, respectively) deliver the approximate solutions which satisfy either the second or the first block equation to the working accuracy. In addition, the implementations with corrected direct substitution are also very attractive (the one with formula (2.8) for the Schur complement approach computes the approximate solutions with a first component of residual on a machine precision level, while for the null-space approach the scheme (3.8) behaves similarly to the update (3.5)). We gave a theoretical explanation for the behavior which was probably observed or it is already known. The implementations that we pointed out as optimal are actually those which are widely used and suggested in applications. Indeed, the update (2.7) is used for solving Stokes and Navier-Stokes equations (see e.g. Ramage, Wathen [14] or Atanga, Silvester [1] ), while the formula (2.8) is implemented e.g. in the inexact Uzawa algorithms (Bramble, Pasciak, Vassilev [7, 6] ). For the null-space projection method, the implementation (3.5), known as the residual update strategy is used and advocated by Braess et al [4, 5] in the context of multigrid methods; another application comes from the optimization (see the analysis of Gould, Hribar and Nocedal [9] ). Another interesting issue touched in the paper only partially is a connection to inexact iterative methods [17, 18] which certainly deserves more attention and will be discussed elsewhere.
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