Using pure-tone sound stimulation, three separate auditory areas are revealed by optical imaging of intrinsic signals in the temporal cortex of the chinchilla (Chinchilla laniger). These areas correlate with primary auditory cortex (AI) and two secondary areas, AII and the anterior auditory field (AAF). We have distinguished AI on the basis of concurrent single-unit electrophysiological recording; neurons within the AI intrinsic signal region have short (F15 ms) onsetresponse latencies compared with neurons recorded in AII and the AAF. Within AI, AII, and AAF we have been able to define cochleotopic or tonotopic organization from the differences in intrinsic signal areas evoked by pure tones at octave-spaced frequencies from 500 Hz to 16 kHz. The maps in AI and AII are arranged orthogonal to each other.
INTRODUCTION
Auditory cortex consists of several areas that can be distinguished by neuro-anatomical and/or functional characteristics. Classical descriptions in the cat (Rose, 1949; Rose and Woolsey, 1958) indicate a core primary area (AI) surrounded by an anterior auditory field (AAF), a ventral secondary area (AII), and a posterior ectosylvian field forming a belt about the core. More recent investigators have defined all these areas as ''core'' based on their direct thalamo-cortical connections (Merzenich et al., , 1975 Reale and Imig, 1980 ) with a number of further regions surrounding this core. Other mammalian species also fit a general ''core and belt'' description including monkeys (Merzenich and Brugge, 1973; Pandya and Sanides, 1973) and a number of rodents (Kaas et al., 1972; Merzenich et al., 1976; Sally and Kelly, 1988; Redies et al., 1989; Thomas et al., 1993) .
Tracer injection studies Morel et al., 1993) show that within the core, AI is strongly connected to AII and AAF, and all three areas have substantial direct thalamo-cortical connections. Given this coupling, it is clear that auditory activity patterns determined by a method such as optical imaging of intrinsic signals should reveal at least some areas in addition to AI. In the present study we report on the resolution of three separate areas: AI, AII, and AAF.
Optical imaging of intrinsic signals is one of a number of methods used to determine the pattern of stimulus driven activity in neural structures and has proven useful in studies of mammalian sensory cortex, in particular, striate visual cortex (Grinvald et al., 1986; Frostig et al., 1990; Ts'o et al., 1990; Grinvald 1991, 1993) . Other sensory areas have also been usefully studied including somatosensory cortex (Grinvald et al., 1986; Gochin et al., 1992; Masino et al., 1993) and auditory cortex (Bakin et al., 1996; Hess and Scheich, 1996; Dinse et al., 1997; Harrison et al., 1998) .
In providing information on spatial activity patterns the optical imaging method bridges the gap between single-unit electrophysiological recording, which can provide details concerning individual elements within a neural network response (particularly in the time domain), and population responses such as cortical evoked potentials for which source localization can be imprecise. In the visual system, optical imaging of intrinsic signals provides spatial resolution such that a determination of ocular dominance columns Ts'o et al., 1990) and orientation columns Grinvald, 1991, 1993; Hubener et al., 1997) has been described. In auditory cortex, resolution of isofrequency regions within AI has been previously shown (Bakin et al., 1996; Hess and Scheich, 1996; Dinse et al., 1997) including our own work in the chinchilla where we show a full tonotopic map (Harrison et al., 1998) . We present here for the first time a tonotopic map from AII in addition to primary auditory cortex.
METHODS
Eight adult chinchillas (Chinchilla laniger), 500-700 g and free from middle ear infection, were used. The chinchilla was chosen because we have previously made extensive electrophysiological studies in auditory cortex of this species (Harrison et al., 1996) and have found auditory areas of temporal cortex to be relatively easy to access. Anesthetic protocol was as follows: For induction and surgery, atropine sulfate (0.04 mg/kg, im), xylazine hydrochloride (2.4 mg/kg, im), and ketamine hydrochloride (15 mg/kg, im) were used; supplemental doses of xylazine (1.2 mg/kg, im) and ketamine (7.5 mg/kg, im) were given at approximately 45-min intervals to maintain anesthesia during recording; anesthetic level was judged from heart rate monitoring and foot withdrawal and eye-blink reflexes. Body temperature was maintained at 36°C. Saline solution (4 ml/kg/h ip) was administered for fluid maintenance. All procedures were carried out within the standards of care of the local animal care committees (University of Toronto and The Hospital for Sick Children) following guidelines of the Canadian Council on Animal Care.
Surgical Preparation
Animals respired spontaneously through a tracheotomy tube. The left lateral wall of the cranium was exposed and the bone over the cortical temporal lobe was removed using the following landmarks: caudal limit, bulla and the external auditory canal; anterior limit, caudal wall of the orbit. The craniotomy extended ventrally to the zygoma and dorsally to the horizontal part of the parieto-frontal bones and was located on both sides of the coronal suture. Figures 1a and 1b indicate the position of the craniotomy. In general, the dura was excised; however, in several cases it was left intact without adverse effect on the imaging process.
Optical Recording
Mechanical stability of the cortical surface was achieved in early experiments by mounting a windowed steel chamber over the craniotomy and filling it with silicon oil (Harrison et al., 1998) . However, more recently we have found it sufficient to build a petroleum jelly (Vaseline) well around the craniotomy, fill it with silicon oil, and top it with a glass coverslip. This reduces surface reflections from the cortex and minimizes brain movement artifacts (induced by cardiorespiratory cycles).
Intrinsic signals recordings were carried out within a sound-attenuating booth using a commercial system (IMAGER 2001, Optical Imaging Inc., Germantown, NY) following our previously published protocol (Harrison et al., 1998) . Briefly, the cortical surface was illuminated with monochromatic light ( ϭ 540 nm) through fiber-optic light guides to achieve uniform illumination at the cortical surface. Images of cortex were acquired with a CCD video camera and a 55-mm Micro Nikkor lens. The animal was rigidly fixed to the camera holder frame to prevent relative movement.
Stimulus calibration was made at the level of the tympanic membrane; stimulus levels are expressed in dB SPL. Stimuli were presented to the ear contralateral to the imaged cortex. Pure-tone stimuli consisted of 0.5-to 16-kHz tones in octave steps, at levels up to 80 dB SPL presented as 3-s periods of gated tones (5-ms rise/fall; 90-ms plateau; 8/s). Acoustic stimulation and optical imaging data acquisition systems were linked to provide fully automated experimental control.
Data Collection and Analysis
''Raw data'' consist of differential video images, i.e., the image at any given time subtracted from the reference image acquired immediately prior to the collection of data for any given experimental condition (Bonhoeffer and Grinvald, 1996) . For each experimental condition intrinsic signal data were collected over a 10-s period (30 ϫ 0.33-s ''data frames''). Following an initial 0.33-s ''no-stimulus'' data frame (''frame zero''), acoustic stimulation was presented for 3 s (9 data frames) and 20 data frames were collected after the stimulation period. Data were collected in 5 ''blocks'' of 3 ''trials.'' Each trial consisted of a set of seven experimental conditions, six with acoustic stimulation (0.5 to 16 kHz in octave steps) and one a no-stimulus control condition. To allow for the relaxation of activitydependent metabolic/vascular changes, there was a 14-s interval between each condition. Within trials each condition was ordered in a pseudo-random fashion.
The next stages of data processing are illustrated in Fig. 1 . All data frames were subtracted from frame zero, an image of a nonactivated cortex (Fig. 1c) , to separate out stimulus-related changes (''first frame analysis''; Shoham and Grinvald, 1997) .
The stimulus-related intrinsic signal typically peaks 2-3 s after stimulus onset; therefore frames 2-10 (spanning a response time window of 0.6-3.3 s) were averaged to enhance the signal/noise ratio. Pixel values within Ϯ3 standard deviations of the mean were converted into the range 0-255 (producing an 8-bit image). Figure 1d shows such an 8-bit grayscale image in which dark areas represent intrinsic signals produced by cortical regions activated by sound. The image was thresholded as shown in Fig. 1c so as to distinguish the areas of intrinsic signal from the background noise (see below), and for data presentation, this area was colorcoded and superimposed on the grayscale image of the cortical surface (Fig. 1f) .
Thresholding of intrinsic signals was used because areas responding to acoustic stimulation do not consist of one homogeneous area but rather of several areas with different levels of activation. Therefore, we choose to represent the response as an area within which the intrinsic signal was at or above a constant level (40% above background). Background level is defined as the mean signal from a nonactivated cortex (an area that did not exhibit changes in pixel values to acoustic stimulation; see Fig. 2 , lower right). Stimuli-related intrinsic signals are defined as the difference between background and maximum amplitude (Fig. 2 , lower panels). Threshold was set at 40% of this range. An example of such analysis is shown in Fig. 2 . This permits conclusions to be made regarding relative changes in size and shape of intrinsic signal areas within each animal .
Time Course of Intrinsic Signals
To study the temporal characteristics of intrinsic signals in a quantitative way, averaged pixel values from a defined region of interest (ROI) were plotted for each consecutive frame. The position of the 25 ϫ 25 pixel ROI was chosen to include the most activated area while excluding major blood vessels. Intrinsic signal is plotted as the fractional change in the intensity of the light reflected from cortex (⌬R/R) as a function of time.
Single-Unit Recording
Following some imaging sessions (n ϭ 5) standard extracellular electrophysiological recordings were made at numerous sites in the cortical areas at or near those from which intrinsic signals were recorded. Details have been given elsewhere (Harrison et al., 1996) . In brief, sound stimuli were gated pure tones similar to those used for the optical imaging. Standard tungsten microelectrodes (3 Mohm) were used, recorded spike . Grayscale values for a line section through the image are indicated. The data are then smoothed to reduce high-frequency noise. The intrinsic signal response is defined as the range of grayscale values from nonactivated cortex to the maximum signal. This range is indicated by the right-hand ordinate of the lower panels. The threshold value is set at the 40th percentile of this range. Suprathreshold responses are subdivided to indicate signal level (see Fig. 3 ) or simply color-coded according to stimulus frequency (see Fig. 6 ). activity was voltage discriminated, and responses were recorded in the form of peri-stimulus time histograms. The neuron onset-response latencies reported here were determined from stimuli at levels equivalent to those used for the optical imaging (60-80 dB SPL).
RESULTS

Multiple Auditory Cortical Areas
In response to acoustic stimulation, three activated fields can generally be distinguished: primary (AI) auditory cortex, and two distinct areas located rostral (AAF) and ventral (AII) to AI. Figure 3 shows examples from two subjects. The magnitude of the intrinsic signal is represented in the iso-amplitude contours. The green to red range represents a 10-fold increase in intrinsic signal amplitude. AI cortex is the most dorsocaudal field indicated. The area rostral to AI is the AAF, also termed the rostral or rostro-lateral area (Kaas et al., 1972; Merzenich and Brugge, 1973; Morel et al., 1993) . The complete separation of AAF and AI is most clearly seen in response to high-frequency pure-tone stimuli. The third field that we detect with optical imaging is located ventral to AI. As with the AAF, this field is most clearly separate from AI when evoked by high-frequency stimuli. Spacing between the approximate centers of gravity of the AAF and AI areas is indicated in Fig. 3a (arrows) ; the increasing distance as a function of stimulus frequency could result from the areas having ''mirror image'' tonotopic maps (high frequencies at opposite extremes). Figure 3b shows the increase in distance between the center of gravity of intrinsic signal areas AI and AII with frequency.
Our interpretation of the origins of these separate intrinsic signal responses is strengthened by concurrent single-unit electrophysiological recordings, in which we have measured neural onset response times. Figure   FIG. 3 . Variation in magnitude of the intrinsic signal in response to acoustic stimulation can be seen from three fields within auditory cortex, shown in examples from two subjects (a and b). The separation of areas is distinct when using higher frequency tone stimuli (center and right panels, areas active to 8-and 16-kHz stimuli, respectively). Less separation is noted in response to low frequencies (left panels, 0.5 kHz). 4 shows the sites of electrode placements and the onset-response latency to acoustic stimulation, compared to the intrinsic signal area. Only those electrode sites that are within the intrinsic signal area are shown. Generally, AI onset-response latencies are short (9-15 ms) compared with neurons of the rostral (AAF) and ventral (AII) fields where onset latencies are up to twice as long. This finding is in agreement with previous electrophysiological studies that found mean latencies in non-AI areas to be Ͼ15 ms and those within AI to be Ͻ15 ms (Redies et al., 1989; Harrison et al., 1996) .
Time Course of Intrinsic Signals from Primary
Auditory Cortex The initial increase in intrinsic signal occurred 0.33-0.66 s after onset of stimulus. The signal reaches maximum amplitude about 2 s after stimulus onset and then decays over the next 2-4 s (solid line). In some cases, as shown in this example, the signal exhibits a rebound effect, where it increases some time after the initial stimulus-related peak. The second increase is always of a lower amplitude than the first. The dotted line (B) indicates the time course of a nonauditory cortical area (i.e., not activated by the stimulus). Although the area shows some change (maximum change 0.12%) the change is an order of magnitude smaller than that of the activated area (maximum change from baseline 1.13%). As a noncortical control, a time course was determined for cranial bone (C; dashed line). Changes are of the same order (maximum change 0.11%) as for the nonactivated cortex.
Changes in reflected light that are not stimulusrelated could result from two factors: first, the respiratory and cardiovascular cycles cause a fluctuation of the brain that results in changes in the reflected light; secondly, a 0.1-Hz oscillation is known to be present in the brain (Mayhew et al., 1996) ; the response from nonactivated cortex (dotted line) has a frequency of 0.1 Hz.
Tonotopic Maps in Auditory Cortex
An important organizational principle of the auditory system is tonotopy. Tonotopy, analogous to the retinotopic organization found within the visual system and somatotopic representations within the somatosensory system, means that throughout the central auditory pathway neurons are arranged in an orderly manner, reflecting the place to frequency organization of cochlear receptors. Optical imaging of intrinsic signals can reveal spatial aspects of functional organization, and thus one focus of our study is on cochleotopic (tonotopic) representation in primary and secondary auditory cortex. Figure 6 shows three examples of tonotopic maps in primary auditory cortex (AI) and in AII, as revealed by intrinsic signals to octave-spaced tonal stimuli (500 Hz-16 kHz). Areas corresponding to different acoustic stimulus frequencies are color-coded and then superimposed to show the separate tonotopic arrangements of AI and AII. The AAF also possesses a tonotopic organization (as shown in Fig. 3) ; however, in the subjects from which the examples are shown in Fig.  6 , we have not been able to resolve a clear tonotopic map in the AAF.
In both areas there is an orderly representation of sound frequency as indicated by the arrows. The AI is organized with a tonotopic gradient such that the lowest frequencies represented are in the rostral part, and higher frequencies are at a more dorso-caudally position in AI. AII, on the other hand, is organized with a tonotopic gradient running from rostral, (low frequencies) to caudal (highest frequencies).
While there was a large overlap of the areas that were evoked by different sound stimuli, the tonotopic maps that are shown here result from differences between separate frequency region boundaries. Similar results were obtained by calculating the centers of gravity for each experimental condition (as shown in Fig. 3) . In both cases, the gradient axis of frequency representation was similar to that determined by electrophysiological mapping in the chinchilla auditory cortex (Harrison et al., 1996) . The low-to highfrequency tonotopic gradients of AI and AII are oriented roughly orthogonal to each other (mean 63.5°; SD 13.1°; n ϭ 5), while the AAF gradient is oriented inversely to that of AI (i.e., with their low-frequency regions close together).
Functional Resolution of Intrinsic Signal Imaging in Auditory Cortex
As shown in Figs. 3-5, the optical imaging method can clearly distinguish AI from AAF (at least with high-frequency stimuli). From previous electrophysiological mapping studies in the same species, we know that the center points of these areas are 1.5-2 mm apart (Harrison et al., 1996) . Similarly we can see, at least with high-frequency stimuli (4-16 kHz), separate AI and AII regions that are 1-1.5 mm apart. In addition, within AI and AII we can demonstrate a tonotopic progression from 500 Hz to 16 kHz with five-octave steps as determined from intrinsic signals evoked by pure tones. The length of the tonotopic axis is approximately 2 mm (mean ϭ 2.2 mm); thus we have a functional resolution here of ca. 2000/5 ϭ 400 µm. This is clearly not the absolute limit as we have not yet systematically explored the use of tonal stimuli with less than one-octave intervals.
DISCUSSION
Optical imaging of intrinsic signals is one of a number of methods that indirectly monitor spatial patterns of neural activity. Related methods include voltage-sensitive dye imaging and whole-brain imaging such as PET and fMRI. The utility of intrinsic signal imaging as a technique for monitoring patterns of activity has been clearly demonstrated in visual cortical areas (Grinvald et al., 1986; Ts'o et al., 1990; Grinvald 1991, 1993) and in the somatosensory system (Godde et al., 1995; Goldreich et al., 1998; Peterson et al., 1998) . However, few properties of acoustically driven activity patterns in auditory cortex have been fully investigated. The present study presents new information on two aspects of spatial organization, multiple areas of activation and the cochleotopic, or tonotopic organization in these areas.
Separate Auditory Areas
We consistently find that intrinsic signal imaging can reveal three areas of auditory cortex. Analogously, in the visual modality, intrinsic signal imaging has been used to identify a number of extrastriate visual areas, e.g., cat area 17/18 border (Bonhoeffer et al., 1995) and area 18 (Shmuel and Grinvald, 1996), primate V2 (Ts'o et al., 1990) , V4 (Ghose and Ts'o, 1997) , MT (Malonek et al., 1994) , and areas 20 and 21 (Wang et al., 1998) . In the somatosensory system multiple areas of activity have not been clearly revealed in intrinsic signal imaging (Godde et al., 1995) despite the existence of primary (S-I) and secondary (S-II; 3a, 3b) areas in primate (Gould and Kaas, 1981) ; however, most optical imaging studies in the somatosensory area have concentrated on the singularly dominant whisker barrel cortex in   FIG. 6 . Three examples of tonotopic maps in auditory cortex revealed by intrinsic signals to tonal stimuli from 500 Hz to 16 kHz (octave spacing). Responses corresponding to different stimuli are superimposed to show the separate tonotopic arrangements of AI and AII. Responses are stacked with low-frequency regions on higher frequency regions in AI and vice-versa in AII. In both cortical areas there is an orderly representation of sound frequency as indicated (arrows); the tonotopic axis of AII is orthogonal to that of AI. Bar, 1 mm.
rodents (Masino et al., 1993; Chen-Bee and Frostig, 1996) .
The concurrent visualization of auditory areas AI, AAF, and AII has not been previously reported using optical imaging of intrinsic signals. Bakin et al. (1996) have shown images of areas that responded to acoustic stimulation in AI and AAF; however, these images were obtained from separate animals in separate experiments. In a previously reported single-unit study in the chinchilla (Harrison et al., 1996) AI and AAF were identified; however, a separation of AI and AII was not made. It is clear from our present single-unit data (Fig.  4) that the two areas might be distinguished on the basis of neuron onset latency.
Areas Outside the Core Region
While we can reliably detect AI, AII, and AAF with intrinsic signal imaging, there are known to be a number of other areas outside the core region. For example, in primates up to 12 additional areas have been identified (Kaas and Hackett, 1998) . There is less information concerning auditory areas in rodents but up to 8 have been described for the gerbil , 6 in guinea pig (Redies et al., 1989) , and 7 in squirrel (Luethke et al., 1988) . In the chinchilla, only AI and an anterior field have been described (Harrison et al., 1996) ; however, it is likely that chinchilla has a number of auditory areas similar to those found in related species. The question therefore arises as to why have we been able to detect intrinsic signals from only the core region (i.e., AI, AII, and AAF).
First, it is possible that there is very little or no activity outside the core area. Neurons in the belt region tend to be specialized, responding only to complex auditory stimuli such as frequency-modulated signals, species-specific vocalizations, and sound localization (Rauschecker et al., 1995) . Some areas are multimodal, requiring somatosensory or visual input as well as auditory signals for brisk activity (Leinonen et al., 1980) . The pure-tone stimuli used in our study, while eliciting strong responses from core areas, are probably not optimal for evoking activity in belt areas. Indeed even for AI the most ''efficient stimulus'' has not been determined (Nelken et al., 1994 ). In addition, the level of anesthesia can exert a profound effect on cortical neurons. The belt areas of auditory cortex were historically referred to as ''silent'' areas since little electrical activity could be recorded in the deeply anesthetized animal (Erulkar et al., 1956) . It is also possible that in areas outside of the core, anesthesia produces an enhancement of inhibitory mechanisms and therefore a reduction in tonic (sustained) responses (Wang et al., 1987; Zurita et al., 1994) .
A second possibility is that there is neural activity but that the associated metabolic demand is not sufficient to initiate a measurable hemodynamic response. This could arise from the significant anatomical differences between the core and the belt, with the latter having a lower density of neuronal connections (Pandya and Sanides, 1973) . Furthermore, tonotopic organization is absent or much less structured outside the auditory core. Within a tonotopic organized area, neurons with common best frequencies are grouped together and therefore will respond and fire simultaneously (Merzenich et al., 1976; Redies et al., 1989) . Finally, the total activity in areas outside the core may be relatively low. For example, there is less response adaptation in AI (i.e., more tonic responses) than in secondary areas where, to simple stimuli, there are often only onset (and/or offset) responses. This combination of a lower density of nonorganized cells with reduced activity may result in insufficient metabolic demand to create a measurable response to stimuli.
Tonotopic Maps
Our finding that intrinsic signal imaging can be used to identify separate tonotopic maps in AI, AII, and AAF suggests that this method has significant utility for recording spatial patterns of neural activity in the auditory cortex. In earlier studies, only an approximate indication of frequency mapping has been shown, typically with demonstrations that low-frequency and highfrequency sounds produce intrinsic signals in different regions (Bakin et al., 1996; Hess and Scheich, 1996; Dinse et al., 1997) .
Our present data show a considerable intersubject variation in the overall shape of the auditory areas; however, the frequency gradient and axis of orientation of the tonotopic maps in AI are consistent with data derived by single-unit electrophysiological mapping studies in chinchilla and other rodents (McMullen and Glaser, 1982; Thomas et al., 1993; Harrison et al., 1996) . Tonotopic organization data derived electrophysiologically are usually threshold maps (based on neuronal best frequency); in the present study intrinsic signals are evoked by suprathreshold stimulation, which, in part, results in considerable overlap in intrinsic signal areas evoked by different sound frequencies. The tonotopic maps that we show result from differences between separate frequency region boundaries. These boundaries shift in a way similar to that determined in electrophysiological mapping of chinchilla cortex (Harrison et al., 1996) . In that study the length of the tonotopic axis of AI is 1.9 mm (n ϭ 6) compared to a 2.2-mm (n ϭ 5) average from the intrinsic signalderived maps. However, in the electrophysiological study maps were derived from threshold responses to stimuli below 10-12 kHz. In the present study we use stimuli up to 16 kHz at suprathreshold levels of stimulation.
Intrinsic signal imaging allows us to clearly distinguish two separate areas, AI and AII, with orthogonally arranged tonotopic maps. In an electrophysiological mapping study in the guinea pig (Redies et al., 1989 ) the tonotopic map is described as being made up of iso-frequency strips that ''do not run straight and parallel'' but appear to have a ''fanlike layout.'' On the basis of our present results we suggest that this fanlike arrangement could result from two separate maps at right angles.
Functional Resolution
What is the functional resolution obtainable in auditory cortex using optical imaging of intrinsic signal? In striate cortex, ocular dominance areas (ca. 500 µm wide) are easily resolved in ''single condition maps and iso-orientation domains appear as patches with widths of 300-500 µm (Hubener et al., 1997) . However, by using subtraction techniques (i.e., taking differences between various single-condition maps), details of the ''pinwheel'' organization within orientation columns has demonstrated a functional resolution better than 100 µm (Bonhoeffer and Grinvald, 1991 .
In other sensory systems, this degree of resolution has not been emulated. In somatosensory barrel cortex in the rat, individual barrel units having a 300-to 350-µm diameter are easily defined (Masino et al., 1993; Chen-Bee and Frostig, 1996; Peterson et al., 1998) . Furthermore, in whisker barrel cortex, intrinsic signal imaging has been used to explore functional properties of barrels such as suppression effects in paired whisker stimulation , indicating much better resolution than the individual barrel dimension alone. In other somatosensory areas, imaging has allowed single-digit and pad activity within paw representations to be seen, at a resolution better than 200 µm (Godde et al., 1995) .
As we show here in the auditory system, we can separate out (no overlap) AAF and AII from AI, at a functional resolution better than 500 µm. More importantly, within AI we can demonstrate a ca. 400-µm resolution in the five-octave steps of our tonotopic maps from 500 Hz to 16 kHz. We have not fully explored the limit to this functional resolution and would predict that intrinsic signal area differences could be resolved using half-or third-octave stimulus frequency steps.
