Gordon Simons
Let Z be a random variable with EIZI < 00 and define recursively (1) where (ii) The conditional distribution of Z n given Z n-l is a one or (iii) two point distribution a.s. for n = 1,2, •.
• Z + Z a.s. as n + 00. n 1 We shall assume that everything is defined on a basic probability space (Q, F, P). For an arbitrary event A E F and arbitrary random vector W, we denote I(A) and B(W) as the indicator function (taking the value 1 Qn A and 0 off A) and the a-field generated by W respectively. B(W) will refer to the smallest a-field containing B(W) and the null sets of F.
Proof. It is useful to define a closely related sequence by 
For then n-l)
... ,
=B(Zn_l' I(Z~Zn-l)) (cf., (1), (2), (3), (4) Y n I + 0 as n + 00. In view of (6) and (11), (iii) clearly follows.
REMARKS:
(A) It is easy to see that if one of the Zk is decomposed as we have Z into a sequence Zkn (n = 0, 1, e • • ) , say, then Zkn = Z a.s. where k A n is the smaller of k kAn and n.
