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Questo capitolo ha come argomento lo sviluppo della Linguistica Computazionale a Venezia con 
l’intenzione di mettere in luce le interrelazioni con gli altri componenti del Dipartimento di 
Linguistica, quelli di glottodidattiche e quelli della linguistica teorica con le quali ha interagito nel 
tempo. Lo sviluppo temporale permette anche di legare gli eventi locali all’avanzamento della 
tecnologia e della scienza linguistica sperimentale in ambito internazionale. 
Quando alla fine del 1984 telefonai a Giovanni Freddi per chiedere se ci fosse un posto disponibile 
per un linguista computazionale nell’Istituto di Linguistica, la risposta fu subito positiva. Questa 
risposta orientò tutta la mia successiva carriera, visto che in quel momento dovevo decidere se 
accettare oppure no la richiesta ripetutami più volte di restare a Trieste dove insegnavo Lingua 
Inglese triennale nella Facoltà di Economia. Il 1984 aveva coinciso con la mia entrata in ruolo come 
professore associato, ma anche con il mio debutto ufficiale a livello internazionale, come dirò 
meglio più avanti. 
Farò prima un passo indietro, all’inizio della mia carriera di ricercatore nel campo della linguistica 
computazionale, che si può far coincidere con il mio ritorno in Italia dal periodo di dottorato 
trascorso in Australia a Melbourne – metà degli anni ‘70. Il periodo in Australia aveva comportato 
due risultati fondamentali per me: una attività intensa nel campo della poesia, di lingua inglese ma 
anche di lingua italiana – interesse che non ho più abbandonato; la scoperta del computer come 
strumento di indagine scientifica in campo letterario e linguistico. Al mio ritorno in Italia, avevo 
deciso che ogni mio interesse di ricerca linguistica fosse legato alla sua sperimentabilità e il ruolo 
del computer – che avevo iniziato a utilizzare seguendo corsi in università - diventò per me lo 
strumento principe per la verifica empirica di ogni ipotesi linguistica teorica.  
Questo valeva anche in generale per la Linguistica Computazionale (che indicherò da ora con LC), 
grazie anche ai cambiamenti in corso nella tecnologia con la nascita del desktop computer che stava 
sostituendo – anche in potenza - i main frames. La comodità di utilizzo era un motivo irresistibile 
per convertirsi al nuovo tipo di computer: questi stavano sul tavolo, mentre ai main frames si 
accedeva con il lettore di schede perforate dal Centro di Calcolo – negli anni ’70 – poi con l’accesso 
da console in batch. La tecnologia ha giocato e gioca tuttora un ruolo importante nello sviluppo 
possibile del cosiddetto Natural Language Processing (che indicherò da ora con NLP) – la versione 
applicativa stretta della LC - quando si parla come si fa oggi di grandi quantità di dati: l’analisi 
linguistica richiede tempi di calcolo spesso incompatibili/inconciliabili con l’applicazione che 
dovrebbe utilizzarla. Se per ipotesi, ma cosa che accadrà in un futuro non lontano, le ricerche su 
web venissero fatte utilizzando NLP come strumento fondamentale, si potrebbero ricevere solo le 
risposte utili veramente. Questo attualmente non è possibile dal momento che il tempo medio di 
analisi di un documento di 2000 tokens è superiore esso stesso a quanto un utente è disposto ad 
attendere la risposta connesso al browser. E di documenti da 2000 tokens può accadere che il 
sistema ne debba analizzare migliaia prima di trovare le risposte. 
Come altri ricercatori che operavano nel campo computazionale nella prima metà degli anni ’70 
anche io avevo ottenuto finanziamenti dal CNR per studi stilo-statistici. Questi non mi 
interessavano solo dal punto di vista letterario – come avevo fatto nella parte sperimentale della mia 
tesi Ph.D. – ma anche per poter utilizzare il risultato in sede didattica. Infatti, per il mio primo 
incarico di insegnamento a Venezia, Lingua Inglese, avevo organizzato una lista di frequenza di 
parole dell’inglese scientifico che gli studenti poi avevano nel loro libro di grammatica inglese e 
potevano consultare e studiare. Nel 1979 vengo invitato a presentare il mio lavoro al Seminario di 
Lemmatizzazione Computazionale organizzato da P.Roberto Busa all’Index Tomisticus di Venezia. 
Negli anni ’60 e ’70, la ricerca in campo computazionale era fortemente condizionata 
dall’approccio quantitativo per quanto riguardava lo studio di corpora. Era consuetudine fare spogli 
di testi digitalizzati manualmente su mainframes. Da questi spogli si potevano costruire 
concordanze e liste di frequenza di vario tipo che permettevano di mettere in luce le caratteristiche 
lessicali dal punto di vista distributivo di un autore o di un libro. Il rapporto con la linguistica 
teorica era molto sentito nel campo formale da un lato e in quello dell’Intelligenza Artificiale - 
applicativo della LC in un senso più esteso e che ingloba la robotica e altre branche dell’ingegneria. 
Si faceva riferimento alla teoria chomskiana come quadro formale e se ne utilizzavano le intuizioni 
per creare dei “Parsers” parola inglese utilizzata per indicare in modo comprensivo tutto quello che 
serve per analizzare dal punto di vista sintattico e logico una frase. 
Ma il vero mutamento in senso computazionale delle mie attività linguistiche avvenne quando 
sempre negli anni ’70, al Centro di Fonetica Sperimentale del CNR di Padova – dove mi recavo 
frequentemente per aggiornarmi e scambiare idee, venni a contatto con le persone che lavoravano a 
Ingegneria. In questo modo scoprii che esisteva il Centro di Sonologia Computazionale frequentato 
da artisti della musica elettronica contemporanea di tutto il mondo, in cui c’era una apparecchiatura 
particolare: un sintetizzatore vocale analogico comandato da computer. Insomma un computer che 
parlava. A livello internazionale, la tecnologia si era sviluppata negli anni ’70, quando vennero 
pubblicate le prime ricerche sul cosiddetto Text-to-Speech negli USA. Si trattava di sistemi 
computazionali molto complessi che inglobavano fonologia, fonetica, grammatica del discorso, 
sintassi, morfologia e lessico. Erano i primi sistemi di Text Understanding attraverso i quali un 
utente interagiva con un computer ponendogli delle domande scritte in linguaggio naturale e il 
computer rispondeva oralmente. Gli ingegneri di Padova, tra i quali Antonio Mian – morto di 
recente purtroppo – erano fortemente interessati ad avere un programma di Text-to-Speech o TTS 
per l’italiano per poter migliorare il proprio sintetizzatore e per poter quindi passare dalla lettura 
parola per parola a quella frase per frase – una trasformazione epocale.  
Lavorando al programma scoprii che erano molto interessati anche gli ingegneri della STET-SIP – 
la Telecom di allora – che nel loro centro di ricerca a Torino, lo CSELT, avevano Piermarco 
Bertinetto come consulente. Bertinetto, che non aveva alcuna competenza computazionale, quando 
seppe che c’era un linguista che si interessava al TTS mi contattò. Facemmo alcune tesi assieme – a 
Torino – sul problema dell’assegnazione automatica dell’accento di parola in italiano. A quel punto 
il mio programma, che avevo chiamato PROSO, era nato: era la fine degli anni ’70. Agli inizi degli 
anni ‘80 lo presentai ad alcune conferenze internazionali e risultò di grande interesse. Poi ci furono 
tesi di ingegneria a Padova e allo CSELT di Torino e varie richieste di utilizzarlo anche dall’estero 
– il CNRS di Parigi - che dimostrarono come il programma fosse all’avanguardia a livello 
internazionale. Fui anche invitato a presentarlo allo KTH di Stoccolma da Bjorn Granström. 
Alla metà degli anni ’80 PROSO venne trasferito su chip assieme al sintetizzatore vocale di Padova 
che nel giro di pochi anni era diventato completamente digitale e costituì uno strumento di ausilio 
per le persone non vedenti. Nei primi anni ’80 organizzai a Venezia un workshop sulla Linguistica 
Computazionale in cui venne presentato lo stato dell’arte nei vari campi della LC, dal lessico alla 
morfologia e dalla sintassi alla semantica, da cui pubblicai una miscellanea. Venni invitato a 
presentare le mie ricerche a Stanford nel 1984 al 2nd International Workshop on Language 
Generation, che faceva il punto sulla situazione della LC. Il Centro Europeo dell’Educazione di 
Frascati mi invitò a far parte del Comitato Scientifico Nazionale per l’organizzazione di un progetto 
pilota che aveva lo scopo di introdurre l’Informatica nelle scuole italiane, nel gruppo di interesse 
per gli aspetti interdisciplinari della linguistica e delle lingue straniere. Sempre nel 1984 venni 
invitato da Geoffry Leech a presentare un lavoro alla Conferenza “Computers in English Language 
Research” organizzato dall’ICAME. Nello stesso anno andai all’Università di Napoli a presentare 
un lavoro sul tema “Computer and Scientific English Teaching”. 
In quel periodo, la LC aveva fatto un salto teorico fondamentale, abbandonando definitivamente 
l’approccio chomskiano all’analisi del linguaggio naturale per abbracciare le teorie funzionali e 
sistemiche. Mi riferisco in particolare alla teoria LFG di Joan Bresnan e a quella meno nota di 
Martin Kay che ne è una versione derivata ma più formalizzata dal punto di vista matematico. Vi 
erano anche altre teorie che dicevano cose simili in forma diversa, come ad esempio la teoria HPSG 
e la Systemic Grammar di Halliday. Queste teorie hanno costituito e costituiscono il fondamento di 
molti sistemi funzionanti anche al giorno d’oggi. Una teoria meno nota in quel momento ma già 
abbracciata da diversi sistemi era la Dependency Grammar teorizzata originariamente dal linguista 
francese Tesnière e trasformata in strumento computazionale dal russo-canadese Melçuk.  Io avevo 
scelto la teoria LFG fin dal suo inizio, per il respiro sperimentale che la ispirava e che poneva tra i 
suoi principi la sua computabilità e la sua plausibilità psicologica. Il mio approccio alla linguistica 
teorica era però associato all’interesse per la linguistica del testo e del discorso, attraverso la 
fonetica e la prosodia, e l’avevo presentato in vari congressi. Nel mio viaggio a Stanford avevo 
presentato le mie posizioni teoriche alla Bresnan con la quale ero rimasto in contatto anche 
successivamente. Nel 1985, avevo poi pubblicato un lavoro che associava i miei vari interessi 
linguistici con la LC, dal titolo “Parsing Difficulties & Phonological Processing in Italian”, che 
avevo presentato alla 2nd Conference of the European Chapter of ACL, a Ginevra. Due anni prima 
avevo presentato alla 1st Conference of the European Chapter of ACL a Pisa un lavoro dal titolo “A 
Phonological Processor for Italian”, accompagnato da una demo del sintetizzatore vocale di Padova 
che pronunciava frasi utilizzando il mio programma di TTS. 
E’ a questo punto che si inserì la mia entrata in ruolo e il mio trasferimento da Trieste a Venezia da 
dove mi ero allontanato per necessità: non avevo più un lavoro a pagamento e il mio incarico di 
Lingua Inglese era stato cancellato. A Venezia entrai in contatto con un universo linguistico che mi 
attraeva e che servì a mettere a punto le mie posizioni teoriche che pubblicai su riviste italiane. Qui 
avvenne un fatto straordinario: la Digital Equipment, la seconda più grande produttrice di computer 
in America e anche quella più innovativa sotto tutti i punti di vista, mi contattò attraverso i 
responsabili italiani per darmi la direzione di un progetto di grande rilievo: produrre la versione 
italiana del loro sintetizzatore vocale DECTalk. A questo progetto partecipò tutta la compagnia dei 
linguisti che frequentavano l’Istituto di Linguistica o perché erano laureati, ricercatori o 
semplicemente simpatizzanti. Ecco l’elenco dei collaboratori al progetto DECTalk: Anna 
Cardinaletti, Giuliana Giusti, Roberto Dolci, Laura Brugé e Paola Merlo. Gli ultimi tre hanno poi 
continuato a collaborare fino alla metà degli anni ’90 in altri progetti nazionali ed europei che 
richiedevano la predisposizione di strumenti computazionali per la lingua italiana, strumenti 
inesistenti in quel momento.  
Per poter costruire un sintetizzatore vocale per l’italiano della potenza di DECTalk era necessario 
avere a disposizione tutta la gamma di programmi di base per l’analisi automatica della lingua 
italiana senza limiti di vocabolario, come era stato fatto per la lingua inglese. Si partiva dall’analisi 
morfologica per passare a quella sintattica. Anche se esistevano parsers ATN per l’taliano, decisi di 
basarmi su un parser meno potente ma più generale come l’RTN. In questo modo, avevo anche 
deciso di limitare l’analisi alla struttura frasale alla possibilità di separare il Sintagma Verbale dal 
soggetto, se espresso. A questo scopo era necessario avere una grammatica context-free della lingua 
italiana possibilmente con informazioni di tipo probabilistico sui costituenti più frequenti e sul loro 
comportamento contestuale. Ed ecco che si pensò alla annotazione linguistica di testi veri 
digitalizzati, di cui il Laboratorio Computazionale già disponeva per lavori svolti in precedenza. 
Questo fu il primo caso a livello mondiale di creazione di una Treebank, cosa divenuta oggi 
fondamentale per qualsiasi lingua allo scopo di creare qualsiasi tipo di strumento automatico di 
analisi, ma che in quel momento era, di nuovo, inesistente. Inesistente era anche il Lessico 
Computazionale di frequenza dell’italiano contenente i primi 6000 lemmi tratti da vari spogli 
elettronici pubblicati nel tempo sull’italiano, a cui venne associata la sottocategorizzazione. Questo 
lavoro fu svolto a cavallo della fine degli anni ’80 inizio anni ’90 e di nuovo fu il primo in Italia e 
tra i primi a livello mondiale. Ciò che lo caratterizzava e lo distingueva e lo distingue anche oggi, è 
il fatto che un programma crea una versione codificata che poi viene decodificata sempre da 
programma. In pratica, il lessico viene prodotto da un linguista attraverso una interfaccia e il 
programma registra tutti i dati in forma codificata numerica su un solo record. Questo programma 
venne scritto in C da uno degli informatici che collaboravano con me a quel tempo. Il 
decodificatore scritto da me sempre in C, permette/va di tradurre i dati di partenza che codificano la 
sottocategorizzazione di verbi, nomi e aggettivi, in vari formati. I formati iniziali sono la traduzione 
semplice del contenuto della codifica; poi però si può passare a una versione dello stesso lessico in 
cui vengono prodotti automaticamente i Ruoli Semantici associati agli argomenti dei predicati; 
infine c’è la possibilità di produrre un’ultima versione in cui il lessico viene scritto nel formato 
delle Rappresentazioni Concettuali alla Jackendoff. Per produrre queste rappresentazioni 
semantiche vengono utilizzate classi semantiche e concettuali associate a quelle sintattiche e quelle 
aspettuali. Poi il decodificatore contiene regole linguistiche che associano ad esempio la presenza di 
una marca aspettuale a quella semantica, oppure la presenza nel soggetto del tratto inerente umano 
associata a una marca sintattica o a una certa preposizione sottocategorizzata dall’obliquo. 
Il luogo in cui era sistemato il laboratorio con il MicroVax a Ca’ Garzoni Moro era una stanzetta 
che mi era conquistato con i denti, lottando con i bibliotecari. Alla fine i libri che erano conservati 
nella stanza vennero trasferiti altrove e il laboratorio poté divenire anche aula didattica per i miei 
corsi. Ca’ Garzoni Moro era un palazzo molto particolare di cui nessuno conosceva la struttura 
interna: era l’unione di due palazzi con in mezzo una scalinata e i soffitti erano non coincidenti. 
All’ultimo piano c’era Storia e lì conobbi l’altra persona che nel palazzo si interessava di 
computers, anche se in maniera quasi passiva: era Giovanni Stiffoni il docente con il quale avrei 
sviluppato nel tempo una stretta amicizia. Il motivo era semplice, anche lui preferiva i computer 
Apple, cosa in quel tempo rara. Per cui qualsiasi problema ci fosse, ci consultavamo. E la cosa più 
incredibile fu la costruzione fisica della prima rete che collegava computers credo di poter dire a 
Venezia: questa fu fatta con un cavo di più di venti metri - che Giovanni mi allungò dal quinto 
piano fino a piano terra dove si trovava il laboratorio. Io poi provvidi a bloccare il cavo al muro ai 
vari piani e feci un buco nella finestra per farlo entrare in laboratorio dove si collegò direttamente al 
Vax e da qui ai Mac che erano dislocati nel laboratorio ma anche nel mio studio – da cui 
ovviamente io ero connesso precedentemente nello stesso modo. Giovanni era spinto non solo da 
una curiosità scientifica e personale, ma anche dalla stima incommisurabile che mostrava quando 
parlava di suo figlio Francesco, il quale aveva una passione sfrenata per il computer e era a 
conoscenza dell’esistenza dei primi esperimenti di connessione Internet in America e a Ginevra. Il 
figlio che studiava informatica, fu poi da me assunto per lavorare al progetto SLIM di cui parlerò in 
basso. 
Nella seconda metà degli anni ’80 inizia una collaborazione fondamentale per la mia carriera, quella 
con Dario Bianchi e Ingegneria di Parma. Bianchi era fortemente innamorato della LC e delle sue 
applicazioni nel campo dell’IA e programmava in Prolog. Fino a quel momento io avevo imparato – 
a lezione – il Fortran, poi da autodidatta il linguaggio C. Questi linguaggi però non erano 
particolarmente adatti a manipolare testi, quindi mi interessai al LISP. Questo era il linguaggio 
utilizzato in USA per scrivere i sistemi di NLP più noti, ed era stato anche utilizzato da Stock e 
Ferrari per creare il parser ATN dell’italiano a Pisa. In realtà, per poter far funzionare in maniera 
adeguata il Lisp era necessario avere computer molto potenti come ne esistevano a Pisa, ma anche 
alla Fondazione Bordoni di Roma e al Centro di Psicologia del CNR dove lavorava Stock. Si 
usavano dei minicomputer dedicati, della marca Symbolics. La scoperta del Prolog che non avevo 
mai utilizzato prima e che era il linguaggio più adatto a fare della semantica – PROgram LOGic – 
come faceva intendere il suo nome, mi prese molto del mio tempo all’inizio. Era il linguaggio 
introdotto in Europa per fare quello che negli USA si faceva utilizzando il LISP. Per poterlo 
installare – era il Quintus - sul minicomputer che mi aveva assegnato la DIGITAL per il progetto 
DECTalk – un MicroVax – dovevo chiamare direttamente in California e farmi dare il numero di 
serie passando attraverso un piccolo questionario di verifica della mia identità.  
La collaborazione con Parma era iniziata per produrre un prototipo di traduttore automatico 
richiesto dalla ditta di microchip SGS Thomson, prototipo e progetto che ci occupò per alcuni mesi 
ma non sortì risultato positivo. Rimanemmo quindi legati con una prima implementazione che però 
non potevamo utilizzare per il suo scopo. Il progetto della DIGITAL mi aveva permesso di costruire 
e di sperimentare con tutti gli strumenti di base per NLP della lingua italiana. Negli anni successivi 
vennero verificati altri approcci allo scopo di testare sia la validità teorica che l’efficienza degli 
algoritmi. Ad esempio l’analizzato morfologico per l’italiano subì vari cambiamenti vista 
l’inadequatezza della struttura rigida imposta dal database su cui si basava. Si trasformò in un 
algoritmo a regole, con un lessico di morfemi, un radiciario, prefissi suffissi e enclitici che 
controllavano la buona formazione della parola e licenziavano una sua decomposizione sulla base di 
paradigmi. La sintassi, passò dalla struttura a Recursive Transition Network alla versione 
Augmented, quindi ATN ma non nella versione classica che aveva molte rigidezze, ma grazie al 
Prolog, in una versione dichiarativa di facile implementazione. 
Alla fine degli anni ’80 mi riuscì anche attraverso Ingegneria di Parma di entrare in un progetto 
europeo di lungo respiro, il progetto EUREKA-PROMETHEUS, Subproject PROART-Man 
Machine Interface, NLP Unit, Prosody and Natural Language Generation. Questo progetto aveva 
come obiettivo finale la produzione di un co-pilota automatico che rispondesse a domande del 
pilota umano, riguardanti le località e il tempo atmosferico, a scopo turistico. Nel progetto c’erano 
tutte le case automobilistiche europee, dalla FIAT alla Mercedes, dalla Renault alla BMW. Noi 
avevamo il compito di produrre il generatore di risposte in linguaggio naturale. Bisogna pensare che 
in quel periodo, la generazione era una tecnologia ancora molto rudimentale e alle prime armi e 
funzionava essenzialmente sulla base di informazioni analogiche o da database che veniva 
trasformate in frasi ben formate concatenando “canned text”. Noi partimmo subito con l’idea che si 
poteva arrivare a generare frasi ben formate sulla base di restrizioni linguistiche e semantico 
logiche. Quindi da un lato si lavorava alla costruzione del generatore, e dall’altra si cercavano le 
strutture linguistiche più ricorrenti nei testi che ci interessavano. Al generatore lavorava Bianchi e 
uno studente di Padova, Emanuele Pianta che è attualmente direttore del CLECT di Trento – un 
importante centro di ricerca. Alle strutture linguistiche lavoravano Laura Brugé e Roberto Dolci: in 
particolare Roberto aiutava anche a gestire il Vax, cosa non facile considerando le decine di 
manuali e le migliaia di pagine. Roberto lavorava anche alla prosodia assieme a me. I risultati sono 
stati poi trasferiti in prodotti, che però essendo molto all’avanguardia, non riscossero una 
accoglienza molto favorevole. 
Uno dei risultati più importanti del lavoro che si stava portando avanti assieme fu l’utilizzo e 
l’adattamento del sistema KL-One implementato col nome BACK in Prolog e messo a disposizione 
gratuitamente dall’Università di Berlino. KL-One era un sistema per la Rappresentazione della 
Conoscenza in grado di funzionare come Reasoner e Theorem Prover, che funzionava partendo da 
una rappresentazione logica – una Forma Logica – da cui costruiva la T-Box e la A-Box, cioè il 
database estensionale e quello intensionale, che poi utilizzava per fare inferenze. A questo sistema 
Bianchi adattò il lavoro lessicale e il lavoro che si stava facendo sul ragionamento temporale e 
spaziale nel campo dell’Intelligenza Artificiale. In questo modo era possibile analizzare un piccolo 
testo e poi porre al sistema delle domande in linguaggio naturale ottenendo delle risposte 
logicamente verificate. Il lavoro su KL-One aveva permesso di affrontare problemi teorici che ci 
venivano posti nel momento in cui si voleva sostenere la validità del nostro approccio fondato su 
una analisi linguistica profonda – Deep Processing – nel campo del NLP. Non era una visione 
condivisa che da pochi ricercatori a livello internazionale, buona parte dei quali operavano nella 
sfera di influenza delle grammatiche funzionali-lessicali come LFG, HPSG ecc. Il campo del NLP 
era lentamente assorbito dalla IA a scapito della LC. Questo si cominciò a percepirlo agli inizi degli 
anni ’90 quando le applicazioni fondate su basi di LC soffrivano dei difetti tipici degli approcci 
rigidamente teorici, cioè mancavano di estendibilità, scalabilità e erano fragili: cambiando di 
dominio o introducendo strutture non conosciute si bloccavano.  
Il passaggio nel nuovo decennio segnò in maniera decisiva il campo della LC e del NLP in senso 
più IA e matematico. Questo non avvenne per caso. Nel ’89 partecipai alla scuola NATO-ASI che 
si tenne a Cetraro in Calabria. In quell’occasione l’IBM presentò i risultati degli esperimenti 
compiuti nel campo del riconoscimento vocale e il mondo della LC non fu più lo stesso. In pratica, 
Jelinek, il padre del progetto statistico e probabilistico, lavorando su corpora di milioni di parole, 
inventò il cosiddetto Language Model, un modello probabilistico delle occorrenze di forme di 
parole in contesto. Il LM era la base per un riconoscitore vocale, una volta che il sistema di 
riconoscimento era attrezzato con un database di parlato dello stesso parlante, in cui erano registrate 
tutte le possibili realizzazioni vocali delle forme di parole nei vari contesti. Le parole in realtà non 
erano registrate nude e crude, ma in forma decomposta, utilizzando il concetto dei difoni che 
esisteva in sintesi vocale. Per ogni segmento di parola era poi realizzato un modello probabilistico 
che permetteva di emettere una previsione di quale fosse il segmento possibile successivo. Questo 
modello probabilistico è chiamato HMM, o Hidden Markov Model. L’IBM era in quel momento la 
casa di computer più ricca e quella che aveva speso di più nella sperimentazione in campo 
linguistico. Come conseguenza di questa presentazione e pubblicazione degli atti alcuni anni dopo, 
in USA alcuni ricercatori in campo NLP applicarono lo stesso procedimento al corpus di 1 milione 
di parole, il treebank costruito dalla Penn University, chiamato quindi PennTreebank. I primi 
risultati furono esaltanti: era possibile prevedere la categoria grammaticale apprendendo le 
informazioni utili a livello contestuale automaticamente e applicando questa “grammatica” a un 
nuovo testo qualunque con una approssimazione del 92%. Poi la percentuale salì al 95% e infine 
oggi si è raggiunto anche il 98%.  
La possibilità di apprendere dai dati era entrata subito nel DNA della nuova stagione del NLP che 
faceva capo alla IA, ma anche chi lavorava in LC dovette adeguarsi. Il fatto è che ora il risultato di 
questa decisione nei vari campi a cui è stato applicato è la verifica definitiva della sua insufficienza. 
Nel campo della sintesi vocale si è abbandonato completamente lo studio della sintesi a formanti 
che richiedeva conoscenze accurate della transizioni e dei meccanisci di produzione del parlato; nel 
campo del riconoscimento si è giunti a riconoscere il parlato attraverso sistemi chiamati Spoken 
Dialog Systems, in cui i turni e gli argomenti sono prefissati, ma per poter dettare un testo al 
computer vocalmente è indispensabile fare il training della propria voce; nel campo del NLP si è 
finalmente tornati a parlare da due o tre anni di semantica e magari di pragmatica. Dopo 
l’ubriacatura stocastica si è capito che questa può servire si e no – nel senso che lo stesso lavoro lo 
sanno fare egregiamente anche i sistemi a regole – per gli ambiti linguistici in cui gli oggetti da 
modellare sono segmenti adiacenti e ricorrenti con una buona frequenza. Fenomeni linguistici come 
la prosodia e tutto quello che attiene alla semantica proposizionale richiedono altri approcci. 
Fu proprio del ’92 l’assegnazione al mio laboratorio da parte del Consiglio di Amministrazione di 
Ca’ Foscari di un cospicuo finanziamento per un progetto molto ambizioso ma concettualmente 
semplice. La creazione di un sistema per l’apprendimento dell’inglese che potesse essere utilizzato 
anche autonomamente dagli studenti e che fosse basato sulle più moderne tecnologie informatiche e 
linguistiche. Il progetto, chiamato da me SLIM, fu realizzato grazie alla presenza in Università di 
informatici romeni provenienti dall’Università di Iasi: Dan Cristea, Mirela Petrea, Luminita Chiran, 
Ciprian Bacalu erano i principali. Questi informatici lavorarono alla creazione di un sistema 
all’avanguardia per quei tempi, coadiuvati anche da Francesco Stiffoni. La parte più creativa del 
sistema era il modulo prosodico, che controllava automaticamente la prosodia a livello di parola, di 
gruppo fonologico e di gruppo intonativo. Per poter funzionare utilizzava le registrazioni in camera 
silente della produzione linguistica di alcuni lettori di madrelingua inglese. Furono registrate anche 
le ripetizioni a ritmo controllato di tutti gli enunciati contenuti in tre corsi di lingua inglese seconda, 
dei quali vennero anche digitalizzati i contenuti multimediali. C’erano poi un modulo che utilizzava 
il riconoscitore vocale fornito sui computer della Apple, che quindi divenne il nostro computer di 
riferimento. Questa cosa fu aspramente osteggiata dagli informatici che in quel tempo lo 
consideravano un computer giocattolo e non affidabile. La Apple aveva anche inventato un 
linguaggio HyperCard che serviva come metafora per elaborare strumenti per l’apprendimento. 
Questo linguaggio ebbe un grande impatto su Internet perché ha poi ispirato l’HTTP e il JavaScript 
– della SUN - che fu il punto di partenza per l’HMTL e Internet in definitiva. Il suo creatore Bill 
Atkinson disse con rammarico che: 
“I have realized over time that I missed the mark with HyperCard, I grew up in a box-centric 
culture at Apple. If I'd grown up in a network-centric culture, like Sun, HyperCard might 
have been the first Web browser. My blind spot at Apple prevented me from making 
HyperCard the first Web browser.” 
Noi utilizzammo HyperCard per la creazione di tutto il sistema e in particolare dell’interfaccia. Il 
riconoscitore interagiva con lo studenti in varie fasi, quella più avanzata è il Role-Play, in cui cui il 
sistema alternava la parte di uno dei protagonisti con quella dello studente che prendeva il ruolo 
dell’interlocutore. Ma il riconoscitore veniva utilizzato anche per altri esercizi, tra cui rispondere a 
domande basate sui dialoghi dei corsi registrati sui quali lo studente avrebbe dovuto esercitarsi. La 
sintesi vocale invece veniva utilizzata per fare dettati a varie velocità, anche questo un modo 
assolutamente innovativo che fu recepito in maniera entusiastica negli USA. Entrai nel gruppo dei 
ricercatori che a livello mondiale si interessava dell’inserimento delle tecnologie della voce negli 
strumenti per l’apprendimento linguistico.  
In Italia la Olivetti era interessata ancora a livello di ricerca in questi nuovi campi di studio avanzati 
e mi contattò per interagire con loro e creare piccole applicazioni in campo didattico. Ca’ Foscari 
divenne il referente per la verifica e la creazione di strumenti didattici all’avanguardia entrando in 
diversi progetti europei che erano in corso dei quali noi dovevamo decidere la validità. Purtroppo 
poi, ci furono ostacoli interni alla realizzazione di un prodotto che l’Università non voleva o non 
poteva commercializzare. 
Le tematiche di ricerca del gruppo di LC nella seconda metà degli anni '90 erano ben definite e 
spaziavano nei seguenti campi: 
a. studi, analisi e applicazioni di fonetica sperimentale – soprattutto nella prosodia - dal punto di 
vista teorico in ambito fonologico e dal punto di vista applicativo nel campo della 
glottodidattica con le tecnologie informatiche; 
b. studi, analisi e applicazioni in campo lessicale e linguistico, dal punto di vista delle loro 
rappresentazioni lessicali e concettuali;  
c. pubblicizzazione del sistema SLIM e degli approcci innovativi utilizzati, in particolare nell'uso 
del database linguistico annotato a vari livelli – fino a quello semantico e pragmatico – per la 
creazione automatica di esercizi; 
d. lavori nel campo del parsing profondo e della risoluzione dell'anafora; 
e. lavori nel campo del ragionamento e dell'analisi semantica e inferenziale da utilizzare 
nell'analisi testuale con il sistema GETARUNS; 
f. analisi morfologica e analisi degli errori per uno spelling checker e un grammar checker 
dell'italiano. 
 
Alcune nuove tendenze stavano emergendo, che avevano come riferimento i lavori emergenti a 
livello internazionale ed erano queste: 
a. il parsing “shallow” e il “tag disambiguation” utilizzando procedure a regole mescolate con 
procedure stocastiche; 
b. la generazione di domande e risposte da analisi profonda e il “discourse model” di un testo di 
riferimento; 
c. la creazione di treebank sintattici di testi scritti e di dialoghi trascritti – attività questa svolta 
all'interno di progetti nazionali. 
 
Queste nuove attività ci permettono di mantenere il gruppo in funzione fino alla seconda metà degli 
anni 2000. Ma nel frattempo, nel 2000 appunto nasce il Dipartimento di Scienze del Linguaggio e si 
prefigura la possibilità di attivare un corso di Laurea all'interno del quale creare un percorso 
completo di LC. I corsi che venivano impartiti precedentemente potevano essere scelti anche da 
studenti di Informatica, e questo fatto permetteva di creare delle sinergie inedite e proficue tra 
studenti di Lingue e studenti di Scienze. Purtroppo poi la rigidezza dei corsi di laurea bloccò questa 
possibilità. Ma la LC sta iniziando un percorso nuovo che la porterà un po' alla volta nel giro di un 
decennio a riappropriarsi degli aspetti più propriamente linguistici. Questa inversione di tendenza o 
sviluppo obbligato è dovuto - com'è giusto nel caso di una scienza applicativa come la LC - alla 
necessità di soddisfare meglio lo sviluppo delle tecnologie e le richieste del mercato nel campo 
dell'Information Technologies (IT). Lo sviluppo di internet e dei motori di ricerca sta invadendo 
tutti gli ambiti scientifici e non può non condizionare la LC che si basa appunto sull’analisi e la 
generazione delle lingue naturali o NLP. Si sente sempre più la necessità di affinare le tecniche di 
Information Retrieval basata sino a quel momento su una ricerca per parole chiave, che estromette 
le parole funzionali o stopwords dal calcolo e quindi cancella tutte le relazioni sintattiche e 
semantiche che intervengono nella frase e nel discorso. Questa situazione viene affrontata in 
maniera radicale quando agli inizi del decennio dei visionari introducono la cosiddetta Semantic 
Web, o meglio una rete fondata sulla condivisione del contenuto semantico delle informazioni 
nonché della loro rintracciabilità nel mondo reale. La Semantic Web si fonda su principi semantici e 
sulle cosiddette RDF che sono strutture logiche ispirate alla logica dei predicati di prim’ordine. 
Le tematiche scientifiche legate a questa nuova ondata di sviluppo della LC sono quindi tutte 
improntate sulla necessità di recuperare la sfera semantica e quella pragmatica. Questo avviene su 
vari fronti, ma quello più interessante è lo sviluppo sempre maggiore di Challenges e Competitions 
su scale mondiale che mettano in gioco gli attori che sono in grado di sviluppare tecniche 
all’avanguardia e costituiscano una finestra verso il mondo scientifico per mettere in luce i migliori 
approcci e le migliore tecnologie. Leader in questo campo sono ovviamente gli USA che con il 
NIST – il famoso istituto degli standards nelle tecnologie indìce queste gare e si preoccupa di 
organizzare i dati sperimentali per lo sviluppo e la fase di test. La verifica dei risultati avviene poi in 
un workshop aperto a tutti i team che hanno partecipato su base volontaria alla challenge, 
organizzato di solito a Washington nella sede governativa del NIST. 
In questo modo si mettono in circolazione dati condivisibili sul Question/Answering che hanno lo 
scopo di migliorare il funzionamento dei motori di ricerca nel senso linguistico, che tutti possono 
utilizzare per valutare la qualità del proprio sistema. Si tratta di migliaia e migliaia di domande e 
risposte raccolte manualmente. Un altro campo che vede uno sviluppo enorme grazie a queste 
iniziative è quello della cosiddetta Text Summarization fatta su basi estrattive che ci vede come 
protagonisti. Partecipano a queste challenges una ottantina di team da tutto il mondo, provenienti da 
università, software house, grandi multinazioni, centri di ricerca di ogni tipo. Dalla valutazione dei 
risultati ottenuti dal nostro sistema, per due volte siamo rientrati nella prima metà, cioè 34/35esimi. 
Un ultimo tema di ricerca nato negli ultimi cinque anni è il cosiddetto Text Entailment, che ha come 
scopo l’individuazione automatica delle relazioni semantiche di entailment testuale tra un piccolo 
testo e una frase “ipotesi”, che rappresenta la forma estesa di una domanda. Si tratta cioè di decidere 
automaticamente se il testo risponde alla domanda oppure no. Anche qui il nostro sistema ha 
ottenuto dei risultati elevati, sempre nella prima metà – sesto/settimo - dei partecipanti che però in 
questo caso non superano la trentina. 
Le attività più recenti sono appena iniziate, e si rivolgono ai social network – Facebook, Twitter 
ecc. – da cui è possibile evincere l’opinione dei frequentatori su varie questioni, tra cui ovviamente 
anche prodotti commerciali. E’ il cosiddetto “opinion mining” detto anche “sentiment analysis”. Si 
tratta di analizzare i testi per indovinare se l’atteggiamento di chi scrive è positivo oppure negativo 
rispetto all’argomento di riferimento. Negli ultimi anni si è lavorato assieme a ricercatori di altre 
università come quella di Ginevra, per l’annotazione automatica dei dialoghi su basi argomentative, 
allo scopo di individuare le parti di dialogo di maggior interesse dal punto di vista del contenuto. 
Questo lavoro è partito dall’analisi dei dialogo multiparty – cioè a più interlocutori – realizzati e 
trascritti dall’ICSI di Berkeley sui quali era necessario anche tenere sotto controllo le 
sovrapposizioni di turno, che segnalano in maniera inequivocabile quali sono i parlanti più 
competitivi rispetto agli altri. Analizzare dialoghi trascritti è di un livello di difficoltà di gran lunga 
superiore a dialoghi che avvengono con la tecnica del chat o nel forum di un blog dove ognuno 
scrive il proprio enunciato da tastiera senza esitazioni, ripetizioni, frammenti, nonparole, intercalari 
e appunto non ci sono sovrapposizioni da analizzare e situare temporalmente nel flusso del discorso. 
Da ultimo, sulla scia della Semantic Web, si sono sviluppate nel mondo le cosiddette Web 
Ontologies, anche nella forma di un Cloud o nuvola di ontologie interconnesse, che non sono altro 
che delle enormi enciclopedie accessibili direttamente da computer attraverso un qualsiasi 
programma e sono scritte per essere interpretabili da programmi di computer. 
E’ chiaro a questo punto che l’utilizzo dei telefonini diverrà sempre più diretto a soddisfare la sete 
di informazione che utenti sempre più esperti vorranno dalla rete. Ma questo non sarà con il web 
attuale e con i computer attuali: le analisi linguistiche richiedono come ho detto all’inizio grande 
velocità di elaborazione cosa che con i computer attuali non sarà possibile fare. La Linguistica 
Computazionale sarà sempre più una disciplina d’avanguardia ma anche di routine per quei linguisti 
che vorranno cimentarsi con il mondo reale. A questo scopo ho pubblicato in due volumi la mia 
Weltanschauung sulla linguistica computazionale nell’analisi di testi accompagnati da un CD in cui 
sono contenute tutte le diverse versioni del sistema di analisi costato anni di ricerca nel mio 
laboratorio, e la collaborazione di decine di ricercatori e scienziati del linguaggio. 
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