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Benford’s law is an empirical law predicting the distribution of the first significant digits of
numbers obtained from natural phenomena and mathematical tables. It has been found to be
applicable for numbers coming from a plethora of sources, varying from seismographic, biological,
financial, to astronomical. We apply this law to analyze the data obtained from physical many-body
systems described by the one-dimensional anisotropic quantum XY models in a transverse magnetic
field. We detect the zero-temperature quantum phase transition and find that our method gives
better finite-size scaling exponents for the critical point than many other known scaling exponents
using measurable quantities like magnetization, entanglement, and quantum discord. We extend
our analysis to the same system but at finite temperature and find that it also detects the finite
temperature phase transition in the model. Moreover, we compare the Benford distribution analysis
with the same obtained from the uniform and Poisson distributions. The analysis is furthermore
important in that the high-precision detection of the cooperative physical phenomena is possible
even from low-precision experimental data.
I. INTRODUCTION
Benford’s law is an empirical law, based on the obser-
vation that the first significant digits, in a given set of
data are not random. Instead, the chance that the first
significant digit from the set of data happens to be “1” is
almost 30%, “2” almost 17%, and so on. The frequency
of the digit “9” is the lowest among all the digits from
1 to 9, and it is around 4.5%. The law was first ob-
served by the astronomer Simon Newcomb in 1881 [1],
who also proposed the probability function to the distri-
bution. It is this distribution which is today known as
the “Benford’s Law” or “The Law of First Digit” or “The
Leading Digit Phenomenon”. This law was rediscovered
by Frank Benford in 1938 [2]. Benford’s law predicts the
frequency distribution of the first significant digit D as
PD = log10(1 +
1
D
). (1)
The law has since been verified for a wide spectrum of
situations in natural science, and while studying mathe-
matical series [3]. Not all sets of numbers obey this law,
e.g. random numbers obtained from a computer code
will not obey such a law, and the frequency of any num-
ber from 1 to 9 as a leading digit will be 1/9. But there
are examples ranging from data obtained in earthquakes,
and the brightness of gamma rays that reaches earth, to
the rotation rates of spinning stars, where Benford’s law
is respected [3]. Violations of the law have been used
in detecting cases of tax fraud, election fraud, digital
image manipulation, faint earthquakes, and phase tran-
sitions [4, 5]. The scale invariance of Benford law also
makes it independent of the measuring device used to
get the source data [6].
A quantum phase transition (QPT) is a change in the
phase of a system at zero temperature, driven by some
parameter of the system, like external magnetic field or
the coupling strength between particles. Unlike the ther-
mal phase transitions [7] where the transition arises due
to thermal fluctuations in the system, quantum phase
transitions are driven solely by quantum fluctuations [8].
Understanding quantum phases in many-body quantum
systems is important for a number of reasons, including
discerning quantumness in systems of several particles
and realizing quantum computers. The one-dimensional
transverse XY model is an integrable model where a
quantum phase transition occurs at zero temperature
when the external transverse field is varied [9–11]. This
model has been studied, e.g. in crystals of CoNb2O6 [12].
Spectacular advances in cold gas experimental techniques
in recent years have led to the possibility of experimen-
tal detection of such transitions in optical lattice systems
and ion traps [13].
In this paper, we consider the anisotropic quantum XY
models, in one dimension, for finite- and infinite-size sys-
tems. The system undergoes a quantum phase transition
at λ ≡ h/J = λc ≡ 1, where h is the strength of the
external magnetic field while J is the coupling strength
between neighboring spins. Here we use the Benford’s
law to detect the transition and investigate its scaling
properties. The main advantage of this approach is its
amenability to experiments, owing to the fact that one
requires to investigate only the first significant digit of
an observable, which can be easily measured in experi-
ments. We study the transverse magnetization as a func-
tion of the external magnetic field. The difference be-
tween the frequency distributions of the first significant
digits of the transverse magnetization and the expected
frequency distribution from Benford’s law, is quantified
using a parameter called the Benford violation param-
eter (BVP). The maxima of the derivative of the BVP
with respect to the magnetic field, indicates the point of
the quantum phase transition (λNc ), in finite size systems.
Finite size scaling analysis shows that the phase transi-
tion point for finite systems (λNc ) approaches the critical
point for infinite systems (λc) as N
−α, where α can be
as high as -2.45, and N is the number of spins. We fur-
ther extend this analysis to the infinite-size quantum XY
model, but at non-zero temperature. The BVP shows
two crossovers in the λ − T˜ plane, as the magnetic field
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2is varied across the critical point, where T˜ is a scaled
temperature. The finite temperature quantum critical
region, for unit anisotropy, is contained within the lines
T˜ = −0.546(λ−λc), for λ < λc and T˜ = 0.567(λ−λc), for
λ > λc. Besides, we find that the Benford distribution is
not the only distribution which can be used to detect the
quantum phase transition. We show that other discrete
distributions like the uniform and the Poisson (for a num-
ber of values of its parameter) can signal the QPT. We
find the scaling exponents of the quantum critical point
by using the uniform and the Poisson distributions. We
also analyze the effect of changing the distance measure
between the observed and predicted probability distribu-
tions on the scaling exponents. The distance measures
used here are mean deviation, standard deviation, and
the Bhattacharya metric [14]. We find that the analyses
using the Benford distribution, in general, provide higher
values of the scaling exponents.
The paper is organized as follows. In Sec. II, we
briefly discuss the one-dimensional quantum XY mod-
els for both finite and infinite systems. Sec. III contains
a discussion on the methodology and tools used in the
analysis of the data. The detection of phase transition
by using the BVP of transverse magnetization and the
scaling of quantum critical point for finite size systems is
discussed in Sec. IV. Further analysis of the phase space
diagram in the finite temperature case for infinite sys-
tems is taken up in Sec. V. In Sec. VI, we show that the
uniform and the Poisson distributions can also be used
to detect a QPT. We compare the results with the ones
obtained using the Benford distribution. Finally, we con-
clude in Sec. VII.
II. DESCRIPTION OF THE MODEL
The Hamiltonian of the one-dimensional anisotropic
quantum XY model is given by
H =
J
2
N∑
i=1
[
(1 + γ)σxi σ
x
i+1 + (1− γ)σyi σyi+1
]
+ h
N∑
i=1
σzi
(2)
where J is the coupling constant, h is the strength of the
transverse magnetic field, γ (6= 0) is the anisotropy pa-
rameter, and σ’s are the Pauli matrices in a system of N
quantum spin-1/2 particles. We assume periodic bound-
ary condition. The system undergoes a quantum phase
transition from long range antiferromagnetic to paramag-
netic phase at h/J = 1 [9–11]. The model is diagonaliz-
able by applying successive Jordan-Wigner, Fourier, and
Bogoliubov transformations [9–11]. The average trans-
verse magnetization can be calculated for any number of
spins at any temperature. The anisotropic quantum XY
models for γ 6= 0 forms the “Ising universality class”. For
γ = 1, the Hamiltonian described by Eq. (2) is known as
the Ising Hamiltonian. For finite spin systems, the trans-
verse magnetization reads
Mz(λ, β˜,N) = − 2
N
N/2∑
p=1
tanh(β˜Λ(λ)/2)(cos(φp)− λ)
Λ(λ)
,
(3)
where β = 1kT , k is the Boltzmann constant, T is the
absolute temperature, β˜ = βJ , φp =
2pip
N , and Λ(x) ={
γ2 sin2(φp) + [x− cos(φp)]2
}1/2
, while for infinite sys-
tems, the transverse magnetization is given by
Mz(λ, β˜) = − 1
pi
pi∫
0
dφ
tanh(β˜Λ(λ)/2)(cos(φ)− λ)
Λ(λ)
(4)
where Λ(x) =
{
γ2 sin2(φ) + [x− cos(φ)]2}1/2. The two
site correlation functions can also be calculated analyt-
ically for this model for both finite and infinite lattice
sizes at any temperature. The nearest neighbor diagonal
correlations can be expressed in terms of a correlator,
G(R, λ), through
Cxx(λ) = G(−1, λ), Cyy(λ) = G(1, λ), (5)
and
Czz(λ) = [Mz(λ)]
2 −G(−1, λ)G(1, λ), (6)
where G(R, λ), for infinite lattice size and zero tempera-
ture, is given by
G(R, λ) =
1
pi
pi∫
0
dφ
(γ sin(φR) sin(φ)− cos(φ)(cos(φ)− λ))
Λ(λ)
.
(7)
III. BENFORD VIOLATION PARAMETER:
THE METHODOLOGY
We now discuss the methodology employed to analyze
the data obtained for a given observable by using the
Benford violation parameter. The idea of the Benford
violation parameter is to characterize an observable in
terms of the frequencies of the first significant digits. To
do this, we compare it with the expected Benford fre-
quency, and quantify it with a number, which we call the
Benford violation parameter.
A. Computing the BVP
For an observable Q(x), defined in a range [a, b] of x,
we sample N points in the range. Let us denote the min-
imum and maximum values of the observable in a subin-
terval [a′, b′] comprising of n points, of the total interval
[a, b], by Qmin and Qmax respectively. Using these two
values, we create a set of data for the observable, such
that all the values in [a′, b′] lie in the range [0, 1] [5]. The
3new value of Q, “Benford Q”, is denoted by QB , and is
given by
QB =
Q−Qmin
Qmax −Qmin . (8)
The frequency of the first significant digit to be D, ob-
tained from these new values, is called the “observed”
frequency, OD, for D=1,...,9. Note that the procedure
given in Eq. (8) is important to obtain a nontrivial fre-
quency distribution of digits from 1 to 9. The rescaling
is necessary, since a distribution varying between 1 and
2, for example, will never have the first significant digit
larger than 2. The next step is to compare OD with the
expected frequency distribution given by Benford’s law,
denoted by ED = n log10(1 +
1
D ). So, for any observable
Q, we denote the violation parameter by δ(Q), and define
it as
δ(Q) =
9∑
D=1
∣∣∣∣OD − EDED
∣∣∣∣ . (9)
This number gives us the variation of the observable with
respect to the Benford frequency and we assign this num-
ber to the mid-point of the range [a′, b′]. The subinterval
[a′, b′] determines the error of the variable x. Therefore,
it should be small compared to the range of the total in-
terval [a, b]. The number of data points n in this subin-
terval should be large enough to ensure convergence of
the BVP. Note that, lower the value of δ(Q), better is
the distribution’s conformity with the Benford’s law.
IV. BENFORD SCALING OF QUANTUM
PHASE TRANSITION IN THE TRANSVERSE
XY MODEL
In this and the succeeding two sections, we present our
main findings regarding the BVP and quantum phase
transition in the quantum XY model. The current sec-
tion deals with the zero temperature behavior, while the
succeeding one is for the finite-temperature regime. In
the zero temperature case, we first show that the BVP
of the transverse magnetization and correlations are able
to detect the QPT in this model. We subsequently per-
form a finite-size scaling analysis on the BVP data of
the system, which indicates the possibility of detecting
the QPT in finite-sized systems, potentially realized in
cold gas experiments. We show that the scaling exponent
obtained by using the BVP of Mz is much higher than
the ones obtained by using Mz itself and several other
physical quantities. The analysis points to the following
interesting possibility. By using the BVP as an order
parameter, a QPT can be detected with high-precision
even in finite-sized systems, and even in cases where the
observables can be measured in the experiment with a
low precision.
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FIG. 1. (Color online.) The BVP for Mz and Cxx for the
infinite quantum Ising model. There is an abrupt change in
the BVP at the QPT point. The axes are dimensionless. The
features remain similar for any γ 6= 0.
A. Detection of QPT
We now compute the BVP for Mz and Cxx for the
infinite quantum XY model. The basic idea involved
in Benford analysis for any observable was discussed in
the preceding section. To obtain the Benford magne-
tization, MBz , for a given value of the driving parame-
ter λ, we choose a small interval around λ of width ,
(λ − /2, λ + /2), where  is a small number. In this
small interval, we choose n values of the system param-
eter, λ. Corresponding to those n values of the field,
we get n values for the transverse magnetization of the
system from Eq. (4). From this set of data for magnetiza-
tion, the normalized Benford transverse magnetization is
obtained by using Eq. (8). To get the violation parameter
for Mz, we then find the corresponding OD’s and subse-
quently use Eq. (9). The same analysis is performed in
the entire range of λ. The entire procedure is repeated for
the calculation of BVP of Cxx. We find that away from
the quantum critical point (λc = 1), the BVP is almost
constant and changes little as we change λ (see Fig. 1).
However, as we move towards the quantum phase tran-
sition, we see a very sharp transverse movement in the
BVP at λc = 1. From Fig. 1, it can be seen that the BVP
of both Mz and Cxx detect the quantum phase transition
in the model. We have checked that the BVP of other
two-site correlators, including two-site entanglement, can
also detect the QPT in this model.
B. Finite-size scaling
By virtue of the current advances in cold gas experi-
mental techniques, one can now engineer finite quantum
spin systems in laboratories [13]. It is therefore impor-
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FIG. 2. (Color online.) BVP of transverse magnetization,
δ(Mz), with respect to the external magnetic field, with the
legends indicating the number of spins. The violation of Ben-
ford’s law increases as one moves from the magnetically or-
dered state for λ < λc, to the paramagnetic state for λ > λc.
The inset shows the scaling of the critical point (λNc ) with
the system size N . The data points for the figure in the inset
are obtained by using the method illustrated in Fig. 3, to get
the maximum in the derivative of δ(Mz) with respect to λ.
The critical point λNc approaches λc as N
−2.06. All axes are
dimensionless, except the horizontal one in the inset, which
is in ln of the number of spins. The plots and the results are
for γ = 0.5, which remains similar any γ 6= 0.
tant to study the QPT point and its scaling with in-
creasing system sizes for finite systems. In our finite-size
analysis, we have taken the range of λ to be [0.8, 1.2]
(see Fig. 2). The plot shows the BVP as a function of
λ for different system sizes. We have considered sys-
tems of finite (periodic) chains consisting of N spins,
with N = 14, 20, 24, 30, 34, 40. The convergence of the
BVP is ensured by taking a sufficient number of sam-
ple points in each subinterval of λ. Note that the BVP
has a large transverse movement around the quantum
critical point. The variation of Benford magnetization
with λ is similar to the variation of transverse magneti-
zation itself with λ around the QPT. It can be readily
seen from Fig. 2 that the derivative of Benford magne-
tization with λ will peak at the point of QPT, as the
curvature of the BVP changes from concave to convex
there. Therefore, it is important to find the derivative of
BVP with respect to λ. The curves in Fig. 2 look quite
smooth from a distance, but a closer inspection reveals
fluctuations in the curves. However, it is quite evident
that the curvatures of the curves change from concave
to convex, around the point of QPT. Four fixed points
are required to draw such a curve. Therefore, we fit a
cubic polynomial to the data for BVP in the appropri-
ate range of λ, for a fixed N , using the method of least
squares and find the exact point where the derivative
has a maximum. The value of λ corresponding to this
maxima is the predicted point of QPT for the partic-
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FIG. 3. (Color online.) A cubic polynomial f(x) is fitted
to δ(Mz), for N = 30, in the appropriate range of λ, using
the method of least squares. The constants of f(x) have an
error of the order of 0.02%. The point of QPT, marked in
the figure at λ = 0.9830, is predicted in this finite system
for the considered order parameter, and corresponds to the
maxima of f ′(x). All axes are dimensionless. Note that the
two curves, for δ(Mz) and f(x) have merged with each other.
Here, γ = 0.5.
ular system size N and the particular order parameter
considered. We denote this value of λ by λNc . We have
performed this analysis for N = 14, 20, 24, 30, 34, 40. In
Fig. 3, we present a summary of this analysis for N = 30.
In the inset of Fig. 2, we plot ln(λc − λNc ) with respect
to lnN . We find that a straight line fits the plot, which
we find via the method of least squares. Exponentiating
the equation of the straight line, for γ = 0.5, we obtain
that λNc approaches λc as N
−2.06 i.e.
λNc = λc + kN
−2.06. (10)
The error associated with the estimation of the scaling
exponent is of the order of 0.5%. The scaling exponent
found using the Benford magnetization is much higher
than many other known scaling exponents for this model.
In particular, the scaling exponents for transverse mag-
netization, fidelity, concurrence, quantum discord, and
shared purity are significantly lower [7, 15–17]. In Fig. 4,
we plot the scaling of the critical point λNc with N for
three values of the anisotropy parameter γ. The scaling
exponents for γ = 0.1, 0.5, and 1.0 are -2.14, -2.06, and
-2.10 respectively.
Note that the procedure for Benford analysis described
in this paper is not unique. We compare two frequency
distributions, one of which is obtained from Benford’s
law and the other is obtained theoretically or experimen-
tally from a natural phenomenon. The distance between
the two distributions is quantified by a number obtained
by using a measure. The choice of this measure is not
unique. We have reported the results until now by us-
ing the mean deviation as our distance measure. But
now we also use the standard deviation and the Bhat-
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FIG. 4. (Color online.) The scaling of the critical point λNc
with N for three values of the anisotropy parameter. The
scaling exponents for γ = 0.1, 0.5, and 1.0 are -2.14, -2.06,
and -2.10 respectively. Note that the lines are almost parallel
to each other. The vertical axis is dimensionless, while the
horizontal one is in ln of the number of spins.
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FIG. 5. (Color online.) The scaling of the critical point λNc
with N . The Benford distribution has been used in conjunc-
tion with the mean deviation (1), standard deviation (2), and
Bhattacharya distance (3), to analyze the data for transverse
magnetization. The scaling exponents for (1), (2), and (3)
are -2.06, -2.20, and -2.45 respectively. The vertical axis is
dimensionless, while the horizontal one is in ln of the number
of spins. Here, γ = 0.5.
tacharya metric [14] to quantify the distance between two
frequency distributions. So, for any observable Q, we de-
fine the violation parameter δ(Q)sd, using the concept of
standard deviation, as
δ(Q)sd =
1
3
√√√√ 9∑
D=1
(OD − ED)2. (11)
The violation parameter δ(Q)Bd, corresponding to the
Bhattacharya metric, can be defined as
δ(Q)Bd = − ln
9∑
D=1
√
ODED. (12)
We observe that the Benford distribution, combined with
any of these measures, to discriminate the observed and
expected frequency distributions, applied to data ob-
tained for Mz or Cxx, can be used to detect the QPT
point for the infinite quantum XY model. We extend the
analysis to finite-sized systems and obtain the scaling ex-
ponents. In Fig. 5, we plot the scaling of the critical point
λNc with N , using the Benford distribution in conjunc-
tion with the mean deviation, standard deviation, and
the Bhattacharya distance, to analyze the data for trans-
verse magnetization. We find that the scaling exponents
are affected by the choice of the measure quantifying the
violation parameter. The scaling exponents, for γ = 0.5,
obtained by using the mean deviation, standard devia-
tion, and the Bhattacharya distance are -2.06, -2.20, and
-2.45 respectively. This shows that the Bhattacharya
metric provides a better scaling among the considered
metrics for the Benford distribution.
V. PHASE TRANSITION AT FINITE
TEMPERATURE
In this section, we discuss the finite temperature phase
transition in the quantum XY model. A quantum phase
transition is a phase transition at zero temperature
driven by quantum fluctuations. But zero temperature
is a theoretical concept which cannot be reached in ex-
periments. However, current cooling methods enable one
to reach temperatures of a few nanoKelvin. Therefore, it
is important to study the status of the phase transition
considered in the preceding section at very low tempera-
tures, in the presence of both quantum and thermal fluc-
tuations. In the finite temperature quantum XY model,
the system crosses over from the magnetically ordered
region to the quantum critical region and then to the
paramagnetic region as the field is varied at a fixed finite
temperature [8, 18, 19].
We consider an infinite system at a finite but very low
temperature. The transverse magnetization of the sys-
tem is calculated using Eq. (4) as a function of the driving
parameter and temperature. In Fig. 6, we plot the pro-
jection of the partial derivative of transverse magnetiza-
tion with respect to temperature, ∂Mz(λ, T˜ )/∂T˜ , in the
λ− T˜ plane, where T˜ = kT/J , for γ = 1. The positions
of the maxima (yellow) for λ < λc and minima (white)
for λ > λc form the phase transition lines in the λ − T˜
plane. Note that the temperature is a linear function of
the driving parameter at such low temperatures, along
the lines of phase transition. In an effort to investigate
the Benford approach further and compare it with the
established methods of data analysis, like the derivative
method given above, we analyze the finite temperature
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FIG. 6. (Color online.) Projection of the derivative
of transverse magnetization with respect to temperature,
∂Mz(λ, T˜ )/∂T˜ , on the λ − T˜ plane. The T˜ axis plotted is
multiplied by 104. The positions of the maxima (yellow) for
λ < λc and minima (white) for λ > λc form the phase tran-
sition lines in the λ − T˜ plane. All quantities plotted are
dimensionless. Here, γ = 1.
data using Benford’s law. We calculate the BVP of trans-
verse magnetization (δ(Mz)), as a function of the driving
parameter for a set of fixed temperatures close to abso-
lute zero. The data obtained turns out to be very similar
to that plotted in Fig. 6 with ∂Mz(λ, T˜ )/∂T˜ replaced by
δ(Mz). We plot the exact positions of the maxima and
minima on the two panels shown in Fig. 7, which turn
out to be almost identical. It can be seen that the sys-
tem undergoes two phase transitions at any fixed finite
temperature as the driving parameter is varied. Straight
lines are fitted to the obtained data using the method of
least squares. The cross-over lines obtained by using the
Benford analysis, for γ = 1, are given by the equations
T˜ = −0.546(λ− λc), λ < λc
T˜ = 0.567(λ− λc), λ > λc. (13)
The errors associated with the values of the constants in
these equations are of the order of 1%. We therefore find
that just like for the zero temperature case, the finite
temperature transitions are also easily detected by the
experimentally less-demanding Benford analysis.
VI. COMPARISON WITH OTHER
DISTRIBUTIONS
Let us now revert back to the zero-temperature regime.
Since the BVP detects the QPT point, it is natural to ask
if the Benford distribution is the only one that is capable
of detecting the quantum critical point in the quantum
XY model. Therefore, we investigate the problem using a
few other discrete frequency distributions. The simplest
frequency distribution is the uniform distribution. The
frequency of the first significant digit “D” of the uniform
0
2
4
6
8
10
 0.998  0.999  1  1.001  1.002
T
~
λ
(a)
0
2
4
6
8
10
 0.998  0.999  1  1.001  1.002
T
~
λ
(b)
FIG. 7. (Color online.) The cross-over lines are plotted in the
(λ − T˜ ) plane. The plots clearly show two phase transitions
at finite temperatures at two critical values of the driving pa-
rameter. The positions of the maxima and minima are plotted
for ∂Mz(λ, T˜ )/∂T˜ in panel (a), and for BVP of transverse
magnetization (δ(Mz)) in panel (b). All quantities plotted
are dimensionless. The T˜ -axes plotted are multiplied by 104.
The results are for the Ising model (γ = 1), but they remain
similar for any γ 6= 0.
distribution is given by
PD =
1
9
. (14)
The other discrete distribution that we consider is the
Poisson distribution. The frequency of the first signifi-
cant digit “D” of the Poisson distribution is given by
PD =
κDe−κ
D!
.
1
N0
, (15)
where the parameter κ > 0. We normalize the distribu-
tion by N0, in such a way that
∑9
D=1 PD = 1. In Fig. 8,
we plot the different frequency distributions. Note that
for κ = 1, the Poisson distribution is qualitatively sim-
ilar to the Benford distribution, while for κ = 10, the
Poisson distribution is qualitatively similar to the mirror
image of the Benford distribution along the D = 5 axis.
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FIG. 8. (Color online.) Frequency of the first significant digits
for the different normalized discrete distributions. Both axes
are dimensionless.
-5
-4
-3
 2.8  3  3.2  3.4  3.6
l n
 ( λ
c-
λ cN
)
ln N
Benford
Uniform
Poisson (κ = 1)
Poisson (κ = 5)
Poisson (κ = 10)
FIG. 9. (Color online.) The scaling of the critical point λNc
with N . The indicated frequency distributions have been used
in conjunction with the mean deviation to analyze the data for
transverse magnetization. The scaling exponents, for γ = 0.5,
using the Benford, uniform, and Poisson (κ = 1, 5, 10) are
-2.06, -1.48, -1.88, -1.27, and -2.24 respectively. The dimen-
sions are as in Fig. 5.
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FIG. 10. (Color online.) The scaling of the critical point λNc
with N . The indicated frequency distributions have been used
in conjunction with the Bhattacharya distance to analyze the
data for transverse magnetization. The scaling exponents,
for γ = 0.5, using the Benford, uniform, and Poisson (κ =
1, 5, 10) are -2.45, -1.53, -2.44, -2.28, and -1.87 respectively.
The dimensions are as in Fig. 5.
The Poisson distribution is bell-shaped for κ = 5. Now,
we analyze the theoretical data using the uniform, and
the Poisson distributions for κ = 1, 5, 10. We find that
any of these distributions in conjunction with any of the
three measures, viz. the mean deviation, the standard
deviation, or the Bhattacharya distance, when applied
to theoretical data for Mz or Cxx in the infinite quantum
XY model, detects the QPT point. However, the signa-
tures of QPT, obtained by using the different distribu-
tions for data analysis, are different. While a minimum
of the violation parameter is obtained for the uniform
distribution (at the QPT), a minimum or a maximum in
the derivative of the violation parameter is obtained for
the other distributions. This signature is independent of
the measure used in the analysis. The data analysis tech-
nique is further explored by performing finite-size scaling
analysis using the data for transverse magnetization for
all the different frequency distributions using the mean
deviation and the Bhattacharya distance. We present
the results for γ = 0.5. However, the results are qual-
itatively similar for any γ 6= 0. In Fig. 9, we plot the
scaling of the critical point λNc with N using all the fre-
quency distributions discussed, in conjunction with the
mean deviation. We find that the choice of the frequency
distribution affects the scaling exponents. The Poisson
distribution with κ = 10 gives the highest scaling expo-
nent of -2.24. The scaling exponents obtained by using
the Benford, uniform, and Poisson (κ = 1, 5) distribu-
tions are -2.06, -1.48, -1.88, and -1.27 respectively. In
Fig. 10, we plot the scaling of the critical point λNc with
N , again using all the frequency distributions, but now,
in conjunction with the Bhattacharya distance. The scal-
ing exponents obtained using the Benford, uniform, and
Poisson (κ = 1, 5, 10) distributions are -2.45, -1.53, -2.44,
-2.28, and -1.87 respectively. Note that the scaling expo-
nents obtained using the Benford distribution is among
the higher ones for any measure and for any distribution.
Therefore, while the procedure for data analysis involv-
ing the Benford’s law is not unique, there seems to be
some evidence that it is one of the better ones, if not the
best that can be employed to analyze the given data.
VII. CONCLUSION
The Benford’s law seems to be a very efficient tool in
analyzing data. Our data analysis and subsequent re-
sults, for a quantum mechanical system reinforces the
belief. We find that the quantum phase transition in the
one-dimensional anisotropic quantum XY models, are ef-
ficiently detected by this analysis. The main advantage
of this technique is its dependence on only the first signif-
icant digit of an observable. This advantage is very im-
portant from the point of view of experiments, in which
accuracy is not very high.
We have used a number of other discrete frequency
distributions along with three different measures to dis-
criminate between frequency distributions. It is seen that
8the Benford distribution is not unique and that other
distributions can also be employed to analyze data and
detect a quantum critical point in the quantum XY mod-
els. However, analysis of data using the Benford distri-
bution produces higher scaling exponents in almost all
cases. This indicates that this is possibly a better tool
for data analysis. In this paper, we have compared pairs
of frequency distributions, one of which is obtained from
quantum theory and the other is obtained from a prob-
ability distribution. The distance between the two dis-
tributions is quantified by a number obtained by using
a measure. The choice of this measure is not unique.
We have reported our results by using the mean devia-
tion, standard deviation, and the Bhattacharya metric to
quantify the distance between the two frequency distri-
butions. The analysis has been carried out for both finite
and infinite size systems for different observables at zero
and finite temperatures. Interestingly, most of the finite
size scaling exponents obtained in this paper by using
the violation parameters are much higher than those ob-
tained using other measures like magnetization, fidelity,
concurrence, shared purity, and quantum discord. We
also find the linear relationship between temperature and
the driving parameter at a finite temperature, along the
cross-over lines, in this model. The analysis strongly sug-
gests that measuring the Benford violation parameter in
the laboratory can be an efficient tool for detecting phase
transitions in quantum many-body systems.
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