Abstract. In this paper, a priori estimates of positive solutions for sublinear elliptic equations are given in terms of thicknesses of domains. To this end, a supersolution is constructed by a composite function of a solution to an ordinary differential equation and a distance function. The results work efficiently in the case where the domain is an exterior or an interior of a convex set.
Introduction
In this paper, we give a priori estimates of positive solutions for the following problem in terms of a thickness of a domain:
Here Ω is a bounded domain in R N and f (s) is continuous in [0, ∞) and sublinear, i.e., f (s)/s is strictly decreasing in (0, ∞). It is well-known that if f (s)/s diverges to ∞ as s → 0 and converges to 0 as s → ∞ or f (s) ≤ 0 for s > 0 large, then (1.1), (1.2) has a unique positive solution. This will be seen later in Theorem 1.1. Our problem in this paper is as follows. Estimate the positive solution by an easy and familiar function. By using it, investigate the relation between the size of the positive solution and the thickness of the domain. Our answer is if f (u) = u p with 0 < p < 1,
These inequalities give us the decay estimate of positive solutions as the thickness d tends to zero. Before discussing our results more, we state the known results about the existence and uniqueness of positive solutions. For such a problem, we refer to Brezis-Oswald's result [3] . Their theorem is valid for f = f (x, u) also; however we state it here in case f = f (u) only.
Theorem 1.1 ([3]).
Let Ω be a bounded smooth domain in R N . Suppose that f (s)/s is strictly decreasing in (0, ∞). Then (i) and (ii) below hold: Our result in this paper is valid for f (x, u) also; however for simplicity of notation and discussions, we consider the non-linear term f = f (u) independent of x. See Remark 2.7 for the case f = f (x, u). Theorem 1.1 with f (x, u) has been extended by Taira-Umezu [8] and Bao [2] to a more general form of second order elliptic equations. Amann [1] and de Figueiredo [4] have proved that the comparison theorem works well for the sublinear elliptic equations. They have used it to obtain the existence and the uniqueness of positive solutions. Recently, without any regularity conditions on f (x, u) and ∂Ω, we prove in [6] that the necessary and sufficient condition for the comparison theorem to be valid is that f (x, u) is sublinear.
We organize this paper into seven sections. In Section 2, we state the main results, a priori estimates of solutions and give examples of sublinear elliptic equations. In Section 3, we introduce a comparison theorem for weak supersolutions and subsolutions. In Section 4, we compute the estimates given in examples of Section 2. In Sections 5 and 6, we prove a priori estimates for the exteriors of convex domains and for the interiors, respectively. In Section 6, we will use a distance function from a point to the boundary of a convex domain. Even if the boundary is smooth, the distance function is not differentiable at some points in the interior of the domain. In Section 7, we will prove that the set of singular points for the distance function is compact and has Lebesgue measure zero.
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Main results
In this section, we state the main results and apply them to sublinear elliptic equations. Suppose the conditions below. Assumption 2.1.
To deal with various domains Ω, we assume (f3). If Ω is fixed, it is enough to assume (1.6) instead of (f3). Throughout the paper, we always assume that (f1)-(f3) hold and ∂Ω is smooth. Then (1.1), (1.2) has a unique positive solution by Theorem 1.1. We denote the solution of (1.1), (1.2) by u(x, Ω) and the solution of (1.4) by v(t, d).
Theorem 2.2 is optimal because of the next result.
We can obtain a sharper estimate than Theorem 2.2 when the domain lies out or in a convex set.
Theorem 2.5. Let D be bounded open and convex. Let d denote the radius of the maximum ball in
Since v(·, d) ∞ converges to zero as d → 0, which will be proved later on, Theorems 2.2-2.5 assert that a solution in a thin domain is small. We estimate v(t, d) from above and obtain the next corollary.
Corollary 2.6. Suppose that f (s) is bounded from above in
Here d is defined by Theorem 2.2, 2.4 or 2.5.
Remark 2.7. Let us consider the case where f (x, s) depends on x. We assume the following conditions:
Assume that F (s) satisfies (f3). Then F (s)/s is strictly decreasing. Let v(t, d) be a solution of (1.4) with f (v) replaced by F (v). In this case, a solution u of (1.1) with f (u) = f (x, u) becomes a subsolution of (1.1) with f (u) = F (u) because
Therefore Theorems 2.2, 2.4 and 2.5 and Corollary 2.6 are still valid with the help of Theorem 3.2 later in the paper.
In the following examples, we explain how Theorem 2.4 or 2.5 takes advantage over Theorem 2.2 when Ω is an interior or an exterior of a convex set.
Example 2.8. Let Ω be the annulus R < |x| < R+ε. Then 2(R+ε) is the shortest distance between two parallel hyperplanes in which Ω is put. Therefore Theorem 2.2 with d = R + ε asserts that
However Theorem 2.4 gives u(·, Ω) ∞ ≤ v(0, ε)
. This is sharper than (2.2) because v(0, d) is increasing in d, which will be proved later in the paper. 
Since the radius of the inscribed circle of Ω is √ 3/6, Theorem 2.5 guarantees
Hence Theorem 2.5 gives a sharper estimate than Theorem 2.2.
In sublinear elliptic equations, a positive solution is the biggest of all solutions. Then Theorems 2.2, 2.4 and 2.5 are still valid for all sign changing solutions. Especially, if f (s) is odd, then these theorems give a priori estimates for |u(x)| where u(x) is not only a positive solution but also any sign-changing solution. Hence we have the next theorem. We apply our theorems to some sublinear elliptic equations and give a priori estimates for the L ∞ -norm of solutions by the thickness of the domain.
Example 2.11. Consider the Emden-Fowler equation,
Here 0 < p < 1. The unique positive solution u has an a priori estimate,
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Here d is the thickness of Ω given by Theorem 2.2, 2.4 or 2.5, and C is defined by
where B denotes the beta function.
Inequality (2.6) will be proved in Section 4. When d > 0 is small enough, we can use a general theory in a linear partial differential equation to get a similar estimate to (2.6) in the next remark.
Remark 2.12. We consider the Poisson equation
In Gilbarg-Trudinger [5, Theorem 3.7] , it is proved that the solution u(x) has a priori bound,
provided that Ω lies between two parallel hyperplanes a distance 2d apart. If d is sufficiently small, then e 2d − 1 is approximately equal to 2d.
Compare this inequality with (2.6). Then (2.9) is not optimal as d → 0. By using a composite function of v(t, d) and a distance function, we obtain the optimal estimate (2.6).
Example 2.13. A positive solution of (2.10)
has an estimate
The estimates in Examples 2.11 and 2.13 will be computed in Section 4. The above examples deal with f (s) satisfying f (0) = 0. We consider the case where
Example 2.14. Let f (s) = e −s , 1 − s or (1 + s)/(2 + s). These are examples satisfying (f1)-(f3) and the assumption of Corollary 2.6. Therefore we have (2.1).
Comparison theorem
In this section, we prove Theorems 2.2, 2.3 and 2.10. We begin by defining a supersolution and a subsolution.
A classical subsolution is defined by the reverse inequality. We put
A weak subsolution is defined by the reverse inequality.
We state two theorems, which are our recent results on the comparison theorem.
Theorem 3.2 ([6]).
Suppose that (f2) holds. Then the following are equivalent: 
any bounded open subset of R N and u, v a positive weak subsolution and a positive weak supersolution in
The theorem above means that the solution becomes larger as the domain is larger. It is known that the comparison theorem is valid for (1.1). See [1] or [4] . However, in many papers, the regularity of f (s) or ∂Ω is assumed. Our results, Theorems 3.2 and 3.3, need neither the regularity of f (s) nor the smoothness of ∂Ω. By using the theorems above, we prove Theorem 2.10.
Proof of Theorem 2.10. To prove the theorem, it is enough to show that the positive solution is the biggest of all solutions. Suppose that u and w are solutions of (1.1), (1.2) and u is positive but w may change sign. Let D be the set of x where w(x) > 0.
Then Theorem 3.2 means that w(x) ≤ u(x) in D and therefore it also holds in Ω. If f (s) is odd, then we have |w(x)| ≤ u(x). This completes the proof.
We investigate the properties of the solution v(t, d) of (1.4). Because of (f1) and (f3), f (s) has at most one zero in (0, ∞). We denote it by s 0 if it exists; otherwise we put
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Proof. By Theorem 1.1, (1.4) has a unique positive solution v(t).
Hence v is concave and has a maximum at a unique point t 0 . We show t 0 = 0. Suppose on the contrary that t 0 > 0. Define
In the same way, we find t 0 ≥ 0. Thus t 0 = 0 and
is a solution of (1.4). From the uniqueness of solutions, w is identically equal to v, i.e., v is even. Theorem 3.3 guarantees that v(t, d) is strictly increasing with respect to d > 0. We show the convergence of the
Integrating over (0, t) and then integrating over (t, d), we have
The above inequalities are valid in [−d, 0] also because v is even. Therefore the 
the elliptic regularity theorem implies that
Here · 2,q,R 0 denotes the W 2,q (Ω(R 0 , d))-norm and C(R 0 , q) is a constant depending only on R 0 and q. By the Sobolev imbedding theorem and the Ascoli-
Here
. By exchanging x 0 with y 0 , we have the equality. Thus u ∞ (x , x N ) is independent of x , and it is rewritten as u ∞ (x , x N ) = u ∞ (x N ). Then we have
loc because of the elliptic regularity theorem.
Estimates for v(t, d)
In this section, we prove Corollary 2.6 and compute the estimates in Examples 2.11 and 2.13.
Proof of Corollary
Since v (0) = 0, v(d) = 0 and v(0) = v ∞ , we integrate both sides twice to get
To prove (2.6) and (2.11), we multiply (1.4) by v (t) to get
Since v (0) = 0, we have
where we have put
and integrating over (0, d), we get
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This is equivalent to M = Cd 2/(1−p) , i.e., (2.6) holds, where C is defined by
.
The change of variable t = u 1+p yields
Substituting this relation into (4.5), we obtain (2.7).
Proof of (2.11). By (4.2) with
Rewrite it as
Putting v = Mu, we see
Since f (v) = −v log v, s 0 is equal to 1. Hence M = v ∞ < 1 and log M < 0. We remove u 2 log u from (4.6) to get
This is reduced to (2.11).
Exterior of convex domain
In this section, we prove Theorem 2.4. To this end, we investigate the properties of the distance function in the lemma below. 
Proof. This lemma seems to be known. However, for the sake of completeness, we give a proof. Let x, y ∈ R N \D and ξ, η ∈ D and 0 < θ < 1. Since θξ
Take the infimum on ξ and η. Then we get
denotes the open ball centered at x with radius r. Let ξ ∈ R N with |ξ| < 1. Then
Since ξ (|ξ| < 1) is arbitrary, we have For any bounded convex set, we can make an approximate sequence of smooth convex sets. 
Proof. Choose a function J ∈ C ∞ 0 (R N ) such that J(x) ≥ 0, the support of J is in the unit ball centered at the origin, and the integral of J(x) over R N is equal to one. For ε > 0, we set
Here * denotes the convolution. Since r(x) is Lipschitz continuous with Lipschitz constant one, we have
By the Sard theorem (see [7] ), the set of all critical values of r k (x) has Lebesgue measure zero. We choose a regular value
Since r(x) is convex in R N , so is the mollifier r k (x). Then D k is a convex set. Since r(x) → ∞ as |x| → ∞, r k (x) also diverges to ∞ as |x| → ∞ by (5.2). Therefore D k is bounded. Let x 0 ∈ ∂D k . Then r k (x 0 ) = δ k . Since δ k is a regular value of r k (x), it follows that ∇r k (x 0 ) = 0. By the implicit function theorem, ∂D k belongs to C ∞ in a neighborhood of x 0 . Consequently, the whole of ∂D k is a C ∞ -surface. We show (i). If x ∈ D, then r(x) = 0. By (5.2), r k (x) ≤ 1/k < δ k , and so
Accordingly, we have
Since ε > 0 is arbitrary, this inequality means (ii). Since R N \D k ⊂ R N \D, we have the first inequality in (iii). To prove the second inequality, we show
It is enough to show (5.3) for y ∈ D k \ D. Let y be such a point. Then there is a z ∈ ∂D such that dist(y, D) = |y − z|. We take a point ζ on the ray from z through y such that |ζ − z| = 3/k. Note that r(ζ)
Therefore there is a point η on the segment connecting y with ζ such that r k (η) = δ k , i.e., η ∈ ∂D k . Then dist(y, ∂D k ) ≤ |y − η| ≤ |z − ζ| = 3/k.
Hence (5.3) holds. We show the second inequality in (iii). We divide R
We deal with the case
3) shows the second inequality in (iii).
Proof of Theorem 2.4. For simplicity, we rewrite v(t, d) as v(t).
Step 1 Step 2. Let D be any bounded convex set in R N . Define D k by Lemma 5.2 and put
Step 1, we have
Letting k → ∞, we have
Accordingly, v(R(x)) = v(ρ(x)
) is a weak supersolution.
Interior of convex domain
In this section, we prove Theorem 2.5. Even if Ω is not necessarily convex, we call u a concave function in Ω if for any segment L in Ω, the restriction of u on L is concave. 
Here ∂/∂ν denotes the outward normal derivative.
Proof. We use a mollifier u ε ≡ J ε * u, where J ε is defined in the proof of Lemma 5.2. Since u is concave in Ω δ , so is u ε in Ω for 0 < ε < δ. Then ∆u ε ≤ 0 in Ω. Therefore the Green formula gives
Letting ε → 0, we have (6.1).
The next lemma and Theorem 6.3 play the most important roles in the proof of Theorem 2.5. We denote the R N -Lebesgue measure by vol(·).
Lemma 6.2. Let D be a bounded open subset of R N and K a compact subset of
R N such that vol(K) = 0 and K ⊂ D. Suppose that w ∈ C(D) ∩ C 2 (D \ K),
w is non-negative and concave in D and
(6.2) −∆w ≥ f (w) in D \ K.
Then w is a weak supersolution in D.
Proof. Let ε > 0. Since K is compact and vol(K) = 0, there is an open subset Ω(ε) such that vol(Ω(ε)) < ε, ∂Ω(ε) is smooth and
We denote the
Since φ vanishes near ∂D, we use Lemma 6.1 to get
where we have used the fact that vol(Ω(ε)) ≤ ε. Then (6.3) is reduced to
Letting ε → 0, we have
Thus w is a weak supersolution in D.
To prove Theorem 2.5, we need the next theorem, which will be proved in Section 7.
Theorem 6.3. Let D be a bounded open convex subset of R N with C ∞ -boundary and put ρ(x) ≡ dist(x, ∂D). Then there exists a subset
K of D such that K is compact, vol(K) = 0, ρ ∈ C ∞ (D \ K) and |∇ρ(x)| = 1 in D \ K.
Proof of Theorem 2.5. We have only to prove that v(ρ(x) − d) is a weak supersolution in D.
Step 1. Let D be a bounded convex open set with C ∞ -boundary. Let K be defined by Theorem 6.3. Observe the identity,
is a solution of (1.4) and |∇ρ| = 1 in D \ K, we obtain
Since v(t) is concave and increasing in (−d, 0) and ρ(x) is concave in D, v(ρ(x) − d) is also concave in D. Then by Lemma 6.2, v(ρ(x)−d) becomes a weak supersolution in D.
Step 2. Let D be bounded open and convex. Define D k by Lemma 5.2 and put
is also a weak supersolution in D.
Singular set in convex domain
In this section, we prove Theorem 6.3. Before going to the proof, we observe how K appears in D. Here K is the set of points at which dist(x, ∂D) is not differentiable. If D is a ball, then K consists only of the center of D.
Observing K above, we see that ρ(x) is not differentiable at a point x 0 if the maximum sphere centered at x 0 that is contained in D is tangent to ∂D at two or more points. In other words, for ξ ∈ ∂D, let B(ξ) be the maximum ball such that B ⊂ D and ξ ∈ ∂B ∩ ∂D. Denote the center of B(ξ) by p(ξ). Then the mapping p is well-defined and ρ(x) is differentiable in D \ p(∂D). Our proof of Theorem 6.3 is based on this point of view. For any domain D, K is always non-empty because it includes the center of the maximum ball in D. To prove Theorem 6.3, we need a notion of principal curvatures. Throughout this section, we suppose that D is a bounded convex open set in R N with C ∞ -boundary and denote by n(x) the inward unit normal vector at x ∈ ∂D and by Λ(x) the maximum of the principal curvatures at x. The definition of Λ(x) will be given exactly in the proof of the next lemma.
Lemma 7.1. Λ(x) is Lipschitz continuous on ∂D.
Proof. Let x 0 ∈ ∂D and T be the tangent space at x 0 . Since the principal curvatures are invariant under the parallel translation and the orthogonal transformation, we choose x 0 = 0 and
Since ∂D is smooth, it is locally represented as a graph of a certain function φ(·), i.e., there are ε > 0 and a neighborhood U of the origin such that
where x = (x 1 , . . . , x N −1 ) ∈ R N −1 and B N −1 (0, ε) denotes a ball in R N −1 centered at the origin with radius ε. By (7.1), we have 0, φ(0, . . . , 0) = 0, ∇φ(0, . . . , 0) = (0, . . . , 0) . (x 1 , . . . , x N −1 , φ(x 1 , . . . , x N −1 ) ).
We denote the inner product of vectors x, y ∈ R N by (x, y). We define the (N −1)× (N −1) matrix G(x ) whose (i, j) -th element is the inner product (∂u/∂x i , ∂u/∂x j ), that is,
Here δ ij stands for Kronecker's symbol, i.e., δ ij = 1 if i = j and δ ij = 0 if i = j. We denote the inward unit normal vector at u(x ) ∈ ∂D by n(x ). Then it is represented as
We define the (N − 1)
, that is,
Then G and H are symmetric matrices and G is positive definite. Indeed, for
where |ξ| = (ξ
is a convex function and therefore the Hessian matrix H(x ) is non-negative. Then G(x ) −1 H(x ) is a nonnegative symmetric matrix and has non-negative eigenvalues λ i (x ) with 1 ≤ i ≤ N − 1. They are called principal curvatures. They do not depend on the choice of the coordinate system. We denote the maximum of principal curvatures by Λ(x ), i.e., Λ(
is the maximum eigenvalue of F (x ), we have
Since G(x ) and H(x ) are smooth, F (x ) is Lipschitz continuous. Then Λ(x ) is also Lipschitz continuous on B N −1 (0, ε) by (7.8). Since x 0 ∈ ∂D is arbitrary and ∂D is compact, Λ(·) is Lipschitz continuous on ∂D.
We need another characterization of Λ(x), which is as follows. Let x ∈ ∂D and denote the tangent space at x by T x and the inward unit normal vector by n(x). Let v ∈ T x \ {0} be any non-zero tangent vector. We define P (x, v) by the plane that is spanned by n(x) and v and contains x, i.e., (7.9) P (x, v) ≡ {x + sn(x) + tv : s, t ∈ R}.
Then P (x, v) ∩ ∂D forms a plane curve. We denote its curvature at x by Λ(x, v). This is called a normal curvature toward v. Then Λ(x) is characterized as
The reciprocals 1/λ 1 (x), . . . , 1/λ N −1 (x) of the principal curvatures are called the radii of principal curvatures. We denote the minimum of them by R(x), i.e.,
From Lemma 7.1, the next lemma follows.
Lemma 7.2. For any a > 0, R(x) is Lipschitz continuous on the set of
Recall that n(x) denotes the inward unit normal vector at x ∈ ∂D. Then the ball with radius r which is internally tangent to ∂D at x is represented as B(x+rn(x), r).
We can take δ > 0 locally uniformly on x ∈ ∂D. More precisely, we have the next lemma. 
(ii) For any r 0 > R(x 0 ), there exists a δ > 0 such that
Proof. We show (i). Since ∂D is smooth, we have a δ 0 > 0 such that (7.12) x + rn(x) ∈ D for r ∈ (0, δ 0 ) and x ∈ ∂D.
Let x 0 ∈ ∂D and 0 < r 0 < R(x 0 ). Then we choose δ ∈ (0, δ 0 ) so small that
and define P (x, v) by (7.9). We introduce the coordinate system (t, s) on P (x, v). Choose the v-direction as the t-axis, the n(x)-direction as the s-axis, and the point x as the origin. Then ∂D ∩ P (x, v) ∩ B(x, δ) forms a curve, say C 1 , which is a graph of a certain function s = g(t). Note that g(0) = 0, g(t) ≥ 0 and it is convex. On the other hand,
0 . Then C 1 and C 2 are tangent at (t, s) = (0, 0). (7.13) means that the curvature 1/r 0 of C 2 is greater than the maximum of curvatures of all points x on C 1 . Therefore the graph of C 2 lies over the graph of C 1 . This fact with (7.12) shows
Since v ∈ T x \ {0} is arbitrary, the inclusion above implies the assertion (i).
We show (ii). Let r 0 > R(x 0 ). Choose δ > 0 such that r 0 > R(x) for x ∈ B(x 0 , δ) ∩ ∂D. Let x ∈ B(x 0 , δ) ∩ ∂D. We choose v ∈ T x \ {0} that attains the maximum in (7.10), i.e., Λ(x) = Λ(x, v). Let C 1 and C 2 be as in the proof of (i). Since the curvature of C 1 at (t, s) = (0, 0) is greater than that of C 2 , the graph of C 1 lies over that of C 2 in a small neighborhood of the origin. This means
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This means the assertion (ii).
To prove Theorem 6.3, we define r(x) and p(x) as follows. Let x ∈ ∂D. Take the maximum ball B that is internally tangent to ∂D at x and B ⊂ D. Then we define r(x) and p(x) by the radius and the center of B, respectively. In other words, we put Proof. We show that r(x) is continuous. Once it is proved, p(x) is also continuous by (7.15) . Let x k , x 0 ∈ ∂D and {x k } converge to x 0 .
Step 1. We show that lim sup k→∞ r(
This means that r(x k ) < a, and so lim sup k→∞ r(x k ) ≤ a. Since a ∈ (r(x 0 ), ∞) is arbitrary, we conclude that lim sup k→∞ r(x k ) ≤ r(x 0 ).
Step 2. We show that r(x 0 ) ≤ lim inf k→∞ r(x k ). Fix a ∈ (0, r(x 0 )) arbitrarily. Since r(x 0 ) ≤ R(x 0 ), we choose a δ > 0 by Lemma 7.3 (i) such that
We show that there exists an ε ∈ (0, δ) such that
Suppose that this is false. Then there exist sequences {y k } and {z k } such that y k ∈ ∂D, {y k } converges to x 0 and
We choose a convergent subsequence of {z k } and denote its limit by z 0 . Then we have
This contradicts the fact that
Accordingly, (7.17) holds. By (7.16) and (7.17),
Since a ∈ (0, r(x 0 )) is arbitrary, we obtain the claim of Step 2. Steps 1 and 2 complete the proof.
Since n(x) is smooth on ∂D, it is Lipschitz continuous. Denote the Lipschitz constant by L, and we have
For each a > 0, we define 
We can assume that r(x k ) ≤ r(y k ) because we exchange x k with y k for each k if necessary. If r(x k ) = r(y k ) with infinitely many k, then we use (7.15) and (7.18) to get
This contradicts (7.20) . Therefore r(x k ) < r(y k ) for k large enough. By (7.20) , |x k − y k | converges to zero. We choose subsequences (again denoted by {x k } and {y k }) of {x k } and {y k } which converge to a common limit x 0 . Accordingly, {x k } and {y k } satisfy the next assumption.
, {x k } and {y k } converge to a common limit x 0 ∈ S a , and (7.20) holds.
Proof. By (7.15), we have
Taking the inner product of (7.21) and n(x k ) and using (7.18), we get
On the other hand, we estimate (7.21) as
Dividing both sides by |p(y k ) − p(x k )|, letting k → ∞ and using (7.20), we get
Recall that we denote the R N -Lebesgue measure by vol(·). This means (7.35) . By translating and rotating the coordinate system, we can assume that x 0 = 0 and (7.1)-(7.3) hold. Put Γ ≡ ∂D ∩ U . Then we choose δ > 0 which satisfies (7.35). Define u(x ) and n(x ) by (7.4) and (7.6), respectively. Note that r(x 0 ) = r(0) because we assume x 0 = 0. For t ∈ (0, r(0)) and x ∈ B N −1 (0, ε), we define
ψ(x , t) ≡ u(x ) + tn(x ).
We show that the Jacobian of ψ is positive. Denote the i-th element of ψ by ψ i . Then Hence the Jacobian is (7.36) ∂ψ ∂(x , t) (0, t) = det(I − tH(0)).
Here I stands for the unit matrix and H(0) denotes the Hessian matrix,
Recall that G(x ) is defined by (7.5). Since G(0) is the unit matrix, the principal curvatures coincide with the eigenvalues of H(0). Denote them by
Then we compute (7.36) as 
