Abstract: A thin plate spline approximation has the form n s(x) = LAi JJx-xill� log llx-xiJl 2 + p (x) , x ER 2 , i=l where {A j E 'R, : j = 1,2, ... , n} and { xi E R 2 : j = 1, 2, ... , n} are parameters and where p is a linear polynomial. There exist several applications that require s to be tabulated at all the lattice points of a very fine square grid. For example, 10 8 grid points
where p is a linear polynomial. There exist several applications that require s to be tabulated at all the lattice points of a very fine square grid. For example, 10 8 grid points
and n = 500 can occur, and then the direct evaluation of s at every grid point would be impracticable. Fortunately each thin plate spline term is smooth away from its centre xi, so it is possible to apply a scheme that subtabulates by finite differences provided that special attention is given to those terms whose centres are close to the current x. Thus the total work is bounded by a small constant multiple of the number of grid points plus a constant multiple of ne-1 1 3 Jlog hi, where e is a given tolerance on the calculated values of s( x) and where h is the mesh size of the fi ne grid. We will find that the exponent -1/3 is due to the order of the differences that are employed. An algorithm for this calculation is described and discussed and some numerical results are presented. The errors of the subtabulation procedures are studied in an appendix.
Introduction
When a time-dependent system is under observation, one may wish to compare pictures of the system that are taken at regular intervals. Examples include mon itoring the possible growth of a tumour in a hospital patient and observing the silting-up of a shipping channel. These two applications are mentioned because in both cases two kinds of differences may occur between one picture and the next. Of course one kind of change is due to the physical property that is being explored. On the other hand, some ambient properties of the picture may alter too, such as the amount of air in the patient's lungs and the state of the tide in the shipping lane. Other differences in the ambient conditions can include the position of the patient and of the vessel that is collecting data, perhaps by means of side-scan sonar measurements. Therefore techniques that allow for the changes in the ambient conditions are needed. They depend on known relations between one picture and the next. The bone structure of the patient, for example, can provide suitable information, as can the positions of buoys, wrecks and rocks in the shipping channel. We address the case where such information can be identified precisely in the sequence of pictures that is being compared. Specifically, we let {( S j , t i ) : j = 1, 2, ... , n} be the coordinates of points in one picture that are known to correspond to the points { (x i , Yi) : j = 1, 2, ... , n} in another picture. Then we employ a transformation from the ( x, y) picture to the ( s, t) picture that satisfies the interpolation equations s (x i , Yi)= si and t (x i , Y i )= t i , j = 1, 2, ... , n.
(1.1) Two questions have arisen. One is the choice of the mapping functions s and t, each being from 'R, 2 to n, and the other is the purpose of these functions.
Of course s and t must have the ability to interpolate data in general position.
Therefore, as in Barrodale, Berkley and Skea ( 199 2) , we assume that they are "thin plate splines", which means that they have the form
where {>. j : j = 1, 2, . .. , n}, a, b, c, {µ j : j = 1, 2, ... , n}, d , e and fare parame ters that are chosen to satisfy the interpolation equations (1.1). Usually the six remaining degrees of freedom are fixed by the conditions
i=l i=l because then the interpolants are solutions to variational problems that minimize second derivative norms of s and t (Duchon, 1977 ) . Further, the variational principle ensures that the parameters are well-defined, provided that the points { ( x j, y j) : j = 1, 2, ... , n } are distinct and not collinear. Our work does not depend on the constraints (1.3).
Having picked the transformation (1.2), we apply it to a discretization of the whole ( x, y) picture. The resultant image in ( s, t) space becomes suitable for comparison with the (s, t) picture, because the mapping functions provide exact agreement between the interpolation points. The construction of the image in (s, t) space may require the functions (1.2) to be calculated for very many values of (x,y) , perhaps as many as 10 8 , while n = 200 is a typical value of n. Our purpose is to show that, by taking advantage of the smoothness properties of thin plate splines, the amount of computation to perform this task can be much less than the total time of direct evaluation. We assume that the values {s(lh,mh): o:::;£,m:s;M} are required, where Mis a large integer and h=l/M, and that it is sufficient to approximate these values to about 6-9 decimal places of accuracy.
We make no further reference to the second line of expression (1.2), because t can be treated in the same way as s.
Ian Barrodale suggested that I study this problem because he knew of my interest in radial basis function methods. The first application that he mentioned was a comparison of satellite pictures of the forests of British Columbia. Here very small values of h can occur because the resolution of the pictures is so fine that the positions of road junctions and confluences of rivers are available as interpolation points. I provided Barrodale Computing Services with a Fortran package that performs the tabulation. We are going to consider the method that is used.
We let the initial value of h be 2 k times its required final value for some integer k, which is chosen so that, if the number of points of the initial grid is between about 20 x 20 and 40 X 40, then this grid covers the (s, t) picture with enough overlap to allow for some edge effects that will be explained later. The function s(x,y) is calculated from formula (1.2) at the mesh points of the initial grid, except for a modification that will also be explained later, that is invoked when (x, y) is within a certain distance of at least one of the interpolation points. Then an iterative procedure is employed k times, where each iteration halves the value of h by applying the method that is described in Sections 2 and 3. Here the old and the new mesh sizes are 2h and h respectively. When l and m are odd integers and when the point ( f h, mh) is sufficiently far from all the interpolation points, then we approximate s(lh, mh) by a linear combination of the 16 function values of the coarser grid that are contained in the square [(l-3) where pis a constant that depends on the required precision, a typical value being p= 15. Otherwise some modifications to the calculation of s(lh, mh) are necessary to provide sufficient accuracy. They are the subject of Section 3. Condition (1.4) implies an upper bound on the total number of explicit eval uations of thin plate spline terms when the current mesh size is halved by the procedure of Sections 2 and 3. We will find that this number is of magnitude [ 3p 2 +0(p)] n. Further, each new value of s(lh, mh) requires a simple linear com bination of at most 16 old values to be formed, whatever the number of terms in the sums of expression (1.2). Further, for each j, the Section 3 procedure includes some corrections at the boundary of the j-th constraint (1.4), the work of this task being at most a constant times p for every j. Thus the computational effort of halving the mesh size is bounded above by a small multiple of the number of new grid points plus a large multiple of n. Since the number of halvings is k� llog 2 hl, where his now the final mesh size, it follows that the total work of our procedure is of magnitude O(h-2 +nllog 2 hl), which usually provides very substantial gains over the direct use of formula (1.2) when h is tiny, because the number of operations of the direct approach is of magnitude O(h-2 n). Some numerical results illustrate this important point in Section 4, and they are followed by a brief discussion of the given algorithm.
The choice of p for condition (1.4) depends on the accuracy of the subtabu lation schemes of Section 2. Indeed, a recommended value of p is derived from the O(h 6 ) terms of the subtabulation errors. We should ask, however, whether higher order terms can invalidate these O(h 6 ) error estimates for typical values of h. This question is addressed in an appendix. Fortunately we find that the recom mended choice is suitable. Further, the analysis provides some explicit formulae for derivatives and Taylor series expansions of thin plate splines.
The subtabulation procedures
This section addresses the problem of estimating a function f on a square grid of mesh size h, when J(lh, mh) is available for even values of the integers f, and m. Further, we assume that f satisfies the biharmonic equation It is helpful to regard f as a substitute for s that does not have any singularities, because we are going to derive local error estimates from Taylor series expansions. First we pick an approximation to J(£h, mh) when both .e and mare odd integers. This approximation is shown in Figure 1 . One should relate the figure to a 7 x 7 grid of mesh size h, where 16 of the points belong to a grid of size 2h and where (lh, mh) is the central point of the picture. Further, the numbers in the 
2) The numbers in Figure 1 were chosen in the following way to maximize the order of the error of this approximation to J(fh, mh).
Let the factors /2 to be satisfied. Further, by identifying ( f h, mh) with the origin in the Taylor series expansion
X y we deduce that the fourth order part of the error is the expression The conditions (2.3) and (2.6) define the coefficients that are shown in Figure 1 and formula (2.2). Therefore, if the error of the approximation (2.2) is expanded in powers of h, the leading nonzero term is of magnitude O(h 6 ). Specifically, the analogue of expression (2.5) gives the term
Invoking the identity 
We also require a procedure that provides a sufficiently accurate approximation to f(Ch, mh) when C + m is odd. We assume now that f(Ch, mh) is available whenever C+m is even, the values when C and m are both even being data and the values when C and m are both odd having been generated by formula (2.2). Therefore the stencil in Figure 2 is suitable, which is obtained by rotating the stencil of Figure 1 through the angle 1r/4 and scaling it by the factor 2-1 / 2 • There are advantages in using a narrower stencil, however. Therefore we derive the stencil in Figure 4 by adding 1/128 times the stencil in Figure 3 to the one in Figure 2 , which gives the algebraic formula f(Ch,mh) � I: [if(Ch±h,mh) 
(2.12) ±,± The Fortran software applies formula (2.2) when C and mare both odd, formula (2.11) when C is even and m is odd, and formula (2.12) when C is odd and m is (2.11) and (2.12) are data from previous calculations, rather than estimates that have been generated by equation (2.2) for the current h. This strategy is particularly convenient at the grid boundaries . Indeed, Figure 5 depicts the top left hand corner of a large square grid, where " EB " denotes the points ( th, mh) at which both t and m are even. Therefore the asterisks indicate the points ( th, mh) for which all the function values on the right hand side of formula (2.2) are available. Having calculated these function values, formulae (2.11) and (2.12) are applicable and provide estimates of f ( th, mh) at the points that are indicated by "{:}" and " :O: " respectively .
It is important to note that, if the subtabulation procedure is applied recur sively to halve the grid size many times, then the given formulae can provide estimates of all the required function values to the right of and below the solid lines of Figure 5 . Indeed, the figure shows that. the finer grid inherits from the coarser grid three complete lines of function values at mesh points that are out side the solid lines, and of course this property can be passed on to all subsequent calculations that halve the mesh size. Therefore, because we are supposing that the final grid should cover the square [O, 1] x [O, l l , we let the coverage of each intermediate grid of mesh size 2h be exactly the square [-6h 
where M h is the least even integer that satisfies the inequality M h h :2: 1+6h. This construction provides the overlap that is mentioned in Section 1.
Removal of the singularities
We modify the obvious choice f = s in the subtabulation formulae (2. 2), (2.11) and (2.1 2) when the integers f, and m fail to satisfy all the conditions (1.4), where the constant p will be specified in this section. In order to describe the procedure, we let Nj(h) be the neighbourhood
of ( X j , Yi ), we let .:l h ( x, y) be the set
and we let s h be the function that takes the values
In other words, sh(x, y) is the same as the first line of expression (1.2), except that we have deleted the contributions to s(x,y) from any interpolation points whose oo-norm distance to (x, y) is less than ph. Thus s h usually has discontinuities at the boundaries of the neighbourhoods {N j (h ) : j = 1, 2, ... , n }. When the Fortran implementation of the procedure of Section 2 applies the subtabulation formulae that reduce the mesh size from 2h to h, it works with values of Sh at the grid points instead of with values of s. Therefore it is possible to let p be so large that the errors that arise from each singularity of the thin plate spline are tolerable. Then the following procedure includes techniques that allow for the discontinuities in s h and for the dependence of s h on h.
Given the values of s h (fh, mh) for all even values off, and m, where the grid of mesh size 2h covers the square [ -6h, M h h] x [ -6h, M h h] that is mentioned at the end of Section 2, the software applies the method of that section to generate function values on the grid of mesh size h that covers the square [-3h, M h 
Then the new function values are corrected where necessary so that they all become values of s h to within the 0( h 6 ) accuracy of the subtabulation formulae. Indeed, for every j, we have to revise the function value at ( fh, mh) if f, and m are not both even and if the oo-norm distance from (fh, mh) to the boundary of Ni ( h) is less than 3h. This calculation is done explicitly and is often the most expensive part of the entire computation. Thus adequate estimates of s h are generated on the finer grid. Then they are overwritten by values of s h ; 2 by adding to expression (3.3) the contributions from the integers j that are in the set 3 h ; 2 ( x, y) \ .:lh ( x, y). Here, instead of taking the view that ( x, y) ranges over the points of the finer grid, one should treat the values of j in sequence, adding in all the differences between s h ; 2 and s h for each j before turning to a new value of j. Indeed, the total work of the latter approach is 0( np 2 ) operations for every h, but an O(h-2 ) overhead would occur if one considered each point of the finer grid individually. The number of thin plate spline terms that are evaluated during these operations for each h is of magnitude [ 3 p 2 + O( p )] n, as mentioned in Section 1. Further, when h reaches its final value, the numbers {sh; 2 (fh,mh): o:::;£,m:::;M} have to be replaced by values of s. Therefore the calculation is completed by a cycle through the neighbourhoods {M(!h): j = 1, 2, ... , n} that adds the term
to sh; 2 (fh, mh) for every grid point (fh, mh) that is in N i (!h), so there are about another np 2 evaluations of thin plate spline terms.
We now turn to the choice of p, letting h be the generic mesh size of a cycle through the calculations of Section 2. When f is the function sh in the subtabu lation formula (2.2), it follows from expressions (2.10) and (3.3) that the estimate of sh(fh, mh) has the truncation error
where </> is the function and then symmetry provides the formula (3. 7 )
Further, by combining the elementary identities Expressions (3.5 ) and (3.10) show that, for each j E :h(f h , mh ), the modulus of the contribution from the (x i , Yi ) term of sh to the truncation error of the subtabulation formula (2.2) when f = sh is at most the product 6 { hi[ (th-xJ
where we have ignored the terms of magnitude O(h 8 ), but they are studied in the appendix. Thus formula (2.2) provides the relative accuracy
in the j-th term of expression (3.3). We assume that the logarithm can also be ignored, this question being discussed in the next paragraph. Therefore, because we wish to work to a relative accuracy of€, we require the definition of .J'h( fh, mh) to provide the bound
(3.13)
It follows from condition (1.4) that it is suitable to set p to the least integer that satisfies the inequality p � (6/€) 1log h i) component of the total work that is mentioned in the abstract.
I gn oring the logarithm of expression (3.12) is valid for certain scalings of the x and y variables. We have in mind that, from a practical point of view, it should not matter if the measurements in the pictures that are being compared are expressed in centimetres or in miles, for instance. At least one of these choices would admit our assumption, provided that a change in units does not damage the accuracy of formula (2.2). Now, if the x and y variables are scaled by a constant, then, instead of changing the log terms of expression (3.3), it is equivalent to add a certain quadratic polynomial to sh, Further, we have chosen subtabulation formulae that are exact when they are applied to quadratic polynomials. It follows that the errors of the given approximations are independent of such changes of scale, so there is some reasonable justification for the use of inequality (3.13 ) when a relative accuracy of€ is required.
We complete this section by showing that the sixth order terms of the other formulae of Section 2 do not demand a larger value of p. We seek the sixth order Taylor series terms of the stencils of Figures 2 and 3 that are analogous to the sixth order term (2.9) of Figure 1 . Therefore we continue to let (fh, mh) be the origin in the expansion (2.4). Hence, writing the stencil of Figure 2 (3.18) 8x 6 8x 4f) y 2 8x 2 f) y 4 f) y 6
Remembering that the approximation (2.11) is formed by adding 1/128 times the stencil of Figure 3 to the stencil of Figure 2 , it follows from expressions (3.15) and (3.17) that the leading term of the error of formula (2.11) 0) ) (3.27)
Similarly, the choice of p also ensures that the accuracy of formula (2.12) is ade quate.
We have not investigated analytically whether a sequence of applications of the method of Section 2 can cause an unacceptably large accumulation of errors. In particular, the stability properties of the stencils when they are used recursively have not been considered, but similar questions are studied in the analysis of algorithms for "subdivision" (see Dyn, 1992 , for example). The coefficients of our subtabulation formulae seem to be harmless, and no difficulties have occurred in numerical computations. Further, if the function value f(ih, mh) is given to the procedure of Section 2, and if it includes a relatively large error due to the singularity of the thin plate spline at the interpolation point (x i , Yi ), then ( ih, mh) must be close to the boundary of the neighbourhood Ni( t,,h), for some integer ,., that is a power of 2 satisfying ,., 2: 2. Therefore, assuming p 2: 10 for instance, we have the advantage that, for the current and future values of h, the function value f ( ih, mh) will feature only in sub tabulation formulae that have relatively small new errors arising from the singularity at (xi, Yi) ·
Numerical results and discussion
The Fortran software has solved many calculations. It was developed by the author in 1990, and since then has been made to run faster at Barrodale Computing Services. Some typical examples of execution times of the original version are shown in Table 1 . The given figures are computation times in seconds on a Spare workstation for a range of grid sizes and values of n with € = 10-6 , but they include some inconsistencies of at least 1 % due to their dependence on the scheduling of a Unix operating system. Nevertheless, the table distinguishes the two main components of the total work, which are the use of the subtabulation formulae and the corrections that allow for the discontinuities in sh, these components being a small multiple of h-2 and a large multiple of nllog hi respectively, where h is the final mesh size and n is the number of interpolation points. Indeed, because the Grid size n=25 n=50 n=lOO n=200 n=400 Some timings in seconds entries in the first two rows of the table tend to be proportional to n, we deduce that the work of the correction procedure requires about n/100 seconds whenever the mesh size is halved. Further, the n = 25 column provides upper bounds on the total times that are taken by the subtabulation formulae. On the other hand, if
all the values of s on the final 800 x 800 grid are calculated separately from the definition (1.2), then 395.5 6 seconds are required when n = 25, the time when n = 400 being about 16 times longer. Thus it is clear that the gains that are provided by the given algorithm are very substantial. Much finer meshes can be treated efficiently, even when there is not enough computer storage to hold the final grid of function values. The reason is that one can divide the final grid into pieces that can be accommodated in storage and one can apply the algorithm to each piece separately. Of course the overlap between pieces that is suggested by Figure 5 is needed, and it will happen that some of the interpolation points { ( x j, y j) : j = 1, 2, ... , n} will lie outside the region that is covered by the grid of a typical subcalculation. These features do not introduce any difficulties.
There are some subtabulation formulae that provide O(h 6 ) accuracy and that require less work than the stencils of Figures 1 and 4 . In particular, one could apply the estimate J(fh , mh) � 2 ! 6 I) 150 f(fh±h,mh)-25J(fh± 3h,mh)+3J(fh±5h,mh)] ( 4.1) ± along grid lines that are parallel to the x-axis, and of course there is an analogous formula in the y-direction. Perhaps the only objection to this method is that it does not have the two-dimensional structure that is inherent in the main calcula tion. Further, the idea of using linear formulae of the type ( 4.1) near the edges of the regions {N j (h) : j = 1, 2, ... , n} could avoid many of the time-consuming dis continuity corrections of the current algorithm. Corrections would be needed near the corners of the square neighbourhoods, however, and also where the boundaries of two different neighbourhoods intersect at right angles.
Alternatively In general, radial basis function methods are expensive in comparison with approximation techniques that use piecewise polynomials, because the work of calculating a value s( x) of a radial basis function interpolant is proportional to the number of interpolation points. Therefore it is important that we have shown that substantial savings can be made when s( x) is required for many different values of x on a regular grid. Further, techniques have been developed for the case when the points x are in general position, such as the fast multipole method of Greengard and Rokhlin (1987) , which treats clusters of interpolation points that are sufficiently remote from the current x as single Laurent series. The appli cation of this method to thin plate splines is described and analysed by Beatson and Newsam (1992) . Such developments are increasing greatly the usefulness of radial basis function methods for the solution of a wide range of multivariate approximation problems.
Appendix: The truncation errors of the subtabulation formulae When the given algorithm applies the subtabulation formula (2.2), the resultant truncation error is expression (3.5). ::-; 6p-
Usually, therefore, we expect our choice of p, namely the least integer that satisfies p?.. (6/c. )
, to provide the required relative accuracy oft:. The main purpose of this appendix is to investigate whether the higher order terms of expression (3.5) can cause serious damage to this expectation.
We derive the total contribution to the truncation error (3.5) from a single value of j. We assume without loss of generality that Aj = 1 and that ( Xj, Yj) is the origin. Therefore we consider the difference between the two sides of formula 
Further, the k -th derivative of this expression with respect to y has the value
It is straightforward to verify that this formula is also valid for O :5 j :5 2 provided that we have j + k 2::: 3. We state this conclusion formally.
Lemma 1. The thin plate spline function (3.6) has the derivative
where j and k are any nonnegative integers such that j + k 2::: 3, and where ?R denotes the real part of the term in the large brackets. II Because of the smoothness properties of ¢, it can be proved that the Taylor   . .
is valid if the double sum is absolutely convergent. We will deduce from the following lemma that this property is enjoyed by all the values of x, y, e and T/ that we allow in the subtabulation formulae of Section 2. Proof: Equation (A.5) implies the bound 
where the last line is derived from the binomial expansions of (-e + iry ) respectively. Remembering the condition max[ 1 £ 1 , !ml]� 10, we deduce that the third and fourth of these expressions are at most 5% and 1 % of the bound 6h
on the sixth order truncation error, given at the end of the second paragraph of the appendix and verified by the second of the expressions (A.22). The lemma also implies that the modulus of the total contribution to the truncation error from all values of t that satisfy t � 12 is less than the number ) 2 . We employ the remark that, in view of the symmetry and antisymmetry properties of Figure 3 , the argument that yielded Lemma 4 now provides the following assertion. Therefore, when t = 4, 6, 8 and 10, the t-th order terms of the functional that is shown in Figure 3 are the expressions o, on the modulus of the sixth order term. Further, we see that the moduli of the eighth and tenth order terms are substantially less than 128 times the greatest moduli of the corresponding terms of expression (A.22) . Further, a comparison of Lemmas 4 and 5 shows that this property is also enjoyed by all larger values of t. Hence the higher order terms of the Figure 3 stencil induce errors in the subtabulation formulae (2.11) and (2.12) that are substantially less than the corresponding errors of formula (2.2). We conclude from the analysis of this appendix that, when typical or high accuracy is required from the subtabula tion algorithm, then it is adequate to determine pin the given way that depends on sixth order error estimates.
