. For the hard potential relativistic Boltzmann equation in the whole space, we prove the global existence, uniqueness, and optimal time convergence rates to the relativistic Maxwellian.
I
The purpose of this paper is to handle the Cauchy problem for the relativistic Boltzmann equation with hard potentials (1.5). As stated in below, for hard potentials with some restrictions, Yong Wang [6] proved the global existence and uniqueness by using the excess conservations of mass, momentum and energy (1.7) and the excess entropy inequality (1.8). Moreover, it was also shown that the solutions in the periodic domain T 3
x decay in time at the exponential rate. In particular, this result works even for initial perturbations large in the L ∞ x,p space. Robert M. Strain and Keya Zhu [5] proved that the small solutions in the whole space R 3 x decay at the optimal algebraic rate of (1 + t) −3/4 for soft potentials. To handle the whole space case, the L
space is used instead of the L ∞ x,p space. Our approach is based on their works. In this paper, for the hard potentials (1.5) we prove the global existence, uniqueness and the optimal time decay rate for the solution. Also, our local existence result (Theorem 3.1) is valid in a particular case of hard potentials.
The dynamics of particles whose speed is comparable to the speed of light is described by the relativistic Boltzmann equation:
(1.1) ∂ t F +p · ∇ x F Q(F, F), F(0, x, p) F 0 (x, p).
The solution, F F(t, x, p) ≥ 0, is a distribution function for the particles at time t ∈ R + , position x ∈ R 3 , and momentum p ∈ R 3 . The normalized velocityp is defined byp
The collision operator, Q(F, F), is defined as
Here g g(p, q) 2(p 0 q 0 − p · q − 1), s g 2 + 4,
Above p ′ and q ′ are the post-collisional momenta for the pre-collisional momenta p and q, respectively, which satisfy
The angle θ satisfies cos θ k · ω with k k(p, q) and |k| 1. We assume that the scattering kernel, σ σ(g, θ), satisfies the following hard potential assumption :
Here 0 ≤ σ 0 (θ) sin γ (θ), γ > −2, 0 ≤ a ≤ 2 + γ and 0 ≤ b < min{4, 4 + γ}. Additionally σ 0 (θ) should be non-zero on a set of positive measure. For the definition of the vector k and explanations about the above assumption, we refer to [3] and the references therein.
We define a normalized relativistic Maxwellian by
which satisfies (1.1) since Q(J, J) 0 by (1.3). As in [1] , for solutions to (1.1), we introduce the excess conservations of mass, momentum and energy,
as well as the excess entropy inequality,
Next we define the notation and the perturbation to the relativistic Maxwellian.
1.1. Notation and perturbation equation. We define the Lebesgue spaces for scalar functions g by
with the standard modifications when r 1 , r 2 or
For l ∈ R, we define a weight function in p by
We also define a weight function in t by ̟ r (t) (1 + t) σ r where
Throughout this paper, C denotes some positive (generally large) constant and c denotes some positive (generally small) constant, where both C and c may depend on γ, a, b, l and take different values in different places. Furthermore, we use the notation A B to mean that A ≤ CB for a constant C > 0 such as above. We define the standard perturbation f (t, x, p) to the relativistic Maxwellian J as
The relativistic Boltzmann equation for the perturbation f takes the form
Above the multiplication operator is
The integral operator is defined by
The nonlinear part of the collision operator is defined as
It is easily verified that the mild form of (1.9) is given by
Our main results are as follows.
1.2. Main results. 
Moreover, (1.5) and (1.6) 
and this is optimal (see [7] ).
Previous results.
In this subsection, we consider both T 3 x and R 3
x case. Let x ∈ Ω R 3 or T 3 . We recall some of the results in [6] . Theorem 1.5 (Local existence). [6] . We assume that
there exists a positive time
where the positive constant C ≥ 1 depends only on a, b, γ, β. 
Theorem 1.6 (Global existence). [6] . In addition to the above assumptions of Theorem (1.6) and
where the positive constant
can be replaced by
e −ν(p)t f 0 x −pt, p dp.
Theorem 1.8 (Time decay)
. [6] . 
where C 2 > 0 is a positive constant depending only a, b, γ, β and M.
We also refer to [3, 5, 7] for recent works about the small initial perturbation. These results use an energy method for solutions to the linearized relativistic Boltzmann equation. For a historical discussion, see [5] .
1.4. Outline of the paper. The rest of this article is organized as follows. First, in Section 2, we recall some basic estimates from [5] and [6] . In Section 3, we construct the local solution. The global existence (Theorem 1.1) is obtained in Section 4. Lastly, in Section 5 we briefly explain the linear L ∞ x,p time decay for solutions to the linearized equation. By using the results, we prove the non-linear time decay rates (Theorem 1.3).
B
As in [5] , given a small ǫ > 0, we choose a smooth cut-off function χ χ(g) satisfying
We split the integral operator K into
where
The remaining operator can be expressed by
We can also express K as
For the formulas of the kernels k χ , k a and k b , we refer to Section 2 of [6] for instance. We can obtain the following estimates under the hard potential assumption (1.5).
Lemma 2.1. [6] . We have
Lemma 2.2. [6] . We have
and,
where ζ 1 max{−2, a − γ}, ζ 2 min{2, b + γ}.
Lemma 2.3. We have
where ζ a min{2 − |γ|, 4 + a}/4 > 0 and
Proof. The lemma is easily obtained from Lemma 2.2.
Lemma 2.4. Fix any l ≥ 0 and any j > 0. Given any small η > 0, which depends upon χ, we have
Proof. We can prove the lemma similarly for Lemma 4.6 in [3] .
We will use the following estimates to construct global solutions.
Lemma 2.5. [6] . Let F be a solution to the relativistic Boltzmann equation (1.1) . We have
Lemma 2.6. [6] . Let l ≥ 1 and
, where the constant
Proof. For (2.4) we refer to Lemma 4.1 in [6] . Similarly, we can get (2.5) by using Cauchy-Schwartz inequality.
L
We can handle the case a ≥ 2, γ ≥ 0.
Moreover, if M 0 , E 0 , and H 0 are finite, then (1.5) and (1.6) 
Proof. We use the following iterating sequence (n ≥ 0):
with f 0 0 and f n+1 | t 0 f 0 . Here we have used the notation y x −pt,
By an induction and F 0 ≥ 0, we can easily obtain F n J + √ J f n ≥ 0 for all n, and then B n (s 1 , x, p) ≥ 0. Assume that for k n − 1, n,
We show that for k n + 1 the above holds. For the case a ≥ 0, γ ≥ 0, we will need to control −B n . Clearly, for any B > 0 we have 
We denote the second term and third term on the r.h.s. of (3.5) by H 1 and H 2 , respectively. For H 1 we split K K χ + K 1−χ . Then for l > 3, from Lemmas 2.3 and 2.4, we have
Next we estimate H 2 . Notice that
and using q ′0 + q
Then for l > 3 + a/2 we have
If T ⋆ is sufficiently small, then we obtain
and then −B n (s 1 , y +ps 1 , p) ≤ −cν(p) when 0 ≤ s 1 ≤ T ⋆ and ǫ is small. We apply the last inequality to the third term of (3.2). Then 
.
For the last term of (3.6), for l > 14 + a/2 we can obtain
For simplicity, we omit the proof of (3.7) (we refer to the proof of Theorem 3.1 in [6] ). Let N ≫ 1. For γ ≥ 0, we have
where χ p 0 ≤N is the characteristic function of {p : p 0 ≤ N } and χ p 0 ≥N 1 − χ p 0 ≤N . For γ < 0, we choose δ δ(γ) small so that |γ| − 2 + O(δ) < 0. The same estimate as the above case yields
Above, by first choosing N large, and second choosing T ⋆ sufficiently small, we obtain sup
For the remaining assertions we refer to the proof of Theorem 3.1 in [6] .
Remark. From (3.8) we may remove the assumption (3.1) for the case a ∈ [0, 2] ∩ [0, 2 + γ).
G
For the local solution f (t, x, p) constructed in Theorem 1.5 or Theorem 3.1, we define h(t, x, p) h l (t, x, p) w l (p) f (t, x, p).
The mild form for h(t, x, p) is given by (4.1)
Here h 0 (x, p) w l (p) f 0 , and
. We also define
From (4.1), we have
Above the second term on the r.h.s. is split into (4.3)
Similarly, we also have using Minkowski's inequality and an interpolation
(s, q) dq ds
(s, p) ds
Notice that for hard potentials,
We will use the following integral. 
Proof. It is easy to verify that
for α ∈ R 3 . Moreover, it is well known that
See for instance [6] . We use Lemma 2.2 and Lemma 2.3. By calculus, we can get (4.5) and (4.6).
We will prove the following estimate by using Lemmas 2.5 and 2.6. For simplicity, we define E 0 (|M 0 | + |E 0 | + |H 0 |) k when E 0 ≪ 1. Here k 
We need only to show that
, Now we estimate the r.h.s. of (4.4). First, again using (4.4), the second term is split into (4.9)
Clearly, the first term of (4.9) is bounded by
By Lemma 2.5, for any η > 0 the third term of (4.9) is bounded by
By using Lemma 2.6, the last two terms of (4.9) is bounded by
Similarly, we have
Also for the other terms of (4.4), we can get estimates similar to the estimates for each term of (4.9). Next, we estimate the second term of (4.9), which is split into the following three cases. Case 1. For |p| ≥ N. By (4.5) the second term is bounded by
Case 2. We have
where χ A is the characteristic function of A. Case 3. For |p| ≤ N, |q| ≤ 2N, |q 1 | ≤ 3N. The remaining part is (4.10)
Since k χ l p, q is bounded, the above is bounded by
Moreover, we have
Applying Lemma 2.5 to the above, (4.10) is bounded by
We obtain the desired estimate (4.8), for the above terms by first choosing η small, and second choosing N large.
Notice that, as in (4.11), for any L > 0 we have
We also need the following lemma. f t, x, p dp ≤ ∫ R 3 e −ν(p)t f 0 x −pt, p dp
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Assume that t > T ⋆ and
where 
By Lemma 4.3 we also have (4.13)
f s, x, p dp ≤ ∫ |p|≤L e −ν(p)s f 0 x −ps, p dp
We first choosing η, L −1 and sup T ⋆ ≤s ≤t, x∈R 3 ∫ |p|≤L e −ν(p)s f 0 x −ps, p dp small, and second choosing E 0 sufficiently small, so that
This proves the theorem.
N
To prove Theorems 1.2, we will need linear decay estimates. The semigroup U l (t)g 0 denotes the solution to the following linearized equation
We also denote U(t) U 0 (t). It is easy to check that
Recall the notation
Moreover, by an interpolation, we have
Proof of Theorem 5.1. This case is much easier to handle than soft potentials. First, we can write the solution g(t) U l (t)g 0 to (5.1), as
where χ R N is the characteristic function of |p| ≤ N |q 1 | ≤ 2N, |q 2 | ≤ 3N , and
norm of (5.5) multiplied by w l (p). For the first five terms of (5.5), we can estimate them as in each term of (4.9). The norms of these terms multiplied by w l (p) are bounded by
, or when N large enough, for any η > 0,
Notice, in particular, that w l (p)e
We only estimate the last term of (5.5). For κ > 0 we clearly have
. For the remaining part of the last term of (5.5) we use the following L 2 decay estimate :
. This assertion follows as in [7] . We also refer to Section 2 of [5] (which handles soft potentials). Then, we have
Here we have used, for the L 2 x norm, Cauchy-Schwartz inequality for the q 2 integral :
For the L ∞ x norm, we have used the change of variable q 1 → y 2 . Note that
By first choosing η and N −1 small, and second choosing κ sufficiently small, we obtain (5.3).
Proof of Theorem 1.3. We can write h w l f where f is constructed in Theorem 1.1, as We denote each term of (5.7) by E 1 , E 2 and E 3 in order from the top. First, from the conditions on initial data, (4.12) and (4.13), for any η > 0 we can obtain (5.8) sup
f (t, x, p) dp
(t, p) dp ≤ η 5d d−1 .
Since h(t, x, p) is bounded, by using Lemma 2.6 we have (5.9)
For E 2 and E 3 we use (5.2) and (5.4). These and (4.7) yield
From combining (5.2) and (5.4) with Lemma 2.4 we get ) . Lastly, applying Theorem 5.1 to the first term of (5.6) and choosing η small enough, we obtain the desired result.
