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Communicated by Alan J. Hoffman 
ABSTRACT 
Let K, and K, be pointed closed convex cones with nonempty interiors in Rn 
and Rm, respectively. Define A E M(K,, K,) if and only if Ax E K,, 0 # x E K,, 
is consistent and Ax E K,, 0 # x E K, a x E int K,. If K, and K, are the nonnegative 
orthants in their respective spaces, the class M(K,, Kz) reduces to the class &’ of 
irreducible matrices defined by Fiedler and Ptak [7]. Properties of matrices in iVI arc 
generalized for matrices in M(K,, K2). It is shown that the irreducible M, matrices, 
e.g., [S], is a subset of M(K, K). 
1. INTRODUCTION 
A matrix A is monotone if 
Ax>O*x30. (1.1) 
Monotone square matrices are discussed in Collatz [6] who has shown 
that (1.1) is equivalent to the existence and nonnegativity of A-l. Monotone 
rectangular matrices were studied by Mangasarian [lo] where (1.1) was 
proved equivalent to 
3B>O such that BA=I. (1.2) 
* Presented at the Auburn Matrix Theory Conference, June 1970. 
t Centre de recherches mathkmatiques, Universite de hIontr6al. His contribution 
is a part of a Ph.D. dissertation in Applied Mathematics, Northwestern University, 
1970. 
: Department of Industrial Engineering. Northwestern University. Her contribu- 
tion is a part of a Ph.D. dissertation in Industrial Engineering, Northwestern Univcr- 
sity, 1970. 
Copyright 0 1972 by American Elsevier Publishing Company, Inc. 
30 ABRAHAM BERMAN AND PRABHA GAIHA 
Monotonicity is generalized to cone monotonicity by Ben-Israel [4], 
namely, A is (K,, K3) monotone, where K, and K, are closed convex 
cones, if 
AXEK, * XEKI. 
A special class of monotone square matrices is the class of M matrices. 
M matrices have great importance in numerical analysis (e.g., see Varga 
[13]), and were generalized with respect to a cone K by Haynsworth 
[S], namely, A is an M, matrix if 
A =y1- C, C(K)cK, and y >p(C), 
the spectral radius of C. M, matrices are (KrK) monoton. Another 
generalization of M matrices is due to Schneider [ll] and Barker [l]. 
Fiedler and Ptak [7] defined a set M of “irreducible monotone 
matrices.” These matrices are not to be confused with M matrices, 
although the irreducible M matrices are a subset of M. 
In this paper the set M is generalized to a set M(K,, K,), where K, 
and K, are pointed closed convex cones with nonempty interiors. M(K,, K2) 
reduces to the set M, when the cones K, and K, are taken to be the non- 
negative orthants in their respective spaces. It is shown that, if A E 
M(K,, K,) is an m x n matrix and is of full column rank, then Ax E K, a 
x E int K, and, if rank A is less than n, then Ax E K, 3 Ax = 0 and 
N(A), the null space of A, is a line passing through the interior of K,. The 
irreducible M, matrices are a subset of M(K, K). 
The results here are similar to those of Fiedler and Ptak, but the 
proofs (e.g., Theorem 5.5), are tailored for arbitrary, polyhedral, and 
nonpolyhedral, cones. 
2. NOTATION AND PRELIMINARIES 
R” the n-dimensional real space 
lGn the nonnegative orthant in Rn 
R”X” the space of m x n real matrices 
For any two vectors x, y in Rn : 
(% Y) the inner Product in Rn 
For any nonempty set S in R”: 
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cl s the closure of S 
int S the interior of S 
conv S the convex hull of S 
S*={y~P;(x,y) 30 if XES the dual of S 
A nonempty set K in Rn is 
(a) a cone if 0<1*2KcK, 
(b) a convex cone if (a) holds and K + KC K, 
(c) a pointed cone if (a) holds and K fl (- K) = {0}, 
(d) a solid cone if int K # 0. 
Let S be a nonempty set in R”. Then S* is a closed convex cone. 
The interior of a closed convex cone K is given algebraically by 
intK={xEK;O#yEK*=>(y,x)>O}. 
For properties of cones and duals the reader is referred to [3]. For 
any matrix A in Rmxn: 
N(A) the null space of A 
A -I the generalized inverse of A 
rank A the rank of A 
A” or (A’%) the transpose or adjoint of A 
For any matrix A in Rnxn: 
tr A the trace of A 
P(A) the spectral radius of A 
adj A the adjugate of A 
For a nonsingular A: 
A-l the inverse of A 
The inner product in Rmxn that will be used in the sequel is 
(A, B) = tr AB”. 
3. (li,, Iii,) NONNEGATIVE MATRICES 
Let K, and K, be closed convex cones in Rn and Rm, respectively. 
Denote by n(K,, K,) the set of (K,, K,) nonnegative matrices, i.e., the 
matrices A in Rmxn such that AK, C K,. 
n(K,, K,) is a closed convex cone in Rmxn. 
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Let 
and 
Q = {uv”~uEK2*,vEK,}. 
THEOREM 3.1. (i) z(Ki, K,) = Q*. 
(ii) (n(Ki, K,))* = cl conv Q. 
(iii) (n(K,, K2))* C n(K,*, K,*). 
Proof. (i) Q” = {A ; tr z&At 3 01th E K,*, II E K,} 
= {A;AvEK, if uEK,} = n(K,,K,). 
(ii) Follows from (i), from Q* = (convQ)*, and from Corollary 1.6 
in [3]. 
(iii) By changing the roles of K,, K, with their duals one gets 
n(K,“, K,) = P”. (3.1) 
(iii) Follows from (3.1) and Theorem 1.3b in [3] since PC n(K,, K2). 0 
COROLLARY 3.1. Let K, and K, be self-dual. Then every m x ?a 
matrix A is the difference A = B - C, where B, C E n(K,, K,) and 
tr BC = 0. 
Proof. I?ollows from Theorem S.l(iii) and from the lemma in Section 4 
of [9]. n 
Remarks. 1. Int z(K1, K,) consists of the matrices A such that 
A(K, - (0)) C int K,, e.g., proposition 1 in [l]. 
2. If K, is pointed and K, is solid, then n(K,, K2) is solid. Let x E int K,, 
y E int K,* and 0 # z E K,. Then xy”z = WY, where M > 0. Thus xy” E 
int n(K,, K,). 
4. A THEOREM OF THE ALTERNATIVE 
THEOREM 4.1. Let K, and K, be pointed, solid, closed convex cones in 
Rn and R”, respectively, and let A E Rmxn. 
IRREDUCIBLE MONOTONICITY 33 
Consider the following systems : 
(i) Ax E int K,, xEint K,, 
(ii) A’y E K1*, O#YE--~2*> 
(4 .A~E KS O#xeK,, 
(iia) A’y E int K1*, y E - int K2*. 
Then 
(*) Exactly one of the systems (i) and (ii) is consistent. 
(*J Exactly one of the systems (ia) and (iia) is consistent. 
Proof. (*) is Corollary 1.4 in [5] (where K, and K, are solid and 
not necessarily pointed). (*a) follows from (*) by changing the roles of 
K, and K, with their duals. (Here K1 and K, have to be pointed but 
not necessarily solid.) 0 
DEFINITIONS. The set of matrices for which (i) is consistent is denoted 
by S(K1, K,). The set of matrices for which (ia) is consistent is denoted 
by S,(K,, Ks). 
THEOREM 4.2. Let m = n, K, = K2*. Then 
A + A” is positive definite * A sS(K,, K,), 
A + A” is positive semidefinite + A ES~(K,, K2). 
Proof. Suppose A $ S(K,, K2). Then by (*) there is a 0 # y E K2* 
such that A’y E - K1*. ((A + A”)y, y) = (y, A”y) + (A”y, y) < 0. Thus 
A + A” is not positive definite. 
Similarly, suppose A $ S,-,(K1, K,). Then by (*a) there is a y E Kz* such 
that A”y $ - int K,*. Thus ((A + A”)y, y) < 0 and A + A” is not 
positive semidefinite. 0 
Remark. Let K, and K, be the nonnegative orthants in the corre- 
sponding spaces. Then the sets S(K,, K,) and S,(K,, K2) reduce to the 
sets S and S, defined by Fiedler and Ptak in [7], and (*), (*,J, and Theorem 
4.2 reduce to Theorems 2.4, 2.5, and 2.9, respectively in [7]. 
5. (h',, K,) IRREDUCIBLE MONOTONE hfATRICES 
LEMMA 5.1. Let A E S,(K,, K,) be such that Ax E KB, 0 # x E K, 2 
x E int K,. Let .z E int K,, Az E K,, y $ K,, Ay E K2. Then y = CIZ 
(CC negative) and AZ = Ay = 0. 
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Proof. Let 3, > 0 be such that ilz + y E bdK,. Then A(;lz + y) E K, 
and, since ilz + y 4 int K,, it follows that lz + y = 0 and AZ = Ay = 0. 0 
THEOREM 5.1. Let A E S,,(K,, K,). Then the following aye equivalent: 
(i) AxgKz, Ofx~K,+x~intK,. 
(ii) Ax E K,, x#O+xEintK, or -xxintK, and Ax=O. 
Proof. (i) 3 (ii): Clear if x E K,. Suppose x 4 K,, then the proof 
follows from Lemma 5.1. 
(ii) * (i) : Clear. q 
DEFINITION. The subset of S,(K,, K,) of the matrices satisfying (i) 
(or (ii)) is denoted by M(K,, K2). 
In the case that K, and K, are the nonnegative orthants, this set 
reduces to M defined in [7]. 
LEMMA 5.2. Let A E M(K,, K,). Let x E int K,, Ax E K,, AZ = 0. 
Then z = CIX. 
Proof. Clear if z = 0. If 0 # z E K,, use Lemma 5.1 with y = - z. 
If z $ K,, use the lemma with y = z. 0 
THEOREM 5.2. Let K, C Rn, K, C Rm, and A E M(K,, K,). Let h 
be the rank of A. Then h=n or h=n- 1. 
Proof. Suppose h < n - 2 ; then there are two nonzero independent 
vectors y1 and yZ such that Ay, = Ay, = 0. Since A E M(K,, K2), there 
is a y E int K, such that Ay E Kz. Then by Lemma 5.2, y = alyl = azyz, 
contradicting the independence of y1 and yZ. cl 
COROLLARY 5.1. Let A E M(K,, K,), A E RhmXn. 
(i) If h = n, then there is y E int K, such that 0 # Ay E K,, Ax = 
0*x=0, and 0#Ax~K~*x~intK,. 
(ii) If h = n - 1, then N(A) is a line passing through the interior of 
K, and AxEK~*Ax=O. 
Proof. (i) follows from Theorem 5.1. 
(ii) follows from Lemma 5.2. q 
The following theorem describes a property analogous to (1.2). 
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THEOREM 5.3. Let A E RhmXn, A E S,,(K,, K,). Then the following are 
equivalent: 
(i) A E M(K,, K,) and h = n. 
(ii) There is a B E Rnxm such that BA = I and B(K,) C (0) U int K,. 
Proof. (i) * (ii): By (i), 0 # Ax E K2 3 x E int K,. Let B = A+, the 
generalized inverse of ,4, e.g., [a]. Then By = x if Ax = y and By = 0 
if y E N(A”). Thus B satisfies (ii). (ii) * (i): BA = I 3 h = n. 
Let 0 # Ax E K,. Then x = BAx E int K,. 0 
COROLLARY 5.2. Let A E S,,(K,, K2), where K, and K, are in Rn 
(possibly different cones). Then the following aye equivalent: 
(i) A is nonsingular and A E M(K,, K,). 
(ii) A-l E int n(K,, K,). 
Proof. In Theorem 5.3 take B = A-l. 0 
The following theorem points out a connection between irreducible 
M, matrices and matrices in M(K, K). 
THEOREM 5.4. Let K be a cone in Rn, A = yI - C, C E n(K, K), 
A E S(K, K), and no eigenvalue of A lies on the boundary of K. Then 
A E M(K, K), A EM,, and A-l E int n(K, K). 
Proof. A ES(K, K) implies, by Lemma 1 in [ll], that y > p(C). 
Thus A is nonsingular and A E M,. A-l = (l/y)(l + (C/r) + (C2/y2) + 
* * .) = cr(I + C)lz--l + D, where tl > 0 and D E z(K, K). A and C have 
the same eigenvectors. Thus C is K-irreducible, e.g., [12], Theorem 4.2, 
and, by Lemma 4.2 in [12], (I + C)+-l lint n(K, K). x(K, K) + 
int n(K, K) C int n(K, K). Thus A-i E int n(K, K). A E S(K, K) > 
A E S,(K, K) and, by Corollary 5.2, A E M(K, K). q 
The following theorems relate to matrices in M(K, K) which are not 
of full column rank. The basic result is Theorem 5.5. 
LEMMA 5.3. Let C E int n(K, K), y E R, and S = {cd - n(K, K); 
cc E R}. Then yI - C E int S. 
Proof. By Theorem 1.3f in [3], S* = (D; tr D = 0, - D E n(K, K)*}. 
Let C E int n(K, K), cc E R, 0 # D E S*. Then tr(crI - Cp)D = tr D - 
tr C”D = - tr C”D > 0. 0 
36 ABRAHAM BERMAN AND PRABHA GAIHA 
THEOREM 5.5. Let A E M(K,, K2), K, C Rn, rank A = n - 1. Then 
there are B E int n(K,, K,) and C E int jz(K,, K,) such that 
(i) BA = yl - C, and 
(ii) y = p(C). 
Proof. (i) is equivalent to the consistency of the following system: 
BA E int{xl - n(K,, K,), ct E R}, 
B E int n(K,, K,). (5.1) 
By Theorem 4.1, Lemma 5.3, and by Theorem 1.3f in [3] and Lemma 0.5 
in [5], the consistency of (5.1) is equivalent to 
DA’ E [n(K,, K,)I* 
D E [z(Kl> K, )I * 1 3 D = 0. trD=O (5.2) 
To show that (5.2) is true it is sufficient to prove that 
DA” E n(K2”, K1*) 
D E n(K1*, K1”) s-D=O. (5.3) 
trD=O 
Since A E n(K,, K,) if and only if A” E n(Kz*, K,*), (5.3) may be written 
as: 
AD” E n(K,, K,) 
Dr 6 n(K,, K,) 
trDr=O I 
(5.4) 
* D” = 0. (5.5) 
(5.6) 
Let z E K,. Then D”z E K, and AD”z E K,. Since A E M(K,, K,) and 
of rank n - 1, ADtz = 0 and D’ is either a zero matrix or a matrix mapping 
K, to the half line 
{czx; M > 0, xEint K,}. (5.7) 
Suppose D” # 0. Then rank D” is one. Also there is a vector y on 
bdK, such that D’y # 0, since K, is generated by the vectors on its 
boundary (even by its extremal vectors, e.g., 112, Theorem 2.11). Let 
D’y = x, where x is the point in int K, which defines the half line (5.7). 
D”x # 0, for, if D”x = 0, then there is a A > 0 such that ilx - y E int K,. 
D’(lx - y) = - Dry = - x $ K, since K, is pointed, contradicting (5.5). 
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Thus x is an eigenvector of D” and the corresponding eigenvalue, which 
by the Krein Rutman theorem is p(D’), is positive. Rank D” = 1 * 
tr D” = p(D”) > 0. This contradicts (5.6) and proves (i). 
(ii) Since A E M(K,, K2) and rank A = n - 1, there exists x E int K, 
such that Ax = 0. BAx = yx - Cx = 0. But C E int n(K,, K,) and by 
[12, Theorems 4.3,4.4], it has only one eigenvector in int K,, corresponding 
to its spectral radius, which proves that y = p(C). 0 
The proof of Theorem 5.6 and its corollary is similar to the proof 
of their special cases in [7] and is omitted here. 
THEOREM 5.6. Let A E RhmXn n S,(K,, K,). Then the following we 
equivalent : 
(i) A EM(K~, Ke) and h = n - 1. 
(ii) There exist an x E int K,, such that Ax = 0 and a u E int Kz*, 
such that A% = 0 and h = n - 1. 
(iii) Ay E K,, y # 0 2 Ay = 0 and either y E int K,, or - y E int K1. 
(iv) A E M(K,, K2) and - A E M(K,, K2). 
(v) A E M(K,, K,) and - A E S,(K,, K,). 0 
COROLLARY 5.3. Let n > 1, A E Rnxn, and K,, K2 closed convex cones 
(possibly different) in R”. Thelz the following aye equivalent: 
(i) A E M(K,, K,) and - A E M(K,, K2). 
(ii) A E M(K,, K,) and A is singular. 
(iii) A is singular and adjAEintn(K,,K,) OY - adjAEintn(K,,K,). [? 
The last theorem describes a multiplicative property of irreducible 
monotone matrices. 
THEOREM 5.7. Let K, and K, be pointed convex cones in Rn and let 
K, be a pointed closed convex cone iga R”. Let A E M(K,, K,) and B E 
M(K,, K,). Then AB E M(K,-,, K,). 
Proof. First we show that AB E So(K,, K2). Suppose B is nonsingular. 
Since A E M(K,, K2) there exists an x E int K, such that Ax E K,. Let 
y = B-lx. Then y E int Ko, by Corollary 5.2. ABy = Ax E K, and 
ABE S,(K,, K2). If B is singular, then by Corollary 5.1 there is an 
x E int K, such that Bx = 0. Thus ABx = 0 and AB E S,(K,, K2). 
To show that AB E M(Ko, K,) we apply again Corollary 5.1. Let 
ABx E K,, 0 # x E K,. Suppose ABx # 0. Then rank A = n, BxEintK,, 
rank B = n and x E int K,. IfABx=OandrankA=n,thenBx=O. 
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Since x # 0, rank B = n - 1 and x E int K,. If ABx = 0 and rank A = 
n - 1, then Bx = LXZ, where z E int K,. If B is singular, then, by Corollary 
5.3, B and - B are in M(K,, K,). Thus ct = 0 and x E int K,. 
If B is nonsingular, then Bx # 0. By Theorem 5.1, Bx E int K, or 
- Bx E int K,. In the first case, x E int K,. The second case implies 
that - x E int K,, which contradicts the pointedness of K, and thus 
completes the proof. 0 
Remarks. 1. We do not assume that at least one of A or B is of rank n. 
2. The assumption that B is square is essential in the case that B is 
of full column rank, as shown by the following example. Let 
A+ -p1; B=[;]> AB=[_;]. 
Then A E M(R+2, R+3), BE M(R+l, R+2), but AB I$ M(R+l, R+3). 
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