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Abstract
A measurement of the total tt¯ production cross section in the single lepton channel
is presented. The cross section is extracted in a profile likelihood fit of templates
constructed from a likelihood classifier using four kinematic variables. For a top
quark of mass mt = 172.5 GeV, the measured cross section is 178.9 ± 12 pb. The
measurement agrees within one-standard deviation with the latest theoretical pre-
dictions. The cross section measurement is repeated for seven other values of the
top quark mass ranging from 140 GeV to 200 GeV to obtain the mass dependence
of the experimental cross section. By comparing this with the mass dependence of
different higher-order predictions, the top quark mass is extracted. This method al-
lows the determination of two different theoretical mass parameters: the top quark
mass in the on-shell scheme mpolet and in the MS scheme mt(mt). The most precise
measurement obtained is mpolet = 171.2 ± 4.5 GeV, obtained when employing the
most precise higher-order calculations in the MS scheme. This value agrees within
one-standard deviation with the latest Tevatron average of the best top quark mass
measurements.
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Introduction
At the time of writing this thesis, the ATLAS and the CMS collaborations have an-
nounced the discovery of a new particle in the mass region around 126 GeV observed in
the proton-proton collisions collected by the experiments in 2011 and 2012 at the center-
of-mass energy of 7 TeV and 8 TeV respectively [60]. The result is still preliminary but
the current analyses can already establish the consistency of the observation with the
Higgs boson, the only particle predicted by the Standard Model not yet observed. After
the Large Hadron Collider provides the experiments with more data, the true nature of
this new particle will emerge. Whether this really is the Standard Model Higgs boson
or one of its more exotic versions, this remains the discovery of the heaviest boson ever
found and confirms that the top quark is the heaviest elementary particle in nature
known to date.
The history of the top quark starts 20 years before its discovery, when Martin Perl and
his team at SLAC found the first evidence of the τ lepton [144], the heavier sibling of the
electron and the muon, which established the presence of a third generation of matter.
Only two years after, at the Fermilab laboratory near Chicago, a group of physicists led
by Leon Lederman discovered the bottom quark in the bottom-antibottom bound state,
the Upsilon meson [100]. The Upsilon was found to be about three times as massive
as the charm-anticharm meson J/ψ and thus the bottom quark had started the third
generation of mass for the quark sector of the Standard Model.
At the beginning of the 1980s it was clear that the electroweak interactions grouped
the elementary particles in pairs but the bottom quark was left in isolation. Another
15 years were to pass before the discovery of its electroweak partner, the top quark, in
1995, once more at Fermilab. The reason for this long wait lies in its immense mass:
Standard Model fits to electroweak precision data were pointing at a mass greater than
an entire atom of gold.
At hadron colliders such as the Tevatron and the Large Hadron Collider, top quarks and
antiquarks materialize mostly in pairs. Currently the production rate is predicted by
high-order calculations with a precision of about 12%. The experimental measurement of
the production cross section of top-quark pairs provides us with a further stringent test
of the predictive power and self-consistency of the Standard Model. It is also predicted
by the theory that the top quark decays in less than 10−24 seconds in a bottom quark
via the charged electroweak current. The difference in mass between the top and the
bottom quarks is so huge that a real W boson is produced in the decay chains t → bW+
and t¯ → b¯W−. At the Large Hadron Collider top quark pairs are produced copiously
and since their experimental signature is a background for many models which involve
new physics, the precise measurement of their production cross section is also important
to reduce the uncertainty of new physics searches.
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There is at least another reason why the top pair production cross section is a very
interesting topic of investigation. Quarks carry color charge and are subject to color
confinement: this implies that colored particles bind tightly together into colorless states
and do not exist as isolated particles. The consequence of confinement is that we cannot
measure the mass of a colored particle directly. So what is the mass of a quark after
all? And how can we define it? The concept of quark mass is in fact ambiguous. When
many authors realized that the first definition of quark mass employed by theorists was
ill-defined, many more mass parameters were introduced, each representing the most
advantageous candidate for the characteristic scale of the process considered. Once a
particular definition is chosen and used consistently in the calculations, no ambiguity
remains and different mass parameters can be converted into one another for numerical
comparison. The only known method to extract from experiment a well-defined quark
mass parameter is to compare predictions, expressed in the theoretical framework of
interest, and observations that depend on the value of the quark mass. The production
cross section is the most popular example.
This work presents the measurement of the top-antitop total production cross section
and the extraction of two theoretical mass parameters for the top quark. The analysis
is based on the proton-proton collisions at a center-of-mass energy of 7 TeV collected
by the ATLAS experiment in the first half of 2011. This thesis is organized as follows:
Chapter 1 gives an overview on top quark physics, Chapter 2 describes the experimen-
tal setup and the reconstruction of the relevant physics objects, Chapter 3 illustrates
how the Monte Carlo samples on which the analysis is based are generated, Chapter 4
presents the description of the signal and of the kinematical cuts applied to select the
signal as well as the five sources of background considered, Chapter 5 finally describes
in detail the measurement of the total production cross section of top-antitop pairs and
Chapter 6 develops on the concept of quark mass and presents the extraction of two top
quark mass parameters.
2
1 Introduction to the physics of the top
quark
This chapter is an overview of the physics related to the top quark. The first section
introduces the basic notions of the very successful model that describes almost all particle
physics phenomena observed to date. The second section develops on the top quark, its
production mechanisms at hadron colliders and the phenomenology of its decays. The
last section of this chapter describes the role assigned to the top quark in some extended
models that introduce new physics.
1.1 A brief introduction to the Standard Model
It is a well known fact that the wave function describing two identical particles must be
either symmetric or antisymmetric under interchange of the particles. Experiment tells
us that all the particles of half integral spin are described by antisymmetric wave func-
tions since the Pauli exclusion principle applies. Such particles are known as fermions
because they obey Fermi-Dirac statistics. By contrast, the Pauli principle does not limit
the number of identical particles of integral spin which may enter a given state. This
distribution is given by Einstein-Bose statistics and the particles obeying it are known
collectively as bosons.
The Standard Model (SM), the very successful theoretical framework that describes the
constituents of matter and their interactions, further subdivides the particles according
to the types of interaction in which they participate. The three, out of four, fundamental
interactions embedded in the SM 1 are mediated by spin 1 gauge bosons: eight massless
gluons (g) mediate the strong force while the massless photon (γ) and the two massive
W± and Z bosons are the carriers of the electromagnetic and weak force respectively.
The interactions are introduced by requiring invariance of the SM Lagrangian under the
gauge group SU(3)QCD×SU(2)L×U(1)Y. The SU(3)QCD group describes the strong force
while the electromagnetic and the weak interactions are unified under the SU(2)L×U(1)Y
group [96, 162, 149]. The subscript L indicates that only the left-handed fermions are
“charged” under the SU(2) weak isospin gauge group. The fermions can thus be naturally
grouped into right-handed components that are singlets under SU(2)L and the left-
handed components that transform like doublets. The hyper-charge Y is defined via the
1Attempts are being made to incorporate the fourth force, gravity, into the scheme of unification. As an
example, the theory called Supergravity embraces the Einstein gravitational field equations together
with the SM strong and electroweak field equations. However, gravitational effects must be taken
into account when the energy is of the order of the Planck mass MPlanck ≈ 1019 GeV and therefore
it can safely be neglected in most considerations concerning elementary particles.
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weak isospin charge T3 and the electric charge Q as Y = 2Q − T3.
A remarkable feature of the forces is that their relative strengths are not constant. At
high momentum transfer, the screening of the electron charge due to vacuum polarization
diminishes resulting in a larger effective charge. The opposite is true for the other two
forces: the anti-screening effect due to gluon and weak boson self-coupling gives rise to
a phenomenon called asymptotic freedom in which, in contrast to the electromagnetic
case, the charges of the strong and weak interactions decrease as they are probed to
shorter and shorter distances. In particular, this allows for a perturbative treatment of
the strong interaction at high momentum transfers [98, 145].
Elementary particles that do not respond to the strong force are known as leptons.
Among these are also the neutrinos, which are electrically neutral and are not subject to
electromagnetism. All leptons have intrinsic spin 12 and are therefore fermions. Those
particles which can participate in the strong interactions are known as hadrons. Un-
like the leptons, the hadron family contains both fermions and bosons: the hadrons
with half-integer spin are known as baryons whereas the mesons are bosons. Up to the
present energy limit experimentally accessible, which leads to a resolution of approxi-
mately 10−18 m, the leptons appear to be structureless. They are therefore regarded
as fundamental particles. The hadrons, on the other hand, are composite objects made
up of spin 12 fermions called quarks [165, 95]. The baryons are bound states of three
quarks whereas the mesons are made up of a quark-antiquark pair [94, 141]. The most
significant property of the quarks is that, being the only fermions responding to the
strong force, they possess an additional quantum number, the color charge.
There appear to be in total 12 fundamental fermions, six quarks and six leptons. The
three generations of increasing mass in which the fundamental fermions can be ar-
ranged are shown in Table 1.1. For the left-handed components, each generation is
a weak-isospin doublet in which the members can be transformed into its partner via
the charged-current weak interaction. In addition, to each one of these particles there
exists an antiparticle, a particle sharing opposite electric charge and magnetic moment
but otherwise identical.
Even though experimental measurements indicate otherwise, the SM describes massless
particles. The presence of mass terms in the SM Lagrangian would in fact violate the
gauge invariance of the theory. The mechanism of Spontaneous Symmetry Breaking
(SSB) is then introduced to generate in an elegant way the masses of the W± and the
Z gauge bosons while retaining the gauge invariance of the Lagrangian [101, 83, 99].
In the SM, the SSB is applied to the SU(2)L×U(1)Y electroweak (EW) group to break
the electroweak theory and thus reducing it to a U(1)em symmetry. In doing so, a new
field, the Higgs field, is introduced in the Lagrangian. To finalise the theory, the fermion
masses, which are forbidden explicitly, are introduced via gauge invariant interaction
terms, called Yukawa terms, between the fermions and the Higgs fields. The charged
leptons and the quarks couple to the Higgs boson with a strength proportional to their
mass. Unfortunately the Higgs boson mass depends on unknown parameters and cannot
be predicted by the theory. In December 2011 direct searches from the ATLAS and
CMS collaborations restricted its mass range between 115 GeV and 130 GeV [158, 159].
Just a few weeks ago, the observation of a new boson with a mass of 125 GeV has been
4
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Type Flavor Q/|e|
leptons νe νμ ντ 0
e μ τ −1
quarks u c t + 23
d s b − 13
Table 1.1: The three generations of fundamental fermions. The left-handed components are
arranged in weak isospin doublets.
announced. The particle is consistent with the SM Higgs boson but further studies of its
properties are needed before it is possible to claim that it really is it. The publications
are still in preparation.
The final piece of the SM that is relevant to top quark physics is related to the mismatch
of quark mass and electroweak eigenstates. The quark mass states are not eigenstates of
the charged-current weak interaction but mix in a superposition described by a unitary
3 × 3 matrix called the Cabibbo-Kobayashi-Maskawa (CKM) matrix [120]:
⎛
⎜⎝|d
′〉
|s′〉
|b′〉
⎞
⎟⎠
L
=
⎛
⎜⎝Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
⎞
⎟⎠
⎛
⎜⎝|d〉|s〉
|b〉
⎞
⎟⎠
L
(1.1)
Because this matrix has off-diagonal terms, the W boson mixes the three generations,
e.g. the object that couples to the top quark is a linear combination of b, s and d quarks:
|b′〉 = Vtd|d〉 + Vts|s〉 + Vtb|b〉. Out of the nine complex arguments of this matrix, only
four parameters are independent: three mixing angles and one phase. The latter is the
only measured source of CP violation in the SM.
1.2 The top quark
The top quark resides in the third generation of quarks as the weak-isospin partner of
the bottom quark. It was already known in the 1970’s that, in order for the SM to
be a renormalizable theory, the number of lepton and quark families should be equal.
Therefore, the discovery of a third generation of leptons in 1975 [144] called for a third
generation of quarks. The indirect evidence for the existence of the top quark became
compelling after the discovery of the b-quark [100] and the subsequent need to complete
the third weak-isospin quark doublet.
The first direct observation of the top quark occurred at the Tevatron, a proton-anti-
proton collider located at the Fermilab laboratory, in 1995 [6, 10]. The latest combination
of measurements performed by the Tevatron experiments CDF and DØ placed the mass
of the top quark at mt = 173.2±0.9 GeV [127] and this makes the top quark the heaviest
fundamental particle of the SM. Due to this large mass that implies a Yukawa coupling
λtop ≈ 1 to the Higgs boson, the lifetime of the top quark is approximately 10−25 s,
about two order of magnitude smaller than the characteristic time of the strong force
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Figure 1.1: The latest result for the W boson mass combined with world’s best value for the
top quark mass, restricts the Higgs boson mass to the allowed range 115-127 GeV
[5].
(≈ 10−23 s). This implies that the top quark decays before forming hadronic bound
states giving us the unprecedented opportunity to study the decay products of a quark
unperturbed by hadronization.
The discovery of the top quark was aided by the SM fit to the accurate electroweak
measurements performed mainly at LEP that, being quadratically sensitive to the top
quark mass and logarithmically sensitive to the Higgs boson mass through radiative
corrections to the W -boson mass, successfully cast light on the top quark mass range
before its discovery. This successful prediction gave evidence of the predictive power
of the SM. More importantly, it gave confidence to exploit the large coupling of the
top quark to the Higgs boson and constrain the Higgs boson mass using the SM fit to
the electroweak precision data including the direct measurements of the top quark and
W -boson mass. The red ellipse in Figure 1.1 shows the 68% CL indirect measurement
of mt and mW from LEP data. The latest result for the W boson mass combined with
world’s best value for the top quark mass, restricts the Higgs boson mass to the allowed
range 115-127 GeV [5]. As mentioned before, the new boson recently observed at the
LHC has a mass of 125 GeV.
1.2.1 Top quark production in the Standard Model
The production of top quarks in hadronic collisions is either mediated by the strong force,
a process resulting in a top quark-antiquark pair, or by the electroweak interaction in
which case the top quark is produced singly. Due to the large coupling strength of
Quantum Chromo Dynamics (QCD), the SM sector describing the strong interaction,
the main production mechanism of top quarks at hadron colliders such as the Tevatron
and the LHC is by pair production.
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Figure 1.2: The momentum densities of the partons in the proton as a function of the longitu-
dinal proton momentum fraction x at Q2 = 10 GeV2 (left) and Q2 = 10 000 GeV2
(right) for the MSTW collaboration [132].
Top quark pair production
In high-energy hadronic collisions, the scattering process of the incoming particles takes
place between the constituents of the hadrons, called partons. These are the valence
quarks (three in the baryons and two in the mesons), which are responsible for the
quantum numbers of the bound state, and a sea of quark-antiquark pairs arising from
the conversion of the gluons binding the valence quarks 2.
At high energies, the collision between two hadrons can be factored into a hard-scattering
cross section σˆi,j describing the short-distance interaction of two quasi-free partons i and
j and long-distance terms describing the distribution of the longitudinal momentum of
the colliding hadrons among their partons. These terms are called Parton Distribution
Functions (PDFs) and are indicated as fi(xi, μ2F ). They can be interpreted as the proba-
bility density to observe a parton i with longitudinal momentum fraction xi at the scale
μ2F . The arbitrary scale μ2F is called the factorization scale since it sets the scale of this
factorization of the total hadron-hadron cross section. The PDFs cannot be calculated
a priori and are thus extracted in QCD fits to deep-inelastic scattering and other data.
Figure 1.2 shows the parameterization of the proton densities obtained by the MSTW
collaboration for two different values of the factorization scale μ2F = Q2. Following the
interpretation of the PDFs, we see that the probability of finding a quark of momentum
2The gluons are part of the sea and are commonly regarded as partons as well.
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Figure 1.3: Set of leading-order Feynman diagrams contributing to heavy quark pair production
in light quark annihilation.
fraction x decreases with increasing x [132].
The total top-quark pair-production cross section for the hard scattering of two colliding
hadrons A and B can thus be written as:
σ(AB → tt¯) =
∑
i,j
∫
dxidxj fi,A(xi, μ2) fj,B(xj , μ2) × σˆi,j→tt¯
(
ρ,m2t , xi, xj , αs(μ2), μ2
)
(1.2)
where the sum runs over all possible pairs of partons, i.e. qq¯, gg, qg and q¯g and ρ =
4m2t /
√
sˆ. Here sˆ = xi xj s is the effective center-of-mass energy squared for the partonic
process which depends on the total energy squared s available in the centre-of-mass of the
collision. The hard parton-parton cross section σij→tt¯ is calculated in perturbative QCD.
The leading-order (LO) contributions come from light quark-antiquark annihilation and
gluon-gluon fusion. The Feynman diagrams for these processes are depicted in Figure 1.3.
The channels qg and q¯g appearing in higher-order calculations contribute only O(1%).
The infinities arising in higher-order calculations are removed by a renormalization pro-
cedure which introduces another artificial scale, the renormalizable scale μR. It is com-
mon to set both μF and μR to the same value μ. To be consistent, all quantities in
Equation 1.2 should be calculated at the same order in perturbation theory and defined
in the same renormalization and factorization scheme. The most commonly employed
scheme is the modified minimal subtraction scheme MS [22] and its extensions.
When the top quark pair production energy threshold is reached, sˆ approaches a value
of 4m2t . Therefore, in the simplified scenario describing partons with equal momen-
tum fraction, the value of x required to produce top quark pairs can be expressed by
x ≈ 2mt/
√
s showing manifestly that the parton momentum fraction decreases with
increasing total centre-of-mass energy. By looking at Figure 1.2, it is now possible to
see that for relatively large x the valence quark momentum density distributions are
much larger than those of the other partons. This explains why at the Tevatron, a
proton-antiproton collider, the dominant production mechanism was quark-antiquark
annihilation. At the LHC the proton beams are accelerated to higher energies and the
parton momentum fractions lie in the region where the gluon momentum densities are
larger. This is why gluon-gluon initiated interactions make up about 80% of the total
tt¯ production at the LHC at 7 TeV despite having two proton beams, i.e. no valence
antiquarks.
The next-to-leading order (NLO) quantum corrections to the heavy quark pair produc-
tion cross section were calculated in Ref. [140] and [26, 27] more than 20 years ago.
These results were then refined by resumming large logarithmic corrections of the form
8
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log s/m2Q which originate from soft gluon emission and which, for hadronic production
of heavy quarks, become sizable near threshold [153, 55, 56]. In the context of top quark
pair production threshold logarithms were investigated and resummed by various groups
first at leading logarithmic accuracy (LL) [123, 124, 31, 32, 33, 58, 57] and then also in-
cluding the next-to-leading logarithms (NLL) [48, 50, 40]. The effect of these corrections
was studied at the Tevatron, where the top quark pair production is relatively close to
threshold, and at the LHC, where it is farther off. In both experimental setups the cross
section is only mildly affected by the NLL corrections resulting in an increase of only
a few percent. However, it also shows a more stable behaviour under variations of the
factorization and renormalization scales on which the cross section depends 3.
Further studies on threshold logarithms resummation have been performed by Kidonakis
et al. in Ref.[117, 116, 118, 112, 119] and Banfi et al. [21]. Moch and Uwer have
provided an approximation of the NNLO cross section by performing and including a
complete NNLL soft gluon resummation [136]. In Ref. [128] they also study the effect of
independent variation of the renormalization and factorization scales. Figure 1.4 shows
the contour lines of the total cross section at the LHC and at the Tevatron for different
values of μR and μF . Here, the top quark (pole) mass is set to 173 GeV and the PDF set
used is MSTW 2008 at NNLO accuracy and 68% CL. The resulting theory uncertainty
is defined in the standard range μR, μF ∈ [mt/2, 2mt] as:
min σ(μR, μF ) ≤ σ(mt) ≤ max σ(μR, μF ). (1.3)
They concluded that the independent variations of μR and μF does not lead to any
significant change in the cross section and that the theory uncertainty is well estimated
assuming identical scales μR = μF .
In Figure 1.5 the improvement of the approximate NNLO predictions is shown in com-
parison with the NLO cross section as a function of the top quark mass. For the LHC
the predictions are shown at the design center-of-mass energy
√
s = 14 TeV and for
the Tevatron
√
s = 1.96 TeV. The band summarizes the uncertainty stemming from the
variation of the scales added linearly to the uncertainty of the PDFs, whose weak scale
dependence in the standard range has been neglected [128].
Beside the QCD corrections to on-shell top quark production, other sources of corrections
have been studied. In [35, 36] the top and anti-top spin degrees of freedom have been
taken into account at NLO and these provide azimuthal correlations between the decay
products of the top quark. The mixed effects of the QCD and the EW corrections, whose
effect on the cross section is negative but small, have been computed by [122] and [37].
Lastly, the non-factorizable QCD corrections between production and decay have been
studied in Ref. [25].
3Higher order corrections should improve our knowledge of the production cross section and, in partic-
ular, reduce its uncertainties related to the renormalization and factorization scale dependence.
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Figure 1.4: Contour lines of the total top quark pair production cross section in the (μR, μF )
plane using MSTW 2008 for the LHC at
√
s = 14 TeV (left) and the Tevatron at√
s = 1.96 TeV (right). The range shown corresponds to μR, μF ∈ [mt/2, 2mt]
[128].
Single top production
The single production of the top quark has been recently observed for the first time
at the Tevatron [4, 9]. The three distinct processes contributing to this production are
governed by the charged-current weak interaction as one can see from the leading order
Feynman diagrams depicted in Figure 1.6. These channels are proportional to the CKM
matrix element |Vtb|2 and therefore the cross section measurement of any of these single
Figure 1.5: The NLO (green) and approximate NNLO (blue) cross section at the LHC (left) and
at the Tevatron (right) obtained with the MSTW PDF set. The band denotes the
theoretical uncertainty from scale variation (μF = μR) and the PDF uncertainty in
the range [mt/2, 2mt] [128].
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Figure 1.6: Leading order single top production diagrams. From left to right: s-channel, b-
initiated t-channel, gluon-initiated t-channel and Wt associated production.
top production mechanism is a direct extraction of this matrix element.
The process that dominates the production both at the Tevatron and at the LHC is
the t-channel represented by the two diagrams in the middle of Figure 1.6. The initial
state b-quark can be considered to be a part of the proton with its luminosity described
by a PDF set (middle left) or coming by the splitting of a gluon into a bb¯ pair (middle
right). However, the former is suppressed by the small b-quark PDF and thus the largest
contribution comes from the gluon-initiated production.
The channel depicted in the diagram on the left-hand side of Figure 1.6 is called the
s-channel. Due to its similarity to the Drell-Yan heavy vector boson production, the
cross section for the single top production via s-channel is believed to be particularly
accurate. However, the experimental signature is not especially distinctive with respect
to other SM processes and this makes the direct study of the s-channel very challenging.
The Wt associated production mechanism (Figure 1.6 right) is relevant only at the LHC
due to the low gluon luminosity at the Tevatron and the limited phase space to produce
both a top quark and a W boson. At NLO, this channel is characterized by the same
final-state objects as tt¯ events.
1.2.2 Top quark decay in the Standard Model
At leading order in the SM, the top-quark decay width is given by:
Γ0t =
GF m
3
t
8π
√
2
× |Vtb|2 (1.4)
where GF is the Fermi coupling constant. At NLO the decay width is still proportional
to |V 2tb| because the corrections that affect the coupling are negligible [80]. Neglecting
terms of order m2b/m2t , αs and (αs/π)M2W /m2t the total width becomes [109]:
Γt = Γ0t
(
1 − M
2
W
m2t
)2(
1 + 2 M
2
W
m2t
)[
1 − 2αs3π
(
2π2
3 −
5
2
)]
. (1.5)
Because the top quark is heavy and its decay width scales like m3t , Γt is large: for
mt = 170 GeV, it is approximately equal to 1.3 GeV with a very small theoretical
uncertainty. The experimental value obtained from Tevatron data is Γt = 2.0+0.7−0.6 GeV
[7]. Since the scale at which QCD hadronization occurs (ΛQCD ≈ 200 MeV) is smaller
than Γt, the top quark lifetime τt is shorter than the time it takes to form a hadron:
τt = Γ−1t < τhad = Λ−1QCD. Therefore the top quark is the only quark that decays before
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having time to form hadronic bound states.
The top quark is coupled to the down-type quarks via the charged-current weak interac-
tion with relative strengths proportional to the elements of the CKM matrix. Given the
especially small values of the Vtd and Vts elements, peaking at 0.00862 and 0.0403 re-
spectively [34], the tdW and the tsW couplings are suppressed. This implies that within
the SM the top quark decays predominantly into a bottom quark and a W boson. The
former subsequently hadronizes into a jet of hadrons while the latter further decays into
either a quark-antiquark or a charged lepton-neutrino pair.
Everything being taken into account, there are three possible decay channels for top-
quark pairs:
• tt¯ → W+b W−b¯ →  ν¯ b ¯′ ν′ b¯ , called “dilepton channel” corresponding to about
10% of tt¯ decays;
• tt¯ → W+b W−b¯ → qq¯′ b  ν¯ b¯ + ¯ ν b qq¯′ b¯ , called “semileptonic”, “single lepton”
or “lepton+jets” channel corresponding to about 43% of tt¯ decays;
• tt¯ → W+b W−b¯ → qq¯′ b q′′q¯′′′ b¯ , called “hadronic” or “all-jets” channel correspond-
ing to about 46% of tt¯ decays.
Only events decaying into the semileptonic channel are selected for the work presented in
this thesis. In addition, the events in which the charged lepton is a τ are not considered.
This decision is driven by the fact that, when the τ lepton decays into a lighter charged
lepton and a neutrino, the event, in addition to being more challenging to reconstruct,
provides less information for the escape of the additional neutrino.
1.3 Top quark in beyond-Standard-Model physics
Because of its large mass, the top quark provides the largest contribution to the SM
radiative corrections 4. In particular, the stabilization of the Higgs boson mass is sig-
nificantly affected by the presence of the top quark, a problem known as the “hierarchy
problem”.
In the one-loop radiative corrections to the Higgs boson mass, given by:
m2H = (m0H)2 +
3Λ2UV
8π2v2 (−4m
2
t + 2m2W + m2Z + m2H), (1.6)
the bare Higgs boson mass squared (m0H)2 has to be tuned in such a way that mH is
consistent with the indirect electroweak constraints, i.e. a Higgs boson mass lighter then
about 200 GeV. In equation 1.6 ΛUV indicates the energy scale above which we can no
longer assume the validity of the SM. If we set this to the Planck scale MPlanck, above
which we already know that the SM cannot be valid, the radiative corrections to the
Higgs boson mass coming from the top quark, the weak bosons and the Higgs boson
4This is true if one assumes a Higgs boson that is lighter than the top quark, as direct and indirect
evidence seems to prefer.
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itself are about 30 orders of magnitude larger than this experimental constraint and
thus (m0H)2 should be of the same order of magnitude to provide us with a cancellation,
a restriction often regarded as “unnatural”. Since the quantum corrections from the top
quark are the largest, the top quark plays a special role in many models that try to relax
this fine tuning going beyond the physics of the SM.
Some models postulate the existence of new particles whose one-loop contributions have
opposite sign and cancel the large SM corrections in Equation 1.6. The most popular
example of such a solution is “Supersymmetry” [163]. In supersymmetric models each SM
particle is given a supersymmetric partner of opposite statistics but otherwise identical.
The radiative corrections to the Higgs boson mass due to the superpartners have opposite
sign and this provides us with a natural solution to the hierarchy problem. However,
since there is no experimental evidence for these new particles, supersymmetry must be
broken and the supersymmetric particles heavier than their SM partners. In particular,
to provide a mild fine tuning, the superpartner of the top quark can not be too heavy
and should be accessible at LHC energies [43].
Some other models introduce new strong dynamics at the TeV scale. A typical example
is “Topcolor” in which a new fundamental strong interaction is introduced. The new
gauge bosons of these theories couple preferentially to the third generation and could
for this reason be detected as bb¯ or tt¯ resonances [102].
Models with extra dimensions solve the fine tuning of the Higgs boson mass introducing
new space-time dimensions. Also in this class of models there are new gauge interactions
coupling to the third generation of matter. In particular, Kaluza-Klein excitations of
the graviton, of the weak and strong gauge bosons couple to the top quark and would
appear as resonances in the pp → X → tt¯ production channel [88, 134, 81, 130].
Another idea is to introduce a fourth generation of fundamental particles. The new
heavy, coloured fermion states could mix with the SM particles and this would loosen
the indirect constraints from the unitarity on the CKM matrix and could have an impact
on the Vtb element, important in single top production.
In general, the new physics related to the top quark affects the way this particle is
produced or decays. If there is a heavy particle that couples to the top quark, this
particle could decay in a top quark pair and contribute to the SM final state. We
would observe a resonance in the tt¯ invariant mass distribution. But for a very heavy
resonance, the boost of the top quarks produced in its decay would entail a very small
angular separation between the final state objects, a very challenging scenario from an
experimental perspective. If, on the other hand, this new particle coupling to the top
quark is light, the top quark would decay into it and we could observe a lack of events
with respect to the SM expectations due to the non optimization of the tt¯ selection for
these new final states. Therefore, a precise measurement of the production cross-section
in all decay channels offers a powerful tool to spot hints of new signals.
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2 The LHC and the ATLAS detector
This chapter is intended to provide an overview of the experimental setup. The collision
data used in this analysis have been provided by the Large Hadron Collider (LHC),
described in the first section, and recorded by the ATLAS detector, presented in the rest
of this chapter. These are very sophisticated machines and this overview can only cover
the main features needed to understand the analysis presented in the rest of this thesis.
More exhaustive descriptions can be found in e.g. Ref. [84] and [1].
2.1 The Large Hadron Collider
The Large Hadron Collider is a proton accelerator and collider ring with a circumference
of 27 kilometers. It occupies the underground tunnel that was built for LEP, CERN’s
previous big accelerator, located at a medium depth of 100 meters1. The LHC is part
of the CERN’s complex of accelerators, shown in Figure 2.1. The protons are taken
from hydrogen atoms stripped of their electrons, accelerated by a linear accelerator
(Linac2 in Figure 2.1) to an energy of 50 MeV and injected in the PS Booster ring
(PSB). The booster accelerates the protons to 1.4 GeV before sending them to the
Proton Synchrotron (PS), where the energy is increased to 25 GeV. The Super Proton
Synchrotron (SPS) receives the beam of protons from the PS and accelerates it to 450
GeV before finally transferring it to the LHC. The protons arrive at the LHC in bunches.
The bunch structure of the beam is a direct consequence of the acceleration procedure
by means of radio-frequency (RF) cavities. A charged particle traversing a RF cavity
can only be accelerated when the oscillating electric field in the cavity has the correct
orientation, which happens at a well-defined moment of the RF cycle. The LHC uses
eight superconducting RF cavities per beam each delivering 2 MV at 400 MHz and
operating at 4.5 K (–268.7 ◦C). The bunches circulating in the LHC contain about 1011
protons. They measure a few centimeters long and a millimeter wide when they are
far from an interaction point but their size is squeezed by quadrupole magnets to 16
μm when they are about to collide to increase the probability of proton-proton head-
on collisions with high momentum transfer. At nominal operating conditions, the two
beams circulating in the LHC consist of 2808 bunches traveling in ultrahigh vacuum
(10−13 atm) at an energy of 7 TeV (i.e. an energy of 14 TeV is available in the center-
of-mass frame of the collision).
In order to bend the trajectory of the 7-TeV beams around the 27-Km ring of the LHC,
1232 dipole magnets provide a total magnetic field of 8.3 T. Figure 2.2 shows a diagram
1Due to geological and cost considerations the tunnel ring is tilted, its depth varying from 175 to 50
meters.
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of the cross-section of a dipole magnet. Each dipole is 14.3 m long and weighs around 35
tonnes. The dipoles are superconducting and operate at 1.9 K, a temperature lower than
the temperature of outer space, obtained by pumping superfluid helium in the magnet
system.
The instantaneous luminosity is a measure of how many interactions occur per units of
area and time. For a machine such as the LHC this quantity depends on the number Nb
of protons per bunch, the number nb of bunches per beam, the area of the cross-section
of the beam, given by the its dispersions σx and σy in the transverse plane and lastly on
the frequency f of the collisions:
Linstant =
N2b nb f
4π σx σy
(2.1)
The design goal for the LHC is to reach a bunch spacing of 25 ns, which implies a fre-
quency of 40 MHz, and an instantaneous luminosity of 1034 cm−2 s−1. The head-on
collision between two bunches circulating in opposite directions is referred to as bunch
crossing. In each bunch crossing one or more pairs of protons may collide. The probabil-
Figure 2.1: The accelerator complex of CERN [59].
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ity to observe a certain number of proton interactions follows a Poissonian distribution.
Multiple proton collisions are referred to as (in-time) pile-up 2 and the mean of the Pois-
sonian is generally denoted by μ. The value of μ at a fixed number of bunches is mainly
determined by the number of proton per bunch and their collimation and is proportional
to the instantaneous luminosity.
The beams collide at four interaction points, where four experiments are installed to
record the products of the collisions. The largest detectors are called ATLAS and CMS.
The broad diversity of their physics programmes, most notably the discovery or the ex-
clusion of the Higgs boson, is reflected in their typical general-purpose design. The other
two experiments, LHCb and Alice, have specialized research programmes. Alice studies
heavy-ion collisions (for which there have been dedicated runs of the LHC) and focuses
on the physics of the strong interactions and the quark gluon plasma at extreme values
of energy density and temperature. LHCb is specialized in precision measurements of
CP violation and rare decays of b-hadrons as well as the search for indirect evidence of
new physics in these processes.
The operation of the LHC started in September 2008 but it was interrupted only nine
days after by a severe mechanical damage. It took more than one year to repair the
failure and eventually the operation was resumed in November 2009. Since March 2010
the data taking proceeds at the reduced center-of-mass energy
√
s = 7 TeV. The bunch
spacing, initially set to 75 ns, was reduced to 50 ns in 2011.
2Out-of-time pile-up refers to the residual effects in the detector due to events occurred in the previous
bunch crossings
Figure 2.2: Cross-section view of a superconducting dipole magnet operating at the LHC [84].
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The integral of the instantaneous luminosity with respect to time, called the integrated
luminosity, is a measure of collision data collected. Figure 2.3 shows the day-by-day
increasing peak instantaneous luminosity of the LHC in 2011 and the corresponding
cumulative amount of events occurred and recorded by the ATLAS experiment. For the
2012 run, the energy of the colliding beams has been raised from 3.5 to 4 TeV, while
keeping the bunch spacing constant at 50 ns. This will allow to collect in one year about
15 fb−1 of integrated luminosity, three times higher than in 2011. The LHC will be then
shut down for a long upgrade period needed to prepare the machine for design-energy
running.
2.2 The ATLAS detector
The ATLAS detector belongs to the class of so-called 4π detectors that adopt a cylin-
drical symmetry around the beam line and cover most of the 4π solid angle surrounding
the interaction point. A common feature of this kind of detectors is that they consist of
successive layers of instrumentation that can be usually grouped in an inner tracker, a
calorimeter and an outer layer of muon detectors.
The inner tracker is immersed in a magnetic field and determines the momentum of
charged particles by measuring the radius of the trajectory reconstructed by making
multiple position measurements. Most of the particles that enter the calorimeter initiate
a particle shower. The calorimeter absorbs the shower and measures the energy of the
original particle. Because of their mass, the muons are unique in the depth which they
can penetrate matter. They lose only little energy as they scatter off of atomic electrons
in the calorimeters. This is why muon detection requires an additional layer of dedicated
instrumentation placed beyond the calorimeter.
The ATLAS detector is shown in Figure 2.4: the 4π geometry is achieved by means of
a central “barrel” in whose ends two symmetric “end-caps” are plugged.
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Figure 2.4: The ATLAS detector [1].
2.2.1 The ATLAS coordinate system
Positions in the ATLAS detector are given in a cartesian coordinate system with its
origin in the nominal interaction point, the x axis pointing to the center of the LHC
ring and the y axis pointing upwards. The z axis is oriented along the beam line and
coincides with the detector axis. In the spherical coordinate system the inclination is
given by the the polar angle θ starting from the positive z axis and the azimuth is given
by the angular distance φ in the transverse plane from the positive x axis. The polar
angle is commonly replaced by the pseudorapidity defined as:
η = − ln
[
tan
(
θ
2
)]
(2.2)
In the transverse xy-plane θ is 90◦ and η is 0. In the positive/negative z direction
θ = 0◦/180◦ and |η| diverges. The detector region that corresponds to small absolute
values of the pseudorapidity is usually defined as “central” while the “forward” direction
refers to the regions that are close to the beam axis, at high |η|.
The distance in spherical coordinates is defined as:
R =
√
Δη2 + Δφ2. (2.3)
2.2.2 The magnet system
The Lorentz force law tells us that a magnetic field exerts a force on a moving charged
particle that is the product of the particle’s charge, its velocity, the magnetic field
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Figure 2.5: The magnet system of the ATLAS detector [1].
strength and the sine of the angle subtended between the particle’s direction of motion
and the direction of the magnetic field. This force is always perpendicular to both the
magnetic field and the instantaneous direction of motion of the particle. It follows that
the trajectory of a charged particle moving in an external magnetic field is deflected (in
a direction parallel to this force) into a circular orbit whose radius r is proportional to
the particle’s momentum p: r = p/qB, where q and B are the charge of the particle and
the magnetic field strength.
To measure the momentum of charged particles the ATLAS detector is equipped with
the magnet system shown in Figure 2.5. An internal solenoid magnet provides the inner
tracker with an almost uniform 2 T magnetic field. The solenoid is a superconducting
magnet and operates at the temperature of 4.9 K. The second field is produced by
a very ambitious system of three superconducting air core toroids placed inside the
muon spectrometer. The barrel toroid covers |η| < 1.4 and the two in the end-caps
1.6 < |η| < 2.7. This field is not uniform: it varies from 0.2 T and 3.5 T from barrel
to end-caps. In the transition region at 1.4 < |η| < 1.6 the fields overlap and result in
a reduced field strength. Nevertheless the field is almost orthogonal to the muon flight
direction and allows the momentum measurement of muons in the TeV range.
2.2.3 The inner detector
The Inner Detector (ID) provides charged particle tracking for |η| < 2.5. With the
aid of the 2 T magnetic field provided by the solenoid magnet surrounding the ID, the
reconstruction of tracks allows the measurement of the charged particle momenta and
the identification of primary and secondary vertices. The ID is composed of three nested
sub-detectors: the pixel detector is the innermost followed by the semiconductor tracker
and the transition radiation tracker. The ID extends from a radius of about 50 mm
to a radius of 1.15 m, with a length of 7 m. The radii of the first few layers and the
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Figure 2.6: A schematic view of the three constituent layers of a pixel module [1].
strength of the magnetic field determine a lower limit to the transverse momentum (the
momentum component in the transverse xy-plane) that the ID is sensitive to: particles
produced with transverse momentum lower than ∼ 0.5 GeV are bent considerably and
do not cross enough layers of instrumentation to be identified.
The pixel detector
The pixel detector is composed of modules about 63-mm long and 19-mm wide. Each
module consists of a doped silicon sensor, which represents the active part of the module,
16 front-end chips (FEs), whose primary function is to amplify and discriminate the
charge collected from the sensor, and a module control chip (MCC) that distributes
clock and triggers to the module and sends the data collected by the FEs to off-detector
read-out drivers. Figure 2.6 shows the components of a single pixel module.
The sensors are 250 μm thick detectors having n-type implants in an n-type substrate, a
feature that allows them to be operated with good charge collection efficiency also below
Figure 2.7: The ATLAS pixel detector [1].
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depletion voltage 3. Each of them contains 328 × 144 pixel cells of size 50μm × 400μm
that are connected to the front-end electronics by using bump bonding.
The single pixel acts as a pn-junction depleted of charge carriers by a reverse bias
voltage that initially is ∼ 150 V, but that will be raised up to 600 V to ensure good
charge collection efficiency after ten years of operation. A charged particle traversing
the sensor ionizes the atoms forming electron-hole pairs that drift to the cathode and to
the anode respectively. The collection of this charge from a single sensing element forms
the basis of a “hit”.
The pixel detector, shown in Figure 2.7, is constructed from 1744 modules. In the barrel
these are arranged on three concentric cylinders around the beam axis. In the end-caps
the modules are arranged into six disks perpendicular to the beam axis, three on each
side of the interaction point. Each track typically crosses three pixel layers. The single
module intrinsic accuracy of the hit position is 10 μm in the R-φ plane and 115 μm in
the R-z plane. The high pixel granularity also guarantees low occupancy, with a low
probability of “double-hits”, a crucial requirement especially for high-luminosity runs
of the LHC. Due to the large amount of ionizing radiation and neutrons that the pixel
detector must withstand at such short distance from the interaction point, the modules
have a limited lifetime. In particular, the current innermost barrel layer (B-layer) is
expected to reach its radiation dose after approximately three years of operation at
design luminosity. The remedy to this will actually not be a replacement of the current
B-layer, but the insertion of an additional layer at a smaller radius [54]. This upgrade
is scheduled for installation during the 20-month long shutdown in 2013-2014.
The semiconductor tracker
The semiconductor tracker (SCT) uses classic single-sided p-in-n technology with AC-
coupled read-out strips. The sensors operate initially at ∼ 150 V bias voltage but, as
in the case of the pixel detector, higher operating voltages will be required after ten
years of operation due to intensive irradiation and subsequent change of effective doping
concentration. Each silicon sensor has a thickness of 285 ± 15 μm and is segmented in
768 active strips.
The SCT is composed of 4088 modules. A single module comprises a baseboard glued
between two planes of back-to-back detectors. The sensors on the front and back side
of the module have a stereo angle of 40 mrad to provide positional information in two
dimensions. In the barrel the modules are arranged in four concentric cylinders covering
|η| < 1.4. In each end-cap the modules are distributed on 9 disks that allow particle
tracking up to |η| < 2.5. The SCT comprises five different variants of modules with
varying strip length and pitch for different parts of the detector.
The SCT lacks the segmentation of the pixel detector. However, being positioned at a
larger radius, where the track density is smaller, it provides the best compromise between
hit precision and affordability with over 63 square meters of sensor coverage against the
1.7 square meters coverage of the pixel detector. A drawing of the barrel and end-cap
3Such operation might be necessary if the full depletion voltage becomes excessively large after substrate
type inversion caused by the high radiation fluence at the LHC.
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SCT is shown in Figure 2.8 together with the pixel detector and the end-cap TRT (see
next section). On average a track crosses eight strip layers providing four space-point
measurements. The intrinsic accuracy of the hit position of a SCT module is 17 μm in
the R-φ plane and approximately 580 μm in the R-z plane.
Figure 2.8: A drawing of the three subsystems of the inner detector [1]. Two charged tracks
at η = 1.4 and η = 2.2 with a transverse momentum of 10 GeV are also shown.
The track at η = 1.4 traverses successively three barrel pixel layers, four SCT end-
cap disks and approximately 40 straws of the end-cap TRT. The track at η = 2.2
traverses only the first barrel pixel layer, two end-cap pixel disks, four SCT end-cap
disks and misses the TRT whose coverage does not extend beyond |η| = 2.0.
The transition radiation tracker
The transition radiation tracker (TRT) provides continuous tracking of charged parti-
cles and electron identification via transition radiation. This low-intensity radiation is
emitted when a charged relativistic particle crosses the interface between media with
different dielectric properties. The transition radiation is composed of photons in the
X-ray region emitted at a very small angle with respect to the particle trajectory.
The TRT is build from drift tubes with a diameter of 4 mm. The tubes are filled with a
mixture of Xenon (70%), needed for its efficient X-ray absorption, carbon dioxide (27%)
and oxygen (3%). A gold-plated tungsten anode wire of 31 μm diameter runs along the
tube axis. A high voltage is applied between the wire and the tube so that the gas-filled
area is immersed in an electric field. Similarly to semiconductor detectors, the passage of
a charged particle ionizes the medium forming pairs of electrons and ions. The electrons
drift toward the wire, ionizing other atoms on their way and giving rise to an avalanche
multiplication that amplifies the signal and allows its read-out. The charge collected on
the wire is proportional to the energy loss of the primary ionizing particle and the arrival
time of the signal defines the drift radius of the electrons and thus the track position
of the primary particle in the R-φ plane. The 4 mm diameter of the tubes together
with the gaseous mixture chosen give 48 ns maximum collection time of the signal. In
particular, the carbon dioxide provides a plateau of constant drift velocity over a large
drift range, low longitudinal diffusion and small electron deflection in the presence of
23
2 The LHC and the ATLAS detector
the external magnetic field.
The barrel TRT consists of three concentric cylinders in which the tubes are placed
parallel to the beam. Each of the two end-caps consists of three sets of identical wheels
in which the tubes are placed radially. The tube wall was developed to have a good
transition radiation yield: it is made of two 35 μm thick multi-layer films bonded back-
to-back. Each film is made of a 25 μm thick polyimide layer coated on one side with a
0.2 μm layer of aluminum protected with a 5 μm graphite-polyimide layer and on the
other side with a 5 μm polyurethane layer. To improve the mechanical properties of the
tubes, the walls are reinforced by carbon fibers.
The TRT only provides R-φ information. It contributes to the momentum measurements
by performing a large number of position measurements (on average 35 per track) with
a precision of about 130 μm.
2.2.4 Calorimetry
Calorimeters are detectors that measure the energy and the position of particles which,
in the process, are usually absorbed. Each calorimeter is made of multiple, individual
cells aligned to form towers. The analysis of the energy released in cells and towers also
permits to measure the lateral and longitudinal profile of particle showers. Typically, in-
cident electromagnetic particles, i.e. electrons and photons, initiate a relatively short and
concentrated electromagnetic shower and are fully absorbed by electromagnetic calorime-
ters. Incident hadrons, on the other hand, may start showering in the electromagnetic
calorimeter but then be fully absorbed only in the surrounding hadronic calorimeter.
The calorimeters also provide signatures for particles that are not absorbed, like muons
and neutrinos. Muons do not shower, but they deposit an ionization signal which, at
LHC energies, is approximately of a few GeV. Neutrinos on the other hand leave no sig-
nal but their presence can be inferred by energy conservation: in an hermetically closed
calorimeter the escape of a neutrino is detected as missing energy.
The ATLAS calorimetry system is subdivided into an internal electromagnetic calorime-
ter, an external hadronic calorimeter and a forward calorimeter as shown in figure 2.9.
The electromagnetic calorimeter
The most common interaction for electrons above 10 MeV in a dense medium is brems-
strahlung [164]. When bremsstrahlung occurs, an electron decelerates through Coulomb
interaction with a nucleus in the medium and emits photons. These photons can undergo
further reactions: for a photon above 10 MeV the production of electron-positron pairs
is dominant. Further reactions of these particles propagate the shower.
The radiation length X0 defines the average distance over which the energy of an electron
is reduced by a factor of 1/e due to radiation losses. X0 is found to be:
X0 ≈ 716.4 A
Z(Z + 1) ln(287/
√
Z)
g/cm2 (2.4)
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Figure 2.9: The ATLAS calorimeter system [1]. The calorimeter called Tile is the hadronic
calorimeter.
where A is the atomic mass number of the material and Z is its atomic number. The
absorption length of a photon can be approximated as:
Xp =
9
7X0. (2.5)
The shower proceeds by bremsstrahlung and pair production until the particles reach
the energy (the critical energy C) at which the ionization starts to be the most probable
process. At this stage the energy loss is described by the Bethe formula:
dE
dx
= 4πN0z
2e4
mβ2
Z
A
[
ln
(
2mβ2
I(1 − β2)
)
− β2
]
. (2.6)
Here m and ze are the incident particle’s mass and charge, β is its velocity expressed as
v/c, N0 is the Avogadro’s number and I is the mean excitation potential of the medium.
The lateral spread of an electromagnetic shower can be expressed in units of the Molière
radius, defined as:
RM =
21 MeV
C
X0. (2.7)
where C represents the critical energy. Approximately 95% of the lateral spread of
electromagnetic showers is contained within 2RM .
The ATLAS electromagnetic calorimeters (LAr in figure 2.9) have alternating layers of
liquid argon, which represents the active material, and lead absorbers arranged in an
accordion geometry. Such a geometry provides naturally a full coverage in φ without
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cracks and a fast extraction of the signal. Liquid argon is chosen for several reasons: it
has a high electron mobility, allowing for quick measurements, it is a noble gas which
does not capture free electrons, thus minimizing signal losses, and it is radiation hard.
The LAr calorimeters cover the pseudorapidity range |η| < 3.2.
Figure 2.10 shows the three sampling layers of the LAr calorimeter at η = 0. The
electromagnetic showers start in Layer 1 which has a radiation length of 4.3 X0 and is
highly segmented to assist the ID in the precision measurements of electrons and photons.
Most of the electromagnetic shower propagates through Layer 2 which corresponds to
16 X0. Only a small fraction of the shower is expected to reach Layer 3 which is only
installed at |η| < 2.5.
The hadronic calorimeter
Hadronic showers are not as well understood as the electromagnetic ones, but some mod-
els offer useful descriptions. In the spallation model, the hadronic showers are described
as the interaction between fast-traveling hadrons and the nucleons of the medium which,
as a result, are expelled from their nuclei and undergo further reactions in the detector.
The excited nuclei eventually emit photons to reach their ground state thus creating
additional particles to the original hadron. There is a great variation between any two
hadronic showers, but some average quantities can be defined.
The nuclear interaction length defines the mean length a hadronic particle would travel
before undergoing an inelastic collision and it is given very roughly by:
λI ≈ 35 g cm−2A 13 , (2.8)
Figure 2.10: The three sampling layers of the ATLAS LAr calorimeter at η = 0 [1].
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where A and ρ are the atomic mass number and the density of the material the particle
is passing through. The particles created in the shower carry a smaller and smaller
fraction of the primary particle’s energy. The depth of the shower at which 95% of the
energy is contained is a function of the nuclear interaction length and the energy of the
primary hadron and is expressed by [17]:
L(95%) ≈ 2.5 [0.54 lnE(GeV) + 0.4]λI . (2.9)
In ATLAS, the hadronic calorimeter covers |η|<1.7 in the barrel and 1.5<|η|<3.2 in the
end-caps. The barrel is a cylinder divided into three sections: the central barrel covers
|η|<1 and two extended barrels at 0.8<|η|<1.7. These are constructed from plastic
scintillator plates called “tiles” embedded in iron absorbers. The secondary particles
created in the absorber produce light flashes in the tiles. The light is collected by wave-
length shifting fibers and led to photomultipliers that produce a signal proportional to the
light yield. The tile calorimeter consists of three sampling layers with a total interaction
length of 9.7λI at η=0. This is sufficient to shield the outer muon spectrometer from
hadronic showers. At larger η the requirement of radiation hardness imposes the use of
liquid argon as active material and absorbers made of copper. Each one of the end-cap
hadronic calorimeter consists of two wheels that provide in total four sampling layers.
The crack region
There is a gap between the barrel and the end-cap calorimeters called crack or transition
region. This region is filled with cables and services for the inner detector and the
electromagnetic calorimeter and therefore can be only partially instrumented. A number
of scintillators is installed in the gap to provide us with an estimate of the energy loss
of particles traversing the inactive material. The analysis presented here discards events
with electrons falling in the crack region.
The forward calorimeter
In the extreme forward region 3.1<|η|<4.9 another calorimeter is installed 4.7 m away
from the interaction point. The particle flux in this region is very high and liquid argon
is again used as active material for its radiation hardness. The forward calorimeter
is divided into three segments: the first uses copper absorbers and is optimized for
electromagnetic energy measurements. the outer two layers have tungsten absorbers
and are used for hadronic calorimetry. In total, the three layers add up to ~210 X0 and
~10λI .
2.2.5 The muon spectrometer
The Muon Spectrometer (MS) extends over 40 m in length and 20 m in height and covers
up to |η| < 2.7. Because of their large mass muons are highly penetrating particles: they
leave a track in the inner detector and pass through the dense calorimeters depositing
only little energy. Furthermore, muons are long-lived enough to travel several meters
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and fly out of the detector. For high momentum muons the resolution of the inner
detector is insufficient4. The MS is designed to provide an independent momentum
measurement with a resolution of σpT /pT = 10% for muons with pT = 1 TeV. To achieve
such a precision, four different tracking technologies are used: precision measurements
are performed by monitored drift tubes and cathode strip chambers and fast muon
triggering is provided by thin gap chambers and resistive plate chambers.
MDTs and CSCs
Over most of the pseudorapidity range precision measurements are provided by mon-
itored drift tubes (MDTs) but at large η (|η| > 2) and close to the interaction point
cathode strip chambers (CSC) with higher granularity are used to sustain the demand-
ing particle flux.
The MDTs are aluminum tubes with a diameter of 3 cm. A 50 μm diameter anode wire
made of tungsten and rhenium run through the center of the tube. They are filled with
a gas mixture consisting of 93% of argon and 7% carbon dioxide kept at a pressure of
3 bar. Just like the straw tubes of the TRT, a high voltage is applied between the wire
and the tube and an electric field is created between them. The muons traverse the tubes
and ionize the gas. The stripped electrons drift to the wire generating an avalanche mul-
tiplication proportional to the energy deposited by the muon. The maximum drift time
is about 700 ns and the single wire resolution is about 80 μm. The tubes are arranged
in multilayer chambers, and the chambers are organized into stations. At a given φ in
the barrel three stations arranged radially form a sector. The diagram in figure 2.11
shows a detailed view of three barrel sectors in the transverse plane. In the end-caps the
chambers are arranged in three wheels, separated by roughly 7 m.
The CSCs are multi-wire proportional chambers with segmented cathode strips and a
wire spacing of 2.5 mm. They are filled with a gas mixture composed of 80% argon and
20% carbon dioxide and the maximum drift time is approximately 30 ns. The measure-
ment of the charge induced on the cathode by the avalanche formed on the anode wire
gives the coordinates. The strips of one cathode are arranged perpendicularly to the
radial anode wires to give the measurement of θ. A second set of cathode strips parallel
to the wires provide the second spatial coordinate φ. Good spatial resolution is achieved
by segmentation of the read-out cathodes and by charge interpolation between neighbor-
ing strips. The finer granularity of the CSC chambers is needed in the forward region,
where the track density is higher. 32 CSC chambers are installed in the innermost layer
at 2.0 < |η| < 2.7.
RPCs and TGCs
In addition to the high-precision tracking detectors, the MS is instrumented with a
dedicated trigger system that covers |η| < 2.4. It comprises two different technologies:
4The resolution of the momentum measurement of tracking detectors such as the inner detector depend
on the curvature of the track. The higher the momentum, the more the track segment of a charged
particle in the inner detector can be approximated by a straight line and it then becomes impossible
to determine the momentum.
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Figure 2.11: Transverse view of three barrel sectors, each with three stations of MDT chambers.
The circles indicate the toroid magnets whose axis is normal to the plane of the
page. The colored panels on one side of the outer station and either side of the
middle station are the RPC trigger chambers (see text) [1].
resistive plate chambers (RPCs) are used in the barrel and thin gap chambers (TGCs)
are employed in the end-caps. Both types of trigger chambers have an excellent time
resolution of only 20 ns and also provide a second measurement of the track coordinates
orthogonal to the precision measurements obtained with the MDTs and the CSCs. The
RPCs are gaseous parallel electrode-plate detectors. There are two plastic resistive
plates separated by an insulating spacer with a 4.9 kV/mm electric field between them.
Each chamber has two independent detector layers. There are three chambers in each
sector of the barrel: one on each side of the middle layer of drift tube chambers and
one near the outer layer of drift tube chambers (Figure 2.11). The TGC are multi-wire
proportional chambers similar to the CSCs operated in saturation mode to guarantee a
quick response. The gas mixture is 55% carbon dioxide and 45% n-pentane. There are
3588 TGCs installed at 1.05 < |η| < 2.7. Depending on their position, the TGCs give a
resolution of Δη = 7-36 mm and Δφ = 2-3 cm.
2.2.6 The trigger system
The input event rate for ATLAS is in the GHz regime. It is neither desirable nor possible
to write out every event that occurs. A system of hardware and software collectively
called the trigger is in place to select only the interesting ones and reduce the initial rate
by several order of magnitudes. The ATLAS trigger menu - the list of conditions that
have been deemed sufficient to justify keeping an event - has up to 256 items. However
most of them require at least one of four basic conditions: an electromagnetic object (an
electron or a photon), a jet of hadrons, an imbalance of energy on the transverse plane
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Figure 2.12: Cross-sections and rates for a luminosity of 1034 cm−2s−1 in proton-(anti)proton
collisions as a function of the center-of-mass energy [108].
of the detector or a muon.
Figure 2.12 shows the cross-sections and the rates of some processes at the LHC’s de-
sign energy and luminosity. The manageable data storage rate is about 200 Hz. This
requires an overall rejection factor of 5×106. To obtain such a reduction, there are three
consecutive trigger levels in ATLAS: candidate objects are first identified and crudely
reconstructed at the first trigger level and then processed in the second and third levels,
collectively known as the high level trigger (HLT).
Level 1 trigger
The Level 1 trigger (LVL1) makes the initial selection based on reduced-granularity in-
formation of the activity in the muon trigger chambers and the calorimeters. It is a hard-
ware trigger whose components are directly integrated into the ATLAS sub-detectors.
Low and high momentum muons are identified by reconstructing the track segments in
the RPCs and the TGCs using coincidence windows for discrimination. A schematic
view of the muon trigger system is shown in Figure 2.13: low momentum muons have
a smaller bend radius and are identified by the first two layers of RPCs in the barrel
and the last two of TGCs in the end-caps. High momentum muons are characterized
instead by a straighter track and the coincidence layers used are the first and the last
one. Finally, the classification of the muon transverse momentum is achieved by using
look-up tables of track hits containing information of transverse momentum thresholds.
The calorimeter trigger at this level is based on low resolution information from all the
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Figure 2.13: Low transverse momentum and high transverse momentum muons traversing the
RPC trigger chambers [1].
ATLAS calorimeters (electromagnetic and hadronic; barrel, end-cap and forward). It is
designed to search for high transverse momentum electrons, photons, jets and tau lep-
tons decaying into hadrons, as well as large missing and total transverse energy. Here,
the transverse energy is defined by the the sum of all vectored energy depositions ET in
the transverse plane. Since the initial transverse momentum of the incoming protons is
approximately zero, the total vector sum over the transverse energy of the final states
has to remain at zero. Hence, the missing transverse energy is defined as:
EMissT = −
∑
ET . (2.10)
The LVL1 trigger also identifies the bunch-crossing uniquely. The nominal bunch-
crossing interval is 25 ns but whilst this is comparable to the muon time-of-flight through
the MS, the pulse shape of the calorimeter signals extend over many (typically four)
bunch crossings. The maximum L1 accept rate which the detector read-out systems can
handle is 75 kHz and the the target latency is 2.5 μs after the bunch-crossing with which
it is associated. During this time the information for all detectors channels is retained in
pipeline memories contained in custom integrated circuits placed on or near the detector.
The high level trigger
After a LVL1 accept, events are read out from the pipeline memories and stored in
read-out buffers until they are processed by the second level trigger, LVL2. LVL1 sends
LVL2 the coordinates of detector regions where potentially interesting physics objects
are detected (called Regions Of Interest, ROI), together with a rough estimate of the
transverse momentum of the candidate object and the event energy sums. With an
increased processing latency of 10 ms due to an input rate reduced by LVL1, LVL2
accesses data from the read-out buffers, if necessary with full precision and granularity.
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This is a software-based trigger that runs on dedicated computing farms. Despite the fact
that LVL2 has more time to make its decision, the selection algorithms at this stage still
have to be kept simple and efficient. It is expected that LVL2 reduces the rates to about
a few kHz. The event filter (EF) is the final level of on-line selection. It is a software
trigger that runs on dedicated farms and works with the full event information collected
by the read-out buffers. The EF also performs tasks such as vertex reconstruction and
final track fitting. The algorithms applied at this stage are similar to those used in
the subsequent off-line reconstruction of selected events. The EF reduces the event rate
to approximately 200 Hz, with an average single-event processing time of about four
seconds.
2.2.7 Luminosity detectors
The luminosity is a crucial ingredient in all cross-section measurement. ATLAS is
equipped with a number of luminosity detectors. The Beam Condition Monitor (BCM)
[64] is primarily designed to monitor beam losses and provide fast feedback to the accel-
erator team. It consists of two arms of diamonds sensors located at z = ±184 cm and
r = 5.5 cm. The BCM counts the single-sided and coincidence rates as a function of
the Bunch Crossing IDentifier thus providing us with bunch-by-bunch rates not subject
to the deadtime of the ATLAS data acquisition system. The virtue of this detector as
luminosity monitor is in its fast response of only 0.7 ns which allows for rejection of
backgrounds from beam-halo (interactions of the beams with the collimators, see next
chapter). LUCID [1] is the main relative luminosity monitor in the ATLAS experiment.
It is located at z = ±17 m and |η| ≈ 5.8 and it detects charged particles from inelastic
proton collisions in the forward direction in order to measure the integrated luminosity
and to provide on-line monitoring of the instantaneous luminosity and beam conditions.
LUCID is constructed from aluminum tubes filled with gas (C4F10) pointing to the in-
teraction region. The charged particles that enter these tubes emit a cone of Cherenkov
light that is collected at the other end of the tube where photo-multipliers read out the
signal. The goal of LUCID is to measure the luminosity with an uncertainty of better
than 5%. LUCID and BCM are the two detectors primarily used for the measurement
of the luminosity in 2011.
Farther away from the interaction point there are also ALFA and ZDC [1]. ALFA is a
scintillating fibre detector inserted in the beamline at z = ±240 m and it measures the
elastic proton-proton Coulomb scattering at very small angles. The optical theorem con-
nects the elastic-scattering amplitude in the forward direction to the total cross section
and can thus be used to extract the absolute luminosity. The Zero-Degree Calorimeter
detects the neutrons and the photons with |η| > 8.3 in both proton-proton and heavy
ion collisions. It is located at z = ±140 m. It consists of one electromagnetic calorimeter
module corresponding to about 29 radiation lengths followed by three hadronic modules
each of about 1.14 interaction lengths.
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Figure 2.14: On the left, E/p distribution of electrons from W → eνe events selected in the
barrel EM calorimeter (0 < η < 1.37) in data and in simulation. On the right,
reconstructed di-electron mass distribution for J/ψ → ee decays. The data are
compared to the sum of the simulated signal and background contribution [2].
2.3 Object reconstruction and identification
2.3.1 Track reconstruction in the inner detector
The reconstruction of tracks in the ID is divided into three main steps. In the first step
the hits in the pixel and SCT are converted into clusters and transformed into space
points and the timing information in the TRT is converted into calibrated drift circles.
A track-finding stage follows: track seeds are first formed from the space points in the
three pixel layers and the first SCT layer. Track candidates are obtained by extending
these seeds through the outer SCT layers and fitted excluding outlier clusters. Good
tracks are required to have a limited number of holes (i.e. no hits in a given layer) and
clusters shared with other tracks. The selected tracks are extended into the TRT and
refitted with the full information of all three sub-detectors. The quality of the refitted
tracks is compared to the previous track candidates of the silicon detectors: the hits on
the extended tracks that result in a bad fit are labelled as outliers.
At an advanced stage of event reconstruction dedicated vertex algorithms using ex-
clusively ID information are used to reconstruct primary and secondary vertices. The
primary vertex is selected requiring the largest transverse momentum sum calculated
from the transverse momenta of all the tracks associated to it.
2.3.2 Electron reconstruction
Accurate reconstruction of electrons is difficult because of the harsh environment domi-
nated by QCD multi-jet events and the significant energy loss of electrons in the inner
detector. Electron reconstruction starts in the electromagnetic calorimeter: it is seeded
using a sliding-window algorithm with a window size corresponding to 5 × 5 Layer-2
cells. A cluster is then reconstructed around this seed. The number of cluster cells is
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fixed but varies with |η|: for electrons (and converted photons) in the barrel the energy
is collected over an area of 3 × 7 cells whereas in the end-caps this area corresponds to
5 × 5 cells. The position and the energy of the reconstructed cluster are then corrected:
in particular the energy corrections optimize the energy resolution and the linearity of
the response using η-dependent weights. In the standard electron reconstruction the
cluster seed is matched with a reconstructed track in the inner detector. Further com-
bined reconstruction properties, such as the ratio between the cluster energy and the
track momentum and the cluster position and the track direction, are used to identify
electrons. The inner-detector momentum measurement is not expected to improve the
electron energy measured in the calorimeter. However, the electron flight direction in η
and φ is better determined from the associated track. The left-hand side of Figure 2.14
shows a comparison of the energy E measured by the electromagnetic calorimeter to
the momentum p of the electron track measured by the inner detector. The ratio E/p
is shown for electrons emitted in W → eνe decays selected in the barrel: E/p is close
to unity with a significant tail at large values due to Bremsstrahlung occurring in the
inner detector. On the right-hand side, a good agreement between data and simulation
is shown for the di-electron mass distribution of electrons coming from J/ψ → ee events:
the width of this distribution is an estimate of the calorimeter electron energy resolution.
The identification of isolated electrons also combines shower-shape variables such as lat-
eral and longitudinal shower profiles. Three sets of cuts have been studied: they are
called loose, medium and tight selection according to the signal efficiency and jet rejec-
tion they correspond to. Shower shape variables of the EM calorimeter middle layer
and hadronic leakage variables are used in the loose selection. Variables from the EM
calorimeter strip layer, track quality requirements and track-cluster matching are added
to the medium selection. The tight selection adds particle identification using the TRT,
discrimination against photon conversions via a b-layer hit requirement and information
about reconstructed conversion vertices. The cuts are optimised in 10 bins of cluster η
(defined by calorimeter geometry, detector acceptances and regions of increasing mate-
Figure 2.15: Tight electron identification efficiency measured in real and simulated Z → ee
events as a function of the electron transverse energy (left) and pseudorapidity
(right) [2].
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rial in the inner detector) and 11 bins of cluster transverse energy from 5 GeV to above
80 GeV. The analysis presented here uses electrons passing the tight selection. The ef-
ficiencies of the tight electron identification cuts measured in Z → ee events are shown
in Figure 2.15 as a function of the electron transverse energy and pseudorapidity.
2.3.3 Jet reconstruction and calibration
The jets used in this analysis are reconstructed with the anti-kt algorithm [52] with a
distance parameter R = 0.4 using the FastJet software [51, 53]. The reconstruction
of these jets is triggered by the reconstruction of topological clusters of calorimeter
cells. Topological clusters (topoclusters) are designed to follow the shower development
exploiting the fine segmentation of the ATLAS calorimeters: the clustering starts from
seed cells whose signal-to-noise5 ratio is above a threshold of S/N = 4. Neighboring
cells that have a signal-to-noise ratio of at least S/N = 2 are included iteratively and
finally all neighboring cells are included. All cells of the reconstructed topocluster are
successively searched for local maxima of deposited energy and these maxima are then
used as seed cells for a new iteration of the topological clustering which will split the
original cluster into more topoclusters. A topocluster is defined to have an energy equal
to the energy sum of all the included cells and a reconstructed direction as that of a
vector with its origin in the origin of the ATLAS coordinate system and pointing to the
energy-weighed topocluster barycenter. A more detailed description of the clustering
algorithms in ATLAS can be found in [126].
Jets are reconstructed at the electromagnetic scale, which is the basic signal scale for the
ATLAS calorimeters. It accounts correctly for the energy deposited in the calorimeter by
electromagnetic showers. This energy scale is established using test-beam measurements
for electrons in the barrel and endcap calorimeters. The fact that jets also contain
hadrons make the calibration of the jet energy necessary. The hadronic jet energy scale is
on average restored using data-derived corrections and calibration constants derived from
the comparison of the reconstructed jet kinematics to the one of the corresponding truth
level jet in Monte Carlo studies. In 2010 and 2011, ATLAS used a simple calibration
scheme (called EM+JES) that applies jet-by-jet corrections as a function of the jet energy
and pseudorapidity to jets reconstructed at the electromagnetic scale. This calibration
scheme consists of three subsequent steps:
• the average additional energy due to in-time pile-up is subtracted from the energy
measured in the calorimeters using correction constants extracted from in-situ
measurements;
• the position of the jet is corrected such that the jet direction points to the primary
vertex of the interaction instead of the geometrical center of ATLAS;
• the jet energy and position as reconstructed in the calorimeters are corrected using
constants derived from the comparison of reconstructed jets with the corresponding
truth jets in Monte Carlo.
5The noise includes the expected electronic noise and calorimeter activity due to pile-up events.
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Figure 2.16: Di-muon invariant mass comparison in the Z boson mass range between collision
data and simulation. The distribution is integrated over the full range in η. From
left to right the MS, ID and combined measurements are shown [72].
The EM+JES calibration restores the jet energy scale within 2% for the full kinematic
range [68].
2.3.4 Muon reconstruction
Muons are accurately measured by the inner detector and the muon spectrometer: the
former provides the best measurements at low and intermediate momenta whereas the
latter takes over above ∼ 30 GeV. When these two measurements are combined we speak
about combined muons. This analysis takes into account combined muons exclusively.
At the passage of a muon each MDT or CSC station starts an independent calculation
of drift circles. These are then combined into straight lines called track segments. The
search for segments is seeded by activity in the trigger chambers. Starting from the
outer layer and moving inward, the track segments are combined into a stand-alone
muon-spectrometer track candidate. The final stand-alone track-fitting procedure takes
into account the geometrical description of the traversed material and the magnetic
field inhomogeneities along the muon trajectory. The track is then extrapolated back
to the interaction point and the momentum is corrected for the energy loss in the inner
detector and in the calorimeters. The combination of the MS stand-alone track with an
inner-detector track is performed in the region |η| < 2.5. This combination significantly
improves the momentum resolution of the track and suppress the background from semi-
leptonic decays of heavy flavor hadrons and pion or kaon decays in flight. Figure 2.16
shows the improvement of the track momentum resolution in the distribution of the
di-muon invariant mass in the Z boson region for MS (left) and ID (middle) stand-alone
tracks and for combined tracks (right).
2.3.5 Reconstruction of missing transverse energy
Neutrinos are inferred by a momentum imbalance after adding up all visible detector
activity of a given event. The first step of missing transverse energy reconstruction is
based on the energy of the calibrated calorimeter cells and on the reconstructed muons.
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Figure 2.17: Resolution of EMissT in Z → ee (left) and Z → μμ (right) events projected along
an axis parallel (top) and perpendicular (bottom) to the Z boson transverse mo-
mentum as a function of the total calorimeter transverse energy of the event [73].
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To avoid double-counting of muon energy loss in the calorimeters, the muons are in-
cluded using the stand-alone MS reconstruction but only good-quality muons with a
matched track in the inner detector are considered. The missing transverse energy is
then corrected for the energy lost in the calorimeter crack region. Finally, a refined
calibration of the missing transverse energy is performed through association of fully
calibrated calorimeter cells to the physics objects of the event: electrons, high-transverse-
momentum jets and low-transverse-momentum (soft) jets. The ordering of these objects
indicates the order of association of the cluster to the objects: if a cell belongs to more
than one object only the first association is used. The EMissT is calculated as:
EMissx,y = EElectronsx,y + EJetsx,y + ESoftJetsx,y + EMuonsx,y + ECellOutx,y (2.11)
EMissT =
√
(EMissx )
2 +
(
EMissy
)2
(2.12)
(which was already expressed in vectorial form in Equation 2.10). The cells which do
not contribute to any reconstructed object but which survive an optimized noise cut
are also calibrated and included in the calculation in the CellOut term. Figure 2.17
shows the resolution of the missing transverse energy measured in Z → ee (left) and
Z → μμ (right) events, for which no missing energy is expected. The quantity plotted
is the resolution along an axis which is parallel (top) and perpendicular (bottom) to the
transverse component of the Z boson momentum and it is parametrized in terms of the
transverse calorimeter activity defined as:
∑
ET =
Ncell∑
i=1
Ei sin θi (2.13)
where Ei and θi are the energy and the polar angle of the cells associated to energy
clusters.
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Monte Carlo (MC) simulations of physics processes are used in particle physics for sev-
eral purposes: to extract a new signal from a background of SM processes, to make
comparisons of theoretical predictions with data, to provide a realistic input for the de-
sign of an experiment, to design a reconstruction procedure or an event selection, etc.
As previously mentioned, the property of factorization allows us to separate the treat-
ment of a physics process into different regimes according to the scale of momentum
transfer involved. The matrix elements of the hard subprocesses at hadron colliders are
computable in perturbative QCD. However, the vast majority of collisions at the LHC
are soft, leading to dissociation of beam particles and multi-particle production with
low transverse momenta. These soft processes also need to be simulated but their non-
perturbative nature means that we have to resort to models with tunable parameters to
describe the data.
This chapter is dedicated to the description of the simulation of proton-proton collisions
and of the MC samples used in this thesis. This overview is based on the description
in Ref. [44]. At the end of this chapter the ATLAS simulation infrastructure is briefly
described.
3.1 Modeling of proton-proton collisions
A reliable computer simulation of proton-proton collisions involving the hard process of
interest also has to include the modeling of low-momentum scale subprocesses associated
to it. As depicted in the diagram in Figure 3.1 for top-quark pairs, the hard process is
Figure 3.1: Phenomenology of tt¯ production in proton-proton collisions.
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the part of the event where large momentum transfer occurs and it determines the main
characteristics of the event. The partons participating in the hard scattering are asymp-
totically free quanta and their interaction can be described by perturbation theory. The
partonic content of the protons is described by the PDFs (see Section 1.2.1). Technically
this is achieved by linking the generator of the MC simulation against software libraries
containing information about the PDFs and their evolution.
Since the particles entering and leaving the hard process are partons, they can radiate
gluons. These gluons can radiate other gluons or even produce quark-antiquark pairs,
generating showers of outgoing partons. Partons on their way to the scattering process
are expected to radiate giving rise to Initial State Radiation (ISR). Likewise, when the
production of the final state partons is accompanied by gluon emission we speak about
Final State Radiation (FSR) (see also Figure 3.2). Technically parton showers algo-
rithms are formulated as forward evolution of the outgoing partons (FSR) or backward
evolutions of incoming partons (ISR) downwards from the scale set by the hard process.
It is possible that in a given proton-proton collision more than one pair of partons may
interact with each other thus producing additional partons which may contribute to the
final state of the hard process and the associated parton showers. These underlying
events occur predominantly at scales much lower than the scale of the hard process and
hence they are also modeled as parton evolutions.
The beam remnants in Figure 3.1 are all that is left in the colliding protons after the
partons participating in the hard scattering and underlying events are taken out. The
beam remnants are color-connected to the hard scattering and the underlying event.
As the event evolves downwards in momentum scale, it ultimately reaches a scale at
which QCD becomes strongly interacting. At this stage the perturbative evolution must
be replaced by a non-perturbative hadronization model that describes the confinement
of the system of colored partons into colorless hadrons. The hadrons produced in this
hadronization phase are typically unstable resonances. Their decays into lighter particles
long-lived enough to be detected also need to be simulated.
Finally, as previously mentioned, additional soft proton-proton collisions can occur.
These pile-up events should be overlaid on top of the hard event. Additional pile-up
comes from occasional interaction of the beams with gas in the beam pipe, from back-
grounds due to the interaction of the beams with the collimators (beam halo) or from
noise due to cavern background which is primarily made up of low-energy photons and
neutrons generated from interactions in the cavern walls or in the detector shielding.
For the simulation of all these physics aspects the use of approximations cannot be
avoided. To increase the quality of the agreement with the data, MC generators use
tunable parameters with arbitrary but informed choices of their values. The cross-
section of the stable final states obtained after the full MC simulation is expressed in
terms of the various simulation stages by:
σfinalstate = (σhardprocess ⊕ σUE) ⊗ PS ⊗ hadronization ⊗ hadron decays (⊗pileup), (3.1)
where σUE is the cross-section of the underlying event and PS stands for Parton Showers,
i.e. initial and final state radiation.
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3.2 Monte Carlo generators used in the analysis
3.2.1 Signal samples
Nominal sample
The generator used for the nominal signal samples is MC@NLO 3.41 [92]. This is a
specialized generator for the production of the hard process which provides the imple-
mentation of the NLO matching scheme between matrix elements and parton showers.
Cross sections and values of observables are accurate to the NLO level. The PDFs used,
CTEQ66 [138], are at NLO accuracy. The simulation of all the secondary processes
described in Section 3.1 is achieved by interfacing MC@NLO to the general purpose gen-
erator HERWIG 6.510 [75] and JIMMY1 [47]. The tt¯ cross section is normalized to the
reference approximate NNLO prediction obtained with HATHOR [15]: σtt¯ = 164.6 pb
for mt = 172.5 GeV. The sample statistics available corresponds to ∼ 15 fb−1. The
nominal samples are generated with a top mass mt = 172.5 GeV. Other samples have
been generated with different values of the top quark mass ranging from 140 GeV to
200 GeV. These samples are used in the extraction of the top quark mass from the
measurement of the production cross section.
Samples for systematic studies
In order to assess the uncertainty stemming from the choice of the nominal generator,
the MC@NLO signal is compared to the signal generated by POWHEG [91], which
also produces final states at NLO accuracy. To isolate the effect on the hard process,
POWHEG is interfaced, like MC@NLO, with HERWIG and JIMMY. POWHEG can also
1The CTEQ66 HERWIG and JIMMY AUET1 tune to the ATLAS data was used [65].
Figure 3.2: Initial and final state radiation in tt¯ production.
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Parameter ISR ↓ ISR ↑ FSR ↓ FSR ↑
PARP(64) 4 0.25 1 1
PARP(67) 0.5 6 4 4
PARP(72) [GeV] 0.192 0.192 0.096 0.384
PARJ(82) [GeV] 1 1 2 0.5
Table 3.1: Parameter variation in PYTHIA for the assessment of the systematic uncertainty
related to the modeling of initial al final state radiation.
be interfaced with the general purpose generator PYTHIA [151] thus enabling studies
of the effect of using two different hadronization models.
For systematic studies of the initial and final state radiation a number of samples has
been generated using AcerMC [111], specialized in the production of the hard process at
LO accuracy, interfaced with PYTHIA. In four samples the ISR and FSR parameters are
varied individually within experimentally not excluded values to increase and decrease
the activity related to initial and final state radiation.
The relevant initial state radiation parameter in PYTHIA is PARP(67) which multiplies
the Q2 scale of the hard scattering to define the maximum parton virtuality allowed in
Q2-ordered space-like showers. Hence, the effect of changing the value of this parameter
is equivalent to changing the hard process scale, which is in general not unambiguously
determined by theoretical considerations. The default value of PARP(67) is based on
Tevatron studies. A similar parameter (PARP(71)) exists for the final state radiation.
However, the variation of this parameter has no effect on tt¯ observables and it is not
considered in tt¯ systematic studies.
The PYTHIA parameters PARP(61) and PARP(72) set the value of ΛQCD for the parton
shower evolution of initial and final state radiation. A variation of these parameters
affects the evolution of the strong coupling constant αS and changes the parton shower
radiation spectrum. In case of initial state radiation, the parameter PARP(64) multiplies
the value of Q2 in the definition of αS . The effect of changing PARP(61) by a factor k
is proportional to changing PARP(64) by a factor 1/k2. The systematic studies carried
out for this analysis include variations of PARP(64) and PARP(72).
Finally, the last parameter which has a relevant impact on tt¯ production is PARJ(82)
which represents the scale at which the perturbative final-state parton-shower evolution
terminates and the non-perturbative model takes over.
The default values of these parameters are: PARP(64)=1, PARP(67)=4,
PARP(72)=0.192 GeV and PARJ(82)= 1 GeV. The MC samples used in this analysis to
assess the systematic uncertainty related to initial and final state radiation were created
with the variations listed in Table 3.1.
3.2.2 Background samples
The production of a W boson in association with jets represents the major source of
background for tt¯ analyses in the single-lepton channel. This background is simulated
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with ALPGEN [131] interfaced to HERWIG and JIMMY. The samples with a light-
flavor jet content and those with a heavy-flavor jet content are produced separately with
ALPGEN. In the W+light jets samples, the jets arising from the matrix element come
from gluons and massless u, d, s and c quarks whereas all the b-quark jets originate
from low transverse momentum b quarks from the parton showers. In the samples with
jets from heavy flavor, massive b quarks originate from the matrix element. In addition,
W + c(c¯)+jets and W + cc¯+jets samples with massive c quarks have been generated
separately.
The production of a Z boson in association with jets represents a minor source of back-
ground for tt¯ analyses in the semi-leptonic channel since leptonic decays Z →  contain
two charged leptons while the standard tt¯ selection (Section 4.2) requires exactly one.
Like W+jets, Z+jets is produced with ALPGEN and HERWIG. These samples also con-
tain the Drell-Yan contribution from γ∗ →  and the Z/γ∗ interference. The invariant
mass of the lepton pair lies in the mass range 40 < M() < 2000 GeV. For both W+light
jets and Z+jets production, the samples are split according to the different number of
partons in the final state: there are 5 samples with an exclusive number of partons that
goes from 0 to 4 and an inclusive sample with more than 4 partons. The W + bb¯+jets
and the W + cc¯ are split into up to 3 final state partons and the W + c(c¯)+jets samples
up to 4. Since there is no attempt in ALPGEN to match explicitly the matrix-element
c and b quarks and the jets from the parton showers, the same heavy flavor final state
may end up in more than one sample. For example, an event with a W , a c and a u
quark may be generated in both the light jets sample with two final state partons and
the W + c+jets sample with one additional parton. The overlapping events have been
identified and discarded in the analysis using a dedicated tool centrally distributed by
the ATLAS collaboration.
The simultaneous production of two vector bosons (WW , ZZ and WZ) has been simu-
lated with HERWIG and included in the analysis as a source of background. Both weak
bosons can decay leptonically and hadronically leading to configurations with a charged
lepton, missing transverse energy and jets which fake the signature of the tt¯ signal. In
the simulation, the W decays inclusively but for the samples used a generator filter
was applied to select only events with at least one electron or muon with a minimum
transverse momentum of 10 GeV and |η| < 2.8. The cross sections for single boson and
di-boson production are normalized to NNLO and NLO predictions respectively [46].
Finally, the last source of background that is taken from simulation is single top pro-
duction which is produced with MC@NLO+HERWIG/ JIMMY and using the MSTW
2008 NNLO PDFs. In the nominal samples the top quark has a mass of 172.5 GeV but
samples with the same mass variations as the tt¯ samples are available. The reference
cross sections used are approximate NNLO calculations which are equal to 64.6 pb [115],
4.6 pb [113] and 14.7 pb [114] for the t- , s- and Wt- production channels respectively.
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3.3 The ATLAS simulation system
Athena is the name of the common framework for event processing in ATLAS. The entire
ATLAS simulation system is built within Athena as a concatenation of many distinct
processing stages comprising the fundamental event generation, the interaction of the
final state particles with the detector and the digitization of the physics quantities with
the production of the final output equivalent to that coming from the real detector.
The Athena framework is interfaced with more than 40 MC generators. The ones used
for top-quark physics have been discussed in the previous section. The second stage of
simulation processing is the propagation of the products of the interaction through the
detector layers starting from the inner tracker to the muon system. The simulation of
these interaction is performed within Athena using Geant 4 [12]. Before being handed
over to Geant 4, the generated events are smeared, rotated and boosted according to
a beam spot parameterization taken from the ATLAS condition database providing a
realistic distribution of interaction points. The detector description is taken from a ge-
ometry database that is common to simulation and reconstruction applications. The
geometry database includes variants of the ATLAS detector such as extra material and
sub-detector misalignments that are regularly updated to include improved descriptions
in response to data/MC comparison.
The final stage of simulation is the digitization. The ATLAS digitization software trans-
forms the hits into detector responses taking care of the peculiarities of each sub-detector
like e.g. electronic noise and channel-dependent variations. Dead channels and noise rate
are read from a database to reproduce run-dependent conditions. This is also the stage
at which the simulation of the signal events is overlaid with pile-up events, cavern back-
ground and cosmic rays. The simulation of these last two phenomena require more
specialized treatment and dedicated generation software.
Simulated events are reconstructed with the same algorithms used for the data event
reconstruction. The data and MC samples used in this analysis are constructed with
Athena release 16.6 which was used in the data taking of the first half of the year 2011.
The official data format of Athena is the AOD (Analysis Object Data). Each AOD
stores thousands of variables and can reach the size of several gigabytes. Since a physics
analysis generally needs to use hundreds of AODs, many ATLAS Working Groups have
decided to conveniently derive smaller samples (D3PD) containing only the relevant
variables of filtered events passing a basic selection (e.g. at least one lepton with a min-
imum transverse momentum threshold). The D3PDs used in this analysis are centrally
provided by the ATLAS Top Working Group and analyzed with a software framework
called SFrame 2.
Monte Carlo samples are usually produced before or during a data-taking period. When
the simulated conditions do not reproduce correctly the data it is necessary to correct
the MC events at the analysis level. An example of two such cases which are relevant
for the analysis presented here are described below:
2http://sourceforge.net/projects/sframe
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Pile-up re-weighting
The average number of interactions per bunch crossing is a parameter of the simulation.
The value chosen for the 2010 production campaign was found to be too small compared
to the real average number of interactions occurring at the LHC in early 2011 causing
an evident data-MC discrepancy. Furthermore, in 2011 the proton bunch spacing was
decreased from 75 ns to 50 ns producing also an out-of-time component of pile-up coming
from overlapping signals in the detector from neighboring bunch crossings. A common
tool provided by the ATLAS collaboration has been used in this analysis to correct,
in a form of event-by-event weight, the simulation according to the pile-up conditions
observed in data.
LAr Hole
On April 30th 2011 a hardware failure in the acquisition system affected the electromag-
netic calorimeter creating a dead region. The failure occurred after the production of
the MC samples and hence had to be reproduced in the simulation at the analysis level.
First, all the events containing jets with a minimum momentum of 20 GeV close to the
dead region are discarded in data and in MC. In addition, all the electrons intersecting
the hole in the electromagnetic calorimeter are removed in MC and the missing trans-
verse energy is corrected accordingly. These corrections have been applied to a fraction
of simulated events equal to the fraction of data events affected.
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estimation
As described in Section 2.3, during the reconstruction of tracks, particles and jets some
selections are performed to suppress fake objects generated by the reconstruction algo-
rithms. Usually, the objects that enter a physics analysis must undergo additional selec-
tion to maximize the contribution from the process of interest and reduce background
contamination. The efficiency of the reconstruction and of the subsequent selection of the
leptons produced in top-quark decays are measured in data and in MC with a technique
called “Tag and Probe”. Generally, simulation mis-modeling or unaccounted detector
effects cause the efficiency measured in MC to differ from the real one measured in data.
Hence the acceptance of the MC samples used in this analysis is corrected using scale
factors defined as the ratio between the data and the MC efficiency.
Section 4.1 describes the selection of the physics objects produced in the decay of top-
quark pairs and the calculation of the scale factors for the correction of the MC accep-
tance. The set of cuts to select tt¯ events is described in Section 4.2. Section 4.3 describes
other physics processes that have a similar experimental signature and thus can pass the
selection designed for tt¯ pairs. These processes fake the signal of interest and hence are
collectively called background.
4.1 Object selection
4.1.1 The “Tag and Probe” method
Using the “Tag and Probe” method it is possible to measure and compare the efficiency
of a given selection both in simulation and in real data. The method relies on the use
of di-object final states: for the calculation of lepton efficiencies Z →  events are the
most common choice because the Z boson production is a well-understood process with
a clean signature and a relatively high production rate. The main idea of the Tag and
Probe method is to tag the object for which a certain condition is realized and to probe
the same condition on the second object. Hence, the Tag and Probe efficiency can be
defined as the number of events NTag&Probe in which the condition is realized for both
objects normalized to the total number of events NTag in which the condition is satisfied
for the tag object:
Tag&Probe =
NTag&Probe
NTag
(4.1)
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Figure 4.1: Muon kinematics in selected tt¯ events. The cut on the displayed variable is not
applied. The thresholds in the dafault selection are: muon transverse momentum
pμT > 20 GeV (top left), calorimeter energy deposit around the muon combined
track EμT (R = 0.3) < 4 GeV (top right), sum of the transverse momenta of ID
tracks around the muon combined track pμT (R = 0.3) < 4 GeV (bottom left) and
distance ΔR between muon and closest jet with pjetT > 20 GeV greater than 0.4
(bottom right).
The scale factors are defined as:
SF =
dataTag&Probe
MCTag&Probe
(4.2)
and they are often parameterized as a function of kinematic variables over whose range
the ratio in Equation 4.2 is not constant like e.g. the probe lepton pT or η. The SF
are provided in the form of event weights to correct the acceptance of the simulated
events. The Z →  events considered for the calculation of the SF are selected with
a cut on the invariant mass of the lepton pair that is usually varied for the evaluation
of the systematic uncertainties of the scale factors. The selection of the leptons varies
according to which efficiency is under study.
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4.1.2 Muons
Selection
The reconstruction of muons with the ATLAS detector was described in Section 2.3.4.
As mentioned there, only combined (CB) muons, i.e. muons reconstructed from a com-
bination of individual measurements from the ID and the MS, are considered in this
analysis because they represent the muon candidates with the highest purity.
All the tt¯ candidates decaying in the muon+jets channel are selected with a chain of
muon triggers that require at least one reconstructed muon with:
• a LVL1 trigger accept with a minimum transverse momentum of 10 GeV;
• a LVL2 and EF trigger accept with a minimum transverse momentum of 18 GeV.
This trigger chain is called “EF_mu18”. To inspect whether a reconstructed muon has
passed a certain trigger chain, it is checked that it overlaps with a trigger muon which
passes the same chain. The maximum distance required to claim an overlap and hence a
trigger match for muons produced in top quark decays has a nominal value of R = 0.15
as this is the minimum angular distance for which it is possible to discern two separate
objects in the detector.
The offline muon selection that follows is aimed at rejecting muons not coming from the
process of interest: t → W → μν. First of all, some requirements are needed for the ID
segment of the track associated to a combined muon:
• the ID track must have at least one hit in the innermost layer of the pixel detector.
If the muon has traversed an area which is known to be not functioning or not
instrumented this requirement is dropped. On top of this, the total number of
pixel hits plus the total number of crossed dead pixel sensors must be greater than
one,
• the number of SCT hits plus the number of crossed dead SCT sensors must not be
smaller than six,
• a maximum number of two “holes” (i.e. expected but missing hits because the
particle has traversed not functioning or not instrumented areas) in the pixel and
SCT detectors is allowed,
• in the pseudorapidity region η < 1.9, the number N of TRT hits plus the number
of outliers on the muon track (defined in Section 2.3.1) must be greater than five,
with the additional requirement that 90% of N comes from hits and not outliers,
• in the pseudorapidity region η ≥ 1.9, the previous requirement is applied only if
N > 5.
The reconstructed combined muon with a good-quality ID track is used in the analysis
only if it has, on top of the trigger requirement, a transverse momentum of at least 20
GeV and |η| < 2.5. To match the momentum scale and resolution observed in data,
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which are measured from the peak position and width of the di-muon invariant mass
distributions of real Z → μμ decays, the simulated muon momentum is scaled and
smeared before any selection is applied. To ensure isolation, the energy deposition in
the calorimeters and the sum of track transverse momenta measured in cones of radius
R = 0.3 around the muon track are each required to be less than 4 GeV. Additionally,
muons are required to have a distance ΔR greater than 0.4 from any jet with pT > 20
GeV. These isolation cuts have been designed to suppress muons coming from decays in
flight of hadrons which in general have additional calorimeter activity in their vicinity.
Some muon kinematical variables for selected tt¯ events are displayed in Figure 4.1. All
the cuts described in this section and in Section 4.2 are applied except the one concerning
the variable being shown. The reduced acceptance for low values of the muon transverse
momentum comes from the muon trigger requirement.
Reconstruction efficiency and scale factors
The reconstruction efficiency for CB muons is the product of the muon reconstruction
efficiency of the ID, the reconstruction efficiency of the MS and the matching efficiency
between the ID and the MS measurements. The individual reconstruction efficiencies
are measured in data and in MC with the Tag and Probe method using Z boson decays
into muons: one decay muon is required to be reconstructed in both systems whereas
the other muon is identified by just one of the systems in order to probe the efficiency
of the other. The scale factors for CB muon reconstruction in ATLAS are calculated
by a dedicated group of experts using 200 pb−1 of 2011 data and distributed centrally.
They have been found to be roughly consistent with unity throughout the η range with
very small uncertainties which are taken into account in the evaluation of the systematic
uncertainty of the tt¯ cross section.
Trigger efficiency and scale factors
The efficiency of the EF_mu18 trigger chain is measured with the Tag and Probe method
using Z → μμ events. The condition to be realized in case of trigger efficiencies is the
match of a reconstructed muon with a trigger object from the muon triggers. The trigger
efficiency is thus defined as the ratio of events for which both the tag and probe muon
have a trigger match to the total number of events for which the tag muon has a trigger
match.
EF_mu18 =
NEF_mu18Tag&Probe
NEF_mu18Tag
(4.3)
Except for the trigger requirement that is being probed, the two muons are required to
pass all the selections previously described. This ensures that the efficiency is evaluated
on the same kind of muons used in the analysis. Furthermore they are required to
have opposite electric charge and to reconstruct an invariant mass that lies in the mass
window:
|MμTagμProbe − M(Z)| ≤ 12 GeV (4.4)
50
4.1 Object selection
Figure 4.2: Comparison of the Tag-and-Probe EF_mu18 trigger efficiencies for data and MC
as a function of the probe muon η, φ, pT and number of primary vertices (pile-up).
The pT dependence is studied separately in the barrel (middle left) and end-caps
(middle right) [87].
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where M(Z) is the world average value of the Z boson mass [34].
The data sample used for the measurement of the data trigger efficiency is the same used
in the extraction of the cross section and corresponds to 700 pb−1. The corresponding
Z → μμ MC samples were described in Section 3.2.2 and correspond to about 50 fb−1.
The trigger efficiency is studied as a function of a number of kinematic and isolation
variables. Figure 4.2 shows the Tag and Probe efficiencies of the EF_mu18 trigger as a
function of the probe muon pT , η, φ, distance to the closest jet and number of primary
vertices (pile-up). From the distribution of the efficiency as a function of |η|, it is clearly
visible that the efficiency is lower in the barrel region (|η| ≤ 1.05) than in the end-caps.
This is due to the reduced geometrical coverage of the RPC detectors close to the feet
of the toroidal magnet support structure, also visible at φ ∼ −2 and −1.
The SFs are divided in η and φ bins according to the small disagreements observed in the
data and Monte Carlo efficiencies. Furthermore, a dependence of the SFs on the muon
transverse momentum is observed in the barrel. This stems from a misconfiguration of
the LVL2 muon trigger that caused an underestimation of the trigger efficiency for Monte
Carlo muons with pT > 40 GeV. The effect, which is also visible in the middle-left plot
in Figure 4.2, was found to increase linearly with the muon transverse momentum and to
cause a 30% muon loss at pT = 500 GeV. Since the pT range of muons from Z decays is
limited (see the plots in the middle of Figure 4.2), the Tag and Probe technique can not
be used to estimate the behavior of the Monte Carlo efficiencies above a pT threshold of
about 150 GeV. The residual effect of this misconfiguration in the pT range below 150
GeV is accounted for by further dividing the trigger SFs in three pT bins: 20 < pT < 60
GeV, 60 < pT < 120 GeV and 120 < pT < 150 GeV. For the analysis presented in this
work it was chosen to discard the small number of events in which the muon that fires
the trigger has a transverse momentum greater than 150 GeV and to apply the trigger
SFs regularly to each event according to the muon η, φ and pT . The fraction of discarded
events is smaller than 1%, as Figure 4.1 shows.
The systematic uncertainty of the muon trigger SFs stems from the invariant mass cut
around the Z boson mass, from the ΔR value chosen for the muon trigger match and from
the isolation required for the tag muon. These effects were studied and the shift from
the nominal values were added in quadrature to the statistical uncertainty to provide
a total uncertainty on the muon trigger SFs, which was then taken into account for
the evaluation of the systematic uncertainty of the tt¯ cross section. The removal of the
isolation requirement for the tag muon has been found to produce the largest shift from
the nominal values of the trigger scale factors.
Identification efficiency and scale factors
The muon identification efficiency measured with the Tag and Probe technique is de-
fined as the number of combined reconstructed probe muons passing the standard muon
selection previously described divided by the total number of combined reconstructed
probe muons:
Id =
NTop muons
Ncombined muons
. (4.5)
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Figure 4.3: EtCone20 distribution for the electrons produced in t¯t decays. Also shown the
distributions for EtCone30 and EtCone40 defined as the energy deposited in a
cone centered on the electron axis and with a radius ΔR = 0.3 and 0.4 respectively
[61].
As in the case of the trigger, the data efficiency is evaluated on the same dataset used
in the cross-section analysis. For the efficiency in the simulation, the same MC samples
used to measure the trigger scale factors are used. The identification scale factors have
not shown a significant dependence on any kinematic or isolation variable. The offline
identification scale factor used in this analysis is centrally provided [87] and found to be
SFId = 1.0008 ± 0.0003 (stat) ± 0.0003 (syst).
4.1.3 Electrons
Selection
All the electrons used in the cross-section analysis are required to pass a trigger chain
called “EF_e20_medium” which requires an electron candidate passing the medium
identification cuts (see Section 2.3.2) and having at the EF level a transverse cluster
energy ET > 20 GeV. The trigger match is performed, as for the muons, by requiring
a maximum distance ΔR = 0.15 between the reconstructed electron and the trigger
object. All the triggered electrons are required to pass the tight selection which has an
overall efficiency of about 75% (see Figure 2.15) and includes a well reconstructed ID
track associated to the electromagnetic cluster.
Three types of problems with the EM calorimeter can arise during data taking and affect
the quality of the reconstructed energy of an electron object. These are:
• some cells are not read out because they are connected to non-functioning read-out
hardware: if part of the electron cluster falls in a dead region of the first or second
calorimeter layer, the electron is rejected;
• some sectors have zero voltage: clusters falling into dead high-voltage regions are
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rejected;
• some isolated cells produce a high noise signal or no signal at all. These cells are
masked during reconstruction and their energy is set to the average energy of the
neighboring cells. An electron is rejected if one of the cells in the core of its cluster
is masked.
All these corrections are applied at the analysis level. The loss of electron acceptance
due to these quality requirements is around 6%.
Only electrons associated to clusters with a transverse energy greater than 25 GeV are
considered in the analysis because this is where the plateau region1 of the electron
trigger efficiency starts. The transverse energy of an electromagnetic cluster is defined
as a function of the calorimeter cluster energy and the direction of the track pointing to
it:
ET,cluster =
Ecluster
cosh (ηtrack)
. (4.6)
This variable is shown for selected tt¯ events on the left-hand side of Figure 4.4. The
cut at 25 GeV is not applied and, as in the case of the muons, the lower acceptance
at small ET values is due to the trigger requirement. The electron clusters are also
required to be within |ηcluster| < 2.47 with the exclusion of the calorimeter transition
region 1.37 < |ηcuster| < 1.52.
It is expected that electrons produced in the decay chain t → W → e are isolated from
jet activity, unless they accidentally overlap with one of the jets of the event. The main
background sources for high-momentum, isolated electrons are the electrons produced in
the decay of heavy flavors and in the conversion of photons or fake signatures generated
by hadrons. The suppression of these backgrounds is possible by requiring little activity,
i.e. small energy deposits, in the vicinity of the electromagnetic cluster. The technical
requirement is that the energy deposited in a cone centered around the electron axis
and with a radius ΔR = 0.2 be smaller than 3.5 GeV once the energy associated to
the electron itself is subtracted. The variable containing this energy deposit around the
cluster, called EtCone20, was observed to increase with the transverse energy of the
cluster as a consequence of the increased bremsstrahlung and leakage from the shower
lateral spread, see Figure 4.3. Therefore, this variable is now corrected for this effect
and for the additional contribution due to pile-up events before the cut is applied; the
threshold value set at 3.5 GeV ensures a cut efficiency of about 96%. On the right hand
side of Figure 4.4 the corrected variable is shown before the cut for selected tt¯ events.
Trigger, reconstruction, identification and isolation efficiency and scale factors
The efficiencies of the electron trigger, reconstruction and identification used in the
analysis are measured by a dedicated group using Z → ee and W → eν events and
distributed centrally in ATLAS [87]. The trigger scale factors are provided in 18 ηcluster
1When the efficiency of a trigger which bases its decision on the value of a given kinematic variable is
parameterized as a function of this variable, the region of constant maximum efficiency beyond the
threshold value is called plateau.
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Figure 4.4: Distribution of electron cluster transverse energy (left) and EtCone20 (right) for
selected tt¯ events. The cut on the displayed variable is not applied. The thresholds
in the default selection are: cluster transverse energy ET > 25 GeV and calorimeter
transverse energy deposit around electron cluster ET (R = 0.2) < 3.5 GeV.
bins from –2.47 to +2.47 and integrated over ET,cluster. In the region |ηcluster| < 1.37
they are all very close to 1, whereas for |ηcluster| > 1.37 they drop gradually to about
0.97.
The electron reconstruction scale factors, including the track requirement, are measured
for ET,cluster > 15 GeV in 3 |ηcluster| bins. They are also consistent with 1 except in the
region |ηcluster| > 2.37 where the scale factor peaks at 0.97.
The tight identification scale factors are provided in 18 |ηcluster| bins from –2.47 to +2.47
and, due to a significant ET,cluster-dependence, in 5 ET,cluster bins. When measuring
versus one variable the scale factors are integrated over the other so that they can be
treated as uncorrelated. The ratio of the ET,cluster-dependent scale factors to the average
scale factors is used to define ET,cluster-dependent corrections to be applied in addition
to the ηcluster-dependent scale factors.
The efficiency and scale factors of the additional isolation cut are measured using Z → ee
decays. The Tag and Probe isolation efficiency is defined as the number of electron probes
that pass the tight selection and the isolation cut normalized to the number of electron
probes that pass the tight selection:
iso =
Ntight+iso
Ntight
. (4.7)
An additional systematic uncertainty of 2% is applied to the data measurement to cover
possible unmeasured data-MC discrepancy introduced by this cut and propagated to the
uncertainty on the scale factors.
Electron energy scale and resolution
The electron energy scale in data was determined by constraining the peak position of
the di-electron invariant mass distribution of Z → ee events [13]. An offset, which is
less than 2% in the range |ηcluster| < 2.5, was observed and hence a correction for the
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Figure 4.5: Distance between the electron and the closest jet in selected tt¯ events before the
jet selection described in Section 4.1.4. The other selection cuts described in Sec-
tion 4.1.3 and 4.2 are applied. Jets for which ΔR < 0.2 are likely to be fake objects
reconstructed from the electron energy cluster and are therefore removed.
electron energy scale is applied to all the electrons in data according to their ηcluster
before the standard selection previously described. The systematic uncertainty affecting
the correction factors are dominated by uncertainties from the detector material and the
energy scale of the first layer of the electromagnetic calorimeter.
At the same time, the shape of the Z → ee invariant mass distribution is not reproduced
well by the MC simulation. Consequently the energy of all the MC electrons is smeared.
The systematic uncertainties stemming from scaling and smearing the electron energy
are propagated to the tt¯ cross section. Both electron energy smearing and scaling factors
as well as their uncertainties are centrally provided in ATLAS.
4.1.4 Jets
As described in Section 2.3.3, jets are observed as groups of topologically related energy
depositions in the calorimeters with a number of ID tracks associated to them. The first
step is to distinguish the jets produced in proton-proton collisions from background jets
not originating from hard scattering events. The main backgrounds are:
• beam-gas events, in which protons of the beam collide with the residual gas within
the beam pipe
• beam-halo events, caused for example by interactions in the collimators in the
beam line placed outside the ATLAS detector
• cosmic rays
• large calorimeter noise.
Two types of calorimeter noise are addressed. The first one comes from sporadic noise
bursts in the hadronic end-cap calorimeter, where noisy cells contribute almost all of
the jet energy. Jets reconstructed from these problematic cells are characterized by a
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large fraction of energy in the hadronic end-cap calorimeter with a large energy fraction
from cells with poor signal shape quality, obtained by comparing the measured pulse
to the expected pulse shape. Due to the capacitive coupling between channels, the
neighboring cells have an apparent negative energy. The second type of noise is rare
coherent noise in the electromagnetic calorimeter. Similarly, fake jets arising from this
source are characterized by a large electromagnetic energy fraction and a large fraction
of cells with poor signal shape quality.
Cosmic rays or non-collision background can induce events in which the jets candidates
are not in time with the beam collision. A cut on the jet time, defined with respect to the
event time recorded by the trigger, is applied to reject these backgrounds. Furthermore,
a cut on the electromagnetic energy fraction of the jet is applied to make sure that the
jet deposited some energy in the electromagnetic calorimeter, as it is expected for any
jet originating from the interaction point. Since the charged particles of jets within the
acceptance of the inner detector are expected to be tracked, this cut is applied together
with a cut on the scalar sum of the pT of the tracks associated to the jet normalized to
the jet pT. Lastly, a cut on the maximum energy fraction in any single calorimeter layer
is applied to further reject non-collision background.
Events containing jets which fail these quality criteria are discarded only in data because
most of the variables needed are not well modeled in the MC simulation. This selection
has an efficiency above 99%. Some energy clusters in the calorimeters are reconstructed
as an electron as well as a jet. To avoid duplicates in the analysis, the jet closest to a
selected electron is always removed if these objects have overlapping axes (ΔR < 0.2).
This cut is applied before any quality selection for the jets. The distance ΔR between
selected electrons and the closest jet in selected tt¯ events is shown in Figure 4.5 before
the overlap removal.
As a last step, the jets of the events which pass all the selections described in this section
are required to have a minimum transverse momentum of 25 GeV and |η| < 2.5.
4.1.5 EMissT
The reconstruction of the missing transverse energy was described in Section 2.3.5.
The physics objects that enter the calculation in Equation 2.11 are consistent with
the object definitions described in the previous sections. The electron term satisfies
the tight selection with pT > 10 GeV. The jets used are reconstructed with the anti-
kt algorithm and a distance parameter R = 0.4: clusters associated with jets with a
pT > 20 GeV are corrected to the EM+JES scale, while clusters associated with soft jets
(7GeV < pT < 20GeV) are included at the electromagnetic scale. The muon term is
determined from the pT of muons in the full acceptance range of the muon spectrometer,
|η| < 2.7. For |η| < 2.5, all combined muons are used.
The missing energy is corrected at the analysis level for the leptons’ energy and momen-
tum scaling and smearing with a common tool provided by the ATLAS collaboration.
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Figure 4.6: The W transverse mass distribution in the electron (left) and muon (right) channel
with four selected jets in the final state.
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Figure 4.7: Expected number of selected events in an integrated luminosity of 700 pb−1 as
a function of jet multiplicity for the tt¯ signal and the main background process,
W+Jets. The last jet bin is inclusive.
4.2 Top pair event selection
The tt¯ candidate events that contribute to the cross-section analysis are selected with a
set of kinematic cuts specifically designed to enhance tt¯ [11]. Only tt¯ candidates with a
signature compatible with the lepton+jets channel are retained. The selection cuts are:
• the event has passed either the electron or muon trigger chain chosen for tt¯ analysis,
i.e. EF_e20_medium or EF_mu18;
• there are at least five tracks originating from the primary vertex candidate;
• the event has exactly one selected electron (Section 4.1.3) with ET > 25 GeV or
one selected muon (Section 4.1.2) with pT > 20 GeV;
• the selected lepton is the object that fires the trigger used to select the event;
• the event has a minimum amount of missing transverse energy to account for the
escape of a neutrino: in the electron channel EMissT > 35 GeV and in muon channel
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Figure 4.8: Signal and background yield after event selection in the electron (left) and in the
muon (right) channel as a function of the number of selected jets in the final state.
The last jet bin is inclusive.
EMissT > 25 GeV.
The primary vertex selection helps the rejection of non-collision background. The cut
on the missing transverse energy plays a central role in the rejection of the QCD multi-
jet background. This process, which can fake the tt¯ signal when one of the jets is
misidentified as a lepton or when a hadron inside a jet decays into a lepton that happens
to pass the isolation cuts required for tt¯ analysis, has in fact no missing energy. The
missing-transverse-energy threshold value differs between the electron and the muon
channel because the QCD contamination is of different magnitude: before any selection
the QCD background is larger in the electron channel than in the muon channel. This
is due to the fact that jets have an experimental signature which is similar to that of
the electrons whereas they do not normally leave hits in the three layers of the muon
chambers.
The charged lepton and the neutrino of a tt¯ event are the decay products of a W boson.
However, the direct reconstruction of the W boson mass is prevented by the impossibility
of measuring the z component of the neutrino momentum due to the significant amount
of unmeasured longitudinal momentum carried by the proton remnants down the beam
pipe. Instead we reconstruct the W transverse mass, defined as:
MT (W ) =
√
2pT pνT (1 − cosφν) (4.8)
where φν is the angle between the charged lepton and the neutrino, i.e. the missing
transverse energy, in the transverse plane and pνT coincides with the missing transverse
energy. As shown in Figure 4.6, this gives a Jacobian peak with an edge at the W
mass and the bulk of the distribution lying below the W mass comes from events with
a non-zero lepton longitudinal momentum. The tail above the W mass arises from the
width of the W and from events in which the W is not produced at rest. The selection
of tt¯ candidates of this analysis also includes:
• MT (W ) > 25 GeV in the electron channel and
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• MT (W ) + EMissT > 60 GeV in the muon channel.
In the muon channel, a triangular region in the EMissT -MT (W ) plane is excluded. This
is motivated by the fact that true W → ν events with large EMissT also have large
MT (W ). This effect is not reproduced by the QCD multi-jet events reconstructed with
a fake lepton and hence this cut achieves further rejection against this background. In
the electron channel a more stringent cut on MT (W ) is required because of the more
important QCD background.
Although a total number of four jets is expected2 the requirement on the number of
final-state jets is loosened to include signal events in which a jet is not reconstructed
properly or falls outside the acceptance region considered and events in which there is
enhanced parton activity. Figure 4.7 shows the expected number of selected tt¯ events
in an integrated luminosity of 700 pb−1 as a function of the number of jets. The same
distribution for the major background, the simultaneous production of a W boson and
QCD jets (see next section) is also shown. It is possible to see that the signal yield in
the exclusive three-jet bin and in the inclusive five-jet bin is comparable to the signal
yield of the exclusive four-jet bin. However, the signal-to-background ratio is degraded
substantially in the lower multiplicity bins (one and two jets) due to larger background
contamination. For this reason we define the signal region as consisting of three different
numbers of well reconstructed jets: an exclusive number of three and four jets and an
inclusive number of at least five jets.
The number of data and MC events obtained after the selection described in this section
is shown in Figure 4.8 as a function of the jet multiplicity in the electron and in the muon
channel separately. In these plots the data is drawn on top of the stacked histograms
of all the processes expected to contribute. These are the tt¯ signal and five sources of
background which will be discussed in the next section. One can also see how the first
two jet bins are completely dominated by the background while the tt¯ signal (in red)
starts to emerge in the three-jet bin. Detailed event yields are also listed in Tables 4.1
and 4.2.
4.3 Estimation of background processes
There is a number of SM processes that can be misidentified as semi-leptonic tt¯ events
at rates large enough to significantly affect the tt¯ reconstruction and production cross-
section measurement. They are reviewed in this section.
4.3.1 W+Jets
The main source of background for semi-leptonic tt¯ events is the production of a W
boson in conjunction with jets: when the W decays leptonically, we have exactly the
same final state objects in the detector. This background is taken from simulation and
the details of the MC samples were given in Section 3.2.2. Since the normalization of this
2Two light jets come from the hadronic decay of one of the W bosons and two hard jets from the
hadronization of the b quarks.
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Electron Channel 1 Jet 2 Jets 3 Jets 4 Jets > 4 Jets
tt¯ 232 1010 1958 1891 1449
W+Jets 161932 43112 10834 2486 1024
QCD 9949 4409 1455 465 153
Single top 574 704 379 146 61
Z + jets 3781 2482 1022 342 150
Di-boson 603 537 177 45 10
Total Predicted 177072 52255 15824 5376 2847
Data Observed 179461 51823 15622 5397 2813
Table 4.1: Event yields in the electron channel. The data yield corresponds to the number
of events selected in 700 pb−1 of collision data at
√
s = 7 TeV. The MC yields
for tt¯, W and Z+Jets, single top and di-boson production are normalized to the
same integrated luminosity. The final number of W+Jets events is corrected with
the data-driven scale factors from charge-asymmetry measurements (Section 4.3.1).
QCD is extracted directly from data (Section 4.3.2). The total number of predicted
events is the sum of the processes considered.
Muon Channel 1 Jet 2 Jets 3 Jets 4 Jets > 4 Jets
tt¯ 309 1356 2734 2719 2034
W+Jets 382668 93418 20188 4643 1079
QCD 24248 10633 3028 826 276
Single top 1000 1138 573 199 80
Z + jets 17436 5568 1552 450 156
Diboson 1091 1006 307 69 17
Total Predicted 426753 113119 28382 8906 3643
Data Observed 433913 111738 28640 8680 3815
Table 4.2: Event yields in the muon channel. The same description of Table 4.1 holds.
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Muon channel Electron channel
1 Jet 0.983 ± 0.034 0.948 ± 0.080
2 Jets 0.942 ± 0.076 0.907 ± 0.058
3 Jets 0.870 ± 0.097 0.881 ± 0.123
4 Jets 0.849 ± 0.142 0.839 ± 0.166
≥ 5 Jets 0.687 ± 0.180 1.098 ± 0.331
Table 4.3: Data-driven scale factors to correct the normalization of W+Jets in MC. The scale
factors are provided for the electron and muon channel separately and for different
number of jets [157].
process is not accurately known in MC, a data-driven correction is required. The overall
normalization is extracted from data using a method that exploits the asymmetric cross
section for positive and negative charged leptons from W decays. The reason why the
W boson production in proton-proton collisions is charge asymmetric stems from the
relative difference in the quark-antiquark PDFs. Positively charged W bosons can be
produced from parton level processes such as ud¯ → W+ or cs¯ → W+ and depend on
products of PDFs such as u(x1)d¯(x2). Negatively charged W bosons can be produced in
e.g. du¯ → W− or sc¯ → W− and depend on products such as d(x1)u¯(x2). The PDFs of up
and down valence quarks are different in a proton and hence there is charge asymmetry.
The ratio:
r = σ(pp → W
+)
σ(pp → W−) (4.9)
is relatively well understood in theory [132, 121]. The main theoretical uncertainty on r
is due to the PDF uncertainty and r is predicted within a few percent at LHC energies,
which is better than the prediction of the total cross section for the production of W
bosons in association with three or more jets. The formula used to extract the W+Jets
background is [11]:
NW+ + NW − =
(
NMCW+ + NMCW −
)
(
NMCW+ − NMCW −
) (D+ − D−) = (rMC + 1
rMC − 1
)(
D+ − D−
)
(4.10)
where D+ and D− are the total number of events in data after the standard tt¯ selection
with a lepton positively and negatively charged and rMC is the ratio in 4.9 evaluated
on MC simulation. Equation 4.10 is valid because tt¯, QCD and Z+Jets are charge
symmetric and hence NW+ + NW − ≈ D+ − D− is a good approximation. There is a
small source of charge asymmetry in data from single top production; this contribution is
estimated from MC simulation and subtracted from Equation 4.10. Scale factors defined
as the ratio between the number of W+Jets events estimated with the charge asymmetry
method and the MC prediction were centrally provided to all top quark analyses. The
numbers used in this analysis are listed in Table 4.3.
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4.3.2 QCD
The nominal contribution of the QCD multi-jet background is estimated from data with
the matrix method in both channels. This method is based on counting events with two
sets of identification criteria: in this context the set of standard tt¯ cuts becomes the
tight QCD selection; in addition a loosened version is defined similar to the standard
one but in which some lepton requirements are dropped. The requirements dropped
in the muon channel for the loose selection are the track-based and the calorimeter-
based muon isolation cuts. For the loose electron selection, the tight electron quality is
replaced by the medium one with the additional requirement of a hit in the innermost
layer of the pixel detector. The electron isolation requirement is also loosened: the value
of EtCone20 is required to be less than 6 GeV instead of 3.5 GeV.
The objects passing the loose lepton selection but failing the tight one are considered to
be fake leptons. They are likely to originate from semi-leptonic b-quark jet decays, long
lived weakly decaying states such as π± or K mesons, mis-reconstruction of π0 showers
or photons and leptons from photon conversion.
The total number of events passing the loose selection in each channel is:
N loose = N loosereal + N loosefake (4.11)
where N loosereal (N loosefake ) is the contribution from events containing real (fake) leptons which
pass the loose selection. The total number of events passing the tight selection can be
expressed by:
N tight = εrealN loosereal + εfakeN loosefake (4.12)
where εreal and εfake are the efficiencies for a loose real and fake lepton to also fulfill the
tight selection criteria:
εreal =
N tightreal
N loosereal
(4.13)
and
εfake =
N tightfake
N loosefake
. (4.14)
The efficiency for real muons is measured with the Tag and Probe method in a sample
of Z → μμ events. Analogously εreal in the electron channel is derived with the same
method in a sample of Z → ee events. The fake-lepton efficiency is measured in QCD-
enriched data samples: in the muon channel this is obtained using a low transverse mass
region MT (W ) < 20 GeV with an inverted triangular cut MT (W ) + EMissT < 60 GeV and
in the electron channel using a low missing transverse energy region 5 GeV < EMissT < 20
GeV. In the muon channel the efficiencies are parameterized as a function of muon η, to
account for effects due to detector acceptance, and leading jet pT , which is a measure of
the event hadronic activity and hence of muon isolation. The efficiencies in the electron
channel are a function of electron η.
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The number of fake leptons passing the tight selection can be expressed by:
N tightfake =
εfake
εreal − εfake
(
N looseεreal − N tight
)
(4.15)
The final estimate in Equation 4.15 can be translated into event weights giving the
probability for an event passing the loose selection to also fulfill the tight one. The
weights obtained with the matrix method in both channels are provided by the ATLAS
collaboration [24] so that the final QCD sample is obtained by selecting loose data events
and by applying these weights on an event-by-event base.
A second implementation of the matrix method in the muon channel is based on a
different parameterization for the fake efficiency: in addition to muon η and leading jet
pT also the distance ΔRmin(μ, jet) between the muon and the closest jet is used thus
taking into account also the dependency on jet multiplicity3. The nominal QCD estimate
in the muon channel is build from the average estimate between the two available matrix-
method implementations, as recommended by the Top Working Group of the ATLAS
collaboration. The systematic uncertainty of the above QCD estimations is estimated
to be 50%.
4.3.3 Other backgrounds
Smaller sources of background events include the production of Z bosons in association
with jets (Z +Jets), single top quark production and the simultaneous production of
two weak bosons. These backgrounds are taken entirely from the MC simulation. The
details were given in Section 3.2.2.
3The default selection requires ΔRmin(μ, jet) > 0.4 (Section 4.1.2). Therefore the fake efficiency is
expected to be lower for muons closer to jets and this effects increases with the number of jets in the
event.
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5.1 Analysis strategy
The extraction of the tt¯ production cross-section is based on a multivariate analysis
(MVA). MVA techniques are powerful because they use combined information from a set
of discriminating variables which are chosen to enhance the separation between signal and
background. The distributions of the discriminating variables for tt¯ and W+Jets, which
is by far the most important background in this analysis, are passed to a multivariate
classifier which is trained to classify the events according to their “signal likeness”. The
one-dimensional response D of the trained classifier is subsequently applied to the data,
the signal and all the background processes and the cross section is extracted in a binned
maximum likelihood fit to the data distribution of D. The same procedure is carried
out simultaneously in the six channels of the signal region previously defined: electron
and muon channel with three, four and more than four jets. As discussed at the end of
Section 4.2, events with only three jets are included because they still carry substantial
information about the tt¯ signal; more importantly this channel also carries additional
information about the background that helps to constrain the fit parameters.
The results presented in this chapter are based on the proton-proton collision data
collected with the ATLAS detector in the first half of 2011 at the center-of-mass energy√
s = 7 TeV and during stable-beam conditions. After requiring good-quality criteria
for the data acquisition, i.e. all the ATLAS sub-detectors operating under nominal
conditions, the total integrated luminosity is about 700 pb−1. The statistics available
for this measurement is such that the tt¯ cross section in the single lepton channel is
already dominated by the systematic uncertainties. One remarkable aspect of the MVA
approach employed in this analysis is that these are incorporated in the fit through the
use of nuisance parameters of the likelihood function and constrained directly in the fit
to the data. The same analysis but with slightly different results constituted the most
precise tt¯ cross-section measurement in the year 2011 [71]. A similar analysis had already
been performed with data collected in 2010 for an integrated luminosity of
∫
L = 35pb−1
[3].
Section 5.2 explains in detail the construction of the so-called “templates”, the distri-
butions D of the multivariate classifier, starting from four input variables. Section 5.3
describes the extraction of the cross-section and in Section 5.4 its systematic uncertain-
ties are addressed. The results are discussed in Section 5.5.
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5.2 Classification
A good event classification mainly relies on a good discrimination between signal and
background. In order to enhance the discrimination power, more than one variable can
be combined through a statistical approach. The criteria that the variables are required
to meet are particularly based on considerations of:
• their simultaneous separation power in both electron and muon channel and in all
three jet-multiplicity bins;
• their overall data-MC agreement.
The technique used to extract the cross section proved to be able to constrain the
systematic uncertainties affecting the cross section directly in the fit to the data (see
[3] and [71]). Armed with this knowledge, this aspect can be exploited to constrain
the largest sources of systematic uncertainty by including variables that are especially
sensitive to them. Lastly, to retain a good compromise between discrimination power
and simplicity, a total number of four variables is chosen.
The input variables on which the presented measurement of the tt¯ cross section is based
are described in this section.
Charged-lepton pseudorapidity
Compared to W+Jets events, the charged lepton produced in semi-leptonic decays of tt¯
pairs is more often emitted in the central region of the detector. From the distributions
in Figure 5.1 and Figure 5.2 we see that the pseudorapidity of the charged lepton pro-
vides a good separation power in both the electron and the muon channel and in all jet
multiplicity bins. It is also worth noting that the lepton pseudorapidity is a well under-
stood variable not expected to introduce correlations with the other input variables (see
Section 5.2, in particular Figure 5.14 and 5.15). The pseudorapidity of the electrons is
transformed to hide the discontinuity stemming from the presence of a transition region
between the calorimeters:
ηe =
⎧⎪⎪⎨
⎪⎪⎩
η for |η| < 1.37
η − 0.15 for 1.52 < η < 2.47
η + 0.15 for − 2.47 < η < −1.52
(5.1)
The data-MC comparison for this variable after event selection is shown in Figure 5.3
and 5.4: the shape and the normalization of the data is reproduced by the cumulative
contribution of the six physics processes considered moderately well.
Leading-jet transverse momentum
The “leading” jet is the jet of the event with the highest transverse momentum. The
pT of the leading jet is by definition very sensitive to the uncertainty in the jet energy-
scale calibration (see Section 2.3.3) which is known to be one of the largest sources of
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Figure 5.1: Normalized distributions of the muon pseudorapidity for selected tt¯ and W+Jets
MC events decaying in the muon channel.
Figure 5.2: Normalized distributions of the transformed electron pseudorapidity for selected tt¯
and W+Jets MC events decaying in the electron channel.
Figure 5.3: Muon pseudorapidity of selected events with three (left) four (middle) and more
than four (right) jets. The simulated processes are normalized to 700 pb−1.
Figure 5.4: Electron pseudorapidity of selected events with three (left) four (middle) and more
than four (right) jets. The simulated processes are normalized to 700 pb−1.
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Figure 5.5: Normalized leading-jet pT for selected tt¯ and W+Jets MC events.
Figure 5.6: Leading-jet pT of selected events in the muon channel. From left to right the
distribution is shown for events with three, four and more than four jets. The
simulated processes are normalized to 700 pb−1.
systematic uncertainty affecting the cross section measurement. The leading-jet pT was
not used in the analysis performed with 2010 data but instead it was introduced for
the more precise measurement in 2011 [71]. The motivation behind the inclusion of this
variable was driven by the expectation of reducing the contribution of the jet energy
scale uncertainty to the total uncertainty of the cross section due to the possibility of
constraining it directly from the data in the fitting procedure. The presented analysis
uses the leading-jet pT for consistency with Ref. [71].
The separation power is shown in Figure 5.5: while this is good in the lower jet-
multiplicity bins, the W+Jets background looks more similar to the tt¯ signal in events
with at least five jets. This effect will be reflected in the performance of the MVA classi-
fier (see next section). The data-MC comparison for this variable is shown in Figure 5.6
and 5.7.
HT,3p
The HT,3p variable belongs to the category of event-shape variables which characterize
the topology of an event’s energy flow. It is defined as the sum of the transverse mo-
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Figure 5.7: Leading-jet pT of selected events in the electron channel. From left to right the
distribution is shown for events with three, four and more than four jets. The
simulated processes are normalized to 700 pb−1.
mentum of the third leading jet and, if present, the fourth leading jet normalized to the
sum of the absolute values of all the longitudinal momenta of all the selected objects of
the event:
HT,3p =
∑Njets=4
i=3 pT,i∑Nobjects
j=1 |pz,j |
(5.2)
The sum over the objects includes the charged lepton, the neutrino and up to four
leading jets. As hinted before, the longitudinal momentum of the neutrino can not be
inferred by the energy imbalance in the longitudinal direction because of the unmeasured
component carried away by the proton remnants in the beam pipe. Instead we impose
a W mass constraint on the charged lepton-neutrino system:
P 2W = M2W = (P + Pν)2
= (E + Eν)2 − (p + pν)2,
and solve for pz,ν , the unknown longitudinal component of the neutrino momentum:
M2W = (E + Eν)2 − (pT, + pT,ν)2 − (pz, + pz,ν)2. (5.3)
Here, PW , P and Pν are the four-momentum of the W boson, the charged lepton and
the neutrino. Eν in Equation 5.3 can be written as Eν =
√
p2T,ν + p2z,ν . Equation 5.3 is
thus a quadratic equation with a two-fold ambiguity for pz,ν ; in this analysis the smaller
pz,ν solution is always chosen.
To obtain a smoother input distribution for the multivariate classifier, the HT,3p variable
is transformed into HT,3p → exp (−4 × HT,3p). The separation power and data-MC
agreement for exp (−4 × HT,3p) are shown in Figure 5.8 and Figures 5.9 and 5.10. No
significant deviation between predictions and data is observed.
69
5 Measurement of the tt¯ production cross section in the single lepton channel
Figure 5.8: Normalized distributions of exp (−4 × HT,3p) for selected tt¯ and W+Jets MC
events.
Figure 5.9: exp (−4 × HT,3p) of selected events in the muon channel. From left to right the
distribution is shown for events with three, four and more than four jets. The
simulated processes are normalized to 700 pb−1.
Figure 5.10: exp (−4 × HT,3p) of selected events in the electron channel. From left to right the
distribution is shown for events with three, four and more than four jets. The
simulated processes are normalized to 700 pb−1.
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Figure 5.11: Normalized distributions of exp (−8 × A) for selected tt¯ and W+Jets MC events.
Figure 5.12: exp (−8 × A) of selected events in the muon channel. From left to right the distri-
bution is shown for events with three, four and more than four jets. The simulated
processes are normalized to 700 pb−1.
Aplanarity
The aplanarity A is another event-shape variable. It is defined as 1.5 times the smallest
eigenvalue of the momentum tensor which is defined as:
Mij =
∑N ′objects
k=1 pikpjk∑N ′objects
k=1 p
2
k
(5.4)
where pik is the i-th momentum component of the object k and pk is the modulus
of its momentum. The sum is over the momenta of up to four leading jets and the
charged lepton. To obtain a smoother input distribution for the likelihood discriminant
the aplanarity is transformed into A → exp (−8 × A). The separation power and the
data-MC agreement for exp (−8 × A) are shown in Figure 5.11 and Figures 5.12 and
5.13.
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Figure 5.13: exp (−8 × A) of the selected events in the electron channel. From left to right the
distribution is shown for events with three, four and more than four jets. The
simulated processes are normalized to 700 pb−1.
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Figure 5.14: Linear correlation coefficients between the four input variables for the training
samples of tt¯ (left) and W+Jets (right) in the e + 4 jets channel.
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Figure 5.15: Linear correlation coefficients between the four input variables for the training
samples of tt¯ (left) and W+Jets (right) in the μ + 4 jets channel.
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Likelihood classifier
The analysis proceeds with the classification of the data, the signal and the backgrounds.
This is performed by a software package called TMVA [106]. A typical TMVA classifica-
tion analysis consists of two independent phases: the training phase, where a multivariate
method is trained, tested and evaluated and an application phase, where the method is
applied. For this analysis, a projective likelihood estimator is trained, independently in
all six channels, to distinguish between tt¯ and W+Jets events using the four input vari-
ables described above. The inclusion of the other (smaller) backgrounds in the training
phase did not provide any significant gain in classification power and therefore only tt¯
and W+Jets are used at this stage. Before the beginning of the training phase, the input
data sets in each channel are randomly halved in two subsets which are used separately
to ensure statistical independence between training and application. The application
subsets are always re-normalized to the total number of events in each channel.
As described in [106], the method of maximum likelihood consists of building a model out
of probability density functions (PDF) that reproduce the input variables for signal and
background. For a given event, the likelihood for being of signal type is obtained by mul-
tiplying the signal probability densities of all input variables, which are assumed to be
independent, and normalising this by the sum of the signal and background likelihoods,
i.e. the likelihood ratio yL(i) for the event i is defined by:
yL(i) =
LS(i)
LS(i) + LB(i) , (5.5)
where:
LS(B)(i) =
nvar∏
k=1
pS(B),k(xk(i)) (5.6)
In Equation 5.6 nvar = 4 and pS(B),k is the signal (background) PDF for the kth input
variable xk. The PDFs are normalized:∫ ∞
−∞
pS(B),k(xk)dxk = 1 ∀k. (5.7)
The one-dimensional probability densities of the four input variables are unknown and
their shapes are empirically approximated in TMVA by interpolating the bin centers of
the training-data histograms with nonparametric, quadratic spline curves. Beside a faith-
ful representation of the data, it is important at this stage that statistical fluctuations of
the training-data histograms are smoothed out as much as possible without destroying
the significant information. The likelihood method crucially depends on a good-quality
PDF representation. Since this is strongly case dependent, TMVA provides the user
with a number of parameters that can be adjusted to improve the performance of the
training phase: these parameters usually modify the copies of the histograms of the
input variables on which the PDFs are estimated. The most relevant parameters have
been found to be the average number of entries per bin and the number of smoothing
iteration via TH1::Smooth() [148]. The values chosen are documented in Table 5.1. The
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agreement between input training data and PDFs can be scrutinized visually and by
means of statistical tests printed on the standard output, e.g. a χ2 estimator between
the original input distribution and the PDF constructed on its modified copy.
A drawback of the likelihood classifier is that it ignores the correlations among the dis-
criminating input variables (see Equation 5.6). In realistic cases this is not an accurate
assumption and it leads to performance loss. Figures 5.14 and 5.15 show the linear
correlation coefficients among the input variables evaluated by TMVA on the training
samples of the tt¯ signal and the W+Jets background in the electron and muon channel
with four jets. These linear correlation matrices are similar to and hence representative
of the other four channels. Furthermore, the scatter plots in Figure 5.16 and 5.17 for tt¯
and W+Jets in the electron channel with four jets help to visualize also the non-linear
components of the correlations. Similar scatter plots are obtained in the other five chan-
nels. As expected by their construction, the two event shape variables are correlated
with the transverse momentum of the leading jet and, to a greater extent, with each
other.
A linear decorrelation procedure is applied before the beginning of the training phase.
TMVA computes the linear decorrelation by first diagonalising the covariance matrix C
and computing its square-root:
D = STCS → C ′ = S
√
DST (5.8)
(where S is a diagonal matrix) and then by multiplying the initial variable tuple x by
the inverse of the square-root matrix:
x → (C ′)−1x. (5.9)
The linear decorrelation procedure does not have a strong effect, probably due to the
presence of the nonlinear components. Only little additional information is recovered,
as reflected in the slight increase of:
• the area of the background rejection versus signal efficiency function (Receiving
Operating Characteristic, ROC);
• the separation 〈S2〉, defined by:
〈S2〉 = 12
∫ (yˆS(y) − yˆB(y))2
yˆS(y) + yˆB(y)
dy (5.10)
where yˆS(y) and yˆB(y) are the signal and background PDFs of the response value
y of the classifier;
• the discrimination significance, defined by the difference between the classifier
means for signal and background divided by the quadratic sum of their root-mean-
squares.
A larger value for the integral of the ROC curve indicates a better performance. The
separation is zero for identical signal and background shapes and it is one for shapes
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Variable Number of jets Smoothing iterations Average events per bin
Lepton η 3,4 5 500
Leading jet pT 3,4 0 500
Aplanarity 3,4 5 500
HT,3p 3,4 5 500
Lepton η >4 2 300
Leading jet pT >4 0 300
Aplanarity >4 2 300
HT,3p >4 2 300
Table 5.1: TMVA settings of the training phase. These parameters were adjusted to improve
the goodness of the PDFs estimated on the distributions of the input variables. They
are the number of smoothing iterations via TH1::Smooth() and the average number
of entries per bin.
with no overlaps. The values obtained before and after linear decorrelation are printed
to standard output after the evaluation of the training phase and summarized in Ta-
ble 5.2. Given the very little improvement in classification power provided by the linear
decorrelation, the procedure is discarded for the sake of simplicity.
The trained likelihood estimator is used to classify the data, whose composition is un-
known, the signal and the backgrounds. For each channel, the classifier output is stored
in histograms called templates. By TMVA convention, signal (background) events accu-
mulate at large (small) classifier output value, which is limited in the range between 0
and 1. Figures 5.18 and 5.19 show the normalized response for tt¯ and W+Jets events.
In general, the overlap region is significant, suggesting that the likelihood classifier un-
derperforms: this is probably due to an overall weak discriminating power of the input
variables as well as the presence of internal correlations. Also visible is a slight decrease
in performance towards higher jet multiplicities. This effect stems from the increasing
signal-likeness of the W -Jets background as a function of the number of jets. In Fig-
ure 5.20 and 5.21 the data template is drawn on top of the stacked templates from all six
physics processes. These distributions represent the (nominal) input to the extraction
of the tt¯ production cross section, presented in Section 5.3.
Overtraining check
The problem of overtraining occurs when too many model parameters are adjusted on
too few data points. Overtraining leads to a fictitious increase of the classification
performance measured on the training sample. A way to detect overtraining is thus to
compare the training performance on a statistically independent sample. The sensitivity
to overtraining depends on the number of model parameters and thus on the MVA
method chosen. The likelihood method is known to be only mildly affected. However,
an overtraining check is performed. The training sample is split in two: one half is used
for the actual training of the likelihood classifier and the other half is used only in the
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Figure 5.16: Scatter plots with the superimposed profile showing the correlation between the
input variables for the training sample of the tt¯ signal in the electron channel with
four jets.
Figure 5.17: Scatter plots with the superimposed profile showing the correlation between the
input variables for the training sample of the W+Jets background in the electron
channel with four jets.
76
5.2 Classification
Channel ROC-integ. Separation Significance
e + 3 jets 0.736 0.179 0.616
e + 3 jets (deco) 0.739 0.184 0.625
e + 4 jets 0.721 0.173 0.600
e + 4 jets (deco) 0.736 0.185 0.632
e + >5 jets 0.731 0.206 0.548
e + >5 jets (deco) 0.748 0.208 0.603
μ + 3 jets 0.765 0.217 0.677
μ + 3 jets (deco) 0.764 0.217 0.681
μ + 4 jets 0.739 0.185 0.636
μ + 4 jets (deco) 0.739 0.185 0.649
μ + >5 jets 0.710 0.167 0.570
μ + >5 jets (deco) 0.717 0.174 0.593
Table 5.2: Area of the background rejection versus signal efficiency function (ROC-integ.), sep-
aration and significance, as defined in the text, with and without linear decorrelation.
Figure 5.18: Normalized response of the likelihood classifier evaluated on the application sample
showing the separation between tt¯ and W+Jets in the electron channel.
Figure 5.19: Normalized response of the likelihood classifier evaluated on the application sample
showing the separation between tt¯ and W+Jets in the muon channel.
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Figure 5.20: Template of the data and stacked templates of the six physics processes considered
in the electron channel.
Figure 5.21: Template of the data and stacked templates of the six physics processes considered
in the muon channel.
evaluation of the response. The result is shown in Figure 5.22 for the electron and muon
channel with four jets: the output of the training sample (data points) is drawn on top
of the independent test sample (solid distribution). Analogous results are obtained for
the other channels. No significant difference in the classifier performance is observed
implying that the method used is free from overtraining problems.
5.3 Extraction of the cross section
The cross section is extracted in a maximum likelihood template fit based on the numer-
ical minimization program MINUIT [107]. The fitter takes as input the templates of the
Figure 5.22: Overtraining check in the electron (left) and muon (channel) with four jets.
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data, of the signal and of the backgrounds. These come in the form of one-dimensional
histograms divided into twenty bins (see Figure 5.20 and 5.21). Before the fit, the tem-
plates relative to the six analysis channels are placed side by side and treated as one
large one-dimensional histogram with 120 bins, i.e. the fit is performed simultaneously
in the six channels.
The construction of the likelihood function to be minimized starts from an extended
maximum likelihood function defined as the product of independent Poisson probabili-
ties for each bin of this histogram:
L0(μ) =
∏
k
μnkk exp[−μk]
nk!
. (5.11)
Here, nk is the number of events observed in the k-th bin of the data templates and
μk is the expected number of events in the same bin, calculated from the sum of the
bin entries of the signal and background templates. μk must depend on the the overall
template normalization:
μk(β) =
∑
j
βjνjk (5.12)
where the sum index j runs over all the physics processes, νjk is the number of entries
of the process j in the kth bin and βj describes the normalization of the physics process
j. The parameters βj are the free parameters of the fit, adjusted in the minimization of
− ln (L) to fit the data. Since the templates for signal and backgrounds are normalized
to the integrated luminosity of the data set used, the parameters βj are initially set
to 1.0. Gaussian constraints Δj for the βj parameters can be included by multiplying
L0(μ) with: ∏
j
1√
2πΔj
exp
[
−(βj − 1)
2
2Δ2j
]
(5.13)
There are in total 16 β parameters. The tt¯ signal templates are assumed to be 100%
correlated across the six channels. The parameter that drives their normalization, β0, is
the parameter of interest: β0 = σtt¯measured/σtt¯theory which is left unconstrained in the fit.
The relative normalization of the W+Jets templates in the six channels is not expected
to be accurate and hence the fit employs six normalization parameters. The templates
of the smaller backgrounds, Z+Jets, single top and di-boson production, are treated as
100% correlated across the six channels and there are three β parameters driving their
normalization. As discussed in Section 4.3.2, the QCD background is obtained by means
of data-driven methods which predict both shape and normalization of this background.
As for W+Jets, each channel is assigned an independent normalization parameter for a
total of six QCD normalization parameters.
Each systematic uncertainty comes in the form of two additional sets of templates:
besides the nominal ones, each process has in each channel a template created with
the upper one-standard deviation of a systematic source and another one created with
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the lower one-standard deviation of the same source1. Because of the thresholds in the
event selection, the systematic templates obtained by raising and lowering the value of
the systematic parameter are, in general, expected to have a different normalization.
At the same time, altering the value of the systematic sources results in an overall
distortion in the shape of the template spectra. A typical example is the jet energy
scale uncertainty which affects all jet energies in an event in the same direction. The
systematic uncertainties are included in the fit via parameters δi which are nominally
set to δi = 0 with a one-standard deviation set to δi = ±1. To transform them in
continuous parameters, the fitter interpolates the parameters δ quadratically between
δ ∈ [−1,+1] using Lagrange polynomials and linearly outside this range [110]. This
general technique is called vertical morphing. The δ-parameters are included in the
likelihood function by rewriting the expected number of entries for the process j in the
k-th bin, νjk in Equation 5.12, as a function of “morphing” parameters εjik which are
functions of the parameters δi. Their explicit form is given by:
εjik(δi) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
λ+jik + (δi − 1)
{(
3
2λ
+
jik − 1
) (
1
2λ
−
jik − 1
)}
for δi > +1
1
2δi
{
(δi − 1)λ−jik + (δi + 1)λ+jik
}
− (δi − 1)(δi + 1) for |δi| ≤ +1
λ−jik + (δi + 1)
{(
−12λ+jik + 1
) (
−32λ−jik + 1
)}
for δi < −1
(5.14)
where λ±jik is the expected number of entries in the k-th bin of the systematic template i
of the process j divided by the number of entries in the same bin of the nominal template
of the same process:
λjik =
ν±jik
ν±jk
. (5.15)
An illustrative example of how template morphing works is given in Figure 5.23 for
a simplified scenario in which there is only one systematic source. When there are
multiple systematic sources, the expected number of entries per bin in Equation 5.12 is
multiplied by the factor∏i εjik(δi). A Gaussian constraint is applied to the δ-parameters
by multiplying L0(μ) with:
1√
2π
exp
(
−δ
2
i
2
)
. (5.16)
This technique allows the inclusion of those systematic sources in the likelihood function
which can be assumed to follow a continuous distribution. In cases where this assump-
tion cannot be considered accurate the effect of the systematic uncertainty is evaluated
outside the fit, as described in Section 5.3.1.
Finally, to take into account the statistical uncertainty in the templates due to finite MC
samples, the expected number of events in a bin is treated as a Gaussian with uncertainty
σbink following a simplified approach of the method suggested in [23]. The uncertainty
is obtained from the quadratic sum of the uncertainties of each template, which in turn
1Since the fitter always expects for each systematic uncertainty two additional templates for the up
and down variations, the templates relative to one-sided systematic sources are symmetrized before
the fit with respect to the nominal ones
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are given by 1/∑w2b where wb are the weights of each entry in the bin. The expected
number of events, μk in Equation 5.11, is multiplied with a nuisance parameter δbink and
the likelihood function is multiplied for each bin with a Gaussian constraint of the form:
1√
2π
exp
[
−(δ
bin
k − 1)2
2(σbink )2
]
. (5.17)
Besides minimizing − ln (L), MINUIT includes methods designed to analyze the shape
of the function around the minimum to evaluate the uncertainty in the parameter values.
In particular, the uncertainty in all β and δ parameters is extracted both with HESSE
from the second derivatives of − ln (L) at the minimum and with MINOS which finds
asymmetric positive and negative errors by varying the parameters one at a time and
searching the value for which the function minimum shifts by a certain fixed amount.
5.3.1 Pseudo-experiments
For many purposes it is useful to create distributions of pseudo-data to be used in
the fit in place of the real data. The pseudo-data have the form of regular templates:
binned distributions ranging from zero to one. To create distributions of pseudo-data
the following procedure is followed in each channel:
• each β and δ is shifted by a random number drawn from a Gaussian distribution.
The Gaussian is truncated at ±1.25 to prevent the δ parameters to go too far in
the linearly extrapolated region;
• the nominal templates are shifted according to the modified parameters;
• the total estimate is obtained by summing over the modified templates;
• new bin entries are drawn from a Poisson distribution with mean μ which is set,
for each bin, to the original number of entries.
A pseudo-experiment (PE) consists in fitting the pseudo-data using the same templates
used to fit the real data.
To evaluate the impact of a given systematic uncertainty on the cross section, two sets
of PEs are performed: in one the δ representing the uncertainty under study is fixed to
+1 and in the other to –1. In both cases a fit to the distribution of pseudo data is per-
formed and the extracted β0 is stored in a histogram. The same procedure is repeated
3000 times and as a last step the distribution of the fitted β0 is fitted to a Gaussian
to extract the mean value. The up and down deviations of the mean value obtained
with the parameter δi fixed to ±1 from the β0 obtained in the nominal fit represents the
systematic uncertainty contribution of the source i. The relative up and down deviations
are added in quadrature to the other systematic uncertainties of the cross sections.
PEs are also used to evaluate the expected statistical and systematic uncertainties. The
first one is defined as the standard deviation of the distribution of fitted β0 obtained
in a set of PEs without δ parameters. For the evaluation of the second one, a set of
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Figure 5.23: An illustration of template morphing as a function of δ inside and outside the re-
gion of quadratic interpolation. For δ ∈ [−1,+1], templates change shape ranging
from the down to the up systematic template. In its default setup, δ = 0 and the
template coincides with the nominal case.
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PEs is performed with all the δ parameters that are normally included in the fit. In
this case, the estimate is obtained by quadratically subtracting the expected statistical
uncertainty from the standard deviation of fitted β0 distribution.
To evaluate the uncertainty stemming from the limited MC statistics of the templates
PEs include Gaussian shifts of the bin entries prior to the shifts drawn from the Poisson
distribution. For each bin, the Gauss function mean value is set to the bin content and
its standard deviation to its statistical uncertainty. The Gaussian shifted bin entries are
the new expectation values for the Poisson distributions. By quadratically subtracting
the expected statistical uncertainty previously evaluated from the standard deviation of
fitted β0 values, an estimate of the uncertainty due to the limited MC statistics in the
templates is obtained and added in quadrature to the uncertainty on the cross section.
5.4 Sources of the systematic uncertainties
The sources of systematic uncertainty affecting the tt¯ cross section can be divided into
two main categories: those affecting the single physics objects like leptons and jets stem
from MC mismodeling and limited knowledge of the detector response. The second type
comes from the choice of a model for the description of a physics process, like the choice
of a given MC generator or data-driven technique. Because of their very different nature
systematic uncertainties come in different forms: most of the object-based systematic
uncertainty represent the one-stadard deviation of a parameter whose default value is
used in the nominal analysis. These systematics are included in the fit and constrained
directly from the data. On the other hand, most uncertainties falling in the second
category must be evaluated by comparing the chosen model with another available one.
In such cases the systematic uncertainties cannot be included in the fit due to their
discrete nature and hence the impossibility of treating their δ-parameter as continuously
varying in the range set by their symmetrized templeats.
5.4.1 Systematic uncertainties affecting the muons
Scale factors
The muon reconstruction, trigger and identification scale factors described in Section
4.1.2 are applied to all simulated processes. In the nominal analysis the central values
of the three scale factors are multiplied and used to weigh each MC event passing the
selection in the muon channel. To obtain templates representing the upper and lower
one-standard deviation of these correction factors, the MC events are weighed with the
nominal weights to which the combination2 of the upper errors is added or from which
the combination of the lower errors is subtracted.
2Using the standard error propagation law, the relative errors of the three scale factors are added in
quadrature
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Momentum scale and resolution
As mentioned in Section 4.1.2, the muon momentum in MC is scaled and smeared to
match the momentum scale and resolution observed in data. Since the modification is
performed before the muon selection, this procedure modifies the acceptance. The upper
and lower one-standard deviations of the momentum smearing and scaling factors 3 are
applied one at a time for the creation of systematic templates. In particular, the muon
momentum components measured from the inner detector and the muon spectrometer
are smeared up and down separately. The fitter takes as input two sets of templates en-
coding the (up and down) variation of the muon momentum scale and four sets encoding
the (up and down) variation of the smearing factors of each momentum component.
5.4.2 Systematic uncertainties affecting the electrons
Scale factors
The MC events passing the electron-channel selection are weighted with the electron
reconstruction, identification and trigger scale factors (Section 4.1.3). Analogously to
the muon channel, these corrections are provided with the ±1σ uncertainties which are
combined separately and applied to the MC to obtain up and down systematic templates.
Momentum scale and resolution
Since the MC does not reproduce the data resolution, the electron momentum smearing is
necessary for MC events (Section 4.1.3). The ±1σ uncertainty associated to the smearing
factors are applied one at a time to obtain up and down systematic templates. Energy
scale corrections for electrons are applied to the data. The up and down systematic
uncertainties of the scales are propagated to MC events.
5.4.3 Systematic uncertainties affecting the jets
Jet energy scale
As described in Section 2.3.3, the jets are calibrated with the EM+JES calibration
scheme which employs the GEANT4 based full detector simulation and uses data-MC
comparisons to derive the calibration constants. The uncertainty of this calibration is
derived by the combination of the following sources:
• uncertainty in the calorimeter response to jets which is obtained from simulation
studies and test-beam results of single particle response uncertainty. This uncer-
tainty component is parameterized as a function of jet η and pT and it is found to
vary between 1.5% and 4 % [68];
• uncertainty due to mis-modeling of the signal-to-noise ratio of calorimeter cells in
MC. Discrepancies between the simulated noise and the real noise in data leads
3The muon momentum smearing and scaling factors as well as their uncertainties are centrally provided
in ATLAS.
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to differences in the cluster shape and to the presence of fake topo-clusters (Sec-
tion 2.3.3). The effect of this uncertainty component on jet response was studied
thoroughly by e.g. reconstructing topo-clusters and thereafter jets in MC using
the noise measured from data. The maximal observed change in jet response was
found to be below 3% in the whole pseudorapidity range [68];
• uncertainty in the simulated description of detector material which affects the jet
energy scale because the EM+JES calibration scheme relies on MC and therefore
on the detector description. In order to estimate this uncertainty component, simu-
lated detector geometries have been studied which include systematic variations of
the amount of material based on test-beam as well as collision data measurements;
• uncertainty in the modeling of the fragmentation and the underlying event as
well as the uncertainty in the choice of the MC event generator of the simulated
samples used to derive the calibration constants. This is obtained by comparing
the baseline PYTHIA samples to ALPGEN+HERWIG+JIMMY samples and to
other PYTHIA samples generated with increased final state radiation [152];
• uncertainty due to the relative calibration of the jet energy scale in the end-cap and
forward regions. The need of this calibration originates from the η-dependence of
the jet calorimeter response due to the different technology used and the varying
amount of dead material in front of the calorimeters. The relative calibration
and its uncertainty are obtained by studying the transverse momentum balance of
central and forward jets in di-jet events4;
• uncertainty due to the presence of close-by jets. The systematic uncertainties
outlined so far are obtained studying isolated jets. However, the realistic scenario
for tt¯ is characterized by a busy environment of multi-jet events. An additional
uncertainty for non-isolated jets is derived from comparison of data and MC events
and parameterized as a function of jet pT and angular distance ΔR with the closest
jet. It is found to be below 3% [66];
• uncertainty due to different calorimeter response to gluon-initiated and light-quark-
iniatiated jets. The systematic uncertainties outlined so far are obtained studying
inclusive jets. This uncertainty component takes into account the fact that jet
fragmentation and showering properties are correlated with the flavor of the parton
initiating the jet and can influence the calorimeter response. An additional term
in the jet energy scale uncertainty is derived as described in [69] for event samples
that have a different flavor content than the nominal MC simulation sample;
• uncertainty due to different calorimeter response to heavy-quark initiated jets.
This uncertainty component is applied to all MC jets initiated by a b-quark. It was
obtained studying systematic variations of the MC simulation. This uncertainty
4Exploiting the fact that, in di-jet events, the two jets are expected to have opposite transverse mo-
mentum due to transverse-momentum conservation
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pT [GeV] Uncertainty (%)
20-40 2.50
40-80 2.00
80-210 1.70
210-600 1.10
>600 0.76
Table 5.3: Contribution to the jet energy scale uncertainty due to different calorimeter response
to b-quark initiated jets. These numbers are centrally provided in ATLAS.
pT [GeV] 0 < |η| < 2.1 2.1 < |η| < 4.5
20-50 5% 7%
50-100 2% 3%
>100 0% 0%
Table 5.4: Contribution to the jet energy scale uncertainty due to additional soft interactions
in the same bunch crossing. These numbers are centrally provided in ATLAS.
is parameterized as a function of b-jet pT and the values used in the analysis are
listed in Table 5.3;
• uncertainty due to multiple soft interactions in the same bunch crossing (in-time
pile-up) which produce additional energy deposits that are reconstructed within
the jets. In the calibration of the jet energy scale, an average offset correction is
calculated as described in Ref. [67] and applied to account for the average increase
of jet energy due to pile-up. The uncertainty of this offset correction is parame-
terized as a function of jet η and pT . The values used in the presented analysis are
listed in Table 5.4.
The total jet energy scale uncertainty is derived (by a dedicated group of experts) by
considering all the sources described above and it was evaluated on data collected in
2010, except for the contributions due to pile-up which was derived from studies of
the 2011 data set and the b-jet scale uncertainty which was derived from MC in 2011.
The final fractional jet energy scale systematic uncertainty for the sources evaluated in
2010 is shown in Figure 5.24, together with the individual contributions. The additional
contributions due to the presence of pile-up and b-quark initiated jets are added in
quadrature to it.
The up and down systematic templates for the jet energy scale uncertainty are created
by adding and subtracting the total JES calibration uncertainty from the energy and
momentum of all the jets before event selection. Since the individual components are
considered together, the JES calibration uncertainty is assigned one δ-parameter in the
fit.
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Figure 5.24: Fractional jet energy scale systematic uncertainty as a function of jet transverse
momentum in the calorimeter barrel (left) and end-cap (right) [68].
Jet energy resolution
To study the systematic effect of the jet energy resolution on the tt¯ cross section, the jet
transverse momentum and energy in MC simulated events are smeared up and down be-
fore the event selection and systematic templates are created accordingly. The smearing
factors are provided centrally in ATLAS [147].
Jet reconstruction efficiency
A systematic uncertainty is assigned to the jet reconstruction efficiency of the calorime-
ters. This was calculated by a dedicated group of experts with the Tag and Probe
method applied to QCD di-jets events by matching jets reconstructed with the anti-kt
algorithm seeded by selected tracks in the inner detector with jets reconstructed with
the anti-kt algorithm seeded by topological clusters at the electromagnetic scale in the
calorimeters [45]. The Tag and Probe efficiency was defined as the number of probe jets
reconstructed by tracks and matched to calorimeter jets divided by the number of all
probe track jets, given a tag jet reconstructed from tracks and matched to a calorime-
ter jet. In the analysis, jets are randomly discarded according to their reconstruction
efficiency which is parameterized as a function of the transverse momentum and the
pseudorapidity of their topological clusters. This uncertainty is by construction one-
sided and therefore the “down” variation is created before the fit by symmetrizing the
set of templates relative to it with the respect to the nominal templates.
5.4.4 Systematic uncertainties affecting the missing transverse energy
Soft-jet and cell-out uncertainty
As described in Section 2.3.5, the missing transverse energy is a function of the measured
energy of all the physics objects produced in the event plus the energy of clusters that,
after event reconstruction, are associated to none of the physics objects (ECellOut in
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Equation 2.11). Each of these objects has an uncertainty related to its energy scale and
resolution. Every time the energy of muons, electrons and jets is scaled or smeared for
systematic studies, the missing transverse energy is corrected accordingly (Section 4.1.5).
Therefore the uncertainty of the missing transverse energy stems explicitly only from the
energy scale uncertainty of the topological clusters associated to soft jets (ESoftJets in
Equation 2.11) and those not associated to any physics object. Clearly, these two sources
of uncertainty are 100% anticorrelated (if the energy of the soft jets is scaled up, the
remaining energy in the calorimeter has to be scaled down to ensure energy conservation
and vice versa) and therefore they are both included in the same set of systematic
templates. These uncertainties are provided centrally in ATLAS [73].
Pile-up uncertainty
The uncertainty related to additional energy deposits left in the calorimeters by events
coming from secondary soft interactions occurring in the same or in neighboring bunch-
crossings has to be treated 100% correlated with the soft-jet and cell-out uncertain-
ties. The pile-up uncertainty is taken into account by adding to their up and down
variations a flat 10% uncertainty, as agreed upon within the ATLAS collaboration.
Given the technical complexity of implementing these three systematic uncertainties, the
centrally-distributed tool which recalculates the missing transverse energy mentioned in
Section 4.1.5 is also provided with functions that can handle their correct treatment.
LAr Hole
As described at the end of Section 3.3, a dead region in the liquid-argon electromagnetic
calorimeter (LAr Hole) had to be simulated in the analysis to reproduce a hardware
failure occurred during the data taking period in early 2011. The systematic uncertainty
related to the presence of the LAr Hole is accounted for thanks to a dedicated software
package distributed by the ATLAS collaboration and it is included in this analysis by
means of an additional nuisance parameter in the fit.
5.4.5 Systematic uncertainties affecting the modeling of tt¯ events
Signal generator
The uncertainty due to the choice of MC@NLO as nominal generator of tt¯ events is stud-
ied by considering a second NLO generator: POWHEG. As discussed in Section 3.2.1,
POWHEG is interfaced, like MC@NLO, with HERWIG/JIMMY thus isolating the effect
of using an independent simulation of the hard partonic process. The systematic tem-
plates created using POWHEG can not be symmetrized because of the non-continuous
nature of this source of uncertainty. Its effect is addressed by obtaining the shift in the
tt¯ cross section by means of running pseudo-experiments as described in Section 5.3.1.
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Hadronization
An uncertainty is assigned to the usage of the hadronization model provided by HER-
WIG/JIMMY (Section 3.2.1) in the nominal tt¯ samples. Since the nominal generator of
the hard process MC@NLO can only be interfaced with HERWIG/JIMMY, POWHEG
samples interfaced with PYTHIA are employed to generate systematic templates which
have to be scaled to the difference between MC@NLO and POWHEG when both inter-
faced with HERWIG/JIMMY. After running pseudo-experiments, the relative shift in
the cross section with respect to the nominal value is quoted as systematic uncertainty.
Initial and final state radiation
In Section 3.2.1 it was described how tt¯ samples with increased and decreased initial
and final state radiation are generated with AcerMC and PYTHIA to allow systematic
studies. The templates obtained with these samples are normalized to the bin-by-bin
ratio between templates obtained with an AcerMC sample with nominal amount of initial
and final state radiation and the default MC@NLO templates. These systematic sources
arise from the variation of model parameters that are continuous as they represent or
multiply the energy scales controlling the physics process. Therefore the initial and final
state variation templates are included in the fit with individual parameters.
5.4.6 Systematic uncertainties affecting the background processes
W+Jets shape
The impact of the variation of the most relevant ALPGEN parameters on W+Jets events
is studied by means of weights derived by comparing kinematic distribution obtained
at generator level using different settings. The most significant ALPGEN parameters
have been found to be the functional form of the factorization scale (iqopt) and the
transverse momentum threshold for parton matching (ptjmin). More details about these
parameters can be found in [131]. The event weights are centrally provided by the
ATLAS collaboration. These are discrete sources of uncertainty and therefore they are
evaluated outside the fit by means of pseudo-experiments.
QCD shape
A second QCD estimate obtained with a different data-driven model can be used in both
channels to estimate the uncertainty in the shape of the QCD background templates. In
the electron channel, a method sometimes called cut-reversal or anti-electron method is
used in which the QCD contribution is estimated in a side-band region characterized by
EMissT < 35 GeV and an electron selection similar to the one described in Section 4.1.3
but with some identification requirements inverted with respect to the standard ones. A
template fit to data which also includes the contribution of tt¯, W/Z+Jets, single top and
di-boson production is performed to obtain the best QCD normalization which is then
extrapolated into the signal region. A data sample containing the QCD estimate relative
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to the data set considered for the analysis presented and obtained with this alternative
method is centrally provided.
In the muon channel, the largest difference between the average estimate and either
of the two matrix-method implementations described in Section 4.3.2 is used as shape
systematic uncertainty as agreed upon in the ATLAS Top Working Group. The QCD
shape uncertainty is evaluated outside the fit by means of pseudo-experiements.
5.4.7 Background normalization
Uncertainties in the predictions of the background processes are accounted for with the
use of the β parameters that drive their normalization in the fit.
As stated before, there is a total of six β parameters for the normalization of W+Jets. As
a function of jet multiplicity, they are assigned increasing Gaussian constraints: 42% in
the 3-jet channel, 48% in the 4-jet channel and 54% in > 4-jet channel. Their magnitudes
are motivated by the theoretical uncertainty of 4% on inclusive W+Jets production
combined with the uncertainty of the theoretical “Berends scaling” hypothesis that the
ratio of W + n jets to W + (n + 1) jets is expected to be approximately constant as a
function of n [30, 82]. The number of W events in the n-jet sample can thus be estimated
as:
Nn−jetW = N
2−jet
W ·
n∑
i=2
(
N2−jetW
N1−jetW
)i
(5.18)
The scaling-assumption validity is affected by an irreducible systematic uncertainty
which, based on the results in [16] for the predictions of the ratio W + (n + 1)/W + n
from different MC generators and generator settings at parton level, was found to be
24%. Although the same argument holds for Z+Jets, this background is rather small
and its overall normalization is constrained to 30%.
For di-boson and single top production, the uncertainty on their theoretical cross sec-
tions, which is 10% and 5% respectively, added in quadrature to the uncertainty on the
luminosity, is used.
Lastly the six normalization parameters employed for QCD are given Gaussian con-
straints which reflect the uncertainty of the data-driven technique used to estimate this
background, which is 50%.
5.4.8 Luminosity calibration
The calibration of the ATLAS luminosity scale is based on van der Meer scans [160].
The systematic uncertainty on the luminosity calibration is measured as described in
Ref. [70] and it was found to be 3.7%.
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A first fit which includes only the normalization parameters is performed and the cross
section extracted is:
σtt¯ = 179.72+3.80−3.78 pb. (5.19)
Since the systematic uncertainties are not considered, the errors in Equation 5.19 are to
be interpreted as the statistical uncertainty of the cross section 5. The values of the β
parameters preferred by the fit are listed in Table 5.5: they suggest that the predictions
for W+Jets overestimate this background in all channels (their best value is consistently
smaller than one). The errors for β0 extracted in the fit can be compared with the
expected statistical uncertainty obtained in a series of PEs as described in Section 5.3.1
which, as Figure 5.25 shows, is of the same order. The data-MC comparison after the
fit is shown in Figure 5.26: this is the 120-bin histogram that the fitter creates before
the fit by placing the templates of different channels side-by-side scaled by the value of
the βi evaluated in the fit. The ratio between data and normalized MC predictions is
plotted at the bottom of this figure.
The fit is also performed in the electron and the muon channel separately. In the electron
channel the cross section extracted is:
σtt¯ = 173.94+6.37−6.33 pb (5.20)
and in the muon channel:
σtt¯ = 182.75+4.65−4.63 pb. (5.21)
The larger statistical error reflects the fewer data available in each of the two channels
compared to the combined one: the statistics available in the electron channel is par-
ticularly small due to the tighter selection criteria. Both measurements agree with the
combined one within their uncertainties.
The inclusion in the likelihood function of the δ parameters assumed to be continuous
yields the cross section:
σtt¯ = 178.91+6.71−6.33 pb. (5.22)
The uncertainty in Equation 5.22 is the statistical one combined with the uncertainty
stemming from the systematic sources included in the fit. To isolate the contribution
of the systematic uncertainty only, the relative statistical uncertainty is quadratically
subtracted from the relative combined one. A contribution of about 3% is found, which
agrees with the expected systematic uncertainty from the fit estimated in a series of
PEs that included the δ parameters. This can be seen from the standard deviation of
the Gaussian distribution of fitted β0 values shown in Figure 5.27 (left) from which the
expected statistical uncertainty has to be quadratically subtracted. On the right-hand
side of Figure 5.27, the pull of β0 is shown, defined as the difference between the fitted
β0 from each PE and β0 from the nominal fit, normalized to the uncertainty of the fitted
5The uncertainty in the total luminosity, which is 3.7%, is never included until explicitly specified.
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Figure 5.25: Distribution of fitted tt¯ cross sections obtained in a series of 1000 PEs without δ
parameters. The standard deviation of this distribution is taken as the a-priori
statistical uncertainty.
Parameter Value Error Error Up Error Down
β(tt¯) 1.0921 0.0226 0.0231 -0.0230
β(W→ μ + 3 jets) 0.9513 0.0341 0.0372 -0.0374
β(W→ μ + 4 jets) 0.8476 0.0663 0.0759 -0.0760
β(W→ μ + 5 jets) 0.9405 0.1141 0.1223 -0.1219
β(W→ e + 3 jets) 0.9961 0.0418 0.0464 -0.0466
β(W→ e + 4 jets) 0.8328 0.0690 0.0751 -0.0754
β(W→ e + 5 jets) 0.8083 0.0842 0.0891 -0.0891
β(Z+Jets) 1.0015 0.2373 0.2584 -0.2565
β(Single top) 1.0085 0.1055 0.1059 -0.1058
β(Diboson) 1.0038 0.0620 0.0620 -0.0620
β(QCD in μ + 3 jets) 1.2623 0.2021 0.2172 -0.2168
β(QCD in μ + 4 jets) 0.9170 0.3583 0.4063 -0.4067
β(QCD in μ + 5 jets) 0.8972 0.4083 0.4337 -0.4349
β(QCD in e + 3 jets) 0.5421 0.2013 0.2183 -0.2173
β(QCD in e + 4 jets) 1.1856 0.2964 0.3171 -0.3154
β(QCD in e + 5 jets) 0.5018 0.3912 0.4074 -0.4065
Table 5.5: Best values and uncertainties of the β parameters in a fit without δ parameters.
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Figure 5.26: Data-MC comparison after a fit which includes only the normalization parameters
β of the six physics processes.
β0. For the uncertainty to be reliable, the pull distribution is expected to be consistent
with a unit normal distribution, which is verified in Figure 5.27.
Figure 5.28 shows the data-MC comparison after the fit. From the values of the χ2 and
Kolmogorov statistical tests of compatibility printed in Figure 5.26 and Figure 5.28 we
see that the presence of morphing parameters allows the fit to adjust the shape of the
templates and to achieve a higher data-MC agreement. The best values of all the fit pa-
rameters included in the fit are listed in Table 5.6. The normalization of W+Jets is now
closer to unity. This implies that the previous apparent overestimate of this source was
a result of shape distortion that a fit without morphing parameters could not compen-
sate. The values of the δ parameters are small, i.e. within their one standard deviation,
but for some of them the uncertainty is large suggesting that the fit cannot constrain
them very well. This situation arises for nuisance parameters to which the likelihood
only has little sensitivity and thus the magnitude of that systematic uncertainty is dom-
inated by the external uncertainty provided by the systematic templates [161]. If the
likelihood function is sufficiently sensitive to some particular δ parameter, the fit to the
data provides a stronger in-situ constraint. This reduction of uncertainty is the essential
strength of parameterized likelihood fits. As an illustrative example it is worth noting
that δ(JES) has a smaller uncertainty implying that the fit has sufficient sensitivity to
this systematic uncertainty and can constrain it beyond the a priori uncertainty. The
sensitivity of the fit to the jet energy scale comes from the relative normalization of
the three different jet multiplicity bins as well as the inclusion of the leading jet pT as
discriminating variable.
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The negative logarithm of the profile likelihood ratio [76] is shown in Figure 5.29: this
function is smooth in a large range, with a minimum at the expected value of β0 and
no other critical points. In the same figure it is possible to see a zoom of the minimum
showing the points at which the errors of β0 are defined.
The cross section extracted in the electron channel when the systematic uncertainties
are considered is:
σtt¯ = 172.44+9.20−8.88 pb. (5.23)
and in the muon channel:
σtt¯ = 185.45+8.88−8.48 pb. (5.24)
As before, the measurements in the individual channels agree with the combined one.
The morphing parameters δ in the three scenarios are displayed in Figure 5.30. The
values show that the fitter prefers to morph the templates of the two separate channels
in a slightly different way, with the combined case often being a compromise. In par-
ticular, it seems that the degrees of freedom offered by the final state radiation and the
soft jet systematic templates are used to morph the templates of the electron and the
muon channel in different “directions” when they are fitted separately, probably to cover
distinct shape discrepancies in the individual channels.
It is useful to study the sources of systematic uncertainty in more details by isolating
their individual contributions. This is done by performing a fit in which the systematic
source under study is kept fixed at the value found by the nominal fit: the uncertainty
in the cross section calculated by the fit in this case is the combination of the statisti-
cal uncertainty with all the other systematic sources. Hence, the quadratic subtraction
of the relative total uncertainty and the relative uncertainty without a given δi is an
estimate of the contribution of the systematic source i to the total uncertainty. The
individual contributions of all systematic sources obtained as described above are listed
in Table 5.7. It is worth noting that these contributions do not add up to the total
uncertainty returned by the fit. This is expected since this procedure does not take into
account parameter correlations that manifest themselves in the fit.
The contribution from the sources which are not included in the fit is evaluated as de-
scribed in Section 5.3.1 and listed in the lower half of Table 5.7. These are added in
quadrature to the total systematic uncertainty from the fit to give a total systematic
uncertainty for the cross section measurement of about 5%. Finally, the uncertainty in
the total luminosity, which is 3.7%, is added in quadrature to the combined statistical
and total systematic uncertainty. The final result for the total production cross section
of tt¯ pairs decaying in the single lepton channel is thus:
σtt¯ = 178.9+3.8−3.8(stat.)+9.5−9.1(syst.)+6.6−6.6(lumi) pb = 178.9+12.2−11.8 pb. (5.25)
The cross section obtained agrees very well with the measurement presented in [71].
While the central values and their total uncertainty are comparable to each other, some
systematic sources give a different contribution. Table 5.8 summarizes the individual
contributions of systematic uncertainty to the cross section in both analyses: here the
sources belonging to the same object or model have been combined to give one total
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contribution. The uncertainty in the cross section stemming from uncertainties in elec-
trons and muons are comparable with those presented in [71]. The different contribution
of the systematic uncertainty coming from the jets may be attributed to the different
treatment of the jet energy scale uncertainty. In this analysis the effect of this uncer-
tainty has been parameterized with one nuisance parameter in the likelihood function:
δ(JES). This treatment is usually not satisfactory for compound systematic sources like
the jet energy scale which, as described in Section 5.4.3 receives contributions from mul-
tiple different sources. The reason is that in such cases opposite miscalibrations from
individual sources (e.g. the miscalibration of one source tends to overestimate the jet
energy scale and another one to underestimate it) may have a net null effect when the
two sources are moved together up and down in a rigid way leading to an overconstrain
of the global uncertainty [161]. A cure to this would be to add flexibility to the model by
splitting JES into uncorrelated sources that can effectively be described by a nuisance
parameter. This gives more degrees of freedom to the fit who will be free to constrain the
individual contributions from the data. This is the approach adopted in [71] where JES
has been split in 10 different components which accounted separately for the uncertainty
in the jet calorimeter response, in the pseudorapidity dependence of the calibration, in
the modeling of jets, pile-up and the underlying event and in the calorimeter response
to light and heavy jet composition.
However, in October 2011 it was argued by the ATLAS physics coordination that the
JES uncertainties available for the analyses in Athena release 16 using data collected in
2011 were not suited for a dissection: the fact that these corrections are evaluated on
2010 data for a rather different experimental scenario with a lower cluster threshold, a
larger bunch spacing and less critical pile-up conditions render the use of the single com-
ponents meaningless on 2011 data. The ATLAS physics coordination thus encouraged
the use of the combined corrections supported by in-situ techniques.
To the purpose of understanding whether or not the use of a single nuisance parameter
for the jet energy scale uncertainty brings realistic results, its expected systematic un-
certainty is evaluated by means of PEs and found to be +1.9% and –2.4%6, i.e. larger
than the profiled results, suggesting that the uncertainty on δ(JES) is to some extent
underestimated in the fit. Given the care needed for the treatment of this specific sys-
tematic source, a conservative approach is due and the nominal measurement becomes
the one with the jet energy scale uncertainty evaluated outside the fit. As Table 5.7
shows, this does not provide a new central value but only an increased systematic un-
certainty stemming from the use of the larger jet energy scale expected uncertainty from
PEs. Therefore the central result of this chapter becomes:
σtt¯ = 178.9+3.8−3.8(stat.)+10.1−9.8 (syst.)+6.6−6.6(lumi) pb = 178.9+12.3−12.4 pb. (5.26)
Finally the last and perhaps more striking differences between this analysis and the one
presented in [71] are in the contributions of the generator and hadronization models. In
both analyses they have been evaluated outside the fit by means of PEs. However, in [71],
6The values are obtained after subtraction of the expected statistical uncertainty. The total relative
systematic uncertainty associated to jets now becomes +2.1% and –2.5%.
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Figure 5.27: Distribution of fitted tt¯ cross sections (left) obtained in a series of 1000 PEs with
δ parameters. The standard deviation of this distribution is taken as the a-priori
statistical uncertainty combined with the expected contribution of the systematic
uncertainties included in the fit. On the right, the pull of β0 is shown.
half of the difference in the cross section extracted for δi = +1, with i being the source
evaluated outside the fit, and the nominal one is quoted as symmetrized uncertainty.
The measured cross section will be compared with two theoretical predictions in the
next chapter.
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Parameter Value Error Error Up Error Down
β(tt¯) 1.0871 0.0391 0.0407 -0.0384
β(W→ μ + 3 jets) 0.9810 0.0474 0.0497 -0.0496
β(W→ μ + 4 jets) 0.9189 0.0930 0.0978 -0.0973
β(W→ μ + 5 jets) 0.9735 0.1445 0.1505 -0.1460
β(W→ e + 3 jets) 1.0581 0.0577 0.0616 -0.0606
β(W→ e + 4 jets) 0.9155 0.0937 0.0982 -0.0960
β(W→ e + 5 jets) 0.8774 0.1240 0.1284 -0.1244
β(Z+Jets) 0.9850 0.2483 0.2678 -0.2678
β(Single top) 0.9951 0.1064 0.1065 -0.1064
β(Diboson) 1.0019 0.0620 0.0620 -0.0620
β(QCD in μ + 3 jets) 1.3083 0.2532 0.2784 -0.2864
β(QCD in μ + 4 jets) 0.8431 0.3595 0.4084 -0.4077
β(QCD in μ + 5 jets) 0.9432 0.4144 0.4404 -0.4421
β(QCD in e + 3 jets) 0.5458 0.2531 0.2648 -0.2771
β(QCD in e + 4 jets) 1.1320 0.3011 0.3228 -0.3231
β(QCD in e + 5 jets) 0.5152 0.3949 0.4145 -0.4109
δ(JES) -0.2181 0.1674 0.1614 -0.1352
δ(Jet Efficiency) -0.1688 0.8836 0.8778 -0.8860
δ(JER) 0.1233 0.1010 0.0912 -0.0995
δ(FSR) -0.1813 0.3432 0.3986 -0.2916
δ(ISR) 0.2291 0.2197 0.2086 -0.2301
δ(μ SFs) 0.4090 0.8274 0.8250 -0.8041
δ(μ Energy Scale) -0.4560 1.2534 1.2391 -1.1219
δ(μ Momentum Smearing at MS) 0.0917 0.9432 0.8249 -0.9602
δ(μ Momentum Smearing at ID) 0.7590 0.5773 0.4914 -0.6616
δ(e SFs) -0.4126 0.9155 0.8996 -0.9073
δ(e Resolution Smearing) 0.4378 0.4725 0.4478 -0.4747
δ(e Energy Scale) -0.0663 0.3212 0.3208 -0.3137
δ(Missing ET LAr) -0.1923 0.5770 0.5943 -0.5798
δ(Missing ET SoftJet) 0.5739 0.3717 0.3240 -0.4207
δ(MC Generator) n/a n/a n/a n/a
δ(Hadronization) n/a n/a n/a n/a
δ(W+Jets Shape iqopt3) n/a n/a n/a n/a
δ(W+Jets Shape ptjmin10) n/a n/a n/a n/a
δ(QCD Shape) n/a n/a n/a n/a
Table 5.6: Best values and uncertainties of the β and δ parameters calculated by the fit. The
last five sources are not available because they are evaluated outside the fit.
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Figure 5.28: Data-MC comparison after a fit which includes the normalization parameters β
of the six physics processes and the morphing parameters δ of the systematic
uncertainties included in the fit.
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Figure 5.29: Negative logarithm of the profile likelihood ratio of the full fit as a function of
the tt¯ cross section parameter. The line in the zoomed region indicates where the
errors are defined.
Figure 5.30: Best values of the δ parameters in the combined fit and in the electron and muon
channel separately.
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Source This work Presented in [71]
Up (%) Down (%) Up (%) Down (%)
Jets 1.7 1.5 1.8 2.4
Muons 2.2 2.3 2.3 2.3
Electrons 1.8 1.6 1.5 1.7
EMissT 0.8 0.7 1.1 0.9
Generator 2.7 2.0 3.0 3.0
Hadronization 2.8 3.1 0.5 0.5
ISR/FSR 1.6 1.5 1.7 1.3
QCD Shape 0.5 0.7 0.4 0.4
W Shape 0.4 0.6 0.5 0.5
Table 5.8: Comparison of relative individual contributions to the total systematic uncertainty
presented in this work and in [71].
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The six quark flavors of the SM are arranged in three generations of very different mass
scales (Table 1.1). In QCD, they are also typically divided into light and heavy flavors
depending on whether their mass mQ is smaller or larger than ΛQCD: if mQ  ΛQCD
then the flavour is light, while for mQ  ΛQCD it is heavy. In applications of hadron
physics, u, d and s are light and they can be treated as massless 1; c, d and t quarks are
heavy and their mass can not be neglected 2.
The mass mQ of a heavy quark, therefore, is a key parameter in the heavy quark theory.
However, since the quarks can not be observed directly, there exists no natural definition
for mQ and theoretical consistency and convenience are the only guiding principles. The
first suggestion was, in analogy with quantum electrodynamics, the position of the pole
in the free quark propagator. It slowly turned out that this mass concept in QCD is
ill-defined as it does not allow a consistent inclusion of non-perturbative corrections.
New quark mass definitions were subsequently employed to allow for a stable extraction
of the quark mass parameter.
This chapter is organized as follows: in Section 6.1 the ambiguous concept of quark mass
in QCD is briefly discussed. In Section 6.2 the most common approaches to measure
the mass of the top quark experimentally are mentioned. Finally, Section 6.3 presents
the methods used in this analysis and the extraction of two theoretical top quark mass
parameters from the total tt¯ production cross section.
6.1 The concept of quark mass
6.1.1 The problem of the pole mass in QCD
In low-energy quantum electrodynamics, there is an obvious candidate for the mass me
of an isolated electron (or, in general, a non-colored elementary particle): this is given
by the position of the pole in the electron propagator. The mass me is gauge-invariant
and experimentally measurable. The equivalent definition of quark mass in QCD was
introduced in [142] and it is called “pole mass” (mpoleQ ). Explicit perturbative calculations
show that, like me, it is a gauge invariant quantity [156, 97, 42, 89]. However, quarks are
confined inside hadrons by the strong interaction and do not exist as isolated particles.
Unlike me, therefore, the quark pole mass can not be directly measured and exists only
as a theoretical construction.
1The mass of the quark s is about 150 MeV and thus only a little smaller than ΛQCD but the corrections
to the light SU(3) symmetry are reasonably small and the assumption is justified.
2There is an error associated with the fact that mc ≈ 1.5 GeV may not be very close to the asymptotic
limit mc  ΛQCD. See, for example, [86] for an estimation of this error.
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Despite this, the quark pole mass still represents a valid candidate in perturbative QCD:
the fact that it is well defined in each finite order of perturbation theory and that it is
introduced in a gauge invariant way made it, at first, a very popular choice. However,
as one attempts to determine mpoleQ to arbitrary high accuracy, divergent terms appear
in the perturbative series: infrared contributions lead to an intrinsic uncertainty in the
pole mass of order ΛQCD. The source of this uncertainty is discussed in [39] (see also
[38]) and summarized below.
The free quark propagator in perturbation theory is:
G(p) = 1
mQ(μ) − /p, (6.1)
where μ is the energy scale at which we are calculating the observable quantities and
the running mass mQ(μ) is the parameter entering the effective QCD Lagrangian L(μ).
G(p) has a pole at p2 = m2Q(μ) and therefore it describes a particle with mass mQ(μ).
The first order in αs accounts for the exchange of a gluon (represented by the diagram in
Figure 6.1 without internal “bubbles”) and the pole moves to p2  (mQ(μ) + μ · 4αs/3π)2
describing now a particle with mass m(1)Q = mQ(μ) + μ · 4αs/3π, which differs from the
mass in the Lagrangian mQ(μ). In any given order of perturbation theory, the pole
position shifts and so does the mass of the corresponding particle. The relation between
the pole mass and the running mass can be written in the following form:
m
(k)
Q = mQ(μ)
k∑
n=0
Cn
(
μ
m
)(
αs(μ)
π
)n
, C0 = 1 (6.2)
and it clearly depends on the order k of perturbation theory one considers. The problem
lies in the fact that the sum in Equation 6.2 does not converge to a reasonable number.
As described in [39], there may be more than one reason for the divergence to exist but it
is easy to identify a particular source in the so-called infrared renormalon singularity in
the perturbative expansion of the pole mass. As shown there, the mass shift is formulated
formally in perturbation theory (in the limit of large mQ compared to the gluon virtual
momentum k) by:
δmQ = mpoleQ − mQ(μ) =
8π
3 αs
∫
d3k
(2π)3
1
k2
. (6.3)
with an ultraviolet cut-off in the k integration implied at μ.
Summing over all the bubbles in Figure 6.1, is equivalent to replacing αs by the running
coupling αs(k2):
δmQ =
8π
3
∫
|k|<μ
d3k
(2π)3
αs(k2)
k2
. (6.4)
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Figure 6.1: Perturbative diagrams leading to the renormalization of the heavy quark mass.
The number of bubble insertions into the gluon propagator can arbitrarily generate
corrections in all orders of αs.
By expanding αs(k2) in a power series in α(μ2):
αs(k2) =
αs(μ2)
1 − (bαs(μ2)/4π) ln(μ2/k2)
= αs(μ2)
∞∑
n=0
(
bαs(μ2)
4π ln
μ2
k2
)n
(6.5)
where b = 11/3Nc − 2/3nf , Nc is the number of colors and nf is the active number of
quark flavors at the scale μ, the following series is obtained:
δmQ =
4αs(μ)
3π μ
∑
Cn
(
bαs(μ)
4π
)n
(6.6)
where the coefficients Cn are given by:
Cn =
∫ 1
0
dx
(
ln 1
x2
)n
. (6.7)
At large n these coefficients grow factorially
Cn = 2nn! (6.8)
and since they contribute with the same sign, one cannot define the sum of their con-
tributions. Therefore the best one can do is to define the pole position with an intrinsic
uncertainty: an optimal truncation of the series leaves us with an irreducible uncertainty
of order ∼ ΛQCD [39, 29]. The above perturbative corrections are an example of the so-
called infrared renormalons [129, 143, 137]. The fact that, beyond perturbation theory,
the on-shell quark propagator does not have a pole is a correspondence with the fact
that quarks are confined inside hadrons and can not be observed directly.
6.1.2 Short distance masses
The renormalon ambiguity associated with the large higher-order corrections to the pole
mass, which is the mass parameter in the on-shell renormalization scheme, is also asso-
ciated to any observable calculated in the same renormalization scheme. If one wants
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to achieve a higher degree of accuracy for the prediction of observable quantities that
depend on the mass of a quark, the use of mass parameters that can be defined to the
desired accuracy becomes compulsory.
A class of mass definitions which are free from non-perturbative (long-distance) ambi-
guities, called short-distance masses in the literature, has been investigated in the last
decades. Among these, m(μ) is the most popular choice. This is the mass defined in
the MS renormalization scheme [154, 22] which is related to the use of dimensional
regularization [155]. It is not a parameter of the effective Lagrangian; it is instead an ad
hoc combination of the parameters that is extremely convenient in perturbative calcu-
lations, particularly in the multi-loop calculations of mass-dependent inclusive physical
observables dominated by short-distances (for a review see [62]).
For many purposes, the relation between the m(μ) and the pole mass is required. It is
currently known to three loops [63, 135] and, for a given pole mass M , it reads:
m(μ)
M
= 1 + α
(nf )(μ)
π
[
−43 − lμM
]
+
(
α(nf )(μ)
π
)2 [
−3019288 − 2ζ2 −
2
3ζ2 ln 2 +
1
6ζ3
− 44572 lμM −
19
24 l
2
μM +
( 71
144 +
1
3ζ2 +
13
36 lμM +
1
12 l
2
μM
)
nl − 43
∑
1≤i≤nl
Δ
(
Mi
M
)⎤⎦
+
(
α(nf )(μ)
π
)3 [
z(m3)(M) +
(
−1656352592 −
25
3 ζ2 −
25
9 ζ2 ln 2 +
55
36ζ3
)
lμM
− 11779864 l
2
μM −
475
432 l
3
μM + nl
((10051
1296 +
37
18ζ2 +
2
9ζ2 ln 2 +
7
9ζ3
)
lμM +
911
432 l
2
μM
+ 1154 l
3
μM
)
+ n2l
((
− 89648 −
1
9ζ2
)
l2μM −
13
216 l
2
μM −
1
108 l
3
μM
)]
(6.9)
where ζ is Riemann’s zeta function with values ζ2 = π2/6 and ζ3 ≈ 1.202 057, lμM =
lnμ2/M2 and nl is the number of light quark flavors. The function Δ(x), where x is
the ratio of the on-shell mass of the light quarks Mi and M , arises from the two-loop
diagram with a second fermion loop [97]. Numerically, the result obtained in Ref. [135]
reads:
m(M)
M
= 1 − 43
(
αs
π
)
+
(
αs
π
)2
(1.04nl − 14.33) +
(
αs
π
)3
(−0.65n2l + 26.92nl − 198.70)
and it agrees very well with the results obtained in Ref. [63].
Until last year (2011), the top quark was the only quark whose mass was given in the
particle data listing in the on-shell renormalization scheme while the masses of the other
quark flavors were already specified in the MS scheme [139]. From 2012, all quark
masses are specified in the MS scheme.
Since m(μ) logarithmically diverges when μ → 0, it often happens, however, that the
MS mass is not the best choice to parameterize the low-energy processes. Recently
alternative mass definitions, known as threshold masses, have shown to lead to a better
behaved perturbation series than for the MS mass: these include the mass in the 1S
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Figure 6.2: Indirect determination of the top quark pole mass with (blue band) and without
(green band) the information from the direct Higgs searches al LEP, Tevatron and
the LHC [19].
scheme [104, 105], in the PS scheme [28] and in the kinetic scheme [93]. The particle
data listing also gives the value of the b-quark mass obtained in the 1S-scheme.
6.2 Experimental methods to extract the top quark mass
There are three fundamental approaches to measuring the top quark mass:
• indirect constraints from electroweak measurements;
• reconstruction of top quark decay products;
• extraction of the top quark mass from the production cross section.
The latest indirect determination of the top quark mass is presented in Ref. [19]. Fig-
ure 6.2, taken from this reference, shows the Δχ2 profile versus the top quark pole mass
mt with (blue band) and without (green band) the information from the direct Higgs
searches at LEP, Tevatron and the LHC. In both fits, the extraction of mt from the
production cross section performed by the D0 collaboration [8], indicated by the red
square, is not included. In the fit which includes the direct Higgs searches, the following
two 1σ regions are found:
mt = [173.5, 181.1]GeV and [184.3, 190.3]GeV (6.10)
of which the first one agrees within 1.1σ with the world average of top masses measured
from the reconstruction of the decay products, indicated by the red dot in Figure 6.2
[127]. The measurements of mt based on the reconstruction of the top quark decay
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products exploit the conservation of the invariant mass:
mt(i)2 = Pt(i)2 =
⎛
⎝∑
j
Pj(i)
⎞
⎠
2
(6.11)
where P denotes the four-momentum of a particle and the sum is over all decay products
j of the top quark t in the event i. A measurement based on the momenta of the decay
products might be expected to correspond more closely to a measurement of the pole
mass since the squared sum of four-momenta enters the denominator of the propagator.
However this statement seems to be not yet supported by a comprehensive theoretical
investigation. In general, the individual measurements which adopted this approach dif-
fer in how an observable that is related with the top quark mass is constructed from the
measured decay products. As an example, the technique most widely used first at the
Tevatron and then at the LHC is called “Template Method”. It relies on the comparison
of the data distribution of an estimator, which is correlated with the top quark mass,
with expected distributions from different simulated values of the top quark mass.
The rest of this chapter focuses on the extraction of the top quark mass from the pro-
duction cross section.
6.3 Mass Extraction from total production cross section
The method of mass extraction from total production cross section is based on the
comparison between the theoretical and the experimental mass dependence of the total
production cross section. In contrast to the mass extraction methods that rely on the
reconstruction of an estimator correlated with the mass, this technique allows us to de-
termine a mass parameter expressed in a well-defined renormalization scheme. Therefore
the advantage lies in the freedom of choosing a more convenient theoretical framework
in which the predictions are more precise. It will be shown in the next section that the
total production cross section of tt¯ pairs has an overall total uncertainty when expressed
in the terms of mt(μ) which is smaller than that expressed in the on-shell renormaliza-
tion scheme for the reasons discussed in Section 6.1.1 and 6.1.2. This is translated into
a smaller uncertainty in the extracted value of mt(μ) which can be eventually converted
to the pole mass definition. This approach has been adopted with slightly different im-
plementations by the DØ[8], ATLAS [79] and CMS [74] collaborations to extract both
the top quark pole and running mass. Similar analyses had already been performed with
LEP data to extract the b-quark mass [146, 41].
Theoretical predictions
Two independent theoretical predictions are considered. Figure 6.3 shows the NLO
and approximate NNLO total tt¯ production cross section obtained using the results of
Ref. [128] for a proton-proton collider operating at a center-of-mass energy of 7 TeV. The
predictions are shown as a function of the top quark pole (left) and running (right) mass.
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Figure 6.3: The mass dependence of the total cross section as a function of the pole (left) and
the MS mass at NLO (green) and approximate NNLO (red) obtained using the
calculations in Ref. [128].
Figure 6.4: The mass dependence of the total cross section for the pole (left) and the MS mass
at NLO (green) and approximate NNLO (red) obtained using the calculations in
[14].
mt(μ) is always evaluated at the scale μ = mt; therefore, for simplicity, the abbreviation
mt = mt(mt) is adopted. The numerical values of the cross section are obtained with
HATHOR 1.2 [15]: the central values are those corresponding to the default settings
μR = μF = mpolet and μR = μF = mt.
As mentioned in Section 1.2.1 the theory uncertainty arising from the independent vari-
ation of the renormalization and factorization scale, μR and μF , is defined by Equa-
tion 1.3 in the standard range μR, μF ∈ [mt/2, 2mt], where mt stands for either of the
mass definitions, with the additional constraint 0.5 < μF /μR < 2. The PDF set MSTW
2008 at 68% CL is used with an accuracy which matches the order of the perturbative
calculations. To quantify the PDF uncertainty, the standard definition is applied:
Δσ = 12
√ ∑
k=1,nPDF
(σk+ − σk−)2 (6.12)
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where σk± represent the variations of the cross section with respect to the eigenvectors
in the space of the PDF fit parameters. The uncertainty bands in Figure 6.3 denote the
linear combination of the scale uncertainty and the PDF uncertainty. The approximate
NNLO corrections at mt = 172.5 GeV amount to about half of the size of the correc-
tions in the pole mass scheme. This is due to the faster convergence of the perturbative
expansion when using the MS mass observed by the authors of Ref. [128].
Figure 6.4 shows the approximate NNLO predictions of the total tt¯ production cross
section obtained as described in Ref. [14]. Also in this case, the numerical values are
produced with a software tool, called RunTop, provided by the authors 3. For the es-
timation of the uncertainty associated to scale variations, they consider two different
methods: correlated variations with μR = μF varied up and down by a factor of two
from the default value set equal to the top quark mass, and independent variations of
μF and μR by factors of two, with the uncertainties added in quadrature. The tool
returns the larger uncertainty from these two methods. For the PDF uncertainty, the
same convention as before is used.
From a comparison of Figure 6.3 and 6.4, we see that the perturbative uncertainty in the
approximate NNLO results is always reduced compared to that in the NLO calculation.
However, in contrast to Ref. [128], the authors of Ref. [14] do not find a strong improve-
ment of the perturbative series in the MS scheme compared to the pole mass scheme.
Finally, the authors of Ref. [14] consider an additional source of uncertainty related to
the experimental value of αs(MZ), which is an input parameter for the running of the
strong coupling constant. The authors estimate this uncertainty in combination with
the PDF one by employing the method proposed in [133, 125]. They conclude that the
uncertainty on αs(MZ) adds an error to the cross section which, depending on the PDF
set used, can reach up to 4% and therefore should not be neglected.
Experimental input
The cross section measurement presented in Chapter 5 implicitly refers to the production
of pairs of top quarks with a mass of 172.5 GeV as the simulated tt¯ signal sample used
in the analysis is generated for a MC top quark mass parameter set to this value. In
order to obtain the experimental mass dependence of the cross section, the multivariate
analysis is repeated using tt¯ samples simulated at seven different values of the top quark
mass (see Section 3.2.1). The new cross sections are extracted in maximum likelihood
fits which include only the normalization β-parameters 4. Among the five sources of
background considered, single top is the only process which is affected by a change in
the value of the top quark mass. Therefore, whenever a different mass for the tt¯ signal is
used, the single top MC samples relative to the same mass value are used consistently.
As the top quark mass decreases, its decay products are expected to have lower momenta
and energies. Similarly, the decay products of heavier top quarks must necessarily show
3The software implementation is included in the electronic submission of Ref. [14]
4As it will be explained later in this section, a change in the value of the MC top-quark mass parameter
leads to a change in acceptance which introduces additional shape distortions that go beyond the
effect of the systematic sources. In this case a profile likelihood fit may give unrealistic results.
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Figure 6.5: Normalized pT distributions of electrons, muons and leading jets and normalized
distribution of missing transverse energy for selected tt¯ events with at least three
jets simulated at different value of the top quark mass.
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Figure 6.6: The experimental mass dependence of the total tt¯ cross section.
higher momenta. This is readily verified in Figure 6.5 which shows the transverse mo-
mentum of electrons, muons and leading jets and the transverse missing energy, which
is a measure of the neutrino transverse momentum, in selected events with at least
three jets for different values of the top quark mass. The thresholds in the selection
111
6 Extraction of the top quark mass
cuts of leptons and jets applied at each mass point are unchanged with respect to those
applied at the nominal MC mass parameter value mt = 172.5 GeV and described in
Chapter 4. The resulting change in the signal acceptance for masses differing from the
nominal one is expected to manifest itself in an decreasing cross section as a function
of increasing top quark mass. This expectation is confirmed in Figure 6.6, where the
obtained cross sections are shown. The dependence is found to be much weaker than the
dependence of the theoretical calculations. The central values are also listed in Table 6.1
together with their statistical uncertainties. The decreasing statistical uncertainty as a
function of increasing mass is the direct consequence of the increased acceptance. The
relative systematic uncertainty is expected to be independent of the value of the top
quark mass and fully correlated among the various mass values. Therefore a total rel-
ative systematic uncertainty of 6.7% (which includes the 3.7% uncertainty on the total
luminosity) is added in quadrature to the statistical uncertainties and the resulting to-
tal uncertainty is shown in the last column of Table 6.1. The same approach is also
adopted in Ref. [8] and [79]. The expectation is verified by generating a reduced set
of systematic templates at two other mass points. The systematic sources stemming
from the choice of MC generator, hadronization model, initial and final state radiation
have to be neglected because MC samples simulated for different values of the top quark
mass are not available. In the nominal analysis, these sources make up about 60% of
the total uncertainty. As in Ref. [79], the accuracy of the assumption is checked at the
extreme mass points: mt = 140 GeV and mt = 200 GeV. The cross sections obtained
are σtt¯(mt = 140GeV) = 291+25.3−24.6 pb and σtt¯(mt = 200GeV) = 147.0+11.4−12.1 pb, where the
quoted uncertainty is the result of the quadratic combination of the statistical uncer-
tainty, the expected systematic uncertainty, evaluated by means of pseudo-experiments
(PEs), scaled to include the neglected systematic sources and the luminosity uncertainty.
These values suggest that the assumption made is legitimate. They also show that, at
least at these two mass points, it leads to a small underestimation of the total systematic
uncertainty of up to 1.7%, which is not considered in the final result.
Both the theoretical and the experimental mass dependence of the cross section is pa-
rameterized with the following fit formula:
σtt¯(mt) =
( 1
mt
)4 (
a + b(mt − 172.5) + c(mt − 172.5)2 + d(mt − 172.5)3
)
(6.13)
where mt can be interpreted as the pole as well as the running mt mass measured in
GeV. The accuracy of the fits, measured as deviation of the fitted functions from the
experimental and theoretical points, is better than 1%, as can be seen in Figure 6.6 for
the experimental case. The parameters derived from the fit can be found in Table 6.2.
As a final remark, it is important to point out that the mass measured with this and
any other technique that relies on MC simulations of the tt¯ signal corresponds to a
measurement of the top quark mass relative to the scheme used in the MC simulations
mMCt . As pointed out in Ref. [8], it is in principle not possible to establish a direct
connection between mMCt and any theoretical mass parameter, like m
pole
t or mt. There
are studies that argue that the MC mass should be close to the pole mass [90] but
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mMCt [GeV] σtt¯ [pb] stat. uncert. [pb] tot. uncert. [pb]
140 291.9 ±6.1 ±25.0
150 240.1 ±5.1 ±17.0
160 208.1 ±4.4 ±14.7
170 183.3 ±3.9 ±13.0
172.5 179.7 ±3.8 ±12.3
180 169.0 ±3.6 ±12.0
190 156.3 ±3.4 ±11.1
200 147.0 ±3.1 ±12.0
Table 6.1: Total tt¯ cross sections and their uncertainties obtained for different values of the
simulated top quark mass. The last column shows the total uncertainty. For mMCt =
140 GeV and 200 GeV, the systematic uncertainty is evaluated with a reduced set
of systematic templates by performing PEs and it is subsequently scaled to include
the neglected systematic sources. At the other mass points, it is derived under the
assumption that the relative systematic uncertainty is independent of the value of
the top quark mass and fully correlated among the various mass values.
a b c d
Experimental curve (mMCt ) 1.59 · 1011 2.15 · 109 2.23 · 107 2.16 · 104
approx. NNLO (mpolet ) [128] 1.47 · 1011 −1.02 · 109 4.17 · 106 9.88 · 103
approx. NNLO (mpolet ) [14] 1.39 · 1011 −9.57 · 108 3.83 · 106 −7.69 · 103
approx. NNLO (mt) [128] 1.15 · 1011 −8.05 · 108 3.29 · 106 −7.7 · 103
approx. NNLO (mt) [14] 1.07 · 1011 −7.37 · 108 2.86 · 106 −9.71 · 103
Table 6.2: Coefficients of the fit function in Equation 6.13.
there are still ongoing theoretical investigations. In some cases, like in Ref. [85], mMCt is
assumed to be equal to mpolet and in others, e.g. Ref. [8], it is stated that the top quark
pole mass could be about 1 GeV higher than the values extracted in direct Tevatron
measurements. In order to be consistent with Ref. [79], mMCt is shifted by ±1 GeV
and the difference in the value of the extracted mass with the nominal value, which is
about 0.5 GeV for both methods presented below, is added linearly as an additional
uncertainty.
6.3.1 Extraction of mpolet
First, the top quark mass is extracted with the method used by the DØ collaboration.
It is based on the construction of a joint probability density function built from the
product of the experimental and theoretical probability density functions:
f(mt) ∝
∫
fth(σ|mt)fexp(σ|mt)dσ. (6.14)
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Theoretical predictions mpolet [GeV]
Ref. [128] 169.4 ± 5.4
Ref. [14] 166.6 ± 5.5
Table 6.3: Extracted values of the top quark pole mass for the two theoretical predictions
considered. The uncertainty includes the linear addition of the 0.5 GeV uncertainty
stemming from the assumption that the MC mass parameter is equal to the the pole
mass.
Equation 6.14 is clearly valid under the assumption that the theoretical and experimental
uncertainties are independent of each other which is reasonable as none of the system-
atic sources taken into account in the experimental measurement is directly related to
either the PDF or the scale variation uncertainty. fth(σ|mt) represents the theoretical
probability density function defined, for each value of the mass, as a Gaussian prob-
ability density function centered on the approximate NNLO theoretical predictions of
the cross section in the pole mass scheme. Since the uncertainty resulting from the
linear addition of the scale variation and the PDF uncertainties is asymmetric, it is for
simplicity symmetrized to the largest deviation from the nominal value at each value
of the mass. In this way the standard deviation of the Gaussian functions constructed
on the theory uncertainty band can be set to half of the band width. This procedure
introduces an overestimate of the total uncertainty of about 20% when using the cal-
culations of Ref. [128] and 1% when using those of Ref. [14]. Likewise, fexp(σ|mt) is
the experimental probability density function constructed using Gaussian probability
density functions centered on the measured cross section and having as width the total
experimental uncertainty. fth(σ|mt) and fexp(σ|mt) are given explicitly by:
fth(σ|mt) = 1√2π(ΔPDF(mt) + Δscale(mt))
exp
(
− (σ − σth(mt))
2
2(ΔPDF(mt) + Δscale(mt))2
)
(6.15)
and
fexp(σ|mt) = 1√2πΔexp(mt)
exp
(
−(σ − σth(mt))
2
2Δ2exp(mt)2
)
(6.16)
The mass value that maximizes f(mt) in Equation 6.14 is the extracted top mass. The
mass values that contain 68% of the integral of f(mt) around its peak are quoted as the
±1σ uncertainty in the central value.
The mass is extracted using the two theoretical predictions described above: the proba-
bility density functions f(mt) obtained are shown in Figure 6.7 and the resulting values
are summarized in Table 6.3.
6.3.2 Extraction of m
For the extraction of mt, the predictions used are those defined in the MS scheme at
approximate NNLO accuracy. The experimental input is unaltered and, as before, it is
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Figure 6.7: Joint probability density function in Equation 6.14 obtained using the theoretical
predictions in Ref. [128] (left) and Ref. [14] (right). The peak position represents
the extracted value. The area around the peak containing 68.3% of the pdf integral
defines its uncertainty.
assumed to be a function of the pole mass. The method, which was proposed by Sven-
Olaf Moch, one of the authors of Ref. [128], and also used by the CMS collaboration in
Ref. [74], is based on the concept that the cross section is an observable and, therefore,
it must be independent of the renormalization scheme used. It makes use of an iterative
procedure that can be summarized in four steps:
1. the cross section measured at mMCt = m
pole
t = 172.5 GeV is the starting point:
σtt¯(m
pole
t ) = 178.9 pb;
2. using the theoretical predictions, find which value of mt gives the same cross sec-
tion: σtt¯(mt) = 178.9 pb;
3. convert this value of mt into m′polet ;
4. find the experimental cross section which corresponds to m′ polet and start again
from the first step.
The conversion between mt and mpolet is performed with the CRunDec package [150]
which implements the conversion formula in Equation 6.9. This iterative procedure
converges quickly to a mass value: this is the extracted mass.
Because of the presence of the theoretical uncertainty band, there is an interval of mt
values which correspond to the same cross section σtt¯ at step 2. At the same time,
because of the uncertainty band of the experimental curve, there is an interval of cross
section values relative to the same value of mpolet at step 4. For the extraction of the
nominal mt, the central values of the theoretical and experimental inputs are used. For
the estimation of the uncertainty in the extracted mass value, a set of 10000 PEs is
carried out which take into account the two uncertainty bands.
For each PE i a random number ri(2) is drawn from a unit Gaussian. Each time step
2 is executed in the iterative procedure, ri(2) is scaled to the standard deviation of a
Gaussian probability density function centered on the nominal value of the theoretical
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Figure 6.8: Distribution of extracted masses in 10000 PEs which take into account the theoret-
ical (Ref. [128] on the left and Ref. [14] on the right) and experimental uncertainty
bands as described in the text. The standard deviation of the fitted Gaussian is
taken as uncertainty of the extracted central value of the top quark mass.
predictions and having a width equal to the width of the theoretical uncertainty band
at the fixed value σtt¯ found at step 1. Note that a bifurcated Gaussian constructed in
this way is asymmetric and therefore ri(2) is scaled to the upper one-standard deviation
if ri(2) > 0 and vice versa. A second random number ri(4) is drawn from a unit Gaussian
and the same procedure described for step 2 is carried out each time step 4 is executed
in the iterative procedure: this time the bifurcated Gaussian is constructed from the
experimental uncertainty band along the line of constant mpolet found in step 3. Note
that, at each PE, two new random numbers are drawn.
The mass values extracted in the PEs are stored in a histogram. A Gaussian function
is fitted to the distribution of extracted masses: it is expected to peak at the nominal
mass extracted using the central values of the theoretical and experimental inputs and to
have a width proportional to their width. The one-standard deviation of this Gaussian,
shown in Figure 6.8, is the quoted uncertainty. The mt values corresponding to the two
theoretical predictions are listed in Table 6.4. This table also shows the contribution to
the uncertainty of the different sources: they are obtained by repeating the extraction
considering the individual sources one at a time. One can see how the PDF and the
scale variation uncertainties in the extracted mass value combine linearly to give the
total theoretical uncertainty. Note also that the uncertainty obtained when considering
both the theory and the experimental uncertainty is smaller than the linear sum of the
two components (and it is close to their quadratic sum). This effect stems from the fact
that in the PEs for which the two extracted Gaussian random numbers have opposite
sign the uncertainties cancel out.
6.4 Top++
A new tool called Top++ [77] for the calculation of the total inclusive top-pair production
cross section at hadron colliders has recently become available. This program uses all the
most recent theoretical results including the exact NNLO calculations for qq¯ → tt¯ + X,
116
6.4 Top++
 [GeV]poletm
140 150 160 170 180 190 200
 [p
b]
 tt
σ
100
150
200
250
300
350
400
450
500
550
=7TeVsLHC, MSTW 2008 68CL, 
approx. NNLO
 [GeV]poletm
140 150 160 170 180 190 200
 p
df
 (a
rb
itr
ar
y 
un
its
)
0
0.005
0.01
0.015
0.02
Top++
Figure 6.9: Left: approximate NNLO predictions obtained with Top++ as a function of the
top-quark pole mass. Right: joint pdf of Equation 6.14 obtained using the Top++
approximate NNLO predictions and the experimental measurements.
qq → tt¯ + X, qq¯′ → tt¯ + X, qq′ → tt¯ + X and approximate NNLO for gg → tt¯ + X
[78, 20, 49]. The improved theoretical predictions are reflected in a smaller scale-variation
uncertainty which, at a proton-proton collider at 7 TeV center-of-mass energy, is reduced
by 2%. However the program does not allow the calculations to be performed in the MS
scheme. As noted on the Top++ manual, it is not possible to compare directly Top++
results with the approximate NNLO results from HATHOR in the on-shell scheme as
the programs contain different implementations of the approximation.
For the sake of completeness, the extraction of mpolet is repeated using Top++ theoretical
predictions at full available accuracy. On the left-hand side of Figure 6.9 these are
shown as a function of the top-quark pole mass: as before the scale-variation and PDF
uncertainties are added linearly. On the right-hand side, the probability density function
f(mpolet ) defined in Equation 6.14 is shown. As before, the peak of this distribution
Ref. [128] Ref. [14]
mt 161.5 158.1
theory+exp. uncert. 3.8 5.2
exp. uncert. only 3.3 3.3
theory uncert. only 1.7 4.0
PDF uncert. only 1.2 1.3
scale uncert. only 0.5 2.7
PDF+αs uncert. – (1.9)
mMCt uncert. 0.5 0.5
tot.uncert. 4.3 5.7
Table 6.4: Extracted mt masses and their uncertainties. All numbers are in GeV. The theoret-
ical calculations used are indicated in the top row. The PDF+αs uncertainty is not
included in the total uncertainty.
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Figure 6.10: Extracted values of the top quark mass. On the left-hand side, the two mt values
obtained are compared with those extracted by the DØ collaboration. On the
right-hand side, they are instead converted to pole masses and compared to the
two mpolet values extracted directly from the production cross section expressed in
the pole mass scheme. The latest Tevatron combination of mpolet measurements
from the reconstruction of the decay products is shown on both graphs.
represents the most probable value of the mass from the combination of the theoretical
and experimental distributions. The uncertainty in the extracted mass is obtained by
integrating 68% of f(mpolet ) symmetrically around its peak. The mass obtained is 167.3±
5.3 GeV and it agrees with the measurements described in the previous sections.
6.5 Summary and outlook
The top quark pole and MS masses are extracted with two methods based on the com-
parison between the theoretical and the experimental mass dependence of the total tt¯
production cross section. The values obtained are displayed in Figure 6.10. In the
plot on the left-hand side, the two extracted mt masses are compared to the two DØ
measurements which extract mt from the total production cross section using the same
theoretical predictions. The method adopted by the DØ collaboration to extract mt is
different from the one used here and more similar to the method used to extract mpolet .
Other relevant differences lie in the treatment of the theoretical uncertainties: they eval-
uate the scale dependence of the cross section in the same standard range but always
considering μR = μF = μ 5 and symmetrize the total uncertainty. Lastly, they evaluate
the impact of the assumption mMCt = m
pole
t by performing a second extraction in which
mMCt is interpreted as mt and they include half of the difference in the extracted value
symmetrically in the systematic uncertainty.
On the right-hand side of Figure 6.10, the two mt measurements are converted to their
corresponding pole mass values and shown together with the two measurements of mpolet
5Remember that, as already stated in the first chapter of this thesis, this approach has been proved to
approximate the total scale dependence of the cross section rather well.
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extracted directly from the predictions expressed in the pole mass scheme 6. None of the
measurements displayed in Figure 6.10 includes the additional uncertainty on the theo-
retical cross section originating from the experimental uncertainty of αs(MZ), which is
an input parameter for the running of αs. This source of uncertainty is only considered
by the authors of Ref. [14]. In both plots of Figure 6.10, the Tevatron combination of
the best CDF and DØ measurements using up to 5.8 fb−1 is shown. Within 1.1 standard
deviations, all values obtained agree with the Tevatron combination.
The precision of the mass values obtained is limited by the theoretical and experimental
uncertainty bands. The measurement which has the overall smallest uncertainty is the
mass extracted in the MS scheme when using the calculations in Ref. [128]. The only
reason behind this improvement lies in the more stable prediction with respect to scale
variation observed by the authors of Ref. [128] when employing the MS mass definition
and when including high-order perturbative corrections, as the plot on the right-hand
side of Figure 6.3 shows. In the future, the inclusion of higher order calculations may
lead to a further reduction of the scale variation uncertainty. On the other hand, the
authors of Ref. [14] observe a weaker improvement of the convergence of the perturbative
series in the MS scheme (see Figure 6.4) with respect to the pole mass scheme, which
is reflected in a larger uncertainty in the extracted mass value.
The uncertainty of the experimental cross section measurement is dominated by the sys-
tematic uncertainties associated to the luminosity, the physics objects and, in particular,
to the choice of specific models for the description of the tt¯ signal, like the hard partonic
process, the hadronization phase and the final state radiation. Besides reducing the
impact of these systematic sources, the precision of the extracted mass value could be
improved by a reduction of the mass dependence of the total experimental cross section
which in turn depends, as explained above, on the mass dependence of the signal ac-
ceptance. For each value of the top quark MC mass, the kinematical thresholds of the
event selection may be tuned to obtain a constant signal acceptance and hence a smaller
overlap region between the experimental and theoretical curves. This additional study
has not been carried out due to the lack of two important experimental inputs which
strongly rely on the official selection cuts of the tt¯ signal: the W+Jets data-driven nor-
malization scale factors from charge asymmetry studies and an implementation of the
matrix method for the QCD estimate. With these inputs the presented measurements
could be improved.
As a final remark it is important to point out that, even though the use of the MS
scheme leads to more precise results, the renormalon ambiguity of order ΛQCD in the
position of the pole of the on-shell free quark propagator is still far from being a practi-
cal problem. This is true even when considering the most precise Tevatron combination
mpolet = 173.3 ± 0.9 GeV. It is worth noting that simulation studies have already proven
that at a future linear e+e− collider the top quark 1S mass can be be determined with a
theoretical uncertainty of about 100 MeV in threshold scans of the total tt¯ cross section
6The central value and the upper and lower edge of the measurements are converted individually. The
effect of a different overlap with the Tevatron average comes from the fact the conversion of the upper
and lower edges uses different values of the strong coupling constant as this is always evaluated at
the scale set by the mass value considered.
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[103].
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7 Conclusions
There are several theoretical reasons to study the mass of the top quark. For instance,
it checks the consistency of the EW theory through the higher-order corrections to the
W boson mass. It is also close enough to the EW symmetry breaking scale to raise
suspicions of an hypothetical role played by the top quark itself in the breaking. The
mass of the top quark is a free parameter that cannot be neglected in the theory which
studies the heavy quarks. However, the impossibility to observe isolated quarks renders
any possible definition of quark mass a purely theoretical construction. The quark pole
mass, which is the QCD equivalent of the mass definition in the QED theory, shows a
rather poor convergence of the perturbative series already at low orders in perturbation
theory: the series must be truncated leaving an uncertainty of order ΛQCD in the value
of the quark pole mass. Many other mass parameters have been proposed since this
problem with the quark pole mass was realized. Depending on the characteristic scale of
the physics process one is interested in, the theoretical predictions can be expressed in
the most advantageous one. The most popular choice has been, lately, the renormalized
quark mass in the modified minimal subtraction scheme. This is motivated by the bet-
ter convergence of the perturbative series which leads to more precise predictions. The
experimental methods to extract the top quark mass which rely on the reconstruction
of the invariant mass peak of the top quark decay products are most likely to extract
a mass which is closely related to the top quark pole mass. A way to extract the top
quark mass in a well-defined renormalization scheme is to extract it from the production
cross section.
The top quark is a unique particle also in experimental terms: this large mass is reflected
in a large decay width of about 2 GeV which, translated into decay time, implies that top
quarks, unlike any other quark flavor, decay before forming bound states of hadrons. In
the standard model, the channel t → Wb has a branching ratio of almost 100%. At the
Large Hadron Collider, top quarks are produced predominantly in pairs of particle and
antiparticle. Among the three possible decay channels of tt¯ pairs, dictated by the two
possible decay channels of the two emitted W bosons, the semi-leptonic channel offers
the best compromise between production rate and discrimination power. The total tt¯
production cross section is measured in the semi-leptonic channel using an integrated
luminosity of 700 pb−1 collected by the ATLAS detector in the first half of 2011. It
is based on a multi-variate analysis which combines information from four selected dis-
criminating variables. These mainly exploit the direction of the lepton coming from the
W and the global energy flow of the event. Five sources of background characterized by
a signature similar to the signal generated by tt¯ pairs are considered. Among these, the
simultaneous production of a W boson and QCD jets is the dominant source. For each
process, the four input variables are combined into a one-dimensional template with the
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Ref. [128] Ref. [14]
First Method 169.4 ± 5.9 GeV 166.6 ± 6.0 GeV
Second Method (converted) 171.2 ± 4.5 GeV 167.8 ± 5.7 GeV
Table 7.1: Extracted pole masses for the top quark. The first method extracts mpolet directly
from the predictions in the pole mass scheme. The second method uses the predic-
tions in the mt scheme: the values shown in the last row have been converted to the
on-shell scheme.
aid of a likelihood classifier. The total cross section is extracted in a profile likelihood
fit of the Monte Carlo templates to the data templates. In order to enforce its con-
straining power, the fit is performed simultaneously in three different channels differing
in the number of jets in the final state. Most of the systematic uncertainties affecting
the tt¯ cross section are included directly in the fit: the distorted systematic templates
give morphing degrees of freedom to the nominal templates which change shape to in-
crease the data-Monte Carlo agreement. The extracted value σtt¯ = 178.9± 12 pb agrees
within 1σ with the two theoretical predictions considered at approximate NNLO accu-
racy: σtt¯ = 166.7+9.2−13.8 pb [128] and σtt¯ = 157.9+12.2−13.2 pb [14].
The analysis is repeated for different values of the Monte Carlo mass: the mass depen-
dence of the experimental cross section is found, as expected, weaker than the theoretical
one. The Monte Carlo mass is always interpreted as the pole mass and a systematic un-
certainty is assigned to this assumption. First the top quark pole mass is extracted
directly using the theoretical predictions in the pole mass scheme: the central value of
the measurement corresponds to the mass which maximizes the joint probability density
function of the Gaussian probability density functions constructed on the theoretical
and experimental curves. Secondly, the running mass mt at the scale mt is extracted
considering the theoretical predictions in the MS scheme and using a method which
iteratively finds the value of the mass for which the cross section is the same in both
renormalization schemes.
The masses extracted with these two methods are summarized in Table 7.1. The most
precise value obtained in this work is mpolet = 171.2 ± 4.5 GeV and it comes from the
scenario with the smallest theoretical uncertainty, namely the approximate NNLO calcu-
lations of Ref. [128] in the MS scheme. The uncertainty in the extracted mass value is,
however, very large compared to the intrinsic uncertainty of order ΛQCD which disfavors
the quark pole mass definition. As the plot on the right-hand side of Figure 6.10 shows,
the four measurements presented are compatible with the latest Tevatron combination
[127] whose input measurements are based on the direct reconstruction of the top quark
decay products. In addition, the two measurements that use the theoretical prediction
in Ref. [128] overlap within 1σ with the indirect determination of the top quark pole
mass which includes Higgs searches at LEP, Tevatron and the LHC.
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