Abstract: An autonomous hand-arm system must be able to move its multiple fingertips to specified 3-D world locations. We present an algorithm which, given a desired position and normal for each fingertip, computes all the joint angles for the fingers and arm. Our primary method for handling this underconstrained problem is to optimize a cost function. We also give methods for generating good candidates t o be optimized. We present several new techniques for using the quaternion form to optimize rotation. We give experimental results from using the algorithm to apply complicated grasps with a Utah/MIT hand-arm system.
Introduction
An autonomous hand-arm system must be able t o move its multiple fingertips to specified world locations. The difficulty is that a robot hand-arm system has many degrees of freedom. (Our Utah/MIT hand-arm system has 4 fingers with 4 joints each, plus a 6-joint arm, for a total of 22.) We present an algorithm to coordinate all those joints to reach several locations, or to say if those cannot all be reached simultaneously.
Here are two situations in which this algorithm would be useful. First, for grasping: Assume that an accurate geometric model for the object is known, and that the current location of the object is accurately known from sensing. A grasp planner, working from the task requirements and the object geometry, has proposed a configuration of contact positions and normals to stably grasp the object. Possibly this configuration was precomputed off-line. The problem is how to actually reach this configuration, on the object in this location, with this multifinger hand-arm manipulator.
Second, for exploration: Suppose we are doing modelbased recognition and localization, and are working from a current hypothesis about the identity and location of the object. A tactile sensing planner has identified several positions on the surface of the hypothesized object which should be explored next, along with surface normals which reflect preferred sensing orientations for tactile sensors on the fingertips. The problem now is how to reach these locations simultaneously with this multi-finger hand, assuming that the object is in the hypothesized location.
Problem statement
The multi-finger robot hand has n fingers, and finger f has m f joints. Of, is the angle of joint j on finger f . The hand is sup- ported by a 6 degree of freedom robot arm, with 6 angles d i .
We are given a desired position p$ and outward normal n$ for the fingertips of some of the n fingers. We assume that contact is made not with the most distal point of the tip, but with the front "pad" surface of the fingertip link, so that the surface normal is perpendicular to the axis of the link (see Figure 1 ). We are also given weights of the relative importance of each of these positions and each of these normals. We are to find the mf finger joint angles Ofj and 6 arm angles 4, which reach those locations (or near t o them).
For the remainder of this paper, we will explain everything in terms of the specifics of our multi-finger hand-arm system at Columbia. For our Utah/MIT hand, n = 4 and m f = 4.
Its arm is the Utah/MIT remotizer unit. See Figures land 2 for the kinematics of the fingers and arm.
For each single finger, there is a chain of 4 finger joints, and then 6 arm joints, from the fingertip back t o the base of the arm. If we are given the desired position and normal at that single fingertip, that yields only 5 independent constraints -so the 10 degrees of freedom are redundant. Even if the positions and normals of all 4 fingers are given, the problem is still underconstrained: 20 constraints vs 22 degrees of freedom.
Previous work
Tomovic et al. [1987] (see also [Rao et al., 19881) and Stansfield [1989 Stansfield [ ][1988 have presented multi-finger hand-arm systems for grasping an object whose shape model is acquired from vision, rather than a previously-known CAD database. The grasp is chosen by a rule-based reasoning from a small family of generic grasp types. Some simple grasp parameters are calculated from the acquired object shape (e.g., how wide to open the fingers, how orient the axis of the grasp), but it is not the intention to try to place specific hand contact areas onto particular points on the object. This approach seems sensible and promising, and our algorithm could be used to take the generic grasp result from one of their systems, and optimize it for the detailed geometry of this specific object and the reachability difficulties of this specific location.
The Handey system [Lozano-Perez et al., 19871 uses detailed geometric knowledge to synthesize a grasp, and also deals with path-planning and collision avoidance (which we have not). But Handey uses only a parallel-jaw gripper, not a multi-finger hand. Li and Sastry [1988] (also [Li et al., 19891) and Grupen and Henderson [1988] have presented methods for finding optimal multi-finger grasps. Their emphasis is on incorporating task information, so we see our focus on kinematic reachability as complementing theirs. Possibly their approach could be used to pre-compute off-line an optimal grasp configuration of positions and normals for a particular object and task, and then our procedure could find the optimal way t o reach it after the specific location has been acquired by sensing.
The organ-playing WABOT-2 [Sugano and Kato, 19871 produced smooth finger and arm trajectories from a musical score, and also chose which finger should play each note. But it could successfully play a keyboard musical instrument without changing the rotation of the wrist, and thus avoided the major concern of our paper.
Nguyen [1988] [1989] has worked on synthesizing grasps for a known object, but with the goal of grasp stability, not reachability. Our algorithm complements this very nicely.
Bay [ 19891 discusses hand-arm coordination in connection with his work on multi-finger exploration, but only deals with incremental local movements along the surface of the object, and does not consider the problem of reaching a set of specified positions.
Finding the optimal arm position
Our primary method for dealing with this underconstrained problem is t o minimize a cost function. Our cost function is f=O 3
The first term says that we want to stay away from the limit stops on the arm joint angles. Even if an arm configuration near the limits is legal for the initial grasp, it may be violated by small task-directed manipulations that folloy, so there is some value to staying away from the limits. We set bi t o the midpoint between the upper and lower limits. We set weights w+; proportional to the reciprocal of the square of the difference between the limits. If an arm configuration actually violates the limits, we set the cost function t o a very large value.
The second term says that we :ant to stay away from the limit stops on the finger joints. We set 0, to the midpoint between the upper and lower limits. We set weights wefj proportional to the reciprocal of the square of the difference between the limits. In our procedure, the proposed O j j values are always chosen so that they cannot violate the limit stops.
The third term says that we want to achieve the desired positions, by minimizing the distance between the actual position pf and the desired position p;. By the forward kinematic formulas, pf is a function of the actual joint angles ( O f o , Ofl, O f 2 , 6 ' f 3 ) (see Figure 1) . The weights wpf are supplied by the task, and permit us to focus the accuracy on a subset of the fingers.
The fourth term says that we want to achieve the desired normals. It is an approximation to y2, where y is the angle between the actual and the desired normals, and is derived from nf . ndf = cos7 N 1 -r2/2. By the forward kinematic formulas, the actual normal n f is a function of the actual joint Choice of independent parameters: The cost funcangles (Ofo, Ofl,Ofz, Of3).
tion is expressed in terms of the 16 finger joint angles O f j and the 6 arm angles di But these cannot all be independent parameters, so it would be hard to use them all for optimization. Instead, we have chosen to optimize on the 6 rotation and translation parameters of the pose of the hand: three quaternion parameters q = (q2, q,, qz) for the rotation (explained below in section 3), and the position vector t = (to, t,, t z ) for the translation of the hand frame.
We can calculate the hand frame's 4 x 4 homogeneous transform H, h from these by converting the three quaternion parameters into the 3 x 3 rotation matrix component and incorporating t in the usual way. From H, h
we use the finger and arm inverse kinematic formulas to get B f j and +; , the inputs to our cost function above. If the hand transform is not reachable by the arm kinematics, we set the cost function t o an arbitrary large value. But if a fingertip location is not reachable by the finger kinematics, then we substitute a nearby fingertip location which is reachable, and the cost function will reflect the amount of the discrepancy.
Quaternion form for rotation
We are representing 3-D rotation by the quaternion form. If we have a rotation by an angle 0 about an axis given by the unit vector s = (so, s , , s, ), then the quaternion form is:
By "quaternion", we mean a unit quaternion, which has unit magnitude (4; + Q :
. This is the only kind anyone uses when dealing with rotations. qo is called the scalar component, and q = (qz,qy,qz) the vector component. (q = sin(Ol2)s).
So the set of (unit) quaternions forms a unit 3-sphere in R4. Each rotation is then represented by a pair of points on the quaternion sphere, because +q and -9 are the same rotatiori.
The rotational location of a rigid body in 3-space has 3 degrees of freedom, and a quaternion has 4 parameters, so one parameter is redundant. But recall that when representing a 3-D position it is often convenient to add a 4th homogeneous coordinate. As compensation for the redundant parameter, the quaternion has many beautiful properties, which are well presented elsewhere [Goldstein, 19801 [Spring, 19861 [Horn, 19871. Unlike Euler angles, it has no singularities (beyond the omnipresent sign ambiguity just described). The quaternion form provides a nice uniform metric: the arc distance between two points on the quaternion sphere is exactly half the rotational angle needed to transform the one rotation into the other (see section 5.2). Also, it is fast to compute with, especially when composing two rotations, or converting between quaternion and matrix form. Unlike a matrix, a quaternion is easy to re-normalize when it fails t o satisfy the unit magnitude constraint (due t o numerical errors, etc) (see [Funda and Paul, 19881) . Several researchers have used the quaternion form for robotics [Chou and Kamel, 19881 [Lin, 19881 [Bay, 19891. Our problem is to find a quaternion that optimizes some cost function. We are concerned here with the usual case of non-linear optimization by iterative improvement (although sometimes a rotation problem can be solved by linear least-squares, as in the beautiful result of Horn [1987] ). At each step of the iteration, a new value for the parameter vector is generated, and the cost function (and 3-parameter f o r m for optimization: perhaps also some derivatives) is evaluated on that parameter vector. The difficulty is that we have more parameters than the degrees of freedom: 3 degrees of freedom versus 4 quaternion parameters with l constraint equation. Although there are ways t o do optimization with redundant parameters, they all have difficulties.
To avoid these difficulties, our approach is t o use only the 3 parameters (qz, qu, qz). These are the quaternion's vector component q = sin(O/2)s, where s is the axis and 0 the angle of the rotation. From these 3 parameters, we may compute the other parameter:
Our convention is t o choose the positive square root. The 3 parameters are subject to an inequality constraint, llqll 5 1.
There are other 3-parameter options. The well-known Euler angles have singularities and poor metric properties. The Rodrigues parameters (or Gibbs vector) are tan(O/2)s, but these blow up near 0 = f n . Gu [1988] uses a Lie algebra approach t o derive some 3-parameter representations, and proposes Os, and also sin (0) Topology: While it is valuable to exhibit a 1-1 mapping of rotations into a space with 3 independent parameters, it is also important to examine the topology of this space. When searching a parameter space for an optimum, it is good to have local neighborhoods in the physical problem space (set of proper rotations) map to local neighborhoods in the parameter space (e.g. the unit quaternion sphere in R4, or here the set B in R3). This is because non-linear optimization takes place by local hill-climbing steps in the parameter space. If a neighborhood in rotation space maps to some disconnected set in the parameter space, then a local step which is physically reasonable will not be available to the optimization procedure, which may then get stuck. The parameter space may have more local minima than the physical problem space.
The topology (i.e. structure of neighborhoods -rigorously, of open sets) of a space depends on the distance measure, or "metric" chosen. The usual Euclidean metric for sets in R " is d(q, r) = 1 1 9 -rll. A point is in the "neighborhood" of another given point if the metric distance between them is less than some specified small value. There is a "homeomorphism" between two sets if there is an invertible mapping between them that maps the open neighborhoods of one set into open neighborhoods in the other set (in either direction). It is a theorem that a continuous mapping which has a continuous inverse exhibits a homeomorphism.
The proper rotations may be represented by the set of all 3 x 3 matrices which are orthogonal and have a positive determinant. In group theory, this set of matrices, with matrix multiplication as its group operation, is called SO(3) ("special orthogonal"). There is exactly one matrix in SO(3) for every physical rotation. We may define a "Euclidean" metric on SO(3) as d(A,B) = CC(A;j -Bij)2, which roughly corresponds t o whether two matrices are similar or different physically.
With &, the set of unit quaternions, there is a complication since 4 and -4 both map to the same rotation. So we can examine instead the set of antipodal pairs of quaternions (which is the same as the real projective 3-sphere). To maintain physical significance, we need t o modify the Euclidean metric to: d(q, f) = min{llq -PII, 119 + PI\}. Under these metrics, a simple examination of the mapping formulas is sufficient to verify that there is a homeomorphism between the set of proper rotations SO(3) and the pairs of unit quaternions Q. If we insist on single points instead of antipodal pairs, we can use only one "half" of the 3-sphere in R4 [with some complications at the hemisphere boundary] with the same modified metric, and still get the desired homeomorphism). With the unmodified Euclidean metric, there is no homeomorphism between SO(3) and any subset of the single points of R4, but there is such a subset of R5 [Hopf, 1940] [ Stuelpnagel, 19641 .
Finding a metric gets still more complicated for the set B. Under this metric, it is evident that our mapping from the unit quaternions into the set B is a homeomorphism. So by composing mappings, there is a homeomorphism between B and the proper rotations SO(3). This will be a helpful property for optimization, provided that we take each local iterative step using the "wraparound addition" @ operation. Under the unmodified Euclidean metric, Stuelpnagel [1964] gives a straightforward proof that there can be no homeomorphism between SO(3) and any subset of R3.
Handling t h e inequality constraint: Our set of permitted vectors B is limited by the inequality llqll < 1. We handle this by using the "wraparound addition" operation defined above when making the local iterative step. This gets around the inequality barrier problem, with very little additional computation.
Non-linear optimization technique
The cost function cannot be minimized in closed form or by linear least squares, so we must resort to non-linear optimization techniques. We have chosen Powell's method [Press et al., 19881.
Our algorithm has two termination criteria, which are checked after each iteration. If the cost function value is less than the "instant winner" level, stop and report success. If the fractional decrease from the previous iteration is less than a specified percentage (we use 0.001), stop and compare the value against the "success" level. If less, then report success, otherwise failure. The minimum decrease percentage is fixed, but the the "instant winner" and "success" levels depend on the number of fingers concerned. The more fingers, the higher the levels, with the increase somewhat faster than linear (i.e. we relax the standards when there are more fingers). Our practice is to set the "instant winner" level equal to one-tenth of the success^' level.
Generating seeds
One of the most important things for using an iterative optimization technique is to choose a good seed or starting value. A bad seed may result in slow convergence, or convergence t o a false local minimum. Our approach is t o generate several candidate seeds, evaluate the cost function on each one, then optimize the best candidate.
5.1
We first take the desired position and normal for a single fingertip, and impose additional constraints so that we can calculate a unique value for our 6 hand transform parameters which reaches that desired location. We start with a preferred y-axis and a preferred z-axis for the hand frame (see below on where these come from). We have a procedure for calculating a hand transform so that the desired position and normal for that fingertip can be reached, while also approximating the desired y and 2-axes. Then we test that hand transform to see if it is reachable by the arm kinematics. If not, we apply the arm kinematics to generate a nearby hand transform which is reachable. From this we calculate our 6 seed parameters, (9, t ) = (pz, qy, pr, t,, t y , t Z ) .
Combining several single-finger seeds
The justifications for computing the single-finger seeds above are that: (1) The computations are straightforward; (2) If a hand transform is known to work well for one finger, it's worth trying to see if it can accommodate the other fingers, too; (3) A composite of single-finger transforms might turn out to be a good seed. To exploit the third advantage, we want to find a transform which is as similar as possible to all the single-finger seeds. First we must specify how to measure "similar" or "different" when dealing with two transforms. For the translation component, it seems clear: Euclidean distance in R3. But it is not SO obvious how to handle the rotation component.
"Difference" b e t w e e n rotations: We want a measure of how similar or different two rotations are. Let us consider still a third rotation, which sends one of the two rotations into the other. That rotation has an axis s and an angle B. Since we have no reason to prefer any one axis of rotation over another, s should not be relevant to our measure. So a reasonable measure of the difference between two rotations is the angle 0 of the rotation needed to send one into the other.
Seed €or a single Anger With quaternions, it is easy to find this angle. Given two rotations, with corresponding unit quaternions ii = [po,q] and f = [TO, r], the rotation which sends one into the other is:
The angle of this rotation is e = 2 arccos 1~0~0 + q . rl = 2 arccos 19. rl This is simply twice the arc length between p and P on the unit quaternion sphere. For optimization, it is often desirable to use the squared value. A simple approximation is 6" 2: 8(1-lq * FI) derived from 14. fl = cos(6'/2) N 1 -B2/8. F i t t i n g t h e optimal rotation: Our objectiveis to find the optimal fit to the set of given rotations (from the single-finger seed transforms). First get the quaternion form 9; for the i-th seed rotation. (Take the q component from the seed parameters, and complete the full 4-component quaternion representation by Now using the approximation from the previous section,
we want to find the quaternion f which minimizes This assumes that the signs of the seed quaternions have been adjusted so that they all point in more or less the same direction in R4 (i.e. 9i. qj 2 0), so that we can omit the absolute value operator. Minimizing by setting derivatives to 0 yields
with corresponding results for T~, T~, and T~. Put simply, we find the optimal rotation by first adjusting signs so that the given quaternions all point in roughly the same direction, then adding them all up, and finally normalizing the result to a unit quaternion P.
C o m p l e t i n g t h e n e w seed parameters: Having computed this optimal quaternion f, we adjust the sign to make T O 2 0, and take the ( T~, T~, T,) components as the rotational portion of the new optimal transform.
To get the optimal translation component, we take the arithmetic mean of the t vectors from the given seeds (a standard result of linear least squares optimization).
So we have a simple measure of the squared difference between two transforms:
where w gives the weighting between translational and rotational differences. And based on this difference measure, we have given a method for finding a transform which is an optimal fit to a set of given transforms.
Putting it all together
The algorithm in section 5.1 for generating a seed transform from a single finger location must be supplied with a preferred rotation, given as preferred Xh and Yh basis vectors for the hand frame. Our practice is to try several preferred rotations, chosen mainly because they are likely to be reachable by the arm kinematics. So we supply a set of rotations based on the arm coordinate frame. Actually, since the base of our arm is held fixed, we can simply use the world frame. We also try as a preference the xh and y h from the current hand transform. The idea is that the current hand transform was probably chosen to be relevant to the task we are about t o perform, and is already known t o be reachable by the arm. For each preferred rotation, we generate a seed from each single desired finger location (p", n;) (section 5.1). Then we find the optimal fit t o all the single-finger seeds from that preferred rotation (section 5.2). As one additional seed, we also try the current hand transform as is, without any modification of rotation or translation. This handles the case where the desired move is a small adjustment. Then the seeds are sorted in increasing order of cost function value, and the lowest one is optimized.
Results
We have run our hand-arm coordination procedure on a variety of different configurations of finger locations. Each test run was conducted as follows: We have our program read a file which contains thz current hand transform parameters and the desired fingertip position and surface normal vectors, pdf and ndf, together with their associated weights, w p f and w N f . The program prints out the generated seeds, optimizes the one with the lowest cost function, prints out the resulting hand transform, finger joint and arm angles, and the resulting fingertip position and surface normals. A diagrams of one of the configurations of desired locations that we did a test run on is shown in Figure 3 (3-finger grasp on a coffee mug). The tip of each arrow is the desired position, the direction is the desired normal, and the number is the number of the finger assigned t o reach that location.
All the runs resulted in success, except some which were deliberately constructed t o be unreachable. So we have evidence that this hand-arm coordination algorithm indeed works. With 2-finger configurations, the position is very accurate, with very small differences in the normals. With 3-and 4-finger configurations, the position errors are usually less than 0.2 cm (though once it was nearly 1 cm), and the normals get a little further off. Part of the reason for the error on the normals is that it is kinematically impossible to attain exactly the desired normals with the Utah/MIT hand. We chose the sets of locations to s i rulate the output of a grasp stability planner, not to be exactly convenient for our particular mechanism.
We also did some runs with our Utah/MIT robot handarm system, which is described in [Allen et al., 19891 . The above procedure was followed, except that the initial hand transform is derived by querying the PUMA 560 position sensors, and that the PUMA 560 is actually commanded to move to the desired transform, and the Utah/MIT hand commanded to move to the desired joint angles. Then we use the grasp lift the object. 
