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ABSTRACT
We simultaneously study the dynamics of the growth of errors and the ques-
tion of the faithfulness of simulations of N-body systems. The errors are quantified
through the numerical reversibility of small-N spherical systems, and by comparing
fixed-timestep runs with different stepsizes. The errors add randomly, before exponen-
tial divergence sets in, with exponentiation rate virtually independent of N, but scale
saturating as ∼ 1/√N, in line with theoretical estimates presented. In a third phase,
the growth rate is initially driven by multiplicative enhancement of errors, as in the
exponential stage. It is then qualitatively different for the phase space variables and
mean field conserved quantities (energy and momentum); for the former, the errors
grow systematically through phase mixing, for the latter they grow diffusively. For
energy, the N-variation of the ‘relaxation time’ of error growth follows the N-scaling
of two-body relaxation. This is also true for angular momentum in the fixed stepsize
runs, although the associated error threshold is higher and the relaxation time smaller.
Due to shrinking saturation scales, the information loss associated with the exponen-
tial instability decreases with N and the dynamical entropy vanishes at any finite
resolution as N → ∞. A distribution function depending on the integrals of motion
in the smooth potential is decreasingly affected. In this sense there is convergence to
the collisionless limit, despite the persistence of exponential instability on infinitesimal
scales. Nevertheless, the slow N-variation in its saturation points to the slowness of
the convergence.
Key words: methods: numerical — galaxies: kinematics and dynamics — instabilities
— chaos — diffusion — gravitation
1 INTRODUCTION
The dynamics of the growth of small perturbations to the
trajectories of Newtonian N-body gravitational systems is
of importance, both from a theoretical point of view and in
terms of its implications on the accuracy and faithfulness
of numerical simulations. Theoretically, N-body systems are
expected to tend to the collisionless limit as N increases, yet
this can be rigorously proven only when the two body po-
tential is smooth (Braun & Hepp 1977), which is the case in
softened systems but not for point particle interactions. For
unsoftened systems, which is the case of actual stellar sys-
tems for example, a peculiar phenomenon concerns the per-
sistence of the exponential divergence between nearby tra-
jectories. This takes place at rate that does not decrease with
N, even for configurations with corresponding smooth po-
tentials that support only regular orbits (Miller 1964; Kan-
? E-mail: amr.elzant@bue.edu.eg
drup & Smith 1991; Goodman, Heggie & Hut 1993, hereafter
GHH; Hemsendorf & Merritt 2002). It thus appears to be in
direct contradiction with the predictions of the collisionless
limit; in this limit, the orbits are characteristic curves of the
collisionless Boltzmann equation and, being regular, should
not display exponential instability, which is characteristic of
chaotic systems.
Numerically identified dynamical chaos normally comes
with important physical consequences (e.g., Lichtenberg &
Lieberman 1992; Contopoulos 2002). In principle, therefore,
it is not a priori obvious that the apparently ’chaotic’ nature
of the N-body problem does not lead to any physically rele-
vant phenomena. On the other hand, the effects associated
with the divergence of trajectories can appear as artifacts
that affect particle simulations, where particle numbers are
usually much smaller than in the physical systems modelled,
and various approximations, effectively perturbing the dy-
namical system in a complicated manner, are made. Thus,
the collisionless limit may not be reproduced in simulations
© 2016 The Authors
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because the dynamics do not converge to it, even in princi-
ple, or because the numerical image does not.
N-body simulations have long been indispensable to un-
derstanding structure formation in the universe, and the evo-
lution of galaxies, galaxy clusters and stellar clusters (e.g.
Heggie & Hut 2003; Dehnen & Read 2011; Springel 2016).
Yet, despite decades of steady increase in sophistication, rel-
atively little progress has been made in assessing their ac-
curacy, or even the qualitative faithfulness of the results ob-
tained to the ‘true’ dynamics. Indeed, more efficient force
calculation schemes normally entail larger errors than direct
force evaluations (see however Dehnen 2014 for a counter-
example). In addition, an estimate of the local or global error
in the integration of the equations of motion is not in general
available.
The exponential instability places a fundamental limi-
tations on the accuracy of simulations by inflating any errors
arising from approximate force evaluations, as well roundoff
errors arising from finite arithmetic and truncation errors as-
sociated with finite integration timesteps. In the absence of
any intrinsic divergence in the solutions, the errors scale lin-
early, or slower, with the number of timesteps (e.g., Press et.
al. 2007). This will also be the case with the action and an-
gle variables of systems supporting regular trajectories (for
a general discussion of regular versus chaotic motion in the
context of stellar dynamics see, e.g., Binney & Tremaine
2008; hereafter BT). As we discuss in Section 3.1, this im-
plies that accurate solutions can be obtained by increasing
the order of the integrator and decreasing the time-step. A
remedy that does not apply in the presence of the exponen-
tial instability.
Despite this, it is widely believed that N-body simu-
lations do reproduce the correct qualitative behaviour of
the modelled systems. In some sense, this is a statistical
statement. It embodies the belief that even when the cor-
rect trajectories cannot be captured, statistical faithfulness
may be retained in terms of the proper rendering of the gross
structure of the system, as characterized by the distribution
function and the moments derived from it. In this context,
confidence in the faithfulness of the simulations stems from
the general stability of gross characteristics (e.g., density
and mean velocities and velocity dispersions), when large-N
systems are simulated from different initial conditions taken
from the same statistical distributions. This stability persists
even when different simulation techniques are used, though
there is no guarantee that all results are not equally wrong.
More rigorous justification of the faithfulness of results may
be sought in terms of the existence of shadowing trajectories.
These are exact solutions that start from nearby initial con-
ditions and remain close to the numerical solutions for the
timescales of interest. Their presence, however, is generally
quite difficult to prove and has only been studied in idealized
cases (Quinlan & Tremaine 1992; Hayes 2003). On the other
hand, it is known that at least in models where collective
instabilities are present, numerical implementation and as-
sociated exponentially inflated error can play an important
role in determining the macroscopic evolution (Sellwood &
Debattista 2009; Benhaiem et al. 2018). Understanding this
role may also be of importance in the context of interpret-
ing the results of cosmological simulations (Thie´baut et. al.
2008; Keller et. al. 2018; Genel et. al. 2018).
The robustness of the results of simulations can also be
viewed in terms of the orbital structure, which links intrinsic
dynamical properties, related to the stability of trajectories,
to questions regarding the accuracy of numerical represen-
tation. In general, the phase space of Hamiltonian systems
can exhibit a variety of regular and chaotic orbital families
(e.g., Lichtenberg & Lieberman 1992; BT), and a numerical
method can be said to faithfully represent the dynamics if
it qualitatively captures these structures. A N-body trajec-
tory formally moves in a 6N dimensional phase space; and is,
most generally, only constrained by globally conserved quan-
tities, such as the total energy and angular momentum. Nev-
ertheless, in the collisionless limit, as N → ∞, the N-body
problem should effectively reduce to that of N independent
systems, as each particle moves in the (self consistent) mean
field produced by all particles. The relevant phase space
structure is six dimensional. If, furthermore, this mean field
is time independent and possesses sufficient symmetry, the
system is ‘separable’ and the problem is further reduced to
that of 3N independent one dimensional oscillations or rota-
tions. In a six dimensional phase space, particle trajectories
are then confined on tori that can be characterised by con-
served quantities, and parametrised for example by action
variables, reflecting the amplitudes of the oscillations, and
angles following the phases. The difference between phases of
orbits parametrised by different values of the actions diverge
only linearly in time (BT). This situation, though restricted,
forms the basis of much of classical galactic dynamics. It also
relates the two aspects of our study: such a configuration can
be said to approach the collisionless limit if its dynamics can
be parametrised in terms of quantities conserved along tra-
jectories in the smoothed (mean field) potential, and a nu-
merical simulation of such a system is ’faithful’ if it captures
this structure. A particularly simple and important exam-
ple is that of a large-N spherical system in a steady state,
where each trajectory should conserve energy and angular
momentum. These mean field conserved quantities are the
integrals of motion of the smooth potential. This is the case
primarily considered here.
A key feature suggesting that the effects of the expo-
nential instability do decrease in importance with increasing
N, despite the non-saturating rate, comes from theoretical
arguments and idealised numerical experiments suggesting
that its spatial scale tends to saturate as the particle number
increases, even if its rate does not (GHH; Valluri & Merritt
2000; Kandrup & Sideris 2001; Sideris & Kandrup 2002).
Indeed, trajectories moving in a ‘gravitational Lorentz gas’
of fixed particles appear to increasingly follow their smooth-
potential counterparts as the number of fixed particles is
increased. The exponential instability timescale itself also in-
creases with N when softening is introduced (GHH; Huang,
Dubinski & Carlberg 1993; El-Zant 2002).
Thus, although divergence between nearby trajectories
implies loss of detailed information regarding these, as we
will see here, this loss decreases with N as the instability
saturates on progressively smaller scales. Furthermore, we
find that errors in mean field conserved quantities eventually
follow a slow diffusive growth (on a timescale comparable to
the two body relaxation time in case of particle energies).
This is the case even if the initial exponential divergence
affects these quantities in the same way as the phase space
variables. Thus, from a dynamical systems point of view, the
orbital structure can be well preserved, and the information
MNRAS 000, 1–21 (2016)
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loss limited, despite the persistence of the local exponen-
tial instability on the infinitesimal scale. From a statistical
viewpoint, if the integrals of motion are well conserved, the
basic features of the collisionless description should hold,
as in this limit spherical steady state systems are described
by a distribution function depending on those quantities.
From a numerical perspective, if the integration preserves
the mean field conserved quantities in a way that permits
the reproduction of the statistical properties described by
the distribution function, the representation is faithful to
the collisionless description in this specific sense.
In this context, the purpose of the present study was
twofold: to examine the dynamical divergence in both the
phase space variables and the mean field conserved quanti-
ties of initially nearby trajectories, and to do this in a way
that relates the associated information loss to the accuracy
and faithfulness of the numerical representation of the dy-
namics. For this purpose, we examined the time-reversibility
of a large number of spherical N-body systems integrated
with high precision using an adaptive Runge-Kutta method
with present error tolerance. In principle, these systems
should be exactly time reversible when the velocities are re-
versed. Nevertheless, this is not generally the case with their
numerical image; the exponential divergence of trajectories,
and associated loss of information, renders them irreversible
if a general integrator is used (e.g. Hoover & Hoover 2012).
In the context thus set, a simulation can be considered ‘in-
accurate’ on timescales on which information loss leads to
irreversibility in the phase space variables, but is only ‘un-
faithful’ over timescales on which the mean field conserved
quantities in the reversed system differ considerably from the
originals. We use this diagnostic in drawing conclusions con-
cerning the implications, physical and numerical, of ‘chaos’
in N-body gravitational systems. In addition, in order to
better relate to contemporary N-body simulations of colli-
sionless systems, we also examine the same aforementioned
issues using the widely employed symplectic leapfrog inte-
grator (which has reversible truncation errors when applied
to reversible dynamical systems). This is done by compar-
ing the evolution of systems that are started from the same
initial conditions but evolved forward in time with different
stepsize. We also compare the results using the leapfrog in-
tegrator with those obtained using second and fourth order
Runge-Kutta methods with fixed stepsize.
In the next section we describe the numerical setup for
our simulations and the method through which the estimates
of error growth are evaluated. Section 3 constitutes the bulk
of this study. We start by delineating the differences, cru-
cial to the interpretation of our results, between systematic,
diffusive and exponential evolution of the growth of errors,
presenting estimates of the expected numerical errors. We
then report the numerical results, which are interpreted by
adapting a model due to GHH, which is shown to predict
the persistence of systematic growth after the saturation of
the exponential divergence. In the case of the phase space
variables, this is followed by phase mixing; for the mean
field conserved quantities it is followed by the onset of dif-
fusion. We then evaluate ‘relaxation times’, associated with
the growth of errors in the different quantities, contrasting
the growth of velocity errors with the that in angular mo-
mentum and energy. The results of the fixed stepsize runs are
presented, before summarising our findings in Section 3.6.
In Section 4 we discuss whether N-body systems can be
characterised as ‘chaotic’ on any non-infinitesimal scale on
the phase space as N → ∞, given the progressively smaller
loss of information, particularly as associated with the mean
field conserved quantities (a more formal discussion of the
relation between chaos, information loss and effective irre-
versibility is given in the Appendix).
2 NUMERICAL SETUP
2.1 Reversibility as a probe of numerical accuracy
and faithfulness
Newtonian N-body systems obey equations where the time
variable appears exclusively in second order form. These sys-
tems are thus time reversible in principle: for every solution
evolved up to a time t f , there is a solution — obtained by
reversing the velocities at t f and evolving the system for an-
other timespan t f — such that, for t ≥ t f , r(t) = r(2t f − t) and
Ûr(t) = −Ûr(2t f − t), where r is the 3N dimensional coordinate
vector of particle positions.
Numerically, however, the situation is generally differ-
ent. Even assuming that the forces are evaluated to machine
precision, there will be roundoff errors in these, as well as
in the phase space variables themselves (including the ini-
tial conditions). Finite time-stepping also leads to trunca-
tion errors. If the errors are sufficiently inflated by intrinsic
divergence of trajectories, numerical irreversibility will re-
sult, as the accumulating errors in the forward and reversed
trajectories diverge. It is of course possible to employ time
symmetric algorithms, which are formally reversible when
applied to time reversible dynamical systems (Hernandez
& Bertschinger 2018; Hairer, Lubich & Wanner 2006, sec-
tion V.1); the symplectic mapping embodied in the widely
used leapfrog integrator is one such scheme. Although the
truncation errors are then reversible, floating point errors
remain, unless integer or fixed point arithmetic is used (e.g.,
Earn 1994). Formal reversibility is also generally lost when
a variable timestep is introduced, and devising a reversible
scheme with variable time-stepping is a highly non-trivial
task (Dehnen 2017; Hernandez & Bertschinger 2018). This
makes it difficult, if not impossible, to estimate local trunca-
tion errors using conventional methods, which rely on step-
size variation, and at the same time maintain numerical re-
versibility.
To examine the reversibility of simulated N-body sys-
tems, we use a conventional fourth-fifth order Runge-Kutta
integrator with an adaptive timestep and a preset tolerance
(Press et. al. 2007). The error estimate at each step is deter-
mined by decreasing the stepsize until the tolerance criterion
is achieved; namely when the maximum error in any one of
the phase space variables y (any of the position or velocity
components) is smaller than Tol × (|y | + ), with Tol = 10−8
and  = 10−22. This essentially measures the relative error
in y, with provision for situations when its absolute value
is very small. This local estimate may be inserted into the-
oretical expectations of error propagation, which can then
be compared with error estimates resulting from subtrac-
tion of the phase space variables and mean field conserved
quantities of the forward and reversed trajectories. Although
the use of a non-geometric integrator with adaptive stepsize
MNRAS 000, 1–21 (2016)
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can lead to secular drift in the total energy, this was found
to be minimal. Fig. 1 shows examples of the total energy;
the energy is conserved to better than one part in 10−6 for
N = 128 and 10−8 for N = 8192 (the results shown are for
single forward in time runs and not averages over all the
runs conducted with same N, as described below).
To connect to current simulations of collisionless sys-
tems, where symplectic integrators are normally used, we
also integrate pairs of systems started from the same initial
conditions and run forward in time with different stepsize.
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Figure 1: Evolution of the total energy in some sample runs,
normalised to the initial starting energy. The simulations
use an adaptive Runge-Kutta routine with preset tolerance
of 10−8 (relative error) per timestep and no force softening.
When a predetermined tolerance is used, we keep the
forces unsoftened, error growth due to close encounters be-
ing controlled by varying the adaptive stepsize. This is in
line with our goal of examining the growth and saturation
of errors in unsoftened systems, which is expected to be dif-
ferent from that in softened ones, where the exponentiation
rate decreases with N (El-Zant 2002; GHH). When a fixed
timestep is used we add a small Plummer softening.
2.2 Initial conditions
We start with random realisations of Plummer spheres (e.g.,
BT). These are simple models that have long formed a
benchmark of sorts for theoretical studies of the Newtonian
N-body problem. The mass distribution as a function of ra-
dius r is given by
M(r) = M r
3
(r2 + a2)3/2 , (1)
where M is the total mass of the system and a is a length
scale within which the density distribution varies slowly. We
take G = M = a = 1. The particle mass is therefore m = 1/N.
We define a mean dynamical time as tD = 1/
√
G ρ¯(< r), so
that each time unit in our simulations corresponds to about
1
3.4 tD(r = a). The virial radius is at Rv = 163pi . The dynam-
ical time there is tD(Rv) = 6.4 time units, while the dy-
namical time at the half mass radius Rh = 1.3a is about
4.4 time units. The standard two body relaxation time,
tr ≈ 0.1 NlnγN tD , ranges from about 31 time units for the
smallest simulated systems (N = 128) to 771 time units for
the largest ones (N = 8192), if we take γ = 0.11, as sug-
gested by Giersz & Heggie (1994), and tD = tD(Rv). These
timescales correspond to about a third and eight times the
timescale of our runs in each direction (forward and re-
versed). The late-time (diffusive) growth of particle energy
errors in our simulations, which can be used to define an
analogous ‘relaxation time’, is found to scale in a similar
manner with N, but with a timescale that is larger by a
factor of 2.6 (cf. figure 9 and discussion in Section 3.6).
The initial conditions are obtained through the tech-
nique of Aarseth, Henon & Wielen (1974). The Plummer
spheres are truncated at ten core radii, where the distribu-
tion becomes poorly sampled. This leads to small system-
atic initial departures from equilibrium (particularly clear
from the oscillations in the derivatives near the end of the
timescale shown in Fig. 8). The Newtonian equations of mo-
tion are then integrated, with double precision arithmetic
and direct force evaluation. Direct force calculation and high
accuracy requirements naturally limit the number of parti-
cles in the systems we probe. In partial compensation for
this, we improve the statistics by running a number of ran-
dom realizations for each N. This enables one to get bet-
ter statistics with only linear increase (with N) in CPU-
time, while the time required for the exact force calcula-
tions scales as N2. We performed 101 runs for systems with
N = 128, 256, 512 and 1024, 28 runs with N = 2048, 17
runs with N = 4096 and three runs with N = 8192. Unless
otherwise implied, namely in connection with figures 1, 11
and 12, all numerical results shown correspond to averages
over all runs.
Each random realization is integrated forward in time
for a hundred time units. When the reversibility criterion
is used, velocities are then reversed and the system is inte-
grated for another hundred time units. The errors are then
evaluated as discussed below.
2.3 Error estimates from simulations
When the reversibility criterion is used we estimate the er-
rors from the difference in particle positions between the
forward and reversed trajectories by calculating
ξ2x =
∑
N |x f − xb |2∑
N |xb |2
, (2)
where x f corresponds to a particle’s Cartesian coordinate
vector in the forward run and xb to the value of the corre-
sponding coordinate in the reversed run, when the system
is integrated ’backwards’. Errors ξ = ξ(t) are thus obtained
by subtracting forward-run coordinates at that time t from
the corresponding coordinates in the reversed run at 2t f − t.
For the simulations studied here t f = 100 time units, which
corresponds to about 29 dynamical times at r = a = 1, 23
dynamical times at the half mass radius, and 16 dynamical
times at the virial radius.
Since when the dynamics is reversed the velocities are
also reversed (and their Cartesian components change sign)
the corresponding formula in this case is
ξ2Ûx =
∑
N | Ûx f + Ûxb |2∑
N | Ûxb |2
. (3)
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Similarly for the angular momenta we have
ξ2L =
∑
N |L f + Lb |2∑
N |Lb |2
. (4)
Finally, the errors in energies are calculated from.
ξ2E =
∑
N (E f − Eb)2∑
N E2b
. (5)
In what follows, we refer to these quantities as the ‘rel-
ative errors’ in the various variables. We will also use the
absolute RMS errors, these are obtained by replacing the
denominators in the above equations by N. In Section 3.5,
when we examine the error growths in systems integrated
with fixed stepsize, the errors will refer to differences be-
tween pairs of systems started with the same initial condi-
tions and integrated forward in time with different (usually
by a factor of two) stepsize.
3 PROPAGATION OF ERRORS
3.1 Estimates of Systematic, diffusive and
exponential error propagation
In this section, we estimate the growth of errors in numeri-
cal integrations, relating it to the intrinsic dynamics of the
stability of trajectories.
3.1.1 Case I: No intrinsic divergence
If there is no intrinsic divergence between solutions of ini-
tial value problems started with differing initial conditions,
then the only source leading to the separation of solutions
in time will be numerical errors (e.g., this is the case for two
numerical solutions of harmonic oscillators with the same
spring constant). If the errors at each step are added, they
would generally lie between two extremes; they either add
up to zero, so that the RMS error is ∼ √n after n steps, or
are systematic in the sense that the errors scale as n (e.g.,
Press et. al. 2007).
3.1.2 Case II: Systems with phase mixing
A nonlinear dynamical system, even if it supports only reg-
ular trajectories with no exponential divergence, will gener-
ally exhibit phase mixing due to the dependence of the char-
acteristic frequencies that describe it quasi-periodic motion
on the amplitudes. If such an integrable system is Hamilto-
nian, its trajectories can always be parametrised in terms of
action angle variables (J,Θ). When the dynamical evolution
is exact (without numerical errors) the actions J are constant
and the angles evolve as Θ = Θ0+ωt. Here, Θ0 comprises the
initial phases at t = 0, and ω the frequencies characterising
the quasi-periodic motion.
Since J does not evolve in time, the dynamics does not
prompt any intrinsic divergence of nearby solutions in these
variables, and the numerical errors can again propagate sys-
tematically as δJ ∼ n (where δJ is the magnitude of the
typical error per timestep), or diffuse as δJ ∼ √n. The angle
variables, on the other hand, evolve linearly in time, so we
expect the errors in them to propagate as
δΘ =
n∑
i=1
δωi∆ti +
n∑
i=0
δΘi, (6)
where δωi and δΘi are, respectively, the numerical errors
in frequencies and phases at timestep i. Except for the ze-
roth term in the second sum, the error is expected to be
dominated by truncation error rather than roundoff. As be-
fore, the truncation errors in that second sum can add up
systematically to ∼ n δΘ or diffusively as √nδ Θ. However,
in addition to this, the first sum displays a linear intrin-
sic divergence in time. If the numerical errors in ω add up
systematically — that is δωi ∼ iδω, for a typical error of
magnitude δω associated with typical timestep ∆t — the
first sum becomes ∼ δω∆t∑n i ∼ n2δω∆t. The resulting rel-
ative error is then δΘΘ ∼ n2 δω∆tωt = n δωω . Similarly, the error
scales as δΘΘ ∼
√
n δωω , if the single step errors are assumed
to add up diffusively.
Thus, despite the intrinsic linear divergence, nonlinear
systems with regular trajectories, which are subject only to
phase mixing, can be numerically integrated to arbitrary
(machine dependent) precision, like their linear counter-
parts. For example, the errors in the Runge-Kutta method
used in this study are fifth order in the timestep ∆t ∼ t f /n.
They thus scale as ∼ (∆t)5 ∼ 1/n5. If the errors propagate at
most linearly in n, then the total error after n steps scales
as ∼ 1/n4 or better, which clearly can be made arbitrar-
ily small by decreasing the timestep. This will remain true
even if we take into account that the phase space variables
(coordinates and velocities) of regular trajectories do not
necessarily diverge linearly in time as the angle variables do
(since the former are expressed as Fourier series in the lat-
ter; e.g., BT). It will remain true as long as the divergence
can be locally characterised everywhere as a low order power
law (as we will see this will be the case once the exponential
instability has saturated). Finally, for such systems, the er-
rors in mean field conserved quantities, such as the energy
and angular momenta, should propagate as those in the ac-
tion variables. In particular, if they are primarily driven by
independent two-body encounters, the propagation in time
should be diffusive (that is, ∼ √n). Due to the weak n-scaling,
information loss arising from such diffusion is expected to be
minimal.
3.1.3 Case III: Exponential divergence
In the presence of exponential divergence the situa-
tion is quite different from that outlined above. Con-
sider coordinates in the 6-N dimensional phase space
X = (x1, ..., x3N , Ûx1, ..., Ûx3N ). A small error δX0 = δX0 eˆ0 in
X at time t0, becomes ∼ δX0ek∆t eˆ1 at time t1 = t0 + ∆t.
Here, the unit vector eˆ1 is in the direction to which δX0
points after its transformation by the dynamics following
a timestep ∆t. This is not necessarily in the direction eˆ0,
as the dynamical phase space flow not only stretches but
also rotates an error vector. This acts as to align it with
a (dynamically changing) direction of maximum expansion,
characterised by the exponentiation rate k = 1/te. Formally,
when the infinite time limit is well defined, this is the maxi-
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mal Lyapunov exponent (see e.g. Wolf et. al. 1985 for a lucid
discussion).
Each timestep is accompanied by a numerical (primar-
ily truncation) error. In addition, the errors from previ-
ous timesteps are amplified by the dynamics, such that
the final total error is a superposition of exponentially in-
flated errors. The total error after one timestep is thus
δX0ek∆t eˆ1+δX1. Similarly, after a second timestep (assumed
to be of the same size for simplicity), one has an error
∼ δX0e2k∆t eˆ2 + δX1ek∆t eˆ′1 + δX2. Again eˆ
′
1 is not necessar-
ily the same as eˆ1. However, since the error unit vectors
appearing in such expressions are updated and superseded
at each subsequent step, after n steps we can write
δXn =
n∑
i=0
δXiek(n−i)∆t eˆi, (7)
by defining the unit vectors eˆi as those in the direction to
which the errors δXi , arising at step i, point after being
transformed by the dynamics through n − i timesteps. The
exponential inflation implies that, for timescales large com-
pared to the exponential time te, the errors propagate in a
manner that makes it impossible to obtain arbitrarily accu-
rate solutions by decreasing the timestep.
Again one may suppose two extremes; the eˆi can ei-
ther be all in the same direction (no rotation), and so
the elements of the sum add systematically, or they can
be randomly directed. In the latter case they are likely to
be normal for large N, as the RMS value of the cosine of
the angle between two randomly pointing vectors X and Y,
cos(X,Y) = X.Y|X | |Y | , decreases as 1/
√
N for large N. 1
In this case one can write
(δX)2 =
n∑
i=0
(δXi)2e2k(n−i)∆t ≈ te2∆t
(
e2t(n)/te − 1
)
(δX)2, (8)
where the last approximate equality assumes a typical nu-
merical error δX per timestep, and a large n. As we will see
below, the exponential instability is driven by increasingly
close encounters, as N increases, with impact parameter that
scales as R/√N for a system of fixed total mass and charac-
teristic size R. If one estimates the timescale of an encounter
with impact parameter b and characteristic speed v as ∼ b/v,
then encounters crucial to the exponential growth of errors
take place on shorter timescales as N increases (as v remains
constant). The total number of encounters for all particles
also increases with N. Thus, the direction of the error vector
is expected to rapidly fluctuate for larger systems. Equa-
tion (8) should therefore constitute an accurate estimate of
the growth rate of errors.
In the numerical numerical studies presented below, the
errors are calculated from the differences between the for-
ward and reversed trajectories. For time t ≥ t f , they are
1 In terms of components in d-dimensions, cos(X, Y) =∑
d XiYi√∑
d X
2
i
√∑
d Y
2
i
. As this has the form of a correlator, if the com-
ponents are uncorrelated random variables (as in the case of ran-
domly oriented vectors), cos(X, Y) → 0 as d increases, with ‘sam-
pling noise’ scaling as 1/√d. A formal proof of the increasing prob-
ability of orthogonality of high-d vectors is given in Theorem 2.8
of Blum, Hopcroff & Kannan (2018).
given by
ξ2(t − t f ) =
X(t) − X(2t f − t)2 / X(t)2. (9)
If these arise in the manner considered here, then, up to the
saturation of the exponential instability, they should be of
the order of(
δX
)2(n − n f ) = n∑
i=n f
(
δXi
)2e2k(n−n f −i)∆t, (10)
for n ≥ n f . Here n f is the typical number of steps in the for-
ward run (corresponding to time t f ), and the δXi represents
the relative error per time-step determined by the Runge-
Kutta routine tolerance setting (as we discuss in the case of
the velocities in Section 3.2.4).
3.2 Propagation of errors in the phase space
variables
In this section we discuss the propagation of errors in coor-
dinates and velocities in the numerical simulations we con-
ducted. We interpret the results in terms of a model adapted
from GHH.
3.2.1 Coordinates
The left panel of Fig. 2 shows the relative error calculated
from differences between the forward and reversed evolution
in coordinates as defined in (2). The time is measured from
the start of the reversed runs. On this linear scale, the errors
are dominated by what appears to be quasi-linear growth,
before flattening as the error becomes of order one, as cor-
relation is lost between the coordinates of the forward and
reversed systems. This post-exponential growth is charac-
terised by a running power law index as we will see below
(Fig. 8).
The details of the early evolution are best examined
with a vertical logarithmic scale (right panel in Fig. 2), which
shows the growth of coordinate errors for the first 20 time
units (∼ 6 tD(r = a)). On this scale, linear sections corre-
spond to exponential growth, while the growth during the
first few time units corresponds to the quasi-linear addition
of errors, implied by equation (7) on timescales smaller than
the exponentiation time. The curves then flatten off, indicat-
ing a smaller exponentiation rate as the instability saturates.
As N increases, it saturates at smaller relative errors.
An important point to note is that this flattening takes
place while the errors are orders of magnitudes smaller than
one (compare the values where the curves flatten on the lin-
ear and vertical scale plots). This need not be the case, as
in many systems saturation of the exponential divergence
of initially nearby trajectories occurs only when the sepa-
ration is of order of the system size. A case in point per-
tains to chaos in smooth gravitational potentials, which can
stem from global asymmetries (such as triaxiality) in the
smoothed out matter distribution. It can be distinguished
from ‘N-body chaos’ by precisely this feature (e.g., Kandrup
& Sideris 2003). In our present case, relative errors at which
saturation occurs here can be explained by a simple model
due to GHH, which we now briefly describe while adopting
it to our purposes. More details are to be found in their
original paper.
MNRAS 000, 1–21 (2016)
Errors, chaos and the collisionless limit 7
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0  20  40  60  80  100
R
el
at
iv
e 
Er
ro
r i
n 
Co
or
di
na
te
s
Time
 N = 128
 N = 256
 N = 512
 N = 1024
 N = 2048
 N = 4096
 N = 8192
10-14
10-12
10-10
10-8
10-6
10-4
10-2
100
 0  5  10  15  20
R
el
at
iv
e 
Er
ro
r i
n 
Co
or
di
na
te
s
Time
 N = 128
 N = 256
 N = 512
 N = 1024
 N = 2048
 N = 4096
 N = 8192
Figure 2. Growth of errors, measured from the difference in coordinates of particles in their forward and reversed trajectories, evaluated
using equation (2), as a function of time (measured from the start of the reversed run). The right panel shows the early growth with vertical
log-scale. In the units used here, a dynamical time at r = 1 (i.e. at the core radius a of equation 1) is tD (r = a) = 1/
√
Gρ¯(r = a) = 3.4; at
the virial radius tD (Rv ) = 6.4, and 4.4 at the half mass radius.
3.2.2 A simple model
Consider two test particles on nearby trajectories interact-
ing with a third particle of mass m. The impact param-
eters of the gravitational encounters involved are b and
b + δb. Assuming small deflection angles, the difference in
impact parameters after time τ following the encounters is
δb
′ ∼ (1+Gmτ/b2v)δb, with v the typical particle speed. If the
three particles involved all move in a plane, it is clear that a
second encounter at time τ will still increase the difference
in impact parameters, such that δb
′′ ∼ (1+Gmτ/b2v)2δb, the
sign of δb
′
notwithstanding. If we assume that this is the
case in general, the effect of successive encounters can be
multiplied such that δb(l) ∼ (1 + Gmτ/b2v)(l)δb. The associ-
ated exponentiation rate is then
k =
1
τ
ln
(
1 +
Gmτ
b2v
)
, (11)
which is valid as long as δb remains small. This simple pic-
ture is elaborated upon in GHH, where it is shown to apply
to encounters that drive the exponential instability (with
typical impact parameters discussed below). Also, by com-
bining the perturbations statistically, using the second mo-
ment equations, it is shown in their Section 3.2 that the
exponential growth persists for (more distant) encounters
for which the idea of simply multiplying the errors as above
is not strictly valid. However, in this case the exponentiation
rate is smaller and decreases with N.
Now we note that if the separation δb is large, then dur-
ing the encounter one has δb
′
= b
′
1−b
′
2 = (1+Gm/vb1b2)(b1−
b2), so that for b2  b1, b′2 = b2 (the particle much further
away remains unaffected by the encounter). In this case, we
have b
′
1 ∼ b1 +Gmτ/b1v, and the deflections add up to zero.
Though adding the squares of the velocity deflections, as ap-
propriate for a diffusive process, would lead to the standard
two body relaxation time. The exponential instability is thus
intricately linked to the proximity of the two test particles
relative to the impact parameter of encounter with the third
particle.
In this context, saturation of the exponential growth
should occur when δb can no longer be considered small
relative to the characteristic impact parameter b of encoun-
ters that drive the exponential growth. This, as opposed to
saturation on the scale of the system size. This is the major
difference between the exponential instability in N-body sys-
tems and exponential instability that implies ’global chaos’
and relaxation leading evolution in the system properties on
the exponentiation scale.
The N-scaling of the characteristic maximal impact pa-
rameter can be estimated by assuming that the exponen-
tiation rate is essentially N-independent. This approximate
N-independence can be tentatively deduced from Fig. 2 for
larger N, and more precisely by solving the linearised varia-
tional equations (as in, e.g., GHH who propose a very weak
N-scaling ∼ log(log N). Going to larger particle numbers, and
solving directly the nonlinear equations of motion for ini-
tially nearby trajectories, Hemsendorf & Merritt 2002 find
a similarly weak dependence, with scaling ∼ log(log N) or
∼ ln AN, with A of order 1000.). Under the assumption of N-
indepdence of the expoentiation rate we deduce the satura-
tion spatial length-scale of the instability and test it against
the numerical results.
From equation (11), this exponentiation rate will be N-
invariant — when measured in dynamical times tD , or in
units that keep the total mass and characteristic size con-
stant as used here — if both τ/tD and Gmτb2v do not vary with
N.
To see when the first condition is satisfied we first note
that, for impact parameters b and smaller, the number of
field particles a test particle encounters while crossing a sys-
tem of characteristic size R are confined to a cylinder of
volume b2R. If their number density is N/R3, their total
number within the cylinder is b2R × N/R3. Thus the num-
ber of encounters a particle undertakes while crossing the
system is η = tD/τ ∼ Nb2/R2. It is N-invariant (and so
is η−1 = τ/tD), if b2/R2 scales as 1/N. The second condi-
tion requires that Gmτ
b2v
= GMτ
Nb2v
is N-independent. Setting
GM ∼ v2R, v ∼ R/tD and τ/tD ∼ R2/Nb2, as estimated
above, one finds Gmτ
b2v
∼ R4
b4N2
∼ η2, which is also constant if
b2/R2 scales as 1/N.
Furthermore, if η  1, encounters are too rare to be im-
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Figure 3. Left panel: the numerical time derivative of the (natural) logarithm of the early growth of errors, which defines an ‘expo-
nentiation rate’, is compared with results obtained using equation (12) which describes coherent, multiplicative enhancement of error
growth (dashed lines). The parameters used are GM = τ = v = 1, FR = 0.57, in line with the characteristic mass and length scales of
the simulated systems (Section 2.2), and our estimate that the exponential divergence is driven by encounters with impact parameter
b ∼ R/√N , which occur roughly once per crossing time per particle. The parameters are fixed for all N , with m = 1/N . The theoretical
results thus obtained are in fairly good agreement with the numerical ones (especially for relatively larger N), until the exponentiation
rate drops below k <∼ 0.1. From the right hand panel this can be seen to correspond to about 20 time units. This corresponds to a period
of systematic error growth — arising of the same multiplicative enhancement of errors that gives rise to the exponential phase — that
is different from simple phase mixing. In fig. 4 we show the early growth of errors normalised to the expected saturation scale 0.57/√N .
It also illustrates the mechanism behind the worsening correspondence between the theoretical estimates and numerical results as N
decreases (as discussed in text).
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Figure 4. Early growth of coordinate errors normalised to
0.57/√N . For larger N the curves flatten fairly sharply at a value
of order 1. For smaller particle numbers, the flattening is more
gradual due to the rapid early growth, which implies that the er-
rors are already large on timescales of order of the exponentiation
time te (i.e. at the start of the exponential divergence phase).
portant. On the other hand, η  1 corresponds to relatively
large impact parameters, and the statistical combination of
such weak encounters lead to progressively smaller contri-
butions to the exponential timescale (as shown in GHH).
Therefore, the main contribution to the exponential insta-
bility comes from encounters with η ∼ 1. That is, from en-
counters that occur about once per crossing time, and are
characterised by impact parameters b ∼ R√
N
.
Thus, the exponential instability should start to sat-
urate when the errors become larger than the typical im-
pact parameter ∼ R/√N. Which means that if we plot the
exponentiation rate as a function of coordinate separation
δx, it should be flat up to δx ∼ R/√N, before falling off
for larger δx. To describe this pattern quantitatively, we
suppose that the errors remain multiplicative despite the
relatively large separation. In this case, we can replace b2
in (11) with b1 and b2, as the impact parameters of di-
verging trajectories begin to differ significantly. In that case
k → 1τ ln [(1+Gmτ/b1b2)v]. Furthermore, in accordance with
our estimate of the typical impact parameter driving the ex-
ponential instability, we can set b1 = FR/
√
N (where F is of
order one) and b2 ≈ b1 + δx. To get
k =
1
τ
ln
©­­«1 +
Gmτ/v
F R√
N
(
F R√
N
+ δx
) ª®®¬ . (12)
In Fig. 3 we compare the numerically derived exponentia-
tion rate with what is obtained using equation (12), with
δx derived from the numerically calculated RMS variation.
As discussed in Section 2.2, the characteristic mass and
length scales of our simulations are such that GM = 1 and
v ∼ √GM/R ∼ 1, if the characteristic system size R is to be
of the order of the Plummer sphere core a = 1. We thus set
GM = v = 1. Furthermore, as the dynamical crossing time
is also of order one, we set τ = 1, and finally FR = 0.57.
The last two values are in line with the contention that the
divergence between nearby trajectories is driven by encoun-
ters that occur roughly once per particle per crossing and
with typical impact parameters ∼ R/√N. These parameters
are kept fixed for all N, with m = 1/N. For exponentiation
rate k >∼ 0.1, the results thus obtained are in good agree-
ment with the corresponding numerical ones for relatively
large N. Below, we briefly discuss the progressive worsening
of the correspondence between the theoretical and numer-
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Figure 5. Same as in Fig. 2 but for growth of velocity errors, calculated using (3). The dashed line in the right hand panel shows a
theoretical estimate of the error growth using equation(10), with assumed error per time-step of 10−9, hundred timesteps per dynamical
time (at r = a), and exponentiation rate k = 2 (corresponding to an exponential timescale of 0.147tD (r = a)).
ical results as N decreases, interpreting it in terms of the
increasing role of strong encounters.
More generally, the gross features of Fig. 3 are straight-
forward to explain. If the characteristic time for encounters
driving the exponential divergence is τ ∼ tD ∼ R/v, and
v ∼ GM/R, the factor Gmτ/v in equation (12) is ∼ R2/N
(given m = M/N). As F is of order one, we have
k ≈ 1
τ
ln
(
1 +
RN−1/2
(RN−1/2 + δx)
)
. (13)
Thus, as long as δx  R/N1/2, k is approximately
constant and N-independent. As δx increases, however,
k → 1τ ln(1 + RN−1/2δx−1). And since, for large enough N
and non-infinitesimal δx, RN−1/2δx−1 is small, then k ≈
1
τ RN
−1/2δx−1. For exponentiation rate 0.1<∼ k <∼ 1, this is also
the approximate behaviour, including N-scaling of horizon-
tal separation, of the numerically derived lines in Fig. 3.
Thus, although the exponential timescale for the diver-
gence of infinitesimally close trajectories does not depend on
N, growth during the subsequent saturation stage does, and
so does of course the total error after the exponential insta-
bility has saturated entirely. Also, the fact that the results
obtained using (12) continue to follow the numerical ones
even after the exponentiation rate k has decreased by an or-
der of magnitude, suggests that coherent scattering, leading
to the multiplicative enhancement of errors in the manner
assumed in (12), remains effective even after the exponen-
tial growth stage proper has ended. This reflects a phase of
systematic growth of errors in the phase space variables in-
termediate between the exponential (constant k ∼ 1) stage
and the regime where phase mixing finally dominates. One
also expects this systematic error growth phase to separate
an eventual diffusive evolution of errors in the mean field
conserved quantities from the exponential growth stage. We
will see that this is indeed the case.
As N decreases the results obtained using (12) no longer
follow the numerical ones as closely as they do for larger N.
This is related to the fact that, for smaller N, the exponen-
tial region of the growth of errors is progressively smaller;
early evolution is dominated by the initial rapid growth, tak-
ing place on timescale smaller than the e-folding time, then
saturation starts to set in. This can be seen from the right
hand panel of Fig. 2 and fig. 4, the latter showing the early
growth in coordinate errors as normalised to the expected
saturation scale. It can also be clearly seen in the evolution
of velocity errors, which we look at next.
3.2.3 Velocities
The exponential growth in velocity errors (Fig. 5, right hand
panel) saturates at the same time as the coordinates, but
with larger values. This due to the steeper pre-exponential
growth that sets the initial conditions for the exponential
stage, and can also be explained in the context of the model
described above; in its context (as in standard two-body re-
laxation theory), the velocity kicks are local, reflecting dis-
continuous jumps, while the errors in positions only subse-
quently grow as a result of these velocity changes (cf. Equa-
tions 11 of GHH). Eventually, the relative velocity errors
reach a value of about
√
2, corresponding to complete loss
of correlations between individual particle velocities in the
forward and reversed runs, while maintaining the same dis-
tribution. 2
For smaller N, the initial growth is dominated by strong
encounters; from the right hand panel of Fig. 5, we ob-
serve that there is hardly a well defined region of expo-
nential growth in the case of N = 128, where there is very
rapid growth to the 10% level, followed by saturation. This
is due to the important contribution of large jumps in the
velocities. In this case, one also expect (as we will see be-
low) the accumulation of errors estimated by the adap-
tive Runge-Kutta routine to be smaller than those inferred
from comparing forward and reversed trajectories. This is to
be expected because the former method considers, at each
timestep, the same initial conditions (up to roundoff error),
2 From equation (3), the relative error ξ2Ûx = (
∑
N | Ûx f |2 + | Ûxb |2 +
2Ûx f . Ûxb )/
∑
N | Ûxb |2. The third term in the numerator becomes
smaller as the forward and reversed motion velocity vectors decor-
relate. If the velocities in the forward and reversed runs nev-
ertheless have the same statistical distribution then
∑
N | Ûx f |2 ≈∑
N | Ûxb |2. Thus ξ2Ûx → 2.
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and estimates the local error incurred by undertaking this
timestep. In the latter case, on the other hand, there is al-
ready a difference between the forward and backward initial
conditions at the start of the encounter, due to differences
accumulated through the previous evolution of each system.
A strong encounter can strongly amplify this difference.
3.2.4 Comparison with estimate of Section 3.1.3
The dashed line in the right hand panel of Fig. 5 shows the
initial rise of the growth of errors in velocities — for which,
as we saw, the relative errors are large compared to those
in the coordinates) — as predicted by the theoretical model
of Section 3.1.3. For larger N, the error growth (before sat-
uration sets in) follows the theoretical prediction, obtained
using equation (10), with an assumed typical time-step of
10−2 tD(r = a) and a truncation error of 10−9. This is smaller
than the truncation error set by the relative tolerance used
in the Runge-Kutta routine (Tol = 10−8). But as this toler-
ance constrains the maximal error in any one of the phase
space coordinates, while the estimate from the simulation
is an RMS estimate, the two are consistent. This is not the
case however with the low-N runs. Here, the use of equa-
tion (10) requires assuming a tolerance level that is orders
of magnitude above 10−8 if the theoretical prediction is to
match the numerical results. Thus, for relatively small N,
when contributions of strong encounters are non-negligible,
the Runge-Kutta error estimate, coupled with our prescrip-
tion for simple exponential growth, underestimates the error
growth inferred from comparing the backward and forward
trajectories.
3.3 Errors in mean field conserved quantities
The growth of errors described above can be characterised by
three stages; an early quasi-linear addition of errors, a period
of exponential growth, and an extended period of slower
increase. The first two stages of error growths in energy and
angular momentum, which are conserved integrals of motion
in mean field equilibrium systems, are similar to the phase
space variables (as can be seen from Fig. 6).
In the third and final phase of error growth, the errors
in the phase space variables are expected to grow through
phase mixing., a process which should not affect conserved
quantities. The error in these quantities may be expected
to grow diffusively if its growth follows the standard pic-
ture of two body relaxation. Although this is eventually
the case, the angular momentum error growth in particu-
lar shows that this is not the whole story, as there is an
intermediate stage of systematic error growth that neither
corresponds to phase mixing or diffusion.
The angular momentum error growth follows that of the
velocities well into the post-exponential regime. This is espe-
cially true for relatively small N, as can be seen from Fig. 7.
It suggests that the effect of coherent, multiplicative, scat-
tering persists well beyond the exponential stage of constant
exponentiation time, as can already be inferred from Fig 3.
This causes systematic, as opposed to diffusive, growth in
errors. For angular momenta, a proper diffusion limit is, in
fact, only clearly apparent for the case with N = 8192, when
the systematic growth saturates at small enough values as
to allow for the subsequent diffusive evolution in errors to
become apparent over the timescale considered here. In Sec-
tion 3.5 we will see that the diffusive stage can be clearly
detected also for smaller N (but, still, for larger thresholds
than the energy), when using a fixed timestep, as the use of
an adaptive timestep seems to enhance the effect of the in-
stability spurred by coherent multiplicative scattering on the
systematic growth of angular momentum errors at smaller N.
In all cases however, a systematic phase of error growth sep-
arates the exponential from the diffusive evolution, such that
the latter is only reached for relatively large error thresholds
as we will see further on (sections 3.4 and 3.5; particularly
figures 9 and 13).
The panels of Fig. 7 show that the error growth rate
in energy, which is the usual benchmark employed to test
for the presence of relaxation and validity of the collision-
less limit, is slower than in the angular momenta. The pre-
cise mechanism behind this phenomenon may well be worth
studying in detail, but is beyond our present scope (though,
again, the results of Section 3.5 suggest that part, but not all,
of the discrepancy is due to the use of a variable timestep).
We mention, nevertheless, that error growth in energy may
be heuristically understood in terms of it being a scalar. Con-
sider, for instance, the following simple example: two parti-
cles are deflected by a third one (sharing the same plane),
such that the respective deflections lead to normal velocity
perturbations v1 and v2. Next, consider another encounter
with the same magnitude of impact parameters and relative
velocity, but where the perturbing particle is on the opposite
side of the two test particles; if particle 1 and 2 were at im-
pact parameters b1 < b2 from perturbing particle during the
first encounter, they are at distances −b2 and −b1 respec-
tively, in the second one. The perturbations to the velocities
of the first particle is now v1 − v2, and that of the second
particle is v2 − v1. The vector difference is 2(v1 − v2). This
will affect the difference in angular momenta. The kinetic
energy of each particle also changes due to the two pertur-
bations, but the net difference after the two encounters is
zero. In terms of the GHH model, it would appear that it
is mainly the weaker encounters, which add up statistically,
that would contribute in the case of energy divergence, lead-
ing to a clearer transition to the diffusion limit at smaller
error thresholds.
To further quantify our statements concerning the
stages of evolution of error growth, we have calculated the
logarithmic derivatives of the errors. These are are presented
in Fig. 8, where a vertical value of 0.5 corresponds to ∼ t1/2
diffusive growth. As can be seen, this is clearly reached
for the energy, but even then only after significant post-
exponential evolution. (In these plots, the early rise corre-
sponds to exponential stage, while the subsequent rapid fall
and flattening up to t ∼ 20, corresponds to the timescale
for the exponentiation rate to decline to ∼ 0.1; cf. Fig. 3).
The diffusion limit in angular momentum becomes appar-
ent only near the end of the runs. This is the case especially
for smaller N, where the pre-diffusive systematic errors reach
large values before diffusion set in. The post-exponential evo-
lution of errors in the phase space variables is characterised
by a running power law index; for velocities, this is ∼ 2 at
t ∼ 20, saturating towards smaller values (as errors reach
order one) more slowly as N increases. With these differ-
ences in error growth rates are associated differences in the
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Figure 6. Early growth of the relative error in the mean field conserved quantities; the energy (left) and angular momenta (right),
calculated using equations (5) and (4) respectively. This early error growth is similar in magnitude to that of the velocities, with about
the same exponential growth rate as both coordinates and velocities; the exponential instability thus does not distinguish between the
phase space variables and quantities that are conserved in the mean field, collisionless, limit. The flattening that follows the exponential
stage is sharper in the case of energy however (and angular momentum for larger N).
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Figure 7. Comparison of the error growth for N = 128, N = 512, N = 2048 and N = 8192. Note that the growth in angular momentum
mimics that of the velocities early on, before the former saturates. Beyond this point, the velocity errors grow through phase mixing,
while momentum errors grow diffusively. This diffusive growth is only clearly seen for relatively large N and large times; for lower N , the
errors from the previous stages are large and the diffusive error growth is drowned out by this background. For energy, beyond t >∼ 30,
diffusive growth of errors is always apparent (see also Fig. 8 and associated discussion of the approach to the diffusion limit).
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Figure 8. Logarithmic derivatives of error growths, for N =
2048, 4096 and 8192. The early rise corresponds to stages of addi-
tive and exponential inflation of errors; the rapid fall and initial
flattening (to t ∼ 20) roughly corresponds to the period through
which systematic error growth can still be modelled mainly in
terms of multiplicative enhancement by successive encounters. Be-
yond this, the errors in the phase space variables and the mean
field conserved quantities grow qualitatively differently. The for-
mer may still grow systematically via phase mixing, while the
latter tend toward the diffusive limit, that is ∼ t1/2 and logarith-
mic derivative of 0.5. For relatively small N , the diffusive error
growth in angular momentum becomes apparent only at the end
of the timescales shown.
N-scaling of the ’relaxation times’ in the different variables,
which we look at next.
3.4 Relaxation times
We would like to estimate the timescale over which the er-
ror in a given variable V reaches a threshold h (V can ei-
ther be a phase space variable or a mean field conserved
quantity). During the exponential phase, the growth in V is
δV ∼ et/te δV0, where δV0 is determined by the value of the
error at the start of exponential growth stage. The timescale
to reach h is thus ln hδV0 . According to the picture presented
above (Section 3.2), exponential growth persists until satu-
ration time tc , when etc/te δx0 ∼ R/
√
N (where as before x is
a spatial Cartesian coordinate). Assuming this same charac-
teristic exponentiation rate for both V and x, (as we already
found), and that for t  tc the divergence can be approxi-
mated by a power law in time, one may suppose that (for
t ≥ tc)
δV ≈ R√
N
(
1 +
(
t − tc
tc
)s)
δV0
δx0
. (14)
From Fig. 8, 1<∼ s <∼ 2 for t >∼ 20, before either diffusion (s =
1/2) or saturation (s → 0) sets in (depending on the vari-
able considered). For t  tc , one expects a threshold δV = h
to be reached on timescale trelax ∼ tcN1/2s. Thus, when a
diffusion process is eventually dominant one expects, for a
large enough threshold, an error growth that is roughly lin-
ear in N, akin to that deduced from two-body relaxation
estimates. On the other hand, for the systematic evolution
— characteristic of the error growth in the phase space vari-
ables before saturation sets in — one expects the threshold
to be reached on timescales scaling as ∼ N1/4 to ∼ N1/2.
Fig. 9 shows the ‘relaxation times’, taken to reach
thresholds h = 5% and h = 33%. The timescales to reach
the 5% threshold are dominated by the early exponential
evolution. The exponentiation rates do not vary much with
N or variable type. However, the error δV0 at the start of the
exponential period however does, particularly due to the role
of strong encounters as described in Sections 3.2.3 and 3.2.4
— hence the dependence on N and variable type. In the case
of energy error growth, which as was seen is relatively slow,
the associated relaxation time at h = 5% is large enough for
the effect of the post-exponential evolution to be dominant
for larger values of N. The growth of the timescale for the
errors to reach 5% is in this case consistent with a scaling
∼ N1/4 for N = 512 and larger.
For the threshold of 33%, there is clear separation be-
tween the relaxation times associated with the different vari-
ables. For the energy, a diffusion process is dominant at all
N, and the relaxation time for error growth to reach h = 33%
is roughly linear. Indeed, it follows quite well the two-body
relaxation form, with Coulomb logarithm factor γ = 0.11,
as suggested by Giersz & Heggie (1994). (Note that the last
two points, N = 4096 and N = 8192, are missing because the
energy error does not reach 33% over the timescales consid-
ered). For relatively small N (up to N = 512), the timescales
associated with velocity and angular momentum errors are
still dominated by the mechanisms of error growth that af-
fect the angular momentum and velocity in similar manner
(the pre-exponential, exponential, and systematic evolution
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Errors, chaos and the collisionless limit 13
 2
 4
 6
 8
 10
 12
 14
 16
 18
 20
 1000  2000  3000  4000  5000  6000  7000  8000
Ti
m
e 
Sc
al
e 
of
 R
el
at
ive
 E
rro
r
N
Velocities
Energies
Angular Momenta
1.5 N1/4
 0
 10
 20
 30
 40
 50
 60
 70
 0  1000  2000  3000  4000  5000  6000  7000  8000
Ti
m
e 
Sc
al
e 
of
 R
el
at
ive
 E
rro
r
N
Velocities
Energies
Angular momenta
0.18 N / ln (0.11 N)
2.5 N1/4
0.4 N1/2
Figure 9. ‘Relaxation times’ determined by evaluating differences between the forward and reversed trajectories at the 5% (left) and
33% threshold levels. In the former case, the inferred timescales are similar for velocity and angular momentum errors, and also for
energy at lower N . At the 33% error level, the energy relaxation time follows the familiar two-body relaxation form. To compare with the
standard estimate, we can extrapolate (assuming diffusive evolution) up to 100% error level. In terms of dynamical time, the eye-fit to the
energy error growth shown then gives trelax = 0.26N/ln(0.11N )tD (Rv ). For smaller N , the velocity and angular momentum errors grow in
a similar manner up to the 33% threshold (as expected from Fig. 7), before the effect of the diffusive character of the angular momentum
error growth becomes apparent. The systematic (ballistic, as opposed to diffusive) growth in time, characteristic of this evolution, can
be parametrised by power law index 1<∼ s <∼ 2.
driven by the multiplicative enhancement of encounters dis-
cussed in Section 3.2.2). For larger N, however, the timescale
associated with the velocities grows as ∼ N1/4 (correspond-
ing to s ∼ 2 in 14). The angular momentum relaxation to the
33% level, on the other hand, follows roughly a N1/2 scal-
ing. Except for the last point, when it steepens significantly
as the diffusive contribution finally becomes dominant at
N = 8192.
3.5 Propagation of errors in fixed stepsize
integrations
The simulations presented in the previous subsections came
with the advantage of an error estimate, calculated from
a preset tolerance, which limits the maximal error even in
the absence of softening. This is the case where the central
contradiction between the persistence of the exponential in-
stability with non-saturating rate and the predictions of the
collisionless limit is clearest. The local error, set by the tol-
erance, could be inserted into theoretical estimates of the
dynamics of the growth of errors. It could thus be compared
with the global error estimated using the reversibility crite-
rion, which is linked to theoretical measures of dynamical
information loss (as discussed in the Appendix).
From a practical numerical point of view however, the
method used in the previous subsections may seem de-
tached from modern N-body simulations of collisionless sys-
tems. For these normally use symplectic methods, which are
time symmetric and therefore reversible when the dynami-
cal equations are. The criterion of reversibility then becomes
evidently irrelevant (except for tracking roundoff error if
floating-point arithmetic is used). Simulations intended to
model collisionless systems also invoke softening of the grav-
itational force.
In this section, we repeat all our simulations while using
a leapfrog integrator with fixed stepsize and softened force
law. We run pairs of simulations, such that for every run
there is an auxiliary one with the stepsize halved. An error
estimate is derived by comparing the trajectories of the sim-
ulations with the larger stepsize with those with the smaller
ones (started with exactly the same initial conditions). For
our fiducial runs, we set the larger timestep at ∆t = 10−2
units and the (Plummer) softening to 2 = 0.001. For these
values, the softening is small enough so as not to drasti-
cally suppress the dynamics of the exponential growth, and
the RMS errors in particle energies are approximately the
same as in the runs of the previous subsections. We have
not undertaken a comprehensive examination of the effects
of varying the softening and stepsize. However some trials
— in the range of 10−4 ≤ ∆t ≤ 10−2 and ×10−5 ≤ 2 ≤ ×10−3
— suggest that the qualitative behaviour described below
is generic. Though the absolute numerical values of error
growth rates in each variable are sensitive to ∆t and  , the
relative growth rates in the different variables (coordinates,
velocities, energies and momenta) are similar.
Some of the results are shown in Fig. 10. For the largest
N runs (N = 8192), they are qualitatively the same as those
in the corresponding Fig. 7. Except for the slower initial
growth, due to the presence of softening, they are also quan-
titatively similar. Some differences are however apparent be-
tween the smaller N runs. First, there is a steeper rise in the
post-exponential error growth curves of the phase space vari-
ables, particularly the positions. In the light of the tests we
have conducted (and describe further below), this is proba-
bly due to the lack of error control, provided in the previ-
ous subsections by the preset tolerance. This leads to faster
growth of errors in the phase space variables in the present
runs, as compared to what was found before. If one assumes
that encounters leading to growth of errors are local, and
thus initially affect only the velocities, then the larger errors
in positions would reflect inter-encounter enhancement of er-
rors initiated at discrete encounters. These would be mainly
MNRAS 000, 1–21 (2016)
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Figure 10. Comparison of the error growth in the different variables. This is the same as in Fig. 7 but now with fixed stepsize integrations
and using a symplectic leapfrog algorithm. The errors are inferred by repeating the runs with the same initial conditions and halving
the stepsize. For the largest N runs (N = 8192) the results are similar to those in Fig. 7. For smaller N some differences are apparent. In
particular, angular momentum errors no longer initially follow that in the velocities for small N , and the diffusion limit is easily identified
for all N . As discussed in the text, an adaptive stepsize seems to limit the errors in the phase space variables in a way that does not
translate into corresponding mitigation of errors in mean field conserved quantities. In particular, systematic error growth in angular
momentum seems to be enhanced at smaller N when an adaptive stepsize is used.
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Figure 11. Comparison of error growth in leapfrog, second order
Runge-Kutta (RK2) and fourth order Runge-Kutta (RK4), with
fixed stepsize. The errors are inferred by repeating the runs while
halving the stepsize, with N = 2048.
errors in phases of trajectories, which would explain the es-
pecially steep error growth, in both phase space variables,
when phase mixing is the dominant mechanism of growth,
immediately prior to saturation. More importantly, Fig. 10
also shows slower initial rise in the angular momentum er-
rors, and a clearer transition to the diffusion limit than found
in Fig. 7, where an adaptive stepsize was used in conjunc-
tion with a preset tolerance. For smaller N, that prescription
thus seems to enhance the error growth in angular momen-
tum during the systematic growth stage, and to suppress its
subsequent diffusive evolution.
In addition to checking that this general behaviour does
not depend on ∆t and  — at least in the range mentioned
above — we have checked that it persists when the smaller
stepsize is reduced down to a tenth of the larger one (instead
of half). We also confirmed that it is not due to any struc-
tural evolution during the forward runs when the reversibil-
ity criterion is used. This was done by running the systems
for 100 (and 200 and 300) units before halving the timestep
and comparing the evolution with full and half stepsizes.
The differences are also not due to the use of the sym-
plectic leapfrog integrator. This can be seen from Fig. 11,
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Figure 12. Error growth evaluated using a fixed stepsize fourth order Runge-Kutta method and employing the reversibility criterion.
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Figure 13. ‘Relaxation times’, determined by evaluating differences between full and half timestep trajectories at the 33% (left panel) and
66% (right panel) threshold levels. At the 33% error level, the energy relaxation can still approximately follows the two-body relaxation
form with the same parameters as in Fig. 9. The velocity error N-scaling is also similar at this threshold. The angular momentum
relaxation N-scaling is however different. Due to slower error growth, it no longer closely follows that of the velocities at smaller N ,
and the parametrisation used in Fig. 9 for larger N (reproduced here for comparison), no longer provides an adequate approximation.
Nevertheless, the diffusion limit, and associated ’two-body scaling’, is only reached for the relatively high error threshold of 66%.
where we present a comparison with what is obtained when
a fixed stepsize second and fourth order Runge-Kutta are
employed. The error growth associated with the second or-
der Runge-Kutta is almost identical to the leapfrog, while
the fourth order is somewhat smaller in magnitude, but still
qualitatively similar for all variables. Thus, at least in terms
of error propagation as measured here, it would appear that
the advantage of the leapfrog method is confined to it being
less expensive; needing one force evaluation per timestep in-
stead of two for second order Runge-Kutta or four (for fourth
order).
As a final test, we checked whether the discrepancies are
related to the different error measures used; namely, com-
paring systems integrated with different stepsize, as done in
this section, as opposed to comparing the forward and re-
versed in time systems, as done previously. In Fig. 12 we
present the results of a comparison run, using the reversibil-
ity criterion of the previous subsections but in conjunction
with a fourth order Runge-Kutta with fixed stepsize. Al-
though the error growth is initially somewhat smaller in
magnitude (compared to the lower left hand panel of Fig. 10
and the RK4 curves in Fig. 11), the qualitative behaviour
is the same. The quantitative differences can moreover be
largely eliminated by varying the stepsize or the softening
(as the right hand panel plot suggests). The differences with
results of the previous subsections are thus not due to the
different error measures used.
It is therefore apparent that the slow error growth rate
in momenta at smaller N, relative to other variables con-
sidered, is due to the use of a fixed stepsize, as opposed to
one varied in accordance with a preset tolerance level as in
the previous subsections. The energy errors are similar in
the two cases (since, by construction, we could choose the
timestep and softening so as to ensure this). Since a pre-
set tolerance, has limiting the maximum error in the phase
space variables as criterion, it naturally limits the growth in
these. However, the control of errors in the phase space vari-
ables does not seem to reflect into a corresponding decrease
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16 Amr A. El-Zant, Mark J. Everritt and Summer M. Kassem
in the angular momentum errors, at least in the systematic
growth stage, when it is actually enhanced for smaller N.
In the diffusive stage, when it seems suppressed, the previ-
ous accumulation of errors is such that, when this stage is
reached, the errors added are not large enough to become
immediately apparent, except for N = 8192 or near the very
end of the runs (as can be inferred for example from Fig. 8).
In the fixed stepsize runs presented here, on the other hand,
the pre-difussive error propagation is less steep and the dif-
fusive growth is large enough to be measured as it sets in,
even in the smaller N runs.
As the angular momentum error growth in the simu-
lations presented here displays clear diffusive evolution, like
the energy, we may expect an associated two body relaxation
N-scaling, as previously found for the energy (Fig. 9, right
panel). Even if this should occur for a larger error threshold,
as the errors in angular momentum are still clearly larger
than those in energy. This is examined in Fig. 13. For a
33% threshold, the energy errors still scale as in Fig. 9. For
this error threshold, the velocities also scale approximately
as before. However, the N-scaling of the angular momen-
tum errors is steeper than in Fig. 9. The parametrisations
used there (and reproduced for comparison) is no longer ade-
quate. But the scaling is still slower than that characteristic
of two body relaxation. For a 66% threshold, the velocity
errors still vary relatively weakly with N, while the angular
momentum errors now follow the same two body relaxation
form that the energy errors followed at the 33% threshold.
Thus, as in the case of energy, a clear transition from sys-
tematic to diffusive growth is finally detected. But the sys-
tematic stage of error growth still dominates till the errors
are about twice those in the case of energy. The faster error
growth in angular momentum implies that the timescales to
reach that larger error threshold are similar for the energy er-
rors to reach the 33% threshold. Assuming diffusive growth,
a threshold larger by factor of two, reached on the same
timescale, translates to a ‘relaxation time’ that is smaller by
a factor of four.
3.6 Summary and discussion
There are three qualitatively different ways through which
errors in the trajectories of N-body systems can grow. They
can grow systematically, as linear or polynomial functions in
the number of time-steps n; or they can undergo a random
walk and grow diffusively (as n1/2); or they can grow expo-
nentially. Through examining the numerical reversibility of
spherical N-body systems, we have observed three stages of
error growth incorporating these different aspects. Through
the first two stages, the error growth is similar for the phase
space variables (coordinates and velocities) and the mean
field conserved quantities (energies and angular momenta),
while the third stage is characterized by different modes of
growth for the two types of variables. The difference becomes
apparent once the ‘chaos’ of the exponential instability has
saturated, and the subsequent systematic growth, associated
with the same sort of coherent scattering that lead to the
exponential instability, has subsisted. The error in the phase
space variables can then grow by phase mixing, while that
of the mean field conserved quantities grows through a dif-
fusion process.
The initial stage occurs over timescales smaller than the
exponential divergence timescale. The errors involved are
principally truncation errors enhanced by strong encoun-
ters. This phase sets the initial errors that are inflated in
the subsequent exponential stage. The results of a theoreti-
cal model of the error growth through these two stages are
shown in Fig. 5. The characteristic exponential timescale
implied is a fraction of a dynamical time ( corresponding to
0.15 tD(r = a) and 0.08 tD(Rv)). The error inferred from com-
parison of the forward and reverse dynamics is compatible
to those estimated by the Runge-Kutta routine for relatively
large N but are much larger than these for smaller N. We in-
terpret this in terms of the role of strong encounters, which
diminishes as N increases.
The exponential growth in coordinate errors does not
saturate at dimensions comparable to the system size (as
in systems where ‘chaos’ can lead to global structural evo-
lution); in fact, it already effectively ceases as the distance
between two initially nearby trajectories becomes of order
1/√N the characteristic system size. We adapt a model due
to GHH to interpret this phenomenon. In its context, the
theoretical (dashed) lines of Fig. 3 show that the coherent,
multiplicative enhancement of errors due to encounters, that
leads to exponential divergence, persists even after the sat-
uration of the exponential growth. In fact up to when the
effective exponential rate is <∼ 10% its initial flat value. This
implies that the systematic post-exponential evolution of the
errors in the phase space variables is not immediately dom-
inated by phase mixing, and neither is the post-exponential
growth of errors in the mean field conserved quantities imme-
diately diffusive. For angular momentum, diffusive growth
in fact only becomes apparent at larger N and late times
when an adaptive timestep is used (cf. Fig. 7). The growth
of energy errors on the other hand always clearly displays
diffusive behaviour, with growth rate ∼ t1/2, after about ten
dynamical times. In contrast, the post-exponential evolution
of the errors in the phase space variables can be locally char-
acterised by a power law time evolution with index 1<∼ s <∼ 2.
The different modes of error growth lead to different
estimates of the associated ‘relaxation times’ — that is, the
time the errors in a given variable reach a certain fixed rel-
ative error level. For small thresholds (e.g., 5%), the errors
are dominated by the early growth. The relaxation times are
very similar for the velocity and angular momentum, and
also for the energy at lower N. At higher threshold (e.g. 33%
level) the energy error growth is already fully diffusive, its N
variation is nearly linear and well explained by a two-body
relaxation law with Coulomb logarithm γ = 0.11. Assuming
that error growth continues diffusively to the 100% level, the
error growth time to this level is trelax = 0.26 Nln(0.11N ) tD (Rv).
This is quite similar to standard estimates of the two-body
relaxation time.
As the velocity perturbations do not grow diffusively,
the associated relaxation time has weaker N-scaling even at
the 33% error threshold. And since angular momentum error
growth initially follows that of the velocities, its relaxation
time is also characterised by weak N-scaling. When a fixed
stepsize is used, however, convergence of angular momen-
tum errors to the diffusive limit is easier to identify. This is
the case both when a symplectic (leapfrog) or fixed timestep
Runge-Kutta methods are employed. In general, the results
are almost identical (Fig. 11). Tests we have conducted how-
ever suggest that a preset tolerance level controls the errors
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in the phase space variables in a way that does not translate
into a similar decrease in errors in the mean field conserved
quantities, especially for smaller N. For the same energy er-
rors, the angular momentum errors are generally smaller in
the fixed stepsize runs, while those in the phase space vari-
ables are larger.
Still, even in the case of the fixed stepsize runs, the
diffusion limit in angular momentum is reached at a larger
threshold than in the case of energy. The corresponding re-
laxation time is about four times smaller. This accelerated
relaxation rate may affect the structure of simulated objects,
particularly velocity anisotropies. It may also affect the spa-
tial symmetry of triaxial systems, if the strong error growth
in angular momentum extends to general action variables of
regular orbits; in configurations with a mixed phase space of
regular and chaotic orbits in the collisionless limit, regular
trajectories may diffuse into chaotic regions at a rate that
is larger than that expected from standard two body relax-
ation estimates, thus accelerating morphological evolution.
Such effects may be particularly important in small haloes
and subhaloes, which are identified in cosmological simula-
tions with relatively small number of particles, and far larger
errors in force calculations and time integration than in the
simulations presented here.
Even in the case of energy, slow diffusive error growth is
only reached for relatively large error threshold (already at
33%, in the simulations presented here). And the N-scaling
of the errors can be far slower than the expected two body
scaling until the diffusion threshold is reached. This suggests
that though there is convergence to the collisionless limit in
a formal sense, which is important from the theoretical point
of view, as discussed below, this convergence is slow.
4 CHAOS AND COLLISIONLESS EQUILIBRIA
In what sense are N-body gravitational systems ‘chaotic’?
Generally, one can identify chaos with the presence of a pos-
itive Lyapunov exponent. The exponential divergence be-
tween nearby trajectories does imply the existence of at
least one ‘finite time’ positive exponent (strictly speaking,
the exponents involve an infinite time limit, which is not
well defined for systems with non-compact phase space as
N-body systems). Furthermore, for unsoftened systems, the
associated timescale does not increase with N, and in that
sense the instability does not saturate. For configurations
with smoothed out potentials that are integrable, this di-
rectly contradicts the predictions of the collisionless limit,
where all orbits are regular. Nevertheless, the results of the
previous section confirm that this instability does not imply
global structural evolution on the associated timescale, as it
saturates on progressively smaller scales as N increases. And
mean field conserved quantities, such as energy and angular
momentum, eventually evolve via a standard diffusive pro-
cess. So in what formal sense are these systems chaotic; and
does it matter, from a physical point of view?
A key issue concerns information loss, reflected in the
numerical irreversibility and error propagation observed in
the previous section, and whether it actually affects macro-
scopic parameters (spatial density, velocity dispersion etc.),
describing the gross statistical properties of the system (rep-
resented by moments of the one particle distribution func-
tion in case of collisionless systems). In terms of numeri-
cal implications, if the local instability of trajectories affects
the numerical image of systems whose physical properties
should remain unaffected by the instability, then it degrades
the faithfulness of simulations as well as their accuracy.
To reconcile the fact of positive Lyapunov exponent
with apparent lack of macroscopic evolution on the charac-
teristic timescale, one should show that the associated loss
of information decreases with N at any macroscopic scale,
and that it leaves the statistical quantities characterising
macroscopic structure largely unaffected. For this purpose,
one can make use of the phenomenon of the saturation of
the exponential instability on progressively smaller scales,
by relating it to a measure of information loss on the phase
space variables and conserved quantities. The concept of dy-
namical information loss can be made precise through the
Kolmogorov entropy, which essentially measures the rate of
increase in the information needed to follow a phase space
trajectory in time (e.g. Lichtenberg & Lieberman 1992). A
formal definition is technically involved, and a discussion as
how it can be applied to N-body systems, showing its close
connection to effective irreversibility, is relegated to the Ap-
pendix. Here we use a simpler definition based on the growth
of coarse grained phase space volume.
Let Ω(0) represent a volume in a six dimensional phase
space of positions and velocities. Assume that Ω(0) is oc-
cupied by a continuous distribution of phase points, which
define a set of initial conditions at a time t0 (for finite N-
systems, this implicitly assumes a statistical ensemble of
such systems, similar to the average over simulations pre-
sented earlier, but as the number of ensemble members in-
creases arbitrarily). If the phase space is discretised into cells
of volume ∆Ω, then Ω(0) is obtained by counting the number
of cells that the phase points occupy. Even if a subsequent
dynamical evolution of the phase flow obeys the collisionless
Boltzmann equation — and so Liouville’s theorem applies on
the 6-d phase space — after n timeteps, the volume on the
coarse grid will evolve such that Ω(n) ≥ Ω(0), as trajectories
initially confined to a single cell at time t0 can spread over
many cells at later times. In terms of the standard Boltz-
mann entropy, logΩ(n), one can then define
K(∆Ω) = lim
n→∞
1
n
log
Ω(n)
Ω(0) , (15)
which is non-vanishing if the volume increases exponentially.
The Kolmogorov entropy proper is the limit of K(∆Ω) as
∆Ω→ 0. 3 A nonzero value is associated with the presence of
positive Lyapunov exponents (and is directly related to their
sum; e.g., Lichtenberg & Lieberman 1992). In this sense,
due to the exponential divergence at infinitesimal scales, N-
body systems have positive Kolmogorov entropy that does
not decrease with N, as the exponentiation rate does not. 4
3 A physically motivated discussion of this definition is given in
Sagdeev, Usikov, & Zaslavsky (1988). A mathematical proof of its
equivalence to the general definition, sketched in the Appendix, is
given in Young (2003) for the case of ergodic systems (where tra-
jectories can come arbitrarily close to every point of the available
phase space; e.g. BT).
4 Note that, with infinite resolution, one can follow the fine
grained evolution exactly, and the Boltzmann entropy would
be constant if the collisionless Boltzmann equation applies (as
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Nevertheless, the scale saturation of the exponential di-
vergence implies that, at any finite volume resolution ∆Ω,
K = 0 as N →∞. For, given any two initially infinitesimally
nearby trajectories and characteristic system size R, there
is a maximal spatial distance ∼ R/√N (with corresponding
maximal difference in velocities), beyond which they cannot
separate by means of the exponential divergence. And if the
progressively smaller scales over which the exponential insta-
bility occurs are not resolved, the exponential growth cannot
be detected. As the maximal volume in which the location
of a phase space point is uncertain at the conclusion of the
exponential stage decreases (as ∼ 1/N3), so does the infor-
mation loss suffered at the completion of that stage. For an
initial uncertainty ∆x in phase space coordinates, it goes as
log
(
R
∆x
√
N
)6
. Eventually, in any numerical implementation,
there is a maximal resolution imposed by machine precision.
Thus, in principle, beyond R/√N ∼ 10−14 there would be no
meaning for ‘chaos’ due to the exponential instability, as far
as double precision numerical implementation is concerned.
The argument above is general. It concerns the loss of
information due to the intrinsic exponential divergence of
N-body systems and the scales on which it acts. This in-
stability is invariably present at these scales, with the same
timescale of a fraction of a dynamical time, regardless of the
gross structure of the N-body configuration. After it sat-
urates, however, the further growth of errors will depend
on the detailed dynamics of the system at hand, for exam-
ple on the spatial symmetry of the smoothed potential and
whether it is time dependent or not. As the saturation occurs
on smaller scales with larger N, this further growth of errors,
which we now discuss, becomes increasingly important. The
arguments below pertain particularly to configurations in
dynamical equilibrium and which support only regular orbits
in the collisionless limit, and are thus characterised by distri-
bution functions that depend only on integrals of motion of
these orbits. This special case is the basis of much of classi-
cal galactic dynamics. In its context, the loss of information
is limited, quantitatively and qualitatively, by the slow post-
exponential growth of errors, especially by the transition to
slow diffusive growth in the mean field conserved quantities
(that, is the integrals of motion in the smoothed potential).
Suppose that a set of trajectories (phase points) are
started on an energy surface in phase space. As the system
evolves, they will remain confined to volumes associated with
a narrow energy range ∆E(t)) that eventually grows only on
the two body relaxation timescale. For spherical configura-
tions with isotropic velocities, this is a shell with volume
that can be expressed in terms of radial coordinates r and v
in position and velocity space as
Ω(∆E) = ∂Ω(E)
∂E
∆E = (4pi)2∆E
∫ rmax(E)
0
v(E, r)r2dr, (16)
where Ω(E) is the phase space volume volume enclosed by
energy surface E. This scales as ∼ ∆Evr3, with r and v un-
N → ∞). In the same way that with infinite information on the
initial conditions one can, in principle, track a trajectory exactly,
no matter how chaotic its evolution. However, as any infinitesimal
perturbation will inflate as δx/δx0 ∼ ekt , for arbitrarily small δx0,
k remains finite. In an analogous manner, there is a well defined
limit in which ∆Ω/∆Ω0 ∼ eKt , and K remains finite.
derstood as typical radial phase space coordinates at energy
E. Next, consider initial conditions known to be homoge-
neously distributed within a cell of phase space of volume
∆Ω(0) ∼ ∆v30∆r30 , where ∆r0 and ∆v0 are uncertainties aris-
ing from coarse graining. Due to the loss of information as-
sociated with the dynamics, the phase point locations will
eventually, after a time tE say, be uncertain. As we saw in
the previous section, the error growth rate in energy is much
smaller than that in angular momentum. One may then con-
sider an intermediate state when the phase points would be
uncertain only within the energy shell ∆E, even after loss
of information on other mean field conserved quantities is
essentially complete. In this case, the location of the phase
points will be uncertain within a volume ∆Ω(tE ) = Ω(∆E),
which is ∼ ∆Evr3. If initially ∆E0 ∼ (∆v0)2, then assuming
strict energy conservation (∆E = ∆E0), but complete loss of
information on the location of phase space points within the
energy shell, implies
∆Ω(tE )
∆Ω(0) ∼
vr3
∆v0(∆r0)3
. (17)
If ∆v0/v = ∆r0/r ∼ 10−14, say, then ∆Ω(tE )/∆Ω(0) ∼ 1056.
Thus, the exponential instability, which seeds the process of
loss of information over the energy shell, does have an effect
in this sense. However, although the volume multiplication
is large, the timescale over which it occurs increases with
N, since for large enough N most error accumulation occurs
after the saturation of the exponential instability. According
to estimates of Section 3.4, the timescale associated with the
error growth in the phase space variables should then scale
as N1/4 − N1/2. Furthermore, even with total uncertainty on
the phase space variables within the energy shell, the loss
of information is still quite small compared to that accom-
panying an energy uncertainty also of order one, in which
case an additional factor of 1028 in volume ratio is involved.
And this last process occurs over the still longer timescale
of diffusive error growth, scaling as ∼ N.
More importantly, information loss that occurs while
the integrals of motion remain well conserved primarily re-
flects uncertainty in the phases of trajectories. It is in this
sense dynamically trivial, and its implication concerning
simulated systems relates to the accuracy of the results and
much less to the faithfulness of the representation. For ex-
ample, suppose the system (as is the case of the systems
considered in the previous section), can be characterised by
a distribution function f = f (E). As long as energies are rea-
sonably well conserved along trajectories, even total loss of
information on the phase space coordinates does not imply
corresponding evolution in the distribution function. Hence
it should not significantly affect the macroscopic state of
the self gravitating configuration, described by f and its
moments. Indeed, if phase points were labelled only by their
energies, and the phase space coarse-graining done solely
in terms of energy shells ∆E, then the coarse grained Ω(∆E)
would not change dramatically over timescales much smaller
than the energy relaxation time. The entropy given by equa-
tion (15) would still be non-zero over infinitesimal scales, as
on these scales the exponential divergence affects the mean
field conserved quantities in the same manner as the phase
space variables. But after it saturates, the information loss is
limited, as the slow diffusive stage of error growth is reached.
A similar situation would arise if the distribution function
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depended also on momenta, f = f (E, L), or was a function of
action variables in the case of general integrable potentials.
To sum up. For any finite phase space resolution, the
Kolmogorov entropy tends to zero as N →∞. In particular,
for any spatial resolution >∼ R/
√
N it tends to zero. The in-
formation loss incurred during the exponential stage is thus
increasingly limited with increasing N, as its saturation scale
shrinks. From this perspective, the exponential instability in
large N-body systems does not imply that they undergo sig-
nificant ’chaotic mixing’, which explains why they do not
generally display relaxation and evolution of macroscopic
quantities on the exponential timescale, a characteristic of
systems where the exponential instability saturates on larger
scales (Kandrup & Sideris 2003). Second, although dynami-
cal evolution leads to large loss in information regarding the
phase space coordinates of trajectories, beyond the expo-
nential regime this occurs on timescales that increase with
N. The loss is moreover small compared to that accompany-
ing the error growth in the mean field conserved quantities,
which takes place on a still longer time scale with steeper N-
scaling, akin to that of standard two body relaxation. Thus,
for systems characterised by a distribution function that de-
pends on the mean field conserved quantities, the the gross
structure is largely unaffected on smaller timescales, despite
the large loss of information on the phase space coordinates
of trajectories.
This gives confidence in the convergence towards the
collisionless limit and its predictions, despite the persistence
of the exponential instability on infinitesimal scales. It gives
credibility to the practice of modelling gravitational systems
through orbital integration in smooth potentials — the pro-
cess of mapping characteristics curves of the collisionless
Boltzmann equation — and credence in the faithfulness of N-
body simulations, despite the loss of information inherent in
numerical integration. It should be noted nevertheless that
the slow scale saturation of the exponential stage — which is
followed by systematic growth of errors before slow diffusion
sets in, even in the case of the mean field conserved quanti-
ties — points to the slowness of the convergence. Indeed, as
we saw in the previous section, the diffusion limit, and asso-
ciated steep N scaling for error growth, was only reached at
the 33% error threshold in the case of energy. This threshold
was even larger in the case of angular momentum (indeed,
in this case, the diffusion limit was clearly reached at all, for
all N, only in the fixed timestep runs).
5 CONCLUSION
We have examined two related aspects of N-body gravita-
tional systems; the dynamical divergence of initially nearby
solutions and the faithfulness of their numerical simulations.
We did this by considering the simple case of spherical sys-
tems in dynamical equilibrium, running a suite of small N
but high accuracy simulations, in the range of N = 128
to N = 8196, while quantifying the direct consequences of
the growth of errors. This was done by studying the nu-
merical reversibility of solutions advanced with a preset er-
ror tolerance (set to 10−8), and also by comparing fixed
timestep integrations conducted with different stepsizes. The
latter method mainly employed the widely used symplectic
leapfrog integrator, with some comparison runs using second
and fourth order Runge-Kutta. The force law was softened,
as opposed to the case in runs with adaptive stepsize, where
there was no softening.
Three phases of error growth can be distinguished. A
simple calculation and numerical results show that the errors
add up randomly before the well known local exponential in-
stability of N-body systems sets in. As have been found in
other studies, the exponential growth time is virtually inde-
pendent of N. However the pre-exponential growth is sensi-
tive to N; as measured by the irreversibility of the computed
dynamics, it is larger than the estimated truncation error for
relatively small N but significantly smaller than that error
for larger N. Moreover, the exponential instability saturates
at progressively smaller spatial scales, of order 1/√N the sys-
tem size, as N increases. A simple model, originally due to
Goodman, Heggie & Hut (1993), was adapted to study this
phenomenon quantitatively.
These first two phases of the error growth set the stage
for the third phase, by providing its initial conditions. This
stage starts with systematic growth, driven by the same
mechanism of coherent, multiplicatively reinforcing enhance-
ments, born of encounters of the same sort that lead to
the exponential instability. Subsequent to this, the growth
of errors is qualitatively different in the case of the phase
space variables (coordinates and velocities) and the con-
served quantities of the mean field dynamics (energies and
angular momenta); the former grow through phase mixing,
while the latter grow according to a diffusion (∼ t1/2) law.
This implies different timescales for error growth and their
variation with N.
The convergence towards the diffusion limit is always
clear in the case of energy, where the inferred ‘relaxation
time’ of error growth is of the form of that obtained from
standard two-body relaxation theory. The convergence to-
wards that limit is harder to identify in the case of angular
momenta, especially when a variable timestep is used. In this
case, for a similar level of energy errors, the preset tolerance
level limits the error growth in the phase space variables
in a way that does not translate into similar control in an-
gular momentum errors, especially for smaller N (for larger
N, there is general agreement with the results of the fixed
stepsize runs). Even in the case of the fixed stepsize runs
however, the diffusion limit in angular momentum is reached
only at an error threshold about double that of energy (and
already when the relative error has reached 66%).
The relatively short angular momentum error growth
times may have consequences for estimating the effect of
discreteness effects in simulations. Velocity anisotropies may
be particularly affected by the larger growth rate of angular
momentum errors, and if the phenomenon applies to general
action variables in non-spherical potentials, associated errors
can affect the shapes of the corresponding objects (presum-
ably rendering them more spherical). A case in point con-
cerns finite-N configurations with mixed phase space, sup-
porting chaotic as well as regular orbits in the collisionless
limit. Here, regular trajectories may diffuse into chaotic re-
gions on timescales shorter than that expected from stan-
dard two body relaxation estimates. Once in such regions,
the action variables may not be even approximately con-
served or defined, and the trajectories may fill the available
chaotic region of phase space on a smaller timescales still.
Other situations of interest include those involving time de-
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pendence of the potential. When this is slow, action variables
become adiabatic invariants. The level to which they may be
conserved in finite-N systems may also be affected by rela-
tively rapid error growth rates. Such situations, as well more
general ones (for example when mergers are involved), may
be worth examining in detail in future studies.
The exponential instability persists, at the infinitesi-
mal level, with a rate that does not decrease with N. In
this sense, arbitrarily large-N unsoftened gravitational sys-
tems are ‘chaotic’ even for configurations that support only
regular orbits in the collisionless limit. However, when the
effect of the local instability is viewed in terms of infor-
mation loss on a finite resolution scale, a different picture
emerges. Because the exponential divergence saturates at
increasingly smaller scales, the Kolmogorov entropy, which
must be positive for a chaotic system, tends to zero at at
any non-infinitesimal resolution level as N → ∞. This is
because, following the completion of the exponential diver-
gence, the volume in which a phase space trajectory can
be localised, stage decreases as ∼ 1/N3. A finite resolution
level is inherent in any practical representation, which is ulti-
mately limited by machine precision (or by softening, which,
when large enough, has been shown to increase the exponen-
tial timescale as N increases: e.g. GHH; El-Zant 2002). This
necessarily limits the sense in which N-body systems can
be termed ‘chaotic’. Indeed, the loss of information is espe-
cially minimal if it is viewed in terms of mean field conserved
quantities. As long as these are reasonably well conserved
a distribution function depending on integrals of motion is
also correspondingly conserved, and the dynamics tends to
its mean field counterpart, despite the persistence of the ex-
ponential instability on infinitesimal scales.
Thus, despite the persistence of the exponential insta-
bility — which for spherical systems in equilibrium is in
apparent, direct contraction to what is expected in the col-
lisionless limit — our results support the standard assump-
tions of galactic dynamics, based on that limit. They give
credence to the associated practice of modelling large-N sys-
tems through orbital integration in smooth potentials, which
is perhaps of increasing importance for understanding of
Galactic dynamics in the age of GAIA, and confidence in the
faithfulness of N-body simulations. Nevertheless, the weak
N-scaling of the error saturation level of the exponential in-
stability entails a similarly weak scaling (∼ N1/4 to ∼ N1/2)
for the propagation of errors during the subsequent stage of
systematic growth. Even in the case of the mean field con-
served quantities, this dominates before the diffusion limit,
with its steeper scaling (∼ N), is reached. And since this is
reached at relatively large error thresholds, the convergence
to the predictions of the collisionless limit to high precision
(at the 10% error levels say) is slow, even when measured in
terms of energy errors. The errors in the phase space vari-
ables never reach a diffusive stage; they continue to propa-
gate systematically through phase mixing, and retain a weak
N scaling for all error thresholds.
ACKNOWLEDGEMENTS
We would like to thank the referee for careful readings of
the manuscript and comments that lead to marked improve-
ment. This project was supported financially by the Science
and Technology Development Fund (STDF), Egypt. Grant
No. 25859.
REFERENCES
Aarseth S. J., Henon M., Wielen R., 1974, A&A, 37, 183
Benhaiem D., Joyce M., Sylos Labini F., Worrakitpoonpon T.,
2018, MNRAS, 473, 2348
Binney J., Tremaine S., 2008, Galactic Dynamics. Princeton Uni-
versity Press, Princeton, NJ (BT)
Blum A., Hopcroft J., Kannan R., 2018, Foundations of Data
Science. https://www.cs.cornell.edu/jeh/book.pdf.
Braun, W., & Hepp, K. 1977, Communications in Mathematical
Physics, 56, 101
Contopoulos, G. 2002, Order and chaos in dynamical astronomy
/George Contopoulos. Berlin : Springer, c2002. (Astronomy
and astrophys library) QB 351 .K58 2002,
Dehnen W., Read J. I., 2011, EPJP, 126, 55
Dehnen, W. 2014, Computational Astrophysics and Cosmology,
1, 1
Dehnen W., 2017, MNRAS, 472, 1226
Earn D. J. D., 1994, LNP, 430, 122
El-Zant A. A., 2002, MNRAS, 331, 23
Genel, S., Bryan, G. L., Springel, V., et al. 2018, arXiv:1807.07084
Giersz, M., & Heggie, D. C. 1994, MNRAS, 268, 257
Goodman J., Heggie D. C., Hut P., 1993, ApJ, 415, 715 (GHH)
Hairer E., Lubich C., Wanner G., 2006, Geometrical Numerical
Integration , 2nd edn. Springer-Verlag, Berlin
Hayes W. B., 2003, PhRvL, 90, 054104
Heggie D., Hut P., 2003, The Gravitational Million-Body Prob-
lem: A Multidisciplinary Approach to Star Cluster Dynamics.
Cambridge University Press, Cambridge
Hemsendorf M., Merritt D., 2002, ApJ, 580, 606
Hernandez, D. M., & Bertschinger, E. 2018, MNRAS, 475, 5570
Hoover W. G., Hoover C. G., 2012, Time Reversibility, Computer
Simulation, Algorithms, Chaos. Advanced Series in Nonlinear
Dynamics. World Scientific, Singapore
Huang S., Dubinski J., Carlberg R. G., 1993, ApJ, 404, 73
Kandrup H. E., Smith H., Jr., 1991, ApJ, 374, 255
Kandrup H. E., Sideris I. V., 2001, PhRvE, 64, 056209
Kandrup H. E., Sideris I. V., 2003, ApJ, 585, 244
Keller B. W., Wadsley J. W., Wang L., Kruijssen J. M. D., 2018,
arXiv, arXiv:1803.05445
Lichtenberg A. J., Lieberman M. A., 1992, Regular and Chaotic
Dynamics. Springer, Berlin
Miller R. H., 1964, ApJ, 140, 250
Portegies Zwart S., & Boekholt, T. 2014, ApJ, 785, L3
Press W. H., Teukoslky S. A. , Vetterling W. T., Flannery B. P.,
2007, Numerical Recipes: The Art of Scientific Computing.
Cambridge University Press, Cambridge.
Quinlan, G. D., & Tremaine, S. 1992, MNRAS, 259, 505
Sagdeev R. Z., Usikov D. A., Zaslavsky G. M., 1988, Nonlinear
physics. From the Pendulum to Turbulence and Chaos. Har-
wood Academic Publishers, New York.
Sellwood J. A., Debattista V. P., 2009, MNRAS, 398, 1279
Sideris I. V., Kandrup H. E., 2002, PhRvE, 65, 066203
Springel V., 2016, SAAS, 43, 251
Thie´baut J., Pichon C., Sousbie T., Prunet S., Pogosyan D., 2008,
MNRAS, 387, 397
Valluri M., Merritt D., 2000, AdSAC, 10, 229
Wolf A., Swift J. B., Swinney H. L., Vastano J. A., 1985, PhyD,
16, 285
Young L.-S., in Greven A., Keller G., Warnecke G. eds, Entropy.
Princeton University Press, Princeton ,NJ
MNRAS 000, 1–21 (2016)
Errors, chaos and the collisionless limit 21
APPENDIX A: KOLMOGOROV ENTROPY
AND EFFECTIVE IREVERSIBILITY
Assume we are dealing with timescales that are small com-
pared to the energy relaxation time, and that the system is
described by a 6-d probability phase space distribution func-
tion f = f (E) obeying the collisionless Boltzmann equation
(and so f is constant along particle trajectories). Discretise
the phase space into cuboidal cells, each with volume ∆Ω,
and follow the evolution of a particle trajectory from spec-
ified initial conditions. Then record the cell number ci at
which a trajectory is located at time times ti , with i = 1, .., n.
The Shannon information entropy of this partition of cells
under the action of the trajectory is
S = −
n∑
i
pi log pi, (A1)
where probabilities pi are proportional to the time the tra-
jectory spends in cell i.
Now consider a group of trajectories initially localised
in one of the phase space cells. The Shanon entropy for
this system of trajectories generally increases as the system
evolves, and is maximized as the probabilities pi equate, so
that pi → f (E) on all cells. The Kolmogorov entropy distin-
guishes between any general increase in Shanon entropy (e.g.
due to phase mixing) and that associated with exponential
instability. For our purposes the concept can be developed
as follows.
Suppose that after at time t1 we take a distribution f of
points over the cuboidal phase space cell c1 where our inte-
grated trajectory resides. If we reverse back the trajectories
in this cell to time t0, the collisionless evolution ensures that
the fine grained density f is conserved and the distribution
will end up under the reversed dynamics in cell c0,1 of same
volume as c1. If there is no divergence between neighbour-
ing trajectories the shape of the cell is conserved during the
evolution, and volume conservation implies that cell c0,1 will
coincide with c0 where they all started. In the presence of
divergence however, trajectories reversed from c1 may fall
in cells other than c0. In fact the cell c0,1 containing the
reversed trajectories will be distorted by the evolution and
will in general not be cuboidal anymore. The intersection
of c0,1 with c0 will generally define a cell of smaller volume.
The continuation of this procedure for times t2, t3..., tn defines
progressively smaller cells, determined by the intersections
of c0,1, c0,2, ..., c0,n with c0. Now if we label the cells defined
by these intersections as dj (with j = 1, .., n), and repeat the
process for different trajectories of the system (with initial
conditions sampled from the distribution function f (E)), we
can define a finer partition of the phase space. The associated
probabilities pd j (which are proportional to f (E) integrated
over smaller and smaller volumes of the intersection cells),
decrease with increasing maximal timestep n.
The Kolmogorov entropy measures the increase per
time-step of the Shannon information entropy of this in-
creasingly finer partition as volume ∆Ω and the time-step
∆t both go to zero. This corresponds to the loss of informa-
tion per time-step, which leads in practice to the inability
to numerically track and reverse a trajectory. The reason
we obtain finer partitions from the reversed dynamics —
and corresponding increase in Shannon entropy — was that
trajectories that were initially confined to a cell ci at time
ti could be dynamically evolved into occupying many cells
(hence the increase in coarse grained volume). This formally
relates the phenomenon of effective irreversibility, due to in-
formation loss, to the local exponential divergence between
nearby trajectories. It also relates the definition here to the
more intuitive one given in the body of the paper.
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