Models of network evolution are based on the implicit assumption that network growth is continuous, uniform, and steady. Using the data collected from a large online-blogging platform, we show that the addition and removal of network ties by users do not occur sporadically at isolated nodes spread all over the network, as assumed by the vast majority of stochastic network models, but rather occur in brief bursts of intense local activity.
Introduction
During the last decades, considerable research has been devoted to understanding network formation processes. This research resulted in a number of insightful models of network formation Kleinberg et al., 1999 ) that strive to explain and reproduce the most prominent network properties (degree distribution, clustering, etc.) . To reproduce these (static) properties, most models assume that the link addition and removal processes are monotonic in time, composed of independent events (e.g. link addition/removal or edge duplication of events) and not affected by the history of events in neighboring nodes. A few previous models suggested different mechanisms of growth such as super linear preferential attachment (Gabel & Redner, 2013; Golosovsky & Solomon, 2012) or a node's attachment based on clustering coefficient, which can in principle lead to bursts in the triangles creation dynamics (Holme & Kim, 2002; Vázquez, 2003) . Other models were based on preferential attachment with limited memory (Klemm & Eguiluz, 2002) . Some works show empirically that social and cellular networks become denser over time and that their diameter shrinks (Chaintreau et al., 2007; Leskovec et al., 2008; Leskovec et al., 2005) . Such results suggest parallel triangle closure in neighboring nodes. However, none of these studies assumes that the links dynamic is a non-monotonic process.
In this paper, we show that a network's dynamic processes are highly local and temporally non-uniform. Using a sequence of snapshots representing the evolution of a large online social network, we show that there is a non-intuitive organization of the dynamics of tie (link) addition and deletion dynamics: Addition and deletion of links occur in localized bursts, with seeming coordination resulting in formation of dense neighborhoods. In particular, areal densification bursts result in a nearly instantaneous increase in clustering among the nodes in the network neighborhood. The supplementary animations connected with this paper (http://peptibase.cs.biu.ac.il/homepage/Evo.avi) demonstrate the addition of new links in the region surrounding a pair of connected and a pair of randomly selected nodes.
In this study, we simultaneously track the co-evolution of the network structure and the local similarity in "lists of interests" of approximately 8 million users of the largest connected component of an online social network. The detailed information about added and removed links and the changing attributes of individual users is used here to uncover details about the dynamics of the link-formation process. We find that the evolution of the social network structure through the addition and removal of network ties (links) occurs through densification bursts. These bursts affect the nodes located within two hops of the focal node and coincide with a nearly instantaneous increase in similarity and clustering among the nodes in that network neighborhood. Such eruptions of local activity lead to the emergence of comparatively dense local groups of users (designated as communities or clusters in different disciplines). Our findings provide insight into the mechanisms underlying the evolution of communities in social networks and contribute to our understanding of the full network structure formation process and its relationship to local link dynamics. These findings have implications for network modelers as well as policy planners.
The non-homogeneous network growth patterns and the bursts we report are in line with the known temporal and heterogeneous patterns of individual and collective human activity in several domains, including personal communication (Barabasi, 2005; Rybski et al., 2009) , activity of page views and revisions of individual Wikipedia pages (Kämpf et al., 2012) , Internet (Anderson & Srinivasan, 2003; Paxson & Floyd, 1995) , web use patterns (Dezsö et al., 2006) , financial time series (Yamasaki et al., 2005) , and road traffic (Jagerman & Melamed, 1994) . A number of explanations for the nature of these patterns have been proposed over the years (Adamic & Huberman, 2000; Barabasi, 2005; Rybski et al., 2009) , and a detailed survey was recently published by Min and Goh (Min & Goh, 2013) . For example, (Barabasi, 2005) showed that priority-based queuing of tasks leads to appropriately skewed distribution of inter-activity gaps. (Rybski et al., 2009 ) studied a collection of millions of messages exchanged over time between members of two online communities and found similarly skewed distributions of communication patterns between social network peers. The complementary model, reproducing empirically observed communication patterns, hinges on the existence of long-term correlations in communication activity. These correlations could arise from either internal or external stimuli (i.e. activity of other network peers) and may even diffuse within the network. In addition to patterns of individual activity bursts, (Garber et al., 2004) reported localization of network activity in diffusion of innovation. They reported that spatial clustering precedes takeoff in sales.
In the present research, we show that links in social networks tend to be added in brief batches of local densification. In contradiction to what is usually assumed, link addition and removal should not be seen as a set of continuous independent events dispersed throughout the network.
An interesting aspect of these densification bursts is that they occur simultaneously at the network and content levels. Most network formation models either focused on the link addition and removal process, assuming a given node content (e.g. homophily-induced link addition or selection) (Kimura & Hayakawa, 2008; Sayama et al., 2013) , or they studied node content evolution in a fixed network (e.g. dynamic models of neural networks or contact processes) (Cowley et al., 2001; Diesmann et al., 1999) . Other works studied co-evolving social and semantic networks (Diesner, 2012; Roth & Cointet, 2010) as well as the development of social networks and their influence on users' behavior (Crandall et al., 2008; Khosla et al., 2014) or a node's popularity (Figueiredo et al., 2014; Papadopoulos et al., 2012; Perc, 2014) and the emergence of similarity in social systems (Aiello et al., 2012; Centola & van de Rijt, 2015; Fu et al., 2012; Grund, 2014) . Here, we show that attributes of adjacent nodes become more similar in parallel with the processes leading to densification and greater clustering. In the following section, we show that all aspects of a network co-evolve through concurrent densification bursts.
Data and methods
We collected panel data representing the evolution of a large online social network, LiveJournal (LJ) (http://www.livejournal.com/), which is one of the earliest and still popular (Alexa rank of 138 as of February 2014) online blog systems used to publish posts on issues ranging from personal experiences to political views, news events, gossip, and sharing of web links. Each LJ user maintains an individual list of blogs and a set of "friendship" relationships that simplifies navigation, grants access to privately published content, and fuels the automatically generated news feed. Taken together, these bookmarks comprise a collaborative social network in which ties are motivated by a wide spectrum of factors, ranging from personal acquaintance characteristics for Facebook, to content acquisition typical for Twitter.
We crawled the LJ social network, acquiring a sequence of periodic snapshots that represent the evolution of the network over a period of about 1 year. The dataset records addition of approximately 13 million and removal of approximately 7 million links ( 10% and 5% per snapshot between each pair of snapshots, which were taken at approximately 6-week intervals). Table 1 provides descriptive statistics of this dataset.
We represent a timeline of each network potential link (i.e. a pair of nodes) by an 8-bit binary number in which each position represents the existence of the link in the corresponding snapshot between these nodes. In other words, for a sequence of eight snapshots, the potential link between a pair of nodes is flagged with 1 in the snapshots in which it exists and 0 in the ones where it does not exist. For example, the sequence 00111100 represents a pair of nodes that established a link sometime between the second and the third snapshots and maintained it until the link was deleted between snapshots six and seven. In the following analysis, we specifically focus on the subset of links denoted by 00001111, the links created in the middle of the inspected period, between snapshots four and five. This selection offered a sufficiently long observation of the network and user attribute evolution, covering the period preceding and following the link addition.
To enhance the analysis of the network evolution dynamics, we collected a complementary, high-frequency sample of the LJ network. We monitored local networks of 359 randomly selected nodes by performing a two-step snowball sampling at 12-hour intervals. Although the resulting sample does not cover the entire network, we use a sequence of 83 consecutive snapshots represented by a time series of bits, as described above, to trace network evolution dynamics at a finer resolution. We collected this additional dataset from the same social network to ensure that the measurements conducted in both cases represent the same social processes, and to avoid possible discrepancies between the results obtained in each dataset. The higher temporal resolution is instrumental in establishing the tight, intraday coupling between the processes (Table 1) .
Homophily calculation
Social networks exhibit a high degree of assortative mixing (McPherson et al., 2001) that may evolve as a result of selection when subjects choose similar ones to connect to; or, as a result of peer influence when already connected, peers become similar due to interaction 1 . To study these dynamics, we introduce a similarity measure that leverages detailed data contained in user profiles to compute similarity of any two members of the LJ social network. More specifically, we use the evolving lists of interests declared by the users to compute the change in similarity over time and relate it to the changes in the connectivity of the underlying social network. We thereby define the similarity between pairs of (self-declared) domains of interest (DOIs) and use it to compute the similarity between pairs of nodes. 
Note:
The first column is the number of snapshots used. The second one is the total number of nodes used for the entire analysis (even if they appeared in a single snapshot). The third column is the time interval between snapshots. The following columns are the initial and final number of links that are very similar. The link numbers are very similar, with a total increase of 10% over the 8 snapshots, and less than 2% along the 83 snapshots of the second dataset, as detailed in the last column.
Simple measures such as the Jaccard index (Hamers et al., 1989 ) cannot be used, since the overlap between any two random persons is minimal, even if their DOIs are similar. For example, the DOIs of "electric guitar" and "guitar" are different but may represent common interests. Instead, we define a more complex approach is required, based on the similarity between DOIs. First, we generate a list of DOIs C i for each user i. Then, we develop a similarity matrix B representing the number of co-occurrences of each possible pair of DOIs in the same user profile. For example, if 20 users listed both "Music" and "Physics" as their DOIs, then their corresponding value in the matrix B would be 20. Once constructed, each element b jk of B is normalized by the number of occurrences of the DOI j, d j , to produce the asymmetric matrix:b
We artificially set b jj = 0 . This matrix represents the common usage of DOI and can be used as a proxy for similarity.
Considering the large number of potential DOI pairs (∼ 10 14 ) , we chose to consider only the ones that co-occur four or more times. This yields a sparse and manageable, yet meaningful, matrix B.
We then define S i,l -a similarity measure between any two nodes i and l using the similarity matrix above. Given a set of DOIs in node i-C i , the similarity is defined based on the fraction of shared DOIs and the similarity between non-shared DOIs:
Note that other similar measures could be used. However, they all must include the indirect similarity measure based on the similarity between different DOIs-b jk .
Results

Bursting in individual node degree evolution
Using the observed LJ snapshots, we define the in-degree and the out-degree timelines for each node by counting the number of its incoming and outgoing links observed in each network snapshot. We can then describe any pair of nodes in terms of four numbers: the in-and out-degree of the first node in the pair, and the in-and out-degree of the second node in the pair. Consider, for instance, the effect of a new tie connecting a pair of nodes V1 and V2 on the in-and out-degrees of each node (Figure 1a ). Addition of a new link between any two nodes may be related to the number of common first and second undirected neighbors, or the clustering coefficient of the nodes, before or after the addition event. Here, we define the common first neighbors to be the nodes directly connected to each of the nodes in the pair, whereas common second neighbors are the nodes located at a distance of up to two hops from any node, but are not first neighbors (Figure 1(b) ). All node pairs can be classified as belonging to one of three groups: those sharing at least one common neighbor, those having only a common second neighbor, and those having no first or second common neighbor. For the sake of simplicity, we perform the computations of the common first and second neighbors in the undirected network underlying the original directed network (Figure 1(b) ).
Correlated densification of local network structure
Observation of the in-degree, out-degree, and the fraction of the pairs sharing firstor second-order neighbors over time reveals bursts of link addition and their effect on network evolution (Figure 2(a) and (b) ). The changes in these elements are not random, as one would expect from a common stochastic process, but coincide with the addition of the new tie connecting the pair. If link addition in the network were independent of recent history and uniformly distributed in time, we would expect no increase in any of these features upon addition of a single link, since the probability to add or remove links from neighboring nodes would be equal in equilibrium. However, although the network is approximately in equilibrium (a net increase of less than 5% in the average degree per sample), this is not the case: Both incoming and outgoing degrees of the nodes comprising the newly connected pair increase insignificantly before and after formation of the new link. Moreover, we observe a very sharp increase of these properties (an increase of more than 25% in the average degree between two consecutive snapshots) occurring around the time when this link is formed. Note, that we scale all plots by their value at the time of link creation (t = 0) and that the added link is not included in the analysis (Figure 2(a) ). These measurements suggest that links tend to be added in batches around some nodes. Note that the link studied is not included in the analysis.
Furthermore, note that although increase of the out-degree of the source node (k out 1 ) can be explained by bursts in activity of a single user (users are likely to start following several new blogs once they update their profile), the rise of the in-degree of either the source or the target nodes results from actions taken by other nodes, and it can be explained only by a burst of activity around the source or target nodes. Interestingly, these scattered actions are performed by nodes residing in the same network area and lead to rapid densification and increased clustering. This phenomenon results in the surge of the probability that a pair of nodes will have common first and second neighbors following the addition of a link between them. These neighbors translate to short paths between nodes, resulting in a sharp decrease in the distances between the nodes in the affected area (the nodes within a short distance of the node pair; see Figure 2(b) ).
Given the large divergence in the degree distribution, the effect presented here could mainly represent the nodes with a very low degree or oppositely-the result of a sub-group of nodes with a very high degree and simultaneous drastic changes in their degrees. To dismiss the possibility that the results presented in this work depend on nodes' connectivity, we have validated that they are maintained for low, intermediate and high degree nodes (Appendix A Figure A1 ).
To confirm that our results could not merely be an artifact of a stochastic edges' addition and deletion process, we compared them to the ones produced by a regular preferential attachment model. More specifically, we conducted the same measurements on a simulated dynamic network with N = 5000 nodes and average degree of K = 100. In each iteration, edges were created according to a linear preferential attachment rule, and a similar number of edges were randomly deleted. There were no significant changes in the directional degree before and after an edge creation event in this system. The simulation results are show in Appendix A Figure A2 where they are presented on the same scale as in Figure 2 (a). Fig. 2 . Evolution of node attributes before, during, and after they connect. The figure shows the change in the in-and out-degrees of the newly connected nodes (00001111) in the first dataset (snapshots, taken at 6-week intervals). We computed the in-and out-degree of each node surrounding the newly added link (panel A), as well as the number of their common neighbors (panel B) (Unidirectional, orange; In1, light blue; In2, green; Out1, purple; Out2, red). For simplicity, we scale all plots by their value at the time of link creation (t = 0). All-time series show slow change in the months preceding and following the connection, but rapid dramatic changes coinciding with addition of the new link (time 0). In other words, nodes in newly established pairs acquire many new links (both incoming and outgoing) over a period surrounding the event. There is no change in the properties of random pairs of nodes (black line). This conclusion is supported by the increase in the fraction of the node pairs having at least one first (purple) or second (green) neighbor around the time of link creation (panel B). Acquisition of common neighbors by newly connected nodes leads to a sharp drop (from nearly 60% to virtually 0% in the population) in the fraction of such pairs having neither first nor second-order common neighbors (light blue). These measurements show that link addition cannot be seen as a sequence of isolated events, but should be considered synchronized densification leading to formation of triangles in the area. In A, the error bars represent standard deviation of the directional degree of the observed nodes. In B, the error bars represent standard deviation of the existing/non-existing first or second neighbors for the observed nodes. (Color online) Fig. 3 . Evolution of degrees and common neighbors of newly created pairs using the second (high-frequency) dataset. The change of the number of in-and out-degrees of each of the nodes in the pair (panel A) is analogous to that observed in Figure 2A , although the data, collected at higher sampling frequency, covers a significantly shorter time interval (Unidirectional, orange; In1. light blue; In2, green; Out1, purple; Out2, red). We can still observe a gradual monotonic increase in the average in-and out-degrees of each node, a sharp surge around the time of their connection, and an immediate reversion to the original gradual slope. The inset at panel A shows the degree distribution of 1 represented snapshot (96 hours after connection).
Not surprisingly, due to triadic closure, about one-third of the newly connected links fall between nodes with common neighbors prior to the connection. However, the fraction of the node pairs sharing at least one common neighbor increases to 70% immediately after the new link is established. This phenomenon is even more pronounced when we consider longer trajectories involving second neighbors. Practically, all newly connected pairs acquired first or second common neighbors around the time of the new link formation (Figure 2(b) ). Thus, link addition is correlated in both time and space, as links tend to be added in batches over a short period within small regions. While the production of dense clusters in networks has been previously shown (Gallos et al., 2012) , the level of clustering presented here is surprisingly high.
To confirm that network change events indeed occur in bursts, and to estimate the appropriate time scale determining the changes in degree and clustering, we replicated the analysis using the second dataset. This dataset was collected through a series of 2-step snowball sampling procedures initiated at 359 random seed nodes, resulting in more than 2,000,000 nodes. This process was repeated at 12-hour intervals (Table 1) . Application of the analysis described above to this high-frequency dataset confirms that social network users tend to add links in temporal bursts confined to 12 hours, with results equivalent to those obtained with the longer time scale (i.e. a slow increase before and after the addition of the new link, and a sharp increase in all measures above concurrent with the link addition; Figure 3(a)-(c) ). Note that the analysis was repeated for different focal snapshots (the period when links were added) to dismiss possible effects of a specific interval or exogenous event. We scale all plots by their value at the time of link creation (t = 0), as in Figure 2 (a). The analysis of the high-frequency dataset confirms that new ties tend to be created in batches, in line with previous research on bursts of general human activity (e.g. Muchnik et al., 2013) . We will further show that these batches represent local densification events.
Formation of clusters (communities) through localized network densification
A community is typically defined as a set of nodes with a comparatively high density of links between its members and significantly weaker connections to the rest of the network (Clauset et al., 2004; Eriksen et al., 2003; Holme et al., 2003) . In this section, we show that the correlated bursts of link addition described above contribute to community formation through a sharp increase of local density of links among the nodes affected by the activity burst. Assuming that all nodes in the affected region become first or second neighbors of the newly connected nodes (i.e. the radius of the cluster is limited to three), we traced the temporal evolution of the fraction of links within the neighborhood of the newly formed link, as defined below, and the fraction of links between this region and the outside.
We start by defining a local environment as a set of nodes that are either first or second neighbors of either of the two newly connected nodes. We designate links fully residing within the local environment as intra-cluster links, and links connecting nodes within the local environment to the rest of the network as external links. The local environment link density is the fraction of the existing intra-cluster links out of all possible links between the local environment members (N 1 (N 1 − 1)/2 , with N 1 being the number of nodes in the local environment). The local environment, its density, and the number of intra-cluster links and external links obviously change from one snapshot to another. Newly added links may introduce new nodes into the cluster, while removed existing links may detach old local environment members.
As expected, both the number and, what is more important, the density of the intra-cluster links increase over time (Figure 4(a) ). While the total number of links in the local environment increases, as discussed, so does the total number of nodes in this region, since new nodes become first and second neighbors of the pair formed by the newly added link. Still, the density of links within the local environment surrounding the newly formed pair increases significantly (Figure 4(a) ). Even more interestingly, the fraction of the intra-cluster links out of all links in the local environment grows significantly during this period (Figure 4(b) ). Thus, densification is accompanied by increasing isolation of the active area from the remainder of the network. In other words, bursts and localization of new link creation in social networks lead to formation of well-pronounced clusters.
Additional measures of activity burst
A clear indication of activity bursts would be a correlation between changes in the in-degree and out-degree of nodes. While the absolute in-and out-degrees have previously been reported to be correlated (Brot et al., 2015; Fagiolo, 2007; Foster et al., 2010) , one would not expect a correlation in the changes in the two types of degrees, unless link addition occurs in bursts. We tested the changes in degree over 82 snapshots of more than 700,000 nodes in the second dataset, and the Pearson correlation of the changes in the in-and out-degrees is more than 0.5 (p < 1.e-100). To further check whether peaks of increase in the in-degree coincide with peaks of increase in the out-degree, we aligned the time series of all nodes based on the peak of the change in their in-degree and computed the average out-degree change. We then performed the reverse analysis ( Figure 5 ). Both plots show a complete alignment of the peaks in the change in the in-and out-degrees. Note that this is not the result of drastic changes in the number of links added to the network between any pair of snapshots.
Finally, we computed for each node and for each time point whether its degree increased, decreased or stayed the same over 82 time points (81 observations-each observation is the difference between two of the 82 snapshots). If link addition and removal events were clustered in time, then one would expect continuous stretches of degree increase or decrease. To test for those, we assigned each increase event a value of 1, and each decrease event a value of −1 for both the in-or out-degree of each node. We then computed the frequency of distribution of these values averaged over multiple time points. As expected from the aggregation of events, even when averaged over 20 time points, there were still many cases of continuous growth. In order to confirm statistical significance of these findings, we compare them to a null model based on the same analysis performed on permutations of the same time series. We directly studied the same time series for burstiness. Each set of bursts was assigned a value of +1, 0, or −1, representing the sign of the change. While in the real data there is a large fraction of windows with all +1 or −1 values even for large smoothing radii. However, the permuted data are used, the data converge to a bell-shaped distribution around 0 (Figure 6 ).
Coupling between network evolution and homophily
We have shown that densification occurs in localized bursts, inducing regions with high internal density and a lower density of links to more distant nodes. This purely network perspective of the process is complemented in this section by the study of how content evolution relates to the localized activity bursts and network densification discussed earlier. In addition to a set of structural properties (e.g., degree distribution and clustering) shared by many social networks, such networks are also known to exhibit homophily, or the tendency of similar people to be connected or located in relative proximity. Such irregular distributions (content similarity) might arise from peer influence-when people change their interests due to interactions with their peers-or selection-strategic choices of peers having similar background, exhibiting similar behavior, or declaring overlapping interests (Aral et al., 2009; Manski, 1993; McPherson et al., 2001) .
In this section, we show that in addition to local densification, activity bursts coincide with a sharp increase of similarity between the nodes in the affected area. To test this conjecture, we collected detailed information about user profiles, specifically their self-reported interests. These observations facilitate examination of the interplay between network changes and the increased similarity of the affected users' interests. More specifically, we tested whether network densification events are induced (and preceded) by changes in content similarity or actually induce (and precede) them. Note that time precedence is obviously not evidence of causality and cannot reveal which of the processes, selection or peer influence, dominates network evolution dynamics. However, the opposite-that causality requires precedence-is often true.
As was the case for the other features, we find not only that densification of the network and increasing similarity coincide, but the two occur virtually simultaneously, so that neither precedes the other. To refine the resolution of our examination and rule out issues related to insufficient sampling frequency, we confirmed these results using the high sampling rate dataset. Both sets of measurements indicate tight coupling between network densification and increased similarity (see Figure 7) . In our opinion, the simplest and most straightforward explanation for close co-evolution is that it is driven by strong feedback between content and structure. Prior research Fig. 6 . Correlation between in-and out-degree change. Following the results in Figure 5 , we computed for each node the peak of the in-degree change and set it as the 0 point for each node (this time differs for each node). We then averaged the change of the out-degree over all nodes aligned to this 0 point. One can see a clear peak in the out-degree change when the in-degree rises the most (panel A). We then repeated the opposite analysis with similar results (dashed lines in panel A). In order to check that the results are not an artifact of a large number of links added in a given time point, we computed the total number of links added between each two snapshot (panel B), and the results are quite uniform. Thus, a parallel addition of incoming and outgoing edges occurs around active nodes. (Brot et al., 2012) showed that such feedback can explain many network properties, including all fundamental social network attributes (power-law degree distribution, high clustering, and short path lengths), which is also the case here. An alternative explanation suggests that densification of structure and increased homophily are both induced by external events simultaneously affecting both processes. Being unable to observe exposure of individual network users to all the external events, we cannot dismiss the exogenous source of the observed network-content coupling. Fig. 7 . Normalized change in similarity over time. The plot shows the change in similarity of the connected nodes for the complete dataset (main plot) and the high-frequency dataset (inset). Average degree and similarity are normalized by their value at the time of link creation. Error bars represent standard deviation computed for the multiple instances observed in each dataset. Analogous to network densification, the gradual increase in similarity spikes around the time of link creation and changes to slow growth once the burst of activity is over.
Discussion
We have shown that the activity of adding or removing links has a highly pronounced local and temporal nature. Newly emerging network links are not sporadically spread over the network, as (in many cases, implicitly) assumed by most current network models; instead they are localized in both (network) "space" and time in the form of short bursts occurring in network neighborhoods confined to a three-hop radius. Such densification bursts result in relative isolation of the affected network areaswithin brief periods of time they increase in size and become significantly denser and relatively more isolated from the remainder of the network. At the aggregate level, these bursts are difficult to spot in large networks because they occur continuously in different regions of the network. This mechanism has implications for network stability, information dissemination, and forecast reliability.
We further investigated the relationship between network evolution and changes in the underlying content. The two processes are found to be tightly coupled and co-evolve so closely that neither can be considered to precede the other. These observations shed light on the evolution of homophily in social networks and suggest that both selection and influence processes are in play. It is also important to note that similarity between peers does not evolve gradually as one might naively expect, but increases in short bursts coinciding with the evolution of the surrounding network. These findings have implications for our understanding of the rate and manner in which social networks evolve and adjust to change.
The research is naturally subject to several limitations. The first is the use of snapshots instead of continuous tracking. We addressed this limitation by collecting a high-frequency sample, but unlike the main dataset, this high-frequency sample is incomplete. The second limitation relates to the lack of data on the events exogenous to the network. As we noted, in principle, such events could drive the network and the content. Although we cannot rule out this option empirically, the large number of coordinated bursts traced in the data in different periods casts doubt that they all result from such exogenous events. Access to such data and the absence of their correlation with the network regions affected by bursts might rule out this explanation entirely.
Future research may help us understand whether, in view of these dramatic local changes, different centrality measures adequately capture the status of individual nodes. We believe that such burst dynamics may play a significant role in community formation in a network. However, this question is beyond the scope of the present study. Fig. A1 . Continued. same way as in Figure 2(a) . We scale all plots by their value at the time of link creation (t = 0). These plots show qualitatively similar results for all groups as well as for general groups of newly connected nodes, as presented in Figure 2 (a). There is a slow change in the months preceding and following the connection, then we see rapid dramatic changes coinciding with the addition of the new link (time 0). The error bars in all panels represent standard deviation of the directional degree of the observed nodes. (Color online) Fig. A2 . Evolution of node attributes before, during, and after they connect for an artificial network with simple preferential attachment mechanism. The network contains 5000 nodes with average degree of 100. In each iteration, new edges are created according to a linear preferential attachment rule and a similar number of edges is deleted randomly. We computed the in-and out-degree of each node surrounding the newly added link in this network in the same way as in Figure 2(a) . We scale all plots by their value at the time of link creation (t = 0). This plot shows that there is no significant change in the different degrees before and after an edge creation event in this system. (Color online)
