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Abstract
Over the last few decades, the use of light to control and manipulate microscopic particles
has become widespread. These methods are enabling new areas of research to flourish across
the physical and biological sciences.
This thesis describes investigations into both optical trapping and the closely related
field of optical sorting. It documents the development of a variety of new techniques.
The thesis begins with a short review of optical trapping and existing methods for sorting
mixtures of microscopic particles. The first half of this chapter highlights some of the reasons
behind optical trapping’s rapid growth in popularity. By reviewing an array of methods for
sorting particles and discussing the relative merits of each, the case for optical sorting is
established.
The second chapter describes research into using a spatial light modulator to create
three-dimensional optically trapped colloidal structures using the time-sharing technique.
Limiting factors inherent in the technology are discussed in detail.
The third chapter reviews a sophisticated particle-tracking software package that has
proved to be a considerable success. It was developed explicitly with colloidal microscopy
in mind and experimental plots produced by the software are used throughout the thesis.
Experimental studies have been performed into the behaviour of microscopic particles
moving under the influence of two classes of propagation-invariant beams: Mathieu beams
and Bessel beams. The Bessel beam studies have been complimented by a theoretical model
and have led ultimately to a new method for the static optical sorting of both solid particles
and biological cells, with particular emphasis on human blood.
The fifth and final chapter describes how re-configurable optical devices can be imple-
mented to spatially separate different colloidal species. A new method for creating arbitrary
iii
optical landscapes using an acousto-optic modulator is reported. This new technique is then
used to optically sort four particle species simultaneously - the first experimental demon-
stration of polydisperse optical fractionation. Additionally, experiments are reported that
demonstrate controlled, static optical sorting using a spatial light modulator.
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Chapter 1
Controlled Manipulation of
Microscopic Particles
1.1 Introduction
Almost four decades ago, Arthur Ashkin demonstrated the first controlled manipulation of
microscopic particles using laser beams [1]. Early trapping experiments used two-counter
propagating beams, and this approach is still used today in modern optical fibre traps [2, 3].
He followed up this paper with the development of the single-beam optical levitation trap [4].
The use of lasers to trap and manipulate particles came of age in 1986 when Ashkin reported
that a single, tightly focussed laser beam could be used to stably trap dielectric particles in
three dimensions. The two decades since then have seen this technique, which Ashkin named
optical tweezers, grow enormously in popularity. Lasers are now used in laboratories across
the world to control, manipulate and measure microscopic particles and processes. The
extraordinary precision afforded by optical tweezers has made them particularly well-suited
to fundamental biological studies at the molecular level.
The nature of optical trapping depends on the size of the objects under scrutiny. Particles
which are much smaller than the wavelength of the trapping light are usually said to be
in the Rayleigh regime. Particles that have diameters larger than the wavelength of the
2
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Figure 1.1: (a) For a particle in the Mie regime, the transfer of momentum from refracted
light causes the particle to be drawn to the brightest part of the beam. (b) A counter-
propagating trap, where lateral confinement is provided by the counter-propagating beams
and gravity is countered by the Gaussian intensity gradient. (c) A vertical levitation trap.
The Gaussian intensity distribution produces lateral confinement. Gravity is countered by
momentum transfer from the refracted light. (d) A gradient force trap, or optical tweezers.
The optical gradient forces are sufficient to overcome both gravity and radiation pressure,
enabling stable three-dimensional trapping.
trapping beam are said to be in the Mie regime. In this thesis, I discuss explicitly only
particles whose diameters are larger than the wavelength of the trapping laser. In this
context, the various trapping regimes described by Ashkin can be seen in figure 1.1.
The physics that underlies optical trapping can also be employed to manipulate large
particle ensembles. This has led to the application of tweezers in studying many-body sys-
tems and colloidal crystals. More recently, the principles have been applied to microfluidics,
and new technologies for microfluidic particle sorting have begun to emerge. The work
presented in this thesis concerns both tweezers and the development of new approaches
to optical sorting. In this chapter I provide a brief review of optical tweezers and their
applications, before going on to discuss current methods for sorting microscopic particles.
1.2 Optical Tweezers
In this section I consider the underlying physical principles of optical tweezers, and highlight
some of the key developments in the field. A considerable body of work has been published,
and for an exhaustive literature review the reader is referred to the 2003 resource paper by
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Lang and Block [5]. A number of review articles on optical trapping of varying length and
depth have been published, including those by Svoboda and Block [6], Kuo [7, 8], Molloy and
Padgett [9], Grier [10], Neuman and Block [11], Dholakia and Reece [12] and McGloin [13].
Ashkin himself has written several personal accounts of the early history of optical trapping,
the most recent published in 2000 [14].
1.2.1 Basic tweezers construction
An effective optical tweezers set-up can be created with a handful of standard optical com-
ponents. Several guides detailing how to build a basic system, such as that by Block [15],
are available freely on the internet. A comprehensive guide on how to construct a dual-beam
tweezers system has been provided by Fallman and Axner [16].
Figure 1.2 outlines the general design of some of the simple tweezers systems I have built
while working in the Optical Trapping Group. A laser (in most experiments operating in the
near-infrared, appropriate for biological specimens, in the TEM00 mode) is collimated and
passed through a periscope formed from two mirrors (M1 and M2). A system of two lenses
(a and b) ensures that mirror M2 is conjugate (A) to the back aperture of the microscope
objective (B) (in this context the word conjugate is used to imply that two transverse planes
are optically equivalent). This arrangement enables the position of the optical trap to be
moved laterally in the sample plane by rotating mirror M2. Some authors [15] suggest a
slightly different arrangement where the movement of one of the lenses generates lateral
displacement of the trap in the sample plane. In the figure, the green overlay represents
the displaced beam path after a slight rotation of M2. A third mirror, M3, reflects the
trapping beam into the back aperture of the objective. This mirror is dichroic - it is chosen
so that it reflects the near-infrared laser light but transmits the visible illumination light.
In the figure O1, O2 and O3 mark locations for optional imaging optics used in various
experimental configurations. O1 marks the location for an IR filter, sometimes necessary
because the dichroic mirror is not 100% efficient at reflecting laser light backscattered from
the sample. O2 marks the location of an optical path corrector, used to bring the image
from the objective back into line after passing through mirrorM3. Finally, O3 is a tube lens,
which, depending on the type of objective used, helps to properly image the sample plane
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Figure 1.2: Basic overview an optical tweezers set-up, typical of the type I have built over
the course of my PhD. Mirrors M1 and M2 act as a periscope. A system of two lenses, a and
b, make the mirror M2 conjugate to the back aperture of the microscope objective. This
means that rotation of the mirror M2 can be used to steer the trap in the focal plane of
the objective. M3 is a dielectric mirror that reflects the infrared laser light but transmits in
the visible. O1, O2 and O3 represent possible locations for optional imaging optics: O1=IR
filter, 02=path corrector and 03=tube lens.
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onto the surface of the CCD camera. For most of the work presented in this thesis I used
inexpensive 100× oil-immersion microscope objectives, with a numerical aperture of 1.30.
Oil-immersion objectives admit a wider cone of rays than equivalent dry objectives, making
them generally superior for the formation of tight optical gradient traps (figure 1.1(d)). For
the same reason, it is generally desirable for the trapping laser to slightly overfill the back
aperture of the objective, as it does in figure 1.2.
Homogeneous spherical dielectric particles are the objects of choice for most optical
trapping applications. This is largely due to the fact that monodisperse suspensions are
readily available commercially, however their popularity can also be attributed in part to
the relative ease with which the experimental system can be modelled when compared with
more complex objects.
1.2.2 Computational modelling
The computational modelling of a dielectric sphere in an optical gradient trap has itself been
the focus of a considerable amount of work by a number of researchers. Small particles,
whose diameter is much less than the wavelength of the trapping laser light, λ, are said to
exist in the Rayleigh regime, and the forces on the sphere can be calculated by treating it as
a point dipole [17, 18]. Rohrbach et al. have extended this approach through the inclusion
of additional second-order scattering terms that allow calculation of forces for particles up
to 0.7λ in diameter [19, 20].
Particles with diameters much larger than the wavelength λ (typically defined as d >
10λ [11]) are said to lie in the Mie regime. The interaction of these particles with an
optical field can be effectively modelled using geometric ray optics. Several authors have
produced geometric models for predicting the behaviour of particles in a standard Gaussian
trap [21, 22, 17, 23]. In chapter 4 I present my own implementation of a ray-optics model,
produced in collaboration with Karen Volke-Sepulveda and based on her earlier work [24, 25].
In the ray-optics regime, particle behaviour can also be modelled by solving the paraxial wave
equation, subject to appropriate boundary conditions, using the split-step beam propagation
method [3].
For particles in the intermediate regime, typically defined as 0.1λ < d < 10λ [26], these
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models are inappropriate and a rigorous electromagnetic treatment must be carried out. A
popular solution has been to generalise the Lorenz-Mie theory for the interaction of a plane
wave with a sphere to the case of a Gaussian beam. The force on the particle can then
be calculated through the implementation of the Maxwell stress tensor [27, 28, 29]. This
approach has, historically, concerned spherical particles. The implementation of a vector
finite element method [30] allows the calculation of the trapping forces on arbitrarily shaped
objects. Ganic et al. used a vectorial diffraction approach [31], with forces calculated again
through the use of Maxwell stress tensors. The advantages in using a vectorial approach
over earlier work stem from the fact that this method can be used to model diffraction due to
the high numerical-aperture objective and spherical aberrations introduced at the objective-
coverslip interface. These are key issues in the context of optical trapping. Zakharian et
al. [32] have used the finite-difference-time-domain [33, 34] method to improve theoretical
predictions, and in a more recent paper [35] they extend the model to consider the influence
of the fluid immediately surrounding the sphere. It is my feeling that there is still work to
be done in the development of a comprehensive theoretical framework for optical trapping,
however for many practical applications these existing models are perfectly adequate.
The particles investigated in this thesis lay in the range 2λ < d < 7λ, and so a the-
oretical treatment of their behaviour should require one of the more rigorous approaches.
By and large, the work presented in thesis is extremely qualitative, and detailed theoretical
discussions have been avoided. In chapter 4, despite being in principle an inappropriate
model to use, our ray optics model was found to correctly predict the general behaviour
of spherical silica particles moving under the influence of a Bessel beam. In an associated
paper, Transverse particle dynamics in a Bessel beam [36], we compare experiment and
theory against a full electromagnetic model which was written by Pavel Zemaneck [37] and
based on the work by Barton [27, 28].
1.2.3 Trap efficiency
There are several established methods for characterising the strength of an optical trap.
Perhaps the simplest and crudest method that has been widely used to define a trap’s
efficiency is to determine its Q-factor. Q is a dimensionless parameter that describes the
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fraction of momentum transferred to the particle from the trapping laser beam.
If a particle is trapped in three dimensions, away from the walls of the sample chamber,
an applied fluid flow will produce a hydrodynamic Stokes drag force, ~FD:
~FD = 6πµRv (1.1)
acting in the direction of the flow, where v is the velocity of the flow, µ is the viscosity of
the surrounding medium and R is the radius of the particle. The fluid flow can be generated
in a number of ways, but is most easily achieved by moving the sample chamber relative to
the trapping beam using a controlled translation stage. The velocity v is slowly increased
until the sphere is forced out of the trap. This threshold velocity is used to define the
dimensionless parameter Q through the relation
FD =
nQP
c
(1.2)
where c is the velocity of light in vacuum, n is the refractive index of the surrounding
medium and P is the power of the trapping laser.
Q can, in principle, lie anywhere in the range 0 < Q < 2 [21]. Q-values for small
dielectric and metal particles have been typically found to lie in the range 0.03 < Q < 0.1 [9].
Additionally, Simpson et al. reported that for conventional optical tweezers axial Q-values
were generally an order of magnitude smaller than Q-values measured in the transverse
(x, y) plane [38].
The position of the particle in the trap under the influence of an applied fluid flow can be
measured accurately using position sensitive detectors, discussed in more detail in section
1.2.4. Typical optical tweezers produced by a focussed Gaussian beam can be modelled as
a harmonic potential, and the analysis of the displacement of a trapped particle in response
to an applied fluid flow can be used to measure the trap stiffness, in analogy with a spring.
If environmental conditions within the sample are known, fluid flow is not required and trap
stiffness can be established by analysing the Brownian motion of the trapped particle [39, 40].
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1.2.4 Position and force measurement using optical tweezers
Over the past few years, optical tweezers have developed to allow an unprecedented degree
of accuracy in measurement, with the capability to measure picoNewton forces. Using video-
based particle tracking, centroid-matching algorithms (discussed in detail in Chapter 3) can
determine particle locations to within 5nm [41, 42, 43]. Video tracking is particularly useful
for tracking large ensembles of particles, or for following the trajectories of mobile particles.
Video tracking is however limited spatially by the characteristics of the pixelated imaging
device, and temporally by the comparatively slow refresh rates of such devices, with typical
operational frequencies in the range 25-120 Hz.
For single particles which are strongly localised, as is often the case with a particle
held in an optical trap, temporal bandwidth can be significantly increased through the use
of a quadrant photodiode (QPD) [44, 45, 46]. The particle is imaged onto the surface of
the QPD, through the use of an incoherent illumination source, such as a laser operating
below threshold [46], By summing the four signals from the quadrants of the QPD in an
appropriate manner, it is possible to deduce motion in the x and y directions.
It can be useful to be able to measure the displacement of a trapped bead relative to
the trap as it is acted upon by an external force. Video-based tracking cannot provide
this information, but with a QPD a system can be designed that provides this information
inherently. Numerous authors have described systems whereby the trapping laser itself is
imaged onto the surface of a QPD. This is often referred to as back focal plane detection [11].
Forward scattered light from the bead interferes with unscattered light. If a QPD is placed
at a position on the beam axis that is conjugate to the back focal plane of the condenser, then
the signals from the four quadrants can be analysed to determine the lateral displacement
of the bead relative to the position of the optical trap. For situations where the absolute
particle position is desired (rather than position relative to the trapping beam) a separate,
low power detection beam can be incorporated into the set-up [48]. An example of a force
measurement set-up is shown in figure 1.2.4.
There are several methods that can be used to determine the axial position of a trapped
particle. Conveniently, axial position can be measured by summing the total intensity the
light falling on the QPD. Because unscattered light passes through a focus, it experiences
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Figure 1.3: Diagram of a typical QPD set-up, taken from the website of Steven Block’s
lab [47]. Two fibre-coupled lasers provide separate trapping and detection beams. The
trapping beam can be positioned by a dual-axis acousto-optic deflector. A narrow-band
filter ensures the QPD receives only light from the detection beam. The specimen stage is
mounted on a three-axis piezo transducer, enabling detailed calibration of the measurement
system in three dimensions.
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the Gouy phase shift of π. Upon interference with light scattered from the particle, this
produces an intensity signal on the QPD that is characteristic of the particle’s displacement
from the beam focus [49]. Silicon and indium gallium arsenide-based QPDs have been the
norm for optical trapping applications, however it has been shown that these devices become
less efficient at high frequencies (> 10kHz). Fortunately, the use of position-sensitive detec-
tors rather than QPDs significantly improves the measurement bandwidth of these optical
detection systems [50]. Such developments have been complimented by the emergence into
the marketplace of extremely high resolution piezoelectric microscope translation stages, fa-
cilitating precise calibration of position measurement systems. Because tweezers couple the
capability to measure position and force with nanometre and picoNewton sensitivity with
interactive control, they are the perfect tool for a range of microscopic studies, particularly
in the biological sciences.
1.2.5 Optical tweezers for biological studies
After developing the optical gradient trap, Ashkin was quick to realise the potential for
optical tweezers applied to the manipulation of biological cells [51]. Initial studies were
conducted using an argon laser operating at 514nm. Due to absorption, light at this wave-
length can cause critical damage to biological specimens, even at low trapping powers. In a
follow-up paper, Ashkin reported being able to successfully trap and manipulate cells, with-
out damaging them, using a Nd:YAG laser operating at 1064nm [52]. This milestone paved
the way for a host of experiments across biology and medicine. Providing a comprehensive
review of the biological and medical applications of optical tweezers would be a considerable
undertaking and is outside the scope of this thesis. Instead I briefly review some of the more
significant papers produced in recent years.
Optical tweezers have now become standard tools in biological and medical laboratories
across the world. As an example, tweezers have successfully been used to quantitatively
study individual sperm cell motility [53]. Along with related technologies such as the optical
stretcher [2], optical trapping is also enabling studies into physical cell structure and new
methods of determining the health of cell populations [54]. Optical tweezers have been em-
ployed in the development of potential new tools, such as optical scissors, with researchers
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demonstrating the successful dissection and manipulation of chromosomes [55]. The ex-
tremely sensitive force and positional measurement capabilities of optical tweezers have
made them perfect candidates for the study of biological processes at the molecular level.
Small dielectric spheres can be tethered to the ends of the molecules to be studied, acting
as optical handles. Through this approach, optical tweezers have enabled key advances in
the understanding of how some basic motor proteins function, in particular dyenin [56],
kinesin [57, 6] and myosin [44]. Optical tweezers have also been used extensively in the
study of RNA and DNA-processive enzymes [58, 59, 60], as well as the mechanical proper-
ties of DNA itself [61, 62]. Tweezers have also recently allowed insights to be gained into
viral mechanisms, through the examination of processes such as DNA packing [63]. These
single-molecule studies, while proving tremendously successful in resolving the behaviour
of biological function at the molecular level, have to date been based on in vitro assays.
Several groups are now developing tweezers systems that can obtain in vivo measurements.
These experiments will be extremely difficult to perform but are a natural progression from
the work that has been done to date. In my opinion they constitute the most exciting likely
applications of optical tweezers in the immediate future.
Although this thesis does not explicitly discuss any research into sub-cellular function, it
is my hope that technologies such as the three-dimensional, multiple-trap tweezers systems
discussed in the next chapter may in the future enable new studies at the sub-cellular level.
1.2.6 Soft condensed matter, nanofabrication and model thermo-
dynamic systems
The study of colloidal systems, often referred to as soft condensed matter, is a large field and
one to which optical tweezers are ideally suited. The relevance of these studies stems from
the degree to which colloidal systems affect our everyday lives. From industrial applications
to biological systems, suspensions of microscopic particles can play extremely important
roles. In recent years, researchers across the world have employed systems based on optical
tweezers to study the behaviour of various colloidal ensembles.
Studies have used optical tweezers to probe many-body hard sphere colloidal systems,
with large trap arrays created using acousto-optic deflectors [64, 65], using methods similar
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to those described in chapter 5. A number of researchers have used optical tweezers to
study individual particle-particle interactions, including hydrodynamic [66, 67] and electro-
static [68, 69] interactions. Interesting experiments have been conducted using an array
of optical traps to create a boundary box of trapped particles, enabling the study of two-
dimensional colloidal behaviour as a function of particle density [70].
Because of the impressive precision and control that optical tweezers offer when working
with microscopic systems, it is perhaps surprising to note that in fact the impact of optical
manipulation on micro-fabrication has to date been slight. Holmlin et al. [71] have shown
that optical tweezers can be used to manipulate particles into structures. Recently, Jordan
et al. [72] used holographic optical tweezers (discussed in the next chapter) to create three-
dimensional trapped arrangements of particles which were then locked into place by photo-
polymerising a surrounding gel. Perhaps optical tweezers’ greatest potential in the creation
of fabricated microstructures lies in the controlled seeding of colloidal crystals, as reported
by Hoogenboom et al. [73].
Hard-sphere colloidal suspensions are often touted as convenient experimental analogies
for atomic and molecular systems [74]. The interaction of dielectric colloidal particles with
an applied optical field can, by the same argument, be used to model atomic systems in
the presence of a potential energy landscape. As we will see in chapter 4, Kramers’ theory
of particle escape from a potential energy well, which was developed in the context of
chemical reactions, has been shown to apply to micron-sized dielectric spheres trapped
using optical tweezers [75]. Some authors have used tweezers technology to create optical
ratchets [76, 77, 78, 79]. The work presented in chapter 4 of this thesis began as a study of
particles moving under the influence of an optical washboard potential [80], created using a
Bessel beam.
1.2.7 Novel beams for optical trapping
The controlled optical manipulation of dielectric particles is not limited to the use of fo-
cussed Gaussian beams. Ashkin himself discussed using a donut-mode laser beam to trap
particles [21]. Laguerre-Gaussian beams are characterised by the fact that they have a hol-
low core and may be used to trap low-index particles [81]. They can also provide improved
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trapping efficiency for high-index particles [38]. Bessel beams, discussed in detail in chapter
4, are of interest to trapping due to their propagation-invariant and reconstructive proper-
ties [82, 83]. LG beams and high-order Bessel beams can be used to rotate particles through
the transfer of spin and orbital angular momentum [24, 84].
1.2.8 Applications in microfluidics
With the advent of cost-effective methods for nanofabrication, interest in the development
of so-called lab-on-a-chip applications has gained considerable momentum. The general
premise is to shrink expensive and bulky experimental arrangements onto small, disposable
microdevices. These devices are intrinsically well-suited to the processing of small volumes
of material.
Optical methods have been employed by many researchers to control and manipulate
processes associated with microfluidic channels. One area of interest has been the creation
of micro-mechanical pumps. In this context, optical tweezers are usually employed in a dual
role, with the laser beam providing both a frictionless axle and a driving torque. Optical
tweezers have been used to trap and rotate spherical vaterite (CaCO3) particles. These
particles are birefringent and can be made to spin if the trapping beam is circularly po-
larised. Because vaterite particles can be made to be approximately spherical, this system
can be used as a local viscosity sensor [85]. This is due to the simple form of the expres-
sion for the drag torque on a sphere in the low Reynolds number regime, for which in this
case the necessary parameters can all be measured optically (a more detailed discussion is
beyond the scope of this review). A system consisting of two trapped spherical vaterite par-
ticles rotating in opposite senses has been used to create an effective optical micropump [86].
Micro-fabricated optical propellers can be trapped, with the blades of the propellers designed
so that they scatter the trapping laser light in a manner that generates a net torque [87, 88].
Ladavac et al. have shown that linear arrays of Laguerre-Gaussian beams can be used to
drive particle flow through the transfer of orbital angular momentum [89]. Elongated par-
ticles have also been rotated using rotating intensity distributions and have been suggested
as being used as optical micro-stirrers [90]. Neale et al. [91] introduced a novel approach
by fabricating micro-cogs that contained a periodic grating structure. These cogs were suc-
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cessfully trapped and rotated by rotating the polarisation of the trapping beam. Arrays of
optically trapped beads have also been used to create microscopic peristaltic pumps [92].
Unfortunately, the majority of these proof-of-principle demonstrations require consid-
erable external apparatus such as microscopes and laser sources. A large amount of work
has still to be done to create optical-based systems that are truly lab-on-a-chip. Progress
is being made, with researchers now able to trap and manipulate particles in a microfluidic
channel using diode lasers that are built into the chip during the fabrication process [93, 94].
1.3 Sorting
This thesis contains material derived from several distinct projects. It is perhaps inappro-
priate to attempt to classify all of the work under a single heading, however the over-riding
theme of my more recent work, presented in chapters 4 and 5, is optical sorting. This new
technology is very closely related to optical tweezers as it is built on the same underlying
physical principles. The motivation for the development of a system that can sort mixtures
of small particles is most clearly illustrated by its potential applications in biology. There
are many circumstances where researchers or clinicians may want to filter out cells of a
particular type. In this section I review some existing techniques for sorting cells. Each
technique has its own set of advantages and disadvantages.
1.3.1 Sorting by centrifugation
Cells can be separated through the use of a centrifuge. Samples are spun at incredibly
high angular velocities and suspended particles move to form homogeneous layers within
the sample, with differentiation a result of variations in size (and corresponding drag force)
and density. Samples can be spun to form a pellet of target material while unwanted
material remains in suspension. Depending on operational conditions, samples can be spun
so that the suspended contents stratify into layers. Homogenous cell samples can then be
mechanically extracted from the sample. The advantage of this system is that it is relatively
simple to operate, reliable and can process large volumes. The method is however also flawed
in several ways. Firstly, the incredibly high rotational rates can inflict enormous pressure
1.3. Sorting 16
on the cells, causing serious damage. As an example, human sperm cells have been found to
suffer sublethal damage during centrifugation that dramatically reduces their motility [95].
Secondly, the system depends on clear mismatches in density or size between different cell
species. For similar cell types, clear fractionation is difficult using this approach. A third
problem arises from the fact that the system requires the formation of distinct layers for
mechanical extraction. If the cell type of interest is rare, there may not be a sufficient
number of cells present to form a distinct layer. Finally, the method does not lend itself well
to small-scale lab-on-a-chip applications, due to the cumbersome nature of the mechanics
involved.
1.3.2 Magnetic-activated cell sorting
Patented in 1976 by Ivar Giaever [96], magnetic-activated cell sorting (MACS) relies on the
tagging of magnetic microbeads coated in tailored antibodies to target cells. Once tagged,
cell species can be spatially separated through the application of magnetic fields. This
method benefits from extremely high throughput volumes, with modern systems, such as
the Miltenyi Biotech autoMACS [97], capable of processing up to 10 million cells per second.
The clear disadvantages of this approach are the need to identify and produce appropriate
antibody coatings for the beads that relate to the target cells and the general problem of
removing beads once sorting is complete. Modern magnetic microbeads are biodegradable
and so reduce the need for bead removal to ensure healthy cell populations. Nevertheless,
this method still leaves room in the market for sorting techniques that do not interfere with
the cell populations directly.
1.3.3 Field-flow fractionation
Field-flow fractionation (FFF) is a standard method for sorting particles in suspension. Typ-
ically, the liquid bearing the particles is passed through a narrow channel. No-slip boundary
conditions at the walls ensure the formation of a parabolic velocity profile perpendicular to
the direction of flow (figure 1.4).
The general strategy in FFF is to employ a field perpendicular to the direction of flow,
designed so that particles will be laterally displaced in the channel. The degree of the
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Figure 1.4: An example of field-flow fractionation. In this case, the field is provided by
dielectrophoresis [98]. The force FDEPz differs for the two species. The particles settle at
different heights in the channel, gaining different velocities due to the parabolic nature of
the flow profile. As a consequence, the two species acquire different velocities and exit the
system at different times.
displacement is some function of the particles’ interaction with the field and should result
in different displacements for different particle species. Because of the parabolic velocity
profile in the channel, the speed with which a particle moves through the channel is a
function of its lateral displacement. This leads to the temporal separation of different
particle species. Recent years have seen the development of dielectrophoretic field-flow
fractionation (DEP-FFF) [98]. In this approach, graded lateral displacements are achieved
by applying an oscillating AC electric field across the channel (figure 1.4). The technique has
been successfully used to sort human lymphocytes. The main advantage of this method is the
fact that it utilises the cells’ intrinsic dielectric properties to facilitate sorting, and does not
require the addition of secondary sorting agents. There are many different interpretations of
FFF and a review of some of the various incarnations has been published by Giddings [99].
The main disadvantage with traditional approaches to FFF is that it is a batch flow sorting
method. With most FFF implementations, sorting cannot be carried out continuously.
1.3.4 Fluorescence-activated cell sorting
Fluorescence-activated cell sorting, or FACS as it is now commonly known, was originally
developed by the group of Leonard Herzenberg at Stanford University in 1972 [101]. FACS
is a form of active sorting, with automated recognition of individual cells required in the
sorting process.
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Figure 1.5: An example of a modern FACS machine, the BD Biosciences FACSAria [100].
This complex machine is both large and extremely expensive.
Over the past thirty-five years, FACS systems have developed considerably and typical
modern systems are capable of exciting and monitoring a wide range of fluorophores, at high
speeds. These systems offer very reasonable throughput rates, with the capability to process
up to 25,000 cells per second. The advantage of these systems is that fluorophore-tagged
antibodies can be designed to bind to specific surface proteins, enabling sorting of cells that
are otherwise structurally very similar. Despite their sophistication and flexibility, FACS
systems still suffer from several drawbacks. Firstly, they generally require prior treatment
of biological samples to ensure the cells of interest are appropriately tagged, although in
some cases the particles of interest may demonstrate inherent fluorescence. Because of
their complexity, commercial fax machines are expensive when compared to other sorting
systems, with modern systems such the BD Biosciences FACSAria [100] (figure 1.5) costing
upwards of £200, 000. Their complexity also introduces the need for a trained, experienced
operator, adding to the effective cost. Finally, with FACS systems, cell populations must be
processed in single file, limiting the potential for expanding the system to process extremely
large samples.
Commercial FACS systems spatially separate particle species by passing the host medium
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through a narrow aperture, creating a stream of droplets. The droplets are charged during
their creation in a manner similar to bubble jet ink printers, and are deflected by electric
fields into separate channels or receptacles.
Recent years have seen modifications of this active sorting approach, with particular em-
phasis on microfluidic integration, with a view to lab-on-a-chip applications. Fu et al. [102]
demonstrated that microfluidic systems could be used to replace the conventional flow cham-
ber of a typical FACS machine. Their solution used disposable microfluidic chips created
using soft lithography. Fu’s method relies on the same complex cell recognition hardware
as conventional FACS. One key advantage of a microfluidic approach is that the process
is reversible, meaning that mistakes in the sorting process can be corrected. In a more
recent paper, Fu et al. have integrated their µFACS system onto a chip containing other
microfluidic components [103]. Several other groups have been exploring the incorporation
of on-chip fluorescence excitation and analysis and have had some success developing indi-
vidual components [104, 105], however at the time of writing a complete, fully-functioning
on-chip µFACS system has yet to be produced.
Applegate et al. [106] have recently presented a system where a microfluidic flow is
diverted into four separate channels. At the intersection, sorting was achieved using an
optical switch. A diode laser bar illuminated the main channel at an angle to the direction
of flow and at a point just before the main channel splits. Deflection of a particle into a
particular outflow channel was controlled by varying the length of the laser bar. Deflection
was determined automatically through the detection of particle fluorescence upstream. As
such, this method is really just another form of FACS in a microfluidic context.
1.3.5 Micro-fabricated structures for sorting
Several groups have reported successful sorting mechanisms based on flowing colloidal mix-
tures over specially tailored artificial substrates [108, 107]. The resolution of sorting offered
by these systems is impressive, with Chou et al. claiming to be able to efficiently sort DNA
molecules based on size [108].
Huang et al. reported being able to sort a mixture of three different sizes of micro-
spheres, with the spheres differing in size by only 0.1µm. Sorting of more than one species
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Figure 1.6: (A) Huang et al. [107] Effective simultaneous sorting of three particle species by
size using fabricated microstructures consisting of circular posts of varying diameter. (B)
Chou et al. [108] showed that small particles such as DNA fragments could be sorted by size
as they diffused through a fabricated landscape.
A B C
Figure 1.7: Optical fractionation [111]. (A) Multiple laser beams are interfered to create
an optical lattice structure. Similarly sized polymer (B) and silica (C) particles behave
differently as the flow through the landscape, due to their different refractive indices.
is achieved by introducing zones of varying obstacle size along the direction of flow (figure
1.6). Theoretical models have been provided by Savel’ev et al. [109] and Sancho et al. [110].
1.4 Optical fractionation
For the purposes of this thesis, we consider the terms optical sorting and optical fractionation
to refer to the passive sorting of colloidal mixtures using light. Recent years have seen
a considerable amount of effort invested in this emerging field, and a number of novel
techniques have been suggested.
Optical fractionation has evolved from the work of Korda et al. [112]. Korda studied the
kinetic lock-in of colloidal particles flowing through a grid of discrete optical traps, formed
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by the use of a static diffractive optical element. At the end of the paper she alludes to the
fact that this behaviour could be harnessed to fractionate particles with differing optical
characteristics. An effective method for the optical separation of bidisperse samples was
published by MacDonald et al. in 2003 [111]. Up to five laser beams are interfered to create
a three-dimensional optical lattice. By appropriate tuning of the optical structure, particles
can be separated based upon size or refractive index, as shown in figure 1.4. Biological cells
have also been separated using this technique [113]. Theoretical and experimental studies
have continued into the study of this phenomenon in two dimensions [114, 115, 116, 110,
109, 117, 118, 119]. Optical structures tailored for two-dimensional fractionation have been
realised experimentally through the use of SLMs [120, 121], microlens arrays [122] and using
the Talbot effect [123]. Passive optical sorting of a bidisperse colloidal system has also been
recently reported using a line tweezers, generated using cylindrical lenses [124].
1.4.1 Static optical sorting
I define static sorting schemes as those which do not require an applied fluid flow. This
subset of optical sorting arrangements can be subdivided into two further groups: those
that use a constant optical distribution and rely solely on the interplay of Brownian motion
with an underlying optical potential to enable sorting, and those which use a time-varying
optical field to encourage the spatial separation of different particle species.
We demonstrated that biological cells can be sorted through the coupling of their Brow-
nian motion with the underlying optical potential provided by a Bessel beam [125]. We
were able to sort human erythrocytes and lymphocytes, and a follow-up paper extends the
study to a broader range of particles [126]. We also explored optical sorting enabled through
tagging cells with silica spheres coated in appropriate antibodies, in a manner analogous to
MACS sorting (as discussed in section 1.3.2). Such an approach may be useful in situations
where an applied fluid flow is difficult to maintain, or for the processing of very delicate
samples. This work constituted a large part of my PhD and is discussed in full detail in
chapter 4.
Another form of static optical sorting has recently been reported by Cizmar et al. [127].
Using the interference pattern produced at the confluence of two counter-propagating surface
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waves (formed from a combination of evanescent and propagating waves), they were able to
create an optical conveyor belt. The intensity fringes of the interference move as the relative
phase of the two surface waves is varied. By applying a tilt to the associated potential
energy landscape (achieved by introducing an asymmetry in the intensity of the two beams)
they observed that particles of different size could be made to travel in opposing directions.
The tilted washboard energy potential, as it is commonly known [80], is discussed in more
detail in chapter 4. Ricardez-Vargas et al. have reported a simple, yet novel method for
static sorting that also utilises moving landscapes generated by time-varying interference
patterns. [128]. Shao et al. have recently developed a static system that can sort human
sperm cells based on their motility [129]. They used a ring-shaped trap, generated using an
axicon in a method similar to that used to generate Bessel beams as discussed in Chapter
4. Hart et al. demonstrated that particles could be spatially separated as a function of size
through illumination with a laser beam propagating against a fluid flow [130]. They termed
this process optical chromatography.
Finally, Chiou et al. have demonstrated a novel approach using optoelectronic tweez-
ers [131]. Low-power optical fields are used to pattern a photoconductive substrate, which
can then in turn be used to generate dynamic, well-defined electric fields in the sample. Of
particular interest is the observation that this method appears to be able to separate live
cells from dead ones, due to the changes in ion retention and the corresponding dielectric
properties that occur upon a cell’s demise.
1.4.2 Active sorting using optical tweezers
Several active sorting systems have been demonstrated that employ optical tweezers directly.
An automated tweezers-based system for sorting cells was first reported in 1987 by Buican
et al. [132], soon after Ashkin reported manipulating biological material. Perch-Nielsen
et al. have combined their generalised phase contrast method with a computerised cell
detection system that automatically detects and isolates particles of interest [133]. Chapin
et al. [134] have developed a system that uses an implementation of John Crocker’s intensity
maxima tracking algorithm [41] (discussed in more detail in chapter 3). In their system
multiple traps controlled by a spatial light modulator operating in the Fourier plane can be
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positioned to selectively isolate a particular particle species. Oakey et al. have presented a
simple system that used an optical trap to move particles of interest between two adjacent
laminar flows [135]. A similar system has been reported by Enger et al., where an optical
tweezer is used to move cells into different microfluidic output channels [136]. An automated
dual-beam system optimised for the active sorting of human blood cells has been reported
by Grover et al. [137].
It is my belief that these active sorting systems have limited potential. The nature of
optical tweezers limits these systems to the processing of extremely small particle numbers.
Because these are active sorting systems, they require a computer target-recognition phase,
which adds to their complexity. Recognising biological cells in an image is a non-trivial task.
The only real advantage of these systems is that they can be seamlessly combined with other
tweezing applications, and if a lab has the equipment in place to enable holographic optical
tweezing, adaptation of the system to enable sorting would be relatively easy.
1.5 Conclusion
Optical tweezers can now be regarded as a mature technology. Optical sorting on the other
hand is a relatively new development and there is still a lot of potential for improvement.
As we have seen, a number of techniques to sort biological cells are already available. While
some of these systems are extremely advanced and very good at what they are designed
to do, they all come with their own set of disadvantages. As a result, there are possible
scenarios in which optical sorting may be the best solution.
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Chapter 2
Holographic Optical Tweezers
2.1 Introduction
Optical manipulation with single or dual-beam optical traps has over the past two decades
opened up new avenues for research across the sciences. Over recent years there has been
a significant body of research conducted into extending the capabilities of optical trapping
systems. An obvious approach, and one that has been investigated extensively, has been to
modify trapping systems so that instead of creating just one or two traps, whole arrays of
optical traps are generated.
Extended two-dimensional trapping arrays have been created by utilising evanescent
fields [1], by generating interference patterns [2], by scanning laser beams with acousto-
optic deflectors [3], galvano mirrors [4], piezoelectrically controlled mirrors [5], by using
static phase holograms [6], by using liquid crystal (LC) spatial light modulators (SLM) [7],
by using a phase modulating device coupled with a lenslet array in a Shark-Hartmann
configuration [8] and through the generalised phase-contrast method [9].
Three-dimensional arrays of traps have been demonstrated using a scanning AOD [10]
(although it should be noted that this was limited to two transverse planes). Computer-
programmable LC SLMs have been used to generate three-dimensional trapping structures
both as an element in a counter-propagating phase-contrast arrangement [11] and as a
phase-modulating device, or kinoform [7].
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In the context of optical trapping, an SLM was first used in 1999 by Reicherter et
al. [12]. They used a modified spatial light modulator, adapted from a display projector,
to create two-dimensional arrays of traps using simple blazed kinoforms. Trapping was
extended to two planes through the addition of a lens kinoform in 2000 by Liesener et
al. [13]. Curtis [7] extended this method further in 2002, realising fully dynamic control
over a three-dimensional trap distribution. She also showed that the method could be
extended to the creation of arrays of optical vortices, enabling the trapping of low-index
particles in three dimensions.
In this chapter we review the work that culminated in the 2003 paper Optical trapping of
three-dimensional structures using dynamic holograms [14]. The motivation for the research
was to overcome some technical shortcomings associated with LC SLMs. These issues are
detailed in a short discussion of LC SLM technology in section 2.5. Before we consider the
hardware involved, it is useful to first discuss the theory that underpins the generation of the
phase holograms that are displayed on the SLM in a holographic optical tweezers system.
2.2 Fourier optics and the adaptive-additive algorithm
Typically, holographic optical tweezers systems utilise a high numerical-aperture microscope
objective to form an array of trapping sites in the objective’s focal plane. It is possible, using
iterative computer algorithms, to calculate the phase-only hologram, or kinoform, that must
be displayed on the SLM device to achieve the desired distribution of optical traps.
To generate my kinoforms I used a version of the adaptive-additive (AA) algorithm, as
suggested by Soifer et al. [15]. The code I used was originally implemented by Dufresne [6]
to generate templates for static kinoforms and was later adapted by Gabe Spalding for use
on computer-operated LC SLMs. A mathematical analysis is included here for completeness
and is drawn entirely from this earlier work.
For our analysis, we are interested primarily in the transverse intensity profile in the
focal plane of the microscope objective. This is related to the electric field in the focal plane
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which is given by
~Ef (~ρ, t) = Af (~ρ) eiΦ
f (~ρ)eiωteˆ (2.1)
where ω is the angular frequency of the incident light, and eˆ is its polarisation vector. Af (~ρ)
represents the amplitude of the electric field in the focal plane, while Φf (~ρ) describes the
phase. The intensity in the focal plane is given by
If (~ρ, t) ∝ ~Ef (~ρ, t) · ~Ef (~ρ, t)∗ = Af (~ρ)2 (2.2)
and so we see that the intensity distribution in the focal plane is neither a function of the
time nor the phase of the electric field ~Ef (~ρ). The electric field in the focal plane of a lens
can be expressed by the Fourier transform of the electric field at the input plane [16].
Ef (~ρ) = F
{
Ein (~r)
} ≡ k
2πf
eiθ(~ρ)
∫
d2~rEin (~r) e−ik~r·~ρ/f (2.3)
where f is the focal length of the lens and k is the wavenumber of the light. θ (~ρ) is a phase
term contributed by the presence of the lens, but it is not relevant to this discussion and
can be ignored.
An inverse Fourier transform can be used to express the electric field at the input plane
in terms of the field at the focal plane:
Ein (~r) = F−1
{
Ef (~ρ)
} ≡ k
2πf
∫
d2~ρeiθ(~ρ)Ef (~ρ) e−ik~r·~ρ/f (2.4)
To begin with, we consider a two-dimensional array of identical Gaussian traps in the focal
plane. The electric field describing such a distribution is given by
Ef (~ρ) =
[∑
α
Ef0 (~ρ− ~ρα)
]
eiΦ
f (~ρ) (2.5)
Since we are considering a two-dimensional transverse distribution of traps, we can express
the electric field in the focal plane Ef as a convolution of the electric field profile for a single
tweezer E0 with a function T0 that describes the position of the trapping locations in the
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focal plane
Ef (~ρ) =
[
Ef0 ◦ T (~ρ)
]
eiΦ
f (~ρ) (2.6)
where
T (~ρ) =
∑
α
δ2 (~ρ− ~ρα) (2.7)
The relationship between the electric fields at the input and focal planes of the objective
lens can then expressed as
F
{
Ein0 (~r) e
iΦin(~r)
}
=
[
Ef0 (~ρ) ◦ T (~ρ)
]
eiΦ
f (~ρ) (2.8)
From Hecht [16] we can write
F {ab} = k
2πf
F {a} ◦F {b} (2.9)
Using this relationship means we can decompose equation 2.8 into two terms:
Ef0 = F
{
Ein0 (~ρ)
}
(2.10)
and
2πf
k
T (~ρ) eiΦ
f (~ρ) = F
{
eiΦ
in(~r)
}
(2.11)
The interpretation provided by Dufresne is that a phase hologram at the input plane of
the microscope objective can control the positions of the traps in the focal plane, but not
their actual structure. The nature of the traps themselves is determined by the nature of
the electric field immediately before the phase hologram. This approach has been used, for
example, to create arrays of optical vortices [7]. In reality, phase holograms can be used
to control the trap structure in addition to the trapping position, and I will return to this
aspect later in the thesis. For the work presented in this chapter however, we are concerned
solely with arrays of standard Gaussian traps.
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The adaptive-additive algorithm [15] is an iterative algorithm designed to calculate the
phase profile at the input plane required to minimise the deviation of the derived intensity
profile If (~ρ) from the desired intensity profile If0 (~ρ).
Inputplane
Focal planeFFT
FFT
-1
YES
NO
Figure 2.1: Flow chart showing the operation of the iterative adaptive-additive algorithm.
The desired intensity profile in the focal plane is provided by the user as an input. Using a
recursive FFT algorithm, the program iteratively calculates the phase profile for a kinoform
that will generate the desired intensity distribution when placed at the back aperture of the
microscope objective.
Figure 2.1 outlines the steps of the adaptive-additive algorithm. Each iteration begins
with the description of the electric field in the objective input plane Einn . For the first
iteration, where n = 0, Ain0 is the beam profile before the kinoform, and Φ
in
0 is a random,
discretised M × M distribution, where M is the number of pixels along one side of the
kinoform. The computational AA algorithm then applies a fast-Fourier transform (FFT)
to the array to extrapolate the corresponding expression for the electric field in the focal
plane of the objective Efn. In this Fourier space, the next step is to replace the amplitude in
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the expression Afn (~ρ) with a combination of A
f
n (~ρ) and the desired electric field amplitude
Af0 (~ρ) using the relationship
E¯fn (~ρ) =
[
aAf0 (~ρ) + (1− a)Afn
]
eiΦ
f
n(~ρ) (2.12)
where the dimensionless mixing parameter a lies in the range 0 < a < 1. It has been
suggested [6, 7] that setting a = 0.5 yields the optimum results using this method and
a = 0.5 was the value used in the work presented in this chapter.
An inverse FFT then transforms the new expression for the electric field in the focal
plane to gain a new expression for the electric field in the input plane Einn . The description
for the amplitude in the input plane Ainn is now no longer an appropriate description of
the real laser profile at the input plane, and must be replaced with the original description
Ain0 (~r). The iterative cycle runs until the error, defined as
ǫ ≡ 1
M2
M2∑
i=1
(
If (~ρ)− If0 (~ρ)
)2
(2.13)
converges so that ∆ǫ/ǫ < X where X is a user-defined error threshold. For the work
presented here we set X = e−5 and ran the whole algorithm 20 times, varying the initial
random phase profile each time and then keeping the result that produced the minimum
final error.
The algorithm assumes the discretisation of both the input and focal planes of the
objective into square grids of side M . It is worth noting that since we are using FFT
algorithms, this approach necessarily deals with discrete arrays of pixels and so cannot be
effectively used to create continuous landscapes, which while not a limiting factor for the
work presented in this chapter, is relevant to the work presented in chapter 5.
2.3 LC SLMs: design and operation
There are a variety of different types of LC SLMs commercially available, with each de-
sign offering its own set of advantages and disadvantages. Computer-controlled SLMs are
typically pixelated devices, and can be broadly divided into two groups: devices that are
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addressed electronically and devices that are addressed optically. The choice of liquid crys-
tal material is significant: ferroelectric liquid crystal devices can be fast, operating in the
kilohertz regime, however they are limited by the small number of grayscale levels, or bit-
depth, that can be achieved. Nematic devices, on the other hand, are much slower, with
refresh rates of the order ∼ 10Hz. Nematic devices are popular however because they of-
fer far greater bit depth than ferroelectric devices, allowing more complex holograms to
be displayed. Nematic SLMs are also generally more efficient than ferroelectric devices, in
terms of the proportion of light that is sent into the first diffraction order. This can be
an important consideration for holographic optical trapping. Spatial light modulators can
be reflective or transmissive, the choice depending largely on the nature of the application.
The work I contributed to the paper was carried out entirely on an electrically addressed
nematic LC device, constructed on a reflective substrate.
2.4 Electrically-addressed SLMs
Electrically addressed SLMs typically consist of a layer of liquid crystal sandwiched between
a transparent electrode and a patterned silicon substrate. For the work presented in this
chapter, the electrically-addressed device I used was manufactured by Boulder Nonlinear
Systems (Colorado, USA). Figure 2.2 shows a cross-section of the Boulder 5128 device.
Figure 2.2: (a) A cross-section of the Boulder LC SLM. (b) A photo of the device. The
small aperture on the front contains the working area of the device, which is approximately
1cm2 in size. Taken from the device manual [17].
The silicon substrate is manufactured as a electrically-addressable array of pixels. The
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voltage at each pixel is determined by the corresponding pixel value in an 8-bit grayscale
image array sent to the device from the computer. The voltage sets up a localised electric
field across the liquid crystal layer. Figure 2.3 shows how a nematic liquid crystal device
operates.
Devicesubstrate
Reflective pixel electrodes
Nematic LC molecules
Transparent electrode
Cover glass
No applied field ELC
(a) (b)
Figure 2.3: Illustration showing the principle behind the device. (a) With no applied field,
the elongated liquid crystal molecules form a nematic phase, with orientation determined
by the fine structure of the chamber walls. (b) The polar molecules align with an electric
field created by applying a voltage across the electrodes
If no electric field is applied, the liquid crystal molecules align in the nematic phase.
This is characterised by the molecules, which are rod-like in shape, all pointing in generally
the same direction. Their alignment can be controlled by creating suitable microstructures
on the walls of the device during fabrication. The device contains a transparent electrode
on one side of the cell, and a reflective, pixelated array of electrodes at the other. Applying
a voltage across these electrodes sets up an electric field across the liquid crystal layer. The
molecules are polar, and so will tend to align with an applied electric field. The final degree
of rotation of the molecules is determined by the competition of the desire of the molecules
to retain their natural semi-ordered nematic phase with the strength of the applied electric
field. For light incident upon the device, the effective refractive index of the liquid crystal
layer changes as the molecules rotate. The effective path length, and the phase of the light
as it exits the device, can therefore be controlled by varying the electric field and therefore
the degree of rotation of the liquid crystal molecules.
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2.5 Limitations of SLMs
It is important to highlight the fact that the SLMs are pixelated devices and have a finite
resolution. The first problem that the pixelisation introduces is due to diffraction. A
considerable amount of light is lost to the multiple diffraction orders an SLM generates.
Fortunately, efficiencies remain high enough to enable optical trapping. Another side-effect
of the finite resolution of an SLM is aliasing. For very simple structures in the focal plane,
the corresponding kinoform can be basic and well-defined. As the desired optical distribution
becomes more complex however, the corresponding kinoform will also become necessarily
more complex, with a greater level of fine detail. Figure 2.4 shows a simple example of
aliasing occurring in a kinoform that might typically be used in the context of optical
tweezers. It shows four kinoforms that represent the phase profiles corresponding to simple
lens functions. In the context of holographic optical tweezers, these lens functions would
act to displace the optical traps along the direction of beam propagation. It can clearly be
seen from the figure that as the lens functions become more detailed, the finite resolution
of the SLM results in aliasing and secondary structures appear. Aliasing can lead to a
loss of fidelity in the system as the intensity is distributed elsewhere than the desired trap
locations. This can lead to a reduction in the trapping strength, and correspondingly may
limit the effectiveness of three-dimensional optical tweezers.
Figure 2.4: Kinoforms for displacing an optical trap (a) 1µm, (b) 10µm, (c) 20µm and (d)
30µm along the direction of beam propagation in our system. Note how aliasing introduces
additional artifacts as the features get narrower.
Generating kinoforms using lens functions means that aliasing is inevitable for higher
focal powers. Using the adaptive-additive algorithm, the pixelated structure of an SLM is
implicitly accounted for by virtue of the necessary discretisation of the descriptions of the
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electric field during the FFT calculations. Despite this, we wanted to see if reducing the
complexity of the kinoforms might improve trapping efficiency.
2.6 Time-sharing optical traps
Our proposal was to time-share the laser between the individual traps in the array. Time-
sharing between optical traps is commonly used with acousto-optic deflectors (discussed in
more detail in chapter 5). It was our hope that by time-sharing an array of optical traps, we
could reduce the amount of information required from a given kinoform, potentially reducing
the impact of problems due to the finite size and resolution of our SLM device. I begin this
section by discussing the experimental set-up I built to test the time-sharing method.
2.6.1 Experimental set-up
In my set-up (figure 2.5), the SLM was a Boulder Nonlinear Systems 5128 phase modulator,
optimised for 1064nm light. A collimated laser beam illuminated the device at a narrow
angle of incidence. The collimated laser beam was expanded so that it was slightly wider
than the input aperture of the SLM, enabling us to treat it like a plane wave. The entire
tweezers system was home-built and the sample was illuminated by the laser from above.
Kinoforms were calculated on a PC using Gabe Spalding’s modified adaptive-additive
algorithm, as discussed in section 2.2. They were then displayed in a looping sequence
using Boulder’s own Blink software. The software allows the user to vary the rate at which
the image on the SLM is updated. The Boulder device does not have a linear phase shift
response to the applied grayscale image. Figure 2.6 shows the typical phase response of
a Boulder nematic liquid crystal SLM as a function of applied pixel grayscale level. To
optimise the phase shift response a look-up table was created that shifted the grayscale
values of applied images to a region to the left of the curve, designated by the red box in
figure 2.6.
SLMs such as the Boulder device will always generate a zeroth-order spot in the focal
plane. Typically this spot is far brighter than any surrounding optical distribution and
to create effective trapping structures the relative position of the zeroth-order spot must
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3.Sorting with SLMs
CCD
CAMERA
SLM
MICROSCOPE
OBJECTIVE
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STAGE
IR FILTER
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f1
Figure 2.5: A simplified illustration of the experimental set-up used in this work. It is
common to use blaze functions to displace optical structures away from the undiffracted
spot, however here I simply use a spatial filter inserted at the focal plane f1.
Figure 2.6: A typical response curve for a Boulder 5128 phase-modulating SLM. The device
does not respond linearly to the applied 8-bit grayscale levels and it is necessary to map
values to the curve through the use of a look-up table.
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be considered. To distance optical structures of interest from this spot, many researchers
add a blaze function to their kinoform which laterally displaces the whole distribution a
known amount. The zeroth-order can then be easily spatially filtered without affecting the
formation of the trapping sites.
Since part of the argument in favour of time-sharing is to keep individual kinoforms
as simple as possible, I opted to avoid adding extra blazing functions. To achieve this, I
chose configurations that were deliberately built around the central order, with a gap in the
middle. By inserting a glass slide bearing a small, circular spot of Tipp-Ex into the optical
train at the location of the first Fourier plane f1 in figure 2.5, I was able to effectively remove
the zeroth-order spot without perturbing the trapping array.
The first configurations I tried were very basic. Figure 2.8 shows a star-of-David arrange-
ment where two-dimensional triangular arrangements of traps have been created simultane-
ously but at different heights. Figure 2.7 shows how the kinoforms that were used to create
the structure were generated. One kinoform is the solution for a triangular arrangement
centred on the zeroth-order, calculated using the AA algorithm. The second kinoform was
calculated by taking the solution for an inverted triangular distribution and adding a lens
kinoform, modulo 2π, that displaced the traps 1µm vertically.
Figure 2.7: Adding the kinoform for a triangular arrangement of spots to a simple lens
function (modulo 2π) generates a kinoform that displaces the triangular arrangement along
the direction of propagation by a known amount.
After moderate success with time-sharing the two triangular structures, I then tried cre-
ating three-dimensional helical structures by running kinoforms for individual spot traps
that were modulated with lens functions that varied in depth displacement. The first ex-
periment (figure 2.9) shows three traps in a triangular configuration, with each trap located
at a different height.
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Figure 2.8: Three-dimensional star-of-David structure produced by time-sharing two trian-
gular arrays of traps and six 2.3µm-diameter silica microspheres. The separation distance
of the two planes is 1µm.
Figure 2.9: (a,b,c) The three kinoforms rotated in sequence to create the structure shown
in (d).
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Figure 2.10: The six kinoforms cycled to create the structure shown in figure 2.11.
Figure 2.11: 2.3µm silica particles trapped in a helical structure created with six time-
shared traps. The letters correspond to the kinoforms in figure 2.10. The ends of the helix
are separated vertically by 5µm, with the intermediate traps evenly spaced.
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I continued this approach, with single traps rotated about a fixed axis, and found that
the largest number of particles I could simultaneously trap using the time-sharing method,
with each particle trap located at a different height, was six. Figure 2.10 shows the six
kinoforms used to generate the traps. The total difference in height between the highest
and lowest traps in the helical structure was 5µm. Figure 2.11 shows a captured image
of the six 2.3µm silica spheres. In a time-sharing system, the trapping beam must return
to a trap location with a frequency high enough that the particle does not have time to
diffuse out of the trap’s range. Moreover, in the likely event that a particle has diffused
some distance away from the centre of the trap while it the laser has been elsewhere, the
trapping beam must possess enough power to pull the particle back to equilibrium during
the short period of illumination.
2.6.2 Exploring the limitations of nematic SLMs
It was found that increasing the rate of scanning past a certain threshold catastrophically
decreased the power in the trapping beam, rendering trapping impossible. Initially, it was
not obvious as to why this was happening and so a short experiment (set-up shown in figure
2.12) was conducted to investigate the behaviour of the SLM.
SLM
LASER
Photodiode
Mask
Scope
PC
1 2
Figure 2.12: Set-up for studying the switching speeds of the Boulder SLM. Alternating
blazed kinoforms switched the beam between a beam stopper and a photodiode.
Two kinoforms were alternated on the SLM. Both of them were simple blaze functions.
One deflected the first order spot to the left, onto a photodetector, while the other deflected
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the beam into a beam block along with the zeroth-order. The rate at which the two blazing
functions were alternated on the SLM was varied, and the resulting signal from the photode-
tector recorded onto 3.5-inch disk using an oscilloscope. Figure 2.13 shows results obtained
for two different switching frequencies: 2Hz and 50Hz.
Figure 2.13: The output recorded from the scope in figure 2.12, showing traces recorded at
two switching speeds: (a) 2Hz and (b) 50Hz. It can be seen from curve (a) that the device
has a settling time of approximately 0.1 seconds. Rapidly switching the device means that
the molecules do not have time to re-align, resulting in large reduction in efficiency.
It can be seen from the 2Hz curve that the settling time for the liquid crystal device
is approximately 0.1 seconds. Running the device faster than 10Hz can therefore result in
clipping because the liquid crystal molecules have not had time to fully align with the field
before it is switched again. As a consequence, the phase profile of the wavefront coming
off the SLM will not be properly formed and in the context of our experiment this will
ultimately mean power is lost in our optical trapping beam. The 50Hz curve shows clearly
how bad the loss of beam power can be, with a loss of power in the deflected spot of almost
50%. It is important to note that with the loss of critical phase information, the spatial
quality of the trapping spot will also be compromised.
Discussions with Boulder Nonlinear Systems suggest that these curves are indeed what
one might expect when using their device. The Boulder SLM was specially designed to be
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able to work with near-infrared light. Because of this, the liquid crystal layer is thicker than
that of SLMs specced for shorter wavelengths, and this increases the relaxation time of the
liquid crystal layer. Without improvements in nematic LC SLM technology we concluded
that time-sharing alone is not a good method for creating extended three-dimensional trap-
ping distributions. We noted in the paper that ferroelectric SLMs are much, much faster
than nematic devices and may be more viable for time-sharing applications. At the time,
ferroelectric SLM optical tweezers had been demonstrated to be able to trap dynamic con-
figurations of particles by time-sharing [18] however the examples presented were limited to
trapping in two dimensions. Since then it has been demonstrated that ferroelectric SLMs
can trap six particles in multiple planes using time-sharing [19]. Ferroelectric devices are
still limited however by their considerably lower efficiency.
In conclusion, for the trapping of complex three-dimensional structures it appears that
the best current solution is to use nematic SLMs displaying kinoforms that allow all trap-
ping sites to be formed simultaneously. Movement of trapping sites to create dynamic
configurations can then be achieved by slowly varying the kinoforms on the SLM.
2.7 Recent work in holographic optical tweezers
Since the publication of this work in 2003 [14], further progress has been made in applying
liquid crystal modulators to optical trapping. Particular attention has been paid to the
computational methods used to calculate the kinoforms.
A modified Gerchberg-Saxton has been implemented [20] that extends calculation of
traps from one transverse plane [15] to multiple planes. The direct binary search (DBS)
method [21] has been shown to be better suited to the calculation of distribution of trapping
distributions with a large number of planes [22] than the modified GS algorithm. Addition-
ally, it has been noted that the DBS algorithm produces trap sites that are more tightly
confined along the direction of beam propagation, reducing the chances of two or more
particles stacking in the same trap. As a consequence it is easier to create closely packed
three-dimensional structures using the DBS algorithm. It is important to note however that
the DBS is computationally intensive and that kinoforms must be pre-calculated, whereas
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the modified GS approach can be implemented in real-time. As access to affordable com-
puting power continues to improve this issue will become less relevant. Recent work by
Leonardo et al. [23] suggests that a modified, weighted GS approach can produce superior
results for two-dimensional trapping distributions.
Sinclair et al. [24] have carried out a study investigating the trapping limits of holographic
optical tweezers. By measuring trap Q-values (as defined in chapter 1) they conclude that
the maximum lateral trap displacement is limited by the spatial resolution of the SLM,
while axial displacement is primarily limited by aberrations in the focussing objective.
One of the principal disadvantages of using a spatial light modulator to create holo-
graphic optical tweezers is the profound effect that aberrations due to both the optical train
and the SLM itself can have on the integrity of the optical traps. It is possible to introduce
an additional phase structure to the kinoform to compensate for these aberrations. Wulff
et al. [25] have investigated the implementation of such corrections and have concluded
that the effect of aberrations on the trapping strength becomes insignificant if the particle
diameter becomes appreciably larger than the point spread function of the trapping site.
Related studies have been performed by Roichman et al. [26]. After deliberately inducing
aberrations using an SLM, they concluded that the lateral stiffness of a holographic optical
trap is insensitive to small amounts of coma, astigmatism or spherical aberration.
The advancements in phase-generating algorithms and understanding of the influence
of aberrations have been complimented by recent work developing the user interface for
such systems. A freely available LabVIEW-based control package has been developed [27],
along with the demonstration of an optical microhand [28] and joystick-controlled optical
grippers [29].
2.8 Conclusion
In this chapter I have described how I used an electrically-addressed nematic liquid crystal
spatial light modulator to create three-dimensional optically trapped structures using a
time-sharing approach. I describe the set-up that I constructed, built around a 512 × 512
SLM from Boulder Nonlinear Systems. To generate the kinoforms required to create the
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desired trap distributions I used the adaptive-additive algorithm, which I have described in
detail in section 2.2. I characterised this device and was able to stably trap particles on up
to six different planes.
Ultimately, I conclude that conventional nematic spatial light modulators are not suited
to the trapping of large particle distributions using the time-sharing technique. The principle
limitation is the slow rate at which the nematic molecules respond to changes in the applied
electric field (∼ 10Hz). Switching the system too fast results in a critical loss in trapping
efficiency. As discussed in section 2.7, several authors have explored using SLMs to correct
for optical aberrations. I did not employ any aberration correction in this work. While this
may improve efficiency slightly, a rise-time of approximately 0.1 seconds would appear to
fundamentally limit the effectiveness of rapidly varying the phase profile displayed on the
device. Ferroelectric SLMs have much faster switching speeds and so may be better suited
to the time-sharing technique, however they introduce their own disadvantages in the form
of lower power efficiency and reduced phase resolution.
Fortunately, other workers have shown that when using nematic SLMs, optimised al-
gorithms can be used to create kinoforms that result in stable three-dimensional arrays of
traps, without the need to time-share the beam. These kinoforms can then be slowly varied
to create dynamic movement of the trapping sites.
I genuinely believe that SLMs, with their ability to create multiple traps in three di-
mensions, will be one of the main technologies driving optical trapping applications over the
next decade, particularly in biological applications where in vivo studies may call for a more
three-dimensional approach. A key aspect of this will be how trap positions are measured
quantitatively, and this is an issue I explore in the next chapter.
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Chapter 3
LabVIEW-based Particle
Tracking
3.1 Introduction
Nearly 100 years ago, Jean-Baptiste Perrin and his students conducted their seminal research
into the Brownian motion of gamboge particles [1]. Without the benefit of computers, they
had to carefully and labouriously map, by hand, the movement of particles across a series of
photographic plates. Fortunately for researchers today the process of analysing such images
can be automated. For tracking particles using video microscopy, there are a number of
different approaches that can be employed. In this chapter I review several of the existing
methods that have been used in recent years, before going on to discuss software that I have
created to perform this task.
Video-based particle tracking is not new to science. The field of particle image velocime-
try (PIV), where small tracer particles are used to determine two or three-dimensional fluid
velocity profiles, is mature, the first papers having been published in 1984 [2, 3, 4]. Many
algorithms have been developed to enable optimum particle trajectory analysis. In typ-
ical PIV applications the neutrally buoyant tracer particles are very small, so that their
presence does not perturb the dynamics of the fluid flow. As a result they often appear
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as being point-like, only a few pixels in diameter in the captured video image. Software
created for PIV is not always ideal for colloidal studies, where the objects of interest can be
much larger. For this reason, in this chapter I will focus on software that has been written
specifically with colloidal studies in mind. At the end of the chapter, I review work on the
study into particle dynamics in a Mathieu beam carried out by myself and my colleague,
Carlos Lopez-Mariscal. This work led to a published paper, Orbital angular momentum
transfer in helical Mathieu beams [5], and was the first work to be published from our group
that used my tracking software. Over the next two chapters, we will see that the study of
particle motion in novel beams constituted a large part of the work I have performed during
my time at St Andrews and that the development of robust tracking software has helped
enormously throughout these studies.
3.2 Existing software for particle tracking
Several particle tracking routines suited to colloidal studies are freely available in the public
domain. A comparative study of the effectiveness of some different tracking routines, both
free and commercial, has been published by Carter et al. [6]. For tracking fluorescent
particles, a quantitative, comparative study has been performed by Cheezum et al. [7].
In the colloidal community, the most popular software for tracking particles from video
sequences is probably that developed by John Crocker and David Grier in 1996 [8]. Their
IDL program has since been expanded by Weeks [9] and has been given a new user inter-
face by Smith [10]. Blair and Dufresne have implemented their routines in the MatLab
programming environment [11] while Levy [12] has produced a Java-based solution using
improvements suggested in 2005 by Sbalzarini and Koumoutsakos [13].
3.2.1 Local intensity maxima method
In this section I will briefly outline how the Crocker program and its derivatives work,
because while they are all excellent for tracking particles with a high degree of accuracy,
the approach has some shortcomings and a discussion is necessary in order to explain why
I was motivated to write my own particle tracking software.
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The Crocker approach has five distinct stages. In its first phase of operation the program
processes the images in the video sequence to remove various artifacts. Re-sampling of the
images is required to account for the fact that computer pixels are square and CCD pixels are
generally rectangular, because the third phase of the program assumes the particles being
tracked are spherical and have a rotationally symmetric profile. As we will see later, my
program does not require particles to be spherical to accurately track their position, and so
this phase is not required. The Crocker algorithm is good at establishing particle positions
with sub-pixel accuracy, however in order for the program to perform effectively, the images
must be preemptively spatial frequency filtered to remove both long-wavelength intensity
variations due to uneven illumination across the sample and short-wavelength random noise
that occurs during digitization in both the CCD camera and the frame grabber. This phase
can be time consuming. If nanometer-scale sub-pixel accuracy is not essential, my program
performs extremely well without requiring any pre-processing of the images at all. What is
more, I found that my approach was so robust that for some experiments, such as studies
of particle dynamics in a Bessel beam (chapter 4), I did not even need to fully filter out the
illuminating laser light. This was incredibly useful because it allowed direct comparison of
the particle trajectories with the image of the Bessel beam formed on the CCD surface.
Figure 3.1: The phases of image processing required by the Crocker approach to particle
tracking [8]: (a) original image (after resampling), (b) image after spatial filtering and (c)
after grayscale dilation has been applied. These time-consuming steps are not essential using
my software.
The second phase of the Crocker program tags a pixel in the image as a possible particle
location if no other pixel is brighter within a user-defined radius. The drawback of using
this approach is that the physical characteristics of the imaging system must be chosen so
that the particles appear to have a bright core (or, alternatively, a very dark core, in which
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case the image negative can be used). In reality, it may not always be the case that all of
the particles under scrutiny meet this criterion. My approach does not place stringent rules
on the appearance of the particles and so could be more useful under certain experimental
circumstances where the Crocker imaging requirements are difficult to meet.
Assuming the particles have a bright core, to further restrict matches the Crocker algo-
rithm requires that the particles’ intensity maxima must exceed a certain threshold value.
The paper quotes the upper 30th percentile of the brightness of the entire image as the
requirement for a candidate pixel. Finally, a grayscale dilation of each image is performed
to establish which of the remaining bright pixels are the optimum candidates for particle
positions (figure 3.1).
While the brightest candidate pixel in a locality is a good estimate for the centre of
the sphere, sub-pixel accuracy can be achieved with a third phase of processing. If the
candidate pixel is defined as having a position (x, y) in the image and is assumed to be close
to the true location of the sphere (x0, y0), then a refined estimate for the sphere location
(x0, y0) = (x+ ǫx, y + ǫy) can be calculated, where

 ǫx
ǫy

 = 1
m0
∑
i2+j2≤w2

 i
j

A (x+ i, y + j) (3.1)
and A(x, y) is the pixel value at location (x, y) in the image. The normalising factor
m0 =
∑
i2+j2≤w2
A (x+ i, y + j) (3.2)
represents the integrated brightness over a sphere’s image after grayscale dilation. It is
claimed that particles can be tracked laterally with an accuracy of 0.05 pixels, corresponding
to an uncertainty of 10nm in the focal plane. Once sub-pixel positions have been established,
a fourth phase then discriminates false particles by comparing m0 with a second moment
m2, defined as
m2 =
1
m0
∑
i2+j2≤w2
(
i2 + j2
)
A (x+ i, y + j) (3.3)
An analysis of the relative strength of these moments allows an estimate for the depth of the
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particle in relative to the focal plane, facilitating three-dimensional tracking. The authors
claim that particles can be tracked in z with 10% of the accuracy of the lateral tracking. This
method of measuring depth is only slightly more sophisticated than a previous suggestion
by Kepler and Fraden [14] where particle depth is estimated by comparing the integrated
intensity over the area of the particle’s image directly with a calibration table of values
recorded at known particle heights.
The fifth and final stage of the Crocker program involves linking the established particle
locations together to create independent trajectories over the video sequence for each particle
under scrutiny. This linking phase is generally similar to the method employed in my
program, which is discussed in more detail in section 3.4.7.
3.2.2 Particle tracking using rotational symmetry
Mats Kvarnstrom, a Swedish mathematician, has recently proposed a novel method for
estimating the positions of spherical colloidal particles in the image plane [15]. His technique
first requires a general method, such as the initial phases of the Crocker algorithm, to
establish approximate particle locations. To achieve sub-pixel accuracy his solution is to
then examine the region around the candidate pixel for the centre of maximum rotational
symmetry. It is stated that this technique can establish transverse particle positions to
between 0.02 and 0.10 pixels (corresponding to 3.6nm to 18nm) with the exact degree of
accuracy depending on the particles’ positions relative to the focal plane.
This method is well-suited to tracking particles in three dimensions, because although
the particles’ appearance can change as they move in or out of the focal plane, they retain
a rotationally symmetric profile. Estimates of particle depth are obtained by comparing
particle radial profiles with a series of templates recorded at known depths. Kvarnstrom
suggests an uncertainty in the depth measurement of ±2µm, which is larger than the un-
certainties associated with the method suggested by Crocker [8]. An interesting aspect of
using this method is its ability to estimate the positions of particles that have been partially
occluded. As an example, in a system where particles are not confined to a two-dimensional
plane, occlusion can happen as a second, higher particle drifts across the particle under
scrutiny. The Crocker approach is not designed to cope with this kind of scenario, and my
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own feature-matching approach breaks down when particles overlap one another.
3.3 The motivation for a new approach to particle track-
ing
The Crocker-Grier software and its derivatives are excellent for determining the positions of
numerous particles in an image sequence with very high, sub-pixel resolution. Unfortunately,
they are not designed to be able to easily differentiate between particles of different species.
For many optical trapping applications, it may be advantageous to be able distinguish
between different species of particle that occupy the same region of interest.
Near the beginning of my PhD I was offered a challenge by Professor Gabe Spalding of
Illinois Wesleyan University, a friend and collaborator of my group. He had been unable to
get his own interpretation of Crocker’s method to successfully differentiate between silica
and polymer spheres of similar diameter in the same image. He challenged me to develop
a program that could differentiate between the two species of sphere whilst plotting their
respective trajectories. The original image that he gave me to work with is shown in figure
3.2.
To the human eye, the two species of particle are easily distinguishable. Unfortunately,
as this example shows it is possible to have systems of particles that do not universally
satisfy the bright-core imaging required for tracking using intensity profile curve fitting.
3.4 StAT: The St Andrews Tracker
The development of my tracking program has been an ongoing project throughout the
course of my PhD. In this section I discuss how the program was implemented and examine
the concepts behind its design. The source code has been made freely available on the
internet [17]. By releasing the source code, researchers can optimise various aspects of
the program to suit their particular experiments. This is extremely useful because particle
tracking solutions can be highly application-specific.
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Figure 3.2: A typical video image from an optical fractionation experiment [16]. This sample
contains polymer and silica spheres of differing refractive index but similar radius. To the
human eye the particles are easily distinguishable, but for a computer recognition is not so
straightforward.
3.4.1 LabVIEW and NI Vision
LabVIEW is a versatile graphical software development system, geared towards engineer-
ing and experimental science. The core distribution can be supplemented by an image
acquisition and processing add-on package, called NI IMAQ Vision. A wide variety of im-
age analysis virtual instruments, or VIs (the name associated with programs created using
LabVIEW), have been included in the add-on, including a number of pattern recognition
algorithms. These VIs have been developed largely for machine vision applications. It was
Professor Spalding’s suggestion that it may be possible to employ these algorithms in a
new approach to particle tracking in video microscopy. Using LabVIEW is also advanta-
geous because it allows direct integration of my software with National Instruments IMAQ
video capture products, enabling real-time particle tracking in the laboratory. The real-time
version of the program is discussed in section 3.4.11.
The LabVIEW feature-matching algorithms constitute the core of my tracking software.
I have also developed a more conventional normalised cross-correlation method that can be
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employed instead of using the native VIs. This is so that the user does not necessarily have
to rely on proprietary, pre-compiled NI software and has the option of using transparent
source code. The LabVIEW feature-matching routines are however considerably faster than
using full cross-correlation, and have been used for all of the experimental analysis presented
in this thesis. The overall tracking package is quite large. To understand how the complete
program works, it is useful to analyse each stage of the program, in sequence.
3.4.2 The front-end
Figure 3.3: Image of the front panel of the St Andrews Tracker. Scrolling down reveals a
myriad of options for fine tuning the tracking performance.
The front-end of the program has been designed, as much as possible, with the user in
mind. Generally, all that is required of the user is to specify the location of the video sequence
file. The software can read .avi video files or numbered, 8-bit bitmap image sequences. On
the front panel of the program, the user is presented with a number of options that allow
fine-tuning of the various parameters that control the tracking process.
While not necessary for most of our applications, there are cases where tracking per-
formance can be enhanced by appropriately processing video sequences before executing
the program. The tracker library includes a comprehensive collection of image processing
routines.
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3.4.3 Defining the candidate particles - creating templates
Once the video source file has been selected and the program has been started, the user will
be asked to draw a box around the particle(s) of interest. If illumination is uniform and the
particles are confined to the focal plane, only one definition is required per particle species.
The program will then use these user-defined regions of interest to define an image template
for each species.
Figure 3.4: When the program begins, the user is asked to define a template image by
drawing a box around the particle of interest. If necessary a smart templating phase can be
subsequently applied to improve the accuracy of the template description.
For most of our applications, where we do not require sub-pixel accuracy, this user-
defined template is usually sufficient for tracking. For applications where it is important to
know the position of a particle’s centre of mass with a high degree of accuracy, it may not
be prudent to rely on the user to draw an appropriate template-defining box. In any case,
the user can only draw a box using discrete pixels. For accurate sub-pixel particle position
measurements, it is necessary to examine the template image to determine the true particle
centre location. The method employed for this stage is largely dependent on the context
of the video being examined. For spherical particles, such as those shown in figure 3.2, the
rotational symmetry analysis suggested by Kvarnstrom [15] is a suitable approach. Once
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an accurate sub-pixel estimate has been made for the template particle’s centre of mass,
the template image can then be re-sampled to provide a better representation of the true
particle position. I refer to this as smart templating.
Conventional pattern-matching approaches such as cross-correlation tend to be computa-
tionally intensive. The NI feature-matching routines are designed to minimise computation
time. This is achieved by introducing a learning phase where the template image is exam-
ined to identify features that can be used to reduce the number of calculations [18]. During
the learning phase pixels in the template images are sampled in a pseudo-random manner.
Sampled pixels are then tested for stability, which means examining the uniformity of their
local neighbourhood in the image. Stable pixels can then be used in a simplified pyrami-
dal pattern matching regime. Comparing only the stable randomly sampled pixels during
the search for matches in a video frame dramatically reduces the computation time when
compared to standard normalised cross-correlation, which would have to perform analysis
for every single pixel in an image. An edge-detection routine is also applied to the template
image identify key features that can be used to obtain sub-pixel matching accuracy.
The user-defined template box must have dimensions of 2n+1 and 2m+1 pixels where n
and m are integers. Odd template dimensions enable the clear definition of a centroid pixel.
If n or m is too small, it is possible that the template will lack enough well-defined features
for the learning phase to work properly. Additionally, a large but featureless template can
also prove difficult to track. If the selected template does not contain a satisfactory level of
detail for the learning phase to work, the program returns an error. For very small particles
whose diameter is of the order of a few pixels, it is almost certainly better to use one of the
alternative tracking methods mentioned previously in section 3.2.
3.4.4 Matching particles
The next phase of my program is to scan every frame in the video sequence, looking for
matches to the original template(s). An initial scan of a frame locates candidate particle
locations using information obtained during the template learning phase. These candidate
locations are then re-assessed in more detail and awarded a numeric score out of 1000.
Candidate locations whose scores exceed a user-defined threshold value are recorded as
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successful matches and their (x, y) coordinates are stored in a three-dimensional rawdata
array, with each page of the array containing all of the matches from the corresponding
frame in the sequence.
At this point the main program can run in two modes. In the simple tracker mode, the
program uses the same user-defined templates throughout the entire image sequence. This is
ideal for colloidal experiments using spherical particles which retain the same appearance.
This assumes that lighting conditions and the depth of the particles with respect to the
focal plane of the microscope objective do not change appreciably over the course of the
experiment.
The NI pattern-matching routine can be run in a rotationally invariant mode, so that
particles of a non-spherical shape can be tracked if they rotate in the focal plane. Unfortu-
nately, if they rotate out-of-plane, this can be tantamount to a change in size or shape as
far as the computer is concerned, which makes continuous tracking impossible in the simple
tracker mode.
It may be desirable to be able to track colloidal particles that change size or shape.
Biological cells, which often have flexible membranes and a complex appearance that may
change upon rotation, are a good example. If the rate of change of the appearance of the
particle is slow compared to the frame rate of the image sequence, continuous tracking re-
mains possible. To do this, the program can be run in an advanced tracker mode. This mode
is similar to the simple tracker mode, except that it updates the particle image template
after a user-defined number of video frames. As mentioned, the feature-matching routine
attaches a score out of 1000 to each match. When it is time to update the template for a
given species, the program simply uses the particle that had the highest score in that partic-
ular frame as the basis for a new template. Since there is a user-defined margin for error in
acceptable matches, this allows for small changes in particle appearance between template
updates. As a consequence, particles that change shape slowly relative to the frame rate
of the video sequence can be continuously tracked, while still maintaining distinguishability
between different species. Obviously, if for some reason, two or more species’ appearances
evolve so that at some point they are very similar, the program will be unable to distinguish
them and will return an error.
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Spheres suspended in liquid can move in three dimensions, even when held in an optical
trap, due to Brownian motion. As a result they can move in and out of focus, which can
change their appearance substantially. Additionally, spheres moving in a 2D plane, such as
spheres lying on the bottom of the sample cell, can still move out of focus due to mechanical
drift of the sample stage. When running StAT in simple tracker mode, this can present
serious problems, as the program will lose the particles when they move out of focus. If
the out-of-plane drift is sufficiently slow compared to the video frame rate however, the
advanced tracker can cope with the change and the particles can be continuously tracked.
Unfortunately, running the tracker in advanced mode presents some problems. Firstly,
it is much slower, because the program has to learn new templates every time they are
updated. This means that real-time applications at video rates using this mode are probably
unrealistic. The real problem of running the tracker in advanced mode is however a problem
which I call template drift. Due to the necessary pixelisation of the images, an error is
introduced every time the image template is re-sampled. Over a long sequence of images,
these errors can combine, causing the computed templates to drift away from the actual
image of the subject particles.
Since the pattern matching algorithm locates the objects with sub-pixel precision, the
advanced tracker can use this to resample the template to try and optimise the real match,
in a manner similar to the smart templating discussed in section 3.4.3. Re-sampling the
template helps, but it does not completely eliminate the drift. It also adds computation
time to the pattern matching process. By choosing the rate of the template updating so
that it is faster than the rate at which particles change appearance appreciably, but slow
enough so that template drift is not significant over the video sequence, it can be possible
to find a happy medium that allows the user to effectively track a complex sequence, such
as one might find with biological cells. When tracking the movement of particles such as
cells, it is often the case that sub-pixel resolution is not required, and so a small degree of
template drift can be tolerated.
During the matching phase all of the measurement data is stored in computer memory.
Avoiding writing to hard disk maximises the speed of the program. Once tracking is com-
plete, the three-dimensional array is written to hard disk as a sequence of tab-delimited text
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Figure 3.5: (a) An example of the output displayed during the tracking process. Here
2.3µm spheres have been effectively tracked, independently of the 5.0µm spheres, without
any image processing required. (b) The rawdata text file showing the x, y match positions
associated with this particular frame. (x = 0, y = 0) corresponds to the top left corner of
the image being examined.
files. A typical rawdata text file showing the results from one frame is shown in figure 3.5.
Once all the rawdata files have been written, it is then necessary to sort the data so that
individual particle trajectories can be determined.
3.4.5 Establishing trajectories
This phase of the program is quite large and complicated, because as well as piecing together
the trajectories of particles from the rawdata files, it must also be able to discriminate
spurious matches, account for particles that become lost and then re-appear, identify new
particles that enter field of view mid-sequence and deal in an appropriate manner with
particle collisions.
The basic premise is simple: take the coordinates of a particle match from the rawdata
file for frame i, and look for the closest match in the rawdata file for frame i + 1. The
two matches must be within a user-defined radius. The radius should be chosen so that it
is larger than the maximum distance the user might expect the particles to move between
consecutive video frames.
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Once a template match location has been linked to a match in the previous frame, it is
saved to a three-dimensional ordered array in memory. Each page of this array is referred
to as an order and contains the recorded trajectory for a single particle. At the end of
the sorting process, each page of the three-dimensional ordered array is saved as a tab-
delimited text file. A typical example of an ordered text file is shown below, in figure 3.6.
An additional tag file is written that contains key information about the trajectory such as
the number of the frame in which the particle was first identified, whether or not it was lost
and if so, the frame it was lost in.
Figure 3.6: An example of the ordered text file containing the (x, y) positional information
of a particle trajectory.
3.4.6 Lost particles
Occasionally, particles will be lost during the matching phase. This can be due to a variety
of reasons. The particles may move temporarily out of the focal plane. They may be
temporarily obscured by other particles. Particles that drift close to the edge of the screen
will be lost because the template matching fails if the full particle is not clearly visible.
It is necessary to include a facility that allows the program to remember particles that
have been lost in case they re-appear at a later point in the sequence. The program will
3.4. StAT: The St Andrews Tracker 75
record the point at which a given particle has been lost and will continue to remember the
event for a user-defined number of frames. If a suitable match fails to appear within that
time frame, the particle is tagged as being lost forever. Subsequent re-appearance of the
particle will then result in a new particle order being formed.
When looking for lost particles, one of two modes can be invoked. For some applications,
such as Brownian motion studies, it may be reasonable to assume that the particles will not
move far from the point at which they were lost by the tracker. In this case, the tracker will
continue to look for a particle at the point where it was lost, until it has been declared lost
forever. This occurs if a lost particle remains lost for more than a (user-defined) threshold
number of frames. The program no longer tries to look for the particle in any subsequent
frames. If a lost particle is found within the allotted number of frames, the ordered file will
be padded with the correct number of duplicate results.
The second mode, which I call directed search, will attempt to calculate where the par-
ticles may have moved to while they have been lost. There are two methods by which the
tracker can do this. The first is a straight-line calculation, where the particle is assumed to
be moving at a constant speed. This is obviously not suitable for many applications where
particles may be accelerating and not necessarily moving in a straight line. To solve this
problem a second method has been included that establishes the history of x and y velocities
measured in the frames before the particle was lost. The number of frames to be considered
in this calculation is a user-defined parameter, but typically 10 frames is sufficient. Poly-
nomials can then be fitted to the x and y velocity data and extrapolated for the number of
frames the particle has been lost for. From this it is then possible to predict where the lost
particle may have gone, even if it has not moved in a straight line.
If particles get sufficiently close, it can be assumed that they have collided. For dynamic
systems it is important that inter-particle separations remain larger than the distance a
single particle can be expected to travel between consecutive frames. If particles get too
close their images can be seen to merge, depending on the imaging optics. The default
operation is to tag both particles as having collided and then begin two new trajectories if
they are later seen to separate.
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3.4.7 Graphical output
Once the rawdata files from the matching phase have been sorted into individual trajectories,
it is useful to have some way of visualising the results. The way in which the user will want
to present the data may be application specific, however the program includes a default
routine for visualising the particle trajectories.
Once the data has been ordered, creating the trajectories is comparatively simple. The
program takes the ordered data file (figure 3.6) for each particle and draws sets of straight
lines whose endpoints are defined by consecutive coordinate pairs. If desired, a random
colour generator can colour each trajectory so that the paths of different particles are easily
distinguished in the final plot.
Figure 3.7: Some various output plot options using the same data. (a) Two species with first
frame of the sequence as a background. Using a frame from the sequence as a background
can be useful to get a sense of scale. (b) The same plots but on a white background for
clarity.
Endpoints can be appropriately labelled to indicate the initial and final particle locations.
The starting point for a given trajectory is always labeled with a bright green spot. The
terminal point can be one of three colours. A blue spot indicates that the particle was
successfully tracked until the end of the video sequence. A red spot means the particle was
lost at some point in the sequence. This could be due to the particle moving laterally out of
the field or moving too far in or out of the focal plane. Finally, a yellow spot indicates that
the particle has collided with or been occluded by another similar particle. For clarity the
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program can write the order number of the particle near to the end-point of the trajectory.
This is very useful for manually identifying spurious tracks or interesting results.
3.4.8 Determining tracker resolution
To test the capabilities of the software in the context of a real laboratory experiment I
used a PI P-733.3DD three-axis piezo translation stage to create generate known particle
displacements, mounted on a Nikon TE000-E inverted microscope. The piezo stage contains
capacitive sensors for position measurement and is capable of nanometer-level precision.
The goal was to test the ability of the tracker to measure displacements using unprocessed
video image sequences. Figure 3.8 shows the measured results. The piezo stage contains
sensors that can accurately measure its position. By comparing the measured displacements
of the piezo stage with the movement measured in the video sequence, it is possible to
calibrate the tracker output, which is given in pixels, into real-world length scales.
With a particle fixed to a slide, by applying square wave displacements along a single
axis I could measure how accurately the tracker can measure the particle’s position. Fig-
ure 3.8 shows that for unprocessed video the tracker can easily resolve 100nm and 50nm
displacements. For 10nm displacements however, the sub-pixel accuracy of the tracking
software appears to break down.
The feature-tracking method appears to fall short of the level accuracy possible with the
Crocker program, suggesting that intensity analysis may be a better method for tracking
where nanometer-scale resolution is a requirement.
3.4.9 Depth estimation using feature matching
For monodisperse suspensions of spherical particles, it is in principle possible to track parti-
cles in three dimensions using my software. My approach is similar to the method proposed
by Kvarnstrom [15]. Prior to conducting an experiment the user is required to prepare a
library of template images for a single particle, with each image recorded at a different,
known height relative to the focal plane of the microscope objective. This can be achieved,
for example, by mounting the microscope stage on a piezo transducer. A particle that has
adhered to the substrate can then be displaced vertically and its image recorded at a se-
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Figure 3.8: This figure shows the results obtained from testing the tracker’s resolution using
unprocessed video sequences. A piezo stage moved a fixed 5µm particle repeatedly in one-
dimensional square-wave motion, with amplitudes of (a) 100nm, (b) 50nm and (c) 10nm
steps. The plots to the left show the actual stage position during one oscillatory movement,
derived from the stage’s onboard capacitive sensors. The plots to the left show the output
from the tracker program after following the position of a bead fixed to a microscope slide.
Clearly, without image processing, the tracker fails to achieve a spatial resolution of 10nm.
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ries of well-defined heights. The accuracy with which the program can determine particles’
z-positions is directly related to the vertical resolution with which the template images are
recorded.
One problem with this method is that it assumes the library of template images remains
over time a faithful representation of the particle’s appearance as a function of height. In
reality, this will change with time as various experimental parameters evolve. In particular,
if a completely new sample is prepared, slight perturbations to the optics may mean that
a new template library would need to be recorded. Re-recording the template library on a
regular basis is a time-consuming and tedious affair. This method is also strictly limited to
the tracking of monodisperse colloidal spheres. Cells, for example, would be impossible to
track reliably using this approach.
3.4.10 Program execution time
As with any piece of software, the time the program takes to execute is a key aspect of its
performance and in this case it depends on many parameters. If video sequences are modest
in size and the computer has an appropriate amount of RAM the execution time increases
approximately linearly with the length of the sequence being tracked. If particle density is
high, the sequence is long or the computer does not have large enough amount of RAM,
the data stored during tracking can fill up the available RAM, forcing the computer to use
virtual memory on its hard disk. If this point is reached, the program running time can
increase dramatically.
The running time also depends on the appearance of the particle being tracked. Cross-
correlation techniques conventionally take longer to match larger particles. Using feature-
matching however means that large particle templates containing well-defined features can
sometimes be matched far quicker than smaller templates that contain less information.
Additionally, processing time depends strongly on how the user chooses to deal with particles
that become lost, as well as how often particles tend to get lost in that particular video
sequence.
While I have yet to establish a set of clear benchmarks for measuring program execution
times, I feel that the program performs at an acceptable rate for all of our applications.
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3.4.11 Real-time tracking
The general particle tracker program is designed to process recorded video sequences. This
allows the user the option of image-processing the video sequence if required, but more
importantly it means that they can run the tracking program several times on the same
sequence. This is important, because often it takes several trial runs to tune the program’s
various parameters in order to optimise the tracking output. It could however be useful in
the laboratory to be able to track sequences in real-time. This would, for example, enable
researchers to get a quick yet accurate snapshot of what is happening to particles during
the experiment, enabling them to ensure that their research is proceeding correctly.
The real-time version of the software is broadly similar to the general program, with
only a slight permutation of the order in which the routines are executed. A LabVIEW-
compatible image acquisition system, such as a National Instruments IMAQ PCI card, is
necessary to run the real-time tracking software. The user is required to define initial particle
templates at the start of the experiment. The program will then grab a video frame from
the acquisition hardware and identify particle matches. Rather than progressing to the next
frame as the main program does at this point, the real-time program then performs all of the
calculations needed to link particle positions from the freshly grabbed frame to those found
in the previous frame of the sequence. Plotted trajectories are hovered above the live video
feed on the monitor so that the user can observe the trajectories as they form. The video
sequence is saved to hard disk without being altered, meaning that it can be re-analysed
later with the general tracking program in the event of a successful experiment.
A key issue with the real-time tracker is the time taken to perform the tracking calcula-
tions between frames. As discussed in section 3.4.10, the speed with which trajectories can
be calculated is dependent on both the power of the computer and parameters of the ex-
periment itself. Running the real-time tracker on a modest PC (Pentium 4 2.5Ghz, 512Mb
RAM) I can easily track 5-10 frames per second with 10-20 particles on-screen, which is
enough for the user to get a general idea of the particle behaviour. Image acquisition to
hard disk runs in parallel with the real-time tracker program and can continue at normal
video rates, irrespective of the speed the tracker is able to run at.
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3.5 Mathieu beams: an example of a published appli-
cation
3.5.1 Introduction
In May of 2006 I co-authoured a paper, Orbital angular momentum transfer in helical Math-
ieu beams [5], with collaborators from the Technologico de Monterrey in Mexico. We studied
the behaviour of particles moving under the influence of a Mathieu beam, which is a mem-
ber of the class of what are commonly referred to as non-diffracting beams. It has a more
widely studied cousin, the Bessel beam, which will be discussed in detail in the next chap-
ter. The work discussed in this section can be viewed as an extension of the earlier work by
Chavez-Cerda et al. [19].
Several papers have been published on investigations into the nature of the transfer of
angular momentum to particles from a variety of novel beams and light fields. Although
some authors have alluded to potential applications, such as microfluidic pumps [20] or
optical spanners [21], the majority of these studies have been quite fundamental in nature.
Our investigation into the orbital angular momentum transferred to microparticles from
a helical Mathieu beam continues this trend and is again another fundamental study. In
the context of optical micromanipulation, previous studies have centred around Laguerre-
Gaussian beams [22] or Bessel beams [23]. Both of these classes of beam are characterised,
in general, by azimuthally symmetric intensity profiles. Helical Mathieu beams, on the other
hand, are generally characterised by a transverse intensity profile that appears as a set of
confocal elliptical rings. The intensity is not constant around the rings and this leads to some
interesting particle dynamics. With this project our goal was to investigate the behaviour of
particles trapped in these rings and establish the nature of the interplay between the angular
momentum transfer, drag force and transverse forces due to the asymmetric intensities
around the elliptical rings.
My principal contribution to this paper was the development and application of tracking
software that allowed us to obtain quantitative data, from which we were able to describe the
motion of particles in the beam. In this section I will outline the theoretical and experimental
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details of the project before explaining the role that particle tracking played in the paper.
3.5.2 Helical Mathieu beams
Helical Mathieu (HM) beams are solutions to the Helmholtz equation in elliptical coordinates
(ξ, η, z) where ξ and η represent the radial and angular elliptical coordinates respectively
and z represents distance along the direction of beam propagation. The field for a HM beam
of order m is given by
U (ξ, η, z; q) = [Cm (q) Jem (ξ; q) cem (η; q) + iSm (q) Jom (ξ; q) sem (η; q)] e
ikzz (3.4)
where Jem(·) and Jom(·) are the even and odd radial Mathieu functions and cem(·) and
sem(·) are the even and odd angular Mathieu functions. Cm(q) and Sm(q) are weighting
constants that depend on q, and q is a continuous parameter that determines the ellipticity
of the HM beams.
3.5.3 Experimental method
The HM beam was incorporated into a conventional optical tweezers set-up. To generate
the HM beam, a 256-level hologram was calculated using a custom Matlab program. The
hologram incorporated a blaze function to deflect the Mathieu beam to the side, away from
the zeroth order, and is shown in figure 3.9. The computer generated hologram was then used
to as a template for a Millimask high-definition photoplate, manufactured by Microchrome
Technology, a commercial photolithography company based in San Jose, California.
In the set-up, the hologram was illuminated by a collimated, linearly polarised 1064nm
Ytterbium fiber laser. Focussing of the beam results in the formation of an image of the
Fourier transform of the hologram. The hologram was designed so that an image of the
angular spectrum of a helical Mathieu beam with a order m = 7 and ellipticity q = 5 was
formed in the +1 diffraction order in the Fourier plane. At this point, other diffraction or-
ders, particularly the undiffracted zeroth order, were blocked by the use of an iris diaphragm.
A second lens then formed the HM beam from the angular spectrum. The HM beam was
formed in a sample cell which was simultaneously imaged through a Nikon TE2000E in-
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Figure 3.9: An image of the kinoform used to generate the helical Mathieu beam.
verted microscope. 3µm polystyrene spheres were suspended in D2O along with a 1% by
volume mixture of anionic, non-anionic and amphoteric surfactants. The surfactants were
observed to reduce the viscosity of the D2O by 39%. In the paper we quote the well known
expression for the Stokes drag on a sphere:
~FD = −6πµRd~r
dt
(3.5)
where R is the particle radius, d~r/dt is its velocity and µ is the viscosity coefficient of the
surrounding medium. This expression does not fully consider the proximity of the particles
to the substrate. Even assuming that our spheres did not interact with the substrate directly,
the hydrodynamic expression for the drag close to an infinite wall is in fact slightly more
complicated, including extra terms that are often referred to as the Faxen correction. An
appropriate expression for the drag force in this context is given in the book by Happel and
Brenner [24]:
~FD = −6πµRd~r
dt
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(3.6)
where D is the perpendicular distance from the centre of the sphere to the surface of the
substrate. It is important to note that this expression is asymptotic in the limit D → R.
The experimental arrangement was such that the Mathieu beam illuminated the particles
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from above. The radiation pressure was sufficient to pin the polystyrene spheres against
the substrate, negating any vertical motion due to the fact that they are slightly less dense
(1050kgm−3) than the D2O they were immersed in (1106kgm
−3).
When illuminated by the Mathieu beam, the particles were observed to begin to rotate
about the inter-focal line, due to orbital angular momentum (OAM) transfer. It was shown
that this rotation was due to OAM by flipping the hologram that generated the Mathieu
beam by 180◦ and observing a reversal of rotation direction. The particles were trapped in
the first elliptical ring of the Mathieu beam.
Particle trajectories were captured using a CCD camera at a rate of 15 frames per
second. The video sequences were then processed using my LabVIEW tracking software.
By applying an n-point moving average algorithm to the data we were able to suppress the
influence of the particles’ Brownian motion on the trajectories and determine the nature of
their response to the Mathieu beam.
3.5.4 Results
Figure 3.10: (a) An image showing 3µm polystyrene spheres localised in the first elliptical
ring of a helical Mathieu beam. (b) Data obtained using my particle tracking software show-
ing the horizontal and vertical positions of a single particle in the first ring. (c) Velocities
calculated using positional data showing a variation in velocity as the particle moves around
the ring.
Unlike the Bessel beam, which will be discussed in more detail in the next chapter, the
Mathieu beam has an intensity profile that varies azimuthally as well as radially. Without
the action of OAM transfer on the particles, we might expect them to migrate around
the rings to where they intersect the semi-major axis, as that is where the intensity in a
given ring is highest. Of course, while particles would normally want to remain at these
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local intensity maxima, the rate of transfer of OAM is related to the intensity of the light
and so will be highest at these intensity maxima, encouraging the particles to continue to
rotate about the inter-focal line. Ultimately the motion of the particles will be dictated by
competition between the transfer of OAM and the transverse optical forces, along with the
Stokes drag due to the surrounding fluid.
Figure 3.11: Plot showing the average angular velocity as a function of total beam power.
Our research showed that the transfer of OAM is in fact the dominant force in this
system. The particles were observed to rotate about the inter-focal line for a variety of
powers. Increasing the power resulted in a near-linear increase in the average angular
velocity (figure 3.11).
This paper is an example of the potential for video-based particle tracking when studying
colloidal systems over extended areas. My LabVIEW software allowed us to gather quan-
titative data from which we were able to produce illustrative plots, suitable for a printed
publication, that conveyed information clearly to the reader.
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3.6 Conclusion
My feature-matching approach to particle tracking has proved to be extremely effective
when processing video sequences that contain more than one species of particle. While not
as accurate as other particle-tracking methods [8, 15, 6, 7], sub-pixel accuracy is still possible.
The fact that it is less sensitive than many of these other approaches to the parameters of the
original video sequence means it may be more suitable for certain experimental situations.
When running on a suitable computer equipped with compatible video grabbing hardware,
for modest particle densities and recording times the tracking algorithm is fast enough to run
in real time in the laboratory. Three-dimensional tracking is possible in a limited manner
through comparison of particle images with a series of template images recorded at known
heights. It is important to note that in its current form my software does not appear to be
as accurate as other methods when measuring distances with sub-pixel resolution, however
it appears to be accurate for resolutions greater than 10nm, which is still useful for a large
number of colloidal experiments. By releasing the LabVIEW source code on the internet,
users should be able to modify the program to suit their own particular requirements. As a
consequence, it is my hope that this software might benefit researchers across a broad range
of disciplines.
My software was successfully used to monitor the behaviour of particles moving in a
helical Mathieu beam, leading to a publication [5]. It has since been used for many other
applications in my group, including a number of my own experiments. Trajectories produced
by this software appear throughout the next two chapters.
3.7 Future work
The nature of a particle tracking solution is very much dependent on the context of the
experiment. As a consequence, this software will undoubtedly continue to evolve as new
research is undertaken. By making it open-source, it is hoped that other researchers around
the world will be able to use it as a basis for the development of their own tracking software.
By using more advanced pattern-matching algorithms, it should be possible to improve the
accuracy of the tracking procedure so that better spatial resolution is possible. Any asso-
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ciated increases in computation time will hopefully be offset by improvements in processor
performance. As it stands, my software requires the National Instruments IMAQ Vision
add-on to be installed. This package can be expensive. To make my software truly free,
the dependence on proprietary NI software would have to be removed. This would entail a
considerable amount of work, but it is certainly a tractable problem.
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Chapter 4
Particle Dynamics and Optical
Sorting in a Bessel Beam
4.1 Introduction
In the last section of Chapter 3, we considered briefly the dynamics of colloidal particles
moving under the influence of a Mathieu beam. In this chapter, I investigate the behaviour
or particles moving in another class of non-diffracting beam: the Bessel beam. Bessel
beams were first proposed by Durnin in 1987 [1] as a propagation-invariant solution to the
Helmholtz wave equation. In the transverse plane, zeroth-order Bessel beams are charac-
terised by a bright core surrounded by a series of concentric rings, as shown in figure 4.1, a
computer-generated representation of a zeroth order Bessel beam.
The bright core of the beam has been of particular interest to experimentalists over
the last few years. It is this part of the beam that is often described as being propagation
invariant, or non-diffracting, because over zmax, the propagation distance of the Bessel beam,
the diameter of the core does not increase appreciably. As an example Durnin et al. [2, 3]
produced a Bessel beam that had a central spot size of r0 = 60µm and a propagation
distance zmax ≈ 85cm. By comparison, for 633nm light a Gaussian beam with a beam waist
w0 = 60µm has a Raleigh range of just zR = 1.7cm. The Raleigh range is the distance over
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Figure 4.1: (a) Computer generated side-profile showing propagation of a Bessel beam. (b)
Transverse intensity profile of the computer-generated representation of a Bessel beam at A
in figure (a). (c) A real experimental Bessel beam from the work presented in this chapter,
imaged onto a CCD camera.
which a Gaussian beam’s spot size increases by a factor of
√
2 and is given by zR = πw
2
0/λ.
As pointed out by Arlt [4], this discussion does not include the rings of the Bessel beam
and the term non-diffracting is something of a misnomer, however for some applications,
such as the trapping and guiding of small particles or atoms, the core is the only part of the
Bessel beam that is of interest and the term has perpetuated.
Bessel beams have been used extensively by the Optical Trapping Group for a variety
of applications. In this chapter, I will explain what Bessel beams are and how they can be
generated, before going on to briefly review some of these projects. The subsequent structure
of the chapter follows closely the timeline of my actual research. I began by looking at how
modified Bessel beams could be used in the study of model thermodynamic systems. This
research evolved into a novel method for static optical sorting, based on particle size. This
led to the successful sorting of human blood cells, which has since been complimented by a
more detailed study of the sorting of silica microspheres.
4.2 Bessel beams: basic theory
Durnin [1] observed that a propagation-invariant solution existed for the wave equation for
free space: (
∇2 − 1
c2
∂2
∂t2
)
E (x, y, z, t) = 0 (4.1)
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Using scalar theory an exact solution for equation 4.1 can be given:
E (x, y, z ≥ 0, t) = exp [i (βz − ωt)]
∫ 2π
0
A (φ) exp [iα (x cosφ+ y sinφ)] dφ (4.2)
where β = (2π/λ) cos θ, α = (2π/λ) sin θ and β2 + α2 = (ω/c)2. A(φ) is an arbitrary
function of the azimuthal angle. If we demand axial symmetry, the term A(φ) must be
independent of φ and the expression for the amplitude of the propagation-invariant field
must be proportional to
E (x, y, z ≥ 0, t) = exp [i (βz − ωt)] 1
2π
∫ 2π
0
exp [iα (x cosφ+ y sinφ)] dφ (4.3)
which can be re-expressed as
E (x, y, z ≥ 0, t) = exp [i (βz − ωt)]J0 (αρ) (4.4)
where ρ = x2 + y2 and J0 is the zeroth-order Bessel function of the first kind.
The magnitude of the electric field as a function of radial distance from the beam core
is proportional to J0(αρ) and the transverse intensity profile must therefore be proportional
to (J0(αρ))
2
. As shown in figure 4.1, it is characterised by a very bright core surrounded by
concentric rings of decreasing intensity. Bessel beams can be thought of as the interference
pattern formed from a set of converging plane waves whose k-vectors lie on a cone, with the
angle subtended by the cone given by
θ = tan−1
kr
kz
(4.5)
The size of the core of the beam, defined as the radial position of the first intensity minimum,
is given as
r0 =
2.405
kr
(4.6)
where the numerator of 2.405 derives from the properties of the zeroth order Bessel function
J0. This is a more common approach than defining the size of the core using the full-width-
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half-maximum, which gives a slightly smaller value: FWHM = 2.253/kr.
4.2.1 High-order Bessel beams
Durnin’s original papers [1, 2] considered only the zeroth-order Bessel beam as a propagation-
invariant solution to the wave equation. Equation 4.4, which is adapted from the first
paper [1], contains the term J0. In fact a more general solution exists:
E (x, y, z ≥ 0, t) = exp [i (βz − ωt)]Jn (αρ) e±inφ (4.7)
where Jn is an nth order Bessel function and e
±inφ is an azimuthal phase term. This
general solution implies the existence of higher-order Bessel beams, and because of the term
einφ, for beams where n > 0 a phase singularity exists on the beam axis. This manifests
itself as an intensity null at the centre of the beam’s transverse profile. High-order Bessel
beams therefore propagate with a non-diffracting hollow core, which may be of use in atom
optics [5, 4]. In the next section I consider how Bessel beams can be generated. In some
cases these methods can be adapted to facilitate the creation of high-order Bessel beams,
and where possible this is highlighted, however the experimental work presented in this
thesis used only zeroth-order Bessel beams.
4.3 Methods for generating Bessel beams
The mathematical description of a Bessel beam given in the previous section is valid over an
infinitely large transverse plane. In an ideal Bessel beam each ring carries the same power.
Since the Bessel function is valid over an infinite range and the oscillations of the function
J20 (r) are approximately evenly spaced, this would imply that an ideal Bessel beam carries
infinite power. Obviously, practical implementations of Bessel beams cannot realise this and
we find that they are at best an approximation to the ideal case. Nevertheless, it is possible
to generate experimental Bessel beams that retain many of the interesting features implied
in Durnin’s work. In this section I briefly review some experimental methods that have been
used to create Bessel beams in the laboratory.
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Figure 4.2: The annular slit method for generating Bessel beams. zmax is the propagation
distance of the core of the beam, f is the focal length of the lens, ∆d is the slit with and d
is the diameter of the annulus. This system suffers from low efficiency due to the fact that
most of the incident light is blocked by the mask.
4.3.1 Annular slit method
One method for generating zeroth-order Bessel beams stems from the fact that they can be
thought of as the Fourier transform of a ring of constant phase and intensity. An example of
a possible experimental set-up is shown in figure 4.2. This method was originally employed
by Durnin et al. [2] and a detailed discussion, including a description of how to create
the annular aperture, has been provided by McQueen et al. [6]. The Fourier transform
capabilities of a lens have already been discussed in chapter 2.
In figure 4.2, an annular aperture is placed at the back focal plane of a lens. The
aperture is illuminated with a plane wave and the Bessel beam is formed in the shaded
region behind beyond the lens. The advantage of this method is its comparative simplicity.
The annular slit can be fabricated quite easily and the system requires no expensive custom
optics. Unfortunately, it also has a couple of drawbacks. Firstly, the on-axis intensity of
the beam core is known to oscillate significantly along the direction of propagation [2] and
this has implications for some of the possible applications of Bessel beams. Secondly, and
perhaps more importantly, the efficiency of the system is extremely poor due to the fact
that the majority of the incident plane wave is blocked by the annular slit.
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Figure 4.3: Generation of a Bessel beam using a Fabry-Perot interferometer. This method
reduces the on-axis intensity variations associated with the annular slit method, but still
suffers from poor overall efficiency. In the figure PS is a point-source, FP is the Fabry-Perot
interferometer, AS is the annular slit that selects a particular ring and L1 and L2 are lenses.
zmax denotes the propagation distance of the Bessel region.
4.3.2 Fabry-Perot interferometer method
A method for producing Bessel beam using a Fabry-Perot interferometer has been sug-
gested [7, 8]. The set-up, which has a lot in common with the annular slit method, can
be seen in figure 4.3. A divergent Gaussian beam illuminates a Fabry-Perot etalon. This
produces a series of concentric rings of high intensity in the back focal plane of the lens. An
annular slit is used to select one of the rings. The width of each ring in the pattern depends
on the finesse of the etalon. The finesse is defined as
F =
π
2 sin−1(1/
√
F )
(4.8)
where F is the coefficient of finesse and is given by
F =
4R
(1−R)2 (4.9)
R is the intensity reflection coefficient of the surfaces that make up the etalon. The ring
that is produced is smoother than that produced by the annular slit method and culminates
in a reduction of the on-axis intensity oscillations of the core of the resulting Bessel beam.
This approach is however still relatively inefficient.
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Figure 4.4: Creation of a Bessel beam using an axicon. The propagation distance, zmax is
a function of the incident beam waist wc and the axicon angle γ and is given by equation
4.11.
4.3.3 Axicons
A popular method for generating Bessel beams employs a conical glass element, commonly
referred to as an axicon. This method is currently the most widely used in our group and
was used for all of the experimental work presented later in this chapter.
Generally, the axicon is illuminated with a collimated Gaussian beam, as shown in
figure 4.4. The axicon is a cone-shaped prism that creates an interference pattern in its
wake. A transverse profile of this interference pattern reveals a characteristic structure:
our experimental Bessel beam. The angle of the cone subtended by the wavevectors of the
resulting Bessel-beam is given by the relationship
θ = sin−1
((
nax
nm
− 1
)
sin (γ)
)
(4.10)
where nax is the refractive index of the material the axicon is composed of, and γ is its
opening angle, as shown in figure 4.4. nm is the refractive index of the surrounding medium,
and is usually set to nm = 1. The propagation distance of the bright core, zmax is denoted
in the figure and is given by the relationship
zmax =
wc
(nax − 1) γ (4.11)
where wc is the beam waist of the illuminating Gaussian beam.
Axicons are popular because they can be manufactured with a degree of precision that
facilitates the formation of well-defined Bessel beams. Moreover, they offer much higher
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efficiency than any of the other methods discussed here, with the majority of the incident
light transmitted into the Bessel beam. Varying the characteristics of a Bessel beam using
an axicon can be a challenge, since the cone angle of the optical element is fixed. Vaicaitis
et al. [9] have suggested an optical system whereby an effective cone angle can be varied by
slowly moving an axicon positioned between the two lenses of a telescope system. While
their suggestion seems plausible, it is important to note that Bessel beam generation via an
axicon is extremely sensitive to misalignment and any movement of the optical components
would have to be carried out extremely carefully.
4.3.4 Computer-generated holograms
Bessel beams can be generated by using an appropriate kinoform to substitute an axicon.
The kinoform’s effect is to induce on an incident Gaussian beam the same phase profile that
it would obtain by passing through an axicon. Figure 4.5 shows some typical examples. The
phase profile of the kinoform takes the form
Ψ(ρ, φ) =
{
nφ+
2πρ tan γ
λ
}
mod (2π) (4.12)
where γ is the opening angle of the implied axicon, λ is the wavelength of the incident light
and ρ is the radial position of the pixel being considered, measured from the centre of the
kinoform.
For higher-order Bessel beams this is equivalent to combining the kinoforms representing
an axicon with that of an appropriate spiral phase plate (figure 4.5). These kinoforms can
be used as templates for the fabrication of static diffractive optical elements [10], or they
can be displayed on SLMs [11, 12, 13]. SLMs offer the advantage of reconfigurability. The
computer algorithm for generating these kinoforms is quite simple and does not require
the long computation times that can be associated with the iterative methods discussed in
Chapter 2. SLMs can therefore be used to generate Bessel beams whose parameters can be
varied in real-time.
Unfortunately, as mentioned in Chapter 2 the use of pixelated devices introduces its
own set of drawbacks. Compared to glass axicons, the efficiency of pixelated devices is
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Figure 4.5: (a) Kinoform depicting phase profile of an axicon. (b) Kinoform for an n = 3
spiral phase plate (c) Adding the two kinoforms modulo 2π produces the kinoform for an
n = 3 higher-order Bessel beam.
Figure 4.6: (A) Kinoform used to create an off-axis Bessel beam. (b) Kinoform for aberration
correction. (c) Uncorrected beam showing slight perturbations. (d) Corrected beam.
generally much lower due to the loss of light into unwanted diffraction orders. The zeroth-
order spot can constitute a challenge and an additional blazing function is often required to
isolate it from the Bessel beam. A blazed kinoform for the formation of an off-axis Bessel
beam is shown in figure 4.6(a). An advantage of using an SLM is that it can be used to
correct for aberrations in the optical system. Figure 4.6(b) shows the phase function we
add to correct for aberrations (the aberrations were determined separately by optimising
standarf Gaussian optical traps). Figure 4.6(c) shows the profile of a beam produced without
aberration correction. Even with aberration correction (figure 4.6(d)), the quality of the
resulting Bessel beam is generally inferior to those produced using a well-aligned axicon.
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4.4 Applications of Bessel beams
Originally conceived nearly 20 years ago, the special properties of the Bessel beam have led
to its employment in a range of applications. A review of Bessel beams and some of the
experiments they have been employed in has been provided by McGloin and Dholakia [14].
Volke-Sepulveda et al. demonstrated the transfer of orbital angular momentum from high-
order Bessel beams to high-index spherical particles trapped in the rings of the beam [15],
and Garces-Chavez et al. later reported the additional transfer of spin angular momentum to
a birefringent particle [16]. Because of the ring structure of a Bessel beam implies alternating
regions of high and low optical intensity, Bessel beams can be used to simultaneously trap
high and low index particles [17], with the low-index particles trapped in the intensity nulls
between the rings. Because the wavevectors lie on a cone, the core of a zeroth order Bessel
beam can be seen to reconstruct after an obstacle. This was used by Garces-Chavez et al.
to trap a one-dimensional array of particles [18]. It was later shown that the ability of a
high-order Bessel beam to transfer spin and orbital angular momentum to trapped particles
can also be reconstructed after an obstacle [19]. It has also been shown that particles
can be trapped both radially and azimuthally and rotated by interfering high-order Bessel
beams [20]. Illuminating an axicon with a Laguerre-Gaussian beam, in manner similar to
the method for generating high-order Bessel beams [21], can produce an array of optical
bottle beams [22], which can be used to trap low-index particles in three dimensions. The
propagation-invariant, hollow core of a high-order Bessel beam has been used by Arlt et
al. to guide atoms [5, 23]. Recent work has shown that zeroth-order Bessel beams can
be used to guide aerosol droplets [24]. Davis et al. have suggested that the propagation-
invariant properties of a zeroth-order Bessel beam’s core could be used for range-finding by
interfering two zeroth-order beams [25]. The rest of this chapter concerns work I have done
exploring two new possible applications for Bessel beams: model thermodynamic systems
demonstrating directed Brownian transport and a new, static approach to optical sorting.
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4.5 Tilted Bessel beams
In their 1992 paper, Lin and co-workers [26] discuss various aspects of Bessel beams and
their generation. They present a plot, reproduced below in figure 4.7, that compares the
transverse intensity profile of a real Bessel beam with a theoretical plot.
Figure 4.7: Transverse intensity profile of a Bessel beam (dark) against a theoretical J20 pro-
file, published by Lin et al. in 1992 [26]. Note that the intensity minima of the experimental
beam do not all go to zero, with the offset larger near to the core.
In the plot it can be seen that around the beam core, the inter-ring intensity minima
of the experimental beam are generally greater than zero. Moreover, the minimum values
appear to increase towards the core of the beam. In the paper, Lin assumed these elevated
minima could be explained by the poor modular transfer function of the photographic film
they used to record the beam’s cross-sectional intensity profile. While this is a plausible
explanation, in fact these non-zero minima are a common feature of experimentally produced
Bessel beams. The transverse intensity profiles presented in the paper by McQueen et
al. [6], for example, demonstrate similarly displaced intensity minima. Tatarkova et al.
[27] reported being able to generate a Bessel beam whose intensity minima deviated in a
characteristic manner which we now refer to as tilt. A transverse intensity profile from
Tatarkova’s paper is reproduced in figure 4.8.
In the context of Bessel beams, the term tilt originates from Tatarkova’s observation
that a suitably perturbed Bessel beam might offer a form of tilted washboard potential for
small particles. The tilted washboard potential is a concept that occurs across the sciences,
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Figure 4.8: Transverse intensity profile from the paper by Tatarkova et al. [27]. The dis-
placement of the intensity minima increases in almost even steps towards the core, creating
a radial washboard potential for small particles.
and it was our hope that a tilted Bessel beam could offer a possible system for convenient
study of the phenomenon. A washboard potential, shown in figure 4.9, can be thought of
as a sequence of potential energy wells, superimposed on a larger energy gradient.
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Figure 4.9: Illustration of the tilted washboard potential. Particles, due to their Brownian
motion, can hop over the barriers between adjacent wells. If the potential landscape is tilted
the barriers are lower on one side of each well and the direction of overall particle motion is
biased. Here particles are biased to move towards the left.
Each well is characterised by having a lowered barrier on one side. For Brownian parti-
cles, if the wells are suitably shallow this can lead to a bias in the overall particle motion.
This is related to the concept of Brownian ratchets [28]. Optical Brownian ratchets have
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been observed and demonstrated by Lee et al. [29, 30, 31]. Normally, Brownian ratchets
imply a temporal modulation of the potential energy landscape. In the case of a tilted Bessel
beam, a bias in the movement of particles can be observed without the need for temporal
modulation.
In her paper, Tatarkova claims that a tilted Bessel beam can be generated by illuminating
the axicon with a slightly converging Gaussian beam. She then claims that the degree of
tilt can be altered by slowly varying the degree of the convergence. The paper includes no
further discussion of the tilt, or how to generate it. In the next section, I verify Tatarkova’s
claims with a simple experiment.
4.5.1 Investigating tilted Bessel beams
To investigate the phenomenon of tilted Bessel beams further, I constructed a simple ex-
periment, as illustrated in figure 4.10. All optical elements were mounted on translation
stages, with the lens before the axicon, L2, and the CCD camera additionally mounted on
incremented rails. By varying two parameters: the position of the lens L2 and the position
of the camera, I was able to build up a library of Bessel beam profiles. In this case the
focal length of L1, fL1 was 300mm and the focal length of L2, fL2 was 25mm. The default
inter-lens spacing was fL1 + fL2 = 325mm. At this default position lens L2 was 5cm from
the back of the axicon. For the data presented here, the CCD camera was held at a fixed
point, 5cm from the camera. The position of lens L2 was moved in 1cm increments. The
effect on the Bessel beam formed at the CCD camera can be seen in figure 4.11.
It is clear that at the default setting, ∆L2 = 0, tilt is already being generated. This
suggests that tilt may be at least in part caused by spherical aberrations. A computational
model is being developed to explore this issue in more detail. From the sequence of images
it is clear that the tilt varies as a function of the displacement of the second lens L2 along
the beam axis.
In a larger optical train, it is possible that the generation of tilt may be enhanced by
the presence of further aberrations. It is common to re-size Bessel beams after an axicon
using a system of lenses, as shown in figure 4.12. Misalignment of these lenses along the
beam propagation axis may also induce tilt. I note from Martirosyan et al. [32] that the
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Figure 4.10: Experimental set-up for producing and studying tilted Bessel beams. The
25mm lens prior to the axicon was mounted on a sliding rail. Moving it along the direction
of propagation was found to perturb the Bessel beam, inducing tilt.
far-field optical distribution produced by an axicon is not in fact a well-formed ring but has
a distinctive fringed structure, which they ascertain is partially due to “distortion of the
diffracting beam at the axicon tip due to the laser beam diffraction limit”. Such effects may
also affect the formation of total intensity nulls in a re-sized Bessel beam.
4.5.2 Particle dynamics in a tilted Bessel beam
My initial charge was to replicate Tatarkova’s work, with the goal of observing biased particle
movement due to a tilted Bessel beam. Early results were positive and I was able to create a
strongly tilted Bessel beam. Small 2.3µm silica spheres were allowed to settle to the bottom
of a sample cell. They were then illuminated from below with the tilted Bessel beam as
shown in figure 4.13.
The spheres were observed to percolate down the effective radial washboard potential
at a constant rate into the beam core. Because the core is much brighter, the radiation
pressure was sufficient to elevate the beads to the top of the sample, where they were
observed to gather in a cloud. Because of the reconstructive properties of the core of the
Bessel beam [18, 19] the movement of a particle into the core of the beam at the bottom of
the sample does not affect particles that have already been elevated.
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Figure 4.11: Experimental demonstration of the controlled generation of tilt. As the second
collimation lens in the collimation unit is moved along the direction of beam propagation,
the degree of tilt increases until the Bessel beam is effectively destroyed. Displacements of
lens L2 from the optimal collimation position are ∆L2 =(a)-3cm, (b)-2cm, (c)-1cm, (d)0cm
(e) +1cm (f)+2cm (g)+3cm.
4.5.3 Particle dynamics in an untilted Bessel beam
During these studies I noticed that the 2.3µm silica microspheres did not necessarily need
a tilted potential in order for them to migrate towards the core. Initially this did not make
a great deal of sense, since one might expect that an applied tilt in the potential (thereby
lowering the energy barrier on one side of a given ring) would be required to observe a bias
in the motion of the particles in a particular direction. At this point my focus shifted and I
concentrated on trying to elucidate why particles in an untilted beam still migrated towards
the beam core. I suspected that the preferential movement towards the beam core was due
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Figure 4.12: A system of lenses can be used after the axicon to re-size a Bessel beam. This is
necessary to get micron-sized transverse spatial features. Misalignment of these lenses along
the direction of propagation combined with the introduction of further spherical aberrations
can introduce or enhance tilt in the Bessel beam.
to the fact that the radial intensity profiles for the Bessel beam’s individual rings are very
slightly asymmetric. To prove this, I decided to create a computer model of the system.
4.6 Computer modelling
At the outset, it was not clear why particles migrated to the centre in an untilted Bessel
beam. To get a better understanding of why particles hopped preferentially in one direction,
I felt it necessary to model the potential energy landscapes particles would experience while
moving under the influence of the Bessel beam. Initially, I began work on my own ray
optics model to calculate the forces exerted on the particles by the Bessel beam, however
a friend and collaborator of our group, Karen Volke-Sepulveda, had already developed a
computational model and in the end I opted to base my approach on her tried-and-tested
force calculating software. In the next section I will review her work and describe in full
how the model works.
4.6.1 Ray-optics model
In the Mie regime, the interaction of particles with an optical field can be modelled effectively
using ray optics. Although a geometrical analysis is generally regarded as being appropriate
for particles with diameters d > 10λ, I found that our ray-optics model correctly predicted
the general behaviour of slightly smaller particles (2λ < d < 7λ) in our Bessel beam. In this
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Figure 4.13: Set-up for studying particle motion in a tilted Bessel beam. A Bessel beam
illuminates the sample cell from below. Tilt is generated by moving one of the collimation
lenses in the optical train along the direction of propagation.
section I review the ray-optics model that was used to calculate both the optical forces and
potential energy landscape experienced by a spherical particle moving in a Bessel beam as
a function of the particle’s size. As stated, our model is an evolution of previous work by
Karen Volke-Sepulveda [33, 15, 18] which itself was influenced by earlier ray-optics models
by Gussgard et al. [34] and Ashkin [35].
The position of the centre of mass of the particle within the Bessel beam is given in
cylindrical coordinates by (r, z) (since the beam is circularly symmetric, the azimuthal
coordinate, φB , is unnecessary). For the ray optics analysis, our goal is to establish the
nature of interaction of the light field with individual area elements of the particle’s surface.
The positions of these elements are given in spherical coordinates (R,φ, θ), where R is the
radius of the particle, and the origin of the coordinate system is located at the centre of the
sphere. These two coordinate systems can then be related through the expressions
r0 =
√
r2 +R2 sin2 θ + 2Rr cosφ sin θ (4.13)
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Figure 4.14: Sequence showing 2.3µm silica spheres hopping down the washboard potential
of a tilted Bessel beam, into the beam core. When they reach the core the radiation pressure
of the beam, which illuminates the sample from below, is sufficient to guide the particles to
the top of the sample chamber where they collect in a cloud.
and
z0 = z +R cos θ (4.14)
The total force ~F acting on a dielectric spherical particle due to the optical field is then
given by
~F =
nlR
2
2c
∫ π/2
0
∫ 2π
0
I(r0, z0)
[
R sin 2θ − T
(
sin 2(θ − θt) +R sin 2θ
1 +R2 + 2R cos 2θt
)]
dArˆ (4.15)
where nl is the refractive index of the surrounding liquid and I(r0, z0) is the intensity of
the optical field at the surface area element under consideration. Since for our model of
the Bessel beam we assume that the optical field is paraxial, the angle of incidence of the
incoming ray with the surface area element is trivially the polar angle of the surface area
element in the coordinate system of the sphere: θ. The angle of transmission, θt, is related
to θ by Snell’s law: θt = sin
−1(nl/nm) sin θ where ns is the refractive index of the material
making up the homogeneous dielectric sphere.
To evaluate equation 4.15, numerical integration with Gauss-Legendre quadrature is used
to sum contributions over the particle’s illuminated hemisphere. To get an idea of how the
particle behaves as a function of its radial position r in the Bessel beam, we run the program
iteratively, slowly varying the value r. The resulting plot of force F (r) versus r contains all
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the information about the particle we need, with equilibrium points located at the roots of
the plot where the slope is negative. It can however be informative to study distribution
of the potential energy as a function of r. To generate plots of potential energy U(r) as a
function of r, we use a Runge-Kutta approach to integrate F (r) with respect to r:
U(r) = −
∫ rmax
0
F (r′)dr′ (4.16)
where rmax is the maximum transverse radial position in the Bessel beam that we consider.
For the work presented in this thesis, we calculated F (r) and U(r) from r = 0 to r =
rmax = 20µm. As we will see, our model was able to explain fully the reason why 2.3µm
particles migrate towards the core of the Bessel beam. It also explains the existence of
intermediate inter-ring equilibrium positions for particular particle sizes (section 4.10.1), as
well as predicting offset equilibrium positions (section 4.10.3). I was able to verify all of this
behaviour experimentally.
4.6.2 A 2.3 micron silica particle in a Bessel beam
As discussed in section 4.5.3, I observed that 2.3µm silica particles migrated towards the
core in an untilted Bessel beam with a ring spacing slightly larger than the sphere diameter.
Initially I was surprised by this, having expected that a tilt would have to be present in the
optical intensity distribution to facilitate a bias in the particle movement.
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Figure 4.15: (a) Plots showing the predicted radial force and potential energy plots for a
2.3µm silica sphere moving in a Bessel beam, whose profile is also shown. (b) Close inspec-
tion reveals a slight difference in heights for adjacent potential energy barriers, enabling
transitions towards the core to dominate those away from it, even for an untilted Bessel
beam.
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Figure 4.15(a) shows the predicted curves for radial force and potential energy for a
2.3µm silica particle in a given Bessel beam. The potential energy curve appears to vary
in a manner commensurate with the oscillations of the Bessel function. Closer inspection
(figure 4.15(b)) shows that adjacent potential energy barriers can in fact vary in height,
with the barrier closer to the core being slightly lower. This occurs for all rings, even
at distance from the core, however the magnitude of the difference between consecutive
barriers increases as the particle approaches the beam core. The difference in height can be
attributed to the fact that the individual oscillations of the Bessel function are not strictly
symmetrical. For the 2.3µm particles, which are only slightly smaller than the rings of the
Bessel beam, the bias is reasonably pronounced. For smaller particles, the asymmetry is still
present however their smaller sampling area means they will experience smaller differences
between consecutive barrier heights. Before we look at the experimental confirmation of the
behaviour of a 2.3µm silica particle, I briefly review some of the physics that determines the
particle’s response to the applied optical potential.
4.7 Directed Brownian transport - theory
In this section I discuss some of the physics that underlies these experiments. Initially, our
goal was to utilise tilted Bessel beams as model thermodynamic systems. As we will see
in section 4.9, the project evolved from a fundamental study of particle dynamics into the
development of a new technique for static optical sorting. I therefore stop short of deriving
a complete thermodynamic description for our system, however it is useful to review some
of the basics, particularly since some of the relevant papers were a key source of inspiration
during the early stages of my research.
4.7.1 Brownian particle dynamics in a one-dimensional potential
Because the transverse profile of the Bessel beam is circularly symmetric, for the zeroth-
order beam in this discussion we only need to consider the radial motion of the particle.
For movement in one dimension, r, the equation of motion for the particle is given by the
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Langevin equation:
mr¨ = −γr˙ − d
dr
U(r) + ξ(t) (4.17)
where γ describes the damping due to the viscosity of the surrounding fluid, ξ is a term that
represents the addition of Gaussian white noise to the system and U(r) describes the one-
dimensional potential energy landscape. In the overdamped regime this equation reduces
to
γr˙ = − d
dr
U(r) + ξ(t) (4.18)
In their discussions of washboard potentials, both Marchesoni [36] and Tatarkova [27] present
equations of this form, with the potential given as U(r) = −d cos r−Fr. Here F is a constant
which serves to provide the tilt to an otherwise symmetric potential structure.
For a particle in a potential U(r), the time-evolution of the probability distribution of its
position is described by the Fokker-Planck equation. I define P (r, t|r0, t0) as the probability
that a particle will be found at position r at time t if it was located initially at r0 at time
t0. In the context of this work, the Fokker-Planck equation is given by [37]:
∂P
∂t
=
∂ (−∇U(r)P )
∂r
+ kBT
∂2P
∂r2
(4.19)
If the potential U(r) has no time dependence, ∂P/∂t = 0 and the solution for P is given by
the Boltzmann distribution:
P (r) = P0 exp
(−U(r)
kBT
)
(4.20)
If we have a system of two adjacent potential energy wells of depth U1 and U2, for a particle
to make a transition from one well to the other it will have to overcome the potential energy
barrier ∆Ui = Ui − Ub where Ub is the potential energy at the top of the inter-well barrier
(figure 4.16).
The probability of transition is proportional to the Arrhenius factor : exp(−∆Ui/kBT ).
The rate of transition is therefore also proportional to the Arrhenius factor, and in 1940
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Figure 4.16: Diagram showing a configuration of two potential energy wells. To make the
transition from well 2 to well 1, the particle must undergo a thermally activated transition
over the inter-well barrier, which has a height ∆U2.
Kramers [38] solved the Focker-Planck equation for an overdamped particle, determining
that the transition rate can be found through the expression
W =
ωaωb
2πγ
exp
(−∆Ui
kBT
)
(4.21)
where ωa describes the curvature of the potential around the stable equilibrium point at the
bottom of the well, ωb the curvature at the top of the barrier and γ the viscous damping due
to the surrounding fluid. If a detailed knowledge of the shape of the potential is available,
equation 4.21 can be used to determine the Kramers’ transition rate exactly.
4.7.2 Kramers’ theory applied to optical manipulation
In the introduction to his 1940 paper, Kramers [38] states that he developed his theory to
“elucidate some points in the theory of the velocity of chemical reactions.” In 1999, McCann
et al. published a paper in Nature [39] that quantified the thermally activated transitions
of a Brownian particle between two closely-located optical traps, Their approach to the
problem heavily influenced my own experiments, and I briefly review it here.
By carefully monitoring the movement of a single 0.6µm diameter silica sphere, McCann
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was able to show that Kramers’ Theory applied to optically trapped particles. The sphere
moved with Brownian motion and as such its thermally activated escape from the potential
energy well associated with the optical trap is a stochastic process. To get a strong handle on
the statistics, it is necessary to take large data sets. Manual data collection of large data sets
can be tedious, however more importantly, since the transition event is random, the observer
cannot predict when it will happen and may miss the event should their concentration
temporarily wane.
Figure 4.17: Illustration taken from McCann et al. [39]. They used two closely spaced
optical traps with an automated data collection system to study the inter-well transitions
of a Brownian particle, verifying Kramers’ theory in the context of optical trapping.
From the excellent data obtained by McCann et al. [39], I could see that it is clearly
beneficial to develop an automated measurement system for such an experiment. Their
system used a pattern-matching algorithm to track particle locations to within 10nm. Since
they were following the same particle continuously as it hopped back and forth between
the two traps, they were able to leave the experiment running for long periods of time.
In a single experiment they were able to measure up to 94,000 inter-well transitions. The
collection of such large data sets can be extremely useful when studying stochastic processes,
and I set about trying to develop an automated system to study the motion of particles in
a Bessel beam.
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4.8 An experiment for studying particle dynamics in a
zeroth-order Bessel beam
As can be seen from figure 4.18, small particles trapped azimuthally in the rings of an untilted
Bessel beam can still hop radially from ring to ring. The hopping events are distinct and
are sufficiently well-defined that a computer can be used to analyse them automatically.
Inspired by McCann’s work, I went about developing my own automated system for data
collection.
Figure 4.18: Typical trajectory of a 2.3µm silica particle moving in an untilted Bessel beam.
The particle is generally radially confined to the bright rings of the beam but can occasionally
hop between rings via thermally activated escape from the associated potential energy well.
4.8.1 Software considerations
I wrote a program in LabVIEW to carry out the task of automatically detecting particle
transitions. Images had to be re-sampled to ensure the Bessel beam appeared circularly
symmetric. This was due to the fact that the pixels on CCD cameras are rectangular in
shape, while computer pixels are generally square. It was then necessary to locate accurately
the centre of the beam. This could be done by either looking for the centre of circular
symmetry in the image near to the core, or by looking for the optical centre of mass of the
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core of the beam, which is generally by far the brightest object in the image. Occasionally,
imperfections in the image led to calculated beam centres that were several pixels away from
the real beam core. The program included an option for the user to manually define the
centre of the beam in the image, should neither of these two processes produce a satisfactory
result.
Once the location of the centre of the beam in the image had been successfully estab-
lished, the (x, y) position data for the particle’s trajectory produced by the tracker was
converted to produce a plot of radial displacement from the beam core. The radial position
plot produced by the particle shown in figure 4.18 is shown in figure 4.19.
Figure 4.19: Output of the LabVIEW program developed to identify particle transitions.
Here the radial position, relative to the core of the beam, of the particle shown in figure
4.18 is plotted as a function of frame number. The transition events are obvious and can be
identified easily by the computer.
The particles were not tightly trapped in the rings, and could move radially to a small
degree due to Brownian motion. As such the radial position plots appear similar to a signal
with a lot of noise. Despite this, the hopping events can be clearly identified as a sudden
shift in the mean radial position. Since the x-axis corresponds to the number of frames
that have passed in the video sequence and the frame rate is known, calculation of the time
between successive hops (the occupation time of a given ring) is trivial. This approach was
inspired by the a visit to Ron Vale’s group at the University of California at San Francisco,
where I saw the work of Arne Gennerich. He used a similar approach to isolate the measured
4.8. An experiment for studying particle dynamics in a zeroth-order Bessel
beam 117
stepping motion of dynein motor molecules from background noise and the Brownian motion
of the optically trapped beads used in his experiments [40].
4.8.2 Experimental challenges
At this point it is worth highlighting several issues that affected this project. Firstly, in his
paper McCann [39] was dealing with the same particle hopping back and forth between the
traps. This allowed a large data set to be constructed using the same particle. My system
was different, in that the particles hopped radially towards the core more often than they
hopped away from it. Over time they would therefore generally migrate towards the core of
the beam and were not likely to return to their starting position. Gathering hopping data
sets using the same particle required a method to return the particle to its original starting
position after a hopping event had occured. Initially I experimented with using a motorised
system. After a certain number of hops, a dual-axis x− y translation stage, driven by two
stepper-motors (Newport CMA-12PP), controlled through a custom LabVIEW program,
worked in conjunction with the tracker program to automatically return the particle to its
starting position. Unfortunately, the stepper motors I was using tended to bump the sample
stage up and down in z as they moved. This had the effect of moving the particle in and
out of focus in the captured image, and so continuous and reliable particle tracking became
difficult. The motors also struggled to consistently achieve the sub-micron accuracy required
in the re-positioning of the particle.
An alternative approach was to track a large number particles, leaving the camera run-
ning for long periods of time with a single sample and large field of view, recording particle
trajectories as they migrated towards the core of the beam. This approach was the simplest
to implement, but I found it to be flawed for several reasons. Firstly, as particles get closer
to the core, in an untilted beam the radial potential wells associated with each ring will get
progressively deeper (figure 4.15(a)). As a consequence, the rate of movement towards the
core decreases as the particles get nearer. Even in very low density samples this can result
in a traffic jam, with faster particles coming in from further out catching up with particles
that are trapped in the brighter inner rings. When particles get close to one another, they
motion of one particle can strongly influence another. This can be due to hydrodynamic
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coupling [41], electrostatic coupling [42, 43], optical coupling [44] (if they are suitably close)
or straightforward physical collisions. Under these circumstances, the dynamics become far
more complicated, and inter-ring transitions can no longer be assumed to be driven solely
by thermally activated escape. As can be seen in figure 4.20, because particles transition
rates slow down as they near the core and the rings get smaller, if the initial sample particle
density is sufficiently high, rings can get completely filled. When a given ring becomes heav-
ily populated, physical interactions between particles begin to play a critical role. Particles
coming in from further out in the Bessel beam can collide with these particles, transfer-
ring momentum and driving them over the potential energy barrier and into the next ring,
towards the core.
Figure 4.20: Five frames from a 30 minute video sequence. 2.3µm silica particles are il-
luminated by a Bessel beam. Over time, they migrate to the core, but as they approach
the brighter inner rings their rate of hopping slows. This results in a traffic jam effect.
Eventually, inner rings become completely filled and particles are squeezed over the inner
barrier due to interactions with particles approaching from further afield.
The second problem using this method arises from the imperfections in the experimental
beam. In the ideal case a Bessel beam has perfect circular symmetry. Experimentally
however, even a very carefully aligned Bessel beam can, upon close inspection, deviate
quite significantly from the ideal case. This can be due to operational imperfections in the
illuminating laser, imperfections in the axicon or any of the components in the optical train.
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Figure 4.21: (a) Transverse profile of a typical experimental Bessel beam. (b) Isometric
representation of the intensity profile, clearly showing azimuthal variations. The small-scale
structure is due to an imaging artifact.
Figure 4.21(a) shows a profile from the Bessel beam used in this work. It took a lot
of work to get the beam profile to this quality. In black and white the beam profile looks
like a convincing Bessel beam. An isometric profile (b) reveals in more detail the azimuthal
intensity variations that would be faced by our microscopic particles.
Particles moving in this distorted landscape can experience quite different potential
energy barriers depending on the azimuthal angle at which their inter-ring transitions occur.
As such, a statistical average of the particle hopping data could potentially lead to misleading
results.
Finally, the particles are not truly mono-disperse. To avoid complications due to slight
variations in particle size, it would be highly desirable to use a single particle and repeat
measurements.
4.8.3 Collecting hopping data over a limited azimuthal range
I returned to the development of a method to retrieve a single particle and place it repeatedly
at the same starting point. To this end I built a modified system, incorporating a separate
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conventional optical tweezers, as shown in figure 4.22.
Figure 4.22: Experimental set-up for quantifying particle transitions from a given ring.
The set-up is similar to that shown in figure 4.13 but has an additional optical tweezers
incorporated to allow the repeated repositioning of a chosen particle at a particular starting
point. This set-up generated untilted zeroth-order Bessel beams.
The laser power in the Bessel beam could be controlled by varying the current driving
the laser, however this was a crude method since changing the operating parameters of the
laser can result in a change in the characteristics of the output beam. In our case this
was highly undesirable, because since it is an interference pattern, slight fluctuations in the
Gaussian beam illuminating the axicon can produce dramatic changes in the Bessel beam’s
profile. To solve this problem I placed a half wave plate and polarising beam-splitting cube
immediately after the laser. This had the dual benefits of allowing precise control over the
power in the Bessel beam without altering the operating characteristics of the laser as well as
allowing us to potentially run another experiment off the same laser. I used this additional
beam to feed the optical tweezers I added to the set-up.
It should be pointed out that the optical tweezers beam could, in principle, have been
controlled by a computer using an SLM or AOD, leading to a fully-automated data collection
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system. In this case the trap was re-positioned manually, necessitating relatively modest
data set sizes compared with those produced by McCann. I choose to measure transitions
from the fifth ring in the beam. The tweezers were used to retrieve a particle and move it to
a particular point in the ring where it was then released. The particle was then monitored
until it made a transition to an adjacent ring. The time between release and transition
was then recorded. Because this beam was untilted, there was a significant chance that
the particle would hop away from the core, rather than towards it. I measured particle
transition times for four different Bessel beam laser powers: 50mW; 100mW; 150mW and
200mW, with powers measured just before the final lens in the optical train (figure 4.22).
By always returning the particle to the same starting position, the azimuthal section of
the beam through which the particle moved was limited, reducing the impact of azimuthal
intensity variations.
4.8.4 Experimental results
The data I obtained from this experiment is presented via a series of four histograms in
figure 4.23. It can be seen that in each case the number of particles hopping in towards the
core is greater than the number of particles hopping away, although in no case is the latter
close to zero. This observation compares well qualitatively with the shape of the radial
potential energy predicted by our model (figure 4.15(b)). As laser power is increased, the
distribution of transition times broadens, as one might expect, since the potential energy
wells will deepen, and energy barriers will be harder for the particles to overcome.
Interestingly, the distributions are very similar to those presented by Simon and Libch-
aber in their paper Escape and Synchronization of a Brownian Particle [45]. They studied
the transitions of a particle between two closely located optical traps, in a manner similar
to the later work by McCann et al. [39].
4.8.5 Further experimental considerations
When comparing the movement of particles within the Bessel beam to the work done by
McCann, it is important to note that the Bessel beam offers a very useful simplification.
McCann had to worry about movement of the particles along the direction of propagation of
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Figure 4.23: Four histograms showing transitions from the fifth ring of a Bessel beam
for four total beam powers: (a) 50mW, (b) 100mW, (c) 150mW and (d) 200mW. Green
bars represents transitions towards the core (into the fourth ring), while red bars represent
transitions away from the core. Each of the four plots represents 200 recorded transitions,
and the bin width is 10 seconds. As power is increased, the distributions broadened, which
is consistent with the deepening potential energy wells.
his two trapping beams, as movement along this direction would result in them experiencing
a different optical potential landscape with regard to the (x, y) plane. In our experiment,
the propagation distance of the Bessel beam was several millimetres in length and far, far
larger than the typical particle movement in z. As such, any changes in the optical potential
due to the thermally induced vertical movement of our particles would be negligible. While
staying close to the substrate helped to ensure our context remained two-dimensional, it also
introduced a number of critical problems. Firstly, interaction with the substrate can lead to
friction as particles slide across the surface, influencing their motion. In samples that have
not been preventatively treated, spherical particles can easily adhere to the glass surface.
This can be due to electrostatic attraction if the particles and/or substrate are charged,
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straightforward Van der Waals forces if both the particles and the substrate are clean, or
due to the presence of unwanted foreign material in the sample, particularly organics.
Of equal importance is the effect of proximity to a surface on the hydrodynamics of the
sphere. Ideally, we would like to model the drag force on the sphere using Stokes drag:
~FD = −6πµRd~r
dt
(4.22)
where R is the particle radius and the particle is moving with velocity d~r/dt. Unfortunately,
as discussed in Chapter 3, this simple relationship starts to break down as a particle nears
a surface. From Happel [46, 47]
~FDC = −6πµRd~r
dt
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In order for us to be able to apply this equation effectively it is necessary to have a clear
idea of the separation distance D between the particle core and the substrate surface. We
could assume that our particles lie on the bottom of the sample cell due to gravity, and set
D ≈ R, however equation 4.23 is asymptotic as D → R and a meaningful interpretation
becomes extremely difficult. Additionally, the correction does not take account of friction
or other forms of coupling between the particles and the substrate, with which they are
frequently in direct contact.
Methods exist to combat the problem of being close to a surface. The degree of particle
adhesion can be reduced by properly cleaning the slides and adding a surfactant to the
solution, however both the problem of direct interaction with the surface and the effect of
the surface on the hydrodynamics can be resolved by forcing the particles away from the
surface.
One method that can achieve this is known as electrostatic clamping [48]. By applying a
uniform charge to the surface and a similarly signed charge to the surface of the particle(s)
under scrutiny, the electrostatic repulsion can be enough to push particles far enough away
from the surface so that the hydrodynamics revert to the Stokes regime. By similarly
charging the upper surface of the sample chamber and carefully controlling the thickness
4.9. Particle sorting 124
of the sample, the suspended charged particles can be tightly bound in a two-dimensional
plane parallel to the two charged surfaces.
To properly study our model thermodynamic system, it would have been necessary to
implement these procedures. At this point however, the project took a different direction.
From the ray optics model described in section 4.6.1, we discovered that the shape of the po-
tential energy landscape experienced by a particle for a given Bessel beam depends strongly
on the particle’s size. It occurred to us that the Bessel beam may offer a viable context for
optical sorting, and my focus switched to pursuing this line of investigation.
4.9 Particle sorting
As discussed in Chapter 1, prior to these studies our research group had undertaken research
into optical sorting [49]. Our interest in optical sorting led us to raise the question: could the
observed particle dynamics in the Bessel beam be harnessed to spatially separate colloidal
particles? We began by experimenting with silica particles of varying diameter. Using 5µm
and 2.3µm diameter silica spheres, we quickly observed behaviour that we thought might
lead to a new form of optical sorting, shown in figure 4.24.
Figure 4.24: Particle trajectories showing the behaviour of 2.3µm and 5.0µm silica particles
in a Bessel beam. The 2.3µm particles have a diameter slightly smaller than the ring
thickness and on short timescales are confined to move azimuthally around the rings. The
larger 5.0µm particles are observed to migrate into the core of the beam.
4.9. Particle sorting 125
The thickness of the Bessel beam rings (defined as the distance between adjacent radial
intensity minima) was chosen so that it was slightly larger than the smaller of the two particle
species (2.3µm), yet smaller than the diameter of the larger 5.0µm particles. For the smaller
particles, the potential energy landscape that they experienced had a structure that retained
the same spatial characteristics as the intensity profile of the Bessel beam (figure 4.15). The
larger particles however experience a radically different potential energy landscape, with a
radial potential energy curve that by comparison resembled a smoothed-out ramp, with its
minimum located at the core of the Bessel beam (figure 4.25).
Figure 4.25: Radial force and potential energy curves for a 5.0µm silica particle moving in
a Bessel beam (radial intensity profile also shown). The potential energy curve does not
exhibit the oscillations shown by the equivalent curve for a 2.3µm particle in figure 4.15,
explaining the difference in behaviour of the two particle sizes.
The net result was that the smaller particles became radially trapped in the individual
rings, while the 5µm particles cruised into the beam core. For modest beam powers the
2.3µm particles can still migrate to the core via hopping (as discussed in section 4.5.3),
however the typical timescales for the thermally activated escape from a given ring, which
are of the order of minutes (figure 4.23) are much longer than the times taken for the 5µm
particles to cruise to the core. For a 200mW Bessel beam 5.0µm particles typically take less
than ten seconds to travel from the fifth ring to the beam core. The rate at which the larger
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particle cruise into the core is a function of the total power in the Bessel beam. As total
beam power is increased, the well deepens and the gradient of the potential energy curve
increases, resulting in faster movement to the core for larger particles.
CAMERA
IRLASER
MICROSCOPE
OBJECTIVE
SAMPLE STAGE
AXICON
IR FILTER
DIELECTRIC
MIRROR
LENS
LENS
COLLIMATION
OPTICS
COMPUTER
Figure 4.26: Illustration of the set-up used for sorting particles using a Bessel beam. An
untilted beam was used for all sorting experiments. The set-up is similar to that shown in
figure 4.13, the only difference being that the beam illuminating the axicon was properly
collimated.
4.9.1 Sorting human blood cells
Having successfully separated particles of different size with the Bessel beam, our interest
turned to biological cells, which can vary in size, composition and shape. Optical sorting of
biological specimens has emerged in recent years as a potential alternative to traditional cell
sorting techniques. We immediately observed interesting results using human blood cells:
lymphocytes and erythrocytes. These results were reported in the 2005 paper Light-induced
cell separation in a tailored optical landscape [50]. A follow-up paper, Optical separation of
cell populations in a Bessel beam [51], provides more detail and extends the investigation to
a broader range of cell types.
Suspended in culture medium (RPMI 1640 supplemented with 10% fecal calf serum),
both types of cell quickly settled at the bottom of the sample cell. When lying on the
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substrate, the erythrocytes, which have a biconcave disc-like structure, tended to settle
on their flat sides. In this orientation they generally had a slightly greater cross-sectional
profile exposed to the Bessel beam than the lymphocytes, which retained a more spherical
structure.
Figure 4.27: Image of a lymphocyte and several erythrocytes produced using a scanning
electron microscope [52]. The difference in shape between the approximately spherical lym-
phocyte and the bi-concave discs of the erythrocytes is obvious.
Detailed studies of their behaviour in an optical trapping scenario have been conducted
by Grover et al. [53]. They modelled the optical forces on an erythrocyte by calculating
the force due to each area element and integrating over the cell’s biconcave surface. They
conclude that the stable configurations for an erythrocyte occur when the cell is aligned
with its long axis parallel to the direction of propagation of the trapping beam.
In our system, the erythrocytes all began the experiments lying flat on the floor of the
sample chamber. They migrated slowly towards the core, until they reached a ring where
the light intensity exceeded a certain threshold, where the radiation pressure was sufficient
to facilitate rotation (figure 4.28).
When aligned vertically, the erythrocytes, which have a thickness of approximately 2µm,
behaved in a manner similar to the 2.3µm silica particles discussed previously and became
radially trapped. Unlike the 2.3µm spheres however, we did not observe the erythrocytes
to hop between adjacent rings. I attribute this to the fact that their far larger surface area
(approximately 12 times greater than a 2.3µm sphere in cross-section) and correspondingly
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Figure 4.28: Initially, erythrocytes at a distance from the centre of the beam lie flat on
the bottom of the cell (1). They migrate inwards, and begin to align when they reach a
sufficiently bright ring (3). When they are fully aligned in a vertical configuration, they
become radially trapped and cannot move into the core of the beam (4).
larger drag would make a hopping event in an observable time frame unlikely.
The lymphocytes, which retain their approximately spherical shape in the Bessel beam,
were observed to cruise into the core, with their average speed, like the 5.0µm spheres,
observed to increase with increasing total beam power. As shown in figure 4.26 the beam
illuminated the sample from below. Lymphocytes that reached the core were guided verti-
cally and we were able to successfully extract them from the top of the beam chamber using
a capillary tube (figure 4.29(f)). Other methods of extraction were proposed but to date
this is the only method that has been successfully realised.
4.9.2 Separation of cells by tagging with dielectric spheres
Lymphocytes and erythrocytes are easy to sort because of their radically different shapes.
Not all cell species differ in shape so wildly, and we found that cells which are similar in
size and shape cannot be sorted effectively using the Bessel beam [51], even if they differ
otherwise in their intrinsic optical properties. An effective workaround is to add dielectric
spheres coated in a specific antibody, chosen so that they attach preferentially to a specific
cell type. The cells of interest can then be removed from the mixed population using the
Bessel beam. This approach is similar to the MACS magnetic sorting system discussed in
Chapter 1, and carries the same disadvantages.
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Figure 4.29: Image sequence showing bi-convex disc-like erythrocytes aligning with the rings
of a Bessel beam and becoming radially trapped. Lymphocytes, which are more spherical
in shape, cruise into the core of the beam, where they are guided vertically.
4.10 Modelling the size dependence
To fully understand our sorting mechanism, I continued studying the behaviour of different
sizes of silica spheres in the Bessel beam. The ray-optics model was extended to calculate
radial force and potential as a function of sphere size. This produced some interesting and
unexpected results. Fortunately, the qualitative conclusions that can be drawn from the
model have been observed experimenatally in the laboratory.
4.10.1 Partial trapping between rings
While studying cell sorting, there was always a small distribution of sizes for any given
species of cell. Occasionally, we observed that cells appeared to become trapped between
two rings. Later studies using silica spheres demonstrated the same phenomenon. This
behaviour was, at the time, quite unexpected and a serious concern for us as the reliability
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of the sorting process could be compromised if intermediate trapping regimes existed for
large particles at distance from the core.
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Figure 4.30: This diagram shows qualitatively why we see equilibrium points in the Bessel
beam that do not correlate directly to local intensity maxima. In our beam, a 5µm particle
can be trapped stably between two rings (1). Because light illuminating the extreme edge
of the particle is most strongly bent, a small displacement results in a restoring force (2).
Larger (6.84µm) particles are trapped in an offset position in the beam core (3) due to
the fact that momentum transfer due to light from the core of the beam is balanced by
light from the ring illuminating the edge of the particle, which although less intense is more
strongly deflected.
The desire to explain these observed intermediate radial trapping configurations was a
key motivation for the development of a computer model of the system. Figure 4.25 shows
the calculated radial force and potential energy profiles for a 5µm particle. At a radial
distance of 17µm a close-up of the potential energy plot (figure 4.31) reveals that there
is a shallow potential energy well located mid-way between two of the rings. Despite the
fact that the energy barrier preventing movement into the core is not high (relative to the
wells experienced by particles smaller than the ring thickness - figure 4.15), it should be
noted that particles as large as 5µm can experience significant viscous damping and their
Brownian motion is comparatively subdued. Large particles that become trapped in these
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Figure 4.31: Close-up of the radial potential energy curve for a 5µm silica sphere in a Bessel
beam. At approximately 17µm from the core a shallow potential energy well can be found.
Large particles can become radially trapped in these intermediate equilibrium points.
shallow wells can therefore be observed to stay there for a considerable time before escaping
and cruising into the beam core. I have observed 5.0µm particles to remain radially trapped
for over 10 minutes in these inter-ring energy minima.
Intuitively, for high-index dielectric spheres, one may expect the locations of the potential
energy minima to correlate closely with the positions of maximum optical intensity, that is,
the centres of the rings. The mechanism responsible for the inter-ring equilibrium positions
is however not difficult to understand. It stems from the fact that light illuminating the edge
of a large particle results in a larger transfer of lateral momentum than light illuminating
the centre of the particle, as illustrated in figure 4.30(2).
The possibility of the larger of the two species of particles getting trapped in these inter-
ring energy wells is a serious concern for a sorting regime that relies on the larger particles
cruising into the core of the Bessel beam uninhibited. Fortunately, our computer model can
help us to avoid this problem. By plotting a two-dimensional colourmap of the radial force
and potential energy with the transverse particle position plotted against particle radius,
we can characterise our system.
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Figure 4.32: Trajectory of a 5.0µm silica sphere caught in an intermediate trap. The sphere
has a larger radial range than the radially trapped 2.3µm particles of figure 4.18, which is
due to the comparatively broad, shallow nature of the potential well (figure 4.31).
4.10.2 Overview of the predicted radial force
From figure 4.33, for a given Bessel beam we can identify particle size regimes that will lead
to radial trapping in the rings of the beam, away from the core. Local potential energy
minima are generally difficult to spot in this colourmap (figure 4.33(c)) due to the fact
that most of the wells associated with ring and inter-ring equilibrium points are shallow
compared with the depth of the well associated with the beam core. It is much easier to
analyse figure 4.33(a), the radial force colourmap. I have coloured this plot so that yellow
represents regions of near-zero force. These correspond to equilibrium points in the potential
energy landscape for a given particle size. Red regions in the plot correspond to zones of
positive radial force, that is, zones where the optical forces construe to push particles away
from the beam core. These constitute potential energy barriers, and the yellow areas to the
right of these red regions correspond to stable equilibrium positions. We can see that for our
chosen beam parameters, 2.3µm-diameter particles (1.15µm radius in the plot) experience
a corrugated potential energy landscape. They can only reach the beam core by thermal
escape from each potential energy well, hopping over each of the regions of positive (red)
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Figure 4.33: (a) Colourmap showing the radial force on silica spheres as a function of particle
size and radial position in the Bessel beam. (b) Radial intensity profile of the Bessel beam.
(c) Corresponding potential energy colourmap.
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force. We can see that 5.0µm particles (2.5µm radius) have no positive radial force regions
associated with the rings near the core. Here we would expect them to cruise uninhibited
into the middle of the beam. 17µm from the core however we can see the small positive
force regime illustrated in figure 4.25.
To sort two particles of different size, we want to choose our beam parameters so that the
smaller of the two species is confronted with a large number of zones of positive radial force
that prevent it from reaching the core of the beam, while the larger species can cruise freely.
Our computational model allows us to work backwards and establish the beam parameters
that would enable optimum separation of the two species.
4.10.3 Offset core equilibrium points
In figure 4.33(a) small regions of positive force (red) can clearly be seen located along the
vertical (particle radius) axis. Our model predicts that particles in these size regimes will
have stable equilibrium positions that are offset laterally from the core of the beam. Initially,
this result surprised us, but we were quickly able to verify that experimentally that offset
central equilibrium positions did indeed exist for certain sphere sizes. In figure 4.33(a), for
a particle with a radius of 3.42µm a zone of red positive radial force can be seen near to the
beam core. The individual radial force and potential energy plots are shown in figure 4.34.
Figure 4.35 shows results of video tracking the 6.84µm-diameter silica sphere. This
trajectory represents a video sequence that lasted over 10 minutes. It is clear that the
sphere was stably trapped in an off-centre configuration.
Figure 4.36 shows the force colourmap produced by our ray optics model for the region
of the beam near to the core, with the particle radii range extended to 30µm. The red zones
of positive radial force, corresponding to offset central equilibrium points, can be seen to
repeat with a periodicity in the particle radius approximately equal to the ring spacing of
the Bessel beam. This is intuitive, since if the particle’s radius increases by a typical ring
spacing, it will again come into a regime where an extreme edge of the particle is illuminated
by a ring.
4.10.4 Effect of refractive index difference
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Figure 4.34: Radial force and potential energy curves for a 6.84µm silica sphere in a Bessel
beam. Notice the fact that at a radial displacement of zero the radial force is positive and
the potential energy curve has an unstable equilibrium point.
Figure 4.35: Trajectory of a 6.84µm silica particle stably trapped in an offset core equilibrium
position. This trajectory represents a video sequence that was over 10 minutes long.
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Figure 4.36: Radial force colourmap for sphere radii ranging from 0 to 30µm, close to the
beam core. Positive force regimes repeat with a spatial periodicity equivalent to the typical
ring spacing of the Bessel beam.
Figure 4.37: Increasing the refractive index to that of polystyrene (n = 1.55) has little effect
on the shape of the force colourmap, although the overall magnitude of the forces increase.
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As can be seen from figure 4.37, increasing the refractive index of the sphere in our model
to that of polystyrene (n = 1.55) has a negligible effect on the shape of the colourmap
when compared with the force colourmap for silica particles (figure 4.33). As refractive
index increases the zones of positive radial force become slightly larger, however in general
for similarly sized spheres the radial forces and associated potential energy landscapes they
experience retain very similar shapes. This is consistent with the findings of Papagiakoumou
et al. [51], in which cells of different composition (refractive index) but similar size and shape
were different were found to behave similarly for a given Bessel beam.
4.11 Conclusion
I have verified claims made in the earlier work of Tatarkova et al. [27], observing the directed
Brownian transport of microscopic particles by using a tilted Bessel beam, where the tilt
was generated by longitudinal displacement of one of the collimation lenses. I observed
experimentally that explicit tilt in the transverse intensity profile is not actually required
for net particle migration towards the beam core. To prove this, I developed a ray-optics
model based on previous work by Karen Volke-Sepulveda which turned out to be very
effective, correctly predicting all the observed behaviour of particles in my system.
Based on this work, it was found that Bessel beams could be used to sort silica spheres
by size. This differential behaviour is entirely consistent with the ray-optics model. Later,
my colleagues and I were able to demonstrate the successful sorting of biological cells using
a Bessel beam. This was the first reported case of passive optical sorting that did not
require an applied fluid flow. We had particular success sorting human blood cells with this
approach, due largely to the radically different shapes of erythrocytes and lymphocytes.
4.12 Future work
The work presented in this chapter charts a journey that began with an attempt to create
a model thermodynamic system, based around a washboard potential, and ended with
the successful demonstration for a new method for the static, passive optical sorting of
4.12. Future work 139
microscopic particles.
Work is ongoing on a computational model to back up experiemental evidence that tilted
Bessel beams can be generated by varying the divergence of the Gaussian beam illuminating
the back of the axicon, and this will be complemented with a more detailed experimental
analysis.
It would be satisfying to complete the early study of particle dynamics on an optical
washboard potential in rigorous detail. This could perhaps be realised using a tilted Bessel
beam or by using optical landscapes generated using other means, such as with an SLM. For
a full and comprehensive study, a completely automated system would have to be finished
to allow the collection of large data sets. Tightly controlled electrostatic clamping should be
used to limit the effects of proximity to the sample walls. If a Bessel beam is to be used, the
highest possible quality optics should be used to ensure that the beam’s transverse intensity
profile is circularly symmetric and is completely independent of azimuthal variations.
It is interesting that our ray-optics correctly predicts the general behaviour of particles
in a size regime where it is not strictly appropriate. This phenomenon deserves further
investigation, and work is currently underway comparing the predictions of the ray optics
model with those obtained from more rigorous calculations.
The optical sorting work could progress principally in two directions. Firstly, it would be
interesting to look at how a static optical sorting configuration could be incorporated into a
microfluidic lab-on-a-chip environment. Secondly, the system described in this chapter uses
a fixed arrangement that can produce only one type of Bessel beam. For a truly dynamic
sorting system, able to sort two arbitrary particle species, reconfigurability is required. It
may be possible to achieve this with hard optics using the method described by Vaicaitis [9]
or by replacing part of the optical train with a re-configurable device such as an SLM. In
fact, if a device such as an SLM were to be used one is no longer restricted to using circularly
symmetric landscapes to enable sorting, and I explore this concept in the next chapter.
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Chapter 5
Optical Sorting and
Micromanipulation Using
Re-configurable Optical Devices
5.1 Introduction
In this chapter I review progress that I have made in optical sorting using re-configurable
devices. The most impressive results were obtained using an acousto-optic deflector (AOD).
I begin this chapter by looking at the principles that underlie typical AOD design and
operation, before going on to describe our own implementation of the technology. I discuss
how we have recently employed an AOD in a new technique for optical sorting. I then
compare these results with an attempt to conduct a similar experiment using a spatial light
modulator (SLM), a reconfigurable device that has already been discussed extensively in
chapter 2. Finally, I describe how I used an SLM to create landscapes for static optical
sorting.
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Figure 5.1: Illustration of a typical acousto-optic deflector or Bragg cell. Key components
include:(A) acoustic absorber, (B) TeO2 crystal, (C) piezoelectric transducer, (D) RF volt-
age driver. For optimum power transmission into the first diffraction order (1d), the angle
of incidence α should be the Bragg angle.
5.2 Principles of acousto-optic deflector design
The experimental work presented in this chapter was carried out using a dual-axis NEOS
45035-3 acousto-optic deflector. A single-axis acousto-optic deflector, sometimes referred
to as a Bragg cell, is a relatively simple device and an illustration of a typical design is
shown in figure 5.1. Our dual-axis device is composed of two of these units in an orthogonal
arrangement. A Bragg cell consists of a crystal, in this case tellurium dioxide (TeO2),
manufactured with a piezo-electric transducer mounted at one face and an acoustic absorber
on the opposite face. Each piezo-electric transducer is driven with an oscillating RF voltage
signal produced by a dedicated driver unit. To get optimum transmission, the crystal should
be aligned at a slight angle, α, to the incoming beam.
α =
λ0f
2nv
(5.1)
where α is the Bragg angle, n is the refractive index of TeO2, λ0 is the wavelength of
light in vacuum, v is the acoustic velocity and f is the applied RF frequency. It is also
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important to ensure the incident beam has the correct polarisation incident upon the AOD.
The piezo-electric transducer produces an ultrasonic acoustic wave that causes a periodic
refractive index modulation in the crystal, and it behaves like a diffraction grating. Because
the acoustic wave is a propagating wave, the transmitted light is Doppler shifted. For our
applications, the Doppler shift is negligible.
Our NEOS device allows only control over the frequency of the acoustic wave, although it
should be noted that some other commercially available devices offer simultaneous amplitude
control (modulating the amplitude of the acoustic wave in the crystal varies the proportion
of incident light that is diffracted into the first order). It is the frequency of the acoustic
wave (and therefore the spacing of the grating) which determines the spatial distribution
of the transmitted diffraction orders. As such, slowly varying the frequency of the acoustic
wave that propagates through the crystal will vary the angle α′ at which the first diffraction
order propagates. Generally, it is this first diffraction order that is of interest for AOD
beam-steering applications in optical trapping. By combining two orthogonal AOD units
in immediate succession in the optical train, it is possible to construct an optical trapping
system that allows rapid steering of a conventional optical trap in two dimensions.
AODs are well-suited to a variety of optical trapping applications because they have
very fast response times. A single beam can be rapidly scanned between multiple trapping
sites. As with the time-sharing holographic optical tweezers discussed in chapter 2, arrays
of particles can be trapped if the rate at which the beam revisits each trap site is such
that particles do not have time to diffuse away from the trap, due to the combination of
gravity and Brownian motion. The fast scanning afforded by AOD systems has been used to
simultaneously trap large arrays of particles [1, 2, 3]. The flexibility offered by AOD-based
optical tweezers, coupled with the particle dynamics associated with the Gaussian spot
traps they create, has resulted in them becoming a popular tool in the biological sciences,
particularly in the study of single molecules [4]. Along with my colleague, Daniel Rhodes,
I built a complete computer-controlled AOD tweezers system. In the next section I review
our set-up and the software I developed to control it, before going on to discuss some novel
applications that we realised along the way.
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5.3 Constructing an AOD-based optical tweezers
A diagram (not to scale) of the rig we constructed is shown in figure 5.2. Essentially, our
NEOS dual-axis AOD was incorporated into a standard optical tweezers set-up. A system
of appropriate lenses and steering mirrors ensured that the AOD device was conjugate to
the back aperture of a x100 oil immersion microscope objective. The same objective also
served to image the particles in the focal plane onto the surface of a CCD camera.
Figure 5.2: Diagram of set-up. An AOD was incorporated into a standard optical tweezers
system. A pair of lenses, C1 (f=150mm) allowed conjugate mirror (M1) beam steering.
C2’ (f=250mm) and C2 (f=75mm) increased the angle of the deflection of the beam in the
sample plane, enabling manipulation over a larger area.
Expansion optics produced a collimated Gaussian beam that had a width of 3mm, the
diameter of the entrance aperture of our NEOS device. The lenses after the AOD acted to
increase the angle over which the beam could be deflected. A key issue with this design was
that we did not overfill the back aperture of our microscope objective. This reduced the
axial trapping strength of our system. With this arrangement, we could not realise three-
dimensional trapping, however as we will see this approach did bring some other important
advantages. An additional and perhaps more significant disadvantage with this design is
that our trapping spot was slightly larger than one might normally expect for an optical
trap: approximately 2.5µm in diameter for a 1064nm beam.
The NEOS 45035-3 AOD system was controlled through two separate driving units,
producing the RF signals that drove the piezoelectric transducers on the respective crystals.
The frequency of the modulated signal was controlled by means of two DC voltage reference
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input signals. Initially, we used a National Instruments PCI-6221 digital-to-analogue card
to create this reference voltage, with the values generated by a custom LabVIEW program.
For the majority of optical trapping applications it is desirable to have a trapping beam
whose power remains constant as it is moved around in the field of view. Typically, as the
first diffraction order moves away from the Bragg angle, the transmitted intensity will drop.
This effect can be reduced through the choice of lenses after the AOD. In our set-up, the
variation of transmitted beam power over the field of view was negligible. In cases where
the variation of transmitted power with deflection angle is significant, the system can be
calibrated to ensure that the power in the optical trap remains constant as it is laterally
displaced.
For all of the work presented in this chapter we used a NEOS AOD, and as mentioned
this device did not allow direct modulation of the transmitted beam power. This forced us
to develop an alternative method for controlling the power of the trapping beam. Our initial
strategy was to vary the time that the beam spent at a given location. In the end this turned
out to be an effective solution for our technically undemanding applications. We developed
this solution independently, however it should be noted that other researchers have also
used the same approach to modulate power in optical traps [5, 1].
5.4 Development of an interactive computer-controlled
optical tweezers system
With a simple yet effective experimental set-up in place, I was charged with the task of
developing the software required to control the system. I developed a suite of LabVIEW
programs that allow the user to control the system through a variety of computer interfaces.
In this section I provide a brief overview of how this software has been implemented.
This program enables the user to control the position of an optical trap in the field of
view of the microscope objective using a computer mouse. The computer uses a National
Instruments IMAQ PCI card to capture video directly from a CCD camera. 640× 420 8-bit
grayscale images are displayed on the computer screen at a rate of 25 frames per second.
The image is positioned at a specific location on the screen (figure 5.3). Because the CCD
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image’s position on the screen is fixed, the screen pixel coordinates of the mouse pointer as it
hovers above the image can be mapped directly to a real-world location in the image plane.
The program samples the mouse position at a user-defined rate. Each sample provides a
pair of pixel coordinates, (xmp, ymp). These values are converted to two DC voltage signals
by the NI PCI 6221 card. This device is designed primarily for data acquisition, but it also
has two digital-to-analogue output channels which can be used to control the two drivers
for the AOD device.
Figure 5.3: The interface for my mouse-controlled tweezer program. By clicking and drag-
ging on the video screen, users can position multiple traps. The buttons on the control
panel allow calibration of the system.
If the user holds down the left mouse button, the system responds by positioning the trapping
beam in the focal plane at the location that corresponds to the position of the mouse overlaid
on the video display. Releasing the left mouse button will result in the program relocating
the beam to an off-screen intensity null position. If the user holds down the right mouse
button before releasing the left mouse button, a fixed trap will be left at that point. Should
the user subsequently press the left button again, a second trap is created. The x and y
signals produced by the PCI card will then oscillate between the new mouse position and
the established fixed trap. New traps can be added in this way indefinitely, which facilitates
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the piece-by-piece construction of complex two-dimensional trapped structures. The rate at
which the beam scans between multiple trap sites is a parameter that can be defined on the
program’s front panel.
It is possible that the user may want to change or alter the distribution of trap sites after
they have been formed. Holding down the shift key on the keyboard triggers a feature of
the program that allows the user to select an existing trap site in the array and move it to
a new location using the mouse as before. Trap sites are selected by drawing a box around
them on the image. Selecting more than one trap site in this mode causes them to move as
a complete unit. Pressing the delete key while the shift key is held down causes the selected
traps to be removed from the distribution.
For some applications it may be useful to move two traps simultaneously. Because
Microsoft Windows places severe constraints on using more than one mouse simultaneously,
the program supports joysticks for this operation. While this software does not do anything
that has not been done elsewhere already, and I myself have yet to implement it in any
original scientific research, it is my hope that as a tool it may enable my colleagues to carry
out exciting experiments in the future.
5.5 Generation of two-dimensional optical landscapes
Scanning AOD-based tweezers have been used to create two-dimensional distributions of
traps [1, 2, 3]. In all of these cases, the distributions consisted of discrete, well separated
optical traps. We decided to explore the possibility of using an AOD to raster-scan the laser
beam to draw out continuous images, in a manner analogous to a traditional TV tube. I
developed a software package, again using LabVIEW, that enables the AOD to carry out
this task. The program takes as input an 8-bit grayscale bitmap image, which can be created
using a standard graphics package.
The program uses the image to create two one-dimensional data arrays which are equal
in length and contain the x and y positional data for the laser beam. Figure 5.4 shows how
the program operates. As discussed, running the NEOS AOD system means that we do
not have direct amplitude control. We simulate amplitude control by varying the time that
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Figure 5.4: Overview of the system for drawing a 2D image with an AOD. (A) As input
my program takes an arbitrary 8-bit grayscale image. (B) The program analyses the image,
one line at a time. The direction in which the image is scanned (primary (1) and secondary
(2) axis) is user-defined. (C) Each line is converted to two one-dimensional arrays of laser
position coordinates, with each pair of (x, y) coordinates repeated a number of times, the
number proportional to the brightness of the pixel in the original image. (D) These digital
waveforms are fed to two digital-to-analogue output channels. (E) The two signals control
the two orthogonal elements of the AOD. (F) A representation of the original image, drawn
out by the laser beam.
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Figure 5.5: Sequence of images showing the scanning effect in action. With the application
of a simple linear graded landscape (a), we would normally expect the particles to move
vertically to the region of highest intensity. Instead, they were rapidly blown to the top
right corner of the pattern (b) and (c) due to the scanning motion of the beam.
the beam is held at a particular optical pixel. For instance, in a 256-grayscale level input
image, a white pixel with a grayscale value of 255 would have both of its x and y coordinates
repeated 255 times in the two arrays respectively. With this approach we can scan out an
image with the laser beam that appears to have similar grayscale depth to the input image.
For reasons that will be explained later, we did not overfill the back aperture of our mi-
croscope objective, however if necessary this could easily be achieved by slight modifications
to the system. In the focal plane, the laser spot had a diameter of approximately 2.5µm.
This was larger than the pixel spacing in our images and is the main reason why we are able
to produce effectively continuous images rather than an array of discrete, intense spots.
5.5.1 The scanning effect
We began studying particle behaviour in our new system by experimenting with some simple
patterns. One of the first patterns we employed was a simple graded box, and is shown in
figure 5.5(a). Instead of drifting upwards towards the top of the image as we might expect,
the particles were rapidly blown towards the top right-hand corner of the illuminated region,
where they remained trapped.
I determined that this unusual motion was in fact due to the raster scanning motion
of the laser beam (the sense of the scan is indicated in figure 5.5(a)). The raster scanning
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Figure 5.6: A 10 × 10 drawn out in a raster scan fashion, beginning at the bottom left
corner. Notice that the large movement of the beam from the end point back to the starting
position causes a significant perturbation to the array.
acts to deflect particles diagonally across the image. Obviously, if I was to get particles to
respond in the desired manner to the applied intensity distribution, I had to find a way to
neutralise this diagonal motion.
5.5.2 Resolving the scanning effect
Because the scanning effect arises due to the sequential and directional nature of the raster
scan, a possible method to counter the effect would be to randomize the order in which the
pixels are drawn out by the laser. This works in principle, however in reality it results in too
many large, rapid changes in the AOD driver signal, which seriously impedes performance
due to the finite rise-time of various components of the system.
Figure 5.6 shows what happens when a 10× 10 array of traps is scanned using a normal
scanning mode. Here I have scanned the beam, beginning at the bottom left corner and
ending at the top right corner. The beam then moves back to the starting position, and
this large displacement produces a noticeable perturbation in the bottom left hand corner of
the grid. This perturbation appears to be due to rise-time effects in the voltage-controlled
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Figure 5.7: Scanning the pattern in a random pattern enhances the impact of the limited
response time of some of the system’s components. The effect gets worse as scan rate
increases.
oscillator that generates the RF driving signal.
Figure 5.7 shows what happens if the scan order is randomised. Randomising the order
of scan sites increases the number of large-angle changes in beam position. At slow refresh
speeds (a), the effect is manageable. At the refresh speeds required for optical trapping
applications, (b) and (c), these effects completely destroy the optical distribution.
The system seems to work best when the distance (angle) between consecutive points in
the scanning order is minimised. I found that I could effectively remove the scanning effect
by running the raster scan in reverse every second frame. Figure 5.8 shows the 30× 30 grid
when run in this mode. The perturbation in the bottom left corner has been removed. If
the image is scanned at a suitably fast rate, potential ratcheting effects can be avoided and
colloidal particles do appear to behave as if it is a continuous distribution. For the work
presented here, we used a standard scanning rate of 100Hz. Having established that AODs
could be used to generate optical landscapes in which the particles behaved as if they were
both spatially and temporally continuous, it then became a question of exploring patterns
that we thought might produce interesting results.
5.6 Sorting silica microspheres by size
Through a combination of inspiration and luck I developed an optical landscape that has
proved to be very effective for sorting particles based on size. Various interpretations of
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Figure 5.8: Reversing the direction of scan every second frame effectively removes pertur-
bations associated with the rise-time of certain system components.
this basic optical structure, along with corresponding particle trajectory plots, are shown
below in figure 5.9. We discovered early on that flowing particles across a line with a graded
intensity seemed to produce a deflection that varied for particles of differing size. To ensure
that all particles experience the same optical landscape, it is desirable for the particles
to enter the landscape at a single injection point. To achieve this, I added an optical
funnel to the pattern. It should be noted that particles could in principle be funneled into a
narrow stream through appropriate microfluidics, however implementing this effect optically
allowed the simulation of a microfluidic flow through the use of a motorised translation stage,
simplifying the experiment considerably. The power of the beam used in these experiments
was measured to be approximately 400mW immediately after the AOD device.
Figures 5.9(A-E) show that the inclusion of tailored gaps between regions of constant
intensity in the exit ramp lead to sorting of particles into distinct parallel, laminar output
streams. Figure 5.9(E) shows the optimum pattern. The three gaps increase in size along
the ramp, having widths of 3, 4 and 5 pixels respectively. It is important to note that in
the real applied image, formed in the focal plane of the objective, the 2.5µm width of the
scanning spot means that the gaps are not true intensity nulls. Nevertheless, their presence
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Figure 5.9: A composite image showing the results of 5 successful experimental runs. Vari-
ations exist in the exit ramp: (A) no breaks between regions of constant intensity, (B)
equally-spaced (3 pixel) dips, (C) dips of increasing width (3,4 and 5 pixels), (D) gaps
(intensity nulls) of equal width and (E) gaps of increasing width. A sixth pattern of con-
stant intensity (F) was also used however it resulted in clogging, suggesting that decreasing
intensity along the optical ramp is required to allow larger particles to escape.
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Figure 5.10: Successful simultaneous optical fractionation of four different sizes of silica
microspheres.
along the exit ramp provides potential energy barriers that enhance the sorting process. I
experimented with an exit ramp of constant intensity (figure 5.9(F)). I found that without
the decreasing intensity gradient across the exit ramp, the larger particle species could not
escape the pattern and the system quickly became clogged.
Figure 5.10 shows results obtained using a polydisperse mixture containing four different
particle species, flowing over the same landscape as shown in figure 5.9(E). This figure repre-
sents the most successful experimental run that we have had to date. These results together
constitute the first experimental demonstration of the simultaneous optical fractionation of
a polydisperse mixture using a passive sorting system.
5.6.1 Sorting cells using an AOD
Having successfully sorted silica microspheres with at least 0.5µm particle-diameter resolu-
tion, our attention turned to sorting cells. We initially investigated human blood, as it is
easily available and is one of the most interesting potential applications for optical sorting.
I was also optimistic after our earlier success at sorting human blood cells using a Bessel
beam [6].
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Figure 5.11: Image showing a concept for a pattern that I thought might enable the sorting
of human erythrocytes and lymphocytes. The inset shows the bitmap that was fed to the
LabVIEW program. In this concept picture, the blood cells are flowing from right to left.
At point 1, they are bidisperse. They encounter the optical funnel, which guides all of the
cells into a tight channel (2). The erythrocytes align vertically. Cells flow in single file
until they reach point 3. The lymphocytes, which remain comparatively spherical, should
be diverted laterally by the bright exit channel, and will exit at point 4. The erythrocytes,
which are undeflected, pass through to point 5.
I developed several new patterns that I thought may enable the spatial separation of
blood cells in a microfluidic flow. One of my original concepts is shown in figure 5.11. In this
proposed scheme, a mixture of cells (1) is funneled into a central stream (2). The biconcave
erythrocytes should align vertically with the beam and pass straight through the junction
(3), exiting the pattern directly (5). Lymphocytes, which remain spherical and therefore
retain a larger cross-section as they flow through the pattern, should in principle be separated
out by the junction and exit the pattern spatially separated from the erythrocytes(4).
Unfortunately, although the cells generally behave as expected, at the beam powers
required to rotate the erythrocytes into a vertical configuration [7], I found that the ery-
throcytes were universally destroyed. Although we have not yet established exactly why the
erythrocytes do not survive passage through the system, it is clear from the video record-
ings that their outer membranes are ruptured during the process of flipping into the vertical
configuration. It is established that erythrocytes as a species are particularly vulnerable to
localised shear stresses on their outer membranes [8]. It seems likely that shearing due to a
combination of the rapidly scanning beam and the applied fluid flow caused the membranes
to rupture. Trapping erythrocytes in a static beam of the same power (200mW) did not
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Figure 5.12: Image showing the complete annihilation of erythrocytes as they pass through
the optical structure.
appear to cause the same catastrophic damage, suggesting that shear stress may indeed
have been the cause of the cell failure. It is known that leukocytes can also suffer shear
flow trauma, however I did not observe the lymphocyte’s outer membranes to rupture in the
same dramatic way that the erythrocytes’ did. As such, it seems possible that this system
could potentially be used as a method of selective opticution, however detailed studies would
need to be carried out to establish that lymphocytes do indeed remain completely viable
after passing through the system and that they are not adversely affected by the presence
of debris from the terminated erythrocytes.
5.6.2 Optical chromatography due to the scanning effect
Soon after establishing the scanning effect (section 5.5.1), we realised that the influence of
the raster scan on a particle’s behaviour was itself a function of the particle’s size. This is
most easily demonstrated by creating a diagonal line trap with an intensity gradient that
opposes the direction of the two-dimensional raster scan. As can be seen in figure 5.13, with
no fluid flow applied particles of different size settle at different equilibrium points.
This size selectivity suggests a possible new method for static optical chromatography [9].
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Figure 5.13: Optical chromatography: raster-scanning the beam in a sense that opposes
the direction of an optical gradient results in stable equilibrium points for particles. The
locations of these equilibrium positions are a function of particle size.
Moreover, the size-dependence of the scanning effect could potentially be coupled with
appropriate patterns to create enhanced size-based optical sorting systems.
5.6.3 Generation of landscapes for sorting using an SLM
Although I successfully showed that particles can be sorted using a rapidly scanning acousto-
optic modulator, it is important to note that, in principle, the same two-dimensional patterns
could be made using a spatial light modulator. I decided to run a comparison between the
two devices. To do this I used a Holoeye SLM illuminated by a laser running at 780nm in a
typical holographic optical tweezers configuration, similar to the arrangement described in
Chapter 2. A representation of the optical distribution produced by the SLM in the sample
plane, obtained from light back-scattered by the microscope slide, is shown in figure 5.14.
It was our hope that the SLM might be able to sort erythrocytes and lymphocytes with-
out placing critical stress on either cell type, since the SLM creates continuous landscapes
without the need for a rapidly scanning, comparatively intense Gaussian beam.
Unfortunately, I found that when passing mixtures of silica spheres through the system,
I was unable to recreate the results reported in section 5.6 using the AOD. Particles do
respond to the landscape produced by the SLM, and can be laterally displaced in the flow,
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Figure 5.14: Reconstruction of the pattern from figure 5.10 using a spatial light modulator.
but it has proved to be comparatively difficult to find a balance of flow speed and laser
power that provides an appropriate deflection while still allowing particles to be released at
a point in the exit ramp.
Without carefully modelling both the AOD and SLM systems, it is difficult to establish
clearly why the particles behave differently. There are obvious qualitative differences be-
tween the two systems, and a quick examination provides some possible clues. The image
shown in figure 5.14 shows that a reasonably good approximation to the pattern shown in
figure 5.9(E) can be formed in the sample plane. Unfortunately, the structure was only
well-defined over a very narrow region about the focal plane. As we move along the direc-
tion of propagation, we can see that the structure rapidly deteriorates (figure 5.15). In fact
the pattern was only recognisable over a few microns’ displacement, a distance smaller than
some of the particles we were trying to sort.
I have mentioned previously when discussing the AOD system that we did not overfill
the back aperture of the objective. Although we have avoided producing a tightly-focussed
spot, the scanned distribution retains its general structure as we move along the direction of
propagation. In our SLM set-up, the back aperture of our microscope objective is overfilled.
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Figure 5.15: Comparison of the propagation properties of the AOD (A-C) and SLM (D-F)
systems. Both sequences represent propagation over approximately 10µm. Because the
AOD system uses an underfilled back aperture and a scanning Gaussian spot, as we move
away from the focal plane, the pattern blurs but remains recognisable. With the SLM, as we
move even just a few microns away from the focal plane, the pattern rapidly disintegrates.
The larger axial forces associated with the tightly focussed SLM system may also have
prevented particles from exiting the landscape in the desired manner.
I only conducted quick experiments with the SLM, and though those produced negative
results, they are by no means conclusive. I feel that with a re-design a system based around
an SLM could be produced that would enable the generation of effective flow-based optical
sorting landscapes.
5.7 Static optical sorting with SLMs
Although the SLM proved to be unsuccessful at emulating the AOD’s performance with the
landscapes shown in figure 5.15, I did have some luck getting the SLM to sort cells using
a slightly different approach. Inspired by observations of particle behaviour in the Bessel
beam (as discussed in chapter 4), I experimented with creating structures for static sorting
based on particle size. These experiments were carried also out using a Holoeye SLM in a
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Figure 5.16: Using the SLM I was able to create a series of bars of light of increasing intensity.
In the images the back-scattered light has saturated the camera, making it impossible to
see the net optical intensity gradient. Patterns (1) and (2) are being alternated slowly on
the SLM, causing the 5µm particle in (A),(B) and (C) to drift up and down the pattern.
standard holographic optical tweezers configuration. Figure 5.16 shows the first pattern I
tried. The pattern consists of parallel bars of light, with an overall intensity gradient. The
spacing between the bars was chosen so that it was larger than 2.3µm but smaller than
5µm. I was able to spatially separate silica particles with this pattern. The 5µm spheres
followed the overall intensity gradient while the smaller 2.3µm spheres remained locally
trapped in the individual bars of light. Figure 5.17 shows how the pattern can be used to
sort human blood. White blood cells follow the overall gradient, while red blood cells align
with individual bars and remain trapped.
A key problem with the patterns shown in figures 5.16 and 5.17 is the fact that as they
are extended to cover a larger area (a key issue for any spatial separation application), the
difference in intensity between adjacent bars decreases and the speed of the sorting slows.
A solution is to take advantage of the fact that SLMs can be dynamically updated, and is
shown in figure 5.18. A sequence of three patterns can be cycled on the SLM. Again the
inter-bar spacing is chosen to distinguish the two particle species based on size. The larger
of the two species will follow the movement of the bright bars as the sequence is cycled on
the SLM. From figure 5.18(B) it can be seen that the larger 5µm particle is effectively moved
across the whole field of view while the smaller 2.3µm particle remains trapped. Note that
the particle is free to move laterally along the light bars, explaining the y component in the
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Figure 5.17: Human lymphocytes, which are approximately spherical, overlap more than
one bar and drift, following the overall intensity gradient. Erythrocytes on the other hand
align themselves into a vertical orientation. In this configuration they become trapped, in
a manner similar to the Bessel beam sorting mechanism discussed in chapter 4.
Figure 5.18: By running a short sequence of kinoforms on the SLM, I can create an optical
sieve. The large µm particles move with the bright bars, while the smaller 2.3µm particles
remain localised.
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5µm particle’s trajectory.
This approach, while effective, is limited for a number of reasons. Using a holographic
optical tweezers configuration results in a limited field of view and associated sorting area.
Making large landscapes requires large laser powers - an issue for most spatial light mod-
ulators due to their efficiency and the power levels they can safely handle. These small
patterns were created by illuminating the SLM with 2W of 532nm laser light. For large
patterns, ghost images from other diffraction orders can perturb the system. Finally, this
system suffers from the same problems discussed in section 5.6.3 and shown in figure 5.15,
in that the desired optical distribution is only well-defined over a narrow region around the
focal plane.
This work was presented at the SPIE Great Lakes Photonics Symposium in June of 2006.
The presentation was well received, however I decided not to pursue this method further
because of the technical limitations imposed by our SLM set-up and the fact that in late
2006 a related, effective and much simpler optical sieve was reported by Ricardez-Vargas et
al. [10].
5.8 Conclusion and future work
In my opinion, our AOD system has been a considerable success. We now have a very
effective, high-speed interactive tweezers system. Over the course of the system’s devel-
opment there were two key milestones: the realisation that we could use it to raster-scan
effectively spatially continuous two-dimensional optical potential landscapes, and the dis-
covery and resolution of the scanning effect. We now have a system with which we can
draw arbitrary two-dimensional landscapes. I was subsequently able to devise distributions
that enabled the first experimental demonstration of the passive, optical fractionation of
a polydisperse colloidal suspension. A paper reporting this achievement, Fractionation of
polydisperse colloid with acousto-optically generated potential energy landscapes, has recently
been published [11]. Preliminary studies suggest that in addition to sorting by size, a mod-
ified acousto-optically generated landscape can be used to sort particles as a function of
refractive index.
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Unfortunately, there are serious issues with regards to using the AOD to sort biological
matter, and these require further investigation. It seems that scanning beams may be able
to offer a form of selective opticution. I had hoped that generating the patterns with a
spatial light modulator rather than an AOD may allow blood cells to be sorted without
harm, however we have been unable to recreate our sorting success using this device. With
further work, I am still hopeful that a better optimised SLM-based set-up may be able to
produce interesting results.
A key limitation I experienced when using the AOD was due to the digital-to-analogue
conversion. The patterns shown in figure 5.9 are distinctly low resolution. This is because
the card used for the work - a National Instruments PCI-6221 DAQ card - is not the best
device for the task. The PCI-6221 can process 740,000 samples per second on two analogue
output channels. Using our NEOS device, scanning at 100Hz, for a 256 grayscale level image,
this limits us potentially to only 30 pixels. In practice, to get larger pictures we lower the
bit-depth of the applied image. I am currently in the process of exploring two methods that
should improve overall performance. The first solution has been to replace the PCI-6221
with two dedicated NI PCI-5412 function generator cards. These are considerably faster at
producing analogue output signals. With the two synchonised cards controlling the x and y
beam positions, I should be able to improve the number of points the system can draw by
a factor of 300. The second method we are exploring is to replace the NEOS system with
an AOD that facilitates amplitude modulation.
With regards to the SLM, I still believe that an effective optical sorting system could be
produced. It may be interesting to experiment with various beam-propagation algorithms
or shape-phase holography [12] in an effort to avoid the problems discussed in section 5.6.3.
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Chapter 6
Conclusions and Outlook
6.1 Summary of thesis
This thesis began with a brief review of optical micromanipulation and a look at existing
methods for sorting suspensions of microscopic particles. Chapter 2 described research
carried out into holographic optical trapping. The purpose of the project was to investigate
the effectiveness of time-sharing optical traps using a nematic liquid crystal spatial light
modulator. This work led to the publication of a paper, Optical trapping of three-dimensional
structures using dynamic holograms, and concluded that nematic liquid crystal devices are
too slow for this to be a useful approach in the trapping of large numbers of particles.
In chapter 3 I reviewed my LabVIEW particle tracking software. This software was de-
veloped to enable the simultaneous tracking of multiple particle species, something that is
impossible to do with the tracking programs that were popular in the optical micromanip-
ulation community when I began my PhD. After several years of evolution, this software is
now in a very stable state. As discussed in this chapter, the software enabled us to perform
a quantitative study into the behaviour of particles in a Mathieu beam. It has proved in-
valuable throughout the rest of my research, a fact demonstrated by the number of particle
trajectories presented in this thesis. The software has also been used successfully by other
members of my group and I hope it will continue to serve the group well long after I am
gone.
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Chapter 4 is the largest in the thesis. It began with a review of Bessel beams and
methods for their generation. The chapter follows a scientific timeline. Research that began
as a fundamental study into the model thermodynamic systems associated with a tilted
washboard potential slowly evolved into a new method for static passive optical sorting.
Along the way, I established how to control the degree of tilt in a Bessel beam. Through
a series of fortuitous discoveries I established that sorting of dielectric particles, based on
size, could be achieved due to the interaction of the particles with the corrugations of the
Bessel beam’s ring structure. I developed a computational model that allowed us to gain an
insight into the mechanisms that were responsible for the spatial separation of the different
particle species. The most significant result was the discovery that the optical corrugations
could be used to sort human blood cells - a consequence of the differences in their physical
shape. The work presented in this chapter has led to one published paper, Light-induced cell
separation in a tailored optical landscape, and two further papers that are to be submitted
in the near future: Optical separation of cell populations in a Bessel beam and Transverse
particle dynamics in a Bessel beam.
Chapter 5 continued with the theme of optical sorting. Before describing my acousto-
optic approach to sorting, I briefly discussed a mouse-controlled AOD-based tweezer system
I developed. Like the tracking software, this is a program that I hope will benefit my
successors in the group after I have moved on. The chapter described how I developed a
new AOD-based system that can draw arbitrary optical patterns, leading to novel potential
energy landscapes for particle sorting. This system was the first experimental demonstration
of the optical fractionation of a polydisperse mixture and these results have recently been
accepted for publication in the paper Fractionation of polydisperse colloid with acousto-
optically generated potential energy landscapes. Towards the end of the chapter I compared
the AOD-based sorting system against an SLM. Initial studies suggest that SLMs cannot
be used to sort particles in a similar manner. On the other hand, I was able to demonstrate
that SLMs can be used to create effective systems for the static optical sorting of silica
beads and human blood cells.
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6.2 Future work
6.2.1 Optical sorting
The work presented in chapter 5 is the most recent of all the work presented in this thesis
and as such holds the most potential for future projects. The successful demonstration of the
simultaneous fractionation of a polydisperse mixture is arguably the most significant result
in this thesis. Despite this success, the work is highly qualitative and there is considerable
room for more detailed study. In its current state the system cannot safely sort biological
material and this is an important issue that will hopefully be addressed.
Our AOD system has considerable room for improvement. We are in the process of
developing two new set-ups, both of which will offer superior performance in terms of the
resolution of the optical landscapes they can create. Hopefully, this will create potential for
a variety of new studies. The optical fractionation could in principle be extended to sort
more than four particles simultaneously, however the potential for spatially extending the
sorting landscape is severely limited by the deflection range of our AOD device.
While our SLM system failed to recreate the dramatic sorting behaviour seen using
the AOD, in a modified configuration I see no reason why the SLM could not be used to
create effective landscapes for sorting. Ultimately, I think that for serious lab-on-a-chip
applications, one may wish to move away from these expensive and bulky devices, however
they are excellent for the rapid prototyping of potentially interesting optical structures.
It remains to be seen whether passive optical sorting can pose a serious threat to more
established methods for cell separation. The techniques offered in this thesis all sort particles
by size. This is fine for finely-tuned hard-sphere colloidal suspensions. They can also be
suitable for particular biological applications where the target cell species differ wildly in
shape, as is the case with lymphocytes and erythrocytes. In many cases however the target
species are similar, and may have size distribution curves that overlap. It seems likely that
optical sorting systems, should they become popular, will be tailored for specific applications
rather than general purpose sorting machines.
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6.2.2 Optical trapping
Optical trapping is now a mature field. It is my opinion that after a period of rapid
growth, the rate of progress in the development of trapping technology appears to have
slowed. For the foreseeable future, I think many of the most exciting projects in the field
will involve bringing the existing technology to bear on new problems, or the coupling of
tweezers techniques with other methods, such as Raman spectroscopy. Optimised tweezers
systems can now measure trapped particle positions with angstro¨m-level precision. I believe
this unprecedented level of resolution will revolutionise quantitative experimental single-
molecule studies in biology. Single-molecule studies using tweezers have so far been largely
carried out in vitro. An obvious, but technically challenging, extension of this would be to
carry out detailed measurements of these biological processes inside the cell. Several groups
are now developing tweezers systems with this goal in mind. As discussed in chapter 2, there
are now a variety of methods to manipulate ensembles of traps in three dimensions, in real
time. The effectiveness of some of these systems, particularly those based on Fourier-plane
spatial light modulators, will improve naturally as affordable computing power continues to
proliferate.
Work has still to be done to marry the trapping of these three-dimensional structures
with effective, high-resolution measurement techniques. It is possible that video-based track-
ing, the subject of chapter 3, may be of use in such applications. Improvements in affordable
video technology and the development and adoption of more advanced tracking algorithms
should enable new experimental capabilities and ultimately to exciting new scientific dis-
coveries.
