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Abstract
Random key graphs are random graphs induced by the ran-
dom key predistribution scheme of Eschenauer and Gligor under
the assumption of full visibility. For this class of random graphs
we show the existence of a zero-one law for the appearance of
triangles, and identify the corresponding critical scaling. This is
done by applying the method of first and second moments to the
number of triangles in the graph.
Keywords: Random key graphs, Uniform intersection graphs, Exis-
tence of triangles, Zero-one laws, Critical scalings
1 Introduction
Random key graphs are random graphs that belong to the class of random
intersection graphs [13]; in fact they are sometimes called uniform random
intersection graphs by some authors [1, 6, 7]. They have appeared recently
in application areas as diverse as clustering analysis [6, 7], collaborative
filtering in recommender systems [10] and random key predistribution for
wireless sensor networks (WSNs) [5]. In this last context, random key graphs
naturally occur in the study of the following random key predistribution
scheme introduced by Eschenauer and Gligor [5]: Before deployment, each
sensor in a WSN is independently assigned K distinct cryptographic keys
which are selected at random from a very large pool of P keys. These K keys
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constitute the key ring of the node and are inserted into its memory module.
Two sensor nodes can then establish a secure link between them if they are
within transmission range of each other and if their key rings have at least
one key in common; see [5] for implementation details. If we assume full
visibility, namely nodes are all within communication range of each other,
then secure communication between two nodes requires only that their key
rings share at least one key. The resulting notion of adjacency defines the
class of random key graphs; see Section 2 for precise definitions.
Much efforts have recently been devoted to developing zero-one laws
for the property of connectivity in random key graphs. A key motivation
can be found in the need to obtain conditions under which the scheme of
Eschenauer and Gligor guarantees secure connectivity with high probability
in large networks. An interesting feature of this work lies in the following
fact: Although random key graphs are not stochastically equivalent to the
classical Erdős-Rényi graphs [4], it is possible to transfer well-known zero-
one laws for connectivity in Erdős-Rényi graphs to random key graphs by
asymptotically matching their edge probabilities. This approach, which was
initiated by Eschenauer and Gligor in their original analysis [5], has now been
validated rigorously; see the papers [1, 3, 12, 14, 15] for recent developments.
Furthermore, Rybarczyk [12] has shown that this transfer from Erdős-Rényi
graphs also works for a number of issues related to the giant component and
its diameter.
In view of these developments, it is natural to wonder whether this trans-
fer technique applies to other graph properties. In particular, in the litera-
ture on random graphs there is a long standing interest [2, 4, 8, 9, 11, 13]
in the containment of certain (small) subgraphs, the simplest one being the
triangle. This last case is of some practical relevance since the number of
triangles in a graph is closely related to its clustering properties [17]. With
this in mind, in the present paper we study the zero-one law for the ex-
istence of triangles in random key graphs and identify the corresponding
critical scaling.
From these findings we conclude that in the many node regime, the ex-
pected number of triangles in random key graphs is always at least as large as
the corresponding quantity in asymptotically matched Erdős-Rényi graphs.
For the parameter range of practical relevance in WSNs, this expected num-
ber of triangles can be orders of magnitude larger in random key graphs
than in Erdős-Rényi graphs, a fact also observed earlier via simulations by
Di Pietro et al. [3]. As a result, transferring results from Erdős-Rényi graphs
by matching their edge probabilities is not a valid approach in general, and
can be quite misleading in the context of WSNs.
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The zero-one laws obtained here were announced in the conference pa-
per [16] with much longer proofs. In line with results currently available for
other classes of graphs, e.g., Erdős-Rényi graphs [8, Chap. 3] and geometric
random graphs [11, Chap. 3], it would be interesting to consider the con-
tainment problem for small subgraphs other than triangles in the context of
random key graphs.
The paper is organized as follows: In Section 2 we formally introduce the
class of random key graphs while in Section 3 we present the main results of
the paper given as Theorem 3.1 and Theorem 3.2. Section 4 compares these
results with the corresponding zero-one law in Erdős-Rényi graphs. The
zero-one laws are established by an application of the method of first and
second moments, respectively [2, p. 2] [8, p. 55]. Before we begin, several
asymptotic results are collected in Section 5 for easy reference. In Section
6, we give a proof of the zero-law (Theorem 3.1). A proof of the one-law
(Theorem 3.2) is presented in Sections 7 and 8. An additional technical
derivation is given in Appendix A.
A word on the notation and conventions in use: All limiting statements,
including asymptotic equivalences, are understood with n going to infinity.
The random variables (rvs) under consideration are all defined on the same
probability triple (Ω,F , P). Probabilistic statements are made with respect
to this probability measure P, and we denote the corresponding expectation
operator by E. The indicator function of an event E is denoted by 1 [E].
For any discrete set S we write |S| for its cardinality.
2 Random key graphs
The model is parametrized by the number n of nodes, the size P of the key
pool and the size K of each key ring with K ≤ P . We group the integers
P and K into the ordered pair θ ≡ (K, P ) in order to simplify the notation.
Now, for each node i = 1, . . . , n, let Ki(θ) denote the random set of K
distinct keys assigned to node i – Thus, under the convention that the P
keys are labelled 1, . . . , P , the random set Ki(θ) is a subset of {1, . . . , P}
with |Ki(θ)| = K. The rvs K1(θ), . . . , Kn(θ) are assumed to be i.i.d. rvs,
each of which is uniformly distributed with





, i = 1, . . . , n (1)
for any subset S of {1, . . . , P} with |S| = K. This corresponds to selecting
keys randomly and without replacement from the key pool.
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Distinct nodes i, j = 1, . . . , n are said to be adjacent if they share at
least one key in their key rings, namely
Ki(θ) ∩ Kj(θ) 6= ∅, (2)
in which case an undirected link is assigned between nodes i and j. The
resulting random graph defines the random key graph on the vertex set
{1, . . . , n}, hereafter denoted K(n; θ).
For distinct i, j = 1, . . . , n, it is easy to check that















if 2K ≤ P .
(4)
The probability of edge occurrence between any two nodes is therefore equal
to 1 − q(θ). If P < 2K there exists an edge between any pair of nodes, and
K(n; θ) coincides with the complete graph on the vertex set {1, . . . , n}. Also,
we always have 0 ≤ q(θ) < 1, and q(θ) > 0 if and only if 2K ≤ P . The
expression (4) is a simple consequence of the often used fact that







) , i = 1, . . . , n (5)
for every subset S of {1, . . . , P} with |S| ≤ P − K.
3 The main results
Pick positive integers K and P such that K ≤ P . Fix n = 3, 4, . . . and for
distinct i, j, k = 1, . . . , n, define the indicator function
χn,ijk(θ) := 1 [Nodes i, j and k form a triangle in K(n; θ)] .







(ijk) denotes summation over all distinct triples ijk with 1 ≤ i <
j < k ≤ n. The event that there exists at least one triangle in K(n; θ) is
then characterized by T (n, θ) := [Tn(θ) > 0] = [Tn(θ) = 0]
c.
4
The main result of the paper is a zero-one law for the existence of tri-
angles in random key graphs. To state the results we find it convenient to










θ = (K, P )
K, P = 1, 2, . . .
(7)
For simplicity of exposition we refer to any pair of functions P, K : N0 → N0
as a scaling provided the natural condition Kn ≤ Pn holds for all n = 2, 3, . . ..
The zero-law is given first.
Theorem 3.1 For any scaling P, K : N0 → N0, we have the zero-law
limn→∞ P [Tn(θn) > 0] = 0 under the condition
lim
n→∞
n3τ(θn) = 0. (8)
The one-law given next assumes a more involved form.
Theorem 3.2 For any scaling P, K : N0 → N0 for which the limit
limn→∞ q(θn) = q
⋆ exists, we have the one-law limn→∞ P [Tn(θn) > 0] = 1
either if 0 ≤ q⋆ < 1 or if q⋆ = 1 under the condition
lim
n→∞
n3τ(θn) = ∞. (9)
Theorem 3.1 and Theorem 3.2 will be established by the method of first
and second moments, respectively [2, p. 2], [8, p. 55], applied to the count
variables defined at (6). To facilitate comparison with Erdős-Rényi graphs,
we combine Theorem 3.1 and Theorem 3.2 into the symmetric statement.








0 if limn→∞ n
3τ(θn) = 0
1 if limn→∞ n
3τ(θn) = ∞.
(10)
It follows from Lemma 5.1 that the condition limn→∞ n
3τ(θn) = 0 im-
plies limn→∞ q(θn) = 0 (hence q
⋆ = 0).
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4 Comparing with Erdős-Rényi graphs
In this section we compare Theorem 3.3 with its analog for Erdős-Rényi
graphs. First some notation: For each p in [0, 1] and n = 2, 3, . . ., let
G(n; p) denote the Erdős-Rényi graph on the vertex set {1, . . . , n} with
edge probability p. In analogy with (6) let Tn(p) denote the number of
(unlabelled) triangles in G(n; p), and consider the event that there exists at
least one triangle in G(n; p), i.e., [Tn(p) > 0]. We also refer to any mapping
p : N0 → [0, 1] as a scaling for Erdős-Rényi graphs. The following zero-one
law for triangle containment in Erdős-Rényi graphs is well known [2, Chp.
4], [4, Thm. 1], [8, Thm. 3.4, p. 56].
Theorem 4.1 For any scaling p : N0 → [0, 1], we have
lim
n→∞




0 if limn→∞ n
3τ⋆(pn) = 0
1 if limn→∞ n
3τ⋆(pn) = ∞
(11)
where we have set τ⋆(p) := p3, 0 ≤ p ≤ 1.
As this result is also established by the method of first and second mo-







0 ≤ p ≤ 1
n = 3, 4, . . .
(12)
As mentioned earlier, random key graphs are not equivalent to Erdős-
Renyi graphs even when their edge probabilities are matched, i.e., as graph-
valued rvs, the random graphs G(n; p) and K(n; θ) have different distribu-
tions with p = 1−q(θ); see [16] for a discussion of (dis)similarities. However,
in order to meaningfully compare the zero-one laws of Theorem 3.3 and The-
orem 4.1, the scaling p : N0 → [0, 1] (for Erdős-Rényi graphs) is said to be
asymptotically matched to the scaling P, K : N0 → N0 (for random key
graphs) if pn ∼ 1 − q(θn). This is equivalent to requiring that the expected
degrees in K(n; θn) and G(n; pn) be asymptotically equivalent. Under the






by virtue of Lemma 5.1.




























under (13). This suggests that the existence of a triangle is always reached
earlier in the evolution of a random key graph as compared to the Erdös-








as we make use of the expressions (12) and (28). In other words, for large n
the expected number of triangles in random key graphs is always at least as
large as the corresponding quantity in asymptotically matched Erdős-Rényi
graphs.
In the context of WSNs, it is natural to select the parameters Kn and
Pn such that the induced random key graph is connected. However, there is




to be kept as
close as possible to the critical scaling log nn for connectivity; see the papers







with c > 1 but close to one, and from (15) we see then that
E [Tn(θn)]
E [Tn(pn)]




In that case the expected number of triangles in random key graphs is of
the same order as the corresponding quantity in asymptotically matched
Erdős-Rényi graphs with E [Tn(θn)] ∼ E [Tn(pn)] ∼
c3
6 (log n)
3 – This is a
direct consequence of (13) and (16). This conclusion holds regardless of the
value of c in (16).
However, given the limited memory and computational power of the
sensor nodes, the key ring sizes at (17) are not practical. In addition, they
will lead to high node degrees and this in turn will decrease network resiliency
against node capture attacks. Indeed, it was proposed by Di Pietro et al.
[3, Thm. 5.3] that security in WSNs be ensured by selecting Kn and Pn
such that KnPn ∼
1
n . Under (16) this additional requirement then leads to














Hence, for realistic WSN scenarios the expected number of triangles in the
induced random key graphs can be orders of magnitude larger than in Erdős-
Rényi graphs. This provides a clear example where transferring known re-
sults for Erdős-Rényi graphs to random key graphs by asymptotically match-
ing their edge probabilities can be misleading.
5 Some useful asymptotics
In this section we collect a number of asymptotic results that prove useful
in establishing the results derived in this paper. The first result was already
obtained in [15, 18].
Lemma 5.1 For any scaling P, K : N0 → N0, we have
lim
n→∞





and under either condition the asymptotic equivalence





Since 1 ≤ Kn ≤ Kn









Pn = ∞, (22)
so that for any c > 0, we have cKn < Pn for all n sufficiently large in N0
(dependent on c).
With positive integers K and P such that K ≤ P , we define
β(θ) := (1 − q(θ))3 + q(θ)3 − q(θ)r(θ) (23)














if 3K ≤ P .
(24)
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Note that r(θ) corresponds to the probability (5) when |S| = 2K, and a
probabilistic interpretation for β(θ) is given in Lemma 6.1. Direct inspection
shows that r(θ) ≤ q(θ)2, whence
β(θ) ≥ (1 − q(θ))3 > 0. (25)
The following asymptotic equivalence will be crucial to stating the results
in a more explicit form.
Proposition 5.2 For any scaling P, K : N0 → N0 satisfying (19), we have
the asymptotic equivalence β(θn) ∼ τ(θn).
Proof. Under the enforced assumptions, we have 3Kn < Pn for all n
sufficiently large in N0, and on that range we can use the expression (23) to
write








, n = 1, 2, . . . .
As Lemma 5.1 already implies q(θn)















This key technical fact is discussed in Appendix A.
6 A proof of Theorem 3.1
We begin by computing the expected number of triangles in random key
graphs.
Lemma 6.1 Fix n = 3, 4, . . .. For positive integers K and P such that
K ≤ P , we have
E [χn,123(θ)] = β(θ) (27)















E [χn,123(θ)] , n = 3, 4, . . . (29)
we need only show the validity of (27).
In the discussion that follows we omit the explicit dependence on θ when
no confusion arises from doing so. Also, we make repeated use of the fact
that for any pair of events, say E and F , we have
P [E ∩ F ] = P [E] − P [E ∩ F c] . (30)
Thus,
E [χn,123(θ)] = P [K1 ∩ K2 6= ∅, K1 ∩ K3 6= ∅, K2 ∩ K3 6= ∅]
= P [K1 ∩ K2 6= ∅, K1 ∩ K3 6= ∅]
− P [K1 ∩ K2 6= ∅, K1 ∩ K3 6= ∅, K2 ∩ K3 = ∅]
= P [K1 ∩ K2 6= ∅, K1 ∩ K3 6= ∅]
− P [K1 ∩ K2 6= ∅, K2 ∩ K3 = ∅]
+ P [K1 ∩ K2 6= ∅, K1 ∩ K3 = ∅, K2 ∩ K3 = ∅] .
By independence, with the help of (5), we readily obtain the expressions
P [K1 ∩ K2 6= ∅, K1 ∩ K3 6= ∅] = (1 − q(θ))
2
and
P [K1 ∩ K2 6= ∅, K2 ∩ K3 = ∅] = (1 − q(θ)) q(θ).
Next, as we use (30) one more time, we get
P [K1 ∩ K2 6= ∅, K1 ∩ K3 = ∅, K2 ∩ K3 = ∅]
= P [K1 ∩ K3 = ∅, K2 ∩ K3 = ∅]
− P [K1 ∩ K2 = ∅, K1 ∩ K3 = ∅, K2 ∩ K3 = ∅] .
Again, by independence, with the help of (5) we conclude that
P [K1 ∩ K3 = ∅, K2 ∩ K3 = ∅] = q(θ)
2 (31)
and
P [K1 ∩ K2 = ∅, K1 ∩ K3 = ∅, K2 ∩ K3 = ∅]
= P [K1 ∩ K2 = ∅, K3 ∩ (K1 ∪ K2) = ∅]
= E [1 [K1 ∩ K2 = ∅] r(θ)]
= q(θ)r(θ) (32)
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since |K1 ∪ K2| = 2K when K1 ∩ K2 = ∅. Collecting these facts we find
E [χn,123(θ)] = (1 − q(θ))
2 − (1 − q(θ)) q(θ) + q(θ)2 − q(θ)r(θ)
and the conclusion (27) follows by elementary algebra.
We now turn to proving Theorem 3.1: Consider a scaling P, K : N0 →
N0. For each n = 3, 4, . . ., the elementary bound P [Tn(θn) > 0] ≤ E [Tn(θn)]
implies












β(θn) = 0. By Proposition 5.2 this convergence is clearly
equivalent to the assumed condition limn→∞ n
3τ(θn) = 0, and the proof of
Theorem 3.1 is now complete.
7 Proving Theorem 3.2
The case 0 ≤ q⋆ < 1 is discussed in the conference paper [16]. To handle the
case q⋆ = 1, we use a standard bound which forms the basis of the method




≤ P [Tn(θn) > 0] , n = 3, 4, . . . (33)
Theorem 3.2 will be established in the case q⋆ = 1 if we show the following
result.









2 = 1 (34)
under the condition (9).
The remainder of the paper is devoted to establishing Proposition 7.1. A
natural first step towards establishing Proposition 7.1 consists in computing
the second moment of the count variables (6).
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for all n = 3, 4, . . ..
Proof. Fix positive integers K and P such that K ≤ P , and n = 3, 4, . . ..







































E [χn,123(θ)χn,456(θ)] . (36)
Under the enforced independence assumptions the rvs χn,123(θ) and
χn,456(θ) are independent and identically distributed. As a result,


















) · E [Tn(θ)]
2 (37)
as we make use of the relation (28).
On the other hand, with the help of (5) we check that the indicator rvs
χn,123(θ) and χn,145(θ) are independent and identically distributed condi-
tionally on K1(θ) with
P [χn,123(θ) = 1|K1(θ)] = P [χn,123(θ) = 1] = β(θ). (38)
As a similar statement applies to χn,145(θ), we conclude that the rvs χn,123(θ)
and χn,145(θ) are (unconditionally) independent and identically distributed
with
E [χn,123(θ)χn,145(θ)] = E [χn,123(θ)] E [χn,145(θ)] = β(θ)
2.
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) · (E [Tn(θ)])
2
. (39)
Substituting (37) and (39) into (36) establishes Proposition 7.2.
8 A proof of Proposition 7.1
Consider any scaling P, K : N0 → N0 satisfying (19). As pointed out earlier,
the equivalent conditions (19) imply 3Kn < Pn for all n sufficiently large in







































as we make use of (29) in the last term.
Let n go to infinity in the resulting expression: By Proposition 5.2 we
have limn→∞ n
3β(θn) = ∞ under condition (9), whence limn→∞ E [Tn(θn)] =






































2 = 0 (41)
under the foregoing conditions on the scaling.
We proceed as follows: Given positive integers K and P such that K ≤
P , fix n = 3, 4, . . .. It is immediate that
E [χn,123(θ)χn,124(θ)] ≤ E [χn,123(θ)1 [K1(θ) ∩ K4(θ) 6= ∅]] . (42)
From (5) it follows that the rvs χn,123(θ) and 1 [K1(θ) ∩ K4(θ) 6= ∅] are inde-
pendent conditionally on K1(θ), and an easy conditioning argument yields
E [χn,123(θ)1 [K1(θ) ∩ K4(θ) 6= ∅]] = β(θ)(1 − q(θ)) (43)
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where in the last step we noted that 1−q(θ) ≤ β(θ)1/3 by appealing to (25).
Now consider a scaling P, K : N0 → N0 satisfying (19), and replace θ by
θn in the bound (44) according to this scaling. The convergence (41) will be




2/3 = ∞. (45)








the desired conclusion (45) follows under the condition (9).
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[14] O. Yağan and A. M. Makowski, “Connectivity results for random key
graphs,” Proceedings of the IEEE International Symposium on Infor-
mation Theory (ISIT 2009), Seoul (Korea), June 2009.
15
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P − 2K − ℓ











































Pick a scaling P, K : N0 → N0 satisfying the equivalent conditions (19)
and consider n sufficiently large in N0 so that 3Kn < Pn. On that range,
we replace θ by θn in the last chain of inequalities according to this scaling.
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, c = 1, 2. (A.1)



















































dt = 1. (A.3)
By the first part of (A.2) we conclude from (21) that for all n sufficiently





∣ ≤ 1. Therefore, the Bounded







= 1, 0 ≤ t ≤ 1. (A.4)
To that end, recall the decomposition























Fix n sufficiently large in N0 as required above. For each t in the interval























We immediately conclude limn→∞(Kn − 1)An(c)












with the help of (A.6) in the last step. Finally, letting n go to infinity in
(A.7), we readily get (A.4) as desired.
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