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本特征词条!=< 是文本特征词条的权重! 我们 用 >?@AB? 来 评
估%




的概念权重!表示概念 C 在特征向量中的重要程度,集合 0 是概
念 C 的所有下位概念的项的集合!; 是属于集合 0 的特征项,=
*;$是 ; 的权重%


























来反映% 其中 +<Q 表示词汇 ;< 与 ;Q 之间的共现频








;< 与 ;Q 之间的距离系数% 其中 1<Q 表示 ;< 与 ;Q 的共现句的集合!
TUV 为允许的最大关联距离常数且局限在句的范围内!S<Q 为词













词汇之间的共现频率! 语境可以将词汇 ;< 与 ;Q 出现在同一句中
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其中 !#457$#2;%#$:;7$#!;%#!:;/;7$#&;%’&:;6为类别 8 的原始特征向量)




*+’$ > !*!’ ; "+? *!’! > #*!’ , !+ @@@@@@@@@@@@@@*A+
-)2 > !*) ; "+? *)! > #*) , !+ @@@@@@@@@@@@@@@*#+
)/1-A<类别特征向量与待分类文档正文向量相似度定义为>
@@@@@@@7B:
)/1-#<待分类文档 . 与类别 +’ 相似度定义为>
*’"*."+’+/"*’"*)"+’+0#*’"*)!"+’+ @@@@@@@@7C:
其中 $"% 为可调参数 ;一般情况取 $4%<B; %4%<A?当 待 分 类
分档比较冗长时; 取 $4%<A; %4%<B;一定程度上可解决0假相关$
问题)
)/1-B< 选取 14 9DE
2!’!"
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本文从经典的 ()* 模型所产生的语义问题和 #假相关&问
题两方面入手"利用自然语言语义分析中的概念语义,关联语义
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