Abstract. We partially describe minimal, first-order structures which have a strong form of the strict order property.
TANOVIĆ
Example 0.1. Let L = {(i, n) ∈ ω × ω | i ≤ n}, and (i, n) < (j, m) iff n < m. Then L = (L, <) is a minimal ordered structure.
Example 0.2. Let U = {(i, n * ) ∈ ω × ω * | i ≤ n}, let L be as in the previous example, and define: (i, n) < (j, m * ) for all i, j, n, m; (i, n) < (j, m) iff n < m and (i, n * ) < (j, m * ) iff m < n. Then (L ∪ U, <) is a minimal, ordered structure.
Note that in both examples (L, <) is directed upwards and has no ascending chains of order type ω + 1, whilst (U, <) is directed downwards and has no descending chains of order type (ω + 1) * . Our main result is a characterization of (M 0 , <) in a minimal, ordered structure M 0 = (M 0 , <, . . . ). It is done in Section 1 below where we we show that, after possibly changing < on a finite subset of M 0 (as described above), or reversing the original order, we can partition M 0 into two pieces L(M 0 ) and U (M 0 ) such that L(M 0 ) is upwards directed and unbounded, and has no ascending chains of order type ω + 1 and either:
U (M 0 ) = ∅ (i.e., (M 0 , <) is similar to Example 0.1 above); or U (M 0 ) is downwards directed and unbounded, and has no descending chains of order type (ω + 1) * (i.e., (M 0 , <) is similar to Example 0.2). In Section 2 we give a model-theoretic characterization of minimal, ordered structures M 0 = (M 0 , <, . . . ) which are similar to Example 0.1. in the above sense.
Properties of order
Throughout this section we fix a minimal ordered structure M 0 = (M 0 , <, . . . ). Let p(x) be the set of all formulas in a free variable x (possibly with parameters from M 0 ), defining a co-finite subset of M 0 . By minimality, p(x) is a complete 1-type with parameters from M 0 ; moreover, it is the only type in S 1 (M 0 ) which is not already realized in M 0 by an element of M 0 . We write simply p instead of p(x). 
Firstly, we show that there are finitely many possibilities for m in case (I). Note that the set of maximal elements is a definable antichain; the existence of arbitrary large finite chains in M 0 implies that the antichain can not be co-finite. Therefore, by minimality, it must be finite.
Suppose our m is in case (II) above. Choose an infinite descending chain above m, of order type ω * . Suppose that an element from the chain falls into case (II), and, then choose a descending chain above it of order type ω * . We now have a chain of order type ω * + ω * (above m), contradicting the minimality assumption.
We conclude that infinitely many elements of the (first) chain fall into neither of cases (I) or (II), so they have immediate successors. Thus the set of elements of M 0 having immediate successors (which is definable) is infinite; by minimality it has to be co-finite. Dually, the set of elements of M 0 having immediate predecessors is co-finite, finishing the proof of (a).
To prove (b) note that it easily follows from (a) that any realization of p has immediate successors, so it remains to show that among them there are no elements of M 0 . For, let m ∈ M 0 . Note that the set of all immediate predecessors of m is a definable antichain which is, by minimality, finite. Hence, the 'formula' m is an immediate successor of x does not belong to p, completing the proof of the Lemma. Proof. Suppose that neither (MAX) nor (MIN) hold in M. Let φ(x,m) define a subset of M without minimal element, and let ψ(x,n) define a subset of M without maximal element, wherem andn are tuples of elements of M . Note that φ(x,ȳ) (considered as a formula in variable x, withȳ fixed) defines a subset without minimal elements' is expressible by a first-order formula in variablesȳ, call it φ 1 (ȳ) and similarly define ψ 1 (z). Thus
and hence:
We conclude that there arem 0 andn 0 in M 0 such that φ(x,m 0 ) defines a subset of M 0 without a minimal element, and ψ(x,n 0 ) defines a subset of M 0 without a maximal element. Clearly both sets are infinite so, by minimality of M 0 , both of them are co-finite and so is their intersection, call it D. D is definable, infinite and has neither minimal nor maximal elements. It follows that for any d ∈ D both sets {x | x < d} and {x | x > d} are infinite, contradicting minimality of M 0 .
Remark 1.1. Satisfaction of (MIN) (or (MAX)) in a structure can be expressed by a set of first-order sentences; so if it is satisfied in some structure, it must be satisfied in all structures elementary equivalent to it. Remark 1.2. The set of minimal (maximal) elements of a definable subset of M 0 is finite: clearly it is a definable antichain, and if it were infinite it would have to be co-finite, contradicting the existence of arbitrary large finite chains in M 0 .
Proof. Let Lev(0) be the set of minimal and Lev * (0) the set of maximal elements of M 0 . Inductively define Lev(n+1) as the set of minimal and Lev * (n+1) as the set of maximal elements of M 0 i≤n (Lev
, then both {x ∈ M 0 | x < m} and {x ∈ M 0 | m < x} are infinite, contradicting the minimality assumption.
. But by the previous remark each Lev(i) (and also Lev * (i)) is finite so that the union is countable.
Usually, we operate with a single ordering relation < inside a structure, in which case the subscript '<' is omitted, i.e., we write simply L(M 0 ), U (M 0 ) and 
We shall describe L(M 0 ), U (M 0 ) and I(M 0 ) in more detail. To complete the proof it remains to note that any chain of order-type ω + 1 in L(M 0 ) would, by (1), produce a chain of order-type ω + ω contradicting the minimality. 
We claim that I(M 0 ) ⊆ B. Otherwise, there would exist n ∈ I(M 0 ) with no maximal elements above it. But the last implies that {x ∈ M 0 | n < x} is infinite, i.e., (n < x) ∈ p and n ∈ L(M 0 ), contradicting n ∈ I(M 0 ).
is finite we are done by previous lemma, so suppose that both of them are infinite. By Lemma 1.3 both (MIN) and (MAX) hold in M 0 .
The proof goes as follows: assuming that I(M 0 ) is infinite we shall find another definable ordering relation on M 0 , such that: (M 0 , , . . . ) is also minimal ordered, I (M 0 ) is also infinite, but U (M 0 ) = ∅, contradicting the previous lemma.
Suppose that
. . ) and let a ∈ p(M ). For x ∈ M define Succ(x) to be the set of all immediate successors of x and:
For x, y ∈ M with D(x), D(y) = ∅ define: x y iff D(y) ⊂ D(x).
We continue with a sequence of claims:
We leave to the reader to verify that Succ(a) has at least two elements in which case Succ 
and altogether b |= p, completing the proof of (1).
implies that {x | m < x} is co-finite, so it must contain some i ∈ I(M 0 ). Going upwards along a chain connecting m and i we can find along the way some n ∈ L(M 0 ) having immediate successor in I(M 0 ) which, by (5), implies n < a.
Thus for all x ∈ E ∩ F we have m x a and the conclusion follows.
To finish the proof of the proposition note that by (7) we have that (M 0 , , . . . ) is a minimal ordered structure. By (3) any element from
In particular I (M 0 ) must be infinite, completing the proof of the proposition.
Summing altogether results of this section we come to a closer description of (M 0 , <) in a minimal, ordered structure M 0 = (M 0 , <, . . . ). First of all, by Proposition 1.2, I(M 0 ) is finite, so after rearranging its elements and possibly replacing '<', as described in the introduction, we may assume I(M 0 ) = ∅. Now, we have two cases depending on whether one of L(M 0 ) and U (M 0 ) is finite or not. In the first case suppose that U (M 0 ) is finite (if L(M 0 ) is finite, reverse the order). Then after rearranging its elements, we may assume U (M 0 ) = ∅. Thus we have:
Type(ω) (M 0 , <) has no maximal elements, it is directed upwards and has no increasing chains of order type ω + 1.
In the other case both L(M 0 ) and U (M 0 ) are infinite, so by Lemma 1.4 we have:
Type (ω + ω * ) M 0 can be partitioned into L(M 0 ) and U (M 0 ), such that: (L(M 0 ), <) has no maximal elements, is directed upwards and has no increasing chains of order type ω + 1 and (U (M 0 ), <) has no minimal elements, it is directed downwards and has no decreasing chains of order type ω * + 1.
Model-theoretic properties
We recall Pillay's notion of semi-isolation. Let N = (N, . . . ) be a first-order structure, q ∈ S 1 (∅) and a, b ∈ q(N ). Then b is semi-isolated over a (or a semiisolates b) if there is a formula φ(x, y) (without parameters) such that N |= φ(a, b) and whenever N |= φ(a, c), then c ∈ q(N ). Semi-isolation is reflexive and transitive. For transitivity, if a semi-isolates b is witnessed by φ(x, y), and b semi-isolates c is witnessed by ψ(y, z), it is straightforward to check that (∃y)(φ(x, y) ∧ ψ(y, z)) witnesses that a semi-isolates c.
The following theorem is inspired by [5] , see also Proposition 2.1 in [6] . . C is infinite so, by compactness, it has an accumulation point q ∈ S 1 (M 0 ∪ {a}). Let b ∈ M be a realization of q. We shall show that a is semi-isolated over b, and that b is not semi-isolated over a.
Note that (x < a) ∈ tp(m/M 0 ∪ {a}) for all m ∈ M 0 , so (x < a) ∈ q. Thus M |= b < a and b semi-isolates a via b < y. Further, note that any formula φ(x, a) (with parameters from M 0 ∪ {a}) which is satisfied by b must belong to some tp(m/M 0 ∪ {a}). Therefore, φ(x, a) can not witness that b is semi-isolated over a, and b is not semi-isolated over a. Semi-isolation is not symmetric on p(M ). φ(y, t) → φ(x, t) ).
We will prove a sequence of claims.
(1) < is irreflexive and transitive. Asymmetry of φ(x, y) implies that < is irreflexive; checking transitivity is straightforward and is left to the reader.
