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Colorectal cancer is the second leading cause of cancer-related death in the United States 
and its incidence rate is rising in developing countries. Early detection and removal of 
polyps (the precursors to colon cancer) reduces the likelihood of developing colon cancer 
in the future. An emerging non-invasive screening method called virtual colonoscopy or 
CT colonography aims to encourage people to undergo colon screening on a regular 
health-check basis. In this procedure, radiologists carefully analyze CT scans taken of the 
abdomen region, searching for abnormalities such as polyps. 
To make CT colonography viable for a large scale screening in asymptomatic 
population, it is important to shorten the image interpretation time, yet not sacrificing 
accuracy. In view of this, we have developed a computer-aided diagnosis system for the 
detection of colonic polyps. Besides a user-friendly navigation interface and data 
exploration system, the main contribution is the inclusion of a polyp detection scheme 
that automatically highlights regions likely to be polyps. As a first reader, this polyp 
detection scheme potentially reduces interpretation time and decreases inter-observer 
variability among different radiologists. 
A crucial pre-processing step is the segmentation of the intra-colonic region. 
Histogram analysis of the voxels near the colon wall revealed a mixture of three Gaussian 
probability density functions corresponding to air, soft-tissue and opacified fluid. 
Therefore, we use optimum 2-level thresholding to segment the air and opacified fluid 
regions. To deal with the partial volume effect, we proposed a knowledge-based gap-
 vi
filling post-processing method, making anatomical and gravitational assumptions. Region 
growing was used to exclude the extra-colonic structures. 
 Another pre-processing step extracts a smooth 3-D model of the colon wall. This 
is not only for visualization, but more importantly as input for automatic polyp detection 
in later stages of the system. To avoid step-like aliasing artifacts, we first use a Gaussian 
filter to smooth the binary segmented volume, before using a marching cubes algorithm 
to extract the 3-D model of the colon wall. To achieve a sufficiently smoothed mesh, we 
used a Taubin smoothing filter that prevents shrinkage due to excessive smoothing. 
Parameters were carefully selected to make sure that the smallest polyps of interest were 
not smoothed out. 
 In order to perform supervised learning, we labeled all the available data by 
creating voxel-based identity maps with the help of an experienced radiologist from the 
National University Hospital. In our automatic polyp detection scheme, we first extract 
polyp candidates using local shape analysis of the reconstructed 3-D colon model. We 
proposed a novel rule-based filter to reduce the number of non-polyp candidates prior to 
the application of linear discriminant analysis. We also proposed the use of a genetic 
algorithm (GA) to select the best subset of features by optimizing the area under the 
normalized receiver operating characteristics (ROC) curve. Through experiment, we 
demonstrate the usefulness of the rule-based filter and GA in improving the performance 
of the detection system. Our polyp detection scheme achieves excellent detection 
accuracy, comparable with existing systems. 
 vii
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Colorectal cancer is among the most commonly diagnosed cancers in developed countries. 
In the United States, it is the second leading cause of cancer-related deaths [1]. Despite 
its high mortality rate, colorectal cancer is actually highly preventable. Most colorectal 
cancers arise from benign adenomatous polyps over a course of several years [2]. Studies 
have shown that early detection and removal of polyps can significantly reduce the 
incidence of colorectal cancer and mortality rate due to this disease [3]. 
 The large intestine or colon begins at the cecum where undigested material is 
passed into it from the small intestine. It is further divided into the ascending colon, 
transverse colon, descending colon and sigmoid colon, before joining the rectum, where 














Figure 1.1:  Anatomy of the large intestine [4]
 
 Currently, accepted methods for screening the colon include fecal occult blood 
testing (FOBT), sigmoidoscopy, double contrast barium enema (DCBE) and optical 
colonoscopy, with the last-named being the current gold standard. FOBT and DCBE have 
relatively low sensitivities as compared to the other methods [5]. Sigmoidoscopy 
examines only the distal colon, thus making this method inadequate because of the 
significant number of missed proximal carcinomas.  
On the other hand, optical colonoscopy (OC) enables a complete examination of 
the colon whilst allowing biopsy or direct removal of polyps where necessary. However, 
OC is not a perfect test; the miss rate for polyps measuring 1 cm or greater can be as high 
as 6% [6]. One common cause of missing a polyp in OC is when it is on the proximal 
side of a haustral fold. More importantly, OC has several disadvantages that make it an 
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unattractive choice for just a routine checkup. Firstly, it is invasive; an endoscope has to 
be inserted into the patient’s colon through the anus (Fig. 1.2). As a result, the patient has 
to be sedated. Secondly, there is a small risk of perforation. Thirdly, it is an expensive 
procedure and the patient has to be present during the whole analysis process. Also, OC 










Figure 1.2:  In optical colonoscopy, an endoscope is inserted into the patient’s colon via 
the anus; the gastroenterologist examines the colon from a video monitor [4]. 
 
An emerging colon screening method is computed tomography (CT) 
colonography. This procedure is non-invasive (except for the minimal invasiveness of 
inflating the colon with air, which is also part of the OC procedure). The patient only has 
to lie in a CT scanner, which outputs a stack of typically hundreds of 2-D cross-sectional 






Figure 1.3:  Top: In CT colonography, the output from a CT scanner is a typically a stack 
of hundreds of CT images.  Bottom: Example of a CT image in the axial orientation, 
featuring the sigmoid colon and rectum. 
 
A close and thorough examination of these CT images can be very time-
consuming, requiring approximately 30 minutes per patient. Such a long and mentally-
strained interpretation often leads to fatigue, misdiagnosis and limited throughput. 
Different methods are explored by researchers to help radiologists in visualizing this 
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large amount of data in a more time-efficient and accurate manner. Conventional 
approaches include 3-D visualization of the virtual colon model (Fig. 1.4), flight path 
extraction (usually based on medial axis extraction) for an automatic virtual flythrough in 
the interior of the virtual colon that simulates the OC [8], and virtual colon unfolding (Fig. 
1.5) which basically dissects and flattens the 3-D model so as to allow a faster 




Figure 1.4: Left column shows the optical endoscopic view of polyps (arrowed) while the 
right column shows the corresponding 3-D virtual endoscopic view [35]. 
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Figure 1.5: Left image shows the a polyp (arrowed) on a coronal CT image, while the 
right image shows the corresponding unfolded view in bottom-most strip [39]. 
 
Despite the aid of 3-D visualization of the virtual colon and automatic flythrough, 
interpretation time is not significantly reduced. Moreover, certain areas could still be 
missed, especially in highly curved regions and large, deep folds even if the flythrough is 
bi-directional. A study by Johnson et al. [7] showed a 25% inter-observer variability 
among four radiologists who tried to detect polyps measuring 10 mm or greater based on 
the CT images, 3-D visualization and flythrough of the virtual colon. Kang et al. [8] 
showed that the virtual unfolding process introduces distortion that can badly affect the 
accuracy of the diagnosis. These limitations provide the motivation for the development 
of a computer-aided detection (CAD) of polyps. CAD has great potential in reducing the 
radiologists’ interpretation time and inter-observer variability. Rapid technical 
developments in CAD during the last 6 years demonstrate that thus are good prospects for 
CT colonography to be widely adopted as a standard colon screening procedure. 
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1.2 System overview 
We built a virtual colonoscopy system that includes automatic polyp detection, 3-D 
visualization and flythrough. The following schematic diagram (Fig. 1.6) shows the 





Medial axis extraction Surface extraction 
 
Figure 1.6: Depicts the overall flow of our virtual colonoscopy system 
 
The input to the system is the CT data of the patient’s abdomen. Segmentation is first 
carried out to identify the voxels corresponding to the interior of the colon with minimal 





Camera flight path 3-D Model 
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flight path for the virtual camera for the automatic flythrough. (Medial axis extraction 
will not be discussed in this thesis as it is not part of the necessary subroutines to detect 
polyps. It was presented in Zhang’s thesis [11].) A smooth 3-D model of the colon is also 
extracted from the segmented intra-colonic volume, which not only aids in the 
visualization of the CT data, but also serves as an input for the automatic polyp detection 
module. Finally, the results of the polyp detection, along with the CT data and 3-D model 
of the colon are all rendered using OpenGL, and presented to the radiologist as an 
invaluable tool to detect polyps. The entire system is developed on an Intel Pentium 4 3.2 
GHz processor with 3 GB DDR2 RAM, and Nvidia GeForce 7900 graphics card. 
 
1.3  Data acquisition 
The CT data used for training and validation is downloaded from a website hosted by the 
U.S. National Library of Medicine [12]; the data is provided by the Walter Reed Army 
Medical Center. We selected those scans with polyps of size measuring 5 mm or greater 
since most radiologists consider 5 mm as the minimum size to be of any clinical 
significance. Although each case comes with a report that shows the findings from optical 
colonoscopy, we still need the exact locations of the polyps in the CT data. Therefore, we 
engaged the help of an experienced radiologist from the National University Hospital 
(NUH), Dr. Sudhakar Venkatesh to identify the exact locations of the polyps. 
The data selected for training and validation consists of 45 fecal-tagged scans, each 
with at least one polyp, where the polyp size is at least 5 mm. The total number of polyps 
present in these scans is 71. The arithmetic mean size of a polyp is 8.4 mm, while the 
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mode is 5.5 mm. A detailed breakdown of the data into the number of polyps for each 
occurrence of physical dimension is shown in Table 1.1. 
 
Table 1.1: Distribution of the size of polyps used in our study. 












1.4 Thesis organization 
The thesis is divided into 5 chapters: 
Chapter 1 is an introduction to the background and motivations of CT 
colonography, in particular the need for automatic polyp detection. We also give a 
systematic overview, information about the CT data used in the entire project and the 
organization of this thesis. 
Chapter 2 first discusses characteristics of the CT images and various existing 
methods and their limitations. It then provides details of the method that we adopted to 
segment the intra-colonic region, for example, optimal thresholding, and gap-filling to 
deal with artifacts caused by partial volume effects. Experimental results are presented at 
the end of the chapter. 
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Chapter 3 presents the method we use to extract a smooth 3-D model of the inner 
colon wall, i.e., Gaussian smoothing of the binary intra-colonic volume, marching cubes 
algorithm to extract the 3-D mesh, and Taubin smoothing to smooth the vertices of the 
mesh. We end with experimental results and comparison. 
Chapter 4 first describes current existing methods and their limitations. Next, we 
present details of our automatic polyp detection scheme, i.e., labeling the identity of 
voxels to enable supervised learning, identification of polyp candidates, feature extraction, 
feature selection by a genetic algorithm, a rule-based filter to reduce the number of non-
polyp candidates, and linear discriminant analysis. We present our experimental results 
and comparison at the end of the chapter. 


















Segmentation of the intra-colonic region 
 
 
2.1 Image characteristics 
The goal of segmentation here is to identify the voxels corresponding to the interior of 
the colon, so that more computationally-intensive processing can be applied to detect 
polyps in this reduced space. A secondary usage of the segmented volume is to extract the 
3-D model of the colon for visualization if surface rendering is chosen over volume 
rendering. 
 The CT data that we have acquired are all fecal-tagged, i.e., oral contrast agent 
has been administered to opacify or make distinct any residual fluid and stool remnants. 
An example of a fecal-tagged axial 2-D CT image is shown in Fig. 2.1. This approach is 
advantageous as it helps to reveal the otherwise hidden structures (possibly polyps) 
submerged in any retained fluid (since un-opacifed fluid has similar CT attenuation as the 
colonic wall). However, it poses new challenges to the processing and classification of 
these images because a 2-class problem has been transformed to a 3-class problem, the 
 11





Figure 2.1: Example of a fecal-tagged CT image in the axial orientation 
 
If no oral contrast agent is administered, then segmentation is as simple as 
applying a single threshold and a 3-D region growing from any seed point within the 
colon; the threshold can in fact be fixed since the CT attenuation of air falls within a 
well-defined narrow range which is pretty constant for different parts of the colon as well 
as across a population of different subjects. On the other hand, with the use of a contrast 
agent, the variability of the CT attenuation of the opacified fluid is quite large and it can 
vary by as much as 100 to 400 Hounsfield units (HU) [13]. Besides inter-patient 
variability due to different absorption rates, acquisition protocols, the attenuation of the 
opacified fluid in different parts of the colon of the same subject may still vary by 100 to 
200 HU. An inappropriate choice of this threshold would lead to either underestimation 
or overestimation (possibly due to leakage to the small intestine and other extra-colonic 
structures) of the segmented volume. 
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2.2 Limitations of current efforts 
The simplest approach is to apply a 2-level thresholding. However, such a simplistic 
method results in artifacts due to partial volume effect (PVE). To deal with PVE, Lakare 
et al. [14] introduced a ray-based technique called “segmentation rays”, which basically 
casts rays through the volume and compares the intensity profiles along these rays to the 
profiles corresponding to different material intersections that were analyzed and stored 
beforehand. Once a ray detects an intersection, the PVE artifacts can be removed. 
However, matching of intensity profiles is not trivial and it was not clear how several 
parameters were predefined or determined. 
 Zalis et al. [15] presented a technique using morphological and linear filters to 
deal with PVE. Although morphological operations such as closing can fill in holes, it 
could well close up the small gap between very nearby walls especially at the sigmoid 
colon where it is highly twisted and has a higher chance of having diverticula. Moreover, 
morphological operations are usually very computationally intensive. 
 More sophisticated segmentation methods such as fuzzy connectedness, K-means 
clustering, zero level set, active contours and expectation-maximization [16] do not 
guarantee excellent results because each of these has several parameters to be tuned or 
learned; it is clear that no single universal set of parameters exist that works well in all 
parts of the colon, across a population of different subjects [17]. Also, none of these 
sophisticated methods when used alone will give good results. For example, fuzzy 
connectedness overcomes the main problem that region growing suffers from, i.e., local 
fluctuations in CT attenuation, but it does not have direct control over the smoothness of 
the resulting boundary. The level set method provides direct control over smoothness, but 
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does not escape from trapping in local minima if the initial surface is far away from the 
targeted boundary [18]. 
 
2.3 Methodology 
We propose a 3-stage segmentation scheme: (1) optimal thresholding; (2) removal of 
PVE artifacts; and (3) elimination of extra-colonic regions by region growing. 
 
2.3.1 Optimal thresholding 
By observation (Fig. 2.1), it seems intuitive that a 2-level thresholding could be sufficient 
to segment the colon, i.e., one threshold for identifying the air, , and one for the 
opacified fluid, 
LT
HT . How shall we go about determining the thresholds? To answer that, 
we start by manually segmenting out a colon and observing the histogram of CT intensity 
of those voxels near the colonic surface (Fig. 2.2). From the histogram, we see 3 distinct 
peaks, one corresponding to the air inside the colon, one to the soft-tissue around the 
colonic wall, and one to the opacified fluid. We therefore infer that the probability 
density functions (PDFs) of the CT intensity of air 1( )p z , colonic wall 2 ( )p z , and 
opacified fluid 3( )p z  are Gaussian distributions, and thus proceed to determine the 
thresholds  and LT HT  that would minimize the average segmentation error, i.e., via 
optimal thresholding [19]. 
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 Intra-colonic air 
Colonic wall 
 
Figure 2.2: Histogram shows three Gaussian-shaped peaks corresponding to air, colonic 
wall, and opacified fluid. The thresholds  and LT HT  can be determined by assuming 
Gaussian PDFs and minimizing the average segmentation error. 
 
First, consider determining : LT
Letting  denote CT intensity, the overall PDF of the CT intensity of air and 
colonic wall can be written as a mixture of two densities: 
z ( )p z
 1 1 2 2( ) ( ) ( )p z P p z P p z= +                                               (2.1) 
where  and  are the probabilities of occurrence of voxels corresponding to the two 
types of materials, and . The probability of error in distinguishing between 
intra-colonic air and colonic wall voxels,  can be written as 
1P 2P
1 2 1P P+ =
( )LE T






E T P p z dz P p z dz
∞
−∞






We wish to determine  such that  is minimized. Therefore, by differentiating 
 with respect to , one would obtain 
LT ( )LE T
( )LE T LT
1 1 2 2( ) ( )LP p T P p TL=                                                 (2.3) 










⎡ ⎤−= −⎢ ⎥⎢ ⎥⎣ ⎦
   for 1, 2i =                          (2.4) 
where  and im iσ  are respectively the mean and standard deviation of the Gaussian PDFs. 
From Eq. 2.3 and 2.4, we obtain 
2 0L LaT bT c+ + =                                                   (2.5) 
where  2 21 2a σ σ= −  
( )2 21 2 2 12b m mσ σ= −  
2 2 2 2 2 2 2 1
2 1 1 2 1 2
1 2
2 ln Pc m m
P
σσ σ σ σ σ= − +  
from which  can be calculated. By manually segmenting a few colons and observing 
the ratio of the number of intra-colonic air voxels to the number of colonic wall voxels, 
 and  are empirically determined to be 0.4 and 0.6, respectively. 
LT
1P 2P
 For determining  and im iσ , we let the user construct polygonal regions of interest 
(ROI) for each of the three materials;  is estimated by the sample mean, while im
2
iσ  is 
estimated using the unbiased form of sample variance.  
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Similarly, HT  can be calculated in the same way. After determining the two 
thresholds, we simply classify any voxel to belong to air Av  if , and to opacified 
fluid 
Lz T≤
fv  if Hz T≥ . The intra-colonic region  would then be the union of the two, i.e., Cv
C Av v vF= ∪                                                     (2.6) 
An example of the resulting segmented region v  that corresponds to the image 
shown in Fig. 2.2 is shown highlighted in red in Fig. 2.3. Clearly, we observe two 
problems. Firstly, there are horizontal gaps at all the air-fluid interface. Secondly, extra-
colonic materials such as the atmospheric air, bones and small intestine are erroneously 








Horizontal gap artifacts Small intestine 
Figure 2.3: Illustrates the result (highlighted in red) of applying optimum thresholding to 
the image in Fig. 2.1. Extra-colonic materials are erroneously segmented and artifacts 
exist as horizontal gaps at all air-fluid interface. 
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2.3.2 Removal of artifacts caused by partial volume effect 
The horizontal gap artifact as a result of direct application of optimum thresholding is a 
manifestation of the partial volume effect (PVE), i.e., the effect where insufficient 
scanning resolution leads to a mixing of different tissue types within a voxel. This often 
leads to an indistinct boundary in the acquired image between different tissue types and 
poses problems to image segmentation and analysis.  
If we examine the intensity profile across an air-fluid interface (Fig. 2.4), it 
becomes clear that there exist a few PVE voxels that has CT intensity very similar to the 
gray colonic wall. These voxels represents partially the intra-colonic air and partially the 
opacified fluid due to limited scanning resolution. By merely applying a two-level 
thresholding, these voxels will be classified as colonic wall, thus resulting in those 
horizontal gap-like artifacts we observe in the preceding section. 
 To deal with this problem, we make use of the simple assumption that any fluid in 
the patient’s colon will definitely be at the inferior (bottom) portion of the colon. Thus 
after optimum thresholding, we process the axial images sequentially to search for gap 
voxels . We define  to be any voxel that has air voxels not more than  voxels 
above it and fluid voxels not more than  voxels below it. Experimentally, we find that 
such artifacts are normally not more than 3 voxels thick, thus we set both  and  to 












Figure 2.4: Bottom figure is the intensity profile along a vertical strip across an air-fluid 
interface as shown in the top figure. Intensity profile shows existence of a few PVE 





2.3.3 Elimination of extra-colonic regions by region growing 
Region growing is a classic image segmentation technique that starts by defining the set 
of object pixels (or voxels in 3-D) to contain a seed point (or several seed points) and 
then iteratively adding neighboring pixels to the set if they satisfy certain similarity 
criteria [19]. 
 Since the extra-colonic materials erroneously segmented should normally not be 
“connected” to the colon in terms of similarity in CT intensity, region growing from the 
interior of the colon should help to eliminate them. We randomly select a seed point from 
the air ROI that was provided by the user in an earlier step where we determined the 
optimum thresholds to be used. The similarity criterion is simple: voxels are deemed 
similar to one another if they belong to the segmented region after the gap filling step . 
The following steps illustrate this method: 
ˆCv
Step 1. Initialize the set of voxels inside the colon Φ  as {seed point}. 
Step 2. Examine the 26-neighbors of each voxel in Φ  and add them to Φ  only if 
they belong to . ˆCv
Step 3. Repeat step 2 until no new neighboring voxel can be added. 
The final segmented intra-colonic region is the set of voxels Φ . Examples of some of the 






2.3.4 Experimental results and discussions 
In Fig. 2.5, we present a few examples of segmented images of the intra-colonic region, 
highlighted in red. No quantitative measurement of the accuracy is made as it is simply 
too expensive to acquire the ground truth by manual segmentation of all the 45 scans. 
However, visual assessment of the segmented colons by an expert radiologist confirms 
that the segmentation is accurate for most of the cases. After all, our goal of segmenting 
the intra-colonic region is to build an accurate 3-D model for the automatic polyp 
detection module in the far-end of the pipeline. In the future, if we wish to explore other 
methods to improve the segmentation, it would be easy to quantify any improvement by 
observing the validation accuracy of the polyp detection scheme, keeping all other 
modules constant. 
 CT colonography requires the colon to be properly distended, often with 
atmospheric air or carbon dioxide. A minor issue arises when parts of the colon is not 
well-distended or even collapsed; in such a case, a single-seeded region growing will not 
be able to segment the entire colon. Hence, we allow the user to add more seed points if 
necessary, so that all the disjoint segments have at least one seed point. Also, if optimum 
thresholding is replaced with some other methods that do not require user-intervention to 
learn certain parameters, the whole process of segmentation can be fully-automated by 
means of making certain anatomical assumptions. For example, the cecum and rectum 
have the largest diameters (Fig. 1.1); thus we could make use of assumptions of their 
approximate anatomic positions and search for pockets of colonic air of sufficient size for 
placement of seed points for region growing [20].  
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Figure 2.5: Left column shows examples of axial CT images corresponding to three 
patients. Right column shows their respective intra-colonic regions (highlighted in red) 











The primary goal of generating the 3-D model of the inner colonic wall is to aid the first 
few stages of the polyp detection scheme, i.e., to identify suspicious regions which we 
call polyp candidates based on principal curvatures, and to calculate certain meaningful 
features of these candidates. 
The secondary goal is to allow an intuitive visualization of the colon by means of 
surface rendering techniques that are widely used in computer graphics. In surface 
rendering of the colon, we render only the inner colonic wall. This is because in CT 
images, the contrast between the outer wall and the surrounding tissue is extremely low. 
Moreover, even if we can somehow segment the outer colonic wall, rendering both the 
inner and outer colonic walls does not make much difference compared to rendering only 
the inner wall since tissue in between the walls could not be rendered. Another option for 
visualizing the colon is volume rendering [21]. In this technique, no explicit 
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representation of surface(s) is necessary; contributions from all the voxels are taken into 
account to render the 3-D data. Since no explicit geometric primitives are used, weak or 
fuzzy surfaces can be displayed. Depending on transfer functions that map the scalar field 
(in this case, the CT intensity) to color and opacity, tissue or even lesions in between the 
walls can be visualized. The major disadvantage of volume rendering compared to 
surface rendering is the heavy computations involved, which makes it impossible for a 




Fig. 3.1 illustrates the algorithm we use to extract a smooth 3-D model of the inner colon 
wall. The segmented intra-colonic volume (a binary 3-D image) from our previous 
module is first smoothed using a Gaussian filter. (The method which we use to segment 
the intra-colonic region was described in chapter 2.) Next, the smoothed segmented 
volume (8-bit resolution) is fed as the input scalar field for the marching cubes algorithm 
to extract the 3-D surface mesh. Lastly, the mesh is smoothed using Taubin’s smoothing 
filter, which essentially is an improved version of Laplacian smoothing except that it 





Figure 3.1: Schematic diagram shows the algorithm that we used to extract a smooth 3-D 
model of the colon. 
 
3.2.1 Gaussian smoothing of the segmented intra-colonic region 
The Gaussian filter is used extensively in image processing to smooth noisy images or to 
blur small unwanted details. Here, we want to smooth the “hard” boundary of the colon 
in the binary segmented volume so as to prevent step-like artifacts in the mesh created 
using marching cubes. This point will be illustrated further in the next subsection. 






⎡ ⎤= −⎢ ⎥⎣ ⎦
                                             (3.1) 
where σ  is the standard deviation or the spread of the distribution. To implement 
Gaussian filtering, we simply apply a convolution of the image with a kernel derived 









two tails with infinite length. However for practical reasons, since the distribution is 
effectively zero beyond 3 σ  from the mean, we truncate the kernel at this point. For 
example, a 7-tap kernel (i.e., one having a width of 7 pixels) for a Gaussian filter with 
unit standard deviation is shown in Fig. 3.2. It can be viewed as a weighted average of the 
neighboring pixels, with more emphasis placed on the central pixels, as opposed to the 
mean filter which has equal weights for all the pixels. Because of this, the Gaussian filter 
provides gentler smoothing and preserves edges better than a similarly sized mean filter. 
 
0.0044 0.0540 0.2420 0.3992 0.2420 0.0540 0.0044 
Figure 3.2: 7-tap kernel for a 1-D Gaussian filter with unit standard deviation. 
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⎡ ⎤+ += −⎢ ⎥⎣ ⎦
                                 (3.2) 
Since it is separable (Eq. 3.2), it is much more efficient to apply three 1-D convolutions 
rather than one 3-D convolution. The result of applying a circularly symmetric Gaussian 
smoothing filter with standard deviation being the smallest voxel dimension (in this 
example, 0.67mm) is shown in Fig. 3.3. The smooth image on the right has an enlarged 
and blurred boundary; the segmented volume is no longer a binary mask, but contains a 
smooth transition of values from the inside to the outside voxels. We used an 8-bit 
resolution mask to represent the smoothed segmented volume. 
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Figure 3.3: Left image shows the binary segmented region highlighted in orange. Right 
image shows the Gaussian-smoothed segmented region (8-bit resolution) with an 
enlarged and blurred boundary. 
 
3.2.2 Surface extraction via marching cubes 
Marching cubes is an algorithm for creating a triangular mesh of the iso-surface from 
volumetric data [22]. The basic idea is that we divide the data into cubes, normally with 
each vertex of a cube represented by a voxel in the rectilinear data. By means of a user-
specified threshold, every vertex of the cubes is marked either as inside or outside points. 
If a cube has both inside and outside points, the iso-surface must intersect this cube. By 
determining which edges of the cube are intersected by this surface, we can create 
triangular patches, which ultimately form the triangular mesh of the iso-surface. 
 To determine whether a voxel is inside or outside is straightforward; a voxel 
having a value lower than the user-specified threshold is an inside point, while one with a 
value greater than or equals to the threshold is an outside point. To create triangular 
patches for each cube, we first consider all the possible cases, i.e., there are 28 different 
 27
ways in which the surface can intersect a cube. By symmetry, these 256 cases can be 
reduced to just 15 unique cases, illustrated in Fig. 3.4. 
 
Figure 3.4: Depicts the 15 unique ways in which an iso-surface can be intersected by a 
cube in the marching cubes algorithm [22]. 
 
 We create an 8-bit index for each of these 15 cases and store it in a look-up table. 
Each cube that is known to intersect the iso-surface is then compared with the look-up 
table to determine how the triangulation is to be formed. The exact vertex co-ordinates of 
the vertices of the triangles are usually determined using linear interpolation of the values 
at the two points of the intersecting edge. Normals can be interpolated in a similar way. 
The steps involved in marching cubes can be summarized as: 
Step 1. Read in first 2 image slices into memory. 
Step 2. Create a cube using 4 neighbors on one slice and another 4 from the other 
slice. 
Step 3. Mark the 8 corners of the cube as inside/outside points and determine an 8-
bit index for the cube. 
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Step 4. Look up the list of edges from the pre-stored index table. 
Step 5. Determine vertex coordinates of the triangular mesh using linear 
interpolation of the values at the vertices of the intersecting edge. Normals 
can be interpolated similarly. 
Step 6. “March on” to the next cube and repeat steps 2 to 6 until all cubes that span 
the current two slices have been visited. 
Step 7. Read the next image slice and repeat steps 2 to 7. 
The results of applying a Gaussian smoothing filter with varying σ  to the segmented 
volume, followed by a marching cubes (MC) algorithm are shown in Fig. 3.5. The top 
left image (a) shows the result of the direct application of MC to the binary segmented 
volume. Step-like artifacts are present because the vertex coordinates interpolated are all 
at the mid-points of the intersecting edges. This is why we propose to smooth the 
segmented data before applying MC. The top right image (b) shows the result of applying 
a Gaussian filter with σ  being the smallest voxel dimension before MC. Clearly, the 
mesh obtained this time is better, but still is not quite smooth enough. Intuitively, we 
would like to increase σ  to obtain a smoother mesh, but excessive smoothing can 
remove small structures (possibly polyps), and change the shape of structures. The 
bottom left image (c) shows such an overly-smoothed colon (σ  equals 3 times the 
smallest voxel dimension) where not only the triangular-dent structure is missing, but the 
rounded-triangular folds have their shapes distorted to become more like oval-shaped 
folds. The bottom right image (d) is the result of applying a Taubin smoothing filter to 
the mesh obtained in (b), i.e., the result of our final surface extraction scheme. Clearly, 
both the triangular-dent structure and the rounded-triangular shape of the folds are 
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preserved. σ  in the Gaussian filter is conservatively kept at the smallest voxel dimension 




Figure 3.5: Top left image (a) shows the result of direct application of MC to the binary 
segmented volume. Top right image (b) and bottom left image (c) corresponds to the 
results of applying a Gaussian filter with σ  being the smallest voxel dimension and 3 
times of it, respectively, prior to MC. Bottom right image (d) shows the result of our final 




3.2.3 Taubin smoothing filter 
Polygonal meshes extracted from volumetric medical data by iso-surface reconstruction 
algorithms, or constructed by multiple range images are often coarse and require 
smoothing. Most smoothing algorithms move the vertices of the mesh without changing 
the connectivity of the faces. The simplest method is Laplacian smoothing, which 
basically moves every vertex to the barycenter of its neighbors iteratively. However, 
Laplacian smoothing causes the mesh to shrink towards its centroid and at the same time 
deforming the mesh significantly, when a large number of smoothing steps are performed. 
To deal with this shrinkage problem, Taubin [23] proposed an algorithm that is 
improvised from Laplacian smoothing. 
 Laplacian smoothing is a well established method to improve the geometric 
irregularity of a 2-D mesh in the field of finite-elements meshing [24]. When Laplacian 
smoothing is applied to a noisy 3-D polygonal mesh, noise is removed but the shape of 
the mesh may be distorted; in the limiting number of smoothing steps, all the vertices of 
the mesh will converge to the centroid. In each step, the coordinates  of the ith vertex 
are appended by factor 
ix
λ  times of step displacement vector  according to the 
following equation: 
iΔx
, 0 1i i iλ λ← + Δ < <x x x                                         (3.3) 
where  can be computed as iΔx




Δ = − i∑x x x                                             (3.4) 
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where  represents the coordinates of the neighboring vertex. The weights 
associated with each connected edge  can be equal, or proportional to edge 





Figure 3.6: Illustration of Laplacian smoothing; in each iteration, every vertex moves 
towards the barycenter of its neighbors. 
 
 In the frequency domain, the transfer function of the Laplacian filter can be 
expressed as 
( )( ) 1 Nf k λ= − k                                                 (3.5) 
where  is the number of iterations. We see that for frequency N ( ]0,2k∈ , we have 
 when  since ( )1 0Nkλ− → N →∞ 1 kλ 1− < . In other words, for large N , all 
frequency components except the one at zero (corresponding to the barycenter of all the 







Taubin proposed a 2-step algorithm to achieve smoothing of polygonal mesh 
without shrinking it. The first step is simply Laplacian smoothing with a positive scale 
factor λ ; this is a shrinking step. The second step is Laplacian smoothing with a negative 
scale factor μ , i.e., a de-shrinking step. The computational algorithm is shown in Fig. 3.7. 
 




Δ = − i∑x x x  
if (k is even) 
, 0 1;i i iλ λ← + Δ < <x x x  
else 
, 0i i i ;μ μ λ← + Δ < − <x x x  
end; 
end; 
Figure 3.7: Taubin smoothing algorithm. 
 
 In frequency domain, the transfer function of Taubin smoothing filter can be 
expressed as 
( )( )( ) /2( ) 1 1 NNf k k kλ μ= − −                                             (3.6) 
The graph of this transfer function for  is that of a typical low-pass filter (Fig. 3.8), 
where the pass-band frequency 
1N >
PBk  is related to the scale factors by: 
1 1 0PBk λ μ= + >                                                      (3.7) 
 
For a stable and fast filter [25], we let 2 2(1) (2)f f= − , resulting in the following 
constraint: 
( )2 20 (1) (2) 2 3 5f f λ μ λ= + = − + + μ                                  (3.8) 
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Suppose we let PBk  be a reasonably small value, e.g., 0.1, then from Eq. 3.7 and 3.8, we 
get 0.631λ =  and 0.674μ = − . 
 
 
Figure 3.8: Graph of transfer function of Taubin smoothing filter with . 1N >
 
3.3 Experimental results 
The result of our surface extraction scheme ensures that the 3-D model of the colon wall 
is smooth and preserves small structures. All polyps of interest, i.e., of size at least 5 mm, 
which were visible prior to smoothing, are preserved after our smooth surface extraction 
scheme. Clearly from Fig. 3.5, we are able to see that our surface extraction method 
preserves small details and does not distort the shape of folds, and hence is superior to the 
other methods. The following images show more examples of both the exterior view (Fig. 
3.9) and the virtual endoscopic view (Fig. 3.10) of the 3-D model of the inner colonic 
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Figure 3.9: Examples of the exterior view of the smooth colon models extracted using our 





Figure 3.10: Examples of virtual endoscopic view of colon models extracted using our 






Automatic polyp detection 
 
 
4.1 Image characteristics 
Polyp shapes are very irregular, though they are primarily classified into two geometrical 
types, i.e., sessile and pedunculated polyps. A sessile polyp is a rounded bump which 
adheres firmly onto the colon wall, whereas a pedunculated polyp is one that is hanging 
on a stalk, almost like a mushroom (Fig. 4.1). 
 
 
Figure 4.1: Optical endoscopic images of a pedunculated polyp (left) and a sessile polyp 
(right) [36]. 
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In 3-D CT data, polyps generally appear as bulbous structures adhering to the 
colonic wall. Fig. 4.2 shows some examples of the appearance of polyps in CT images 
and in virtual endoscopic view. The top is a sessile polyp while the bottom is a 
pedunculated one. Both polyps are easy to detect by both radiologists and CAD scheme. 
 
Figure 4.2: Examples of polyps in CT images (left, arrowed) and virtual endoscopic 
views (right, circled). Top images show a sessile polyp while the bottom images feature a 
pedunculated one. 
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However, not all polyps are easy to detect. For example, relatively flat polyps and 
polyps in between two folds are very hard to detect and easily missed by even an 
experienced radiologist (Fig. 4.3). 
 
Figure 4.3: Examples of polyps that are difficult to detect by both radiologists and CAD 
schemes. Left column shows the polyps in CT image (arrowed) while right column shows 
them in virtual endoscopic view (circled). 
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Besides missing polyps that are not easy to detect (false negatives), there exist 
structures inside the colon that radiologists wrongly identify as polyps (false positives), 
let alone CAD systems. Studies have shown that most false positives detected by CAD 
schemes [37] and radiologists [38] tend to have polyp-like shapes, with the major sources 
from thickened haustral folds and retained stool. Other sources of false positives include 
the ileocecal valve, rectal tube, and residual material inside the small intestine and 
stomach (Fig. 4.4). 
 
 
Figure 4.4: Illustrates different sources of false positives detected by radiologists and 
CAD schemes, such as (a) prominent fold, (b) solid stool, (c) ileocecal value and (d) 
residual materials inside the small intestine and stomach [35]. 
 
 40
4.2 Limitations of current efforts 
Computer-aided detection of polyps for CT colonography is a relatively new research 
topic which started around 2000. Fecal-tagging potentially reduces the risk of missing 
polyps submerged in retained fluid, but inevitably poses a greater challenge to polyp 
detection. Several approaches to automatic polyp detection have been proposed. 
 In the following paragraphs, I would provide a review of the approaches that have 
been employed by various research institutions to detect colonic polyps, and report on 
their experimental results, if any. The two indicators used to evaluate the experimental 
studies are sensitivity and average number of false positives per patient. Sensitivity here 
refers to the ratio of the total number of polyps that have been correctly detected by the 
classifier to the total number of polyps present in the study. On the other hand, a false 
positive refers to an instance whereby a normal region (or at least “non-polyp” region) 
has been incorrectly identified as a polyp by the classifier. 
 Vining et al. [26] reported a method that measures abnormal wall thickness based 
on surface extraction, curvature analysis and some heuristics. They indicated 73% 
sensitivity with 9-90 false positives (FPs) per patient. Kiss et al. [27] proposed a method 
using a combination of surface normal and sphere fitting method and reported 80% 
sensitivity with 4.1 FPs per scan for a population of 18 patients with a total of 15 polyps 
of size measuring at least 5 mm. Most of these cases were fecal-tagged. 
Similarly, Paik et al. [28] developed a method based on the amount of overlap of 
surface normals. Based on a leave-one-out (LOO) validation method, they achieved 40% 
sensitivity with 20 FPs per scan for 8 patients with a total of 11 polyps of size ranging 
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from 5 to 9 mm. These cases were not fecal-tagged as full bowel catharsis was performed 
for every patient. 
A group at the University College Hospital, London, UK evaluated the 
performance of commercial CAD software for the detection of polyps: ColonCAR 
Version 1.2, MedicSight PLC, London, UK [29]. The software computes the sphericity of 
all raised objects in the colon and their flatness (or height) and allows the user to set the 
sensitivity level which determines the thresholds to be used. The group reported 81% 
sensitivity with 26 FPs per scan for 50 test data that contains 32 polyps of size at least 6 
mm, using hold-out validation. Some of these cases were fecal-tagged. 
The above methods yield relatively low sensitivity and specificity, with the latter 
attributed largely to the fact that no statistical classifier was used as a second step to 
reduce the number of FPs. Most of the recent methods developed for automatic polyp 
detection consists of two steps, i.e., generation of polyp candidates and reduction of FPs 
using a statistical classifier. 
Gokturk et al. [30] proposed to use a support vector machine to reduce the 
number of FPs in the large pool of polyp candidates generated in their previous work [31]. 
For each input candidate, they generated shape-signatures based on residuals to a circle, 
quadric curve, and line fitting, which were applied on many triples of mutually 
orthogonal planes. These are then fed to a support vector machine for learning the 
parameters describing the hypersurface that separates the true polyps and the non-polyp 
candidates. Compared to their previous work, at a constant sensitivity, they reported a 
50% increase in sensitivity. 
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In [32], Jerebko et al. compared the performance of neural networks and binary 
classification trees on polyp candidates identified using a filter based on region density, 
sphericity, Gaussian and average curvatures. Based on 39 polyps of size ranging from 3 
to 25 mm (no fecal-tagging), the backpropagation neural net with one hidden layer 
trained with the Levenberg-Marquardt algorithm achieved the best results, yielding 90% 
sensitivity and 16 FPs per study, estimated using a ten-fold cross-validation. 
Summers et al. [33] proposed to use a voting-based committee of support vector 
machines after a rule-based filter that generates polyp candidates, and tested their 
algorithm on a very large number of test cases. Using the hold-out validation method, 
they reported 61% sensitivity and 4 FPs per scan for 1584 test cases that contain 119 
polyps of size at least 6mm. All the test cases were fecal-tagged. 
Recently, Nappi and Yoshida [34] proposed methods to explicitly deal with the 
challenges brought about by the use of oral contrast agent in fecal-tagging CT 
colonography, such as pseudo-enhancement (PEH) and distortion of the density, size and 
shape of observed lesions. To deal with PEH, they developed a method called adaptive 
density correction (ADC) which modeled the PEH as an iterative additive Gaussian effect. 
To minimize distortion due to tagging, they developed a method called adaptive density 
mapping (ADM) which basically is a clipped linear transformation operator. The CT data 
is first pre-processed by ADC and ADM, after which polyp candidates are identified 
using hysteresis thresholding of shape index and curvedness. Subsequently, morphologic 
dilation is applied to extract the complete regions of the candidates, before application of 
a Bayesian neural network based on shape and texture features calculated from the 
candidates. Using a LOO validation method, they reported 86% sensitivity and 4.2 FPs 
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per scan for a database of 32 cases (fecal-tagged) containing 44 polyps of size at least 6 
mm. 
It is worth noting that no prospective clinical trial has been conducted for the 
evaluation of the performance of CAD of polyps [35]. All the evaluations so far are based 
on cases retrospectively collected from clinical trials, whereby the locations and sizes of 
polyps were reported by optical colonoscopy and confirmed on CT images. As such, 
populations from which the training and testing data were selected, the CT colonography 
protocol and parameter settings differed greatly among different studies. It is very 
difficult to establish a rigorous meta-analysis of the CAD performance of the different 
algorithms, since they normally comprise many different subroutines, some parameters of 
which are not described in full detail. Moreover, different methods of evaluating the 
CAD performance are used in different studies, making a direct comparison very difficult. 
Nonetheless, the results of our proposed CAD scheme will be presented at the end of this 











4.3 Labeling of voxels for supervised learning 
In order to perform supervised learning, we need to know the identity of each voxel. We 
engaged the help of an experienced radiologist from the National University Hospital 
(NUH) to identify all the polyp locations. Due to time constraints, it is only reasonable 
for him to identify a point (with 3-D coordinates) to represent the approximate location of 
each polyp. 
 To obtain a voxel-specific identity, we first create a 26-neighbor boundary map 
from the segmented data. All boundary voxels are first initialized to belong to the non-
polyp class. Then we slowly add polyp voxels by marking out the polygonal ROI 
iteratively, i.e., all boundary voxels within the currently drawn ROI are marked as polyp 
voxels. Lastly, we mark the voxels at the interface between polyp and non-polyp (wall or 
fold) as don’t-care voxels. Since such voxels have ambiguous identities, we will not be 
taking them into consideration during supervised learning to avoid contamination. We 
call the resulting 3-class data a voxel identity map. 
 The procedure to obtain voxel identity map can be summarized as: 
Step 1. Create a 26-neighbor boundary map from the segmented data. 
Step 2. Initialize the identity for all voxels to be non-polyp voxels. 
Step 3. For each polyp, add polyp voxels by means of polygonal ROIs. 
Step 4. At the interface between polyp and non-polyp, mark out ambiguous voxels 




  From the voxel identity map, we also generate a vertex identity map by linear 
interpolation. The latter will be useful when we try to learn parameters related to features 
extracted directly from the 3-D mesh. Fig. 4.5 shows an example of voxel identity map 
(left) and vertex identity map (right). In both images, non-polyp voxels are marked red, 
polyp voxels marked violet, and don’t-care voxels marked blue. 
  
Figure 4.5: Left image shows a voxel identity map, while the right shows the 
corresponding vertex identity map. In both images, non-polyp voxels are marked red, 
polyp voxels marked violet, and don’t-care voxels marked blue. 
 
4.4 Methodology 
Our automatic polyp detection scheme is a cascade of classifiers and operators, which has 
increasing computational complexity towards the end of the pipeline. First, polyp 
candidates are generated by analyzing per-vertex shape attributes from the 3-D model of 
the colon. This requires only modest computations since we only calculate (2 features) 
for all vertices of the 3-D model, i.e., only considering the surface data of the colonic 
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wall. Then, with additional information from the CT data, we generate a more 
computationally involved feature vector for each of these candidates. These candidates 
are first filtered by a simple rule-based classifier to reduce the number of non-polyp 
candidates, before being subjected to linear discriminant analysis. The features to be used 
are optimally selected using a genetic algorithm. 
The advantage of such a cascade of operations is a speed boost since we compute 
simple inexpensive features at the front-end of the system, and compute expensive 
features only for the very much reduced number of candidates at the back. Fig. 4.6 shows 
the schematic diagram for the overall pipeline. For estimation of the generalizability of 
our CAD scheme, we use 5-fold cross-validation to evaluate the classifier accuracy in the 
form of a receiver operating characteristics (ROC) curve. Each of the subroutines will be 



















4.4.1 Identification of polyp candidates 
From the reconstructed 3-D model of the colon, we like to first detect polyp candidates 
using simple features, so that more expensive tests can be used in a reduced space to 
further distinguish the real polyps and non-polyp candidates later. To do so, we adopt 
basically a three-stage procedure, i.e., (1) estimation of local shape metrics, (2) hysteresis 
thresholding, and (3) clustering. Fig. 4.7 is an illustration of this process. 
 
 
Figure 4.7: Schematic diagram showing how we generate polyp candidates from the 




4.4.1.1 Estimation of local shape metrics 
For characterizing polyps, we compute two geometric features at each vertex of the colon 
model, i.e., the shape index (SI) and curvedness (CV) [40]−[42]. These geometric 
features introduced by Koenderink et al. [41] were derived from principal curvatures. 
 To understand what principal curvatures are, consider first the intersection of a 
surface with a plane containing the normal vector and one of the tangential vectors at a 
particular point. This intersection is a plane curve whose curvature is known as the 
normal curvature and it varies with the choice of the tangential vector. The maximum and 
minimum of the normal curvature at a given point on a surface are called the principal 
curvatures. Although the two principal curvatures taken as a pair provide enough 
information to characterize shape, it is much more efficient and intuitive to have a single 
metric. SI is such a measure of the local shape and is independent of the amount (or scale) 
of curvature. On the other hand, CV specifies the amount of curvature.  
 The space spanned by SI and CV is a polar coordinate representation of that 
spanned by the principal curvatures. Every distinct shape is mapped to a unique value of 
SI which ranges continuously from -1 to 1. On the other hand, CV measures the size or 
scale of the shape and represents how gently curved the local patch is. Koenderink also 
divided SI into 9 distinct shape types that a human observer typically finds easy to 
distinguish from each other (Table 4.1). Polyps should largely belong to the dome and 
cap classes with small to medium CV, while folds should primarily belong to the ridge 
class with relatively larger CV, and colonic wall (mucosa) should belong to the rut class 
with small CV. However, we expect some overlap of these features for real colon CT 
data, e.g., polyps and folds should have overlapping ranges of SI and CV (Fig. 4.8). 
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Table 4.1: Nine basic shape categories introduced by Koenderink et al. [41]. 
Shape SI range 
Spherical cup [-1,-7/8) 
Trough [-7/8,-5/8) 
Rut [-5/8,-3/8) 
Saddle rut [-3/8,-1/8) 
Saddle [-1/8,+1/8) 
Saddle ridge [+1/8,+3/8) 
Ridge [+3/8,+5/8) 
Dome [+5/8,+7/8) 
Spherical cap [+7/8,+1] 
 
 
Figure 4.8: Illustration of the shape-scale spectrum [42]. Approximate locations for 






SI and CV of the local patch can be computed using the following equations: 
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k k+=                                                       (4.2) 
where  and  are the minimum and maximum principal curvatures, respectively. 1k 2k
 To estimate principal curvatures, two approaches are usually taken. We may fit a 
parametric surface to the data and compute its differential characteristics in a local 
coordinate system. The alternative is to compute differential characteristics directly from 
the 3-D data without an explicit representation of the iso-surface. We adopt the first 
approach, i.e., estimating principal curvatures from a piecewise linear parametric surface 
(triangular mesh) for two reasons. (1) The computation of derivatives directly from the 
CT data is not straightforward, and in fact is often erroneous at thin structures where 
gradient vanishes. (2) Since we adopted a surface rendering approach, a smooth 3-D 
model in the form of a triangular mesh is already available from previous modules. 
 We adopt Taubin’s method [43] for estimating principal curvatures of a surface 
from a polyhedral representation with an extremely large number of faces. This method is 
based on constructing a quadratic form at each vertex of the polyhedral surface and then 
computing eigenvalues in closed form. These eigenvalues differ from the eigenvalues of 
the tensor of curvature (i.e., the principal curvatures) only by a linear transformation. The 
quadratic form is expressed as an integral whose construction has  time complexity 
where  is the number of neighboring vertices. The algorithm is briefly presented next 




At each vertex , we perform the following to estimate the local principal curvatures: iv
1. Construct a quadratic form  using a weighted sum over its neighbors  iM jv
j i
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where   denote the set of vertices that share a face with . iV iv
a.  is defined as the normalized projection of the vector from  to  
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where I  is the 3x3 identity matrix. 
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c. Weights  are chosen to be proportional to the sum of the surface areas 
of all the triangles incident to both vertices  and . Of course,  are 
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2. By construction, the normal vector  is an eigenvector of the 3x3 matrix  
with an associated eigenvalue of zero. To compute the remaining two eigenvalues 
(and eigenvectors if principal directions are desired as well) in closed form, we 
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b. The Householder matrix is computed as 
2 ti = −Q I W Wi i
⎟⎟
2
                                             (4.8) 





i i i a b
c d
⎛ ⎞⎜= ⎜⎜ ⎟⎝ ⎠
Q M Q                                      (4.9) 
where the 2x2 non-zero minor can be diagonalized in closed form to 
obtain the other 2 eigenvalues,  and , of . 1e 2e iM
3. Finally, principal curvatures  and  can be computed as 1k 2k
                  1 13k e e= −  
2 23k e 1e= −                                            (4.10) 
 
Once the principal curvatures are computed, SI and CV can be determined using 
Eq. 4.1 and 4.2. As a form of visualization, we map SI to hue (H) and CV to saturation 
(S), keeping value (V) constant at one (HSV color model). This is subsequently mapped 
to the RGB color and surface rendered. The linear mapping of SI to H is such that the 
minimum and maximum values of SI for each colon correspond to 45° and 360° in H, 
respectively. The linear mapping of CV to S is such that the minimum and maximum 
values of CV correspond to 1 and 0 in S, respectively (Fig. 4.9). 
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Figure 4.9: Illustration of varying hue and saturation in the HSV color model. SI is 
linearly mapped to hue in the range [45°, 360°], CV is linearly (inversely) mapped to [0, 
1], while value is kept constant at one. 
 
An example of the premature result of visualizing the SI and CV of the colon is 
shown in Fig. 4.10. It is clear that such a distribution of SI and CV is too coarse and not 
desirable for the distinction between entities such as folds, polyps and the mucosa. The 
computation of principal curvatures based on 1-star neighborhood makes the distribution 
of principal curvatures too localized and coarse. (The 1-star neighborhood of a vertex is 
defined as the set of vertices forming edges with it.) 
 
Figure 4.10: The right image shows the estimated SI and CV mapped to the colon using a 
HSV color model. The resulting coarse distribution of SI and CV is undesirable for the 
distinction between entities such as folds, polyps (circled) and mucosa. 
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We therefore apply a Taubin smoothing filter (as described in the previous 
chapter) to  and  prior to the estimation of SI and CV. Examples of the resulting 
images (Fig. 4.11) show a much more appropriate distinction between folds, polyps and 
mucosa. Polyps having high SI and low CV appear saturated red, folds having lower SI 
and higher CV appear pink while mucosa having low SI and CV are largely green. Notice 
that the fold-mucosa and polyp-mucosa boundaries have transitional hue of blue which 




Figure 4.11: Visualization of SI and CV, mapped onto the colon using HSV color model 
(with smoothing of the principal curvatures). Polyps are circled. 
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4.4.1.2 Hysteresis thresholding 
The examples in Fig. 4.11 show very clearly the difference between polyps and folds 
with almost no overlap in colors (hence, SI and CV). Unfortunately, not all polyps have 
such distinct and uniform SI and CV from folds. Fig. 4.12 shows examples with 
significant overlap of these local shape metrics across polyps and folds. Moreover, the SI 
and CV distribution is not uniform within each polyp; some vertices have higher SI 
values (hence more red) than others (pink). 
 
Figure 4.12: Examples of polyps (circled) having a portion of vertices having similar SI 
and CV (pink) as folds. 
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If a single threshold is to be used for each shape metric, it will either be too high 
such that only certain portions of the polyp will be extracted, or will be too low in order 
to include the entire polyp but at the expense of too many folds being extracted as non-
polyp candidates. Therefore, a hysteresis thresholding scheme similar to that used in 
Canny’s edge detector is adopted here. 
First, stringent thresholds will be used for SI and CV (  and , 
respectively) to pick out the vertices with very high SI (belonging to spherical cap class) 
and relatively low CV. These vertices will be called polyp seed vertices. From these 
seeds, we continue to grow the set of polyp seeds using region growing with a relaxed SI 
threshold  so that a more complete polyp can be extracted. As mentioned in the 
previous section, we observe that polyps transit to mucosa smoothly in terms of shape, 
i.e., there will be a transitional hue of blue corresponding to the saddle-ridge class. Thus, 
we apply region growing from the set of polyp seeds so that the polyp region will not 
grow beyond the blue region. A conservative cut-off would be a hue of 270° which 





270°Æ  2SI 0.4T = 
Figure 4.13: Illustration of the hue spectrum. A conservative value to stop region growing 






 The adopted hysteresis thresholding scheme for SI and CV is summarized below: 
1. Initialize the set of polyp vertices Ω  to null. 
2. Traverse through the vertices and add to Ω  if a vertex satisfies the following 
conditions: 
a.  1SI SIT≥
b.  1CV CVT≤
3. Check each unvisited neighbor of vertices in Ω , and add to  if . Ω SI 0.4≥
 
The stringent thresholds  and  are determined from the polyps of the training set. 
We should ensure that after the initial stringent thresholding, each polyp has at least one 
vertex extracted. On the other hand, we wish to minimize the number of folds extracted 
as non-polyp candidates. Our algorithm is as follows: 
1SIT 1CVT
• For each polyp, identify the vertex with the maximum SI (MaxSI). Each polyp is 
thus represented by a pair of values {MaxSI, CorresCV} with latter being the 
corresponding CV of the vertex having MaxSI.  
•  is chosen to be the minimum of all MaxSI, while  is taken to be the 
maximum of all CorresCV in the entire spectrum of training polyps. 
1SIT 1CVT
Figure 4.14 shows the plot of all {MaxSI, CorresCV} pairs in a particular training set of 







Figure 4.14: Illustration of the learning of stringent thresholds for SI and CV in the 
hysteresis thresholding scheme. 
 
4.4.1.3 Clustering 
After computing SI and CV and applying hysteresis thresholding, we have identified a set 
of polyp vertices for each colon. Some of these vertices are probably disjoint if the colon 
contains more than one polyp, or if a polyp is an aggregate of irregular small bumps. To 
cluster these vertices into entities or polyp candidates, we simply perform connected 
component labeling, where connectivity is defined using a 1-star neighborhood. 
Examples of polyp candidates extracted are shown in Fig. 4.15. The right column shows 
the polyp candidates extracted, with blue indicating polyp seed vertices and cyan 
indicating polyp vertices grown after relaxation. 
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Figure 4.15: Left column shows the SI-CV-mapped view of 3 polyps (arrowed). Right 
column shows the resulting polyp candidates extracted, with blue indicating polyp seed 
vertices and cyan indicating polyp vertices grown after relaxation. 
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4.4.2 Feature extraction 
After the generation of polyp candidates, we would like to use a statistical classifier to 
distinguish the true polyps from the non-polyp candidates. To do that, we first need to 
compute features for each candidate that may well represent the difference between the 
true polyps and non-polyp candidates. 
 A total of 69 features were extracted for each candidate. These features are 
believed to be helpful for the classification, though not all of these will be used 
eventually; a genetic algorithm (GA) optimally selects the subset of features to be used. 
The features are categorized as shape, texture and size measures and will be discussed in 
greater details in the following subsections. A complete listing is shown in Table 4.2. 
 
Table 4.2: Complete listing of features that are extracted for each polyp candidate. A ‘1’ 
in the right column means that the feature in the same row is selected by GA while a ‘0’ 
means otherwise. 


















PCLength1  1 
PCLength  2 0 
PCLength  3 1 






ZScore  0 0 
ZScore1  0 





ZScore _CE 0 1 
ZScore1 _CE 1 
ZScore _CE 2 0 
Entropy1  1 
Energy1  1 
Contrast1  1 
Homogeneity1  0 
SA1  0 
Var  1 1 
Corr  1 0 
MaxProb1  1 
IDMoment 1  0 
CTendency1  1 
Entropy  2 1 
Energy  2 1 
Contrast  2 0 
Homogeneity  2 1 
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SA  2 1 
Var  2 1 
Corr  2 0 
MaxProb  2 1 
IDMoment  2 1 
CTendency  2 0 
Entropy  3 1 
Energy  3 1 
Contrast  3 0 
Homogeneity 3  1 
SA 3  1 
Var  3 1 
Corr  3 1 
MaxProb  3 0 
IDMoment 3  1 









4.4.2.1 Shape measures 
Every candidate now consists of a number of vertices. Hence when we talk about the 
shape index (SI), for example, we are in fact looking at a distribution of SI values. To 
represent such an unknown distribution, we extract some low order statistics such as the 
mean (Mean), variance (Var), minimum (Min), maximum (Max), skewness (Skew) and 
kurtosis (Kurt) for SI and CV. Fig. 4.16 illustrates a scatter plot of MeanCV for all the 
polyp candidates in the training data. The top blue circles with cluster identity of one 
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represent the true polyps and the bottom brown circles with cluster identity of zero 
represent the non-polyp candidates. Though there is some overlap between the two 
classes, we see that most polyps have smaller MeanCV than the non-polyp candidates. 
 
 
Figure 4.16: Scatter plot of MeanCV for all polyp candidates in the training data; top blue 
circles with cluster identity of one are the true polyps while the bottom brown circles 
with cluster identity of zero corresponds to the non-polyp candidates. 
 
For computation of the means and variances, we use the Winsorized form for a 
robust estimation. The Winsorized mean is similar to truncated mean, except that instead 
of simply truncating the most extreme values, we replace them with the next most 
extreme values. Suppose we wish to replace the %α  most extreme values, i.e., α -
Winsorized mean. Let ix  for 1, 2,...,i n=  represent the n sample observations sorted into 
ascending order. Let [ ]k nα=  where [ ]•  indicates rounding off to the nearest integer. 
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and the α -Winsorized variance by 
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An alternative robust statistical measure of the variability of a univariate sample is 
the median absolute deviation (MAD) which is defined by 
( )( )MAD = j j i ix xϕ ϕ−                                            (4.15) 
where  denotes the median operator. It is more resilient to outliers in a data set since 
the magnitude of the extreme values does not affect calculation of the median. 
( )ϕ •
Besides the statistics of SI and CV, we are also interested to compute some 
information about the elongatedness, ε  of the candidate. We accomplish this by 
performing a principal component analysis (PCA) on the distribution of coordinates of 
the vertices. By using PCA, we are able to determine the three directions in which the 
variances or spreads of the vertices are the largest, i.e., the principal axes. The differences 
in the spreads or their ratios indicate the elongatedness of the polyp candidate. As 
mentioned in section 4.1, haustral folds tend to be much more elongated than polyps. 
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= ∑m x                                                    (4.16) 
where  is the number of vertices, and  is the 3-D coordinates of the ith vertex. n ix
Next, define the zero-mean 3-by-  matrix as n B
[ ]1 2 ... n= − − −B x m x m x m                                (4.17) 
The covariance matrix can therefore be written as C
1 t
n
=C BB                                                    (4.18) 
The eigenvectors and eigenvalues of C  are then the principal axes and variances, 
respectively. 
We estimate the extents in the principal directions (PCLength) by 
PCLength 2i e= i                                            (4.19) 
where  represents the eigenvalue corresponding to the ith principal direction. We 
further define elongatedness as 
ie
2PCLength PCLength1ε =                                     (4.20) 
where  denotes the extent in the principal direction with the largest variance. 
A round patch that can be projected to a plane as a circle will have 
1PCLength
1ε = . Therefore, we 
expect polyps to have high values of ε  (close to unity) while more elongated structures 




 4.4.2.2 Texture measures 
Texture analysis is widely used in medical image analysis, especially in the classification 
of different tissues or organs [44]. Each polyp candidate is represented by an aggregate of 
vertices, which forms a patch on the 3-D model of the colon. To examine the texture of 
the CT image, we form a bounding box for each candidate and examine the CT voxels 
within the box. 
 First, we extract some low order statistics from the CT intensity distribution, such 
as the mean, variance, skewness and kurtosis. Because of fecal-tagging, we observe that 
most polyps will have some voxels that have very high intensity, almost similar to that of 
the opacified fluid. We suspect that this could be due to the viscous opacified fluid being 
trapped in the minute uneven structures of polyps or some pockets between the polyp and 
a nearby colonic wall. Therefore, we also extracted features we call  which is the 
number of voxels with a statistical z-score above the mean by n  number of standard 
deviation. We expect polyps to have high  as compared to normal structures like 
wall and haustral folds. For the features mentioned above, we create a duplicate set for a 
contrast-enhanced (CE) version of the CT image, using contrast window settings 
preferred by radiologists. The window settings are extracted from the DICOM headers of 
the input CT images. These features are appended with _CE in Table 4.2. 
ZScoren
ZScoren
 To further describe texture, we also compute the commonly used statistical 
measures of texture proposed by Haralick et al. [44]. These texture features, as opposed 
to the previous ones, also encode spatial information. We first compute the gray-level co-
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occurrence matrix (GLCM) ( ),ijP d θ , which is an n x  matrix whose  entry 
represents the joint probability of occurrence of a pair of gray-levels (  separated by a 
given distance d  and angle 
n ( ,i j)
),i j
θ , and n  is the number of discrete gray-levels in the image. 
In 2-D, GLCM is normally computed for discrete angles of 0°, 45°, 90° and 135°. We 
extend this to 3-D, thereby considering 13 directions instead of 26 due to symmetry. Each 
direction yields a matrix from which we compute ten features: 
1. Entropy: 










P∑∑                                                              (4.22) 
3. Contrast: 











≠−∑∑                                              (4.24) 
5. Sum Average (SA): 




iP jP+∑∑ )                                                (4.25) 
6. Variance (Var): 
                          ( ) ( )( )212 n n r ij c iji j i P jμ μ− + −∑∑ 2 P                      (4.26) 
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7. Correlation (Corr): 





i j r c
i jμ μ
σ σ
− −∑∑ ijP                                      (4.27) 
8. Maximum Probability (MaxProb): 





Max P                                                                  (4.28) 
9. Inverse Difference Moment (IDMoment): 





i j+ −∑∑                                                  (4.29) 
10. Cluster Tendency (CTendency): 
                                                              (4.30) ( 2n n r c
i j
i jμ μ− + −∑∑ ) ijP




iPμ = ∑ n nc ij
i j
jPμ = ,  ∑ ∑∑
i j
i Pσ μ= −∑∑ ( )22 n nc c ij
i j
j Pσ μ= −∑∑
                                 (4.31) 
( )22 n nr r ij  ,                      (4.32) 
 
Since we are not looking for texture favoring a particular direction, we average 
these ten features across the 13 directions to achieve rotation invariance. We compute 
these for d  = 1, 2 and 3 voxels, therefore having a total of 30 Haralick features. The 
distance associated with the feature is appended as a subscript in Table 4.2. The CT 
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intensities are linearly scaled to a range of [0, 255] to restrict the size of GLCM, thus 
keeping computation to a manageable level.  
4.4.2.3 Size measures 
Typically, polyps should be smaller than folds, so that the number of vertices 
(NumVertices) should be small for polyps but not as small as minute noise patches 
extracted as a result of noisy image acquisition or imperfect segmentation. The number of 
polyp seed vertices (NumSeeds) as defined in section 4.4.1.2, should be larger for polyps 
than for folds. Since there could be some tiny seed patches extracted even on folds as a 
result of overlap in SI and CV, we also determine the number of polyp seed vertices in 
the largest connected region of seeds (MaxNumSeeds), since it is less likely to 
unexpectedly extract a large connected region of polyp seed vertices on a fold. 
 We also observe from the training data that the ratio of the number of polyp seed 
vertices to the number of vertices is quite consistent for most of the polyps (Fig. 4.17). A 
straight line is fitted using least squares (plotted as solid line) for the polyps (red dots), 
and we compute the distance between a point with coordinates (NumVertices, NumSeeds) 
and the fitted line for each candidate. This feature which we call DistanceFromLine is 
expected to be low for polyps. 
Lastly, we compute the maximum distance between two vertices on the polyp 
(MaxDimension). This feature will be useful to eliminate tiny noise candidates as well as 
very large folds. The scatter plot of MaxDimension shows that most polyps are much 
smaller than non-polyp candidates except for some outliers which probably are polyps 
extracted together with the fold on which they are situated (Fig. 4.18). 
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Figure 4.17: Scatter plot of the number of vertices versus the number of polyp seed 
vertices shows consistency in their ratio for most of the polyps. 
   
 
Figure 4.18: Scatter plot of MaxDimension for all the training polyp candidates; top blue 
circles with cluster identity of one are the true polyps while the bottom brown circles 
with cluster identity of zero corresponds to the non-polyp candidates. 
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 It is worth noting that even if we analyze features individually (or at most 3 
features at one time) and find the best ones (by inspection of histograms or calculating 
scores such as correlation), we cannot be sure that a combination of these good features 
will produce excellent classification result. A corollary is that two or more “poor” 
features may provide better classification result when combined [45]. Therefore, a more 
systematic way of selecting an optimum subset of features to use for the chosen classifier 
model is needed. This is dealt with in the following section. 
 
4.4.3 Feature selection via genetic algorithm 
4.4.3.1 Rationale 
Feature selection is the process of selecting a feature subset from the training examples 
and ignoring features not in this set during induction and classification. The presence of 
redundant or irrelevant features often has a negative impact on classification accuracy. 
Feature selection can be broadly categorized into two methods, i.e., filter-based methods 
and wrapper-based methods. There are strong arguments in favor of each method [46]. 
Filter-based methods rely solely on general characteristics of the training data 
without considering the classification model to be used. Individual features or subsets of 
features are assigned a score by calculating metrics such as correlation, entropy, mutual 
information, 2χ -statistic and t -statistic [47]; features with higher score are selected and 
used during classification. These methods are fast and suitable when feature dimension is 
very high or when the learning and classification model chosen is highly computationally 
intensive. 
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On the other hand, wrapper-based methods wrap the selection of feature around 
the induction algorithm to be used, estimating the additional benefit or detriment of 
adding or removing a feature from the feature subset. Each time a feature subset is 
evaluated, the entire learning and classification procedure is carried out. Therefore, such 
methods are very computationally demanding and often not suitable for very high 
dimensional data. The advantage of such methods is that better features that suit the 
particular classifier model to be used are often found, as compared to the filter-based 
methods. Since feature selection is to be done offline for our application, and feature 
dimension is still manageable to a certain extent, we choose to use a wrapper method. 
The genetic algorithm (GA) is an optimization procedure based on the mechanics 
of natural genetics. It combines the Darwinian’s principle of survival-of-the-fittest with a 
stochastic, yet structured information exchange among a population of artificial 
chromosomes. Though GA has been traditionally used to tune the weights in neural 
networks and other classifiers, its use can be extended to any kind of search problem. We 
choose to use GA for feature selection for several reasons. First, it is a very robust global 
heuristic search procedure which is very suitable in our problem where the frequency of 
noise candidates is expected to be high, especially so since we are dealing with colon data 
that is minimally prepared (with administration of oral contrast agent). Secondly, we are 
dealing with a discrete search space which makes gradient-based methods unsuitable. 
Thirdly, we are dealing with quite a large-scale problem where the feature dimension is 
high; with sufficient evolution, GA often finds global or near-optimum solution and 
avoids being trapped in local minima. 
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Traditionally, solutions are encoded into chromosomes as binary strings, which 
evolve toward better solutions. The evolution usually begins with a population of 
randomly generated chromosomes. In each generation, the fitness of every chromosome 
is computed, and the fitter ones are stochastically selected and modified (using 
procedures mimicking genetic operators such as cross-over and mutation) to form a new 
population in the next generation. Evolution continues until some kind of stopping 
criteria has been met, for example, when a maximum number of generations has been 
reached. Key factors for a successful GA include designing good fitness function and 
good chromosome representation. Fig. 4.19 illustrates the schematic flow of GA. 
 
 
Figure 4.19: Schematic diagram of the genetic algorithm. 
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4.4.3.2 Methodology 
We wish to search for an optimum feature subset of the 69 features extracted in the 
previous step. The representation of a solution as a chromosome is trivial for our case; a 
69-bit binary string suffices, with one denoting that feature being used and zero otherwise. 
The population is initialized randomly with n  chromosomes (Fig. 4.19). Throughout the 
entire GA process, the number of chromosomes in each generation is invariant. 
 The fitness level of each chromosome is computed. In our case, the fitness 
function is the area under the normalized receiver operating characteristics (ROC) curve 
that indicates the estimated performance of the classifier. The classifier that we have 
chosen is linear discriminant analysis (discussed in section 4.4.5), which maps the input 
feature space to a single dimension. By sweeping across different threshold values, an 
ROC curve is generated. An illustration of typical ROC curves is shown in Fig. 4.20. The 
true positive rate is simply the detection rate, or in our case the ratio of the number of 
polyps detected to the actual number of polyps present. The false positive rate is the ratio 
     
 
Figure 4.20: Illustration of normalized ROC curves. Red curve corresponds to the best 
classifier while the green curve (diagonal line) corresponds to the worst case classifier 
(random guess predictor). 
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of number of false detections to the total number of detections. In this example, the red 
curve corresponds to the best classifier amongst the three, while the green curve 
corresponds to the worst case, i.e., just a random guess predictor. For a true positive rate 
of 0.9, the red classifier yields a false positive rate of 0.15, i.e., 15% of the detections are 
expected to be false alarms. At the same true positive rate, the blue classifier yields a 
much higher false positive rate of 0.45, while the green one yields just as high a false 
positive rate (0.9) as the detection rate. As the area under the ROC curve approaches 
unity, a perfect classifier is obtained, giving a single point at coordinates (0, 1). Therefore, 
we choose our fitness function to be the area under the normalized ROC curve. 
 After evaluating the fitness level for all chromosomes, we check if any of the 
stopping criteria has been met. We terminate the search when any one of the following is 
satisfied: 
1. The maximum number of generations (MaxGeneration) has been reached. 
2. The maximum fitness level (MaxFitness) in the population has attained a 
satisfactory level. 
3. The maximum fitness level in the population has not changed much for a number 
of generations (FitnessStagnant). 
If the stopping criteria have not been met, we use a roulette wheel selection 
scheme to select pairs of parent chromosomes for reproduction. Each chromosome’s 
probability of being selected is proportional to its fitness level. Although a chromosome 
with higher fitness has a better chance of being selected, it is still possible to have some 
chromosomes with lower fitness being selected. This ensures a certain amount of 
variability and helps in the evolution by preventing trapping in local minima. 
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Suppose we wish to preserve a number of elite chromosomes  in each 
generation to continue to live to the next generation, then 
en
( )0.5 en n−  pairs of parents 
have to be selected for reproduction. Each pair of parents will first go through a cross-
over operation to produce a pair of offspring, subject to a probability of cross-over cp . If 
a randomly generated number between 0 and 1 is less than cp , then the two parents will 
have their bits swapped at the cross-over point (Fig. 4.21), which can be arbitrary or 
randomly selected. Otherwise, the offspring will be identical to their parents. 
 
 
Figure 4.21: Illustration of cross-over operation in genetic algorithm. 
 
 Next, the offspring will undergo mutation, again subject to a probability of 
mutation mp . If a randomly generated number between 0 and 1 is less than mp , then the 
offspring will have one of its bit values toggled; the mutation bit can be arbitrary or 
randomly selected. Otherwise, no mutation will be carried out. 
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 The new batch of offspring replaces the non-elite chromosomes in the current 
population to form the next generation. Evolution continues until one of the stopping 
criteria is met. We experimented with different sets of GA parameters and found the one 
giving the best cross-validated classification result to be those tabulated in Table 4.3. The 
evolution terminates at the 172nd generation after 50 generations of stagnancy in the 
maximum fitness level (Fig. 4.22). 
 
Table 4.3: The set of GA parameters that yields the best cross-validated classification 
result. 
GA parameter Value
n  50 
en  5 
cp  0.7 






Figure 4.22: Plot of the maximum fitness level as evolution takes place in GA. 
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4.4.4 Reduction of non-polyp candidates via rule-based filter 
Before subjecting the polyp candidates to linear discriminant analysis (LDA), we wish to 
reduce as much as possible the number of non-polyp candidates, while retaining all the 
true polyp candidates. This is to reduce the large imbalance in the number of non-polyp 
candidates and true polyp candidates (usually overwhelmed by the former). 
 By making histogram observations and intuitive reasoning, we devise a simple 
rule-based filter that is able to reduce a large proportion of non-polyp candidates, yet 
making sure it is conservative enough so that it does not prematurely rule out any 
possible true polyp before LDA. We reject candidates: 
• whose NumVertices does not fall into the range [ ]min max,v v  or 
• whose  or maxMeanCV CV>
• whose minMaxNumSeeds Seeds<  and (  or maxMaxDimension Dim> minε < ℜ ). 
All these features have been defined in section 4.4.2. 
 The first rule eliminates candidates that are exceedingly large (likely to be folds) 
or too minute (likely to be noise patches). The second rule follows from the fact that 
polyps should have relatively small curvedness as compared to folds. Both rules are uni-
variate and easily observable from a histogram or scatter plot. A scatter plot of 





Figure 4.23: Scatter plot of NumVertices for all the training polyp candidates; top blue 
circles with cluster identity of one are the true polyps while the bottom brown circles 
with cluster identity of zero corresponds to the non-polyp candidates. 
 
 We observe that some of the polyps residing on folds are extracted together with 
the latter as polyp candidates. Because we do not want to prematurely exclude such 
polyps, we reject candidates that are not only very elongated or large, but must also not 
contain a considerable number of polyp seed vertices. This follows from our observation 
that most polyp candidates with both the polyp and fold on which it resides have a decent 
number of polyp seed vertices contributed by the polyp. 
 All the thresholds are conservatively determined from the training data such that 
no true polyps are prematurely excluded, and we also allow a small margin between the 
exact cut-off values (acquired from the pool of training polyps) and the actual thresholds 
being used. These thresholds are tabulated in Table 4.4. 
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Table 4.4: List of thresholds used in our rule-based filter. 
Filter Thresholds Value
minv  10 
maxv  1400 
maxCV  0.7 
minSeeds  25 
maxDim  12 
minℜ  0.4 
 
 To illustrate the effectiveness of our rule-based filter in reducing the number of 
non-polyp candidates, the breakdown of polyp candidates before and after application of 
the filter is shown in Table 4.5 for one of the folds. All true polyps are retained, while 
almost 60% of non-polyp candidates are eliminated. This will be very useful for the 
classifier in the next stage as the imbalance in the data size of the two classes is greatly 
reduced. 
 
Table 4.5: Illustrates the effect of applying our rule-based filter. The number of non-
polyp candidates is reduced by about 60% while all the true polyp candidates are retained. 
Before filter Test data Training data 
Num. of data scans 9 36 
Num. of true polyps 10 61 
Num. of non polyps 1818 9729 
 
After filter Test data Training data 
Num. of true polyps 10 61 




4.4.5 Linear discriminant analysis 
4.4.5.1 Rationale 
Up to this point, we have extracted a number of polyp candidates, each represented by a 
45-dimensional feature vector, and we wish to further classify them into true polyps and 
false alarms. This is a typical 2-class pattern recognition problem. There are broadly 4 
approaches to solve a pattern recognition problem [48], i.e., (1) template matching, (2) 
structural approach, (3) neural networks, and (4) statistical approach. 
 Template matching is one of the simplest and earliest approaches to pattern 
recognition. Typically, a prototype of the pattern to be recognized is provided, and the 
test patterns are matched against the prototype by use of a similarity measure (often 
correlation). This approach is not only computationally demanding, but is also sensitive 
to slight ‘distortions’ in the test patterns, for example a slight change of viewpoint in the 
imaging process. 
 The structural approach builds a hierarchical paradigm to describe each pattern as 
being composed of simpler, smaller sub-patterns. The test pattern is to be identified and 
represented in terms of the simplest sub-patterns (or primitives). An analogy can be 
drawn between the pattern structure and the syntax of a language; patterns are analogous 
to sentences, while primitives are analogous to the alphabet of the language. Patterns are 
generated using rules just as sentences are generated using grammar; such rules are to be 
learned using training examples. This approach is particularly useful when the patterns to 
be recognized have a definite structure that can be described using a set of rules, for 
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example, textured images and shape analysis of contours. However, implementation of 
such an approach is often very difficult, largely due to the difficulty in segmenting the 
primitives and the inference of grammar from the training examples in a noisy 
environment. 
 Neural networks can be viewed as massively parallel computing systems 
comprising an enormous number of simple processing units called neurons, with many 
inter-connections. The most commonly used architecture is the feed-forward network, 
which includes multi-layer perceptron and radial-basis function networks. The main 
advantage of neural networks is that with sufficient training, it can model complex non-
linear input-output relationships, i.e., they are universal approximators. Besides, there is 
little dependence on domain-specific knowledge. This, on one hand, is advantageous in 
terms of implementation and learning, but is disadvantageous as it serves much like a 
black-box from which we cannot infer the rules governing the classification. 
 The statistical approach is one whereby each pattern consists of a d-dimensional 
feature vector and can be viewed as a point in d-dimensional space. The goal is to find a 
set of features and rules such that the patterns belonging to different classes can be 
projected into compact and distinct regions. In the classical theoretic approach, the 
probability distributions of the patterns for each class has to be specified or learned, from 
which the decision boundaries can be determined to perform the classification. Very 
often, especially in high dimensions, it is very difficult to know or learn the underlying 
distribution functions. Another approach is via a discriminant analysis. First, a parametric 
form of the decision boundary is specified, for example linear or quadratic. Then the 
parameters governing the decision boundary are learned from the training examples.  
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Vapnik [49] argued in favor of such direct boundary construction methods 
especially when we have a limited amount of information about the underlying 
probability distribution functions: “If you possess a restricted amount of information for 
solving some problem, try to solve the problem directly and never solve a more general 
problem as an intermediate step. It is well possible that the available information is 
sufficient for a direct solution but is insufficient for solving a more general intermediate 
problem.”  
Besides, discriminant analysis based methods are usually much less 
computationally demanding than theoretic ones. As an illustration for our 45-dimensional 
space, assuming a Gaussian probability density function (PDF) for each class, there are 
1080 parameters (45 means and 1035 covariance matrix entries) to be computed for each 
of the PDFs in the theoretic approach; in the direct boundary construction case, there are 
only 46 parameters (45 weights and a threshold or bias) to be computed if we use a linear 
discriminant function.  
Linear discriminant functions also have some desirable analytical properties 
(which will be discussed in the next section). They can be optimal classifiers if the 
underlying distributions are cooperative, such as Gaussians having equal covariance. 
Even if they are not optimal, slight performance sacrificed for speed and simplicity in 
implementation is often acceptable. Because of all these reasons, we choose to adopt a 






In linear discriminant analysis, we wish to determine a discriminant function  that 
is a linear combination of the input features from training patterns, and use this function 
to perform induction or classification on unseen test patterns. In other words, we divide 
the input feature space into two regions each belonging to a different class using a hyper-
plane described by , with  given by 
( )g X
( ) 0g =X ( )g X
0( )
tg w= +X W X                                                 (4.33) 
where  is the input feature vector. From training patterns, we wish to learn the weight 
vector  and the bias . Once  is known, the following rule can be used to 
classify unseen test patterns: 
X
W 0w ( )g X
 
 
  (4.34) 
If , X can be arbitrarily assigned to either class, or further 
investigation can be performed. 
( ) 0g =X
If , X ∈  class 2. ( ) 0g <X
If , X ∈  class 1. ( ) 0g >X
 
 
There exist many different methods to determine , such as the perceptron 
method, Widrow-Hoff method and minimum squared error (MSE) method. We have 
selected the MSE method for several reasons. First, it is computationally efficient. 
Secondly, it offers a good compromise performance on both linearly separable and non-
separable problems. Thirdly, with some special choice of parameters, the MSE solution 
computes a weight vector that has the same direction as the one offered by Fisher’s linear 
discriminant (FLD) method, which is a popular feature reduction technique used when 
( )g X
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the training samples are labeled. To illustrate its relation to FLD, we first discuss briefly 
the mechanics of FLD. 
In FLD, we wish to project the data from a high dimensional space to a low 
dimensional space so that the projected class means are far apart and their variances are 
small. In a 2-class problem, the data is projected onto a line such that the following 













                                               (4.35) 
where  is the projection vector,  is the projected mean of class i and  is the 











W X im                                        (4.36) 
where  denotes class i. ic
Figure 4.24 illustrates a 2-class problem (to separate black and red dots). Using 
FLD, the 2-D data is projected onto a line using a projection vector W  obtained by 
maximizing . Thereafter, a single threshold can be used to classify the patterns. ( )J W
 
W
Figure 4.24: Illustration of FLD projection used in a 2-D 2-class problem. 
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By re-expressing  in terms of the projection vector W , class mean vectors 
 and scatters prior to projection, and taking differentiating it with respect to , one 
will be able to obtain the solution of the projection vector as 
( )J W
iM W
( )1 1 2Wλ −= −W S M M                                            (4.37) 





i X c= ∈
= − −∑∑S X M X )iM                                    (4.38) 
Now, we are ready to discuss in greater detail the MSE-based solution of LDA 
and its relation to FLD. To aid in the derivation, define the following: 
         0








Then by replacing each  by 2i c∈y i−y , the classification rule can be re-written as 
0 1, 2,...,t i i> =a y n                                          (4.39) 
where n is the number of training data. 












#                                                  (4.40) 
To solve , we define a vector b  of arbitrary offsets such that each  and we 
solve the following set of linear equations: 
0>Ya 0i >b
  =Ya b                                                         (4.41) 
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The MSE solution is given in terms of the pseudo-inverse of Y as 
( ) 1t −+= =a Y b Y Y Y bt                                            (4.42) 
Now, define the column vectors: 
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⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥ ×⎣ ⎦
u #  
where  and  are the number of training samples in class 1 and 2, respectively. 1n 2n
The special choice of b  that makes the MSE solution weight vector W  to be in the same 













                                                    (4.43) 
 To summarize, we compute the normalized weight vector W  from the training 
data using Eq. 4.37 and 4.38. Thereafter, Eq. 4.33 and 4.34 can be used to classify the test 
data. Since we are interested in knowing the breakdown of misclassifications into false 
positives and false negatives, the classification accuracy is given as an ROC curve. To 
generate this ROC, we adjust the bias  such that we incrementally increase the number 
of true polyps being detected. Suppose there are  number of true polyps in the test data, 
the number of operating points generated by varying  to incrementally increase the 








4.5 Estimation of generalizability 
In every CAD system, we need to estimate how well its performance generalizes to 
unseen test data. A low training error does not necessarily mean low test error. In practice, 
there are several methods being used to estimate the generalizability of a classifier system. 
Four methods will be discussed here, i.e., (1) resubstitution, (2) hold-out, (3) leave-one-
out, and (4) N-fold cross-validation method. 
The resubstitution method uses all the available data for both training and testing, 
i.e., the training and test sets are the same. Such an error estimate is optimistically biased, 
especially so when the ratio of the number of data to the dimensionality of the data is 
small. 
 The hold-out method divides the available data into two portions, one for training 
and one for testing, where the training and test sets are independent. Such a method 
produces a pessimistically biased error estimate since different partitioning gives 
different estimates. 
 In the leave-one-out method, a single data sample is selected each time to be the 
test data while the remaining data are used for training. Such a process is repeated n times 
(where n is the number of data available), after which an averaged error can be computed. 
This method produces an unbiased error estimate but the variance of the estimate is very 
large. Moreover, this method is very computationally expensive because training and 
testing have to be repeated n times. 
 N-fold cross-validation offers a good compromise between the hold-out and 
leave-one-out methods. The available data is split into N disjoint subsets. Each time, one 
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subset is selected for testing while the remaining subsets are used for training. Such a 
process is repeated N times, after which an averaged error is computed. This method 
produces an error estimate with a bias lower than that offered by the hold-out method and 
it is computationally much cheaper than the leave-one-out method. Therefore, we choose 
a 5-fold cross-validation approach for estimating the performance of our CAD scheme. 
 We divide the available 45 data scans into 5 subsets. Each time, one subset is 
reserved for testing while the remaining four are used for training our CAD. The training 
process extracts all the parameters necessary to define the entire CAD system (Fig. 4.6), 
which include the stringent SI, CV thresholds in the polyp candidate generation module, 
features selected by GA, and parameters specifying the rule-based filter and linear 
discriminant function. The testing process evaluates how well our trained CAD system 
detects polyps in the test subset. To obtain a more complete picture, instead of just 
determining a single number to represent the error rate (e.g., number of 
misclassifications), we report the performance in the form of an ROC curve. Each 
operating point on the curve tells the number of true polyp detections and the number of 
false alarms; of course, we would like the former to be high and the latter to be as low as 
possible. Every fold produces an ROC curve, and these curves are averaged in the end to 
yield one smoothed average ROC curve indicating the estimated generalizability of the 
CAD system. The GA was run many times using different parameters and the final subset 
of features selected corresponds to the one yielding the best averaged ROC curve. The 
experimental results are given in the next section. Some comparison with CAD systems 
developed by other researchers is also made. 
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4.6 Experimental results and comparison 
The data used in this study is described in chapter 1, section 1.3, while the method 
employed to estimate the accuracy and generalizability of our classifier is described in 
chapter 4, section 4.5. Briefly, 45 data scans are used in our study, with each scan 
containing at least one polyp with a size of 5 mm or greater. A total of 71 such polyps are 
present in the entire data set. A 5-fold cross-validation is used to estimate the 
generalizability of our classifier, with each fold consisting of 9 data scans. 
 The averaged ROC curves for different feature subsets are shown in Fig. 4.25. 
There are three distinct groups identified. The worst group corresponds to the CAD 
scheme without using the rule-based filter, and it is shown as the bottom-most blue curve 
with the minimum area underneath. This strongly supports the usefulness of the rule-
based filter in boosting the overall performance of the CAD. The next group shown in 
green corresponds to different trial subsets of features selected by us. The best 
performing group shown in red corresponds to the use of feature subsets selected by GA. 
This shows the usefulness of GA in selecting an optimum subset of features for the 
detection of polyps. 
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Figure 4.25: Plot of smoothed ROC curves corresponding to different feature subsets and 
conditions. This plot supports the usefulness of the rule-based filter and GA-based feature 
selection for the detection of polyps. 
 
The best performing ROC corresponds to the one where 45 features were selected 
by GA (out of 69 features) and is displayed in Fig. 4.26. For example, at 90% sensitivity, 
the average number of false positives per data scan is 18.94 (Table 4.6). In other words, 
on average, if we hope to detect 90% of the polyps, we should expect the number of false 
alarms for each scan to be about 18.94. Using our CAD system as a first reader, 
radiologists can easily dismiss the false alarms and confirm true polyp detections. This 
shortens the interpretation time and potentially reduces inter-observer variability. 
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 Figure 4.26: Shows the ROC curve corresponding to the best feature subset selected by 
GA. This is an indication of the estimated generalizability of our CAD scheme. 
 











Table 4.7 summarizes the various CAD schemes and results reported by different 
research groups. These were described in greater detail in section 4.2 and only provided 
here for easier comparison. It is worth noting that a direct comparison is very difficult for 
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various reasons. (1) Different research groups use different data, and variation in image 
acquisition protocols and quality makes any kind of comparison biased. (2) The use of 
contrast agent in fecal-tagged data makes segmentation and thus detection of polyps 
harder compared to the non-fecal-tagged cases. Some research institutions used a mixture 
of both, which makes comparison even more difficult. (3) The methods used to estimate 
the generalizability of the CAD vary across different groups. (4) Most of the groups 
report only a few operating points on the ROC curve; this gives an incomplete indication 
of the system’s performance. Some system may be better at some operating points and 
worse at the others. (5) The targeted minimum size of the polyp to be detected varies. 
Nonetheless, given that all our data scans are minimally prepared and fecal-tagged, 
and that the ratio of polyps to the number of available data scans is exceptionally high, 
our CAD system certainly yields good detection performance, comparable with most 












Table 4.7: Summary of different CAD schemes and their estimated performance. 
Place of research University Hospital 
Gasthuisberg, Belgium 
Stanford University University College 
Hospital, London 
Authors G. Kiss et al. [27] D.S. Paik et al. [28] Taylor et al. [29]
Method Surface normal, sphere 
fitting 
Surface normal overlap Sphericity, flatness 
Sensitivity (%) 80 40 81 
Av. false positive rate 4.1 20 26 
Number of test polyps 15 11 32 
Polyp sizes 5mm≥  5-9mm 6mm≥  
Fecal tagged? Mixture No Mixture 
Number of training data - - 90 
Number of testing data 36 8 (selected out of 116) 50 
Method of evaluation - Leave-one-out Hold-out 
Place of research National Institute of 
Health, Besthesda 
University of Chicago National University of 
Singapore 
Authors R.M. Summers et al. [33] Yoshida et al. [34] E.T. Yeo et al.   
Method Rule-based filter, 
committee of SVMs 
SI, CV, Bayesian neural 
network 
SI, CV, GA, LDA 
Sensitivity (%) 61 86 80 
Av. false positive rate 4 4.2 12.3 
Number of test polyps 119 44 71 
Polyp sizes 6mm≥  6mm≥  5mm≥  
Fecal tagged? Yes Yes Yes 
Number of training data 788 - - 
Number of testing data 1584 32 45 












5.1 Summary of contributions 
We have developed a computer-aided diagnosis (CAD) system for the detection of 
colonic polyps. The main contribution is the inclusion of a polyp detection scheme that 
automatically highlights regions likely to be polyps. As a first reader, this polyp detection 
scheme potentially reduces interpretation time and decreases inter-observer variability 
among different radiologists. Besides, our system allows radiologists to visualize CT 
colon data in a variety of ways that aids in the detection of polyps; user-friendly interface 
allows fast exploration of the CT images in the traditional axial, coronal and sagittal 
orientations, supplemented with a virtual endoscopic view of the reconstructed 3-D 
model of the inner colon wall. Navigation within the 3-D model can be automatic along 
the medial axis of the colon that our system extracts, or can be manual with easy virtual 
walkthrough interface. A screenshot of our system in the automatic polyp detection mode 
is shown in Fig. 5.1. 
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Figure 5.1: Screenshot of our system in the automatic polyp detection mode. Regions 
likely to be polyps are automatically detected and highlighted to the radiologists to 
reduce interpretation time and possibly inter-observer variability. 
 
The first stage of our system is the segmentation of the intra-colonic region. 
Histogram analysis of the voxels near the colon wall showed a mixture of three Gaussian 
probability density functions corresponding to air, soft-tissue and opacified fluid. 
Therefore, optimum 2-level thresholding was used to segment the air and the opacified 
fluid. To deal with partial volume effect, we proposed a gap-filling post-processing 
method which made anatomical and gravitational assumptions. 
 The next stage is to extract a smooth 3-D model of the colon wall, not only for 
visualization in the virtual endoscopic view, but more importantly for the automatic 
 99
polyp detection in the back-end of the pipeline. To prevent step-like aliasing artifacts, we 
first use a Gaussian filter to smooth the binary segmented volume before using a 
marching cubes algorithm to extract a triangular mesh of the inner colon wall. To achieve 
a sufficiently smooth mesh, the Taubin filter was used since it prevents shrinkage of the 
mesh due to excessive smoothing. The entire series of smoothing parameters were 
carefully and conservatively selected to ensure that all training polyps of size measuring 
5 mm or greater are not smoothed out. 
To facilitate supervised learning, we labeled all the polyps in the form of 3-D 
voxel identity maps, with the help of an experienced radiologist from the National 
University Hospital. In our automatic polyp detection scheme, polyp candidates are first 
identified using local shape analysis of the reconstructed 3-D colon model. To reduce the 
number of non-polyp candidates prior to the application of a statistical classifier, we 
proposed a novel rule-based filter. We have chosen a minimum squared error (MSE) 
based linear discriminant analysis as the statistical classifier for its computational 
simplicity and its relation to the optimal feature reduction technique, Fisher’s linear 
discriminant. We also proposed the use of a genetic algorithm (GA) to select an optimal 
subset of features, using area under the normalized receiver operating characteristics 
(ROC) curve as the criterion function. With the use of our rule-based filter and GA in 
feature selection, the accuracy of our polyp detection scheme is improved significantly. 
Using a 5-fold cross-validation technique, we showed that our CAD system yields 




5.2 Future research directions 
Polyp detection using colon data that is minimally prepared (fecal-tagged) is a relatively 
new area to explore. The administration of oral contrast agent adds new challenges to 
pre-processing steps such as segmentation of the intra-colonic region, and hence to the 
entire computer-aided detection system. 
 Although it is good to have quantitative accuracy assessment of our segmentation 
algorithm, it is normally very difficult to obtain voxel-by-voxel ground truth of a large 
number of segmented colon data. Nonetheless, we are at least now able to quantify any 
improvement in the polyp detection system as a result of an improvement or change of 
segmentation algorithm. More computationally involved algorithm such as level-set or 
graph-cut could be explored to see it would lead to better polyp detection accuracy. 
Similarly, the smoothing parameters used to extract the 3-D model of the colon wall can 
be optimized by minimizing the average cross-validation error of the polyp detection 
scheme. 
 It would be interesting to explore deformable registration of the colon data in the 
prone and supine orientations. Radiologists often make confirmation about the identity of 
a suspicious structure by making visual correspondence of the structure in the two scans. 
For example, if a suspicious bump is a retained stool (that does not stick to colon wall), it 
should appear on opposite sides of the wall in the two views, whereas if it is a polyp, it 
should still appear on the same side, though with a slightly different appearance due to 
deformation and gravity. If such correspondence can be made use of in the polyp 
detection scheme, the detection performance can be improved significantly. 
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We have used cross-validation technique to obtain the set of parameters giving the 
best estimated detection performance. This only gives an estimation of the system’s 
generalizability to unseen independent test data but not the true testing accuracy. It would 
be good to have more data so that we can do a totally independent testing with no further 
amendments to the finalized polyp detection scheme. Moreover, any computer-aided 
detection system especially in the medical field is never aimed to totally replace the work 
of the human operator, in this case radiologists. Instead, we seek to reduce the 
interpretation time of the radiologist to a minimum, yet without compromising detection 
accuracy. We also wish to lower the learning curve for radiologists in CT colonography 
and thus reduce inter-observer variability in the detection of polyps. Therefore, instead of 
merely investigating the performance of the automatic polyp detector, it is also very 
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