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Abstract
We prove that for a line perfect multigraph the chromatic index is
equal to the list chromatic index. This is a generalization of Galvin’s
result on bipartite multigraphs.
Soon after the first version was submitted to arxiv, I found out that
the same result has already been achieved in an older paper by Peterson
and Woodall [8], by a similar but not entirely the same method.
1 Introduction
All graphs we consider here are finite undirected multigraphs without loops
unless said otherwise.
Consider a graph G. The line graph L(G) is a graph with a vertex for each
edge ofG, where vertices in L(G) are adjacent if and only if the corresponding
edges in G are adjacent.
The chromatic number χ(G) of a graph G is the minimum number of
colors which can be assigned to vertices in such a way that adjacent vertices
have different colors (such an assignment of colors is called proper coloring).
The chromatic index χ′(G) is the chromatic number of L(G).
Consider a graph G = (V,E) and a function f : V → N, which assigns a
non-negative integer to each vertex. G is f -choosable if, given sets of colors
{Av}v∈V , |Av| = f(v), one can always choose a color for each vertex {cv}v∈V ,
cv ∈ Av, so that adjacent vertices have different colors. G is n-choosable if it
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is f -choosable for a constant function f(v) = n. The choice number χl(G)
is the least n such that G is n-choosable. The list chromatic index χ′l(G) is
the choice number of L(G).
One may consider sets Av = {1, . . . , χ(G)}, v ∈ V , to see that χ(G) ≤
χl(G) (and χ
′(G) ≤ χ′l(G)). The list coloring conjecture states that for line
graphs this inequality turns to equality (see [3], p.509 for the history).
Conjecture 1.1 (List coloring conjecture (LCC)). χ′(G) = χ′l(G) for any
multigraph G.
The LCC has been proven in some special cases. It has been shown to
hold for complete graphs of odd degree [4]. The polynomial method was
used by different authors to prove the LCC for regular planar multigraphs
of class 1 [1] (class 1 graphs are those whose chromatic index is equal to the
maximum degree of a vertex); for complete graphs of degree p + 1, where p
is prime [9]. It was shown to hold asymptotically in some sense [6]. Galvin
used the so-called kernel method to prove the LCC for bipartite multigraphs
[2]. To achieve it, he used Maffray’s characterization of a line perfect graph
([7], Theorem 1), a special case of which is a bipartite graph. Naturally, a
question arises if Galvin’s proof can be extended to line perfect graphs. In
this paper, we show that this indeed can be done, though we have to employ
some other techniques as well as Galvin’s kernel method.
2 LCC for line perfect multigraphs
A clique is a set of mutually adjacent vertices. An independent set is a set
of mutually non-adjacent vertices.
Consider a digraph D = (V, ~E) with no loops and with at most one arc
in each direction between any two vertices. We denote the existence of arc
from v to u in D as v → u. The outdegree of a vertex v is dout(v) = |{u ∈
V : v → u}|. The closed neighborhood of v is N(v) = {u ∈ V : v → u}∪{v}.
Clearly, |N(v)| = dout(v) + 1. The underlying graph of D is an undirected
graph G = (V,E), where E = {{u, v} : u → v or v → u}. Note that a pair
of opposite arcs corresponds to just one edge in the underlying graph.
A kernel of D is an independent set K ⊆ V such that N(v) ∩K 6= ∅ for
any v ∈ V (or, equivalently, for each v ∈ V \ K there is u ∈ K such that
v → u).
The proof of the next lemma can be found in [2] (see Lemma 2.1).
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Lemma 2.1. Let D be a digraph in which any induced subgraph has a kernel,
f : V → N be such that f(v) > dout(v) for any v. Then the underlying graph
of D is f -choosable.
An orientation of a simple graphG is any digraph whose underlying graph
is G. A digraph is normal if every clique in it has a kernel (which necessarily
consists of one vertex). Note that it is sufficient to check that every triangle
(a clique on three vertices) has a kernel to prove that a digraph is normal.
A graph is solvable if every normal orientation of it has a kernel.
Lemma 2.2. Every induced subgraph of a solvable graph G = (V,E) is
solvable.
Proof. It suffices to show that for any v ∈ V induced subgraph H on V \ v is
solvable. If we have a normal orientation D of H , let us add a vertex v and
arcs {v → u : {v, u} ∈ E} to it to get a normal orientation D′ of G. Since G
is solvable, D′ has a kernel K. Then K \ v is a kernel of D.
A graph G is perfect if for any induced subgraph H of G the chromatic
number χ(H) is equal to the size of a maximum clique of H . Maffray proved
that for line graphs the property of being perfect coincides with the property
of being solvable ([7], Theorem 1).
Theorem 2.3 (Maffray). The line graph of a multigraph is solvable if and
only if it is perfect.
In his paper Galvin uses the fact that line graphs of bipartite graphs are
perfect. For the line graph of an arbitrary bipartite graph G he finds such
an orientation D that all outdegrees in it are smaller than χ′(G). Since L(G)
is perfect, by Theorem 2.3 it is solvable, then by Lemma 2.2 every induced
subgraph of D has a kernel. Then by Lemma 2.1 L(G) is χ′(G)-choosable,
which proves the LCC for bipartite graphs.
Theorem 2.4 (Galvin). For an arbitrary bipartite multigraph G, χ′(G) =
χ′l(G).
It turns out that the LCC holds for any graph whose line graph is perfect.
Such graphs are called line perfect.
Theorem 2.5. For an arbitrary line perfect multigraph G, χ′(G) = χ′l(G).
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The remainder of the text is devoted to the proof of this theorem.
If G = (V,E), we denote E(v) = {e ∈ E : e is incident to v}, dG(v) =
|E(v)| for any v ∈ V . We also denote E(a, b) = E(a) ∩ E(b), E(a, b, c) =
E(a, b) ∪E(a, c) ∪ E(b, c) for any distinct a, b, c ∈ V . E(a, b) is the set of all
edges between a and b, and E(a, b, c) is the set of all edges in the triangle on
vertices a, b, c.
Remark 2.6. For any line perfect multigraph G, χ′(G) is the size of the
maximum clique in L(G), so
χ′(G) = max
(
max
v∈V
(dG(v)), max
a,b,c∈V
(|E(a, b, c)|)
)
.
Let G = (V,E) be an arbitrary line perfect graph. In order to prove that
χ′(G) = χ′l(G), we first fix arbitrary sets of colors {Ae : |Ae| = χ
′(G)}e∈E.
Then we choose the order of traversal of a block-cut tree of G by running the
depth-first search algorithm, starting from any block. We color biconnected
components of G in that order, one after the other.
When we want to color edges of a block H = (W,F ), there is at most one
vertex v ∈ W which has some of its incident edges in E(v) \ F (v) already
colored. If this vertex exists, it is a cut vertex shared with some other block
(or blocks) which we have already colored. Let
C = {c : ∃ e ∈ E(v) \ F (v), color c is already assigned to edge e}.
For any e ∈ F (v) we cannot use colors from C, so we have to replace Ae
with Ae \ C. Note that |Ae \ C| ≥ χ
′(G) − (dG(v) − dH(v)) ≥ dH(v), since
χ′(G) ≥ dG(v). Also, obviously, χ
′(G) ≥ χ′(H).
Given what is stated above, to show that edges of H can be properly
colored, it suffices to show that for any v ∈ W , H is fv-edge-choosable,
where
fv(e) =
{
dH(v), if e ∈ F (v),
χ′(H), otherwise.
As we can see, Theorem 2.5 is equivalent to the following theorem:
Theorem 2.7. Any biconnected line perfect multigraph G = (V,E) is fv-
edge-choosable for any v ∈ V , where
fv(e) =
{
dG(v), if e ∈ E(v),
χ′(G), otherwise.
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You can find a thorough proof of the next theorem in [7] (see Theorem
2).
Theorem 2.8. Every biconnected component (block) of a line perfect multi-
graph is either a bipartite graph, K4 (a clique on four vertices), or K1,1,n (a
graph consisting of n + 2 vertices v1, . . . , vn, a, b such that {v1, . . . , vn} is an
independent set, and {vi, a, b} is a clique for i = 1, . . . , n).
Remark 2.9. Note that in each case multiple edges are allowed.
Remark 2.10. Third case is essentially a set of triangles with a common
edge, where edges are allowed to be multiple.
All that is left to do is to prove Theorem 2.7 for all three types of blocks
described in Theorem 2.8.
For bipartite blocks we build the orientation of the line graph with all
outdegrees less than corresponding values of fv, so Lemma 2.1 can be used
again. For K4 and K1,1,n we prove fv-edge-choosability directly.
3 Bipartite blocks
The orientation we build is essentially the same as the one Galvin used in
his proof (see Theorem 4.1 in [2]).
Theorem 3.1. Let G = (V,E) be a bipartite multigraph. For any v ∈ V , G
is fv-edge-choosable, where
fv(e) =
{
dG(v), if e ∈ E(v),
χ′(G), otherwise.
Proof. Let (X, Y ) be a bipartition of G such that v ∈ X. Let E(v) =
{e1, . . . , edG(v)}. Let c : E → {1, . . . , χ
′(G)} be a proper coloring of L(G).
We can assume that c(ei) = i (it can be achieved by a suitable permutation
of colors).
We define the orientation D of L(G) as following: for adjacent edges
e, q ∈ E(w) for some w ∈ V , e → q if either w ∈ X and c(e) < c(q), or else
w ∈ Y and c(e) > c(q). Note that for any two multiple edges e, q both e→ q
and q → e are true.
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For each e ∈ E, dout(e) < χ
′(G), because c is one-on-one on the closed
neighborhood N(e) of e in D. Additionally, for e ∈ E(v), dout(e) < dG(v),
because c is still one-on-one on N(e), and c(q) ≤ dG(v) for any q ∈ E, e→ q.
Since G is bipartite, any clique in L(G) is the subset of E(w) for some
w ∈ V , then by definition ofD the kernel consists of the edge with the biggest
(if w ∈ X) or the smallest (if w ∈ Y ) value of c. It follows that D is normal,
so we can apply Lemma 2.1, and G is fv-edge-choosable.
4 A transversal case
Consider a graph G = (V,E) and color sets {Ae}e∈E . Define
AF =
⋃
e∈F
Ae, A(v) = AE(v), A(u, v) = AE(u,v)
for F ⊆ E, u, v ∈ V .
If there is a pair of non-adjacent edges e, q ∈ E with intersecting color
sets, and c ∈ Ae ∩ Aq, we will call a set {e, q, c} a reducing set.
We will say that a transversal case takes place, if there are no reducing
sets, or, equivalently, if Ae ∩Aq = ∅ for any two non-adjacent edges e, q ∈ E.
In the transversal case, if a proper list edge coloring exists, each edge in
it will be assigned a unique color. One can see that finding such a coloring
is equivalent to finding a system of distinct representatives (which is also
called a transversal) for a family of finite sets. The next theorem is the
reformulation of the famous Hall’s marriage theorem (see Theorem 1 in [5]).
Theorem 4.1. In the transversal case, a proper list edge coloring exists if
and only if for any F ⊆ E,
|F | ≤ |AF |.
In the remaining theorems, our strategy would be to reduce any case to
a transversal case, and then to apply Theorem 4.1.
5 K4 with multiple edges
The next theorem considers not just cliques but arbitrary graphs on four
vertices for the purposes of using the method of induction.
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Theorem 5.1. Let G = (V,E) be a multigraph on four vertices. For any
v ∈ V , G is fG,v-edge-choosable, where
fG,v(e) =
{
dG(v), if e ∈ E(v),
χ′(G), otherwise.
Proof. Let us fix arbitrary color sets {Ae : |Ae| = fG,v(e)}e∈E.
We will use the induction on the number of edges in the graph. The base
case would be a transversal case. We will consider it at the end of the proof.
If there is a reducing set {e, q, c}, then let us assign color c to both
e and q, and consider G′ = (V,E ′), E ′ = E \ {e, q}, A′s = As \ {c} for
s ∈ E ′ (because we cannot assign c to any other edge). It is easy to see that
|E ′(w)| = |E(w)| − 1 for any w ∈ V , |E ′(a, b, c)| = |E(a, b, c)| − 1 for any
a, b, c ∈ V , so, by Remark 2.6, χ′(G′) = χ′(G) − 1. Also, |A′s| ≥ |As| − 1
for any s ∈ E ′. By induction, G′ is fG′,v-edge-choosable, so we can finish
properly coloring the remaining edges using color sets {A′s}.
If a transversal case takes place, then in order to apply Theorem 4.1 and
prove fG,v-edge-choosability of G, we need to prove that for any F ⊆ E the
inequality |F | ≤ |AF | holds.
If F contains a pair of non-adjacent edges e, q, then |AF | ≥ |Ae ∪ Aq| =
|Ae|+ |Aq| ≥ χ
′(G) + dG(v), since at least one of e, q is not incident with v.
But χ′(G) ≥ |E(a, b, c)|, where {a, b, c} = V \{v}, and E = E(a, b, c)∪E(v),
so |AF | ≥ |E| ≥ |F |.
If F does not contain a pair of non-adjacent edges, then necessarily either
F ⊆ E(w) for some w ∈ V , or F ⊆ E(a, b, c) for some a, b, c ∈ V . If
F ⊆ E(v), then, taking any e ∈ F , |AF | ≥ |Ae| = dG(v) ≥ |F |. In all other
cases there exists e ∈ F \ E(v), so |AF | ≥ |Ae| = χ
′(G) ≥ |F |.
Corollary 5.2 (LCC for graphs on four vertices). For an arbitrary multi-
graph G on four vertices, χ′(G) = χ′l(G).
6 K1,1,n with multiple edges
Same as in the previous section, we consider a more general class of graphs
for the purposes of using the method of induction.
Let G = (V,E) be a graph consisting of n+2 vertices v1, . . . , vn, a, b such
that {v1, . . . , vn} is an independent set. Define tG(vi) = |E(a, b, vi)|.
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Lemma 6.1. If e, q ∈ E is a pair of non-adjacent edges, G′ = (V,E ′), where
E ′ = E \ {e, q}, then dG′(a) = dG(a)− 1, dG′(b) = dG(b)− 1.
Proof. Since e, q are non-adjacent, one of them is incident with a, another
is incident with b, and none of them are incident with both a and b, so
dG′(a) = dG(a)− 1, dG′(b) = dG(b)− 1.
Let us call a vertex vi big (in G), if tG(vi) ≥ max(dG(a), dG(b)), and great
(in G), if tG(vi) > max(dG(a), dG(b)).
Lemma 6.2. If vi is great in G, then no vj, j 6= i can be big in G. If vi is
big in G, then no vj, j 6= i can be great in G.
Proof. Suppose vi is great in G. For any vj , j 6= i:
|E(a, vj)| ≤ dG(a)− |E(a, vi)| − |E(a, b)| <
< tG(vi)− |E(a, vi)| − |E(a, b)| = |E(b, vi)|.
It follows that
tG(vj) = |E(a, b)|+ |E(a, vj)|+ |E(b, vj)| <
< |E(a, b)|+ |E(b, vi)|+ |E(b, vj)| ≤ dG(b),
so vj is not big in G.
If vi is big in G, then by similar reasoning for any vj , j 6= i, |E(a, vj)| ≤
|E(b, vi)| and tG(vj) ≤ dG(b), so vj is not great in G.
Lemma 6.3. Let tG(v1) ≥ tG(v2) ≥ · · · ≥ tG(vn). No vi, i > 1 can be great
in G.
Proof. If vi, i > 1 is great in G, then v1 is also great in G, but then by
Lemma 6.2, vi is not big in G, and we come to the contradiction.
Lemma 6.4. Let e, q ∈ E be a pair of non-adjacent edges, G′ = (V,E ′),
where E ′ = E \ {e, q}. If vi is big (great) in G, then vi is also big (great) in
G′. If vi is great in G
′, then vi is big in G.
Proof. By Lemma 6.1, dG′(a) = dG(a)− 1, dG′(b) = dG(b)− 1.
If vi is big in G, then tG′(vi) ≥ tG(vi) − 1 ≥ max(dG(a), dG(b)) − 1 =
max(dG′(a), dG′(b)), so vi is big in G
′. By the same reasoning, if vi is great
in G, then vi is great in G
′.
If vi is great in G
′, then tG(vi) ≥ tG′(vi) ≥ max(dG′(a), dG′(b)) + 1 =
max(dG(a), dG(b)), so vi is big in G.
8
There are two cases to consider: v from the statement of Theorem 2.7
is either one of {a, b}, or one of {v1, . . . , vn}. We consider each case in a
separate theorem.
Theorem 6.5. Let G = (V,E) be a multigraph consisting of n + 2 vertices
v1, . . . , vn, a, b such that {v1, . . . , vn} is an independent set. G is fG-edge-
choosable, where
fG(e) =
{
dG(a), if e ∈ E(a),
max(dG(a), dG(b), tG(vi)), if e ∈ E(b, vi).
Remark 6.6. Note that max(dG(a), dG(b), tG(vi)) ≤ χ
′(G), so the statement
of the theorem is slightly stronger than needed. This is for the purposes of
using the method of induction.
Proof. We can assume that tG(v1) ≥ tG(v2) ≥ · · · ≥ tG(vn).
Let us fix arbitrary color sets {Ae : |Ae| = fG(e)}e∈E.
We will use the induction on the number of edges in the graph. The base
case (a traversal case) would be considered at the end of the proof.
Suppose there is at least one reducing set. If there is such reducing set
{e, q, c} that {e, q} ∩ E(v1) 6= ∅, then we choose it, otherwise we choose
any reducing set. We assign color c to e and q, and consider G′ = (V,E ′),
E ′ = E \ {e, q}, A′s = As \ {c} for s ∈ E
′. If we can prove that |A′s| ≥ fG′(s)
for any s ∈ E ′, then by induction edges of G′ can be properly colored using
color sets {A′s}.
To prove the inequality |A′s| ≥ fG′(s) for s ∈ E
′ (from now on we refer to it
as the color set inequality), it is enough to show that either fG′(s) = fG(s)−1,
or that A′s = As.
By Lemma 6.1, dG′(a) = dG(a) − 1 and dG′(b) = dG(b) − 1. This means
that for s ∈ E ′(a):
fG′(s) = dG′(a) = dG(a)− 1 = fG(s)− 1,
so the color set inequality holds for any s ∈ E ′(a).
By Lemma 6.4, if vi is not great in G
′, then it is also not great in G, so
for any s ∈ E ′(b, vi):
fG′(s) = max(dG′(a), dG′(b)) = max(dG(a), dG(b))− 1 = fG(s)− 1,
and the color set inequality holds for any s ∈ E ′(b, vi), vi is not great in G
′.
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Now, we only need to prove the color set inequality for s ∈ E ′(b, vi), where
vi is great in G
′. If none of vi are big in G, then none of them are great in
G′. Otherwise v1 is big in G, then by Lemma 6.4 it is also big in G
′, then by
Lemma 6.2 none of vi, i > 1 are great in G
′. So, only v1 can be great in G
′.
The reducing set {e, q, c} was chosen in such a way that either {e, q} ∩
E(v1) 6= ∅, or c /∈ A(v1). In the first case fG′(s) = fG(s)− 1 for s ∈ E
′(b, v1),
and in the second case As = A
′
s for s ∈ E
′(b, v1), so in both cases all color
set inequalities hold.
If a transversal case takes place, then in order to apply Theorem 4.1 and
prove fG-edge-choosability of G, we need to prove that for any F ⊆ E the
inequality |F | ≤ |AF | holds.
If F does not contain a pair of non-adjacent edges, then necessarily either
F ⊆ E(a), F ⊆ E(b) or F ⊆ E(a, b, vi) for some i. In the first case, taking
any e ∈ F , |AF | ≥ |Ae| = dG(a) ≥ |F |. In all other cases there exists
e ∈ F \ E(a), so |AF | ≥ |Ae| ≥ max(dG(b), tG(vi)) ≥ |F |.
If F contains a pair of non-adjacent edges e, q, then |AF | ≥ |Ae ∪ Aq| =
|Ae|+ |Aq| ≥ dG(a) + dG(b) ≥ |E| ≥ |F |.
Theorem 6.7. Let G = (V,E) be a multigraph consisting of n + 2 vertices
v1, . . . , vn, a, b such that {v1, . . . , vn} is an independent set. G is fG-edge-
choosable, where
fG(e) =


dG(v1), if e ∈ E(v1),
max(dG(a), dG(b), tG(v1)), if e ∈ E(a, b),
max(dG(a), dG(b), tG(vi)), if e ∈ E(vi), i > 1.
Proof. We can assume that tG(v2) ≥ tG(v3) ≥ · · · ≥ tG(vn).
Let us fix arbitrary color sets {Ae : |Ae| = fG(e)}e∈E.
We will use the induction on the number of edges in the graph. The base
case would be considered at the end of the proof.
If A(a, b) 6⊆ A(v1), we take e ∈ E(a, b) such that there exists c ∈ Ae \
A(v1), assign color c to e and consider G
′ = (V,E ′), E ′ = E \ {e}, A′s = As \
{c} for s ∈ E ′. dG′(a) = dG(a)−1, dG′(b) = dG(b)−1, and tG′(vi) = tG(vi)−1
for all i, so |A′s| ≥ fG′(s) for s ∈ E
′ \ E ′(v1). For s ∈ E
′(v1), A
′
s = As, so
|A′s| = |As| = fG(s) = fG′(s). Then, by induction, we can finish properly
coloring the remaining edges.
From now on we assume that A(a, b) ⊆ A(v1).
Suppose there is at least one reducing set. We carefully choose some
reducing set {e, q, c} (below we consider several cases and show the exact
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way of choosing the reducing set in each case); assing color c to e and q,
and consider G′ = (V,E ′), E ′ = E \ {e, q}, A′s = As \ {c} for s ∈ E
′. If we
can prove that |A′s| ≥ fG′(s) for any s ∈ E
′ (the color set inequalities), then
by induction edges of G′ can be properly colored using color sets {A′s}. To
prove the color set inequality for s ∈ E ′, it is enough to show that either
fG′(s) = fG(s)− 1, or that A
′
s = As.
By Lemma 6.1, dG′(a) = dG(a)− 1 and dG′(b) = dG(b)− 1.
If i > 1 and vi is not great in G
′, by Lemma 6.4 it is also not great in G,
so for s ∈ E ′(vi):
fG′(s) = max(dG′(a), dG′(b)) = max(dG(a), dG(b))− 1 = fG(s)− 1,
and the color set inequality holds for any choice of {e, q, c}.
Now, we only need to prove the color set inequality for s ∈ E ′(v1), s ∈
E ′(a, b), and for s ∈ E ′(vi), where i > 1 and vi is great in G
′.
Suppose that none of v2, . . . , vn are big in G, then by Lemma 6.4 none
of them are great in G′. If there is such reducing set {e, q, c} that {e, q} ∩
E(v1) 6= ∅, then we choose it, otherwise we choose any reducing set. Note
that in second case c /∈ A(v1). In the first case fG′(s) = fG(s) − 1 for
s ∈ E ′(v1)∪E
′(a, b), and in the second case As = A
′
s for s ∈ E
′(v1)∪E
′(a, b)
(here we use the fact that A(a, b) ⊆ A(v1)), so either way the color set
inequality holds for any s ∈ E ′.
From now on we assume that v2 is big in G.
By Lemma 6.4, v2 is also big in G
′, then by Lemma 6.2, v3, . . . , vn and v1
are not great in G′. That means that for s ∈ E ′(a, b): fG′(s) = fG(s)− 1, so
the color set inequality holds for s ∈ E ′(a, b) for any choice of the reducing
set.
We still need to prove the color set inequality for s ∈ E ′(v1) ∪ E
′(v2).
Suppose we can choose reducing set {e, q, c} such that e ∈ E(v1) and q ∈
E(v2). Then dG′(v1) = dG(v1)−1, tG′(v2) = tG(v2)−1, so fG′(s) = fG(s)−1
for s ∈ E ′(v1) ∪ E
′(v2), and all color set inequalities hold.
From now on we assume that for any reducing set {e, q, c} such that
c ∈ A(v1) ∩ A(v2), e and q cannot both be from E(v1) ∪ E(v2). That means
that one of the following is true: either c /∈ A(b, v1) ∪ A(b, v2) and c ∈
A(a, v1) ∩ A(a, v2) ∩ A(b, vi) for some i > 2, or c /∈ A(a, v1) ∪ A(a, v2) and
c ∈ A(b, v1)∩A(b, v2)∩A(a, vi) for some i > 2. We will call color c a-splitting
in the first case, and b-splitting in the second.
Suppose there are colors c1 and c2 such that c1 is a-splitting and c2 is
b-splitting. Then we can choose two reducing sets {e1, q1, c1} and {e2, q2, c2}
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in such a way that e1 ∈ E(a, v1), q1 ∈ E(b, vi) for some i > 2, e2 ∈ E(b, v2),
q2 ∈ E(a, vj) for some j > 2. We assign color c1 to e1 and q1, color c2 to e2
and q2, and consider G
′ = (V,E ′), E ′ = E \ {e1, q1, e2, q2}, A
′
s = As \ {c1, c2}
for s ∈ E ′. To prove that edges of G′ can be properly colored using color sets
{A′s}, we once again need to prove the color set inequalities |A
′
s| ≥ fG′(s) for
all s ∈ E ′.
dG′(a) = dG(a)− 2, dG′(b) = dG(b) − 2. v2 is big in G, so by Lemma 6.4
(applied twice) it is also big in G′, then by Lemma 6.2 none of v3, . . . , vn and
v1 are great in G
′, and the color set inequality holds for s ∈ E ′(vi), i > 2,
and for s ∈ E ′(a, b).
As for s ∈ E ′(v1), c1 /∈ A(b, v1) and c2 /∈ A(a, v1), so
|A′s| ≥ |As| − 1 = fG(s)− 1 = dG(v1)− 1 = dG′(v1) = fG′(s).
Similar reasoning shows that |A′s| ≥ fG′(s) for s ∈ E
′(v2). So, once again, by
induction we can finish properly coloring the remaining edges.
From now on we assume that there can only be one type of a-splitting,
b-splitting colors. Because of simmetry we can assume that there are no
b-splitting colors.
We have reduced an arbitrary case to a case with the following properties:
A(a, b) ⊆ A(v1); either a transversal case takes place, or v2 is big in G and
for any reducing set {e, q, c} such that c ∈ A(v1) ∩ A(v2): c is a-splitting.
This is the base case of our induction.
The following inequalities hold (essentially we set a weaker bound on the
size of |As|, s ∈ E(a, v2), everything else is from definition of fG):
|As| ≥


dG(v1), if s ∈ E(v1),
max(dG(a), dG(b), tG(v1)), if s ∈ E(a, b),
max(dG(a), dG(b), tG(vi)), if s ∈ E(vi), i > 2,
max(dG(a), dG(b), tG(v2)), if s ∈ E(b, v2),
max(dG(a), dG(b)), if s ∈ E(a, v2).
Additionally,
|As ∪ Ar| ≥ tG(v2) + dG(v1) for any r ∈ E(b, v1), s ∈ E(a, v2).
We will refer to this set of inequalities as weak inequalities. To prove
the existence of proper list edge coloring in the base case, we again employ
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the method of induction (on the number of edges). We will reduce all cases
to a transversal case in such a way that weak inequalities still hold, and
then prove that in a transversal case weak inequalities are enough to satisfy
conditions of Theorem 4.1.
Suppose there is at least one reducing set. Once again, we carefully
choose some reducing set {e, q, c} (again, we clarify the exact way of choosing
below); assing color c to e and q, and consider G′ = (V,E ′), E ′ = E \ {e, q},
A′s = As \ {c} for s ∈ E
′. If we can prove that weak inequalities still hold for
G′, {A′s}, then by induction edges of G
′ can be properly colored using color
sets {A′s}.
By Lemma 6.1, dG′(a) = dG(a)−1, dG′(b) = dG(b)−1, so weak inequalities
hold for s ∈ E ′(a, v2) for any choice of the reducing set.
v2 is big in G, so by Lemma 6.4 it is also big in G
′. Also, by Lemma 6.2
v3, . . . , vn and v1 are not great in G
′. Then weak inequalities also hold for
s ∈ E ′(vi), i > 2, and for s ∈ E
′(a, b), regardless of the choice of {e, q, c}.
We still need to prove weak inequalities for s ∈ E ′(v1)∪E
′(b, v2), and the
last weak inequality.
Suppose we can choose such reducing set {e, q, c} that e ∈ E(v1) and
q ∈ E(vi) for some i > 2. Note that either c is a-splitting, or c ∈ A(v1)\A(v2),
but in both cases c /∈ A(b, v2). As = A
′
s for any s ∈ E
′(b, v2), |A
′
s| ≥ |As|−1 ≥
dG(v1) − 1 = dG′(v1) for any s ∈ E
′(v1), and |A
′
s ∪ A
′
r| ≥ |As ∪ Ar| − 1 ≥
tG(v2) + (dG(v1)− 1) = tG′(v2) + dG′(v1) for any r ∈ E
′(b, v1), s ∈ E
′(a, v2),
so all weak inequalities hold.
From now on we assume that for any reducing set {e, q, c}: c /∈ A(v1).
Suppose we can choose such reducing set {e, q, c} that c ∈ A(v2) \ A(v1)
and e ∈ E(v2).
|A′s| ≥ |As| − 1 ≥ tG(v2)− 1 = tG′(v2) = max(dG′(a), dG′(b), tG′(v2))
(because v2 is big in G
′) for any s ∈ E ′(b, v2), As = A
′
s for any s ∈ E
′(v1),
and |A′s ∪A
′
r| ≥ |As ∪Ar| − 1 ≥ (tG(v2)− 1) + dG(v1) = tG′(v2) + dG′(v1) for
any r ∈ E ′(b, v1), s ∈ E
′(a, v2), so all weak inequalities hold.
From now on we assume that for any reducing set {e, q, c}: c /∈ A(v1) ∪
A(v2). We choose any such set. A
′
s = As for any s ∈ E
′(b, v2) ∪ E
′(v1), and
A′s ∪A
′
t = As ∪At for any r ∈ E
′(b, v1), s ∈ E
′(a, v2), so all weak inequalities
hold.
If a transversal case takes place, then in order to apply Theorem 4.1 and
prove that edges of G can be properly colored using any color sets {As},
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for which weak inequalities hold, we need to prove that for any F ⊆ E the
inequality |F | ≤ |AF | holds.
Consider the case when F does not contain a pair of non-adjacent edges.
If F ⊆ E(v1), then taking any e ∈ F , |AF | ≥ |Ae| ≥ dG(v1) ≥ |F |. Otherwise
F ⊆ E(a), F ⊆ E(b) or F ⊆ E(a, b, vi) for some i.
In all cases except the last one with i = 1, 2, there is e ∈ F \ E(v1),
so |AF | ≥ |Ae| ≥ max(dG(a), dG(b)) ≥ |F | (here we use the fact that by
Lemma 6.3, v3, . . . , vn are not great in G).
In the case F ⊆ E(a, b, v1), F 6⊆ E(v1), so taking any e ∈ F ∩E(a, b) 6= ∅,
|AF | ≥ |Ae| ≥ tG(v1) ≥ |F |.
In the case F ⊆ E(a, b, v2), F 6⊆ E(a), so taking any e ∈ F ∩E(b, v2) 6= ∅,
|AF | ≥ |Ae| ≥ tG(v2) ≥ |F |.
If F contains a pair of non-adjacent edges e, q, both of which are not in
E(v1), then |AF | ≥ |Ae ∪Aq| = |Ae|+ |Aq| ≥ dG(a) + dG(b) ≥ |E| ≥ |F |.
The remaining case is when F contains some pairs of non-adjacent edges,
but in each such pair one of the edges is in E(v1). Then either F \ E(v1) ⊆
E(a), F \ E(v1) ⊆ E(b), or F \ E(v1) ⊆ E(a, b, vi) for some i > 1. In all
cases except the last one with i = 2, we take a pair of non-adjacent edges
e ∈ F ∩ E(v1), q ∈ F \ E(v1), and |AF | ≥ |Ae ∪ Aq| = |Ae| + |Aq| ≥
dG(v1) + max(dG(a), dG(b)) ≥ |F ∩ E(v1)|+ |F \ E(v1)| = |F | (we again use
the fact that by Lemma 6.3, v3, . . . , vn are not great in G)
In the last case, F \E(v1) ⊆ E(a, b, v2) and there is a pair of non-adjacent
edges e ∈ F ∩ E(v1), q ∈ F ∩ E(v2). If e ∈ E(a, v2), q ∈ E(b, v1), then
|AF | ≥ |Ae ∪ Aq| ≥ tG(v2) + dG(v1) ≥ |F | (by the last weak inequality).
Otherwise e ∈ E(b, v2), q ∈ E(a, v1), and |AF | ≥ |Ae ∪ Aq| = |Ae| + |Aq| ≥
tG(v2) + dG(v1) ≥ |F |.
Corollary 6.8. Let G = (V,E) be a multigraph consisting of n + 2 vertices
v1, . . . , vn, a, b such that {v1, . . . , vn} is an independent set, and {vj , a, b} is
a clique for j = 1, . . . , n. For any v ∈ V , G is fG,v-edge-choosable, where
fG,v(e) =
{
dG(v), if e ∈ E(v),
χ′(G), otherwise.
Proof. If v = a or v = b, apply Theorem 6.5. Otherwise, apply Theorem 6.7.
This concludes the proof of Theorem 2.7.
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