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I. INTRODUCTION
Let C be an [n; k; d] code over the finite field q with q elements. Let E < n and b be positive integers, C is called (E; b)-decodable if every Hamming sphere of radius E in n q contains at most b codewords. For any received word y y Let q[X1; . . . ; Xm] be the ring of polynomials in m variables with coefficients in q . Let P 1 ; . . . ; P n be an enumeration of the points of When m = 1, we get a RS code C RS (u) = RM q (u; 1). The listdecoding algorithm for RS code CRS(u) in [5] decodes up to E < n(10 (n 0 d)=n) errors, where n and d are the length and minimum distance of the code, respectively. In [1] and [15] , using an idea of reducing the multivariate case to the univariate case, randomized list-decoding algorithms for RM codes RM q (u; m) were given. The algorithm in [15] improves upon the algorithm in [1] , and it works for up to E < n(10c u=q) errors, where c is a constant greater than p 2. It is clear that this algorithm is only applicable to codes RM q (u; m) with u < q=2.
Following [6] , we show that q-ary RM codes are subfield subcodes of RS codes over q . Using the list-decoding algorithm in [5] for RS codes over q , we present a list-decoding algorithm for q-ary RM codes. This algorithm is applicable to RM codes of any rates, and achieves an error-correction bound n(1 0 (n 0 d)=n). It is known that when u < q, the minimum distance of RMq(u; m) of length n = q m is d = (q 0 u)q m01 , so we have
Thus, our algorithm works for up to E < n(1 0 u=q) errors in low rate case, which is better than the error-correction bound n(10 2u=q) of the algorithm in [15] . We show that in the case of fixed rate, the implementation of the algorithm requires O(n) field operations in q and O(n 3 ) field operations in q .
In this work, we also give a list-decoding algorithm for q-ary RM codes, which is a straightforward generalization of the algorithm in [5] . The error-correction capability and complexity of this algorithm are given.
This work is organized as follows. In Section II, following [6] , we show that q-ary RM codes are subfield subcodes of RS codes over q . Then, in Section III, we propose a list-decoding algorithm for q-ary RM codes, using the list-decoding algorithm for RS codes over q . In Section IV, we present a straightforward generalization of the listdecoding algorithm of RS codes [5] , which is applicable to RM codes. Finally, in Section V, we give conclusions.
II. SUBFIELD SUBCODES OF RS CODES
In this section, following [6] we will show that the q-ary RM code RM q (u; m) is a subfield subcode of a generalized RS code over q .
We say that a q-ary code C of length n is a subfield subcode of a codẽ C over an extension q of q if C (C \ n q ).
Let be a primitive element of q , then Let n = q m . The vector space m q has n elements which are often called points. Let It is clear that the code over q generated by Gu is exactly the RM code RM q (u; m). From this representation of RM codes, we can easily find an RS code over q such that RM q (u; m) can be embedded into the RS code as a subfield subcode. Let It is well known that for given q, m, and u, letting u ? = m(q 01)0 u 0 1, the dual code of RMq(u; m) is equal to RMq(u ? ; m The following example shows that the punctured RM code is a proper subcode of the binary BCH code. Take and it has the punctured RM code as a subcode, but they are not equal. This is explained by the zero 9 = 1 + 2 3 having 2-weight equal to Algorithm 3.1 has a better error-correction capability than the algorithm in [15] . Now, let us consider the complexity of Algorithm 3.1. In
Step 0, to construct the extension field q , it is necessary to find an irreducible polynomial g(x) of degree m over q . It is well known that there are efficient algorithms for finding irreducible polynomials over finite fields [13] . In [11] , a probabilistic algorithm is given for finding an irreducible polynomial of degree m over q with expected number of O((m 2 log m + mlog q)log m log log m)
field operations in q.
To generate the RS code GRS n0d+1 (a a a; 1) over q , we need to find a primitive element of q . From [12] , [13] , a primitive element of q can be found in deterministic time O((q m )
where n = q m is the length of the code, " denotes an arbitrary positive number.
Step 1 of Algorithm 3.1 can be implemented using the list-decoding algorithm in [5] for RS code GRS n0d+1 (a a a; 1) over q . From [5, Theorem 12 and Corollary 13], if t 2 > (1 + )n(n 0 d) and E = n 0 t < n 0 n(n 0 d), then the list-decoding algorithm in [5] can be implemented to run in O(n 3 06 ) field operations in q . If, furthermore, the rate of RS codes is fixed, the complexity of this algorithm is O(n 3 ).
So, the implementation of Algorithm 3.1 requires O(n) field operations in q and O(n 3 ) field operations in q .
IV. GENERALIZED GURUSWAMI-SUDAN ALGORITHM
The following algorithm is a straightforward generalization of the list-decoding algorithm in [5] . We denote R = q [X 1 ; . . . ; X m ], and n = q m the length of the code RM q (u; m). 
V. CONCLUSION
We show that a q-ary RM code is a subfield subcode of an RS code over q . We then present a list-decoding algorithm for q-ary RM codes using the list-decoding algorithm for RS codes in [5] . This algorithm is applicable to RM codes of any rates, and achieves an error-correction bound n(1 0 (n 0 d)=n). The implementation of the algorithm requires O(n) field operations in q and O(n 3 ) field operations in q . We also present a straightforward generalization of the list-decoding algorithm in [5] .
