Abstract. We describe the family of multi-dimensional Bayesian network classifiers which include one or more class variables and multiple feature variables. The family does not require that every feature variable is modelled as being dependent on every class variable, which results in better modelling capabilities than families of models with a single class variable. For the family of multidimensional classifiers, we address the complexity of the classification problem and show that it can be solved in polynomial time for classifiers with a graphical structure of bounded treewidth over their feature variables and a restricted number of class variables. We further describe the learning problem for the subfamily of fully polytree-augmented multi-dimensional classifiers and show that its computational complexity is polynomial in the number of feature variables.
Introduction
Many real-life problems can be viewed as classification problems, in which an instance described by a number of features has to be classified in one of several distinct classes. Bayesian network classifiers have gained considerable popularity for solving such classification problems. The success of especially naive Bayesian classifiers and the more expressive tree-augmented network classifiers is readily explained from their ease of construction from data and their generally good performance. Not all classification problems are one-dimensional, however: in many problems an instance has to be assigned to a most likely combination of classes instead of to a single class. In our application in oncology, for example, we have to classify an oesophageal tumour in terms of its depth of invasion, its spread to lymph nodes, and whether or not it has given rise to haematogenous metastases [5] ; in another application, in veterinary medicine, we have to establish a diagnosis for a pig herd in which multiple diseases may be present. Since the number of class variables in a traditional Bayesian network classifier is restricted to one, such classification problems cannot be modelled straightforwardly. One approach is to construct a compound class variable that models all possible combinations of classes. The class variable may then easily end up with an inhibitively large number of values. Moreover, the structure of the problem is not properly reflected in the model. Another approach is to develop multiple classifiers, one for each original class. Multiple classifiers, however, cannot model interaction effects among the various classes. As a consequence they may imply a combination of marginal classifications that does not constitute a most likely explanation of the observed features. In a recent workshop paper, we introduced the family of multi-dimensional Bayesian network classifiers to provide for modelling classification problems in which instances can be assigned to multiple classes [6] . A multi-dimensional Bayesian network classifier includes one or more class variables and multiple feature variables. It models the relationships between the variables by acyclic directed graphs over the class variables and over the feature variables respectively, and connects the two sets of variables by means of a bi-partite directed graph; an example multi-dimensional classifier is depicted in Figure 1 . As for onedimensional Bayesian network classifiers, we distinguished between different types of multi-dimensional classifier by imposing restrictions on their graphical structure. A fully tree-augmented multi-dimensional classifier, for example, has directed trees over its class variables and over its feature variables.
In the present paper, we address the computational complexity of the classification problem for multi-dimensional Bayesian network classifiers. Classification with a multi-dimensional classifier amounts to solving the maximum probability assignment (MPA) problem, which is known to be NP-hard in general [1] . We show, however, that the classification problem can be solved in polynomial time if the graphical structure over the classifier's feature variables has bounded treewidth and the number of class variables is restricted.
Having studied the learning problem for fully tree-augmented multi-dimensional classifiers in our earlier workshop paper, we now address learning fully polytree-augmented classifiers. These classifiers have polytree structures over their class variables and over their feature variables respectively. We present an algorithm for learning these polytree structures from data. Our algorithm is polynomial in the number of feature variables involved and is guaranteed to exactly recover the classifier's graphical structure if the available data reflect the independences of a polytree-augmented multi-dimensional model.
The paper is organised as follows. In Section 2, we briefly review the most commonly used Bayesian network classifiers. In Section 3, we describe the family of multi-dimensional classifiers and introduce some of its subfamilies. In Section 4 we address the complexity of classification with a multi-dimensional classifier. In Section 5, we study the subfamily of fully polytree-augmented multi-dimensional classifiers and show how the polytree structures over the class variables and over the feature variables can be recovered from data. The paper is rounded off with our concluding observations in Section 6.
Preliminaries
Before reviewing the most commonly used Bayesian network classifiers, we introduce our notational conventions. We consider Bayesian networks over a finite set V = {X 1 , . . . , X k }, k ≥ 1, of discrete random variables, where each
to denote the set of joint value assignments to Y . A Bayesian network now is a pair B = G, Θ , where G is an acyclic directed graph whose vertices correspond to the random variables and Θ is a set of parameters; the set Θ includes a parameter θ x i |Πx i for each value x i ∈ Val (X i ) and each joint value assignment Πx i ∈ Val (ΠX i ) to the set ΠX i of parents of X i in G. The network B defines a joint probability distribution P B over V which factorizes as P B (X 1 , . . . ,
Bayesian network classifiers are Bayesian networks that are tailored to solving problems in which instances described by a number of features have to be classified in one of several distinct classes. The set of random variables A tree-augmented network (TAN) classifier allows limited conditional dependence among its feature variables. It has the structure of a naive Bayesian classifier, but it allows each feature variable to have at most one other feature variable as a parent; the subgraph induced by the set of feature variables, moreover, is a directed tree. Learning a TAN classifier amounts to determining a tree over the feature variables of maximum likelihood given the available data, and establishing estimates for its parameters. The maximum-likelihood tree of the classifier is readily constructed by a maximum-weight spanning tree algorithm [4] . The notion of allowing a limited form of dependence between the feature variables has been generalised to k-dependence Bayesian (kdB) classifiers [10] . A kdB classifier also has the structure of a naive Bayesian classifier, but it allows each feature variable F i to have a maximum of k feature variables for its parents. Note that the family of kdB classifiers includes the subfamily of naive Bayesian classifiers and the subfamily of TAN classifiers. An efficient heuristic algorithm for constructing kdB classifiers from data is available [10] ; to the best of our knowledge, there is no exact algorithm to determine a maximum-likelihood structure over the feature variables for k ≥ 2. Yet another approach to allowing limited dependence among the feature variables has resulted in forest-augmented network (FAN) classifiers [8] . In a FAN classifier, exactly k feature variables are allowed to depend on another feature variable; the subgraph induced by the set of feature variables then is a forest containing exactly k arcs. A maximum-likelihood forest again is constructed by a maximum-weight spanning-tree algorithm [4] .
Multi-dimensional classifiers
The various types of Bayesian network classifier reviewed above include a single class variable and as such are one-dimensional. We now describe a family of Bayesian network classifiers that may include multiple class variables [6] .
Definition 1. A multi-dimensional Bayesian network classifier is a Bayesian network B = G, Θ of which the graphical structure equals
where
the set of arcs between the class variables and
A F ⊆ V F × V F is
the set of arcs between the feature variables;
-A CF ⊆ V C × V F is
the set of arcs from the class variables to the feature variables such that for each
The subgraph
Within the family of multi-dimensional Bayesian network classifiers, again different types of classifier are distinguished based upon their graphical structures [6] . In a fully naive multi-dimensional classifier, for example, both the class subgraph and the feature subgraph are empty. This subfamily of bi-partite classifiers includes the one-dimensional naive Bayesian classifier as a special case; reversely, any such bi-partite classifier has an equivalent naive Bayesian classifier with a single compound class variable. Another type of multi-dimensional classifier is the fully tree-augmented multi-dimensional classifier in which both the class subgraph and the feature subgraph are directed trees. We further distinguish the subfamily of multi-dimensional classifiers in which the class and feature subgraphs are polytrees, that is, are singly connected. We refer to these classifiers as fully polytree-augmented multi-dimensional classifiers.
The complexity of classification
Classification with a one-dimensional Bayesian network classifier amounts to establishing a value of highest probability for the class variable. Finding such a value is equivalent to computing the posterior probability distribution over the class variable. This problem is known to be NP-hard in general [3] , yet can be solved in polynomial time for Bayesian networks of bounded treewidth. Since naive Bayesian classifiers and TAN classifiers have very small treewidth, for example, classification with these models is performed in polynomial time.
Classification with a multi-dimensional classifier amounts to finding a joint value assignment of highest posterior probability for the set of class variables. Finding such an assignment, given values for all feature variables involved, is equivalent to solving the maximum probability assignment, or MPA, problem. This problem is also known to be NP-hard in general [1] , and can also be solved in polynomial time for Bayesian networks of bounded treewidth. Unfortunately, multi-dimensional Bayesian network classifiers can have large treewidths, depending upon the topological properties of their various subgraphs. Building upon a result for undirected bi-partite graphs [2] , we have the following upper bound on the treewidth of a multi-dimensional classifier. Proof. We consider the feature subgraph G F of the classifier, and its moralisation G m F . Let T = {Cl i | i = 1, . . . , n} be a tree decomposition of G m F with n = treewidth(G F ), where each element Cl i ⊆ V F constitutes a clique in the decomposition. Now let T = {Cl i ∪ V C | Cl i ∈ T } be the set that is obtained by adding all class variables to each element Cl i of the decomposition T . Then, T is a tree decomposition of the moralisation G m of G, with treewidth
The property stated in the theorem now follows.
From the theorem we conclude that the classification problem for a multi-dimensional classifier can be solved in polynomial time if the treewidth of the feature subgraph is bounded and the number of class variables is restricted. We observe that for most applications the number of class variables indeed is much smaller than the number of feature variables. The number of class variables can in fact often be considered constant in terms of the number of feature variables. The connectivity of the class subgraph then is irrelevant for the feasibility of classification. The theorem's proof further shows that the treewidth of a multidimensional classifier attains its maximum with a full bi-partite feature selection subgraph. The treewidth then grows linearly with the number of class variables, regardless of the treewidth of the class subgraph. If the feature selection subgraph is not a full directed bi-partite graph, however, the classifier's treewidth may grow at a lesser rate, which depends not just on the topological properties of the feature selection subgraph but of those of the class subgraph as well.
Recovery of fully polytree-augmented classifiers
Within the family of multi-dimensional Bayesian network classifiers, we distinguished between different types of model. In our earlier workshop paper, we focused on the subfamily of fully tree-augmented multi-dimensional classifiers and presented a polynomial algorithm for constructing maximum-likelihood directed trees over the class variables and over the feature variables of such a classifier. In the remainder of the present paper, we focus on the subfamily of fully polytree-augmented multi-dimensional classifiers and study the learning problem for this subfamily. We will show more specifically that previous results of polytree recovery can be extended to construct polytrees over the class variables and over the feature variables of a multi-dimensional classifier.
The recovery of polytree structures has been addressed before by Rebane and Pearl who introduce polytrees as a subfamily of graphical models [9] . They show that, if a probability distribution has a polytree for a perfect map, then this polytree can be recovered optimally from the distribution. By optimal recovery they mean that the underlying undirected graph, or skeleton, of the polytree can be recovered precisely and the directions of all edges in the causal basins of the polytree can be determined uniquely, where a causal basin is a sub-polytree composed of a node with more than one parent plus the descendants of this node and all the direct parents of these descendants. Note that the recovered polytree thus in essence is a partially directed skeleton which defines an equivalence class of polytrees modelling the same independence relation.
Before showing how the results of Rebane and Pearl can be extended to provide for the recovery of the polytrees of a fully polytree-augmented classifier, we introduce some notations. For any mutually disjoint sets of variables X, Y, Z with X, Y = ∅, we use (X | Z | Y ) G to indicate that the sets X and Y are d-separated by the set Z in the directed graph G; ¬(X | Z | Y ) G then indicates that X and Y are not d-separated by Z in G. We further use X ⊥ P Y | Z to denote that, under probability distribution P , the sets X and Y are independent given Z; X ⊥ P Y | Z denotes that X and Y are dependent given Z under P .
The following lemma now shows that for the class variables of a multidimensional classifier, d-separation restricted to the class subgraph is equivalent to d-separation in the classifier's entire graphical structure. To show that
We consider a path from X to Y in G. If this path contains class variables only, it is blocked by ∅ in G C by the assumption. The path then is also blocked by ∅ in G. If the path contains a feature variable, it includes at least one converging node. It thus is blocked by ∅ in G. We conclude that
From the assumption, we have that there exists at least one path from X to Y in G C that is not blocked by ∅. This path remains unblocked by ∅ if we extend the graph from G C to G.
We consider a path from X to Y in G. If this path contains class variables only, it is blocked by Z in G C by the assumption. It then is also blocked by Z in G. If the path contains a feature variable, then this feature variable is a converging node on the path. Since Z includes class variables only, neither this feature variable nor its descendants are included in Z. The path therefore is also blocked by Z in G. Now assume that ¬(X | Z | Y ) G C . From the assumption, we have that there exists a path from X to Y in G C that is not blocked by Z. This path is also not blocked by Z in G, from which we conclude that
The importance of the previous lemma lies in the following corollary which essentially states that if a probability distribution has a multi-dimensional classifier for a perfect map, then its marginal distribution over the class variables has the classifier's class subgraph for a perfect map.
Corollary 1.
Let P be a probability distribution that is representable by a multidimensional classifier G = V, A with the class subgraph G C = V C , A C . Let P C be the marginal distribution of P over the class variables V C . Then, P C is representable by the class subgraph G C .
From the corollary we have that the polytree class subgraph of a fully polytreeaugmented multi-dimensional classifier can be recovered without having to consider the feature variables. Based upon this observation, we propose the following algorithm for recovering the polytree class subgraph. The algorithm is based on the Generating Polytree recovery algorithm from Rebane and Pearl [9] .
Class Polytree Recovery (CPR) algorithm
1. For every two class variables C i , C j ∈ V C , C i = C j , compute the mutual information I(C i ; C j ) as a weight for the edge between C i and C j , where for any two variables X and Y the term I(X; Y ) is defined as
with P (X, Y ) denoting the joint distribution of X and Y .
2. Using Kruskal's algorithm [7] with the weights from Step 1, construct an undirected maximum weighted spanning tree over the class variables V C .
Using the mutual-information terms from
Step 1, determine, from the terms equal to zero, the multi-parent variables in the tree of Step 2 and establish the directions for the edges in the resulting causal basins.
The following theorem states that if a probability distribution has a multi-dimensional classifier with a polytree class subgraph for a perfect map, then this polytree is recovered by the CPR algorithm in the optimal sense of Rebane and Pearl.
Theorem 2. If a probability distribution P is representable by a multi-dimensional classifier with a polytree class subgraph, then the CPR algorithm serves to optimally recover this polytree class subgraph from the distribution.
Proof. We consider a probability distribution P that is representable by a multidimensional classifier with a polytree class subgraph G C = V C , A C . From Corollary 1 we have that G C is a perfect map for the marginal distribution P C of P over the class variables V C . The property stated in the theorem now results from applying Theorems 1 and 2 from [9] to the marginal distribution P C .
Note that the above theorem attaches the condition that the probability distribution is representable by a multi-dimensional classifier with a polytree class subgraph, to the recovery of this subgraph by the CPR algorithm. Rebane and Pearl need the same condition to guarantee optimal polytree recovery for their algorithm. If the condition of representability is not met by a probability distribution under study, then no guarantees can be given for the partially directed polytree that is recovered by their algorithm. A similar observation holds for our algorithm, albeit that a slightly weaker condition could be formulated: for the CPR algorithm optimal recovery is also guaranteed if the probability distribution P under study has a multi-dimensional classifier with a polytree class subgraph for an I-map such that this class subgraph is a perfect map for the marginal distribution of P over the class variables.
Having studied the recovery of the polytree class subgraph of a fully polytreeaugmented multi-dimensional classifier, we now turn to the recovery of its polytree feature subgraph. We begin by presenting an algorithm to this end.
Feature Polytree Recovery (FPR) algorithm 1. For every two feature variables
given the class variables V C as a weight for the edge between F i and F j , where for any two variables X and Y the term I(X; Y | Z) given the variables Z, is defined as
with P (X, Y, Z) denoting the joint distribution of X, Y and Z.
2. Using Kruskal's algorithm with the weights from Step 1, construct an undirected maximum weighted spanning tree over the feature variables V F .
3. Using the conditional mutual information terms from Step 1, determine, from the terms equal to zero, the multi-parent variables in the tree from Step 2 and establish the directions for the edges in the resulting causal basins.
The following theorem now states that the FPR algorithm optimally recovers the polytree feature subgraph of a multi-dimensional classifier with such a subgraph. Note that, in contrast with the class subgraph, the recovery of the feature subgraph cannot be studied without considering the class variables. More specifically, if a probability distribution has a multi-dimensional classifier with a polytree feature subgraph for a perfect map, then it is not guaranteed that this subgraph is a perfect map for the marginal distribution over the feature variables.
Theorem 3.
If a probability distribution P is representable by a multi-dimensional classifier with a polytree feature subgraph, then the FPR algorithm serves to optimally recover this polytree feature subgraph from the distribution.
Proof. We first show that Step 2 of the FPR algorithm correctly recovers the skeleton of the polytree feature subgraph of the classifier. We consider three different feature variables X, Y, Z ∈ V F for which X ⊥ P Y | {Z} ∪ V C under the distribution P . Analogous to the proof of Theorem 1 from [9] , this implies
We observe that the inequality also holds if X ⊥ P Y | V C , since then I(X; Y | V C ) = 0. The inequality therefore holds for any triplet of variables X − Z − Y which are adjacent in the polytree feature subgraph G F of the classifier. From this observation, we have that Kruskal's algorithm will never include an edge between any two feature variables that are not directly linked in this polytree. We conclude that Step 2 of the FPR algorithm returns the skeleton of the polytree. The proof that Step 3 of the algorithm correctly finds the directions of the edges in the causal basins of the polytree feature subgraph, is immediate from the proof of Theorem 2 in [9] , once we observe that the adjacent triplet
The CPR and FPR algorithms presented above constitute the main procedures of learning fully polytree-augmented multi-dimensional classifiers from data. From Theorems 2 and 3, we have that the algorithms are guaranteed to find the classifier's polytree subgraphs if the available data reflect the independences of a polytree-augmented multi-dimensional model.
The overall learning algorithm has a computational complexity that is polynomial in the number of feature variables, for classifiers in which the number of class variables is constant in terms of the number of feature variables. The most costly step in the learning process is Step 2 of the FPR algorithm in which conditional mutual-information terms are computed for all pairs of feature variables. The larger the set Val(V C ) of joint value assignments to the class variables V C , the more costly the computations involved in the recovery of the feature subgraph become. Moreover, a larger set of joint value assignments Val (V C ) limits the practicability of the FPR algorithm as presented above, especially for applications in which relatively few data are available. In some cases, however, it suffices to condition the mutual-information terms on a strict subset of the set of class variables V C . We consider as an example the graphical structure from Figure 1 and assume that it is a perfect map for a distribution P . From the graph, it is apparent that F i ⊥ P F j | {C 2 } for any combination of feature variables with i = 1, 2 and j = 4, 5. In combination with the inequality from the proof of Theorem 3, this observation implies that the FPR algorithm can recover the polytree feature subgraph using the weights I(F i ; F j | {C 2 }). Establishing whether conditioning on a smaller set of class variables would suffice for recovering the feature subgraph in general, is an issue for further research.
To conclude, we recall that our earlier algorithm for learning fully treeaugmented classifiers also involves the computation of conditional mutual-information terms [6] . We would like to note here that the computed conditional mutual-information terms play different roles in the two learning algorithms. In the construction of a tree feature subgraph the weights play just a quantitative role, in that the algorithm favours the inclusion of arcs with large weights. In the recovery of a polytree feature subgraph as presented above, the weights also play a qualitative role, in that the algorithm uses the property that zero weights between variables are equivalent to (conditional) independence.
Conclusions
We investigated the family of multi-dimensional Bayesian network classifiers which include one or more class variables and multiple feature variables. More specifically, we studied the computational complexity of the classification problem for this family and showed that it can be solved in polynomial time for classifiers with a graphical structure of bounded treewidth over the feature variables and with a limited number of class variables. We further described the learning problem for the subfamily of fully polytree-augmented multi-dimensional classifiers and showed that the polytree structures over a classifier's class variables and feature variables can be recovered from data which correctly reflects the independencies of a polytree-augmented classifier. Our algorithm for this purpose has a complexity that is polynomial in the number of variables involved.
Preliminary experimental results have hinted at the benefits of multi-dimensional classifiers. In experiments on small data sets, the multi-dimensional classifiers provided higher accuracy than their one-dimensional counterparts. In combination with feature selection they also led to classifiers with fewer parameters for the conditional probability tables. In the near future we will conduct a more extensive experimental study in which we test the performance of our multi-dimensional classifiers on larger data sets. We will then study various subfamilies of classifiers with different types of graphical structure. For these families, we will also investigate the treewidths found in practice to assess the practicability of using multi-dimensional classifiers in real-life settings.
