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Abstract
Landin’s SECD machine was the first abstract machine for the λ-
calculus viewed as a programming language. Both theoretically as a model
of computation and practically as an idealized implementation, it has set
the tone for the subsequent development of abstract machines for func-
tional programming languages. However, and even though variants of the
SECD machine have been presented, derived, and invented, the precise
rationale for its architecture and modus operandi has remained elusive.
In this article, we deconstruct the SECD machine into a λ-interpreter,
i.e., an evaluation function, and we reconstruct λ-interpreters into a vari-
ety of SECD-like machines. The deconstruction and reconstructions are
transformational: they are based on equational reasoning and on a com-
bination of simple program transformations—mainly closure conversion,
transformation into continuation-passing style, and defunctionalization.
The evaluation function underlying the SECD machine provides a pre-
cise rationale for its architecture: it is an environment-based eval-apply
evaluator with a callee-save strategy for the environment, a data stack of
intermediate results, and a control delimiter. Each of the components of
the SECD machine (stack, environment, control, and dump) is therefore
rationalized and so are its transitions.
The deconstruction and reconstruction method also applies to other
abstract machines and other evaluation functions. It makes it possible
to systematically extract the denotational content of an abstract machine
in the form of a compositional evaluation function, and the (small-step)
operational content of an evaluation function in the form of an abstract
machine.
∗Basic Research in Computer Science (www.brics.dk),
funded by the Danish National Research Foundation.
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1 Introduction
Forty years ago, Peter Landin wrote a profoundly influencial article, “The Me-
chanical Evaluation of Expressions” [38], where, in retrospect, he outlined a
substantial part of the functional-programming research programme for the fol-
lowing decades. This visionary article stands out for advocating the use of the
λ-calculus as a meta-language and for introducing the first abstract machine
for the λ-calculus (i.e., in Landin’s terms, applicative expressions), the SECD
machine. However, and in addition, it also introduces the notions of ‘syntactic
sugar’ over a core programming language; of ‘closure’ to represent functional
values; of circularity to implement recursion; of thunks to delay computations;
of delayed evaluation; of partial evaluation; of disentangling nested applications
into where-expressions at preprocessing time; of what has since been called de
Bruijn indices; of sharing; of what has since been called graph reduction; of call
by need; of what has since been called strictness analysis; and of domain-specific
languages—all concepts that are ubiquitous in programming languages today.
The topic of this article is the SECD machine.
Since “The Mechanical Evaluation of Expressions,” many other abstract
machines for the λ-calculus have been invented, discovered, or derived [20].
In fact, the literature simply abounds with derivations of abstract machines—
though with one remarkable exception: there is no derivation of Landin’s original
SECD machine, even though it was the first such abstract machine. The SECD
machine is the starting point of many university courses and textbooks and it
has been the topic of many variations and optimizations, be it for its source
language (call by name, call by need, other syntactic constructs, including con-
trol operators), for its environment (de Bruijn indices, de Bruijn levels, explicit
substitutions, higher-order abstract syntax), or for its control (proper tail recur-
sion, one stack instead of two). Yet in forty years of existence, it has not been
derived or reconstructed. The common agreement is that there is something
special, something original and still unexplained about the SECD machine.
The goal of this article is to pinpoint and explain the originality of the
SECD machine. To this end, we show how to mechanically deconstruct the
SECD machine into an evaluator for applicative expressions and then how to
rationally reconstruct a variety of SECD-like machines. This deconstruction–
reconstruction is actually interesting in itself because it provides a bridge be-
tween small-step operational semantics (in the form of an abstract machine)
and denotational semantics (in the form of a compositional evaluation func-
tion). It is also general because it applies to other evaluators and other abstract
machines [2]. The derivation is based on a combination of simple, correct,
and well-known program-transformation tools, each of which is reviewed in ap-
pendix: CPS transformation [17, 52], delimited continuations [16], defunction-
alization [18,48], and closure conversion [38]. In fact, these transformations are
so classical that one could almost say that the present work could have been
carried out years ago, would it be only for Piet Hein’s gentle reminder that
Things Take Time [31].
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1.1 Deconstruction of the SECD machine
The SECD machine is defined as one transition function over a quadruple—a
stack of intermediate values (of type S), an environment (of type E), a control
stack (of type C), and a dump (of type D):
run : S * E * C * D -> value
This transition function is complicated because it has several induction vari-
ables. Our single creative step is to first disentangle it into four transition func-
tions, each of which has one induction variable, i.e., operates on one element of
the quadruple:
run_c : S * E * C * D -> value
run_d : S * D -> value
run_t : term * S * E * C * D -> value
run_a : S * E * C * D -> value
Depending on the control stack, run c dispatches towards run d if the control
stack is empty, run t if the top of the control stack contains a term, and run a
if the top of the control stack contains an apply directive.
• We observe that these four functions are in defunctionalized form (the
control stack and the dump are defunctionalized data types and two of
the four functions are the corresponding apply functions), and we refunc-
tionalize them, eliminating the two apply functions:
run_t : term * S * E * C * D -> value
run_a : S * E * C * D -> value
where C = S * E * D -> value
D = S -> value
• We observe that the result is in continuation-passing style, and we trans-
form it back to direct style, eliminating the dump continuation:
run_t : term * S * E * C -> stack
run_a : S * E * C -> S
where C = S * E -> S
• We observe that the result is almost in continuation-passing style, mod-
ulo the reinitialization of a continuation when evaluating the body of a
λ-abstraction, and we transform it back to direct style with a control
delimiter, eliminating the control continuation:
run_t : S * E -> S * E
run_a : S * E -> S * E
• We observe that the result threads a data stack of intermediate results,
and we rewrite it to do without, eliminating the stack:
run_t : term * E -> value * E
run_a : value * value * E -> value * E
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• We observe that the result is in closure-converted form, and we unconvert
it, eliminating the closures.
• We observe that the result is a compositional evaluator in direct style.
Given a disentangled—though altogether not unexpectable—transition func-
tion for the SECD machine, all the observations above are in some sense un-
avoidable as well as economical—though the author is well aware that to a man
with a hammer, the world looks like a nail. The order of these transformations,
however, is not fixed. Both closure unconversion and data-stack elimination
could occur earlier in the deconstruction.
1.2 Denotational content of the SECD machine
The end result of the deconstruction outlined in Section 1.1 shows that the
denotational content of the SECD machine is a (curried) evaluation function of
type
term -> E -> value * E
where term is the type of a term, value is the type of a value, and E is the type of
an environment mapping variables to values. This evaluator maps a term t into
an ML function. This denotation maps an environment e in which to evaluate
t into a pair (v, e’), where v is the value corresponding to t and e’ is the same
environment as e.
This evaluator is traditional in that it is composed of one ‘eval’ function
(run t above) to evaluate terms, and one ‘apply’ function (run a above) to apply
functions. (An alternative to this traditional eval–apply model is the push-enter
model of Krivine’s machine [36] and of the spineless tagless G-machine [44].)
This evaluator, however, is also unconventional in that:
1. its environment is managed in a callee-save fashion (witness the environ-
ment paired with the resulting value), and
2. it uses a control delimiter to evaluate the body of λ-abstractions.
It seems to us that these two properties account both for the specificity and for
the intriguing originality of Landin’s SECD machine:
Specificity: The two properties show that the evaluation mechanism of the
SECD machine is environment-based, that the environment is threaded
and saved in a callee-save fashion, and that the body of each λ-abstraction
is evaluated afresh. The rest—closures, stack, control, and dump—are
inessential programming artefacts.
Originality: Environments are usually managed in a caller-save fashion in inter-
preters, and relatively rare are programs that use delimited continuations.
(In fact, control delimiters were invented a quarter of a century after the
SECD machine [15, 16, 23, 25].)
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1.3 Overview
We first detail the deconstruction of the SECD machine into a compositional
evaluator in direct style (Section 2). We then illustrate how to reconstruct a
variety of SECD-like machines (Section 3), including one with an instruction
set, and we conclude.
1.4 Prerequisites and domain of discourse
We use ML as a meta-language. We assume a basic familiarity with Standard
ML and with reasoning about ML programs. In particular, given two ML ex-
pressions e and e’ we write e ∼= e’ to express that e and e’ are observationally
equivalent.
The source language. The source language is the λ-calculus, extended with
literals (as observables). A program is a closed term.
structure Source
= struct
type ide = string
datatype term = LIT of int
| VAR of ide
| LAM of ide * term
| APP of term * term
type program = term
end
The (polymorphic) environment. We make use of a structure Env satisfy-




val empty : ’a env
val extend : Source.ide * ’a * ’a env -> ’a env
val lookup : Source.ide * ’a env -> ’a
end
The empty environment is denoted by Env.empty. The function extending an
environment with a new binding is denoted by Env.extend. The function fetching
the value of an identifier from an environment is denoted by Env.lookup.
Expressible and denotable values. There are three kinds of values: inte-
gers, the successor function, and function closures:
datatype value = INT of int
| SUCC
| CLOSURE of value Env.env * Source.ide * Source.term
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Following Landin [38], function closures pair a λ-abstraction (i.e., its formal
parameter and its body) and the environment of its declaration.
The initial environment. We define the successor function in the initial
environment:
val e_init = Env.extend ("succ", SUCC, Env.empty)
2 Deconstruction of the SECD machine
We now substantiate the deconstruction outlined in Section 1.1.
Section 2.1 presents the SECD machine as originally specified and classi-
cally presented in the literature, i.e., as one tail-recursive transition function
run. Section 2.2 presents an alternative specification where run is disentangled
into four mutually (tail) recursive transition functions run c, run d, run t, and
run a, each of which has one induction variable. This disentangled definition is
in defunctionalized form, and Section 2.3 presents its higher-order counterpart.
This counterpart is in continuation-passing style, and Section 2.4 presents its
direct-style equivalent. This equivalent is almost in continuation-passing style,
which is characteristic of delimited control. Section 2.5 presents the correspond-
ing direct-style evaluator, which uses a control delimiter. This evaluator uses a
data stack of intermediate results. Section 2.6 presents the corresponding stack-
less evaluator. This evaluator is in closure-converted form. Section 2.7 present
the corresponding higher-order evaluator. This evaluator is compositional and
assessed in Section 2.8.
In addition, Section 2.9 reviews the J operator.
2.1 The original specification of the SECD machine
The SECD machine is a transition function over a state with four components:
• A stack register holding a list of intermediate results. This component
has type value list.
• An environment register holding the current environment. This compo-
nent has type value Env.env.
• A control register holding a list of control directives. This component has
type directive, where directive is defined as follows:
datatype directive = TERM of Source.term
| APPLY
• A dump register holding a list of triples. Each triple contains snapshots of
the stack, environment, and control registers. This component has type
(value list * value Env.env * directive list) list.
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The SECD machine is defined with a set of transitions between its four
components. Here is its transitive closure:
(* run : S * E * C * D -> value *)
(* where S = value list *)
(* E = value Env.env *)
(* C = directive list *)
(* D = (S * E * C) list *)
fun run (v :: nil, e’, nil, nil) (* 1 *)
= v
| run (v :: nil, e’, nil, (s, e, c) :: d) (* 2 *)
= run (v :: s, e, c, d)
| run (s, e, (TERM (LIT n)) :: c, d) (* 3 *)
= run ((INT n) :: s, e, c, d)
| run (s, e, (TERM (VAR x)) :: c, d) (* 4 *)
= run ((Env.lookup (x, e)) :: s, e, c, d)
| run (s, e, (TERM (LAM (x, t))) :: c, d) (* 5 *)
= run ((CLOSURE (e, x, t)) :: s, e, c, d)
| run (s, e, (TERM (APP (t0, t1))) :: c, d) (* 6 *)
= run (s, e, (TERM t1) :: (TERM t0) :: APPLY :: c, d)
| run (SUCC :: (INT n) :: s, e, APPLY :: c, d) (* 7 *)
= run ((INT (n+1)) :: s, e, c, d)
| run ((CLOSURE (e’, x, t)) :: v’ :: s, e, APPLY :: c, d) (* 8 *)
= run (nil, Env.extend (x, v’, e’), (TERM t) :: nil, (s, e, c) :: d)
(* evaluate0 : Source.program -> value *)
fun evaluate0 t (* 9 *)
= run (nil, e_init, (TERM t) :: nil, nil)
Essentially:
1. The first clause specifies what to do if both the current list of control direc-
tives and the current dump are empty, which corresponds to terminating
the computation: the value on top of the stack is returned.
2. The second clause specifies what to do if the current list of control direc-
tives is empty but the current dump is not empty, which corresponds to
a function return: the computation should continue with the stack, en-
vironment, and control stored in the top-most component of the dump,
transferring the top-most value of the current stack onto the new stack.
3. The third clause specifies what to do if the top current control directive is
a literal, which corresponds to evaluating this literal: the corresponding
value should be pushed on the current stack.
4. The fourth clause specifies what to do if the top current control direc-
tive is an identifier, which corresponds to evaluating this identifier: the
corresponding value should be fetched from the current environment and
pushed on the current stack.
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5. The fifth clause specifies what to do if the top current control directive is
a λ-abstraction, which corresponds to evaluating this λ-abstraction: the
corresponding function closure should be pushed on the current stack.
This closure groups the current environment and the two components of
the λ-abstraction, i.e., its formal parameter and its body.
6. The sixth clause specifies what to do if the top current control directive is
an application, which corresponds to evaluating an application: an apply
directive, the operator, and the operand should be pushed on the list of
control directives.
7. The seventh clause specifies what to do if the top current control directive
is an apply directive, the top of the current stack is the successor function,
and the next element in the current stack is an integer, which corresponds
to the application of the successor function: the current stack should be
popped twice and the integer should be incremented and pushed on the
stack.
8. The eighth clause specifies what to do if the top current control directive
is an apply directive, the top of the current stack is a closure, and there
is a next element in the current stack, which corresponds to a function
call: the stack should be popped twice and, together with the current
environment and the rest of the list of control directives, pushed on the
dump (thereby saving the current state of the machine). The current stack
should be initialized with the empty list, the current environment should
be initialized with the closure environment, suitably extended, and the
current list of directives should be initialized with the body of the closure.
9. Evaluation is initialized with an empty current stack, the initial environ-
ment, the expression to evaluate as a single control directive, and an empty
dump.
The SECD machine does not terminate for divergent source terms. If it becomes
stuck, an ML pattern-matching error is raised (alternatively, the co-domain of
run could be made value option and an else clause could be added). Otherwise,
the result of the evaluation is v for some ML value v : value.
2.2 A more structured specification
In the definition of Section 2.1, all the possible transitions are meshed together
in one recursive function, run. Let us factor run into several mutually recursive
functions, each of them with one induction variable.
In this disentangled definition,
• run c interprets the list of control directives, i.e., it specifies which transi-
tion to take if the list is empty, starts with a term, or starts with an apply
directive. If the list is empty, it calls run d. If the list starts with a term,
it calls run t, caching the term in an extra component (the first parameter
of run t). If the list starts with an apply directive, it calls run a.
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• run d interprets the dump, i.e., it specifies which transition to take if the
dump is empty or non-empty, given a valid stack.
• run t interprets the top term in the list of control directives.
• run a interprets the top value in the current stack.
(* run_c : S * E * C * D -> value *)
(* run_d : S * D -> value *)
(* run_t : Source.term * S * E * C * D -> value *)
(* run_a : S * E * C * D -> value *)
(* where S = value list *)
(* E = value Env.env *)
(* C = directive list *)
(* D = (S * E * C) list *)
fun run_c (s, e, nil, d)
= run_d (s, d)
| run_c (s, e, (TERM t) :: c, d)
= run_t (t, s, e, c, d)
| run_c (s, e, APPLY :: c, d)
= run_a (s, e, c, d)
and run_d (v :: nil, nil)
= v
| run_d (v :: nil, (s, e, c) :: d)
= run_c (v :: s, e, c, d)
and run_t (LIT n, s, e, c, d)
= run_c ((INT n) :: s, e, c, d)
| run_t (VAR x, s, e, c, d)
= run_c ((Env.lookup (x, e)) :: s, e, c, d)
| run_t (LAM (x, t), s, e, c, d)
= run_c ((CLOSURE (e, x, t)) :: s, e, c, d)
| run_t (APP (t0, t1), s, e, c, d)
= run_t (t1, s, e, (TERM t0) :: APPLY :: c, d)
and run_a (SUCC :: (INT n) :: s, e, c, d)
= run_c ((INT (n+1)) :: s, e, c, d)
| run_a ((CLOSURE (e’, x, t)) :: v’ :: s, e, c, d)
= run_t (t, nil, Env.extend (x, v’, e’), nil, (s, e, c) :: d)
(* evaluate1 : Source.program -> value *)
fun evaluate1 t
= run_t (t, nil, e_init, nil, nil)
Proposition 1 (full correctness) For any ML value t : Source.program,
evaluate1 t ∼= evaluate0 t
Proof: By equational reasoning and fixed-point induction [58]. The invari-





run c (s, e, c, d) ∼= run (s, e, c, d)
run d (s, d) ∼= run (s, e, nil, d)
run t (t, s, e, c, d) ∼= run (s, e, (TERM t) :: c, d)
run a (s, e, c, d) ∼= run (s, e, APPLY :: c, d)

2.3 A higher-order counterpart
In the disentangled definition of Section 2.2, there are two possible ways to
construct a dump (nil and cons) and three possible ways to construct a list of
control directives (nil, cons’ing a term, and cons’ing an apply directive). (We
could phrase these constructions as two data types rather than as two lists.)
These data types, together with run d and run c, are in the image of defunc-
tionalization (run d and run c are the apply functions of these two data types).
The corresponding higher-order evaluator reads as follows.
(* run_t : Source.term * S * E * C * D -> value *)
(* run_a : S * E * C * D -> value *)
(* where S = value list *)
(* E = value Env.env *)
(* C = (S * E * D) -> value *)
(* D = S -> value *)
fun run_t (LIT n, s, e, c, d)
= c ((INT n) :: s, e, d)
| run_t (VAR x, s, e, c, d)
= c ((Env.lookup (x, e)) :: s, e, d)
| run_t (LAM (x, t), s, e, c, d)
= c ((CLOSURE (e, x, t)) :: s, e, d)
| run_t (APP (t0, t1), s, e, c, d)
= run_t (t1, s, e,
fn (s, e, d) => run_t (t0, s, e,
fn (s, e, d) => run_a (s, e, c, d),
d),
d)
and run_a (SUCC :: (INT n) :: s, e, c, d)
= c ((INT (n+1)) :: s, e, d)
| run_a ((CLOSURE (e’, x, t)) :: v’ :: s, e, c, d)
= run_t (t, nil, Env.extend (x, v’, e’),
fn (s, _, d) => d s,
fn (v :: nil) => c (v :: s, e, d))
(* evaluate2 : Source.program -> value *)
fun evaluate2 t
= run_t (t, nil, e_init,
fn (s, _, d) => d s,
fn (v :: nil) => v)
The resulting evaluator is in continuation-passing style, with two nested con-
tinuations. It inherits the characteristics of the SECD machine, i.e., it threads
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a stack of intermediate results, an environment, a control continuation, and a
dump continuation. As an evaluator, it is a bit unusual in that:
1. it has two continuations (C and D),
2. it threads a stack of intermediate results (S), and
3. the environment is saved by the recursive callees, not by the callers. (Usu-
ally, the environment is not threaded but saved across recursive calls.)
Otherwise the interpreter follows the traditional eval–apply schema identified by
McCarthy in his definition of Lisp in Lisp [41], by Reynolds in his definitional
interpreters [48], and by Steele and Sussman in their lambda-papers [51–54]:
run t is eval and run a is apply.
Proposition 2 (full correctness) For any ML value p : Source.program,
evaluate2 p ∼= evaluate1 p.
Proof: Defunctionalizing evaluate2 yields evaluate1, and defunctionalization
has been proved correct [5, 43]. 
2.4 A dump-less direct-style counterpart
The evaluator of Section 2.3 is in continuation-passing style and therefore it is
in the image of the CPS transformation [11]. Its direct-style counterpart reads
as follows, renaming run t as eval and run a as apply.
(* eval : Source.term * S * E * C -> stack *)
(* apply : S * E * C -> S *)
(* where S = value list *)
(* E = value Env.env *)
(* C = S * E -> S *)
fun eval (LIT n, s, e, c)
= c ((INT n) :: s, e)
| eval (VAR x, s, e, c)
= c ((Env.lookup (x, e)) :: s, e)
| eval (LAM (x, t), s, e, c)
= c ((CLOSURE (e, x, t)) :: s, e)
| eval (APP (t0, t1), s, e, c)
= eval (t1, s, e, fn (s, e) =>
eval (t0, s, e, fn (s, e) =>
apply (s, e, c)))
and apply (SUCC :: (INT n) :: s, e, c)
= c ((INT (n+1)) :: s, e)
| apply ((CLOSURE (e’, x, t)) :: v’ :: s, e, c)
= let val (v :: nil) = eval (t, nil, Env.extend (x, v’, e’),
fn (s, _) => s)
in c (v :: s, e)
end
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(* evaluate3 : Source.program -> value *)
fun evaluate3 t
= let val (v :: nil) = eval (t, nil, e_init, fn (s, _) => s)
in v
end
Proposition 3 (full correctness) For any ML value p : Source.program,
evaluate3 p ∼= evaluate2 p.
Proof: CPS-transforming evaluate3 yields evaluate2, and the CPS transfor-
mation is meaning-preserving. 
2.5 A control-less direct-style counterpart
All but two of the calls to eval are tail calls in the evaluator of Section 2.4.
Thus, except for these two calls, the evaluator is in CPS. These two calls are
characteristic of delimited continuations [16,23]. To account for them, we use the
control delimiter reset. (Operationally, this control delimiter is moot because
no continuations are captured [16, 34]. It can therefore simply be defined as
taking a thunk and forcing it, as we do below; in general of course, the definition
is not as simple [26]. Section 3.6 analyzes the consequences of omitting reset
altogether.) With such a definition of reset, the direct-style counterpart of the
evaluator reads as follows:
(* (* mock-up *) reset : (unit -> ’a) -> ’a *)
fun reset thunk
= thunk ()
(* eval : Source.term * S * E -> S * E *)
(* apply : S * E -> S * E *)
(* where S = value list *)
(* E = value Env.env *)
fun eval (LIT n, s, e)
= ((INT n) :: s, e)
| eval (VAR x, s, e)
= ((Env.lookup (x, e)) :: s, e)
| eval (LAM (x, t), s, e)
= ((CLOSURE (e, x, t)) :: s, e)
| eval (APP (t0, t1), s, e)
= let val (s, e) = eval (t1, s, e)
val (s, e) = eval (t0, s, e)
in apply (s, e)
end
and apply (SUCC :: (INT n) :: s, e)
= ((INT (n+1)) :: s, e)
| apply ((CLOSURE (e’, x, t)) :: v’ :: s, e)
= let val (v :: nil, _)
= reset (fn () => eval (t, nil, Env.extend (x, v’, e’)))
in (v :: s, e)
end
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(* evaluate4 : Source.program -> value *)
fun evaluate4 t
= let val (v :: nil, _)
= reset (fn () => eval (t, nil, e_init))
in v
end
Proposition 4 (full correctness) For any ML value p : Source.program,
evaluate4 p ∼= evaluate3 p.
Proof: CPS-transforming evaluate4 yields evaluate3, and the CPS transfor-
mation is meaning-preserving. 
2.6 A stack-less counterpart
In the evaluator of Section 2.5, eval and apply thread a data stack of interme-
diate results. The stackless counterpart of this evaluator reads as follows.
(* eval : Source.term * E -> value * E *)
(* apply : value * value * E -> value * E *)
(* where E = value Env.env *)
fun eval (LIT n, e)
= (INT n, e)
| eval (VAR x, e)
= (Env.lookup (x, e), e)
| eval (LAM (x, t), e)
= (CLOSURE (e, x, t), e)
| eval (APP (t0, t1), e)
= let val (v1, e) = eval (t1, e)
val (v0, e) = eval (t0, e)
in apply (v0, v1, e)
end
and apply (SUCC, INT n, e)
= (INT (n+1), e)
| apply (CLOSURE (e’, x, t), v’, e)
= let val (v, _)
= reset (fn () => eval (t, Env.extend (x, v’, e’)))
in (v, e)
end
(* evaluate5 : Source.program -> value *)
fun evaluate5 t
= let val (v’, _)
= reset (fn () => eval (t, e_init))
in v’
end
Proposition 5 (full correctness) For any ML value p : Source.program,
evaluate5 p ∼= evaluate4 p.
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Proof: By equational reasoning and fixed-point induction. The invariants are
as follows, postscripting eval and apply with a 5 for evaluate5 and eval and
apply with a 4 for evaluate4.
For any ML values t : Source.term, e : E, and v, v0, and v1 : value,
⎧⎪⎪⎨
⎪⎪⎩
eval5 (t, e) ∼= (v, e) iff for all s : value list,
eval4 (t, s, e) ∼= (v :: s, e)
apply5 (v0, v1, e) ∼= (v, e) iff for all s : value list,
apply4 (v0 :: v1 :: s, e) ∼= (v :: s, e)

2.7 A compositional counterpart
The evaluators of Sections 2.3, 2.4, 2.5, and 2.6 represent functional values with
closures. In Section 1.4, this representation was epitomized by the definition of
values:
datatype value = INT of int
| SUCC
| CLOSURE of value Env.env * Source.ide * Source.term
A function closure pairs a source λ-abstraction and the environment of its dec-
laration.
Because of this representation, none of the evaluators above are composi-
tional in the sense of denotational semantics [49, 55, 58].1 On the other hand,
because they use closures, these evaluators are in closure-converted form. We
closure-unconvert the latest one as follows.
datatype value = INT of int
| SUCC
| FUN of value -> value
(* eval : Source.term -> E -> value * E *)
(* apply : value * value * E -> value * E *)
(* where E = value Env.env *)
fun eval (LIT n, e)
= (INT n, e)
| eval (VAR x, e)
= (Env.lookup (x, e), e)
| eval (LAM (x, t), e)
= (FUN (fn v
=> reset (fn ()
=> let val (v’, _)




1To be compositional, they should solely define the meaning of each term as a composition
of the meaning of its parts.
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| eval (APP (t0, t1), e)
= let val (v1, e) = eval (t1, e)
val (v0, e) = eval (t0, e)
in apply (v0, v1, e)
end
and apply (SUCC, INT n, e)
= (INT (n+1), e)
| apply (FUN f, v, e)
= (f v, e)
(* evaluate6 : Source.program -> value *)
fun evaluate6 t
= reset (fn () => let val (v’, _) = eval (t, e_init)
in v’
end)
Proposition 6 (full correctness) For any ML value p : Source.program,
evaluate6 p ∼= evaluate5 p.
Proof: Closure-converting evaluate6 yields evaluate5, and closure conversion
is meaning-preserving. 
The evaluator above is not unique, though. We can also choose a callee-save
representation of functions:
datatype value = INT of int
| SUCC
| FUN of value * value Env.env
-> value * value Env.env
fun ...
| eval (LAM (x, t), e)
= (FUN (fn (v, e’)
=> reset (fn ()
=> let val (v’, _)





| apply (FUN f, v, e)
= f (v, e)
In this evaluator, functions are passed the environment of their caller together
with their actual parameter and they return it with their result. With such an
interpreter, it would be very simple to obtain dynamic scope—in the clause for
λ-abstractions, one would just replace e by e’ in the recursive call to eval.
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2.8 Assessment
Through a series of meaning-preserving steps, we have transformed the SECD
machine (i.e., a transition function) into an evaluator (i.e., a compositional
evaluation function). For each of these language processors—the original one,
the intermediate ones, and the final one—evaluating an ill-typed source term
is undefined (i.e., in ML, evaluation gets stuck and a pattern-matching error is
raised); evaluating a divergent source term diverges; and evaluating a well-typed
and convergent source term converges to a value.
It seems to us that this deconstruction of the SECD machine into an eval-
uation function sheds a new light on it. Its stack, environment, control, and
dump registers are explained as artefacts of a particular evaluation algorithm:
environment-based with a callee-save strategy, right-to-left call by value, and
with one data stack for intermediate results and two continuations, the inner
one for the current λ-abstraction. In Section 3, we show how different evaluation
algorithms give rise to different SECD machines.
On a structural note, we also observe that defunctionalizing the function
space of an evaluator leads one to deep closures (i.e., closures pointing to the
current branch of the environment tree), whereas defunctionalizing the function
space of a normal program leads one to flat closures (i.e., closures pointing to
a minimal copy of the values of the variables occurring free in a λ-abstraction).
Flat closures in an interpreter therefore yield deep closures in interpreted pro-
grams.
2.9 Landin’s J operator
Shortly after “The Mechanical Evaluation of Expressions,” Landin wrote “A
Generalization of Jumps and Labels” [37], in which he introduced first-class
control in programming languages, with the control operator J. J is a precursor
of call/cc in Scheme [35], and it has been described in the literature every ten
years henceforth [9, 22, 56]. The present deconstruction sheds a new light on it
(in a nutshell, J gives access to the meta-continuation of the interpreter) but
this new light distracts from the main point of this article—how to deconstruct
and then reconstruct the SECD machine, and we will report on it elsewhere.
3 Reconstructions of SECD-like machines
Each of the deconstruction steps of Section 2 is reversible. In this section, we
review briefly how to rationally reconstruct a variety of SECD-like machines.
3.1 The original SECD machine
Closure-converting the evaluator of Section 2.7, and then introducing a data
stack, CPS-transforming the result twice, defunctionalizing the result into four
mutually recursive transition functions, and merging them into one yields the
original SECD machine.
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3.2 A left-to-right SECD machine
Changing the evaluation algorithm so that sub-terms in an application are eval-
uated from left to right, and proceeding as outlined in Section 3.1 yields an
SECD machine where sub-terms in an application are evaluated from left to
right. Conversely, it is also simple to modify the SECD machine and to de-
construct the result into an evaluation function where sub-terms are evaluated
from left to right. The relevant clause, in the evaluators of Section 2.7, reads as
follows:
| eval (APP (t0, t1), e)
= let val (v0, e) = eval (t0, e)
val (v1, e) = eval (t1, e)
in apply (v0, v1, e)
end
3.3 A properly tail-recursive SECD machine
It is a simple programming exercise to make any of the evaluators above properly
tail-recursive, by singling out the treatment of tail calls. The corresponding
SECD machine is properly tail recursive as well. Conversely, it is also simple to
modify the SECD machine to make it properly tail recursive and to deconstruct
the result into a properly tail-recursive evaluation function.
• In the original version of the SECD machine (Section 2.1), one adds the
following clause before the eighth:
| run ((CLOSURE (e’, x, t)) :: v’ :: nil, e, APPLY :: nil, d)
= run (nil, Env.extend (x, v’, e’), (TERM t) :: nil, d)
| run ((CLOSURE (e’, x, t)) :: v’ :: s, e, APPLY :: c, d) (* 8 *)
= ... (* as before *)
If the control register contains only one directive and this directive is
APPLY, the call is a tail call. The tail-call optimization consists in pushing
nothing on the dump.
• In the disantangled version (Section 2.2), one adds the following clause to
the definition of run a:
| run_a ((CLOSURE (e’, x, t)) :: v’ :: nil, e, nil, d)
= run_t (t, nil, Env.extend (x, v’, e’), nil, d)
| run_a ((CLOSURE (e’, x, t)) :: v’ :: s, e, c, d)
= ... (* as before *)
If the control stack is empty, the call is a tail call. The tail-call optimiza-
tion consists in pushing nothing on the dump.
Merging the clauses of this version yields the one just above.
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• In the higher-order version (Section 2.3), one can tag the control con-
tinuation with an inherited boolean flag indicating whether the current
expression is in tail position, and extend run a with a new clause:
| run_a ((CLOSURE (e’, x, t)) :: v’ :: nil, e, c, true, d)
= run_t (t, nil, Env.extend (x, v’, e’), c, true, d)
| run_a ((CLOSURE (e’, x, t)) :: v’ :: s, e, c, false, d)
= ... (* as before *)
If the flag is true, the call is a tail call. The tail-call optimization consists
in composing no function with the dump continuation.
Defunctionalizing this version yields the one just above.
• In the dump-less version (Section 2.4), c is also tagged with an inherited
boolean flag and apply is extended with a new clause:
| apply ((CLOSURE (e’, x, t)) :: v’ :: nil, e, c, true)
= eval (t, nil, Env.extend (x, v’, e’), c, true)
| apply ((CLOSURE (e’, x, t)) :: v’ :: s, e, c, false)
= ... (* as before *)
If the flag is true, the source call is a tail call. The tail-call optimization
consists in calling eval tail-recursively.
CPS-transforming this version yields the one just above.
• In the control-less version (Section 2.5), the boolean flag is still inherited
and apply is extended with a new clause:
| apply ((CLOSURE (e’, x, t)) :: v’ :: nil, e, true)
= eval (t, nil, Env.extend (x, v’, e’), true)
| apply ((CLOSURE (e’, x, t)) :: v’ :: s, e, false)
= ... (* as before *)
If the flag is true, the source call is a tail call. The tail-call optimization
consists in calling eval tail-recursively.
CPS-transforming this version yields the one just above.
• In the stack-less version (Section 2.6), the boolean flag is still inherited
and apply is extended with a new clause:
| apply (CLOSURE (e’, x, t), v’, e, true)
= eval (t, Env.extend (x, v’, e’), true)
| apply (CLOSURE (e’, x, t), v’, e, false)
= ... (* as before *)
If the flag is true, the source call is a tail call. The tail-call optimization
consists in calling eval tail-recursively.
Introducing a stack in this version yields the one just above.
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• The first compositional version (Section 2.7) is unsuited for tail-call op-
timization because functions are called non-tail recursively in the second
clause of apply. The second version is better suited: The denotation of
functions is passed a boolean flag indicating whether the call is a tail call:
datatype value = INT of int
| SUCC
| FUN of value * value Env.env * boolean
-> value * value Env.env
fun ...
| eval (LAM (x, t), e, b)
= (FUN (fn (v, e’, true)
=> eval (t, Env.extend (x, v, e), true)
| (v, e’, false)
=> ... (* as before *)),
e)
and ...
| apply (FUN f, v, e, b)
= f (v, e, b)
If the flag is true, the source function is called tail-recursively. The tail-call
optimization consists in calling eval tail-recursively.
Closure-converting this version yields the one just above.
3.4 A call-by-name SECD machine
It is a simple programming exercise to make any of the evaluators above call
by name, by delaying the evaluation of actual parameters with thunks [33].
More directly, one can also bypass the thunks and use a call-by-name CPS
transformation [30]. The corresponding SECD machine follows call by name as
well. Conversely, one can also modify the SECD machine to make it use thunks
and to deconstruct the result into a call-by-name evaluation function.
3.5 A call-by-need SECD machine
Threading a heap of memo-thunks is the canonical way to implement call by
need. The corresponding SECD machine follows call by need as well. In con-
trast, directly modifying the SECD machine to make it implement call by need
requires considerably more insight. The idea is developed elsewhere [4].
3.6 An SEC machine
In Section 2.5, the control delimiter serves no operational purpose since no
continuations are captured. Eliding it leads one to an abstract machine without
dump. Deconstructing this abstract machine into an evaluation function yields
an evaluator without control delimiters:
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• Version 1:
datatype value = ... | FUN of value -> value
fun ...
| eval (LAM (x, t), e)





datatype value = ... | FUN of value * value Env.env
-> value * value Env.env
fun ...
| eval (LAM (x, t), e)
= (FUN (fn (v, e’)




As has been discussed in the literature [56], the dual existence of the control
and dump components in the SECD machine led Landin to a slightly com-
plicated control operator, J. Unifying these two components leads one to the
traditional escape and call/cc control operators [35, 48].
3.7 An EC machine
An evaluator without a data stack still has to save intermediate results. The
corresponding abstract machine saves them on the control stack.
The evaluator reads as follows:
fun eval (LIT n, e)
= (INT n, e)
| eval (VAR x, e)
= (Env.lookup (x, e), e)
| eval (LAM (x, t), e)




| eval (APP (t0, t1), e)
= let val (v1, e) = eval (t1, e)
val (v0, e) = eval (t0, e)
in apply (v0, v1, e)
end
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and apply (SUCC, INT n, e)
= (INT (n+1), e)
| apply (FUN f, v, e)
= (f v, e)
The abstract machine reads as follows:
datatype stackable = ENV of value Env.env
| TERM of Source.term
| VALUE of value
(* run_c : value * E * C -> value *)
(* run_t : Source.term * E * C -> value *)
(* run_a : value * value * E * C -> value *)
(* where E = value Env.env *)
(* C = stackable list *)
fun run_c (v, e, nil)
= v
| run_c (v, e, (ENV e’) :: c)
= run_c (v, e’, c)
| run_c (v1, e, (TERM t0) :: c)
= run_t (t0, e, (VALUE v1) :: c)
| run_c (v0, e, (VALUE v1) :: c)
= run_a (v0, v1, e, c)
and run_t (LIT n, e, c)
= run_c (INT n, e, c)
| run_t (VAR x, e, c)
= run_c (Env.lookup (x, e), e, c)
| run_t (LAM (x, t), e, c)
= run_c (CLOSURE (x, t, e), e, c)
| run_t (APP (t0, t1), e, c)
= run_t (t1, e, (TERM t0) :: c)
and run_a (SUCC, INT n, e, c)
= run_c (INT (n+1), e, c)
| run_a (CLOSURE (x, t, e’), v, e, c)
= run_t (t, Env.extend (x, v, e’), (ENV e) :: c)
run c interprets the control stack, run t is ‘eval’, and run a is ‘apply’.
3.8 An SC machine
An alternative to environments is to use substitutions. In such an interpreter,
there is no environment and therefore nothing for the callee to save. We leave
it as an exercise to the reader.
3.9 A C machine
An evaluator that is substitution based and uses no data stack yields an abstract
machine with a control stack. Again, we leave it as an exercise to the reader.
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Suffice it to say that it is the same abstract machine as in Curien’s lecture notes
on abstract machines, control, and sequents [10].
3.10 Higher-order abstract syntax
Another alternative to environments is to use higher-order abstract syntax [45].
The corresponding machine is a higher-order version of the SECD machine with-
out an E register [13].
3.11 de Bruijn indices
Names, in source terms, can be replaced by their lexical offset. The correspond-
ing interpreters and abstract machines do not look up variables but fetch their
values directly from the environment.
3.12 An instruction set for the SECD machine
Using Wand’s technique of combinator-based compilers [57], the author and
his students have factored the evaluation function corresponding to the SECD
abstract machine into a byte-code compiler and a byte-code interpreter, i.e., a
virtual machine [1]. The resulting instruction set coincides with Henderson’s
in his textbook on the application and implementation of functional program-
ming [32]. Elsewhere, we also present a decompilation function for the virtual
SECD machine [3].
3.13 Assessment
We have outlined how the series of meaning-preserving steps used to deconstruct
the SECD machine into an evaluation function can be reversed to construct a
variety of SECD machines. In fact, the author and his students have shown
that this deconstruction–reconstruction methodology applies to other abstract
machines than the SECD machine, e.g., Krivine’s abstract machine, Felleisen
et al.’s CEK machine and its many variants, Hannan and Miller’s CLS ma-
chine, Schmidt’s VEC machine, Curien et al.’s Categorical Abstract Machine,
and Leroy’s ZINC machine [1, 2], as well as for call-by-need evaluators and
lazy abstract machines [4]. In fact, the method applies as well to other lan-
guage paradigms than functional programming, e.g., logic programming [7] and
also imperative programming and object-oriented programming. It also applies
to constructing abstract machines for normalization from normalization func-
tions [1, Section 3].
3.14 Related work
In his famous 700 follow-up article [39,42], Morris presents a “shorter equivalent”
of the SECD machine as an interpreter written in an applicative language. We
note, though, that while Morris’s interpreter is definitely shorter, it is not strictly
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equivalent to the SECD machine. (For example, its environment is saved by the
callers, not by the callees.) Indeed, defunctionalizing the CPS counterpart of
Morris’s interpreter yields a different abstract machine that has one control
stack and no dump. (In fact, this abstract machine coincides with Felleisen et
al.’s CEK abstract machine [21, 24].)
In a similar way, in “Call-by-name, call-by-value, and the λ-calculus” [46],
Plotkin formalized the SECD machine with respect to a canonical, caller-save,
evaluation function that is similar to Morris’s. In the light of the reconstruction
presented here, the correctness proof of the SECD machine reduces to prov-
ing the equivalence between a caller-save and a callee-save evaluation function,
which is simpler.
4 Conclusion
We have characterized the denotational content of the SECD machine as an eval-
uator with a callee-save strategy for the environment and a control delimiter.2
In doing so, we have outlined a methodology for extracting the denotational
content of abstract machines in the form of a compositional evaluation func-
tion. This methodology is reversible and enables one to extract the (small-step)
operational content of evaluation functions in the form of an abstract machine
in a fairly mechanical way: one closure-converts its expressible and denotable
values to make them first-order; one CPS-transforms the closure-converted eval-
uation function to make it tail-recursive, i.e., iterative, and to materialize its
control flow into continuations; and one defunctionalizes these continuations to
make the evaluation function first order, thereby obtaining a transition function,
i.e., a finite-state, iterative abstract machine. Optionally, one introduces a data
stack to hold intermediate results. The methodology also scales to other eval-
uation functions and other abstract machines; in particular, it applies directly
to λ-calculi extended with computational effects à la Moggi, e.g., control and
state, and to other language paradigms than functional programming [1,2,4,7].
In passing, we have also presented a new application of defunctionalization
and a new example of control delimiters in programming practice.
Acknowledgments
The rational deconstruction presented here arose because of a discussion with
Mayer Goldberg in July 2002, at the occasion of our joint work on compilation
and decompilation [3]. The author is also grateful to Mads Sig Ager, Dariusz
Biernacki, and Jan Midtgaard for our subsequent joint study of the functional
correspondence between evaluation functions and abstract machines [1, 2, 4, 7].
2Landin was aware that abstract machines are interpreters, witness his introduction of the
SECD machine as a way of “interpreting” applicative expressions. (The quotes are his. The
other quotes in the abstract of his article occur when he wrote that his article contributes to
the “theory” of computing.)
24
A first version of this article was written in the early fall of 2002 [14]. It gave
rise to presentations at the University of Tokyo in September 2002, at INRIA-
Rocquencourt in December 2002, at the University of Rennes in December 2002,
and at the 2.8 Working Group on functional programming in January 2003. At
the time, there was no data-stack elimination.
The present version contains data-stack elimination and was written dur-
ing the summer of 2003. It has benefited from the comments of Mads Sig
Ager, Malgorzata Biernacka, Dariusz Biernacki, Julia Lawall, Jan Midtgaard,
and Henning Korsholm Rohde. Thanks are also due to Harry Mairson, John
Reynolds, and Mitchell Wand for their input about the title as well as for their
encouraging words.
This work is supported by the ESPRIT Working Group APPSEM II (http:
//www.appsem.org).
A Toolbox
In this appendix, we review the elements of the toolbox mentioned in Section 1.
A.1 CPS transformation
A λ-term is transformed into continuation-passing style (CPS) by naming each
of its intermediate results, by sequentializing the computation of these results,
and by introducing continuations. Equivalently, such a term can be first trans-
formed into monadic normal form and then translated into the term model of
the continuation monad [29]. The CPS transformation is abundantly described
in the literature [19, 27, 47, 52].
For example, a term such as λf.λg.λx.f x (g x) is named and sequentialized
into
λf.λg.λx.let v1 = f x
in let v2 = g x
in v1 v2
and its call-by-value CPS counterpart reads as
λk.k (λf.λk.k (λg.λk.k (λx.f x (λv1.g x (λv2.v1 v2 k))))).
In both the sequentialized version and the CPS version, v1 names the result of
f x and v2 names the result of g x.
A.2 Delimited continuations
A λ-term uses delimited continuations when some of its intermediate continua-
tions are reinitialized to the identity function or when not all calls to a contin-




which is strictly in continuation-passing style (all calls are tail calls and all
sub-terms are trivial), the non-CPS abstraction
λf.λk.k (f 42 (λa.a))
uses delimited continuations; the function denoted by f is passed an initial
continuation, and the result of its application is sent to k. This term is there-
fore evaluation-order sensitive [46, 48]. The direct-style counterpart of the first
abstraction,
λf.f 42
is an ordinary λ-term, whereas the direct-style counterpart of the second,
λf.reset(f 42)
uses the control delimiter reset [12, 16, 17, 26, 28, 34, 40]. Should the function
denoted by f capture its continuation, it would capture all of it in the first case
(and applying this captured continuation would be like a jump); in the second
case, however, it would capture only a delimited part of the continuation (and
applying this captured continuation would be like a call). In this article, we
make no other use of reset than to reinitialize the continuation.
A.3 Defunctionalization
In a higher-order program, first-class functions occur as instances of function
abstractions. Often, these function abstractions can be enumerated, either ex-
haustively or more discriminately using a control-flow analysis [50]. Defunction-
alization is a program transformation where function types are replaced by an
enumeration of the function abstractions in the source program.
Defunctionalization consumes the results of a control-flow analysis. A de-
functionalizer replaces:
• function spaces by an enumeration, in the form of a data type, of the
possible lambda-abstractions that can float there;
• function introduction by an injection into the corresponding data type;
and
• function elimination by an apply function dispatching over elements of the
corresponding data type.
For example, let us defunctionalize the following ML program:
fun aux f
= (f 1) + (f 10)
fun main (x, y)
= (aux (fn z => z)) * (aux (fn z => x + y + z))
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The aux function is passed a first-class function, applies it to 1 and 10, and sums
the results. The main function calls aux twice and multiplies the results. All in
all, two function abstractions occur in this program, in main, as arguments of
aux.
Defunctionalizing this program amounts to defining a data type with two
constructors, one for each function abstraction, and its associated apply func-
tion. The first function abstraction contains no free variables and therefore the
first data-type constructor is constant. The second function abstraction con-
tains two free variables (x and y, of type integer), and therefore the second
data-type constructor requires two integers.
In main def, the first functional argument is thus introduced with the first
constructor, and the second functional argument with the second constructor
and the values of x and y. In aux def, the functional argument is passed to a
(second-class) function apply that eliminates it with a case expression dispatch-
ing over the two constructors.
datatype lam = LAM1
| LAM2 of int * int
fun apply (LAM1, z)
= z
| apply (LAM2 (x, y), z)
= x + y + z
fun aux_def f
= (apply (f, 1)) + (apply (f, 10))
fun main_def (x, y)
= (aux_def LAM1) * (aux_def (LAM2 (x, y)))
Defunctionalization was discovered by Reynolds thirty-two years ago [48].
Compared to closure conversion, it has been little used in practice since then,
and has only been formalized over the last few years [5, 6, 43]. More detail can
be found in Danvy and Nielsen’s study [18]. The key observation here is that
defunctionalizing a CPS program yields a transition function [2].
A.4 Closure conversion
In retrospect, closure conversion is a particular case of defunctionalization,
where the function space has only one constructor and the apply function is
inlined.
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tober 2003. 25 pp. Appears in Walukiewicz, editor, Foun-
dations of Software Science and Computation Structures, FoS-
SaCS ’04 Proceedings, LNCS 2987, 2004, pages 273–288.
RS-03-30 Jesper Makholm Byskov, Bolette Ammitzbøll Madsen, and
Bjarke Skjernaa. New Algorithms for Exact Satisfiability. Oc-
tober 2003. 31 pp.
RS-03-29 Aske Simon Christensen, Christian Kirkegaard, and Anders
Møller. A Runtime System for XML Transformations in Java.
October 2003. 15 pp.
RS-03-28 Zoltán Ésik and Kim G. Larsen. Regular Languages Definable
by Lindström Quantifiers. August 2003. 82 pp. This report su-
persedes the earlier BRICS report RS-02-20. Appears in The-
oretical Informatics and Applications, 37(3):179–241, 2003.
RS-03-27 Luca Aceto, Willem Jan Fokkink, Rob J. van Glabbeek, and
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