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Summary
The explosive growth of usage of the internet in recent years, puts unprece-
dentedly pressure on the storage industry to develop storage architecture which
is scalable, secure and can provide cross-platform data sharing and direct data
access.
In response, the storage industry has moved from the old D irect Attached
S torage (DAS) architecture to the N etwork Attached S torage (NAS) architecture
and S torage Area N etworks (SAN) architecture in managing network data. Both
the NAS and SAN architectures have their own limitations. In the work here, an
object-based storage system is proposed to overcome the limitations in NAS and
SAN. A storage system with an object-based interface keeps the advantages of both
the SAN and NAS architectures in providing scalability, high performance, and
secure object sharing for heterogeneous Operating System (OS) networks. In such
a system, files are treated as objects and stored in Object-based S torage Devices
(OSD). Like other general storage systems, the OSD has its own file system - an
object-based file system which handles how the objects are being managed. A
good file system not only provides high performance and high throughput for the
Summary x
storage system, but also maintains high utilization of the disk space in the storage
system.
This thesis describes an approach to the design and implementation of an OSD
F ile System (OSDFS), one which utilizes extents in the traditional bitmap, an
adaptive metadata updating scheme, a wasted free space data allocation scheme,
and an extended Onode ID which includes metadata to enable direct determination
of the location of the object data so as to achieve a high performance for the OSD.
Experiments conducted show that OSDFS is capable of maintaining continuity
in allocating free space for objects with up to 98% disk utilization. In addition,
comparative studies showed that OSDFS not only outperforms the general file
systems Ext2 and Ext3 in terms of throughput in handling OSD workloads, but
also provides better performance when dealing with general purpose file system
workloads.
As part of the work done here, simulation software which can simulate an
OSD system to easily measure its performance has been designed and developed.
This software system includes a user configurable OSDFS module which not only
allows users to study the performance of data placement strategies but also helps in
the study of strategies which can optimize system performance. This simulation
system includes a module for the synthetic generation of traces. The synthetic
workload generation module is designed and developed based on the characteristics
identified through the study of empirical traces downloaded from public web sites
[1].
A key component of the simulation system developed is a module for the accu-
Summary xi
rate simulation of any target SCSI disk drive. To achieve this, the actual dynamic
characteristics of the target disk drives, including such parameters as dynamic seek
profiles, switch times, physical data mapping and spare regions, are extracted ex-
perimentally and employed in the simulation. The system is also structured such
that the characteristics of any target SCSI disk drive can be easily extracted and
used in the simulation.
The accuracy of this module in simulating actual disk drive performance has
been validated by comparing the simulation results with experimental measure-
ments on an actual disk drive, with accuracies of at least 94% for READ requests
and 85% for WRITE requests.
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With the advances in network technologies such as gigabit fiber optic [2] network
and the proliferation of wireless technologies (i.e. WiFi, and WiMax [3] in the
near future), ubiquitous data accessing can be done in a much shorter time as
never before. As a result, recent times have seen an explosive growth of emails,
e-commerce transactions, and multimedia files being generated and uploaded onto
networks, putting unprecedented pressure on the storage industry to develop more
efficient storage technologies in managing and storing data.
The storage industry has responded and had already moved from the old D irect
Attached S torage (DAS) architecture to the N etwork Attached S torage (NAS)
architecture and S torage Area N etworks (SAN) architecture in managing network
data. However, both the NAS and SAN architectures have their limitations [4, 5].
NAS provides file sharing for heterogeneous network platforms with the use of a file
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server in handling all the metadata (data that describes data), but the throughput
is limited by the file server. SAN overcomes NAS limitations by providing direct
access to the storage devices. However, this increase in throughput performance is
achieved by sacrificing system security and the ease of file sharing across different
platforms. As such, a next generation storage technology - Object-based S torage
Device (OSD) [4, 5, 6] technology is proposed here to overcome the deficiencies in
NAS and SAN.
1.2 Contributions
The contributions of the work described here are mainly in two aspects: one is
the design and development of an OSD file system (OSDFS), and the other is the
design and development of the OSD simulation software (OSDsim).
The main functions of OSDFS are to manage, allocate, search, and retrieve
data in/from an OSD. With novel algorithms invented and implemented in the
OSDFS, it can support high performance in terms of throughput or response time
and, at the same time, maintain high disk space utilization so that more disk space
can be utilized to store data. Through experimental performance evaluation tests
OSDFS has been shown to outperform some general purpose file systems such as
Ext2 (Second Extended File System) and Ext3 (Third Extended File System).
The algorithms implemented in the OSDFS are as follow:
• Utilization of extents in the traditional bitmap for efficient searching for
continuous free space for data allocation.
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• The use of a data allocation scheme based on wasted space and an adaptive
metadata updating scheme.
• The use of an extended Onode ID to include additional information on meta-
data so as to reduce data search time and thereby achieving a high perfor-
mance and high throughput file system for OSD
The OSDFS design has been implemented at the user level of a Linux system
and its performance compared with some general purpose file systems such as Ext2
and Ext3. This was done through actual experiments. OSDFS was shown to have
about 10∼20% performance improvement for READ requests over Ext2 and Ext3
and 5∼10% performance improvement for WRITE requests over Ext2.
The OSD simulation software provides a platform for researchers and develop-
ers of data storage systems to design and simulate their OSD systems. It can be
used to design a file system in an OSD and to study the effects of large or small
size data placement inside an OSD. It is capable of generating various synthetic
workloads for testing system performance. It is also capable of simulating disk
drive activities in detail dynamically.
The features included in the simulation software are as follow:
• User configurable data allocation unit size for file systems. It makes the file
system design and performance study easier.
• Capability of generating workloads for both block-based simulation and object-
based simulation. The workload generation for web server applications is
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based on the main characteristics identified from a study of several empir-
ical traces downloaded from the web. The users can specify the statistical
characteristics of the desired synthetic workload that is to be generated.
The synthetic workloads generated have been verified to meet user-specified
requirements.
• As part of this work, an experimental system has been set up that allows
complex disk dynamic parameters to be captured. The disk drive simulation
module which was developed makes use of these disk parameters to simulate
disk drive activities in detail dynamically. The disk simulation module has
been validated to be able to achieve accuracies of at least 94% for READ
requests and 85% for WRITE requests.
1.3 The Organization
The remainder of this dissertation is organized as follows. Chapter 2 introduces
the storage architectures and their historical development. It argues that the OSD
storage architecture can improve device and data sharing, scalability, security and
performance and also can provide more efficient data and storage management.
Chapter 3 provides some background information on file system technology, stor-
age system simulation technology and related works. Chapter 4 contains the de-
tailed description of methodologies adopted in the design and implementation of
the OSDFS and how the implementation of the OSDFS is accomplished and also
presents the validation results. The synthetic workload generation module for
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block-based storage system simulation, web server workload characteristics identi-
fication, generation, and validation is presented in Chapter 5. Chapter 6 describes
the experimental system setup, methodologies adopted for disk drive parameter
extraction, the design of the disk drive simulation module, and presents the results
of validation tests conducted on the simulation module. The design and develop-
ment of the OSD simulation software system is described in Chapter 7, which
also includes the module structure, validation methodologies and the validation
results. Chapter 8 summarize the contributions of this dissertation and suggests




Storage capacity requirement has been estimated to double every year since 2002.
Storage infrastructure has also become increasingly complex with the introduction
of new technologies such as Fibre Channel, iSCSI, and infiniband. In a complex
storage system with a huge amount of data, the demands placed on the storage
system’s security, interoperability, scalability, performance and management also
increase. However, the block-based interface, which has been around for over five
decades since IBM introduced the first magnetic disk drive in 1956, limits the
functionalities that can be easily implemented in the storage architectures [5, 7].
A new interface, which can overcome such limitations is needed.
A block-based storage device is essentially a “dumb” device without much
local intelligence. It performs simple disk READ/WRITE actions and requires
very specific instructions as to the exact location and the size of the data block. It
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does not have any knowledge of what has been written to or read from the device.
Neither does it have any knowledge of the content or metadata of the data stored.
An object is a logical collection of data. Like a file it can be of any size and
can be of different file types including a word document, a multimedia movie, or
a database table, to name but a few. An object comes with rich attributes which
describe the characteristics of the object data.
An object interface can be defined which enables the creation of scalable, self-
managed, protected, and heterogeneous shared storage for storage networks. An
object-based storage device refers to a device with an object interface. It can
be implemented with selected low-level disk functions such as data and storage
management, thereby, allowing for the creation of a self-managed storage device.
The remaining part of this chapter is organized as follows. It begins with the
introduction and comparisons of different network storage architectures such as
DAS (Direct Attached Storage), SAN (Storage Area Network), NAS (Network
Attached Storage) and OSD (Object-based Storage Device). It describes how an
OSD can provide scalable and secure data storage with cross-platform sharing and
with high performance. The historical development of OSD technology is also
reviewed. A detailed discussion on OSD technology and its benefits then follows.
It then discusses some research areas and work that needs to be done if the OSD
is to be widely adopted, and the focus and main contributions of this thesis.
Finally presented are some research issues and areas which need to be investi-
gated and studied before OSD can be suitably implemented and widely adopted.
The main focus and contributions of this thesis are then presented.
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2.2 Storage Architectures
An ideal storage architecture should provide data sharing across different platforms
(i.e. operating systems), strong security, high performance and scalability in terms
of number of storage devices and clients.
In the DAS architecture shown in Figure 2.1, the block-based storage devices
are connected to a server directly via I/O buses such as SCSI, ATA, SATA, or IDE.
In such a system, the applications, the file system and the block-based storage
devices all reside in one machine. DAS provides high performance with minimal
security concerns but suffers from limitations on connectivity. For example, the
maximum number of devices/hosts that can be connected to the 16-bit SCSI bus
is only 16.
Figure 2.1: DAS Architecture.
In a DAS (Direct Attached Storage) system, an application can connect to a
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block device through either a file system or a database. In Figure 2.1 the file
system between the application and the storage device has been divided into two
logical components, the file system user component and the file system storage
component. The file system user component takes care of tasks including data
hierarchy, naming, and access control while the storage component handles data
allocation, management, storage and retrieval from the disk drive.
A NAS (Network Attached Storage) removes the limitation on the number of
applications which can be connected to the storage server by introducing an IP
(Internet Protocal) network between the applications and the servers as shown in
Figure 2.2. This architecture allows a large number of hosts to connect to the
storage server by using a switch fabric. Limitations on connectivity to the storage
devices, however, still exist in this architecture.
Figure 2.2: NAS Architecture.
Storage Area Network (SAN) refers to a special purpose network which inter-
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connect different kinds of block-based data storage devices with associated servers.
By using a switch fabric, this network can be easily upwards scalable as shown in
Figure 2.3.
Figure 2.3: SAN Architecture.
To combine NAS and SAN the storage system shown in Figure 2.4 can be
used. This architecture allows a large number of applications to be connected via
an IP network and a large number of storage servers via FC (Fibre Channel) or IP
network. In this architecture, all the application servers must make use of the file
server to access data in the storage devices, therefore, the file server can become
a bottleneck in the storage system and limit system performance.
To avoid the aforementioned problem and to improve system performance,
data should be accessed by the application server directly from the storage server.
Figure 2.5 shows an architecture which allows such direct data transfers. When an
application needs to read data from a storage device, it has to first get metadata
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Figure 2.4: Combined Technology.
information/permission from the file server. With this, it can read block data
directly from the storage device. This topology shown in Figure 2.6 represents
an example which can be used for multiple application servers, file servers and
storage servers. With the switch fabric, this topology is scalable and can be used
to connect to a large number of application servers and storage servers.
Based on the topology shown in Figure 2.6, a possible OSD architecture is
shown in Figure 2.7. It consists of three main components. These are the ap-
plication servers, the metadata servers, and the OSDs. The application servers
are also referred to as Object-based Storage Clients (OSCs). They are the ones
which send the requests directly down to the object-based storage devices. The
Metadata Servers (MDS) store object meta data but not the data itself. They may
also have some functions of a file system’s user components such as access control,
naming, etc. The OSDs, located at the bottom of Figure 2.7, are the actual stor-
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Figure 2.5: SAN Architecture.
age devices. They consist of two main components. One is the file system storage
component, and the other is the block-based storage device. Contained in the file
system storage component is a new interface, the object-based interface, which is
used to manage the block-based data in the storage devices. This interface allows
data to be easily shared across different platforms, removing the limitations faced
by other storage architectures.
Comparing Figure 2.6 and Figure 2.7, it can be noted that the only difference
is the moving of file system storage component down to the storage device and
locating it on the top of the block-based storage device. With the file system
storage component moved down to the storage servers, the storage server can
be designed to have selected functions for the better management of the low-
level storage device, including space management and security. These enable the
creation of scalable, self-managed, protected, and heterogeneous shared storage for
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Figure 2.6: Direct Access with Multiple Hosts.
storage networks. An object-based interface which allows an application to access
the object-based storage devices has to be defined. Currently the Storage Network
Industry Association (SNIA) [8] and T10 [6] are two organizations involved in
drafting and standardizing the object interface.
2.3 Historical Developments and Current Status
The concept of object for storage system was first introduced in the 1990’s. Since
then there has been rapid developments, not only in academia but also in industry.
Some significant initiatives include the work of SNIA’s OSD Technical Work
Group (TWG) [9] to draft industry standards and that of the ANSI T10/OSD
Committee to facilitate interoperable solutions [6].
Among the groups in research institutes and universities which have significant
research work are the Storage System Research Center (SSRC) at the University
of California at Santa Cruz (UCSC) [10], the Parallel Data Lab (PDL) at Carnegie
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Figure 2.7: OSD Architecture.
Mellon University (CMU) [11] and the Network Storage Technology Division(NST)
in the Data Storage Institute(DSI) in the Republic of Singapore [12].
The work done by SSRC at UCSC includes OSD security [13], OSD related
applications such as QoS [14], and the object-based storage file system design and
development [15, 16, 17]. The file system work at UCSC is the only one available
so far. One focus of the work done in this thesis is on the design and development
of the OSD file system. Details on this are contained in Chapter 3 & 4 in this
thesis.
OSD related projects such as Network Attached Secure Disk (NASD) [18, 19],
Self-? storage [20, 21, 22], I/O Workload Characterization [23, 24] and design and
development of DiskSim, a storage system simulation software [25, 26, 27] has been
reported by PDL at CMU. The other focus of the work in this thesis is on storage
system simulation, specifically tailored for an OSD system. The details of this
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work are presented in Chapter 5 & 6.
DSI has also been quite active in the design and development of OSD tech-
nology. They have reported work on the design and development of simulation
software for both OSD with OSDFS module [28, 29] and SAN with FC frame level
modules [30, 31, 32], and design and development for larger scale OSD systems
[33, 34, 35].
Besides the effort on industry standards by SNIA and ANSI T10, and the
research and development work conducted in the research institutes and in univer-
sities, the industry has also being actively involved in the design and development
of OSD-based products. Until the year of 2006, various object-based storage de-
vices have been built. Examples of these are the disk array subsystem at the
Lawrence Livermore National Laboratory (LLNL) [36], units with Luster [37],
the “Smart” disk for objects from the Panasas storage blade [38], and the highly
integrated Single-disk prototype from Seagate OSD [39]. At the Conference of
the Storage Networking World (SNW) held in October 2005, IBM, Seagate and
Emulex demonstrated their joint leading-edge storage prototype, an industry first
using object-based storage technology. The system has the SNIA standard inter-
face over iSCSI and Fibre Channel. Figure 2.8 shows the prototype architecture
of the demonstration system.
























Figure 2.8: Object-based Storage Technology presented at the SNW 2005
2.4 Object-based Storage System
2.4.1 Advantages of Oﬄoading File System Functions
An object-based storage device refers to a device with an object-based interface.
This interface is implemented with selected low-level disk functions such as data
and storage management resulting in a self-managed storage device. In such a
system, the file system user component, located at the host, needs only to send
a request with minimal information. The object-based interface will have in-built
local intelligence which will enable it, based on the information contained in the
request, to determine what and where data should be written to or read from, and
perform these functions optimally in terms of system throughput and disk space
utilization based on the individual dynamic characteristics of the storage device.
Such an object-based interface located at the storage device itself will allow for
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the creation of easily scalable, self-managed, highly secured, and easily sharable
heterogeneous shared storage for storage networks.
In an object-based storage system, the communication to the object-based
device is through the object interface. An object can be of any size and can be of
any type, such as a file, but with rich attributes associated with it. The creation
of an object-based storage system is accomplished through an interface which is
similar to the creation of a file in a block-based system. However, whereas the
allocation and management of storage space is not handled by the storage device
in a block-based system, these functions are performed by the intelligence built
into the object-based storage devices themselves in an object-based storage system.
One of the main advantages of object-based storage is the oﬄoading of the
space management function from the host down to the storage device. Figure 2.9,
taken from reference OSD-2 [40] illustrates this oﬄoading comparing with the
traditional file system architecture.
From the figure, we can see that in an OSD system, one of the two components
in the file system, the storage component, has been moved down to the storage
device. This requires that the interface between the application (host) layer and the
storage device needs to be changed from a block-based interface in the traditional
storage system to an object-based interface in an object-based storage system.
The file system user component remains unchanged.
Oﬄoading of the management of space down to the storage device removes
the dependency between the metadata and the storage application. Some main
advantages are listed below.





















Figure 2.9: Oﬄoading of Storage Management from File System to an OSD.
Firstly, it makes possible the sharing of data across different platforms. Just by
reference to an object ID, an object can be created, read, written or deleted. This,
therefore, allows the object to be accessed in a platform-independent manner. The
metadata structure and on-disk layout are the a priori knowledge for possible data
sharing.
Secondly, with data stored in an individual object rather than as a collection
of blocks it is possible and easier to set security policy, and level of Quality of
Service (QoS) agreement on a per-object basis. Furthermore it makes possible for
the device to handle client requests directly. Therefore the storage system can be
easily scalable.
Thirdly, but not the least important, with the capability to manage the data
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stored in the OSD, it is possible to have a self-managed, policy-driven storage to
improve storage management. Therefore the storage device can be autonomous.
2.4.2 Research Opportunities
Even though the object-based storage concept has been around for more than 10
years, intensive research and development work is still ongoing and widely useable
products are still in their infancy [41]. An indication of the situation can be seen
from Figure 2.10 which shows the number of patents on OSD device over the past
10 years. Even though there is a big jump in the year 2006, the overall number of

























Figure 2.10: Patent Publication
There are two major foci in my PhD work on the development of OSD tech-
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nology. One is to investigate the design and development of an OSD file system
and the other is the design and development of a simulation software suitable for
OSD.
There are two main reasons to develop a new OSD file system. Firstly, even
though there are some OSD systems using the existing Ext2 or Ext3 file systems
to manage and allocate data for local storage, the performance of these general
purpose file systems have been found to be poor for the object workloads [42]. The
work done for this thesis extends the capability of the file system to the point that,
through online adjusting of the data allocation and management policy to adapt
to dynamically changing workloads, an optimal, or near-optimal performance of
the storage device can be maintained at all times. The other reason is that the
workload to the OSD system is an object-based workload which is different from
the normal block-based workload. Therefore, to maximize the performance of
the OSD system, a new file system is needed to support high throughput and to
maintain high disk utilization.
Simulation is a fast and cost effective way of setting up a system to prove
concepts, to test new algorithms, to design/enhance products and to evaluate
system performance. There are several simulation softwares developed for the
simulation of different components, or configurations of SAN storage systems [30,
43, 31, 32, 44, 45]. Wilkes [46] used the Pantheon storage-system simulator to
model the performance of parallel disk arrays and parallel computers. DiskSim [47]
is another disk storage system simulator to support research in storage subsystem
algorithms and architectures. To facilitate the design and evaluate the performance
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of an OSD file system, an OSD simulation software, such as OSDsim which has
been designed and developed, can be used [28].
2.5 Summary
Due to the continuous demand for storage scalability, interoperability, data pro-
tection, high performance and easy storage management, and with development of
network storage architectures from DAS, NAS, SAN to OSD, the storage system
access model is changing from block-based, to file-based and recently, to object-
based.
With the oﬄoading of the file system storage component down into the stor-
age device, OSD have many advantages over the traditional block-based storage
architecture. The four main advantages are as follows,
• Improved device and data sharing and enabling data sharing across different
platforms.
• Improved scalability and security. The storage system can be expanded
easily with the help of the network fabric. Greater efficiency and flexibility
in security policy is also achieved as this can also be easily set for individual
objects.
• Improved performance. With the proper design and development of the file
system for the local storage, it is possible to improve storage performance,
both in terms of throughput as well as disk space utilization. One example
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is the OSDFS designed and developed in this work which has been shown to
outperform both the Ext2 and Ext3 file systems.
• Improved storage management. Easy storage management can also be achieved
with the oﬄoading of the storage management and data allocation functions
to the local storage device. This is one of the reasons why PDL at the CMU
started the project called Self-? storage system [11]. This is also the reason
why part of the work in this thesis is on an adaptive algorithm for data
allocation on, and management of the storage device. The main objective is
to optimize the performance of the storage device, and to keep it operating
at near optimum at all times automatically.
The two major focuses for the work in this thesis are identified as the design
and development of a file system suitable for a local OSD storage device, and the
investigation, design and development of an simulator suitable for an OSD system.
Chapter 3
Background and Related Work
3.1 Introduction
This chapter introduces background knowledge and related works on file systems
and storage system simulation, two areas of focus in this dissertation.
The design of a file system greatly affects the performance of a storage device
and also the performance of the whole storage system. In this chapter, a brief
discussion on the Ext2 file system is introduced in the file system section. This is
necessary as the performance of the OSDFS developed in this thesis is benchmarked
against Ext2 for performance comparison. Some other works on file systems for
an OSD are also discussed.
Simulation is a fast and efficient approach for proof of concept. A review of
simulation works done for storage systems are thus also presented in this chapter.
Major requirements of a simulation software for a network storage system, such as
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the representation of workloads, the accuracy of disk drive simulation which can
greatly affect the performance of storage systems, and the capabilities needed of
the simulation software, are discussed and possible approaches presented.
There are two main parts in this chapter. The first part is on the file system
which includes a discussion on the Ext2 file system, an OSD file system and related
works. The second part of this chapter is on storage system simulation. It includes




A computer file system is a necessary part of the computer operating system as
shown in the Figure 3.1. The major functions of a file system are to manage data
and storage space on the storage devices, allocate storage space, and store/retrieve
data to/from the device. A well-designed file system can greatly improve the
performance of a storage device and, thereby, improve the performance of the
whole storage system by reducing the performance gap between the CPU and the
storage device.
A file system has two main logical components: a file manager and a storage
manager. The file manager takes care of tasks such as managing the data hierarchy,
mapping of file names to other attributes of the file, and access control. The storage










Figure 3.1: Abstract View of a Computer Operating System.
manager, on the other hand, is in charge of actual space allocation on and data
retrieval from the disk drive. In SAN or NAS, the two components of the file system
are normally located in the file server as shown in Figure 2.2 & 2.5. In an OSD
system, these two logical components are separated. The file system’s file manager
is normally located in the storage system’s metadata server as shown in Figure 2.7
while the file system’s storage component is located in the storage device. The
configuration for an Object-based Storage Device is as shown in Figure 2.7.
One of the contributions of this dissertation is the design and development
of a file system storage component for an OSD which not only achieves good
system performance in terms of system throughput and disk space utilization, but
also maintain near-optimal system performance when the characteristics of the
workload changes.
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3.2.2 The Seconded Extended File System (Ext2)
Ext2 [48] is one of the file systems included in the standard Linux kernel. Ext2 has
been designed and implemented to overcome some problems that were present in
the First Extended File System (Ext). In addition to the standard Unix features,
Ext2 supports some extensions which are not usually present in Unix file systems.
Ext3 [49], the third extended file system, has a set of incremental enhancements





















Figure 3.2: Layout of Ext2 File System.
A file system does not need to take care of where on the actual physical media
a block of data should be placed. It only manages the storage space at the logical
level and uses, as addresses, Logical Block Addresses (LBA). The device driver is
the software component which takes care of the management of the actual physical
storage space. The device driver also takes care of the required mapping between
the Logical Block Address and the Physical Block Address (LBA-to-PBA).
Ext2 defines the file system topology by associating each file in the system
with an inode. An inode is a data structure containing such information as the
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logical blocks which are occupied by the data in a file, the access rights of the
file, the exact time and date when the file was last modified, together with other
file-related information. Every file in a Ext2 file system will be associated with an
inode and each inode will have a unique identification number. The inode for the
file system are all kept in inode tables. Ext2 directories are simply special files
(themselves associated with inode) which contain pointers to the inode.
Figure 3.2 shows the layout of the Ext2 file system which consists of a series of
logical partitions of equal size. Each logical partition contains Super Block, Group
Descriptor, the Block Bitmap, the inode Bitmap, the inode Table, and the Data
Blocks. The functions of these are described below.
Super Block - Description of the basic size and shape of the file system.
Group Descriptor - Data structure describing the partition information.
Block Bitmap - The block number of the block allocation bitmap for this Block
Group which is used during block allocation and de-allocation.
Inode Bitmap - The block number of the inode allocation bitmap for this Block
Group which is used during inode allocation and deallocation.
Inode Table - The block number of the starting block for the inode table for this
Block Group.
Data Blocks - These are the storage area for the data .
The Ext2 file system, like other file systems such as Ext3 and Fat32, stores the
data in data blocks. For a given file system, the size of each data block in all the
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logical partitions will be the same. This basic size can be different for different
Ext2 file systems and the value for this is set when the file system is first created.
The basic size of the data blocks chosen for the file system is a very important
parameter as it can greatly affect the performance of the system. A large basic
data block size will reduce system overheads and improve system throughput but,
at the same time, it will lead to poor disk space utilization, and vice versa.
When a file needs to be stored in the storage system, it’s size is rounded up to
an integral number of blocks. For example, if the basic size of the data blocks is 4K
bytes and the size of the file is 5K bytes, then this file will occupy 2 data blocks
which, together, total 8K bytes. As such, the storage space which is ”wasted”
is 3K bytes. Storage space utilization is then 62.5%. If, on the other hand, the
basic data block size is 1K bytes, a file of size 5K bytes will need only 5 data
blocks, resulting in a storage space utilization of 100%. One of the objectives in
the design of a good storage file system is to achieve the highest possible storage
space utilization.
While smaller data blocks lead to better disk space utilization, it degrades disk
performance in other ways. The smaller the basic data block size, the larger will
be the size of the Block Bitmap and also the computational effort required to keep
track of the status of each of these blocks. Smaller data block sizes also lead to
greater disk fragmentation when files are erased, leading to higher overheads and
slower throughput.
Figure 3.3 shows the location of the Ext2 file system in a Linux kernel under the
Virtual File System layer (VFS). The VFS layer is an abstraction layer between










Figure 3.3: The place of Ext2 in a Linux Kernel.
the file system layer and the user level system call layer. It is an interface for the
kernel to deal with various I/O requests and specifies a standard interface that
each file system must support.
Through the user level system call, an I/O request from an application can go
down to the VFS layer and then onto a file system, for example Ext2. Ext2 then
searches for the required inode from its inode table. Based on the information
contained in the inode, the required information is then sent to the storage device
through the device driver which takes care of the different protocols the disk drive
may have.
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3.2.3 Object-based File System
In an OSD system, the object-based file system is located in the storage device. For
simplicity, many object-based storage systems, such as the Luster file system [37],
adopted the Ext2 file system for its object-based storage device management.
New designs and methods have been proposed to improve the performance
of object-based file systems. OBFS [16] was designed specially to handle OSD
workloads. The workloads were categorized into small and large objects. Based
on this categorization, the OBFS stored the small objects in a region with small
basic data block sizes and containing a bitmap area and an onode table where
metadata of each object is stored. In the same way, large objects are allocated to
a region with large basic data block sizes, utilizing embedded onodes to reduce the
seek time of the hard disk. An onode for an object includes information on the
size of the disk space occupied by the object, the size of the object itself and an o
block array where locations of data are stored. However, the OBFS described in
this reference adopted a synchronous update scheme for writing small workloads or
data, which involved a reference, and thus a seek time delay, to the onode table for
each object writing. Reading data also involves a reference, and thus a seek delay,
to the onode table before proceeding to the data area for each object. Therefore,
each data access involved a reference to the onode table and then to the data area,
contributing to the system overhead required.
EBOFS [50] utilized extents as the allocation unit and B+ tree as the tree
list in maintaining a Free Space List of unallocated extents as well as an object
lookup table. To reduce the hard disk’s seek-time overhead, EBOFS groups the
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unallocated extents into a series of buckets based on the unallocated extent size.
However, the grouping of extents in the Free Space List is a design concern in
EBOFS, since a poor grouping decision will degrade performance.
There is, therefore, a need for an improved design for an object-based storage
device file system, one with improved methods of allocating storage, searching data
and optimizing performance. This can then serve to improve the performance of
an object-based file system, thereby achieving higher throughput and higher disk
utilization.
3.3 Storage System Simulation
3.3.1 Need for Storage System Simulation
The bottleneck in a network storage system is invariably the storage subsystem. As
such, much attention has been focused on the study and development of subsystem
architecture and implementation which can improve overall system performance.
Several approaches are commonly used.
One approach is the analytical modeling in which equations relating perfor-
mance variables are written as functions of known parameters. These parameters
could include those relating to the workload, the configuration of the system, and
other system components. These equations are developed based on observations
and known physical cause-effect relationships. In many situations, however, such
equations may not be readily derived, either because the relationships among the
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various variables are not accurately known, or the relationships are too complex
to be represented in equation form. In such situations, computer simulations are
used. Simulation, which does not require costly hardware implementation, is one of
the least time-consuming but effective ways of performing analysis and determin-
ing the performance of a storage system. It is used to assess, evaluate, and explain
the performance characteristics of any proposed system architecture in terms of
throughput, average response time, storage utilization, latency, etc. If the simula-
tion is performed properly and accurately, the actual performance of the system,
when eventually implemented in hardware, can be predicted to a high degree of
accuracy. Most storage system simulators also make use of known relationships or
equations derived from analysis in their simulations.
3.3.2 Network Storage Simulation
The value of simulation for the design and development of storage products and
systems have been proven and it has been widely used and proven. For example
RAIDFrame [51] was developed for the RAID storage subsystem design and sim-
ulation. DiskSim [47] is a disk storage system simulator to support the study of
storage subsystem algorithms and architectures.
SANSim [30], a new FC SAN simulation and design platform, was developed
to aid the development and verification of new ideas and algorithms for FC storage
area networks. It supports FC frame-level simulation which fully simulates Fibre
Channel protocols in accordance to the relevant standards. The FC simulation
module was validated by comparing the simulation results with the actual I/O
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performance of a FC RAM disk connected to a FC network. The results showed
that SANSim can accurately predict system performance with errors of less than
3% for READ operations, and less than 10% for WRITE operations.
To date, not much work has been done on OSD simulation. Other than the work
described in this thesis, there is only the work by IBM [52] that is known to us. The
IBM simulator follows the T10 [6] standard and provides two interfaces. One is an
interface on the client side to interpret the OSD command from the application
and the other on the target side to interpret this command for the block-based
storage device. There is no OSD file system developed for the simulator. Instead,
it adopts the Linux Ext2 file system to manage the storage data. OSDsim [28], a
further development after SANSim, is developed specifically for the simulation of
Object-based Storage Devices (OSD). It includes a new OSD file system and can
be used for the the study of various designs for an OSD file system, particularly
for the study into the performance of various strategies used for allocating space
for requests with large or small block sizes in an OSD.
There are two major concerns in the design and development of a storage
system simulation software for OSD system simulations. One is how representative
synthetic workloads can be generated and the other how the disk drive itself can
be simulated dynamically and accurately.
While traces of production workloads are perfect representations, they are dif-
ficult to obtain. Privacy issues and performance concerns discourage most storage
system administrators from collecting such traces and making them available to
the public. Using traces of production workloads also has the limitation in that
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system performance under conditions which have not be encountered before, for
example if the performance of the system under increased workloads which are
expected only in the future, cannot be studied.
The use of synthetic workloads can overcome these limitations. However, syn-
thetic workloads needs to accurately represent the actual expected workloads that
the storage system will experience if the simulations are to give good results. As
such, synthetic workloads will need to have certain key properties which are the
same as those of the production workloads for which they are simulating. Such
properties include sizes of requests, repeatability distribution pattern, etc.. Un-
fortunately, the key properties for many application workloads of storage systems
are unknown. Therefore identifying the characteristics of a workload is a critical
part in the generation of a suitable synthetic workload. The work in this thesis
includes characterizing the key properties of typical workload traces obtained for
web servers and the development of a synthetic workload generation module based
on these.
A disk drive normally is the slowest component in a storage system. Its per-
formance greatly affects the overall performance of the storage system. It is thus
very important to be able to simulate disk drive performance accurately. Unfor-
tunately, analytical, or empirical, equations are not available which can be used
to accurately estimate disk drive performance. In almost all cases, average disk
performance parameters, such as average seek time, average rotational delay and
average transfer time, are used to estimate disk performance. While this gives
reasonable estimates of average disk drive performance, a more detailed simula-
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tion approach is needed to give more accurate results, in particular, when studies
into how disk space allocation strategies affect storage system performance. For
such studies to give accurate results, the storage system simulation software will
require the disk’s physical mapping information and be able to determine the time
required for various operations given the READ/WRITE head’s current location
and the exact location where the data are to be read from or written to. The
required disk parameters needed to do such dynamic simulations is best extracted
from the actual disk drive itself during operation. Chapter 6 of this thesis describes
the disk drive parameters needed, and how these are extracted. It also describes
the disk drive simulation software and how its performance is validated.
3.4 Summary
The design and performance of the file system is very important as it greatly
affects the performance of a storage device and thus the performance of the storage
system. For OSD systems, a new file system specifically suited to such systems
is necessary. A good file system is one which can give high throughput and also
maintain high disk space utilization.
To facilitate the study and development of OSD systems, a good simulation
software suited to such application is needed. Such a software should allow the
user to specify, using parameters which can properly and accurately specify work-
load characteristics, the workload required and to be able to generate synthetic
workloads which faithfully represent these desired characteristics.
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For certain studies of disk storage devices, such as disk space allocation strate-
gies in the file system, accurate disk simulations of the READ/WRITE processes
will require certain dynamic parameters of the disk drive. As such information are
not normally available, the extraction of the disk profile becomes important as a
feature of such a simulation software system.
Chapter 4
Design and Development of an
OSD File System
4.1 Introduction
The file system plays an important role in a storage system [53]. A good file system
not only provides high performance and high throughput for the storage system,
but also maintains high utilization of the storage space in the system. Although the
area of Object-based Storage System is a recent popular research area in network
storage technology, not much effort has been reported on the design of the object-
based file system. Most reported work on Object-based Storage Systems report
the adoption of the general purpose file system (i.e. Ext2 [48], Ext3 [16]) as
their object file system. However, the workloads encountered by OSDs are quite
different from the general purpose file system workload [16]. As such, designing
an efficient object-based file system instead of using a general purpose file system
Chapter 4. Design and Development of an OSD File System 38
is a crucial step in improving the performance of the overall Object-based Storage
System.
We are aware of only two reports [16, 17] focused on the design and performance
of object-based file systems. In [16], an object-based file system named OBFS was
designed specially to handle OSD workloads. The workload was categorized into
small and large objects and, based on this categorization, OBFS stored small
objects in a “small” region which consists of a bitmap area and the onode table
and large objects in a “large” region which utilizes embedded onodes in reducing
the seek times in the hard disk. However, OBFS adopted a synchronous update
scheme for writing small workloads which increases the seek time and involves a
reference to the onode table. In addition, a read operation also involves a extra
seek for the hard disk to read from the onode table and then reading from the
data area. In [17], an extent-based object file system, named EBOFS, utilized the
extents as their allocation unit and the B+ tree as their tree list in maintaining
the object free space list as well as their object lookup table. To reduce the hard
disk’s seek overhead, EBOFS groups the free extents into a series of buckets based
on the free extent size. However, how tightly extents in the free list should be
grouped is a design question in the design of EBOFS and a poor grouping decision
will degrade the performance of EBOFS.
In the OSDFS here, a new feature is proposed with embedding extents in the
traditional bitmap area. As such, unlike [17], the issue of grouping of free extents
which can affect the storage system performance is avoided. As an additional
feature, an adaptive metadata updating scheme based on either the total requests
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size or the number of requests is employed for updating the data to the onode. This
serves to eliminate the need to reference the onode table as encountered in [16],
thereby avoiding the seek time delay required for this. In the system described by
[16], after obtaining the onode ID contained in a read request, a reference to the
onode table is necessary in order to read the required metadata before proceeding
to the actual data area. In the scheme employed here, information on the size of
the object is included in the onode ID so that the location of object data can be
computed without the need to reference the metadata in the onode table on the
hard disk.
4.2 Design and Implementation
4.2.1 Overview of OSDFS Design
The main objective in designing an OSDFS is to provide high throughputs with
high disk space utilization for large-scale distributed storage systems so that they
can deal with the large volumes of data. In addition, the OSDFS must cater
not only for the OSD’s workload (in the order of 1MB [50]), but also be suitable
for general purpose file system workloads. To address the above challenges, an
extent-based bitmap and an adaptive metadata update scheme are incorporated
into the OSDFS described here. Figure 4.1 shows the architecture of the OSDFS.
It consists of the following features in providing an efficient and reliable file system
for OSD:
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Figure 4.1: OSDFS Architecture.
1. Extent-based bitmap and onode. OSDFS embeds extents in the tradi-
tional block oriented bitmap for handling free spaces. In addition, OSDFS
uses extents in storing logical addresses in the onode to represent the location
of data.
2. An adaptive data allocation scheme. In OSDFS, in order to main-
tain the high performance of the file system, an adaptive data allocation
scheme, comprising three main features, is used here. The first is that data
are allocated to the different regions based on their wasted disk space so as
to maximize disk space utilization. The second feature is an adaptive meta-
data updating scheme which improves system throughput while minimizing
possible data loss due to unexpected failures such as system crash or power
failure. The third feature allows for an efficient search for continuous free
space by using the extents-based bitmap.
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3. Onode ID with embedded metadata. Similar to [16], OSDFS also uses
the Onode ID for object mapping. Here, however, the size of the Onode ID
is extended to 64 bits to allow the inclusion of information on the size of the
object. As a result, the performance of read requests can be improved since
the location of an object data can be determined based on the metadata
embedded in the Onode ID instead of having to read the metadata from
the Onode table. This eliminates the time delay required in referencing the
Onode table.
4.2.2 OSDFS Architecture
In each of the OSD, there is a boot sector in which the region size, the number
of regions and the pointer to the start of the free region are recorded. In the
implementation here, the raw disk is divided into regions of uniform size (i.e. 256
MB) with fixed locations. This is not only for ease of management as compared to
the management of the full raw disk, but also allows for the provision of different
sizes of data blocks in an OSD. More on this will be discussed in the next section.
In each region, there is a region head where information about the region such
as the region ID, the free onode bitmap, the starting address of the onode table and
the starting address of the data area are stored. In addition, in each region, there
is an extents-based bitmap area for the management of available free space as well
as an onode table where onodes containing metadata of the objects in that region
are recorded. The extents-based bitmap area and the onode table are designed so
as to accommodate the maximum number of objects in each region.
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4.2.3 User Configurable Variable Size of Block
In the OSDFS implemented here, each of the uniform-size regions are configured
into blocks of the same size. However, different regions may have blocks of different
sizes (i.e. 4 KB, 512 KB). Provision is made for the users to be able to specify the
different sizes of the blocks that can be used for the regions based on their expected
workload distribution. When information on the workloads is available, this feature
allows the knowledgeable user to use block sizes which can best optimize system
performance in terms of throughput and disk space utilization.
In general, the performance of a file system with a smaller size of blocks (i.e.
4 KB) can degrads significantly when fragmentation occurs as compared to a file
system with a larger size of blocks (i.e. 512 KB). This is because a file system with
a smaller size of blocks requires a larger number of blocks to store the complete
object data, while a file system with a larger size of blocks will require a smaller
number of blocks to hold the same object data. Thus, when there is disk space
fragmentation, a file system with a smaller size of blocks will need to seek to many
more locations to store the data as compared with that with a larger size of blocks.
As a result, the performance of the system with the smaller size of blocks can be
significantly degraded.
On the other hand, a file system with a larger size of blocks will have poorer
performance in terms of disk space utilization. To completely store a single object,
the maximum amount of disk space that is wasted can be up to the size of the
block less 1 byte.
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With the user configurable feature for the block sizes in the different regions,
the OSDFS here can be used, if needed, as a general-purpose file system similar to
Ext2 or Ext3 by configuring all the regions to be of the smallest block sizes. This
will allow the handling of workloads with mainly files of small sizes with high disk
space utilization.
Initially, all regions are free regions which are not initialized. If a write request
requires a number of blocks of a certain size and there is an insufficient number of
such free blocks in the initialized regions, then a free region is allocated and all its
blocks initialized to the desired block size. Conversely, when all the blocks in an
initialized region are released, that region is returned to the free region list.
4.2.4 Onodes
In OSDFS, the metadata of each of the files are stored in onodes contained in an
onode table. The number of onodes and blocks are the same in each region. An
onode contains information on the size of a file on disk, the file size, and the oblock
array where locations of the data are stored. Each oblock array can store up to
110 data locations in the format of extents (LBN, size in blocks). For continuous
data, only one extent in the oblock array is needed to store the data location.
More than one extent will be needed in an oblock only when storing the data
for fragmented files. The oblock array makes use of the Ext2 direct and indirect
pointers to store the data locations if the data locations of a fragmented file exceed
the number of extents permissible for storage in an oblock array. In OSDFS, one
onode is designed to be of 512 Bytes.
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4.2.5 Onode ID
The Onode ID is the unique identifier for an onode, and thus for an object. It
is used in mapping the object ID forwarded from the clients. Onode IDs are
maintained in a tree list and used for determining the location of a stored data.
Figure 4.2 shows the structure of an Onode ID. In the implementation of OSDFS
here, the Onode ID is designed to be 64 bits long. It contains the Region ID, the
Onode Index, the Type of Region (i.e. 4 KB or 512 KB) and the size of the object.
The inclusion of the metadata on the type of region and the size of the object is
extremely useful as this then allows, in handling read requests, for the data to
be directly accessed without the need to first read the metadata from the onode
table. This avoids the delay due to an additional seek reference to the onode table
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Figure 4.2: Structure of Extended Onode ID.
4.2.6 Extents-Based Bitmap
Similar to a traditional file system, OSDFS also has a bitmap area in each region.
This is used to mark the unallocated or free blocks available in the region. How-
ever, unlike the traditional bitmap, each entry in the extents-based bitmap (EBB)
contains two pieces of information on each unallocated or free extent, an onode
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index from which the LBN of the start of the extent can be directly determined
and the size of the free extent. This approach not only provides an easy way in
keeping track of the free spaces on the hard disk, but also provides an efficient
approach for the search of continuous free space to allocate for write requests. In
addition, fragmented files in OSDFS can be greatly reduced as compared to other
file systems such as Ext2. Tests conducted showed that OSDFS, with its EBB,
only encounters fragmentation when disk utilization reaches above 95% (write data
to a plain disk until 95% of the disk has been utilized).
Figure 4.3 shows the structure of the EBB with each entry for a free extent
comprising the onode index followed by the size of the extent. In the example
given, the free extent with the onode index of 30 will have 5 contiguous blocks of
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Figure 4.3: Extents-Based Bitmap.
Figure 4.4 shows how the EBB is used and changes made to it resulting from
a WRITE request. Upon receiving a WRITE request, OSDFS scans the EBB to
find a free extent with an exact match of the size required by the object. For the
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example of a WRITE request requiring 3 blocks as shown in Figure 4.4(a), a perfect
match exists and the free extent of size 3 with onode index of 4 as represented by
the second entry is allocated. The EBB is then updated as shown in the figure to
the right. If there is no exact match between the contiguous free spaces required
and what is available, as shown in the example requiring 8 blocks in Figure 4.4(b),
OSDFS then allocates the data to the free extent with the smallest size that is
larger than the size required which is the second entry Onode index 25 (size 13)
in Figure 4.4(b) to the left. The EBB entry 2 is then updated to Onode index 33
(size 5) as shown.
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Figure 4.4: Bitmap Operation for WRITE Request.
Figure 4.5 shows how the EBB is used in response to DELETE requests. Upon
receipt of a DELETE request, OSDFS first scans the EBB to check if any free
extent is contiguous with the extent to be deleted. If so, both these extents are
merged to form a contiguous free extent and the EBB updated accordingly as
shown in Figure 4.5(a) in which the second entry in the EBB with Onode index
of 4 (size 3) is merged with the extent to be deleted, Onode index 7 (size 3), to
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form a new free extent with index 4 and size 6. Otherwise, OSDFS allocates the
free spaces as a new free extent in EBB Onode index 10 (size 4) for the DELETE
request as shown in the example in Figure 4.5(b).
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Figure 4.5: Bitmap Operation for DELETE Request.
4.2.7 Data Allocation Strategies
In addition to a good file system structure and the use of the extents-based bitmap
which allows for the efficient search of contiguous free space, an effective strategy
for disk space allocation is necessary. The OSDFS implementation here includes
the following strategies in allocating disk space and for updating metadata so to
achieve high disk space utilization and higher throughputs:
• Data allocation based on wasted disk space.
• An adaptive scheme for metadata updating.
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Data Allocation Based on Wasted Disk Space
In OSDFS, data are allocated to different regions based on a consideration of
wasted disk space. The regions which result in the smallest amount of wasted disk
space will be the region allocated. When two or more regions result in the same
amount of wasted disk space, the one with the larger block size will be the one
selected. As an example: consider a disk with two different types of regions, 4
KB and 512 KB. All requests smaller than or equal to 508 KB will be allocated
to the 4 KB region as the amount of wasted space will then be smaller. When a
request requires a size larger than 508 KB but smaller than 512 KB, the amount
of wasted space in choosing either region will be the same. In this case, OSDFS
will allocate this data to the 512 KB region as only one block will be involved in
the 512 KB region as compared to 128 contiguous blocks which will be required in
the 4 KB region. This will allow for a higher throughput as the possibility of disk
fragmentation, with the resulting system degradation, will be reduced.
Adaptive Scheme for Metadata Updating
In order to enhance the performance of the file system while minimizing the pos-
sible loss of data in the event of an unexpected system crash or power failure,
OSDFS uses an adaptive metadata updating scheme in writing metadata to the
onode. OSDFS updates the metadata to the onode based on either the total size
of the files it has encountered or the number of write requests it has completed in
a type of region.
Before the onodes on the disk are updated, the metadata are buffered in system
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memory. If the number of requests encountered exceeds a preset counter, all the
previous buffered metadata together with the current one are updated together at
one go. For example, if the preset counter is set to 10 requests, OSDFS will update
the metadata of the previous 9 requests together with the current 10th request in
processing the latter request.
On the other hand, if the total size of the files handled exceeds a certain
threshold (i.e. 100 MB), OSDFS will update the onodes which reside in its buffer
even though the number of requests is smaller than the preset counter. As updating
of the metadata to the onodes does not occur at every write request, this adaptive
scheme provides a higher throughput than the synchronous update scheme where
the file system has to update the metadata (in an onode table) for every request
while writing the data to the hard disk. Because of the thresholds used, the
amount of data which can possibly be lost in a system crash or power failure can
be controlled in the choice of the preset counter for the number of write requests
and the size of the files encountered.
4.2.8 The WRITE Process in OSDFS
The overall process flow for a WRITE request is shown in Figure 4.6. Upon receipt
of a WRITE request, OSDFS determines the type of region which is suitable based
on the least-wasted space allocation strategy discussed earlier.
After the type of region has been selected, a check is made whether there is
such an initialized region of this type. If OSDFS does not find such a region,
the file system will initialize one of the free regions to this type and allocate the
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data to it. If there is such a region, the file system will first look for the smallest
contiguous free space that is large enough to hold the data, making use of the
extents-based bitmap for its search as discussed in an earlier section. If there
is no free extent available large enough to contain the data, the file system will
then create a new region with the specified type to store the data. When there
is no more unallocated free region which can be initialized to the required type
for storing the data, OSDFS will then allow data fragmentation and search for
sufficient free space in the initialized regions to store the data. In OSDFS, data
fragmentation occurs only when the disk is almost full.
Once the disk space has been allocated and the data written to it, OSDFS
checks if the number of WRITE requests, including the current one, since the last
update of metadata to the onodes in the region is equal to the preset write counter
or whether the total size of all the written data since the last metadata update
exceeds the preset threshold. If any, or both, of these two conditions exist, then
the metadata in the onode table are properly updated up to the current WRITE
request using metadata stored in the buffer. Otherwise, the metadata for the
current WRITE request is appended to the buffer.
4.2.9 Data Searching Using Extended Onode ID
The number of seeks involved in data searching for READ requests affects the
performance of a storage system. Because the location of the data for read requests
are mostly random, it is very difficult to improve system performance by predicting
the location of the data for subsequent requests. However, improvement in system
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Figure 4.6: WRITE Operation With (a)Data allocation based on Wasted Disk Space
Allocation Scheme; (b)Adaptive Scheme for Metadata Updating; (c)Continuous Free
Space Searching Using Extents.
throughput performance can be achieved if the number of seeks for any READ
request can be reduced.
In OSDFS, we minimize the number of seeks when dealing with read requests
by extending the size of the Onode ID and embedding additional metadata in it.
In [16], the object ID is mapped to the Onode ID using information maintained
in a hash list. However, each read request will require one seek in which the file
system reads the metadata from the onode table followed by another seek back to
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the data area. To improve the file system throughput performance, the OSDFS
implementation here embeds additional metadata on the region type and the size
of the data into the Onode ID. As a result, the location of the data in a read
request can be directly determined from information provided in the Onode ID
using Equation 4.1 below
DataLBN = RegData+OIndex ∗ SizeBlk/SecSize (4.1)
where DataLBN is the starting address of the file, RegData is the starting address
of the data area in the region (this value is fixed when the region is initialized),
OIndex, the number of the block starting from 0, is obtained from the Onode ID
(bit 32 to bit 47) (See Figure 4.2), SizeBlk is the size of the blocks in the region
(this depends on the region type and is given by Onode ID bit 0 to bit 15), and
SecSize is the size of one sector which is 512 Bytes.
With the address information of the data obtained directly in this way, the
extra seek to reference the onode table just to retrieve address information is
eliminated, thereby improving throughput in read requests.
The aforementioned method of determining the starting address for the data
in an object is only applicable for a continuous object. For a fragmented object,
because its data resides in more than one location, the locations of all the data
cannot be determined by just using Equation 4.1. OSDFS then requires a reference
to the metadata in the onode table to look up all the required addresses from the
Oblock array. The Extended Onode ID therefore can improve the performance
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only of READ requests for contiguous data but not for fragmented objects.
Figure 4.7 illustrates the process involved in the search for data for a continuous
object while Figure 4.8 shows that for a fragmented object.
















Figure 4.7: Data Searching of a Continuous Object.
4.3 Evaluation
Evaluation of the performance of a file system can be conducted under actual
operating environments to measure its performance, or tested in a system with
synthetic workloads representing different applications. One of the advantages of
testing in a synthetic workload environment is that evaluations can be performed
for various types of applications as long as the synthetic workloads for these can be
generated. Since the OSDFS is designed to cater to heterogeneous environments,
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Figure 4.8: Data Searching of a Fragmented Object.
its performance under different synthetic workloads representing different applica-
tions was measured and compared with that of two general purpose file systems,
Ext2 and Ext3.
4.3.1 System Setup
The experimental system for evaluating the performance of OSDFS is shown in
Figure 4.9. It consists of three main components, a synthetic workload generator,
the OSDFS storage system and the target storage device.
Both the workload generator, to be described in Chapter 5, and the OSDFS
storage system is implemented in a 1 GHZ PENTIUM III PC with 512 MB of
RAM running on Red Hat 9 Linux, Kernel 2.4.20. The OS is installed in the
attached IDE disk drive. The OSDFS developed is implemented in the user level
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Figure 4.9: OSDFS Evaluation Architecture.
of the system and uses SCSI commands to read or write data directly to the target
disk drive. The Ext2 & Ext3 file systems were already implemented in the Linux
kernel level which makes use of the VFS layer.
The target disk drive is a Seagate SCSI disk drive ST318437LW and connects
to the storage system via a SCSI bus. Table 4.1 shows the specifications for this
drive. In order to have fair comparison, the target disk drive is mounted using
-o sync parameters, which are similar to [16] so that the data can be written
synchronously to the disk.
4.3.2 Workload Generation
A file system evaluation study can only be as good as the quality of the workloads
used for the evaluation [55]. An ideal file system evaluation workload needs to be
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Table 4.1: Specifications of Seagate ST318437LW SCSI Hard Disk
Formatted Capacity 18.4 GB
Head 2
Interface Ultra3-SCSI Wide
Rotational Speed 7200 RPM
Single Track Seek (read/write) 0.4ms/0.5ms
Max Full Seek (read/write) 14.9ms/15.5ms
representative of real application requirements, effective in predicting the system
performance in the target environments, easy to use, scalable to stress the system
under evaluation, and reproducible.
One of our objectives of designing the OSDFS is to have a system capable
of handling heterogeneous workloads. As such, the performance of OSDFS under
different kinds of workloads, such as INS (Instructional Workload), RES (Research
Workload), WEB (Web Server Workload), NT (Window NT Workload) based
on [56] and Scientific Computational Workload (SCI) based on [16] needs to be
evaluated and these are used accordingly. As the distribution of the file sizes is a
most important factor in testing the performance of a file storage system, these
application workloads mentioned earlier are used in the evaluation of OSDFS, the
main functions of which are the allocation and management of data on the disk so
as to achieve better performance in terms of throughput and disk space utilization.
Table 4.2 shows the file size distribution used to generate the synthetic work-
loads representing the five different types of applications mentioned earlier. For
the evaluation study, a partition size of 3GB was used in the target disk drive.
Because of the limited size of this partition, a limit of 10MB was set for the file
sizes generated in the synthetic workloads. As such, because statistical methods
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were used in the generation of the workloads, any file size generated which is larger
than 10MB was set to this size.
Table 4.2: Size Distribution of the Heterogenous Workload
Size Range INS RES WEB NT SCI
≤16KB 88% 60% 63% 24% 3%
16KB∼100KB 6% 20% 23% 55% 40%
100KB∼1MB 4% 7% 3% 19% 38%
≥1MB 2% 13% 11% 2% 19%
For the evaluation tests with each of the application workloads, two sets of
requests were generated by the workload generator following the above-mentioned
size distribution, one for the READ test and the other for the WRITE test.
4.3.3 Test Procedures
For the evaluation tests, three configurations of OSDFS were used, the first with
one type of region, the second with two types of regions and the third with three
types of regions. These three configurations are shown in Table 4.3.
Table 4.3: Three Configurations of Region Settings for OSDFS
No. of regions Size of data unit (KB)
1 4
2 4, 512
3 4, 256, 1024
Evaluation tests, for both READ and WRITE performance, for the three con-
figurations of OSDFS were carried out. The same tests were also carried out, for
comparison purposes, on the general file systems Ext2 and Ext3. For these tests,
5 different sets of READ and WRITE workloads were generated representing the
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5 different applications shown in Table 4.2. For fair comparison, the same 5 sets
of workloads were used to evaluate the performance of the three configurations of
OSDFS, Ext2 and Ext3.
The same test procedure was used for each of the 25 tests, representing tests
of the 5 different file systems with workloads representing 5 different applications,
which were carried out. For each test of a file system, the test for WRITE requests
was first carried out and this was followed by the test for READ requests.
For the WRITE evaluation test, WRITE requests, with randomized file sizes
following the statistical distribution according to the application, were generated.
These are processed by the file system and the data written to the storage device
until the 3GB partition is full. For each WRITE operation, the time required to
complete the operation and the size of the data written were recorded. From these,
the performance of the file system for WRITE requests, in terms of the average
MB/sec throughput, was then determined.
For the READ evaluation test, each of the files which had been stored on
the storage device as a result of the WRITE evaluation test was then randomly
selected and read once. For each READ operation, the time taken to complete the
operation and the size of the data read were recorded. From these, the performance
of the file system for READ requests, in terms of average MB/sec throughput, was
then determined.
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4.3.4 Results
Figure 4.10 shows the throughput performance of the five file systems under five
different application workloads for WRITE operations while Figure 4.11 shows the
same for READ operations. From the figures, it can clearly be seen that for both
READ and WRITE operations, all three configurations for OSDFS performed
better, in some instances significantly better, than both the general file systems
Ext2 and Ext3.
In all cases, for both WRITE and READ operations, among the three OSDFS
configurations, the one with a single region of size 4KB has the best performance.
The main reason for this would be because the tests were conducted in an envi-
ronment with little or no file fragmentation. In general, a single type of region will
deliver slightly better write and read performance than multiple regions when the
file system can maintain the continuity of its objects. This is because we utilize
extents to represent the free spaces and allocate the data to these free spaces.
However, the performance of the file system with only one type of region will be
greatly degraded when the file system encounters fragmentation. A discussion on
the performance of the different configuration of OSDFS in respect of disk space
fragmentation will be presented in Chapter 7.
As shown in Figure 4.10, against Ext2 and for WRITE operations, the range of
improvement of OSDFS range from about 15% for the RES application workload
to a negligible improvement for WEB applications. The improvements shown by
OSDFS over Ext2 would mainly be due to the inclusion of the adaptive metadata
updating scheme described in Section 4.2.7.
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Improvement in throughput performance shown by OSDFS against Ext3 is sig-
nificantly much higher, ranging from about 100% for the INS application workload
to about 10% for the Scientific application workload. However, this comparison
with Ext3 may not be fair as Ext3 is a journalled file system with journaling
features included. Such journaling operations require addition system overheads
during write operations.
For READ operations, the performance of all three configurations of OSDFS
is significantly better than that for both Ext2 and Ext3, as can be seen from Fig-
ure 4.11. In comparison to Ext2, this improvement range from about 46% for NT
applications to about 20% for Scientific applications. Against Ext3, the improve-
ments are generally a little higher ranging from about 47% for NT applications
to about 25% for Scientific applications. The improvements shown by OSDFS for
READ operations is primarily due to the use of the extended onode ID which
eliminates one seek operation for a reference to the onode table before assessing
the data area.
4.4 Summary
The primary objective of designing an object-based file system is to provide high
performance, in terms of both system throughput and disk space utilization, for the
object-based storage devices. In the work presented here, a file system, OSDFS,
with features which can achieve both these two objectives is proposed and its
performance measured and compared with two widely used general file systems,
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Figure 4.10: Throughput Performance for WRITE Operations.
Ext2 and Ext3.
In OSDFS, a data allocation strategy based on wasted disk space is used to
minimize file fragmentation and to reduce disk space wastage. OSDFS also has
an adaptive metadata updating scheme which reduces the time overheads involved
in updating the metadata in the onode table, thereby improving throughput per-
formance. In addition, an extended onode ID, which incorporates information
for directly determining the location of the data area during READ operations is
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used. This eliminated one seek operation to reference the onode table and, thereby,
improves throughput performance.
With its use of different types (block sizes) of regions and with the regions types
being user-configurable, OSDFS will be suitable to meet the needs for various kinds
of application workloads.
Evaluation tests to measure the throughput performance of OSDFS and to com-
pare this with two general file systems, Ext2 and Ext3, have been conducted. The
results clearly show the three configurations of OSDFS tested all have through-
put performance better than that for both Ext2 and Ext3 for all five different
workload environments used for the tests. In comparison with Ext2, the improve-
ment in throughput performance shown by OSDFS can be up to 15% and 46%
for WRITE and READ operations respectively. Against Ext3, the corresponding
improvement figures are 100% and 47% for WRITE and READ operations.
In addition to improvements in throughput performance elaborated on in this
chapter, because of its use of multiple types of regions and the use of a wasted
space data allocation strategy, OSDFS also has significantly improved performance
in terms of disk space utilization and fragmentation. This will be presented in a
later Chapter 7.
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Workload generation plays an important role in system simulation. With good
generation of workloads, the actual working environment can be properly mimicked
and the simulation can then reflect more accurately actual system performance.
The workload generation capabilities for some current storage system simula-
tion software are quite limited. For example, HP Pantheon suite [57], and Disksim
[58] have synthetic workload generation modules which do not have the capabil-
ity to generate requests capable of representing different request arrival rates in
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different time periods. However, the generation of such workloads that are capa-
ble of representing different applications is necessary for accurate simulations, and
thereby facilitate the development of high performing storage systems. The work-
load generation system developed in this work is capable of generating synthetic
block-based requests which describe faithfully different types of desired incoming
request arrival patterns for different time periods. In each time period, the work-
load can be specified according to multiple desired parameters such as request size,
starting Logical Block Address (LBA), and request arrival time. Furthermore, the
system is able to generate workloads for object-based workloads for web server ap-
plications representing requests from internet web servers. Both the block-based
workload generation and object-based workload generation have been validated by
comparison with experimental measurements.
The differences between block-based requests and object-based requests are
in two main aspects. Firstly, the block-based requests are the requests present
at the Block Interface layer of a Block-based Storage System while the object-
based requests are the requests present at the Object Interface layer of an Object-
based Storage System. This is illustrated in Figure 2.9. Secondly, a block-based
request contains an LBA of the requested datas starting address while an object-
based request, instead, contains the object ID. With the object ID, the file system
storage component in the object-based storage device determines the location of
the request data. With the capability of generating requests for both block-based
and object-based workloads, performance studies for both types of systems via
simulation is facilitated.
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The rest of this chapter is arranged as follows. First is the generation of the
synthetic traces for block-based storage system simulation and the validation of
the block-based trace generation module. This is followed by an analysis of the
empirical log files taken from four different internet web servers and the identifica-
tion of their characteristics. Next, the generation and validation for accuracy of a
synthetic trace representing a web server workload is presented. A short summary
concludes this chapter.
5.2 Block-based Workload Generation and Ver-
ification
Generally, a block-based request is defined by five parameters: device, operation,
location, size and arrival time. A request pattern is described in these five dimen-
sions. Actual requests are dynamic. For example, the typical workload pattern
within a 24-hour period changes with time. There will normally be fewer requests
around midnight as compared with those occurring just after the start of the work
day in the morning. However, most synthetic workload generation modules do
not have the capability of generating synthetic requests which can represent this
dynamic situation. In the following section, a workload which can represent dif-
ferent workload patterns during different time periods of a day is described with
an example. Measurements of the requests generated are also compared with the
parameters defined to validate the accuracy of the workload generation module
developed here.
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5.2.1 Workload Statistical Distribution
The requirements for the workload that is to be generated are assumed as
• Duration for the workload: - 24 hours representing a single day
• Total number of requests: - about 100,000
• Distribution of the request actions: - 50% Reads and 50% Writes
• Size of files: - 2, 4, 8 and 16 blocks
• Distribution of file sizes: - 2 blocks(50%), 4 blocks(30%), 8 blocks(15%), 16
blocks(5%)
• Size of accessible storage space: - 20,000 data blocks of 512 bytes per block
The required distribution patterns of the starting addresses and the arrival
times of the requests are described in the following sections.
Arrival Times
The required frequency distribution of the requests is to vary over the 24-hour
period and its probability density function (pdf) follows a Gaussian normal dis-
tribution with its center at µ=10am and with a standard deviation of σ=10000
seconds, which is about 2 hours and 45 minutes. The frequency distribution of the
requests describes how fast the requests arrive. The center of the pdf, 10am, is the
peak point when the storage system has its heaviest load. Figure 5.1 shows the
required frequency distribution. In the figure, the X-axis is in units of 10 seconds.
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The values of the frequency on the Y-axis are determined by the specified total
number of requests of 100,000. The total area under the frequency distribution
curve of Figure 5.1 should equal this number.
 
Figure 5.1: Frequency Distribution of Requests over a 24-hour Period.
Distribution of Starting Address
The 24-hour period is divided into four 6-hour periods with the distribution of the
starting address for each period according to the following:
• 1st period from midnight to 6am: - the starting addresses are to be randomly
distributed over the entire accessible disk address space. This means that
the requests which arrive during this time period are equally spread over the
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entire disk address space accessible.
• 2nd period from 6am to noon: - the starting addresses are to follow a Gaussian
normal distribution with µ=5000 block and σ=1000 block. This means that
the requests which arrive during this time period have the highest chance of
accessing the disk address of the 5000th block. Figure 5.2 shows the frequency
distribution function for this time period.
• 3rd period from noon to 6pm: - the starting addresses are to follow a Gaussian
normal distribution with µ=8000 block and σ=1000 block. This means that
the requests which arrive during this time period have the highest chance of
accessing the disk address of the 8000th block. Figure 5.3 shows the frequency
distribution function for this time period.
• 4th period from 6pm to midnight: - the starting addresses are to follow a
Gaussian normal distribution with µ=12000 block and σ=1000 block. During
this time period the requests which arrive most probably will be accessing
the disk address of the 12000th. Figure 5.4 shows the frequency distribution
function for this time period.
5.2.2 Workload Generation
To completely specify each I/O request, 5 parameters are needed. These include
the request ID, the request action (READ or WRITE), the starting address, the
request arrival time, and the request size.
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Figure 5.2: Starting Address Distribution Pattern for the Period of 6am to noon.
The request ID can be generated simply by using a unique running sequence
number for each of the requests generated. The request action can also be gener-
ated simply by using a random number generator according to the probability of
each of the two actions, READ or WRITE.
To generate the starting addresses and the arrival times, two sets of numbers are
first computed. The first set consists of 4 numbers, N1 to N4, each representing
the total number of requests in each of the four 6-hour periods of the day. In
essence, these numbers represent the areas under the frequency distribution curves
shown in Figure 5.2, 5.3 and 5.4. Using the frequency distribution as given in
Figure 5.1, these numbers are determined by integrating accordingly over the four
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Figure 5.3: Starting Address Distribution Pattern for the Period of noon to 6pm.
respective 6-hour periods. Numerical integration, with an integration resolution of
10 seconds, was used. The sum of the four resulting numbers obtained is 99,835,
which is slightly smaller than the specified 100,000. The reason for this is that
this total represents only the area under the frequency distribution curve over a
24-hour period, and not the interval (−∞,+∞).
The other set of numbers are 100 values of time (Ti for i = 0, 1, ..., 100), in
seconds, which divide the 24-hour period into 100 intervals such that the number
of requests per interval, i.e. the area under the frequency distribution curve of
Figure 5.1, are all equal and equal to 998.35, or
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Figure 5.4: Starting Address Distribution Pattern for the Period of 6pm to midnight.
∫ Ti+1
Ti
f(t)dt = 998.35 (5.1)
Over the 100 time intervals, the total number of requests will then equal 99,835.
These two sets of numbers are then used for the generation of the workload
requests, with the first set of numbers, N1 to N4, used for generating the I/O
starting addresses and the second set used for generating the I/O arrival times.
Request size is determined according to the values of the uniformly distributed
random numbers in the range 0 to 1. If η is the random number generated, then
request size is determined according to the following:
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Size = 2 for 0 ≤ η < 0.5
Size = 4 for 0.5 ≤ η < 0.8
Size = 8 for 0.8 ≤ η < 0.95
Size = 16 for 0.95 ≤ η < 1.0
5.2.3 Verification
Four programs were written for the verification of the four generated parameters,
the request action, the starting address, the request arrival time, and the request
size, to check the proper functioning of the generation routines developed.
Figure 5.5 shows the distribution of the 99,835 values generated for both READ
and WRITE requests. Of the total, 49,855 are for READ requests with the rest,
























Figure 5.5: Distribution of READ and WRITE Requests for Generated Data.
Figure 5.6 shows the distribution of the four different file sizes. The number
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of requests for 2, 4, 8 and 16 data blocks are 49,855, 30,178, 14,808 and 4,994
respectively representing 50, 30, 15 and 5 percent as required by the specifications.






















Figure 5.6: I/O Size Distribution Pattern for Generated Data.
Figure 5.7 shows the frequency of arrivals of requests over the 24-hour period.
The Y-axis gives the average number of requests per second computed from 1,000
requests over its corresponding time interval. The X-axis represents the time of day
in seconds. It can be clearly seen that the distribution reflects what is specified.
Figure 5.8, 5.9, 5.10 and 5.11 show the actual starting address distribution
patterns for the four 6-hour time periods. The address space of 20,000 blocks is
divided into equal 100 address segments with each address segment spanning 200
blocks of data. In these figures, the Y-axes give the total number of requests with
starting addresses falling within the corresponding address segments given by the
X-axes.
These four figures show that the distribution of the generated data is very
close to what is specified except for that shown in Figure 5.11. For Figure 5.11,
the total number of requests generated for the 4th 6-hour period of the day is
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Figure 5.7: Frequency vs. Time Distribution Pattern of the Generated Data.
only 80. This is too small a number to expect much accuracy in the statistical
distribution pattern. It is expected that when a larger number of requests are
generated, the distribution pattern will tend to become closer to the ideal curve,
which, for that matter, is only true for very large numbers.
Figure 5.12 shows the distribution pattern of the starting address generated
for the whole 24-hour period.
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Figure 5.8: Starting Address Distribution Pattern for the Period of midnight to 6am.
5.3 Web Server Workload Characterization, Gen-
eration and Validation
As the usage of data and information uploading to the internet increases dra-
matically, improving quality of service becomes ever more important. In order to
facilitate the study of storage systems for server-based applications, it is impor-
tant to be able to generate synthetic workloads which can faithfully represent the
workloads handled by servers. In this section, a workload generation module suit-
able for generating object-based workloads representing web server applications,
is described.
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Figure 5.9: Starting Address Distribution Pattern for the Period of 6am to noon.
Some work has been done on workload analysis and characteristics identifica-
tion in order to help with the design of web proxies and servers [59, 60, 61, 62,
63, 64]. The purpose of the work done here on web server workload characteristics
identification is to enable the generation of synthetic traces that can accurately
representing web server traffic for use in storage system simulations. A storage
system can be an OSD system as shown in Figure 2.7. The application servers in
the architecture shown in the figure can be web servers.
In the work here, web server traces available on the web for public access are
downloaded and their common characteristics identified. Based on these identi-
fied characteristics, a workload generation module was developed to generate the
synthetic traces representing the web server workload pattern. The accurate per-
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Figure 5.10: Starting Address Distribution Pattern for the Period of noon to 6pm.
formance of this workload generation module was then validated by comparing the
parameters characterizing the synthetic traces generated with the corresponding
ones for the empirical traces.
5.3.1 Workload Characterization
In order to facilitate the development and optimum design of storage systems used
in web servers, simulations can be used. However, for such simulations to produce
accurate results, realistic workload traces for different situations are needed in such
simulations. In order for a synthetic workload generator to generate such realistic
workload traces, knowledge of the characteristics of workloads handled by web
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Figure 5.11: Starting Address Distribution Pattern for the Period of 6pm to midnight.
servers is first needed.
Many parameters can be used to specify the characteristics of a workload.
These include the distribution of sizes of the requests and temporal locality, docu-
ment popularity, spatial locality, document types, and document life times. In the
work done here, the workload characteristics identified are document popularity,
including one-time referencing, and size distribution. This is because these two
characteristics are arguably the two most important ones for storage system cache
and file system design.
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Figure 5.12: Starting Address Distribution Pattern for a 24-hour Period.
Data Downloading and Preprocessing
The workload traces which were used in the work here were obtained through links
from the website [1]. This site provides internet traffic archives for public use in
the study of issues related to network and web servers. Four sets of workload
data representing different environments were downloaded. One set is from a
research center, two from university department web servers, and the fourth from
an internet service provider. The duration of these traces varies from one day
to one year and the load of the requests range from a low of 1,991 per day for
a university department server to a high of 236,416 requests per day for a busy
internet service provider.
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More details on these four sets of workload traces are given below.
EPA - a day of HTTP logs from a busy WWW server located at Research Triangle
Park, NC, USA.
Calgary - a year of HTTP logs from the WWW server in the Department of
Computer Science at the University of Calgary in Alberta, Canada.
ClarkNet - two weeks of HTTP logs from the ClarkNet WWW server, a busy
full Internet access provider in the Metro Baltimore-Washington DC area.
Saskatchewan - seven months of HTTP logs from the WWW server at the Uni-
versity of Saskatchewan, Saskatoon, Saskatchewan, Canada.
Table 5.1 provides the number requests collected at each site. AVG REQ
represents average requests per day.
Table 5.1: HTTP Logs from Four Different WWW Servers
Server Duration Total REQ AVG REQ
Calgary 1 year 726,739 1,991
Saskatchewan 2 months 445,475 7,302
EPA 1 day 47,748 47,748
ClarkNet 1 week 1,654,917 236,416
The four sets of raw data downloaded were first pre-processed to remove the
upload requests and those that were indicated as not successful. Therefore, the
popularity and size analysis that follows in the subsequent sections were only for
those successfully downloaded requests to web servers. The data sets after pre-
processing will be referred to here as processed data sets.
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Popularity
Many researchers have reported that the popularity of documents in web requests
follows approximately Zipf’s distribution [64, 63]. Zipf’s Law[65] states that if
items are ranked (R) according to their popularity (P) as measured by the fre-
quency of references to the individual items, then the popularity of an item can
be given by
P ∼ 1/(Rβ) (5.2)
where the exponent β is often close to unity [66].
To determine whether the web server requests for the four sets of downloaded
traces follow Zipf’s distribution, all the documents in them that have been accessed
were first ranked, with the most popular (i.e. most frequently accessed) document
ranked 1st, the second most popular 2nd and so on. Documents with the same
number of references are given the same rank.
Access frequency versus rank (on log-log scale) for the four sets of processed
data are shown in Figure 5.13.
It can be noted that the four curves are not exactly straight lines. However, if
the outliers, meaning those who with ranks lower than 10 or higher than 1000 are
excluded, the curves are approximately straight. They can all be said to follow a
Zipf-like distribution.
To determine the parameter β in Equation 5.2 a least-square fit over the mod-
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Figure 5.13: Document Popularity.
ified data set was performed. Figure 5.14 shows the Zipf fit on the EPA modified
data set. The estimated value for β and the goodness of fit (R2) are also shown in
the figure. This value of β was subsequently used to generate the synthetic work-
load representing the web server EPA for validation of the correct performance of
the workload generation module.
Size Distribution
The distribution of the sizes of the transferred documents from the web servers
to the web clients are often reported to be heavy-tailed (i.e., the tail distribution
matches well with the Pareto distribution [62]).
The simplest example of a heavy-tailed distribution is the doubly-exponential
Pareto distribution with the probability density function described as
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Figure 5.14: Reference Frequency versus Rank (Empirical Trace of EPA).
P (x) = αkαx−α−1 α, k > 0, x ≥ k (5.3)
The α parameter in Equation 5.3 is known as the tail index, and k defines the
beginning of the “tail”. The cumulative distribution function for the Pareto dis-
tribution is given by
F (x) = P [X ≤ x] = 1− (k/x)α (5.4)
The plots of cumulative distribution versus size, on a log-log scale, for the four
sets of processed data are shown in Figure 5.15.
It can be observed from the figure that the tails of all the four curves (the
portion of the curves with size larger than 1,000 bytes) are approximately straight
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Figure 5.15: Document Size.
lines. We can thus conclude that all four sets of processed data are heavy-tailed.
Using the least square fit method, the tail index, α, and the parameter, k, in
Equation 5.4 for the web server EPA processed data set was estimated. For this
purpose, only data in the tail portion, for file size greater than 102.7 bytes, were
used. The resulting values of α and k are 0.941 and 102.9 respectively. The plot
using Equation 5.4 with these values superimposed on the EPA processed data is
shown in Figure 5.16. These values of k and α were subsequently used to generate
the synthetic requests representing that for the EPA server.
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Figure 5.16: Document Size Distribution (Empirical Trace of EPA).
5.3.2 Request Generation and Validation
The working of the Workload Generation Module for generating synthetic requests
follows the following steps:
Step 1: Based on the total number of distinct documents specified, the number
of distinct documents and their size are generated using Equation 5.4.
Step 2: Once the distinct documents have been generated, they are ranked from 1
to N in terms of popularity, N being the total number of distinct documents
generated in Step 1.
Step 3: The number of requests for each of the distinct documents are then gen-
erated according to their popularity using the Zipf distribution as given by
Equation 5.2. From this the number of one-timers, meaning those with a
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popularity of 1 or lower are determined.
After the above procedures, the total number of requests, with size distribution
and popularity of each document according to specification, would have been gen-
erated. To complete the synthetic trace, there only remains the generation of the
arrival time of the requests and the type of requests according to the procedure
described previously in Section 5.2.
To validate the proper and accurate functioning of the procedures described
above, generation of a set of documents according to their size distribution and
popularity was done according to the characteristic parameters obtained earlier for
the EPA processed data set. Specifically for this data set, the following parameters
were used
• Total No. of Requests: 35,219
• No. of Distinct Documents: 5,104
• Tail index, α: 0.941
• Parameter k in Equation 5.4: 102.9
• Zipf Slope parameter β: 1.031
The limits used in the size of the distinct documents generated was between k
and 103.5. The results are shown in Table 5.2.
From the table, it can be noted that the total number of distinct documents is
0.4% below the specified number. This is due to the higher limit of 103.5, and not
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Table 5.2: Workload Generation Validation for EPA Server
Item Empirical Synthetic Difference
No. of Req. 35,219 36,094 2.2%
Dist. Doc. 5,104 5,081 0.4%
One-timer 3,054 3,032 0.7%
Total Bytes (MB) 249 257 3.1%
Tail Index 0.94 0.85 9.5%
Zipf Slope 1.031 1.041 0.7%
infinity, used in the generation of the distinct documents. The other parameters for
the synthetic trace generated, such as the total number of requests, the number of
one-timers, and the sum total of the total bytes occupied by the distinct documents
generated, compare quite well with corresponding values for the processed EPA
data set with all within about 3%.
For the synthetic requests generated, the curves for the request frequency ver-
sus popularity rank (on log-log scale) and the size distribution are shown in the
Figure 5.17 and Figure 5.18 respectively. It can be noted that the shapes of these
curves are similar to those for the actual processed EPA data set. The least-square
fit was then used to determine the value of β for Zipf’s distribution and the values
of α and k for the Pareto distribution, the results are shown in Table 5.2. The
difference between these parameters and the ones obtained for the processed EPA
data set are less than 10%. In Figure 5.17 and Figure 5.18 are also shown the
superimposed Zipf and the Pareto lines respectively.
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Figure 5.17: Reference Frequency versus Rank (Synthetic Trace).
5.4 Summary
The accurate generation of synthetic workloads is important to allow for accurate
simulation studies into the design and performance of storage systems. With syn-
thetic workloads which can faithfully represent those in the actual environment
under different conditions, the simulation of the storage system can then more
accurately reflect actual system performance. The block-based workload genera-
tion module which has been developed and described here is capable of generating
requests representing a dynamic workload environment with respect to time of day
or time of week. The object-based workload generation can generate requests rep-
resenting web server applications. Both workload generation modules have been
verified and the synthetic requests generated have been shown to represent desired
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The performance gap between the CPU-memory subsystem and the storage device
has steadily increased over the past years, with the latter increasingly becoming the
main bottleneck hindering improvements in system performance. With intelligent
disk management strategies, it is possible to improve disk performance and thereby
reduce this performance gap. Examples are the intelligent strategies reported in
[67, 68, 69, 27, 70]. To implement these strategies, detailed disk parameters such
as zoning, seek curve, and bad sector information, need to be known a priori.
However, disk manufacturers normally do not provide such information. What
they normally provide are only the maximum, minimum and average seek times.
Zoning and bad sectors information are usually not available at all. Without
these detailed disk parameters, intelligent disk management strategies cannot be
implemented successfully.
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Detailed disk parameters are also necessary for the accurate dynamic simula-
tions of the disk drives. How accurately the disk drive in a storage system can be
simulated affect significantly the accuracy of the system simulation as the total
performance of the storage system depends largely on the performance of the stor-
age device. Few storage system simulators can perform very detailed simulations
of the disk drive employing a very detailed model of the drive. An example of
this is DiskSim [58]. In this case, however, many of the disk drive parameters
that are required for such simulations are not readily available or provided by the
manufacturers. Most storage system simulators, in general, use only very simple
disk drive modeling for their simulations. For example, they compute access times
based only on the average seek time and rotation delay and therefore suffer from
a degradation of the accuracy of the simulation.
In the work presented here, we designed and developed our own disk simulation
module which uses, for its simulation, parameters that are extracted experimen-
tally from the actual disk drive. In such a way, the disk drive can be simulated
dynamically and in detail. The simulation module developed has been validated
by comparing the simulation results with actual experimental measurements, un-
der various workloads, on the disk drive and accuracies of at least 94% for READ
requests and 85% for WRITE requests have been achieved.
The rest of this chapter is organized as follow. After a brief introduction on
the disk architecture in Section 6.2, the experimental system setup and extraction
methodologies for obtaining the required disk drive parameters are presented in
Section 6.3. These are followed by a description of the design and development of
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the simulation module, the procedure and experimental setup for validation and
finally the results. A short summary concludes this chapter.
6.2 Disk Architecture
The main components of a typical disk drive can be listed as follow.
• One or more platters rotating on a common spindle.
• A set of READ/WRITE heads carried by a common arm mechanism moved
by an actuator.
• A printed circuit board including the disk controller, embedded software and
cache/buffer memory.
The data on the disk drive is logically organized into disk blocks. Each block
of data is normally 512 bytes and this is the minimum size for any disk access.
A disk block is also called a sector. The sectors are organized as part of circles
centered around the disk spindle. A complete circle of these sectors is called a
track. Each disk platter would have many circular tracks on its accessible surface.
All the tracks on the different platters that have the same diameter make up a
cylinder. Sectors are used to store data or act as spare sectors, which are reserve
sectors for use in future bad sector re-mapping.
As the outer tracks, meaning those lying nearer the outer rim of the disk
platters, are longer than the inner tracks, modern disk drives normally come with
multiple zones in order to increase the storage capacity of the drive. For any given
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disk surface and read/write head combination, there is a limit to the density at
which data can be stored and this is measured in terms of a linear density in bits
per inch. As such, because of their longer lengths, the tracks in the outer zones
are capable of storing more data than those in the inner zones. For ease of disk
surface management, within a zone the amount of data that can be stored in each
track is the same.
Disk sectors are organized such that the start of any two adjacent tracks are
skewed in order to optimize sequential access. This is because there is inevitably
some time delay involved to switch the read/write head from one track to another
and to position it at the center of the track. These skews are to compensate for
this time delay and, with their presence, allows for continues reading or writing
across tracks without having to wait for a complete revolution of the disk platter.
If the two adjacent tracks are on the same cylinder, the skew is referred as track
skew, and if they are on different cylinders, it is called the cylinder skew.
The surface of the disk media invariably contains defective sectors. During
low level formatting, these sectors are skipped for logical block mapping. Some
non-defective sectors are also reserved for later use for data re-mapping in which
case they are referred to as spare regions.
The three major components of a disk access time are the seek time, the rota-
tional delay and the data transfer time. The seek time is the time that the disk
arm needs to move from its current track position to its destination track. It may
include a head switch time if a switch in read/write head is needed, from example
from the head on the top surface to that in the bottom surface. The rotational
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delay is the time needed to wait for the target sector to rotate until it is under the
read/write head. The transfer time is the time required to transfer the data from
the media to the internal buffer. This transfer time is a function of the surface bit
density and the rotational speed.
6.3 Disk Profiling
To do a disk profiling, certain key parameters of the disk drive parameters needs to
be obtained. This is done using both interrogative and empirical methods. In the
interrogative method, the required information is obtained from the disk firmware
by sending inquiry SCSI commands through the SCSI Generic interface in the
Linux kernel down to the drive [71, 72]. In the empirical method, these parameters
are computed from completion times experimentally measured for various disk
accesses. Some previous works done on disk parameter determination through
experiments are reported in [73, 74, 75] and some applications using these measured
parameters, such as for real-time scheduling, have been explored [76, 77]. The
primary purpose of extracting disk drive parameters in the work done here is
to enable the accurate simulation of the disk drive’s dynamic performance and,
thereby, to enable the accurate study of the performance of the whole storage
system.
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6.3.1 Experimental System Setup
The configuration of the experimental set-up that was used to extract disk para-
meters is shown in Table 6.1. This is a PENTIUM IV 3-GHZ system installed
with Fedora Core 3 and with kernel 2.6.9. The disk drive under test is connected
to the system through a SCSI adapter. The software needed for extraction of the
parameters is written in C, runs at the user level of the Linux system, and can
communicate with the SCSI disk drive through the SCSI Generic interface.
Table 6.1: Configuration of the System for Disk Profile Extraction
CPU INTEL PENTIUM IV 3 GHZ
RAM 1GB
OS Fedora Core 3
Kernel 2.6.9
SCSI Adapter Adaptec 29160
6.3.2 Extracted Parameters
The basic two methods, interrogative and empirical, are used to extract the differ-
ent parameters of a disk drive. The interrogative method is able to provide mainly
non-timing related parameters such as the number of sectors, platters and heads
of the disk drive. In the empirical method, a series of SCSI commands are issued
to the disk drive for various operations, and the timings for these operations are
measured. From these measured timings, the timing related parameters, such as
head switch time and seek time, are deduced. Appendix A lists all the parameters
extracted from the experiment.
The following two sections describe how three of these parameters, the seek
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time and the cylinder and track skews, are extracted using the empirical method.































Figure 6.1: Full Seek Curve for Seagate ST318437W.
Figure 6.1 shows the full seek curve that was experimentally measured for the
Seagate SCSI disk drive model number ST318437W. The specification for this
drive is shown in Table 4.1. In the figure, the X axis gives the seek distance and
the Y axis gives the time needed for the disk head to move through that distance.
It can be noted from the figure that the rate of increase of seek time with respect
to seek distance is higher for smaller seek distances. Figure 6.2 shows the seek
curve for the seek distances up to the first 5000 cylinders.
In Figure 6.1 there are some erroneous measured seek values, or outliers, rep-





























Figure 6.2: Seek Curve for Seagate ST318437W with First 5000 Seek Distance.
resented by the few points which are quite far from the main curve. These could
be due to random disk activities, initiated within the disk controller itself, such as
thermal re-calibration, which occurred during certain measurements. These nor-
mally cause the seek time to become longer. Such data points are represented by
the random measurement points above the main seek curve in Figure 6.1. Some
erroneous points obtained could be due to the head seeking to the spare region
cylinders which are reserved for bad sector re-mapping. This seem to be the case
for the one point in Figure 6.1 which did not return a proper completion time
value. In the figure, this point was give a zero seek time value and occurs at a seek
distance of 20,000 cylinders.
In order to assess the consistency of the results and to verify that the outliers
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are due to intermittant random disk activities, five independent experiments were
conducted. The five full seek curves obtained are shown in Figure 6.3. Figure 6.4
shows the expanded views of these same five sets of results but for seek distances



































Figure 6.3: Full Seek Curves for Seagate ST318437W.
From the results, it can clearly be seen that the seek curves from five inde-
pendent experiments overlap exactly with a few outliers occurring randomly. This
shows the consistency of the experimental results and also confirms that the out-
liers are due to intermittent random disk activities. It is also noted that for all the
five experiments, when the seek distance is 20,000 cylinders, no valid completion
time value was returned. For this point, a zero seek time value was allocated in-
stead. Further checks on the disk data layout map confirm that the location had
indeed been reserved for disk bad sectors’ re-mapping.


































Figure 6.4: Seek Curves for Seagate ST318437W with First 5000 Seek Distance.
Track Skew and Cylinder Skew
The track skew is the offset, in terms of number of sectors and sometimes given as
the delay time, from the start of the current track to that for the next track. By
having this offset, the read/write head will have time to switch from the current
track and be at the start of the next track without having to wait for a whole disk
rotation.
The cylinder skew is the offset, also in terms of number of sectors and sometimes
given also as the delay time, from the last track of the current cylinder to the first
track of the next cylinder. With it the read/write head will have time to seek
from cylinder to cylinder and be at the start of the first track of the next cylinder
without having to wait for a whole disk rotation.
According to these definitions, the track skew, in terms of time, is the time
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needed for the read/write head to switch from the start of the previous track to
the start of the new track. Similarly, the cylinder skew, in terms of time, is the
time needed for the read/write head to seek from the last track of the previous
cylinder to the start of the first track of the new cylinder. With these, the track
and cylinder skews in terms of sectors can be computed easily for all zones as the
relationship is determined only by the rotation speed of the disk platters.
If complete mapping information for the zones are known a priori, the proce-
dure for measuring the track skew in terms of time is as described below.
Step 1: For the first zone, read the sector at the first LBN (Logical Block Num-
ber) of the first track and note the time instance (absolute time) after the
successful read, T1.
Step 2: For the same zone, read the sector at the first LBN of the second track
and note the time instance (absolute time) after the successful read, T2.
Step 3: The track skew time for Zone 0 is the time difference given by (T2−T1).
Step 4: The track skew, in sectors, for Zone 0 is computed from this time dif-
ference and is given by the number of sectors that would have been rotated
through during the time (T2− T1).
The same procedure is used to determine the track skew for the different zones.
To measure the cylinder skew, a similar procedure is followed. The only dif-
ference is that in Step 1, the first sector of the last track of the current cylinder is
read and in Step 2 the first sector of the first track of the subsequent cylinder is
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read.
In respect of the time measurements taken in the procedure described above,
we can write
T1 = T0 + Ttransfer + Toverhead0 (6.1)
where T0 is time instance when the head is in position at the start of the first sector
of the first track and ready to transfer data, Ttransfer is time taken to transfer one
sector of data, and Toverhead0 is the time overhead for processing the command.
Similarly, we can write, for some specified LBA, or address of sector, s,
T2 = Ts + Ttransfer + Toverheads (6.2)
where Ts is time instance when the head is in position at the start of the first
sector of the specified track s and ready to transfer data, Ttransfer is time taken to
transfer one sector of data, and Toverheads is the time overhead for processing the
command.
As Ttransfer will be the same in both Equation 6.1 and 6.2, the time difference,
4T , can be computed as follows
4T = T2− T1 = (Ts − T0) + (Toverheads − Toverhead0) (6.3)
(Ts − T0) is track skew time when s is the first LBA of the second track.
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As the time (Toverheads − Toverhead0), reported to be about 10µs 40µs [73], is
normally very small compared to the skew time, measured at about 1ms for this
Seagate drive, 4T is approximately equal to (Ts − T0), the track skew time.
If the disk drive mapping information is not known a priori, in other words the
starting LBA for both tracks and cylinders are not available, then the following
method can be used to determine not only both the track and cylinder skews, but
also the disk drive mapping information.
The procedure is as follows with the sector LBN, s in Equation 6.2 initialized
as s = 1:
Step 1: For the first zone, read the sector at the first LBN of the first track and
note the time instance (absolute time) after a successful read, T1.
Step 2: For the same zone, increase the value of s by 1 and read the sector at the
LBN specified by s. Note the time instance (absolute time) after a successful
read, T2.
Step 3: Compute the time difference given by 4T = (T2 − T1) for the value of
s.
Step 4: Repeat Step 1 to Sept 3 for a sufficient number of times until all the
sectors for the first cylinder and at least one track for the second cylinder
have been processed.
From the measurements obtained in the procedure described above, a graph of
the time difference obtained, 4T , can be plotted against s, the LBN. Such a plot
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obtained with the Seagate ST318437W is shown in Figure 6.5. From this graph,
the track and cylinder skews and the drive mapping information can be obtained.
The track skew is the time difference between 4T for the first LBN of the first
track and that for the first LBN of the second track and is as shown in Figure 6.5.
The cylinder skew is the time difference between 4T for the first LBN of the last
track in the first cylinder (this will be known from a knowledge of the number
of tracks per cylinder for the disk drive under test, which is 2 for the Seagate
ST318437W) and that for the first LBN for the first track of the second cylinder.
This is also shown for the Seagate ST318437W in Figure 6.5.
Disk mapping information, such as the size of the tracks can also be obtained
from the measured data.
The same procedures can be followed to find out the track skew and cylinder
skew, and related disk drive mapping information for other zones on disk.
6.4 Disk Drive Modeling, Simulation and Vali-
dation
6.4.1 Disk Drive Modeling and Simulation
For the study of storage system performance, simulation of the disk drives involved
is primarily to obtain, accurately, the time required to service the various requests
when the drives are presented with any specified workloads. If such simulations
can be accomplished accurately, then the study of the performance of the whole






























Figure 6.5: 4T for the first Zone.
storage systems can also be done accurately.
Figure 6.6 shows the model used for the disk drive module developed in this
work. The major components are the bus interface, the disk cache/buffer, and
the submodule for simulating the disk mechanics, data mapping and transfer. The
disk profile, or parameters, which have been extracted experimentally as described
in the previous section will be used by this module in its simulation of the disk
drive.
With the measured parameters, the disk drive module will be able to accu-
rately simulate the operation of the disk drive in response to READ or WRITE
requests received via the bus interface. Each disk request which arrives will have
the following parameters: the time of arrival, the type of operation (i.e. read or
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Figure 6.6: Disk Drive Model.
write) required, the or LBN, and the size of the data transfer requested. The disk
drive simulation module will first translate the LBN to the PBN (physical block
number) giving the exact location of the data on the physical disk as represented
by the value of ZCHS (Zone/Cylinder/Head/Sector).
During the disk drive simulation, the disk mechanics and data transfer sub-
module maintains, at all times, the “current status” of ZCHS. When a request
arrives, the PBN for the new request will be translated from the PBA of the
request, and, from this, the destination ZCHS required. From this information,
the disk drive simulation module determines, using the parameters measured or
extracted as described earlier, all of the following:
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• the seek time from the current cylinder to the destination cylinder. Estima-
tion of this time will depends on how far the cylinders are apart and thus
dependent on the zones they are in and on how many spare regions there are
in-between the zone.
• the head switch time, if there is a need to switch from one read/write head
to another, including the micro-seek time to the exact track position of the
next head in the cylinder.
• the additional rotational delay once the head has been correctly positioned at
the destination track before the destination sector is positioned directly under
the read/write head. To determine this delay, complete mapping information
of the disk drive and information on track and cylinder skews will need
needed.
• the time for the data transfer which depends upon the size of the data block.
Once the above has been done, the “current status” of the ZCHS is then up-
dated with the destination ZCHS and used with the subsequent request.
6.4.2 Validation of the Disk Drive Simulation Module
To assess how accurately the disk drive module can simulate the performance of
a disk drive, validation of the module was performed. This involves simulating
the performance of a particular disk drive subjected to various workloads for both
read and write operations and comparing this with the actual performance of the
drive subjected to the same workload.
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The disk drive chosen for this is the same Seagate ST318437W described in the
Table 4.1. The required disk drive parameters for this same disk drive had earlier
been extracted as described in the earlier Section 6.3.
The workloads used for validation are 12 sets of READ requests of different
sizes and 12 sets of WRITE requests of the same sizes. The sizes chosen are
1KB, 2KB, 4KB, 8KB, 16KB, 32KB, 64KB, 128KB, 256KB, 512KB, 1024KB, and
2048KB.
For each size of request, 5,000 READ requests were used to test the performance
of the disk drive using the disk drive simulation module. The time required to
handle each request was computed as described in the earlier Section 6.4.1. The
average throughput was then computed.
In order to ascertain that 5,000 requests was a sufficiently large number to
give good results, the same average throughput was determined by simulation
with 10,000 and 15,000 requests. The results showed that there is no significant
difference between the results for these three number of requests and 5,000 requests
was subsequently used for all the 24 different sets of read and write requests of
different sizes.
Figure 6.7 shows the results of the simulation for the 12 different sizes of READ
requests and Figure 6.8 shows the corresponding results for the WRITE requests.
For measuring the actual performance of the disk drive in handling the same
24 sets of READ and WRITE requests, the experimental set-up described in Ta-
ble 6.1 was used. This is the same set-up used for disk drive parameter extraction
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Figure 6.7: Disk Simulation Validation - READ.
described in the earlier Section 6.3.
For the measurement, the required software used was written and implemented
at the user level of the Linux system. This software sends READ and WRITE
requests directly to the SCSI disk drive through the SCSI generic interface. The
time when the READ or WRITE request was sent to the time when an acknowl-
edgment of successful completion of the request is then taken as the time required
to service the request. After this time for 5,000 requests have been taken, the
average throughput for requests of that size is computed.
Figure 6.7 shows the results of the measured experimental results for READ
requests superimposed with the simulation results. Figure 6.8 shows the corre-
sponding results for WRITE requests.
From the figures, it can be seen that the errors of the simulation for READ
requests, as compared with measure experimental results, are very small at small
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Figure 6.8: Disk Simulation Validation - WRITE.
sizes of requests and increases with request size. For request sizes below about
256KB, the simulation error is less than 2% and increase to only about 6% at the
request size of 2048KB.
Simulation errors for WRITE requests are slightly higher but the results are
still quite good. The error for request sizes below 256KB is less than 8% and is
about 15% for the largest requests sizes of 2048KB.
6.5 Summary
For the study and development of high performance storage systems, an accurate
simulation tool for these systems is very important. With such a simulation tool,
the effect of various disk management strategies, such as the choice of the data
block size, on the performance of system can be easily studied. Such disk storage
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simulation can only be accurate if the detailed mechanics and the times taken for
various activities of the disk drive can be accurately modeled and simulated.
To perform an accurate simulation of a disk drive requires an accurate knowl-
edge of certain disk drive parameters which are usually not available from the
manufacturers. By extracting a disk profile experimentally and collecting these
key parameters, the accurate and detailed simulation of the disk drive then be-
comes possible.
In the work done here, such a disk drive parameter extraction procedure has
been developed together with the development of a disk drive simulation module.
Simulation experiments performed on an actual disk drive has shown good perfor-
mance of the described simulation strategy and simulation module when compared




In the previous chapters, the design and development of an OSD file system, a
system for generating workloads according to user requirements, and a system to
accurately model and simulate the disk derive were presented. In this chapter,
a software which can be used to select suitable parameters and strategies for an
OSD file system is presented. This is done through simulations for evaluating the
performance of new algorithms, and for different selection of parameters for an
OSD file system.
This simulation software includes the OSDFS module described in Chapter 4
to implement the functionalities of data allocation and management for an OSD
device, the workload generation module described in Chapter 5 to generate suitable
workloads for system simulation, and the disk drive simulation module described
in Chapter 6.
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The remainder of this chapter is organized as follows. It starts with the de-
scription of the overall structure and modules of the simulation software together
with their functions. This is followed by a description of the configuration, proce-
dures and results of the experiment done to validate this OSD simulation software
system. Thereafter, the OSD simulation software was used to study the perfor-
mance of the newly proposed OSD file system for different parameter settings, in
particular region and size settings. The results of this simulation are presented. A
short summary ends this chapter.
7.2 Simulation Software Structure and Modules
Figure 7.1 shows the overall structure of the OSD simulation software which con-
sists of four main modules. These are the object-based storage client (OSC), the
meta data server (MDS), the object-based storage target (OST) and the Network
modules.
The OSC Module
The OSC module consists of four main sub-modules. These are the I/O workload
sub-module, the user interface, the Virtual File System (VFS) sub-module, and
the OSDFS user component.
1. I/O workload sub-module: The key function of the I/O Workload sub-
module is to generate I/O request streams according to the workload distri-
bution characteristics as specified by the user. It can generate both block-





























Figure 7.1: The OSDsim Structure and Modules.
based workloads as well as object-based workloads for different levels of test-
ing. Chapter 5 provided greater details on this module.
2. User interface: The user interface interprets user commands such as MOUNT,
MKDIR, RMDIR, WRITE, DELETE, MV, CP, and READ.
3. Virtual File System (VFS) sub-module: This sub-module implements the
directory lookup, file lookup, and memory management for the system.
4. OSDFS user component: Some main functions implemented in this sub-
module include converting the user interface commands into OSD SCSI com-
mands and keeping the file structure hierarchy.
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The MDS Module
There are two main sub-modules in the MDS module. One is for file-to-object
mapping and the other is for meta-data management.
1. File-to-object mapping: Currently, one file to one object mapping has been
implemented. A unique object ID is also assigned to each object.
2. Meta data management: This sub-module is responsible for managing and
retrieving object meta-data information. A B-tree is used to store the ob-
ject metadata information. Nodes of the B-tree contain the information of
User object id, Group object id, and onode information.
The OST Module
The OST module includes two main sub-modules: an OSDFS storage component
sub-module and the disk drive sub-module.
1. OSDFS Storage Component Sub-module: The OSDFS storage component
sub-module located on the top of the disk drive takes care of data allocation,
management and retrieval. The design of this file system simulation module
is the same as the one described in Chapter 4. Modifications are made only
for the purpose of integration with the other simulation modules.
2. Disk Drive Sub-module: The disk drive sub-module simulates disk activities
in detail using the actual disk drive parameters which had been extracted
experimentally. Chapter 6 described how the disk profile can be extracted
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and the design of the disk drive simulation module.
The Network Module
The FC (fibre channel) and its switch modules for SANsim [30] is used in this OSD
simulation software.
7.3 Experimental Validation of the OSD Simu-
lation Software
After the OSD simulation software was developed, its accurate performance was
validated by comparing its results against actual measurements using an exper-
imental set-up. The experimental set-up used for these measurements is shown
in Figure 4.9. This set-up is the same as that used for file system evaluation de-
scribed in Chapter 4. The OSDFS file system is implemented at the user level of
the Linux system. Section 4.3.1 describes the details of the hardware and software
used in this experimental set-up.
The software modules of the OSD simulator used for the validation tests are
shown in Figure 7.2. These are the following three main modules: the Work-
load Generation module, the OSDFS module and the Disk Drive module. Before
the start of the simulation, each module is configured by reading configuration
parameters from a parameter file.

















Figure 7.2: Software Modules for Validation.
7.3.1 Simulation System Validation
The synthetic traces used for the validation tests were generated using the workload
generation module. Twenty sets of traces were used with 10 different request sizes.
The request sizes used are 1KB, 2KB, 4KB, 8KB, 16KB, 32KB, 64KB, 128KB,
256KB and 512KB. For each request size, two sets of traces were generated, one
for READ and the other for WRITE. Each set of requests consists of 5000 requests
randomly generated for the object ID.
For validation of the OSD simulation system, these 20 sets of workload traces
were applied to both the OSD simulation system as well as the experimental sys-
tem. The performances of these two systems, in terms of average throughput, were
then measured.
Figure 7.3 shows a comparison of the performance for WRITE requests. It can
be seen that the OSD simulation system provides accurate simulation results, with
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the largest error being about 4.7% when the request size is 64KB.
Figure 7.4 shows the corresponding comparison for READ requests. Here, the































































































Figure 7.4: Validation Results for READ Requests.
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7.4 Study of an OSDFS for Different Types of
Region Settings
Using the OSD simulation software described in the earlier section, the perfor-
mance of the OSDFS storage component configured with different types of region
settings was studied. The disk drive used for this was a Seagate SCSI disk drive,
model ST31843LW. The specification for this drive is given in Table 4.1. The
simulation was done based on a closed-loop approach [47], which means that a
subsequent request is issued only when servicing of the previous request has been
completed.
7.4.1 Simulation Assumptions & Procedure
The assumptions made in this simulation study are:
1. The OSDFS file to object mapping is one to one
2. The system cache is large enough for the boot sectors, the region head as
well as the free onode map.
3. The write performance is only measured for the data writing on the disk in
Step 3 in the simulation steps described below.
4. The read performance is for the reading of all the data written in Step 4 in
simulation steps described below.
The following steps were employed in the simulation procedure:
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Step 1: Format the disk.
Step 2: Create an aged file system by performing data writing and deletion. Data
with object size close to the size of the data unit are continuously written
to the disk until the disk is full. Deletion requests are then performed with
every other object deleted. As an result, the free space left on the disk will
not be continuous and the largest will be equal to region data unit size.
Step 3: Perform write requests on the disk again. The workload size distribution
follows the pattern summarized from the actual trace obtained from HP-
UX machines. These consist of twenty machines located in laboratories for
undergraduate classes [56]. This workload is referred to as Instructional
workload (INS) and the workload size distribution is listed in Table 4.2. The
write performance is computed based on the write requests performed in this
step.
Step 4: Perform read requests on the disk. The read requests read out all the
data written in Step 3.
7.4.2 Simulation Analysis
The performance of OSDFS was tested for the five different types of region settings
shown in Table 7.1. Figure 7.5 shows both READ and WRITE performances in
terms of throughput for various types of region settings.
We can see from Figure 7.5 that for each of the different types of region settings,
the read performance is better than the write performance. The larger the number
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Table 7.1: Region Settings
No. of regions Size of data unit (KB)
1 4
2 4, 128
3 4, 128, 512
4 4, 128, 512, 2048
5 4, 128, 512, 2048, 8196
Figure 7.5: Performance Analysis for Different Number of Regions.
of regions used for the OSDFS, the better the performance. Figure 7.6 shows the
overall disk space utilization for various region settings. We can see that the larger
the unit size of a region, the smaller the disk space utilization.
Figure 7.7 shows the average number of fragmentations per object. This num-
ber is computed based on data written in Step 3 in the simulation procedure
described above. It can be seen that with five regions, this value is the smallest
while with only one region this value is the largest. This is the main reason why
the performance of the OSD file system with a setting of five regions is better than
that with only one region under the workload of INS.
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Figure 7.6: Disk Space Utilizations for Different Region Settings.
7.5 Summary
An OSD simulation software has been designed and developed which can be used
to study the performance of an OSD storage system. Such studies are useful for the
evaluation of strategies which can provide better or more efficient data allocation,
management, and update schemes. It can also be used as a design platform for
the design of file systems for an OSD so that an appropriate file system can be
designed to cater to any particular application.
The OSD simulation software was used here to study the effect of large and
small block size data allocation in an OSD in order to determine the optimum size
for different performance indicators.
This OSD simulation software has also be used to facilitate the study of various
data allocation strategies which can adapt to dynamic workload changes. Such
an adaptive allocation strategy which can maintain optimum, or near optimum,
performance when the workload changes have been developed and a US patent for
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Figure 7.7: Average Number of Fragmentations per Object.
this has been filed [78].
Chapter 8
Conclusions and Future Work
8.1 Conclusions
OSDFS (Object-based Storage Device File System), a file system for object-based
storage devices has been designed, developed and implemented in the user-level
in Linux. It contains features which improves on storage system performance in
terms of both throughput and disk space utilization.
Among the innovative features included in OSDFS are the following:
1. An extents-based bitmap for the allocation and management of contiguous
free spaces in a disk storage device. This feature helps to speed up the
process of searching for free space and to minimize file fragmentation.
2. A wasted-disk space data allocation strategy. This feature serves to reduce
disk space wastage, thereby improving disk space utilization.
3. An adaptive metadata updating scheme. This feature reduces the overhead
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involved in updating the metadata in the onode tables and helps to improve
system throughput performance.
4. An extended Onode ID. With metadata information for directly determining
the location of the data on the disk embedded in the extended onode ID,
this feature eliminates one seek operation to reference the onode table and
improve throughput performance during READ operations.
A workload generation module, capable of generating synthetic workloads which
can faithfully represent those in the actual environment under different conditions
has also been developed in this work. This module is capable of generating not
only block-based traces but also object-based traces representing web server ap-
plications. The accuracy of the workloads generated by this module, for both
block-based and object-based traces have been verified through tests. With this
module, workload traces can be accurately generated representing different types
of application environments, and also, for any type of application environment,
different workload distributions over any 24-hour period, or over a 7-day week.
This allows for the convenient testing and evaluation of storage systems under
different application conditions or any workload environment through simulation.
A disk drive simulation module, which is another necessary component of any
storage simulation software has also been developed in this work. This module
is capable of simulating not only the critical mechanical dynamics but also the
cache/buffer, spare regions and other activities in a target disk drive. In its op-
eration, the simulation module makes use of critical disk drive parameters which
define important dynamic characteristics. To ensure accurate simulation results,
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these parameters are extracted experimentally from the actual target disk drives
and used in the simulations. Validation experiments with OSDFS implemented at
the user-level in a Linux system and with the target hard disk drive connected via
a SCSI bus have been conducted. The performance of the actual system was mea-
sured and compared with the results obtained using the simulation module. These
validations tests show that the simulation module developed produced simulation
results with errors of less than 5% for WRITE operations and less than 13% error
for READ operations.
Both the workload generation module and the disk drive simulation module
are both incorporated into the OSD simulator which has also been developed for
this work. This OSD simulator, OSDSim, has been designed and developed to
allow for the measurement of the performance of an OSD system conveniently via
simulation. Validation tests, comparing simulation results with actual experimen-
tal results with OSDFS implemented at the user-level in a Linux system, show the
accuracy of the simulation that OSDSim is capable of. Based on the validation
tests, the accuracy of the results produced by OSDSim is within 4.7% for WRITE
requests and within 12.7% for READ requests.
With its convenient user interface, OSDSim can conveniently be used to design,
through simulation, optimal or near optimal data allocation strategies for known
workloads. In fact, OSDSim has been used by the author to study the design of
a dynamic data allocation scheme which can always perform at optimal, or near
optimal for a dynamically changing workload environment. This work has been
filed as a patent in the US [78].
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8.2 Future Work
With the storage management and data allocation functionalities moved down to
the storage device, the disk drive is no longer a dummy device which responds
only to READ and WRITE requests for a particular location on disk according to
the instruction provided. It can have built-in intelligence which can optimize its
performance, and, thereby, the performance of the whole storage system.
With the rich attributes which can be associated with an object in an object-
based storage system, information on the object, such as the type of data, the
estimated life time of the data and also how the data is to be accessed, can become
available at the disk drive level. According to this information, together with
knowledge on the characteristics of the storage device itself, it becomes possible
for the intelligence at the disk drive level to allocate the data such that the data
can be accessed faster or meet certain QoS requirements set. In addition, the disk
drive can be made more intelligent and capable of implementing functionalities not
only of self management, but also of self-tuning and self-healing. This is actually
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Appendix A
SCSI Disk Drive Parameter
Extraction
A.1 Experiment Setup
Figure A.1 shows the 3 level driver architecture for the general SCSI system.
With the Sg driver, an application program from scsibench project was modified
in fulfilling our requirements and used to extract the hard drive’s parameters.
A.2 Interrogative Method
With the relevant SCSI commands, interrogative method is able to provide some of
the hard coded parameters such as geometry information about the disk drive that
are embedded by the manufacturer. Typically, there are 4 SCSI commands: IN-
QUIRY, READ CAPACITY, MODE SENSE (Rigid Disk Geometry page, Format
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Figure A.1: The 3 Level Driver Architecture of the SCSI Subsystem.
page, Caching Parameters page) and SEND/RECEIVE DIAGNOSTICS (Trans-
late Address Page) are used in obtaining hard disk parameters.
A.2.1 INQUIRY
Figure A.2 shows the format of the INQUIRY command. With the following
setting:
• Logical Unit Number [1]: 0
• EVPD [2]: 0
• Page Code [3]: 0
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Figure A.2: INQUIRY Command.
• Allocation Length in Bytes [4]: 96
• Flag [5] : 0
• Link [5] : 0
We can get the response data as shown in Figure A.3.
Extracted Parameters:
• Peripheral Qualifier and Peripheral Device Type [1]: direct-access device or
other type
• ANSI-Approved Version [2]: SCSI version
• ADR32 [16] and ADR16 [17]: 32 bit or 16 bit SCSI address
• WBus32 [19] and WBus16 [20]: 32-bit or 16-bit wide data transfer
• Vendor Identification [26]: vendor name
• Product Identification [27]: product model
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• Product revision Level [28]: firmware revision
A.2.2 READ CAPACITY
READ CAPACITY command setting:
• Logical Unit Number [1]: 0
• RelAdr [2]: 0
• Logical Block Address [2]: 0
• PMI [3]: 0
• Flag [4]: 0
• Link [4]: 0
Extracted Parameters:
• Logical Block Address: Last Logical Block address
• Block Length: Block Size (normally is 512 Bytes)
• Capacity = Last Logical Block address x Block Size
A.2.3 MODE SENSE
MODE SENSE command setting:
• Logical Unit Number [1] : 0
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• Page Code [4]: 00h - Unit Attention Page parameters
• Page Code [4]: 01h - Error Recovery parameters
• Page Code [4]: 02h - Disconnect/Reconnect Control parameters
• Page Code [4]: 03h - Format parameters
• Page Code [4]: 04h - Rigid Drive Geometry parameters
• Page Code [4]: 07h - Verify Error Recovery page parameters
• Page Code [4]: 08h - Caching parameters page
• Page Code [4]: 0Ah - Control Mode page
• Page Code [4]: 0Ch - Notch page
• Page Code [4]: 0Dh - Power Condition page
• Page Code [4]: 10h - Xor Control Mode page
• Page Code [4]: 19h - SCSI Port Control Mode page
• Page Code [4]: 1Ch - Information Exceptions Control Page
• Page Code [4]: 3Fh - return all supported pages
Mode Sense - Rigid Disk Drive Geometry Page
Extracted Parameters:
• Number of Cylinders [2]: Physical cylinders used for data storage
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• Number of Heads [3]: Maximum number of data heads on the drive
• Medium Rotation Rate [7]: Rotational Rate (RPM)
Mode Sense - Format Page
Extracted Parameters:
• Tracks per Zone [2]: Number of tracks allocated for defect management zone
• Alternate Sectors per Zone [3]: Number of spare sectors to be reserved for
the defect management zone
• Alternate Tracks per Zone [4]: Number of spare tracks to be reserved at the
end of each defect management zone
• Alternate Tracks per Volume [5]: Number of spare tracks to be reserved at
the end of drive volume
• Sectors per Track [6]: Average physical sectors per track
• Data Bytes per Physical Sectors [7]: Data bytes allocated per physical sector
• Track Skew Factor [9]: Average number of physical sectors between the last
logical block on one track and the first logical block on the next sequential
track of the same cylinder
• Cylinder Skew Factor [10]: Average number of physical sectors between the
last logical block of one cylinder and the first logical block of the next cylinder
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Mode Sense - Caching Parameters Page
Extracted Parameters:
• Minimum Prefetch [14]: Minimum number of sectors to prefetch
• Maximum Prefetch [15]: Maximum number of logical blocks that may be
prefetched
• Maximum Prefetch Ceiling [16]: Upper limit of the number of logical blocks
that can be prefetched
A.2.4 SEND/RECEIVE DIAGNOSTIC
Send / Receive Diagnostic - Translate Address page
Translate Address Page setting:
• Supplied Format [1]: Physical Address or Logical Address
• Translate Format [2]: Physical Address or Logical Address
Extracted Parameters:
• Start Logical Block Address of every Cylinder
• End Logical Block Address of every Cylinder
• Cylider Size
• Start Logical Block Address of every track
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• End Logical Block Address of every track
• Track size
A.3 Empirical Method
Although most of the hard disk parameters can be obtained through interrogative
method, timing related parameters such as seek time, head switch time and so on
cannot obtained through interrogative method. As such, empirical method is used
in obtaining such timing parameters. Empirical method issues a series of the SCSI
commands (READ and WRITE) to the disk drive, and observes the timing results
from these operations, and hence deduces timing related parameters through their
completion time. For ease of understanding, we will demonstrate algorithms used
in obtaining timing related parameters (i.e. rotational speed, seek time, head
switch time, write settle time and zone information) in this section.
A.3.1 Rotational Speed
• Number of write cycle, N = 200
• Record time1 (before WRITE command is issued, N=0)
• Issue WRITE command (repeat N times), Record time2 (when N=100), end
• Record time3 (when N=200)
TR (rotational time) = [(time3 - time1) - (time2 - time1)] / (N - N/2) (µs) Rota-
tional Speed = (1 / TR) * 60 * 1000000 (revolution per minute)




A.3.2 Head Switch Time
• Disable cache
• Use Minimum Time Between Request Completion (MTBRC)
• t1 = MTBRC (write, read on next track), MTBRC t1 = Host + Command
Execution time + Media + Bus + Completion
• t2 = MTBRC (write, read on same track), MTBRC t2 = Host + Command
Execution time + Head Switch + Media + Bus + Completion
Extracted Parameters:
• Head Switch time = t1-t2
A.3.3 Throughput
• Record time1 (before Read command is issued)
• Issue READ command for N blocks
• Record time2
Extracted Parameters:
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• Throughput = N blocks * block size / (time2 - time1)
A.3.4 Zone
Zone information:
• Number of Zones
• First Cylinder Number
• Last Cylinder Number
• Size per Cylinder




• New Zone: Current Cylinder Size - Old Cylinder Size > 2 blocks
• First Cylinder Number : obtained from Mapping file
• Last Cylinder Number : obtained from Mapping file
• Size per Cylinder : obtained from Mapping file
• Size per Track : obtained from Mapping file
Cylinder Skew / Track Skew -
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N denote number of times
i denote current Logical Block Address
n denote current time
repeat N times:
• START:
1. read at the Start of a zone
2. record time, t1
3. increase the read point, i, by 1 Logical Block Address (i(n) = i(n-1) +
1)
4. record time, t2
5. diff time(n) = t2(n) - t1(n)
6. diff between two completion time(n) = diff(n) - diff(n-1)
• IF diff between two completion time(n) > 0.2 * rotational time time:
1. IF diff between two completion time(n) - diff between two completion time(n-
1)> 0.05 * diff between two completion time(n-1), Decrease read point,
i, back to START
2. If diff between two completion time(n) - diff between two completion time(n-
1) < 0.05 * diff between two completion time(n-1), continue
• IF diff between two completion time(n) < 0.6 * rotational time:
Appendix A. SCSI Disk Drive Parameter Extraction 150
1. Look for 2 maximum difference, m1, m2 of diff between two completion time(n)and
record the number of times where diff between two completion time(n)
occurs are within 0.95 - 1.05 (5%) of these 2 maximum differences
Extracted Parameters:
• Cylinder Skew Time = m1
• Track Skew Time = m2
• Cylinder Skew in block = Cylinder Size/ head * m1/ rotational time
• Track Skew in block = Cylinder Size/ head * m2/ rotational time
A.3.5 Seek Time
Use SEEK Command
• Read at a fix block (i.e. Logical Address 0)
• Record time t1
• Use SEEK command move to a destination block
• Record time t2
Extracted Parameters:
• Seek time = t2 - t1
SEEK Command Setting:
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• Logical Unit Number [1] : 0
• Logical Block Address [2] : Destination Logical block Address
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Figure A.3: INQUIRY Data.
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Figure A.4: READ CAPACITY Command.
 
Figure A.5: READ CAPACITY Data.
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Figure A.6: MODE SENSE Command.
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Figure A.7: Rigid Disk Drive Geometry Page Data.
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Figure A.8: Format Page Data.
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Figure A.9: Caching Parameters Page Data.
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Figure A.10: SEND DIAGNOSTIC Command.
 
Figure A.11: RECEIVE DIAGNOSTIC RESULTS Command.
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Figure A.12: Translate Address Page.
 
Figure A.13: (Upper) Logical Block Address Format; (Lower) Physical Sector Address
Format.
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Figure A.14: SEEK Command.
