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Abstract
We revisit and clarify some aspects of perturbative renormalization in pure Chern-
Simons theory by means of a localization principle associated with an underlying su-
persymmetry. This perspective allows the otherwise perturbative one-loop shifts to be
interpreted as nonperturbative consequences of a non-renormalization theorem, while
providing a unified understanding of their origin (particularly in the case of Wilson
lines). We illustrate this approach explicitly for SU(2) Chern-Simons theory in flat
space, on Seifert manifolds, and on a solid torus.
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1 Introduction
The goal of this paper is to argue that certain properties of three-dimensional Chern-Simons
theory can be understood in a unified way by regarding the theory as an effective description
of an N = 2 supersymmetric completion. To an optimist, such a viewpoint might represent
a particular instance of a more general program of using supersymmetry to elucidate aspects
of quantum field theories without manifest supersymmetry.
The application of supersymmetry to topological field theories is far from new. For in-
stance, both the topological invariance and semiclassical exactness of observables in Witten-
type (cohomological) TQFTs have long been recognized as consequences of a fermionic BRST
symmetry [1]. After a suitable topological twist, gauge-fixed Chern-Simons theory itself fur-
nishes an example of a Witten-type TQFT [2]. The BRST supersymmetry is a restatement
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of the underlying general covariance of the theory: the subtraction of ghost degrees of free-
dom guarantees the absence of excited states. By contrast, our approach relies on a further
auxiliary supersymmetry. The relevant fermions obey the spin-statistics theorem. At finite
Yang-Mills coupling, they result in an infinite tower of states with equal numbers of bosonic
and fermionic degrees of freedom, which make no net contribution to supersymmetric observ-
ables. However, they have the additional effect of shifting the number of vacuum states. We
will argue that this shift, combined with the localization principle afforded by the auxiliary
fermionic symmetry, provides a natural framework in which to understand some features
of correlation functions in bosonic Chern-Simons theory that are obscure from the point of
view of perturbation theory.
It has long been understood that induced Chern-Simons terms are one-loop exact because
higher-order corrections (via an expansion in ~ ∼ 1/k) cannot, in general, respect the quan-
tization condition on the level [3, 4] (see [5] for a diagrammatic proof in the abelian case, and
[6, 7] for a modern perspective). One manifestation of this fact is that quantum observables
in pure Chern-Simons theory with simple gauge group G and level k > 0, possibly involving
Wilson loops in irreducible representations of G labeled by highest weights λ, are naturally
viewed as functions not of the “bare” parameters (suitably defined), but of
k → k + h, λ→ λ+ ρ (1.1)
where h is the dual Coxeter number and ρ is the Weyl vector of G. For example, when
G = SU(2), the shifts read k → k + 2 and j → j + 1/2, and the latter appears at the level
of representation theory in the SU(2) Weyl character
χj(θ) =
j∑
m=−j
eimθ =
sin[(j + 1/2)θ]
sin(θ/2)
, (1.2)
which (up to a j-independent prefactor) takes the form of a sum over m = ±(j + 1/2), as
familiar from equivariant localization formulas. These shifts can be thought of as quantum
corrections. While λ, unlike k, does not appear in the bulk Lagrangian, the associated shift
similarly lends itself to a Lagrangian point of view via an auxiliary system attached to the
Wilson line, obtained by quantizing the coadjoint orbit of λ.
It is likewise well-known that correlation functions in pure N = 2 and N = 0 Chern-
Simons coincide up to a shift of the above form:1 in the Chern-Simons action for an N = 2
vector multiplet at level k + h, all superpartners of the gauge field (real scalars σ,D and a
gaugino λ – not to be confused with the weight λ of the previous paragraph) are auxiliary,
and performing the Gaussian path integral over these fields leads to an effective N = 0
Chern-Simons action at level k. In practice, this can be understood for sufficiently large
k by regulating the N = 2 theory with an irrelevant Yang-Mills term (so that the path
1The 3D Lorentzian spin group SL(2,R) has Majorana representations, while the Euclidean version SU(2)
does not; hence the minimal amount of SUSY in three Euclidean dimensions is that associated with a single
two-component complex spinor, and Euclidean supersymmetric partition functions can only be calculated
for N ≥ 2. 3D N ≥ 2 theories are precisely those whose holomorphy properties allow them to be constrained
by non-renormalization theorems [8].
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integral converges absolutely), which introduces a scale that masses up all fields, and then
integrating out the gaugino in the Wilsonian sense.
However, to make a merely perturbative analogy between N = 0 and N = 2 Chern-
Simons theory is slightly misleading. While the renormalized parameters in (1.1) are one-loop
exact, general observables in the N = 0 theory are not, reflecting the fact that Chern-Simons
theory is conventionally formulated as a Schwarz-type rather than a Witten-type TQFT.
The real power of supersymmetry lies in its ability to explain how the shifts (1.1) persist
nonperturbatively in a wide class of observables. Enhancing both the 3D Chern-Simons
action and the 1D coadjoint orbit action for Wilson loops with N = 2 supersymmetry gives
one access to a localization argument that ensures that correlation functions depend only on
the bare couplings appearing in the respective actions. This is a sort of non-renormalization
principle. These two supersymmetrizations are not independent, as there exists a precise
map between fields in the bulk and fields on the line. The supersymmetric, coupled 3D-
1D path integral can be evaluated exactly, and after adjusting for parity anomalies2 from
integrating out the auxiliary fermions (in 3D and in 1D), we immediately deduce the exact
result in the corresponding bosonic theory, including the famous shifts. In this way, a one-
loop supersymmetric localization computation reproduces an all-loop result in the bosonic
theory. This line of reasoning leads to a conceptually simpler explanation for (1.1) than that
originally obtained from anomalies in the coherent state functional integral [9].
The non-renormalization of the level in N ≥ 2 Chern-Simons theory is often acknowl-
edged in the localization literature (such as when performing supersymmetric tests of non-
supersymmetric dualities [10, 11]), but the non-renormalization of the weight(s) is seldom
mentioned. This omission may make the latter point seem pedantic, but it is in fact essential
for a consistent mapping of line operators between the bosonic theory and its N = 2 cousin.
Making the above statements precise requires fixing unambiguous physical definitions of
the “bare” parameters k and λ – for example, via the coefficient of the two-point function in
the associated 2D current algebra and canonical quantization of the coadjoint orbit theory,
respectively.3 Having done so, the shifts in k and λ arise in a unified fashion from jointly
supersymmetrizing the 3D bulk theory and the 1D coadjoint orbit theory, giving rise to three
equivalent descriptions of the same theory:
2We are abusing terminology here: by this, we simply mean the trading of a parity-violating fermion mass
for a parity-violating Chern-Simons term. The induced Chern-Simons terms that we obtain from integrating
out massive fermions will always be properly quantized, so we will not encounter any actual parity anomalies
(the situation is different when N = 1 [4]).
3An intrinsically bulk definition of k is as follows. For positive integer k, the Hilbert space of Chern-
Simons theory with simply connected G on a Riemann surface Σ is isomorphic to H0(M,Lk) whereM is the
moduli space of flat G-connections on Σ and L is the basic line bundle overM in the sense of having positive
curvature and that all other line bundles over M take the form Ln for some integer n [4]. For example, for
simple, connected, simply connected G and Σ = T 2,M is a weighted projective space of complex dimension
rankG and L = O(1) (whose sections are functions of degree one in homogeneous coordinates on M). In
the N = 1 and N = 2 settings, fermions have the effect of tensoring Lk with K1/2 or K to give Lk−h/2
or Lk−h, respectively, where K = L−h is the canonical bundle of M. Note that these fermions effectively
implement the metaplectic correction in geometric quantization [12, 13].
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1. The bosonic Chern-Simons theory has level k and Wilson loops
Trλ P exp
(
i
∮
Aµdx
µ
)
. (1.3)
2. The supersymmetric Chern-Simons theory has level k + h and Wilson loops
Trλ P exp
[
i
∮
(Aµdx
µ − iσds)
]
. (1.4)
3. The coadjoint orbit description of half-BPS Wilson loops coupled to the bulk super-
symmetric theory has level k+h and weight λ+ ρ from the start; these parameters are
not renormalized. The trace in (1.4) is replaced by an appropriate supertrace in a 1D
theory containing an auxiliary complex fermion ψ. In the standard presentation of a
supersymmetric Wilson loop, the fermion ψ has already been integrated out.
One would in principle expect to be able to match all observables between these descrip-
tions, not only those that are protected (BPS) and hence calculable using supersymmetric
localization, because the path integral over the auxiliary fermions and the scalar D can be
performed exactly (shifting (k + h, λ + ρ) → (k, λ) and setting σ = 0, respectively). The
main limitation of our analysis is that we are able to demonstrate this equivalence only for
correlation functions of Wilson loops that are BPS with respect to the bulk supersymmetry
(for which the integration contour implicit in (1.4) is subject to certain constraints).
The shifts (1.1) can be thought of as fundamentally representation-theoretic in nature,
with the correspondence between 3D Chern-Simons theory with compact G and 2D RCFT
placing them in a physical setting: Wilson loops encode Weyl characters of G, and quantizing
the theory on various manifolds makes contact with the representation theory of the corre-
sponding affine Kac-Moody algebra. Many of the relevant statements regarding character
formulas and their associated Weyl shifts have been known since the early days of equivariant
localization and index theorems, with the notion of hidden supersymmetry being a common
thread. For a sample of the relevant literature, see the reviews [14, 15] and references therein.
Part of our aim is to review some of these old localization results in light of new ones, while
emphasizing that in the supersymmetric context, the essential mechanism for the shifts is
identical in 3D and in 1D.
The essence of the 1D localization argument can be seen in the prototypical system of
a massless charged particle on S2 in the field of a magnetic monopole, which we refer to
as the “monopole problem.” Indeed, part of our discussion involves giving a slightly more
modern formulation of the treatment of the monopole problem in [16], while embedding
it into Chern-Simons theory. In [16], it is shown using a hidden supersymmetry that the
semiclassical approximation to the path integral for the monopole problem is exact: rather
than taking the zero-mass limit, one can introduce a fermionic superpartner so that the
contributions of all excited states to the partition function cancel regardless of the mass.
The upshot is a derivation of the Weyl character formula for SU(2) from supersymmetric
quantum mechanics, which provides a physical interpretation of the Duistermaat-Heckman
formula. The same strategy of localizing an apparently purely bosonic theory has many
modern incarnations: see, for example, [17].
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Passing to 3D, exact results for Chern-Simons theory have been obtained by a variety of
methods: aside from surgery and 2D CFT, these include abelianization [18, 19], nonabelian
localization [20, 21], and supersymmetric localization [2].4 Our goal is to explain why the
supersymmetric localization approach provides a structural understanding of these exact
results.
In [18], Chern-Simons theory on Σ × S1 was reduced to an abelian BF -type theory on
Σ where the role of B is played by a compact scalar (in this way, k cannot be scaled away,
and one obtains a sum over integrable representations at level k). In [19], the technique of
abelianization was extended to Chern-Simons theory on nontrivial circle bundles. The final
abelianized expression for the partition function, obtained by integrating over all connections
in the 2D BF theory on the base, takes the form of an integral over the Cartan of G and
incorporates the shift in k. If one had first integrated over B, one would have recovered the
result of [20] obtained by nonabelian localization, which involves not only an integral over
the Cartan, but also over the moduli space of flat connections on M3 to which the Chern-
Simons path integral localizes. In [21], the techniques of [20] were extended to compute the
expectation values of Wilson loops along the U(1) fibers.
Our approach involves introducing an auxiliary fermionic symmetry with the aid of gen-
eralized Killing spinors, allowing the localization procedure to be carried out on arbitrary
Seifert manifolds. The underlying geometric structure that makes this possible is a trans-
versely holomorphic foliation, or THF [23, 24]. It is worth contrasting this approach with
that of [2], which avoids assuming the existence of Killing spinors by using a contact struc-
ture to define the requisite fermionic symmetry. A contact structure exists on any compact,
orientable three-manifold. It is, locally, a one-form κ for which κ ∧ dκ 6= 0; a metric can al-
ways be chosen for which κ∧dκ is the corresponding volume form, i.e., such that ∗1 = κ∧dκ
and ∗κ = dκ. The dual vector field v such that ιvκ = 1 and ιvdκ = 0 is known as the Reeb
vector field. It was found in [2] that to carry out the localization, the corresponding Reeb
vector field must be a Killing vector field, which restricts this approach to Seifert manifolds
(as in [21]); this approach was generalized in [25] to Chern-Simons theories with matter.
Therefore, while the geometric basis for our approach differs from that for the cohomolog-
ical localization of [2, 25], the domain of applicability is the same. Our focus, however, is
different: the compensating level shift from auxiliary fermions was ignored in [2], noted in
[25], and essential in neither.
We begin by reviewing some background material and setting our conventions in Sections
2 and 3. We then carry out the analysis for Wilson lines very explicitly for G = SU(2) in
Section 4 (we comment briefly on the generalization to arbitrary G at the end of the paper).
Using the description of these lines as 1D N = 2 sigma models, we compute the effective
action for fermions at both zero and finite temperature, canonically quantize the system,
and present the localization argument in 1D.
In Section 5, we show how to embed this story in bulk 3D N = 2 Chern-Simons theory.
Crucially, while we expect N = 0 and N = 2 Chern-Simons to be equivalent by integrating
4Abelianization is a common theme in Chern-Simons theory: it reduces to an abelian theory in the semi-
classical limit [22], to an abelian effective quantum mechanics problem in canonical quantization [9], and to
an abelian matrix model in localization.
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out the extra fields in the vector multiplet, the equivalence only holds if we take into account
both the shift of the level and the weight (as discussed further in Section 7).
In Section 6, we describe how to generalize the aforementioned analysis of a Wilson line
in flat space, either straight or wrapping a compact direction, to various classes of compact
three-manifolds. We also give some examples of the observables that we can compute. Both
the N = 0 and N = 2 theories are topological, so their observables are metric-independent.
In the N = 0 case, the introduction of a metric is usually regarded as a “necessary evil”
for the purposes of gauge-fixing and regularization. In the N = 2 case, the metric plays
a more essential role in computing observables because it determines which observables are
compatible with supersymmetry and therefore accessible to localization techniques. Seifert
loops (i.e., Wilson loops along the Seifert fiber direction) can give different knots depending
on the choice of Seifert fibration. For instance, depending on the choice of Seifert fibration
on S3, the half-BPS sector can contain Wilson loop configurations with the topology of Hopf
links or torus links [21].
We review in Appendix D the necessary elements of the quantization of Chern-Simons
theory to which we refer throughout the paper. In Appendix E, we comment on SUSY as
an alternative to surgery computations in some situations.
2 N = 0 Chern-Simons Theory
Let M3 be a compact, oriented three-manifold and let G be a simple, compact, connected,
simply connected Lie group. The latter two assumptions on G ensure that any principal
G-bundle P over M3 is trivial, so that the Chern-Simons gauge field A is a connection on
all of P . It then suffices to define the Lorentzian N = 0 Gk>0 Chern-Simons action by
SCS =
k
4pi
∫
M3
Tr
(
AdA− 2i
3
A3
)
. (2.1)
We normalize the trace such that the norm squared of the longest root is two (for example,
when G = SU(N), the trace is taken in the fundamental representation and k is integrally
quantized). In more general settings (e.g., G non-simply connected), the quantization of k
would depend on additional data, such as whether we choose a spin structure on M3 [26].
In flat space, we work in Lorentzian signature, except when computing the supersym-
metric index in Section 4.3. In curved space (Section 6), we work in Euclidean signature. In
flat Minkowski space, we have the N = 2 Lagrangians
LCS|R1,2 = k
4pi
Tr
[
µνρ
(
Aµ∂νAρ − 2i
3
AµAνAρ
)
− 2iλλ¯− 2Dσ
]
, (2.2)
LYM|R1,2 = 1
g2
Tr
(
−1
4
FµνF
µν − 1
2
DµσD
µσ +
1
2
D2 + iλ¯γµDµλ− iλ¯[σ, λ]
)
. (2.3)
These are written in the convention where the generators T a are Hermitian, which we use
throughout this paper.5
5Writing λ = (η + iη˜)/
√
2 with η, η˜ real adjoint Majorana fermions reproduces the N = 2 expressions
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2.1 Perturbation Theory
The level of the pure N = 2 CS theory whose correlation functions reproduce those of the
corresponding N = 0 theory is kN=2 = kN=0 +h (kN=0 > 0 by assumption). This we refer to
as the “fermionic shift.” A quick way to justify this shift in flat space is as follows. Consider,
in generality, some fermions in a representation R of G, minimally coupled to the gauge field
and with a negative real mass term:
i
g2
Tr(λ¯γµDµλ−mλλ¯) = i
g2
(λ¯i)α(δij(γµ)α
β∂µ − i(γµ)αβAaµ(T aR)ij +mδijδαβ)λjβ, (2.4)
where i, j = 1, . . . , dimR and Dµ = ∂µ − iAaµT aR. These dimR complex fermions can be
thought of as 2 dimR Majorana fermions for R real. Ignoring the vacuum energy, the only
terms in the one-loop effective action iSeff[A,m] that survive the IR limit (in which m→∞
and the external momenta p → 0) are those quadratic and cubic in A. In this limit, the
parity-odd parts of these terms are
− i
8pi
m
|m| Tr(T
a
RT
b
R)
∫
d3x µνρ
(
Aaµ∂νA
b
ρ +
1
3
facdAbµA
c
νA
d
ρ
)
. (2.5)
Keeping the parity-even parts leads to a linearly divergent mass term for Aµ, which can be
regularized by subtracting the parity-even effective action at m = 0 [28, 29]. Recall that
Tr(T aRT
b
R) is scaled up relative to Tr(T
a
fundT
b
fund) by
C(R)
C(fund)
where C(R) is the Dynkin index
of R. In our conventions, C(fund) = 1/2 and C(adj) = h, where the latter follows from our
normalization of long roots. Hence Seff[A,m] for two Majorana fermions in R = adj is SCS
at level −h sign(m).6
Now consider the sum of the Lagrangians (2.2) and (2.3). The resulting theory has a mass
gap of m = kg2/2pi. At large k (m  g2), we may integrate out all massive superpartners
of the gauge field. Assuming unbroken supersymmetry, the result is the low-energy effective
theory of zero-energy supersymmetric ground states. Of course, the fact that integrating
out λ induces LN=0CS at level −h (among other interactions), along with the assumption
that N = 2 SUSY is preserved quantum-mechanically, is only a heuristic justification for
the renormalization of the coefficient of LN=2CS to k − h. This expectation is borne out by
computing the one-loop perturbative renormalization of couplings [27].
The fermionic shift discussed above is entirely separate from any “bosonic shift” that
might arise from gauge dynamics (as found in, e.g., [30], which effectively integrates out
the topologically massive W -boson). Such a shift does not affect the number of vacuum
states. Indeed, it is an artifact of regularization scheme: in the YM-CS regularization (which
preserves supersymmetry, and which we use throughout this paper), the IR level is shifted
of [27]. WLOG, we may take k > 0 because time reversal (equivalently, spacetime orientation reversal in
Euclidean signature) flips the overall sign of (2.2), i.e., the sign of the bosonic Chern-Simons term, the sign
of the gaugino mass term, and the sign of the pseudoscalar σ.
6In the case of an odd number of Majorana fermions, this is the basic mechanism of the parity anomaly,
wherein gauge invariance requires that the UV Lagrangian contain parity-violating local counterterms to
compensate for the gauge non-invariance of the fermion determinant. This requirement holds regardless of
whether the fermions themselves have bare masses in the UV.
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by +h relative to the bare level, while dimensional regularization yields no such shift [3]. It
is, nonetheless, a convenient conceptual slogan that k is renormalized to k + h at one loop
in N = 0 YM-CS, so that k is not renormalized in N ≥ 2 YM-CS. The important point is
that for N ≥ 2 supersymmetry, integrating out the gauginos in the 3D YM-CS Lagrangian
yields a shift of −h, which is twice the shift of −h/2 in the N = 1 case [27].
Given a precise physical definition of the level k, such as those presented in the intro-
duction, a more substantive “bosonic” shift of the form mentioned above is that exhibited
by correlation functions of N = 0 Chern-Simons theory as functions of k. This can already
be seen in the semiclassical limit [22]. At large k, we may expand (2.1) to quadratic order
around a flat connection A0. The semiclassical path integral evaluates to its classical value
weighted by the one-loop contribution eipiη(A0)/2T (A0) where T (A0) is the Ray-Singer torsion
of A0 (a topological invariant). The APS index theorem implies that the relative η-invariant
1
2
(η(A0)− η(0)) = h
pi
I(A0), (2.6)
where I(A0) ≡ 1kSCS(A0), is a topological invariant. The large-k partition function is then
Z = eipiη(0)/2
∑
α
ei(k+h)I(A
(α)
0 )T (A
(α)
0 ), (2.7)
where the sum (assumed finite) runs over gauge equivalence classes of flat connections. This
is how the shift k → k+h, which persists in the full quantum answer, appears perturbatively.
The phase η(0) depends on the choice of metric. However, given a trivialization of the tangent
bundle of M3, the gravitational Chern-Simons action Igrav(g) has an unambiguous definition,
and upon adding a counterterm dimG
24
Igrav(g) to the action, the resulting large-k partition
function is a topological invariant of the framed, oriented three-manifold M3 [22].
Thus a framing of M3 fixes the phase of Z. Aside from the framing anomaly of M3 itself,
there exists a framing ambiguity of links within it. This framing ambiguity appears in the
computation of Wilson loop expectation values because the conventional regularization of
overlapping integrals of fields along the loop involves a choice of self-linking number, which
is not a topologically invariant notion. This point will be important in our application: the
supersymmetric framing of a BPS Wilson loop differs from the canonical framing, when it
exists, because the point splitting must be performed with respect to another BPS loop [31].
To make concrete the utility of supersymmetry in light of these perturbative considera-
tions, take as an example N = 0 SU(2)k on S3. A typical observable in this theory receives
contributions from all loops. For example, the full nonperturbative result for the partition
function is
Z(S3) =
√
2
k + 2
sin
(
pi
k + 2
)
. (2.8)
Suppose we were to compute the logarithm of this quantity (the free energy on S3) in pertur-
bation theory as the sum of connected vacuum bubbles, without recourse to 2D conformal
field theory. Expanding around the trivial flat connection, the one-loop factor is simply the
large-k limit of the exact result:
Z1-loop = exp(©) =
√
2pi
(k + 2)3/2
. (2.9)
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The reconstruction of the exact result from summing trivalent graphs is far from obvious,
regardless of whether the expansion parameter is k−1 or (k + 2)−1 (the necessity of doing
perturbation theory in the renormalized level has historically been a point of contention
in the literature; for a review of early references on large-k asymptotics of Chern-Simons
invariants, see [32]). On the other hand, a one-loop supersymmetric localization computation
in N = 2 SU(2)k+2 on S3 (with the level adjusted to account for the fermionic shift, suitably
generalized to curved space) handily yields the all-loop non-supersymmetric result (2.8), up
to a framing phase given in Appendix E. The bulk of our discussion will focus on more
complicated observables that include Wilson loops.
2.2 Beyond Perturbation Theory
As known since [22], there exist completely general nonperturbative techniques for computing
observables in the N = 0 theory, and thus checks of any results obtained via supersymmetry.
These techniques rely on essentially two ingredients. The first is the fact that Z(Σ×K S1) =
TrHΣ(K), where the mapping torus Σ×KS1 is obtained by identifying the ends of the cylinder
Σ× [0, 1] by a diffeomorphism K of Σ. The second is the fundamental surgery formula
Z(M˜ ;Ri) =
∑
j
Ki
jZ(M ;Rj), (2.10)
where M contains an arbitrary Wilson loop in the representation Ri (possibly trivial) and M˜
is the result of gluing a tubular neighborhood of this loop back into M with a diffeomorphism
K on its boundary. Topologically equivalent surgeries on three-manifolds may have different
effects on framing.
To give a few examples of nonperturbative results computed by these means (stated in
the canonical framing), consider Gk>0 on S
3. Let Sij be the representation of the modular
transformation S on T 2 in the Verlinde basis for HT 2 . Then
Z(S3) = S00 =
1
(k + h)rankG/2
(
vol ΛW
vol ΛR
)1/2 ∏
α>0
2 sin
(
piα(ρ)
k + h
)
, (2.11)
while for an unknotted Wilson loop in an irreducible representation Ri,
〈W 〉 = Z(S
3;Ri)
Z(S3)
=
S0i
S00
=
∏
α>0
sin(piα(λ+ ρ)/(k + h))
sin(piα(ρ)/(k + h))
. (2.12)
Here, α runs over positive roots and λ is the highest weight of Ri. As k → ∞, Z(S3) ∼
k− dimG/2 and 〈W 〉 → dimRi, the latter of which justifies the nomenclature “quantum di-
mension.” The expressions in terms of S-matrix elements were deduced in [22], while the
explicit formulas in (2.11) and (2.12) are consequences of the Weyl denominator and char-
acter formulas [33].7 In particular, for SU(2)k,
Sij =
√
2
k + 2
sin
[
(2i+ 1)(2j + 1)pi
k + 2
]
(2.13)
7The result for Z(S3) follows from consistency between two different ways of gluing together two copies
of a solid torus D2×S1: one trivially to get S2×S1, and another with an S transformation on the boundary
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where i, j label the spins of the corresponding representations (thus giving (2.8)), and for an
unknotted Wilson loop in the spin-j representation,
〈W 〉 = S0j
S00
=
qj+1/2 − q−(j+1/2)
q1/2 − q−1/2 =
sin((2j + 1)pi/(k + 2))
sin(pi/(k + 2))
(2.14)
where q = e2pii/(k+2).
In some observables, highest weights of integrable representations of the Gk theory appear
not due to explicit Wilson loop insertions, but rather because they are summed over. Indeed,
the shift in λ already appears in the partition function on Σ × S1, which computes the
dimension of the Hilbert space of the Chern-Simons theory on Σ and hence the number
of conformal blocks in the corresponding 2D RCFT. The answer is famously given by the
Verlinde formula, which for arbitrary compact G, reads [18]
dimVg,k = (|Z(G)|(k + h)rankG)g−1
∑
λ∈Λk
∏
α
(1− e2piiα(λ+ρ)/(k+h))1−g (2.15)
where g is the genus of Σ and Λk denotes the set of integrable highest weights of Ĝk. For
the SU(2)k WZW model, it becomes
dimVg,k =
(
k + 2
2
)g−1 k∑
m=0
sin
[
(m+ 1)pi
k + 2
]2−2g
, (2.16)
where the RHS reduces to k + 1 for g = 1. While our focus is on Wilson loops, it turns out
that the appearance of λ + ρ in Z(Σ × S1) comes “for free” in our approach, without the
need to adjust for any 1D fermionic shifts, which is consistent with the fact that the weights
in (2.15) are not associated with Wilson loops. This fact has already been appreciated in
prior literature, as we briefly review in Section 6.
3 Wilson Loops and Coadjoint Orbits
3.1 The Orbit Method
A central ingredient in our analysis is the fact that a Wilson loop over a curve γ in M3 is a
path integral for a 1D Chern-Simons theory whose classical phase space is a coadjoint orbit
of G, with the corresponding representation R arising by the orbit method [22]. We will be
interested in the case of compact G, where this construction is also known as Borel-Weil-Bott
quantization. The philosophy is that one can eliminate both the trace and the path ordering
from the definition of a Wilson loop in a nonabelian gauge theory at the cost of an additional
path integral over all gauge transformations along γ.
to get S3. More generally, by inserting Wilson lines in these solid tori, one obtains the expectation value of
the Hopf link as a normalized S-matrix element.
For any G, the modular transformation T is represented in the Verlinde basis by a diagonal matrix with
Ti
i = e2pii(hi−c/24) where hi is the conformal weight of the primary field in the representation Ri and c is
the central charge of Ĝk.
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To make this description explicit, we draw from the exposition of [21]. We would like to
interpret a Wilson loop as the partition function of a quantum-mechanical system on γ with
time-dependent Hamiltonian. In the Hamiltonian formalism, this is a matter of writing
WR(γ) = TrR P exp
(
i
∮
γ
A
)
= TrH T exp
(
−i
∮
γ
H
)
(3.1)
where the Hilbert space H is the carrier space of the representation R, H generates trans-
lations along γ, and the time evolution operator is the holonomy of the gauge field. In the
path integral formalism, this becomes
WR(γ) =
∫
DU eiSλ(U,A|γ) (3.2)
where U is an auxiliary bosonic field on γ, λ is the highest weight of R, and the restriction of
the bulk gauge field A|γ is a background field in the (operator-valued) path integral over U .
Since the definition of a Wilson loop is independent of any metric on γ,8 it is not surprising
that the action Sλ will turn out to describe a topological sigma model.
The Borel-Weil-Bott theorem identifies the irreducible representation R with the space
of holomorphic sections of a certain line bundle over the coadjoint orbit Oλ ⊂ g∗ of λ, which
(in the generic case) is isomorphic to the flag manifold G/T where T is a maximal torus of
G. In physical terms, it states that R is the Hilbert space obtained by quantizing Oλ. We
are therefore led to consider the quantum mechanics of a particle on Oλ given by a 1D sigma
model of maps U : S1 → Oλ, where the compact worldline is identified with γ ⊂ M3. To
ensure that Oλ (rather than T ∗Oλ) appears as the classical phase space, the action for U
must be first-order in the time derivative along S1. Moreover, on general grounds, it should
be independent of the metric on S1.
There is an essentially unique choice of action that fulfills these wishes. For convenience,
we identify λ via the Killing form as an element of g rather than g∗, so that Oλ ⊂ g is the
corresponding adjoint orbit (henceforth, we shall not be careful to distinguish g and g∗). We
assume that λ is a regular weight, so that Oλ ∼= G/Gλ where Gλ ∼= T . The (left-invariant)
Maurer-Cartan form θ is a distinguished g-valued one-form on G that satisfies dθ+θ∧θ = 0.
We obtain from it two natural forms on G, namely the real-valued presymplectic one-form
Θλ and the coadjoint symplectic two-form νλ:
θ = g−1dg ∈ Ω1(G)⊗ g, Θλ = iTr(λθ) ∈ Ω1(G), νλ = dΘλ ∈ Ω2(G). (3.3)
Both Θλ and νλ descend to forms on Oλ. The weight λ naturally determines a splitting of
the roots of G into positive and negative, positive roots being those having positive inner
product with λ. Endowing Oλ with the complex structure induced by this splitting makes
Oλ a Ka¨hler manifold, with Ka¨hler form νλ of type (1, 1).9 Now consider the action
Sλ(U) =
∮
S1
U∗(Θλ) =
∮
S1
(Θλ)m
dUm
dτ
dτ. (3.4)
8This is not true of its supersymmetric counterparts.
9This is usually phrased as a choice of Borel subalgebra b ⊃ t, so that the coadjoint orbit is isomorphic to
GC/B where B is the corresponding Borel subgroup and the roots of B are defined to be the positive roots
of G; then representations are labeled by their lowest weights. We instead adhere to the “highest weight”
conventions of [21].
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The second expression (written in local coordinates Um on Oλ) is indeed first-order in deriva-
tives, so that the solutions to the classical EOMs are constant maps U , as desired.
To be concrete, we may think of U as parametrizing gauge transformations. Using the
isomorphism G/Gλ
∼−→ Oλ given by gGλ 7→ gλg−1, we lift U to a map g : S1 → G, so that
Sλ(U) = i
∮
S1
Tr(λg−1dg). (3.5)
From (3.5), we see very explicitly that the canonical symplectic form νλ on Oλ, given in
(3.3), takes the form dpig ∧ dg where the components of g are canonical coordinates. The
fact that λ ∈ g is quantized as a weight of G implies that (3.5) is independent of the choice
of lift from Oλ to G. Namely, g is only determined by U up to the right action of Gλ; under
a large gauge transformation g 7→ gh where h : S1 → Gλ, the integrand of (3.5) changes by
dTr(λ log h) and the action changes by an integer multiple of 2pi.10 Thus Θλ descends (up
to exact form) to Oλ. The path integral (3.2) is over all maps U in LOλ, or equivalently,
over all maps g in LG/LGλ (accounting for the gauge redundancy).
To couple (3.5) to the bulk gauge field, we simply promote dg to dAg = dg − iA|γ · g:
Sλ(U,A|γ) = i
∮
S1
Tr(λg−1dAg). (3.6)
Prescribing the correct gauge transformations under G× T (with T acting on the right and
G acting on the left), the 1D Lagrangian transforms by the same total derivative as before.
The first-order action (3.5), in the absence of a background gauge field, can be thought
of as describing the IR limit of a charged particle on Oλ in a magnetic field νλ. In complete
analogy to 3D Chern-Simons theory, the irrelevant two-derivative kinetic terms have the
effect of renormalizing λ to λ+ ρ at one loop, and upon supersymmetrizing the theory, the
fermion effective action provides a compensating shift by −ρ.11 We will substantiate this
interpretation for G = SU(2) in exhaustive detail.
3.2 Wilson/’t Hooft Loops in Chern-Simons Theory
While the coadjoint representation of a Wilson loop holds in any gauge theory, it is especially
transparent in Chern-Simons theory, where it can be derived straightforwardly via a surgery
argument [34]. Consider Chern-Simons on S1×R2, where the Wilson line wraps the S1 at a
point on the R2. Cutting out a small tube around γ and performing a gauge transformation
10From the geometric quantization point of view, the quantization of λ is necessary for the existence of a
prequantum line bundle L(λ) over Oλ, with curvature νλ. Each λ in the weight lattice gives a homomorphism
ρλ : T → U(1), which can be used to construct an associated line bundle L(λ) = G×ρλ C over G/T , so that
the Hilbert space is the space of holomorphic sections of L(λ). Then Θλ is a connection on L(λ).
11As in 3D, the effect of these fermions can be compared to that of the metaplectic correction in geometric
quantization, which states that wavefunctions should not be viewed as sections of L(λ), but rather as half-
densities valued in L(λ), meaning that they belong to L(λ)⊗K1/2 ∼= L(λ− ρ) where K1/2 is a square root
of the canonical bundle of Oλ [12].
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g˜, the action changes by12
∆S = − ik
2pi
∫
∂M3
Tr(Ag˜−1dg˜). (3.7)
Set g˜ = eiαφ where e2piiα = 1 (this gauge transformation is singular along the loop; t is the
coordinate along γ and φ the coordinate around it). To define a gauge-invariant operator,
average over g˜ → gg˜ and A→ gAg−1 − idgg−1 where g = g(t), whereupon this becomes
∆S = ik
∫
γ
Tr(αg(∂t − iAt)g−1) dt, (3.8)
where we have performed the φ integral and shrunk the boundary to a point. Finally, replace
g by g−1. Hence kα must be quantized as a weight λ.13 This derivation illustrates that Wilson
and ’t Hooft loops are equivalent in pure Chern-Simons theory.
To summarize, consider a bulk theory with gauge group G and the 1D Lagrangian
L1D = iTr[λg−1(∂t − iA)g] (3.9)
where g ∈ G, A ≡ A|γ, and λ ∈ t (properly, λ ∈ t∗). Since λ is Hermitian in our conventions,
the factor of i ensures that the coadjoint orbit action is real. The Lagrangian (3.9) transforms
by a total derivative under t-dependent G× T gauge transformations
g → h`ghr, A→ h`Ah−1` − i∂th`h−1` , (3.10)
namely iTr(λ∂t log hr), where h` is the restriction of a G-gauge transformation in the bulk
and hr ∈ T . Hence λ is quantized to be a weight of G. The T -gauge symmetry restricts the
degrees of freedom in g to G/T . Quantizing g in this Lagrangian leads to the Wilson line.
Strictly speaking, the global symmetry of the model (3.5) that we gauge to obtain (3.9) is
G/Z(G), since the center is already gauged. This should be contrasted with the global sym-
metry G×G/Z(G) of a particle on a group manifold with the usual kinetic term Tr((g−1g˙)2),
which consists of isometries of the bi-invariant Killing metric on G.
4 Wilson Loops in N = 2 Chern-Simons Theory
We now show that properly defining half-BPS Wilson loops in N = 2 Chern-Simons theory
ensures that their weights are not renormalized, in direct parallel to the non-renormalization
of the bulk Chern-Simons level. This involves enhancing the sigma model of the previous
section with 1D N = 2 supersymmetry in a way compatible with bulk 3D N = 2 supersym-
metry.
12By Appendix A.1, varying the bulk action gives a boundary term of − ik4pid(Ag˜−1dg˜); the Pontryagin den-
sity term does not contribute because G is assumed simply connected. By Appendix D.2, specifying nonzero
At on the boundary requires adding a boundary term of
k
4pi
∫
∂M3
d2xTr(AtAφ) to the action, whose variation
under a φ-dependent gauge transformation g˜ gives another contribution of − ik4pi
∫
∂M3
d2xTr(Atg˜
−1∂φg˜).
13We have corrected the transformation rule g˜ → gg˜g−1 and a spurious factor of 12 in [34].
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4.1 Shift from Line Dynamics
4.1.1 N = 2 Coadjoint Orbit
We work in Lorentzian 1D N = 2 superspace with coordinates (t, θ, θ†) (see Appendix A.3).
Implicitly, we imagine a quantum-mechanical system on a line embedded in R1,2, but we will
not need to pass to 3D until the next section. Our primary case study is G = SU(2). We
first construct, without reference to the 3D bulk, an SU(2)-invariant and supersymmetric
coadjoint orbit Lagrangian from the 1D N = 2 chiral superfield
Φ = φ+ θψ − iθθ†φ˙ (4.1)
descending from bulk super gauge transformations and the 1D N = 2 vector superfields
Vi = ai + θψi − θ†ψ†i + θθ†Ai (4.2)
obtained from restrictions of the bulk fields to the Wilson line, which extends along the 0
direction in flat space. Here, i = 1, 2, 3 label the su(2) components in the ~σ/2 basis; φ is
a complex scalar and ψ is a complex fermion; ai, Ai are real scalars and ψi are complex
fermions; and the relevant SUSY transformations are given in (A.16) and (A.18).
We begin by writing (3.9) in a form more amenable to supersymmetrization, namely in
terms of a complex scalar φ whose two real degrees of freedom come from those in g ∈ G =
SU(2) minus those in h ∈ T = U(1). Along with its conjugate φ†, it parametrizes the phase
space SU(2)/U(1) ∼= CP1. Take λ = −jσ3 with j ∈ 12Z≥0, which fixes a Cartan; then
g =
(
a b
−b¯ a¯
)
, |a|2 + |b|2 = 1 (4.3)
is subject to a U(1) gauge redundancy g ∼ geiθσ3 . We identify variables via the Hopf map
SU(2)→ S2, followed by stereographic projection:
φ = −a
b¯
. (4.4)
This map respects the chosen U(1) gauge equivalence: (a, b)→ (aeiθ, be−iθ). Let us gauge-fix
the U(1) action on the right by taking b = r real. Since |a|2 + r2 = 1, r is only determined
by a up to a sign (reflecting the ambiguity in the action of SU(2) on S2). Note that the
gauge fixing breaks down when |a| = 1 (r = 0). Accounting for the sign ambiguity, we have
φ = − a±√1− |a|2 =⇒ a = ∓ φ√1 + |φ|2 , r = ± 1√1 + |φ|2 . (4.5)
The relative minus sign is important for ensuring equivariance of the map from a to φ with
respect to the action of SU(2). Let us fix the overall sign to “(a, r) = (+,−).” This is a
one-to-one map between the interior of the unit disk |a| < 1 and the φ-plane that takes the
boundary of the disk to the point at infinity. To couple the φ degrees of freedom to the
gauge field, we work in the basis ~σ/2, so that
A =
1
2
(
A3 A1 − iA2
A1 + iA2 −A3
)
(4.6)
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where the three su(2) components A1,2,3 are real (note that A has only one spacetime com-
ponent). Then the non-supersymmetric 1D coadjoint orbit Lagrangian (3.9) can be written
as L1D = jL where L = L0 + LA and
L0 = i
j
Tr(λg−1∂tg) =
i(φφ˙† − φ†φ˙)
1 + |φ|2 , (4.7)
LA = 1
j
Tr(λg−1Ag) = −
[
(A1 + iA2)φ+ (A1 − iA2)φ† − A3(1− |φ|2)
1 + |φ|2
]
. (4.8)
Note that with Hermitian generators, the Killing form given by Tr is positive-definite.
By promoting φ to Φ, we find that the supersymmetric completion of L0 (the coadjoint or-
bit Lagrangian with vanishing background gauge field, i.e., the pullback of the presymplectic
one-form for SU(2)) is
L˜0 =
∫
d2θ K =
i(φφ˙† − φ†φ˙)
1 + |φ|2 −
ψ†ψ
(1 + |φ|2)2 , K ≡ log(1 + |Φ|
2). (4.9)
We have covered CP1 with the standard patches having local coordinates Φ and 1/Φ, so that
K is the Ka¨hler potential for the Fubini-Study metric in the patch containing the origin.
To gauge L˜0 in a supersymmetric way and thereby obtain the supersymmetric comple-
tion of L requires promoting the Ai to Vi, which is more involved. Having eliminated the
integration variable g in favor of φ, let us denote by g what we called h` in (3.10). Writing
finite and infinitesimal local SU(2) transformations as
g =
(
a b
−b¯ a¯
)
∼
(
1 + i3
2
i1+2
2
i1−2
2
1− i3
2
)
, (4.10)
finite and infinitesimal gauge transformations take the form
A→ gAg−1 − ig˙g−1 ⇐⇒ δSU(2)Ai = ijkAjk + ˙i, (4.11)
Φ→ aΦ + b−b¯Φ + a¯ ⇐⇒ δSU(2)Φ = iXi, (X1, X2, X3) ≡
1
2
(i(1− Φ2), 1 + Φ2, 2iΦ), (4.12)
where the holomorphic SU(2) Killing vectors Xi satisfy [Xi∂Φ, Xj∂Φ] = ijkXk∂Φ. Then
δSU(2)K = i(Fi + F¯i), (F1,F2,F3) ≡ 1
2
(−iΦ,Φ, i) (4.13)
(any purely imaginary F3 would do, but our choice leads to the “canonical” Noether cur-
rents transforming in the adjoint representation). To implement the Noether procedure, we
promote the real i to complex chiral superfields Λi:
δSU(2)Φ = ΛiXi. (4.14)
The corresponding change in L˜0 can be read off from
δSU(2)K = ΛiFi + Λ¯iF¯i − i(Λi − Λ¯i)Ji (4.15)
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where the SU(2) Noether currents (Killing potentials) are the real superfields
Ji =
iXiΦ
†
1 + |Φ|2 − iFi =⇒ (J1, J2, J3) =
1
2
(
− Φ + Φ
†
1 + |Φ|2 ,−
i(Φ− Φ†)
1 + |Φ|2 ,
1− |Φ|2
1 + |Φ|2
)
, (4.16)
which satisfy J2i = 1/4 and
δSU(2)Ji = −1
2
ijk(Λj + Λ¯j)Jk + i(Λj − Λ¯j)JjJi − i
4
(Λi − Λ¯i).14 (4.17)
This generalizes δSU(2)Ji = −ijkjJk for real i. Now, if we could find a counterterm Γ such
that δSU(2)Γ = i(Λi − Λ¯i)Ji, then we would be done: the supersymmetric completion of L
would be the minimally gauged supersymmetric CP1 model L˜ = L˜0 + L˜A where
L˜A =
∫
d2θ Γ, δSU(2)Γ = i(Λi − Λ¯i)Ji. (4.18)
Note that L˜ is invariant under local SU(2) because, in light of (4.15), the total variation
of K + Γ takes the form of a Ka¨hler transformation. There exists a standard procedure for
constructing such a Γ [36], which we review in Appendix B.1. Its exact form is
Γ = 2
∫ 1
0
dα eiαViOiVjJj (4.19)
where Oi = Xi∂Φ − X¯i∂Φ† . For our purposes, it suffices to work in Wess-Zumino gauge,
where the bulk vector superfield is nilpotent of degree three (V 33D = 0) and its restriction to
the line is nilpotent of degree two (V 21D = 0): namely, Vi = θθ
†Ai. In this gauge, we have
Γ = 2ViJi, so that L˜ reduces to the non-manifestly supersymmetric Lagrangian L˜0 + LA.
In arbitrary gauge, L˜ contains terms of arbitrarily high order in the dimensionless bottom
component of V .15
14Under Φ → 1/Φ, we have J1 + iJ2 ↔ J1 − iJ2 and J3 → −J3. The difference between F3 = i/2 and
F3 = 0 (J3 and J3 − 1/2) is a U(1) Chern-Simons term in the third component of the gauge field, which
is singled out by our conventions for the maximal torus (Chern-Simons terms for simple gauge groups do
not exist in 1D). The Ji are only defined up to additive constants, but for nonabelian gauge groups, these
constants can be fixed by choosing the Ji to transform in the adjoint representation; in our case,
Xi∂ΦJj −Xj∂ΦJi = (Xi∂Φ + X¯i∂Φ†)Jj = ijkJk.
For each U(1) factor of the gauge group, there is one undetermined constant (corresponding to an FI term).
15With V = ViTi and Λ = ΛiTi where Ti = σi/2, we have in Wess-Zumino gauge that a 1D super gauge
transformation truncates to
e2V → eiΛe2V e−iΛ¯ ⇐⇒ V → V + i
2
(Λ− Λ¯)− i
2
[V,Λ + Λ¯]
⇐⇒ δSU(2)Vi = i
2
(Λi − Λ¯i) + 1
2
ijkVj(Λk + Λ¯k) (4.20)
(note that the order of chiral and antichiral parameters is opposite to that in 3D due to our conventions for
1D N = 2 superspace). Wess-Zumino gauge is preserved under super gauge transformations with parameters
Λi = i − iθθ†˙i where i ∈ R (i.e., where the lowest component of Λ is real and the fermionic component
vanishes). For such Λi, (4.20) is precisely equivalent to (4.11).
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An important point is the following. There are two standard ways of geometrizing the
action of SU(2) on S2, both of which can be found in the literature. These two conventions
differ by signs, leading to slightly different SU(2) Noether currents. First, the action of
SU(2) on S2 descends from the adjoint action of SU(2) on su(2) ∼= R3, which preserves the
Killing form (hence S2 ⊂ R3). This convention is used in, e.g., [36], corresponding to
(J1, J2, J3)other =
1
2
(
Φ + Φ†
1 + |Φ|2 ,−
i(Φ− Φ†)
1 + |Φ|2 ,−
1− |Φ|2
1 + |Φ|2
)
(4.21)
(with the relative sign of J2 reversed relative to our (4.16)). Second, SU(2) acts on CP1 by
linear fractional transformations. We use the latter convention unless stated otherwise. For
further details, see Appendix C.1.
4.1.2 Effective Action
To compute the effective action generated by integrating out ψ, we add an SU(2)-invariant
kinetic term for ψ (with an implicit dimensionful coefficient) as a UV regulator:
L′ =
∫
d2θ K ′ = −i(ψ
†ψ˙ − ψ˙†ψ) + 4φ˙φ˙†
(1 + |φ|2)2 −
2i(φ˙†φ− φ†φ˙)ψ†ψ
(1 + |φ|2)3 , K
′ ≡ D
†Φ†DΦ
(1 + |Φ|2)2 . (4.22)
Note that since DΦ = ψ − 2iθ†φ˙ + iθθ†ψ˙ transforms in the same way under SU(2) as its
bottom component ψ, K ′ is automatically invariant under global SU(2). We want to gauge
K ′. With chiral superfield gauge transformation parameters, we have (note DXi = 2FiDΦ)
δSU(2)K
′ = −i(Λi − Λ†i )J ′i − i(DΛiIi −D†Λ†iI†i ) (4.23)
where J ′i are the bosonic Noether currents associated to K
′ and the Ii are fermionic:
J ′i = −2K ′Ji, Ii =
iXi(DΦ)
†
(1 + |Φ|2)2 . (4.24)
There exists a counterterm Γ′ satisfying
δSU(2)Γ
′ = i(Λi − Λ¯i)J ′i + i(DΛiIi −D†Λ¯iI¯i), (4.25)
which takes the form∫
d2θ Γ′ =
2ψ†ψ
(1 + |φ|2)2
[
(A1 + iA2)φ+ (A1 − iA2)φ† − A3(1− |φ|2)
1 + |φ|2
]
+ · · · (4.26)
in Wess-Zumino gauge, such that the Lagrangian
L˜′ =
∫
d2θ (K ′ + Γ′) ≡ Lψ − 4φ˙φ˙
†
(1 + |φ|2)2 + · · · (4.27)
(written in Wess-Zumino gauge) is invariant under local SU(2), where
Lψ = −i(ψ
†ψ˙ − ψ˙†ψ)
(1 + |φ|2)2 −
2Lψ†ψ
(1 + |φ|2)2 (4.28)
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is itself invariant under local SU(2) (we construct Γ′ in Appendix B.2 using a general pres-
cription for the full nonlinear gauging of supersymmetric sigma models with higher-derivative
terms). Thus the “· · ·” in L˜′ contains only dimension-two terms not involving ψ, namely the
couplings to Ai necessary to make the two-derivative term in φ invariant under local SU(2).
Making the scale µ of the higher-dimension terms explicit, consider
L˜tot = jL˜ − 1
2µ
L˜′ ≡ jL+ ψ†Dψ + 2φ˙φ˙
†
µ(1 + |φ|2)2 + · · · , (4.29)
where we have integrated by parts. Performing the path integral over ψ generates the one-
loop effective action
tr logD = ± i
2
∫
dtL, (4.30)
as derived in Appendix C.2. The regularization-dependent sign is fixed to “−” by canonical
quantization, leading to a shift j → j − 1/2. The “· · ·” terms in L˜′ decouple at low energies
(µ→∞).
The full component-wise Lagrangian L˜′ in Wess-Zumino gauge is L˜′ = Lψ − 4Lφ where
Lφ ≡ F − 1
2
(A1 − iA2)F− − 1
2
(A1 + iA2)F+ − A3F3 − 1
4
L2A +
1
4
A2i (4.31)
and we have defined
F =
φ˙φ˙†
(1 + |φ|2)2 , F+ = F
†
− =
−i(φ˙+ φ2φ˙†)
(1 + |φ|2)2 , F3 =
i(φφ˙† − φ†φ˙)
(1 + |φ|2)2 . (4.32)
Note that LA = 2AiJi where Ji denotes the lowest component. One can check that Lφ, hence
L˜′, is invariant under local SU(2). We have δSU(2)Lψ = δSU(2)Lφ = 0 exactly (not up to total
derivatives), which is a consequence of the fact that δSU(2)Γ
′ cancels δSU(2)K ′ exactly.
4.2 Shift from Canonical Quantization
Canonical quantization of the N = 2 quantum mechanics provides another perspective on
the shift in j. Here, we set Ai = 0, whence
L˜|Ai=0 = L˜0, L˜′|Ai=0 = L′, (4.33)
so that the full Lagrangian is L˜tot|Ai=0 = jL˜0 − 12µL′ = LB + LF where LB and LF describe
1D sigma models with S2 target space:
LB =
ij(φφ˙† − φ†φ˙)
1 + |φ|2 +
iα
2
(
φ˙
φ
− φ˙
†
φ†
)
+
2φ˙φ˙†
µ(1 + |φ|2)2 , (4.34)
LF = −
[
j − i(φφ˙
† − φ†φ˙)
µ(1 + |φ|2)
]
ψ†ψ
(1 + |φ|2)2 +
i(ψ†ψ˙ − ψ˙†ψ)
2µ(1 + |φ|2)2 . (4.35)
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For later convenience, we have added a total derivative, parametrized by α ∈ R, to LB. Its
meaning is as follows: LB describes an electrically charged particle on S
2 in the field of a
magnetic monopole of charge ∝ j at the center, with the scale µ ∈ R≥0 (the spectral gap)
proportional to its inverse mass and α parametrizing the longitudinal gauge of the monopole
vector potential. We define the gauges S, E, and N by setting α = (0, j, 2j), respectively. We
refer to LB as the “bosonic system” and to LB + LF as the corresponding “supersymmetric
system.” We now summarize the results of quantizing the theories LB and LB +LF : details
are given in Appendix C.3. As when computing the effective action, we use the µ-suppressed
kinetic terms as a technical aid; they have the effect of enlarging the phase space.
4.2.1 Bosonic System
As a warmup, consider LB alone. At finite µ, the phase space is (2 + 2)-dimensional and the
quantum Hamiltonian can be written as
Hj =
µ
2
(~L2 − j2) = µ
2
(`(`+ 1)− j2). (4.36)
Here, ~L2 = 1
2
(L+L− + L−L+) + L23 and we have defined the operators
L+ = −φ2 ∂
∂φ
− ∂
∂φ†
+
2j|φ|2 + α(1− |φ|2)
2|φ|2 φ,
L− =
∂
∂φ
+ (φ†)2
∂
∂φ†
+
2j|φ|2 + α(1− |φ|2)
2|φ|2 φ
†, (4.37)
L3 = φ
∂
∂φ
− φ† ∂
∂φ†
− (j − α),
which satisfy [L3, L±] = ±L±, [L+, L−] = 2L3. The spectrum is constrained to ` ≥ j by
an L3 selection rule,
16 with each level ` appearing once; the eigenfunctions of the associated
generalized angular momentum are monopole spherical harmonics. As µ → ∞, all states
except those with ` = j decouple (add −jµ/2 to Hj). Rather than taking the decoupling
limit µ → ∞ in LB, which projects out all but the spin-j states, setting j = 0 yields the
rigid rotor. Its Hamiltonian is given in terms of the Laplace-Beltrami operator ∆S2 , whose
spectrum is −`(`+ 1) with degeneracy 2`+ 1 for ` ≥ 0.
The bosonic theory with µ =∞ (LB = jL0, in S gauge) is the well-known Wess-Zumino
term for quantization of spin. The action computes the solid angle enclosed by a trajectory
on the sphere, and the Dirac quantization condition requires that the coefficient j be a half-
integer. Quantizing the compact phase space S2 yields 2j+ 1 states |j,m〉, all eigenstates of
L3. Indeed, at µ =∞, the phase space is (1 + 1)-dimensional and we can write
L+ = −φ2∂φ + (2j − α)φ, L− = ∂φ + α
φ
, L3 = φ∂φ − (j − α). (4.38)
The wavefunctions are φ−α, . . . , φ2j−α, the eigenvalues range from −j to j in integer steps,
and ~L2 = j(j + 1).
16Considering the matrix element 〈θ = 0|L3|`,m′〉 shows that 〈θ = 0|`,m′〉 = 0 for m′ 6= −j (note that
while the position eigenstate |θ = 0〉 is ϕ-independent in the gauge α = 0, it acquires a phase factor of e−iαϕ
for general α). In particular, since |θ, ϕ〉 is related to |θ = 0〉 by a rotation, 〈θ, ϕ|`,m〉 = 0 unless ` ≥ j.
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4.2.2 Supersymmetric System
For LB + LF , let us keep µ finite (work in the full phase space) and set α = 0. Write
χ =
ψ√
µ(1 + |φ|2) , (4.39)
which satisfies {χ, χ†} = 1 upon quantization. The supercharges are represented by differ-
ential operators as
Q = ψ
(
∂
∂φ
− (j + 1/2)φ
†
1 + |φ|2
)
, Q† = ψ†
(
− ∂
∂φ†
− (j − 1/2)φ
1 + |φ|2
)
, (4.40)
which are adjoints with respect to the Fubini-Study measure. The Hamiltonian is
H ′ =
1
2
{Q,Q†} = Hj+χ†χ−1/2 + jµχ†χ−
µ
2
(j − 1/2) = µ
2
(~L2f − (j + 1/2)(j − 1/2)) (4.41)
where ~Lf = ~L|j+χ†χ−1/2. On the Hilbert space (L2(S2,C)⊗ |0〉)⊕ (L2(S2,C)⊗ χ†|0〉),
H ′ =
(
Hj−1/2 − µ(j − 1/2)/2 0
0 Hj+1/2 + µ(j + 1/2)/2
)
(4.42)
=
µ
2
(
`b(`b + 1)− (j − 1/2)(j + 1/2) 0
0 `f (`f + 1)− (j − 1/2)(j + 1/2)
)
(4.43)
where `b ≥ j − 1/2 and `f ≥ j + 1/2. There are 2j bosonic ground states at `b = j − 1/2.
This fixes the sign of the previous path integral calculation. As a further check, the quantum
representations of the fermionic monopole angular momenta (Lf )i are presented in (C.29).
Their classical counterparts (C.41) reduce to the classical Li with j − 1/2 as µ→∞.
4.3 Shift from 1D Supersymmetric Index
To make contact with bulk Wilson loops, we compute both the non-supersymmetric twisted
partition function and the flavored Witten index
IN=0 = Tr(e−βHeizL3), IN=2 = Tr[(−1)F e−βH′eiz(Lf )3 ] (4.44)
by working semiclassically in the Euclidean path integral. Let
LB,E =
j(φφ˙† − φ†φ˙)
1 + |φ|2 +
α
2
(
φ˙
φ
− φ˙
†
φ†
)
+
2φ˙φ˙†
µ(1 + |φ|2)2 , (4.45)
LF,E =
[
j +
φφ˙† − φ†φ˙
µ(1 + |φ|2)
]
ψ†ψ
(1 + |φ|2)2 +
ψ†ψ˙ − ψ˙†ψ
2µ(1 + |φ|2)2 (4.46)
denote the Euclideanized versions of LB and LF , with dots denoting τ -derivatives. Then
IN=0 =
∫
Dφ†Dφe−
∫ β
0 dτ LB,E , IN=2 =
∫
Dφ†DφDψ†Dψ e−
∫ β
0 dτ (LB,E+LF,E), (4.47)
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with boundary conditions twisted by eizL3 or eiz(Lf )3 as appropriate. While both IN=0 and
IN=2 are known from canonical quantization, our goal here is to introduce the localization
argument via what amounts to a derivation of the Weyl character formula (1.2) as a sum of
two terms coming from the classical saddle points with a spin-independent prefactor coming
from the one-loop determinants. For our precise normalization conventions in what follows,
see Appendix A.2.
We first compute IN=0 in the bosonic problem. Set µ =∞ and work in the E gauge (not
to be confused with “E for Euclidean”), where
LB,E =
j(φφ˙† − φ†φ˙)
1 + |φ|2 +
j
2
∂τ log
(
φ
φ†
)
. (4.48)
We restrict the path integral to field configurations satisfying φ(τ + β) = eizφ(τ), for which∫ β
0
dτ ∂τ log
(
φ
φ†
)
= 2iz. (4.49)
With this restriction, the action is extremized when φ = φcl ∈ {0,∞} (the two fixed points
of the L3 action). We see that LB,E|0 = ijz/β and LB,E|∞ = −ijz/β. First expand around
φcl = 0 with perturbation ∆: φ = φcl + ∆ = ∆, where ∆ satisfies the twisted boundary
condition. Its mode expansion takes the form
∆ =
1√
β
∞∑
n=−∞
∆ne
i(2pin+z)τ/β, (4.50)
from which we obtain simply∫ β
0
dτ LB,E|O(∆2) = j
∫ β
0
dτ (∆∆˙† −∆†∆˙) = −2ij
β
∞∑
n=−∞
(2pin+ z)|∆n|2. (4.51)
Thus the one-loop factor from expanding around φcl = 0 is
Z1-loop|0 = exp
[
−
∞∑
n=−∞
log(2pin+ z)
]
=
eaz+b
sin(z/2)
= − e
−iz/2
2i sin(z/2)
(4.52)
where the integration constants a, b parametrize the counterterms by which different regular-
ization schemes differ. We present several ways to fix the values of a and b to those written
above. First, (4.52) is the only choice consistent with canonical quantization. Second, Hur-
witz zeta function regularization yields
∞∑
n=−∞
log(An+B) = log(1− e2piiB/A) =⇒ Z1-loop|0 = 1
1− eiz = −
e−iz/2
2i sin(z/2)
. (4.53)
Third, performing free-field subtraction (normalizing the functional determinant, sans zero
mode) at finite µ and then taking µ → ∞ yields the same answer. Indeed, accounting for
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the 1/µ term in (4.45), the kinetic operator for bosonic fluctuations ∆ is −2(j∂τ + ∂2τ/µ)
where the eigenvalues of ∂τ are i(2pin+ z)/β, giving the regularized product
Z1-loop|0 = 1
det(j∂τ + ∂2τ/µ)
= − sinh(βµj/2)
2i sin(z/2) sinh((βµj + iz)/2)
βµ→∞−−−−→ − e
−(j/|j|)iz/2
2i sin(z/2)
. (4.54)
Now note that taking φ → 1/φ leaves LB,E in E gauge (4.48) invariant (with the 1/µ term
in (4.45) being invariant by itself) while taking z → −z in the boundary condition for the
path integral. Hence
Z1-loop|∞ = (Z1-loop|0)|z→−z = e
iz/2
2i sin(z/2)
, (4.55)
and it follows that
IN=0 =
∑
0,∞
e−βLB,EZ1-loop =
ei(j+1/2)z − e−i(j+1/2)z
2i sin(z/2)
=
sin((j + 1/2)z)
sin(z/2)
. (4.56)
This is, of course, a special case of the Duistermaat-Heckman formula for longitudinal rota-
tions of S2, with the contribution from each fixed point weighted by the appropriate sign.
As a consequence, the index is an even function of z (invariant under the Weyl group Z2),
as it must be, because the Hilbert space splits into representations of SU(2).17
We now compute IN=2, keeping µ finite. In the supersymmetric problem, the E gauge
corresponds to choosing the Ka¨hler potential log(1 + |Φ|2) − 1
2
log |Φ|2, which is invariant
under Φ→ 1/Φ. In component fields, the Lagrangian is LB,E +LF,E with α = j. Expanding
in both bosonic fluctuations ∆ and fermionic fluctuations Ξ (ψ = ψcl + Ξ = Ξ) gives
(LB,E + LF,E)|O(∆2+Ξ2) = j(∆∆˙† −∆†∆˙ + Ξ†Ξ) + 2
µ
∆˙∆˙† +
1
2µ
(Ξ†Ξ˙− Ξ˙†Ξ). (4.57)
The part of the Lagrangian quadratic in fluctuations, as written above, is supersymmetric by
itself.18 Twisted boundary conditions in the path integral are implemented by (Lf )3, which
satisfies [(Lf )3, φ] = φ and [(Lf )3, ψ] = ψ. The moding for the fermionic fluctuations
Ξ =
1√
β
∞∑
n=−∞
Ξne
i(2pin+z)τ/β (4.58)
17That the index is even in z, as implied by canonical quantization, fixes potential multiplicative ambigui-
ties in the path integral computation. For example, regardless of α in (4.45), L3 in (4.37) satisfies [L3, φ] = φ
and hence implements the same twisted boundary condition φ(τ + β) = eizφ(τ). However, to obtain an
answer that is even in z requires implementing the boundary condition using the operator L3|α=j . In this
way, the constant shift in L3 relative to L3|α=j gives an overall phase of e−i(j−α)z, which combines with
the classical contributions e−βLB,E |0 = e−iαz and e−βLB,E |∞ = ei(2j−α)z to produce the gauge-independent
result (4.56). To avoid this complication, we have chosen to work in the E gauge from the beginning.
18We have that
δ(∆∆˙† −∆†∆˙ + Ξ†Ξ) = −∂τ (Ξ∆† + †Ξ†∆), δ[2∆˙∆˙† + 12 (Ξ†Ξ˙− Ξ˙†Ξ)] = ∂τ (Ξ∆˙† − †Ξ†∆˙)
under the (global) Euclidean SUSY variations (δ∆, δΞ) = (Ξ, 2†∆˙) and (δ∆†, δΞ†) = (−†Ξ†,−2∆˙†).
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is integral because at z = 0, the insertion of (−1)F would require periodic boundary condi-
tions for fermions on the thermal circle. Hence the fermions contribute a factor of
exp
[ ∞∑
n=−∞
log
(
2pin+ z
βµ
− ij
)]
(4.59)
to Z1-loop|0 (to obtain a nontrivial functional determinant, we cannot neglect the fermion
kinetic term, which is why we have kept µ finite). Hurwitz zeta function regularization alone
does not suffice for taking the βµ → ∞ limit, so we instead perform free-field subtraction
(divide by a fiducial functional determinant):
det(j + ∂τ/µ) =
∞∏
n=−∞
(2pin+ z)/βµ− ij
2pin/βµ− ij =
sin((iβµj − z)/2)
sin(iβµj/2)
βµ→∞−−−−→ e(j/|j|)iz/2. (4.60)
Taking j positive, this reduces to a phase of eiz/2. By similar reasoning to that in the bosonic
case, we conclude that
IN=2 =
sin(jz)
sin(z/2)
. (4.61)
Again, this is the only answer consistent with canonical quantization. Thus in the super-
symmetric theory, the one-loop shift of j due to the bosons (+1/2) exactly cancels that due
to the fermions (−1/2).
4.3.1 Localization in 1D
In both the bosonic and supersymmetric theories, direct comparison to canonical quanti-
zation shows that the semiclassical (one-loop) approximation for the index is exact. It is
natural to ask why this should be so, and supersymmetry provides an answer. While the
exactness in the bosonic case can only be heuristically justified by the Dirac quantization
condition on j, it can be rigorously justified by appealing to the supersymmetric case.
In its most basic form, the localization principle starts from the fact that a Euclidean
partition function deformed by a total variation of some nilpotent symmetry δ (δ2 = 0) of
both the action and the measure is independent of the coefficient of this deformation:
Z(t) =
∫
DΦ e−S[Φ]+tδV =⇒ dZ(t)
dt
=
∫
DΦ δ (e−S[Φ]+tδV V ) = 0. (4.62)
If the bosonic part of δV is positive-semidefinite, then as t→∞, the path integral localizes
to δV = 0. For a given field configuration with δV = 0, one can compute a semiclassical
path integral for fluctuations on top of this background, and then integrate over all such
backgrounds to obtain the exact partition function.
In our case, the quadratic terms arising from perturbation theory are already (Q+Q†)-
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exact, without the need to add any localizing terms. Indeed, we compute that19
δ(δ(φ†φ)) = 2†(φφ˙† − φ†φ˙+ ψ†ψ), (4.63)
δ(δ(ψ†ψ)) = 2†(4φ˙φ˙† + ψ†ψ˙ − ψ˙†ψ). (4.64)
Up to overall factors, these are precisely the quadratic expressions (4.57) that we integrate
over the fluctuations ∆,Ξ to compute the one-loop factors in the index IN=2. As we take
the coefficient of either the δ(δ(φ†φ)) term or the δ(δ(ψ†ψ)) term to infinity, the original
Lagrangian LB,E + LF,E becomes irrelevant for the one-loop analysis, but since these terms
have the same critical points as the original Lagrangian, the result of the localization analysis
coincides with that of the original Lagrangian, proving that the path integral for the latter is
one-loop exact.20 Furthermore, the final result is independent of the coefficient of either term.
This has a simple explanation: the regularized bosonic and fermionic functional determinants
(4.54) and (4.60) have a product which is independent of βµ, namely
det(j + ∂τ/µ)
det(j∂τ + ∂2τ/µ)
= − 1
2i sin(z/2)
. (4.65)
Hence the one-loop factor has the same limit whether βµ→∞ or βµ→ 0.21
4.3.2 Finite Temperature
We have shown in Lorentzian signature and at zero temperature that integrating out the
fermions in the supersymmetric theory with isospin J (2J bosonic ground states) yields an
effective bosonic theory with isospin j = J − 1/2 (2j + 1 bosonic ground states), which is
consistent with the equality of IN=0(j) in (4.56) and IN=2(J) in (4.61).
The index, however, is computed at finite temperature. The temperature can only enter
the effective action through the dimensionless combination βµ, and this dependence must
disappear in the limit µ→∞. Therefore, the statement of the preceding paragraph must be
independent of temperature. Let us show this directly at finite temperature by mimicking
the index computation, thereby giving an alternative and cleaner derivation of (4.30).
We first perform a field redefinition ψ′ = ψ/(1 + |φ|2) (the associated Jacobian determi-
nant cancels in regularization). Integrating by parts then gives
LF,E = ψ
′†Dψ′, D ≡ ∂τ + L0,E
µ
+ j, L0,E ≡ φφ˙
† − φ†φ˙
1 + |φ|2 . (4.66)
19Here, we again use that in Euclidean signature,
δφ = δφ = ψ, δφ
† = δ†φ
† = −†ψ†, δψ = δ†ψ = 2†φ˙, δψ† = δψ† = −2φ˙†
where δO ≡ [Q+ †Q†,O] and δ,† are Grassmann-even.
20Note that the bosonic part of the δ(δ(φ†φ)) term is not positive-semidefinite; indeed, it is imaginary. We
are implicitly using a stationary phase argument.
21To complete the argument, one should check that the path integral measure is invariant under Q (and/or
Q†). While we have assumed that this measure reduces to D∆†D∆DΞ†DΞ for fluctuations (D here should
not be confused with a superderivative), the full nonperturbative path integral measure (i.e., the supersym-
metrized Fubini-Study measure) must be invariant under both SUSY and global SU(2).
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In Euclidean signature, the eigenfunctions of D are simple:
f(τ) = exp
[
(λ− j)µτ −
∫ τ
dτ ′ L0,E
]
. (4.67)
With periodic (supersymmetric) boundary conditions for the fermions, the eigenvalues are
λn = j +
2piin+A
βµ
, A =
∫ β
0
dτ L0,E, n ∈ Z. (4.68)
Free-field subtraction then gives
det(∂τ/µ+ j + L0,E/µ)
det(∂τ/µ+ j)
=
∞∏
n=−∞
j + (2piin+A)/βµ
j + 2piin/βµ
=
e−A/2(1− eA+βµj)
1− eβµj . (4.69)
Upon taking µ → ∞, this becomes e(j/|j|)A/2, whose exponent has the correct sign because
the Euclidean action appears with a minus sign in the path integral.
Note that while this computation seemingly fixes the sign outright, our regularization
crucially assumes a positive sign for µ. Moreover, different regularization schemes lead to
different global anomalies in the effective action [37, 38]. For instance, using Hurwitz zeta
function regularization before free-field subtraction would give
1− eA+βµj
1− eβµj
µ→∞−−−→ e(1+j/|j|)A/2. (4.70)
These ambiguities can be phrased as a mixed anomaly between the “charge conjugation”
symmetry taking z → −z and invariance under global gauge transformations z → z+2pin for
n ∈ Z [38] (as we will see shortly, z can be interpreted as a background gauge field). Indeed,
in terms of the effective bosonic system, IN=0 in (4.56) is invariant under z → z + 2pin for
integer j but picks up a sign of (−1)n for half-integer j. On the other hand, in an alternate
regularization where IN=0 → ei(j+1/2)zIN=0, IN=0 is no longer even in z but picks up a sign of
(−1)n for all j. To fix the sign of the shift unambiguously (i.e., such that the effective action
computation is consistent with the index), we appeal to canonical quantization. In other
words, in the Hamiltonian formalism, we demand that the SU(2) symmetry be preserved
quantum-mechanically.
4.3.3 Background Gauge Field
The quantities (4.44) are useful because the twisted index with vanishing background gauge
field is in fact equivalent to the untwisted index with arbitrary constant background gauge
field. To see this, set µ =∞ for simplicity. To restore the background gauge field, we simply
take LB → LB + jLA, or equivalently
LB,E → LB,E − jLA, (4.71)
with LA in (4.8) (note that LA,E = −LA, where the gauge field is always written in Lorentzian
conventions). With Ai = 0, the bosonic index IN=0 corresponds to the partition function
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for LB,E on S
1 with twisted boundary conditions implemented by the quantum operator L3,
whose classical expression is given in (C.42). Clearly, IN=0 can also be viewed as a thermal
partition function for a deformed Hamiltonian with periodic boundary conditions:
IN=0 = Tr(e−βHz), Hz ≡ H − izL3
β
= H +
ijz
β
1− |φ|2
1 + |φ|2 . (4.72)
This corresponds to a path integral with the modified Lagrangian
LB,E +
ijz
β
1− |φ|2
1 + |φ|2 . (4.73)
Setting z = iβA3, we recover precisely (LB,E − jLA)|A1=A2=0, so we deduce from (4.56) that∫
Dφ†Dφe−
∫ β
0 dτ (LB,E−jLA)|A1=A2=0 =
sinh((j + 1/2)βA3)
sinh(βA3/2)
, (4.74)
with periodic boundary conditions implicit. But for a constant gauge field, we can always
change the basis in group space to set A1 = A2 = 0: under a finite global SU(2) transforma-
tion φ → (aφ + b)/(−b¯φ + a¯), the measure is invariant, the single-derivative Wess-Zumino
term changes by a total derivative, and the Noether currents (4.16) rotate into each other.
Letting |A| = √∑iA2i denote the norm in group space, we conclude that∫
Dφ†Dφe−
∫ β
0 dτ (LB,E−jLA) =
sinh((j + 1/2)β|A|)
sinh(β|A|/2) .
22 (4.75)
Setting LWZB,E ≡ jL0,E and noting that Trj e±βAiJi = Trj eβ|A|J3 , this result can be written
more suggestively as∫
Dφ†Dφ exp
[
−
∫ β
0
dτ (LWZB,E − 2jAiJi)
]
= Trj e
−βAiJi (4.76)
where on the left, the Ji are interpreted as classical Noether currents and on the right, they
are interpreted as quantum non-commuting matrices (the Hermitian generators of SU(2)
in the spin-j representation). Hence the path integral for the 1D quantum mechanics with
constant background gauge field computes a Wilson loop of spin j with constant gauge field
along the S1, i.e., the character of the spin-j representation. This identification holds even
for arbitrary background gauge field because one can always choose a time-dependent gauge
such that the gauge field is constant along the loop; the only invariant information is the
22While we inferred this result from the SU(2) symmetry of the twisted partition function, it can also
be seen directly from a semiclassical analysis of the Euclidean Lagrangian. Setting µ = ∞ and imposing
periodic boundary conditions, the critical points of LB,E − jLA occur at the constant values
φcl =
A3 ± |A|
A1 + iA2
=⇒ (LB,E − jLA)|φcl = ±j|A|.
Including the one-loop determinants around these classical contributions gives the expected answer.
27
conjugacy class of the holonomy around the loop. Indeed, a Wilson loop can be thought of
as a dynamical generalization of a Weyl character.
We can now be even more explicit about the relation between the standard path-ordered
definition of a Wilson loop and the coadjoint orbit description, with path ordering identified
with time ordering in the quantum mechanics on the line and noncommutativity arising as a
quantum effect. In this way, we derive Kirillov’s character formula from the partition function
of the quantum mechanics [39]. Take the gauge field along the S1 to be time-dependent and
consider the path-ordered exponential
P ≡ P exp
[∫ T
0
dt (A+B(t))
]
=
∞∑
n=0
∫ T
0
dt1
∫ t1
0
dt2 · · ·
∫ tn−1
0
dtn (A+B(t1)) · · · (A+B(tn))
where A,B are matrices and A is constant. Observe that P = P ′ where
P ′ =
∞∑
n=0
∫ T
0
dt1
∫ t1
0
dt2 · · ·
∫ tn−1
0
dtn e
(T−t1)AB(t1)e(t1−t2)AB(t2) · · · e(tn−1−tn)AB(tn)etnA
because P and P ′ both satisfy the differential equation f ′(T ) = (A+B(T ))f(T ) subject to
the initial condition f(0) = 1. Now consider a Euclideanized Wilson loop wrapping the S1
and split the gauge field into a fiducial time-independent part and the remainder:
Trj P exp
[
−
∫ β
0
dτ (Aci + A
τ
i )Ji
]
≡ Trj P exp
[∫ β
0
dτ (A+A)
]
≡
∞∑
n=0
Pn. (4.77)
One can view the terms Pn as operator insertions inside∫
Dφ†Dφ exp
[
−
∫ β
0
dτ (LWZB,E + 2jA)
]
= Trj e
βA (4.78)
(where the implicit Ji are classical on the left and quantum on the right) as follows:
Pn =
∫ β
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τn−1
0
dτn Trj(e
(β−τ1)AA(τ1)e(τ1−τ2)AA(τ2) · · · e(τn−1−τn)AA(τn)eτnA)
=
∫ β
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τn−1
0
dτn
∫
Dφ†Dφ
[
n∏
i=1
−2jA(τi)
]
exp
[
−
∫ β
0
dτ (LWZB,E + 2jA)
]
=
1
n!
∫
Dφ†Dφ
[
n∏
i=1
−2j
∫ β
0
dτiA(τi)
]
exp
[
−
∫ β
0
dτ (LWZB,E + 2jA)
]
.
In the last step, we have used that the A(τi) are classical quantities inside the path integral.
Hence the sum exponentiates to
Trj P exp
[
−
∫ β
0
dτ (Aci + A
τ
i )Ji
]
=
∫
Dφ†Dφ exp
[
−
∫ β
0
dτ (LWZB,E − 2j(Aci + Aτi )Ji)
]
(4.79)
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where again, the Ji on the left and right have different meanings.
The above arguments can be carried over wholesale to the supersymmetric index IN=2,
since the (Lf )i rotate into each other under global SU(2). The fermions modify the repre-
sentation in which the trace is taken, and (as we will see) the fact that a particular linear
combination of the bulk gauge field and the auxiliary scalar σ appears in the quantum me-
chanics is reflected in the appearance of these fields in the supersymmetric path-ordered
expression.
5 Coupling to the Bulk
We now take a top-down approach to the quantum mechanics on the line by restricting the
3D N = 2 multiplets to 1D N = 2 multiplets closed under SUSY transformations that
generate translations along the line, which we take to extend along the 0 direction in R1,2 (as
in the previous section, aside from Section 4.3, we work in Lorentzian signature). We thus
identify the components of the 1D vector multiplet with restrictions of the bulk fields; in
principle, the 1D chiral multiplet Φ of the previous section descends from bulk super gauge
transformations.
Our conventions for SUSY in R1,2 are given in Appendix A.4. The linear combination
of supercharges that generates translations along the line is Ω ≡ (Q1 + iQ2)/
√
2 (any choice
Ω = c1Q1 + c2Q2 with |c1|2 = |c2|2 = 1/2 and c1c∗2 purely imaginary would suffice), which
satisfies {Ω,Ω†} = −2P0 = 2H for vanishing central charge. Therefore, to restrict to the
line, we choose the infinitesimal spinor parameter ξ such that
ξQ = ξ1Q2 − ξ2Q1 = ωΩ =⇒ (ξ1, ξ2) = 1√
2
(iω,−ω) (5.1)
where ω is some fiducial Grassmann parameter (note that ξQ has suppressed spinor indices,
while ωΩ does not). In terms of the linear representations of the supercharges on 3D and
1D N = 2 superspace ((A.26) and (A.10), respectively), we compute that for superfields
whose only spacetime dependence is on the 0 direction, 1D N = 2 SUSY transformations
are implemented by ξQ− ξ¯Q¯ = ωQˆ+ ω¯Qˆ† with θ = 1√
2
(θ1 − iθ2) and ∂θ = 1√2(∂θ1 + i∂θ2).
5.1 Linearly Realized SUSY on the Line
With all auxiliary fields necessary to realize SUSY transformations linearly, a 3D N = 2
vector multiplet (V = V †) takes the form
V = C + θχ− θ¯χ¯+ 1
2
θ2(M + iN)− 1
2
θ¯2(M − iN)− iθθ¯σ − θγµθ¯Aµ
+ iθ2θ¯
(
λ¯− 1
2
γµ∂µχ
)
− iθ¯2θ
(
λ− 1
2
γµ∂µχ¯
)
+
1
2
θ2θ¯2
(
D − 1
2
∂2C
) (5.2)
where V = V aT a, etc., and all bosonic components are real. A 3D N = 2 chiral multiplet
(D¯αΦ = 0) takes the form
Φ = A− iθγµθ¯∂µA− 1
4
θ2θ¯2∂2A+
√
2θψ − i√
2
θ2θ¯γµ∂µψ + θ
2F (5.3)
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where the scalar components are complex. Bulk (3D) SUSY acts on the vector and chiral
multiplets as in (A.28) and (A.29). For f any complex 3D fermion, it is convenient to set
f ′ ≡ f1 + if2√
2
, f ′′ ≡ f1 − if2√
2
. (5.4)
We find that the 3D N = 2 vector multiplet restricts to the following 1D N = 2 multiplets:
• a 1D vector {−C, χ′, σ + A0},
• a 1D chiral {(N + iM)/2, λ′ − i∂0χ¯′′} (and its conjugate antichiral),
• and a 1D chiral {(iD − ∂0σ)/2, ∂0λ¯′′} (and its conjugate antichiral).
We find that the 3D N = 2 chiral multiplet restricts to the following 1D N = 2 multiplets:
• a 1D chiral {A,−√2ψ′}
• and a 1D antichiral {F,−√2∂0ψ′′}.
The above 1D N = 2 multiplets transform according to (A.16) and (A.18) with  = ω. Note
that χ, λ, ψ in 3D each restrict to two independent complex fermions in 1D.
5.2 Nonlinearly Realized SUSY on the Line
The most direct way to see how Φ in the coadjoint orbit Lagrangian arises from bulk super
gauge transformations would be to perform the supersymmetric analogue of the derivation
of Section 3.2 by cutting out a tubular neighborhood of the line and examining the effect
of a bulk super gauge transformation on the resulting boundary (an action is induced on
the line after integrating over all such transformations and taking the radius to zero). For
this derivation, it would not suffice to work in Wess-Zumino gauge.23 Therefore, let us not
presuppose a gauge. In superspace, the 3D N = 2 Chern-Simons Lagrangian
LCS = k
4pii
∫
d4θ
∫ 1
0
dt Tr[V D¯α(e
−2tVDαe2tV )] (5.5)
is invariant under (linearly realized) SUSY and reduces to (2.2) in Wess-Zumino gauge. To
see the effect of a super gauge transformation (following [40]), consider more generally
LCS = k
8pii
∫
d4θ
∫ 1
0
dt `CS, `CS = Tr[(e
−2V (t)∂te2V (t))D¯α(e−2V (t)Dαe2V (t))] (5.6)
with boundary conditions V (0) = 0 and V (1) = V .24 Under a super gauge transformation
e2V (t) → eΦ¯(t)e2V (t)eΦ(t), we have `CS → `CS + δ′`CS where
δ′`CS = Tr[Dα(e−Φ¯(t)∂teΦ¯(t)e2V (t)D¯αe−2V (t)) + D¯α(∂teΦ(t)e−Φ(t)e−2V (t)Dαe2V (t))]. (5.7)
23The conditions on the chiral superfield transformation parameter Λ to preserve Wess-Zumino gauge are
that A = −A∗, ψ = 0, and F = 0, in which case the super gauge transformation e2V → eΛ¯e2V eΛ reduces
to an ordinary gauge transformation with parameter −A: V → V − iθγµθ¯∂µA + [V,A]. These conditions
preclude the possibility of inducing fermions on the line.
24The integration can only be explicitly performed in the abelian case: upon integrating by parts,
`CS = 2∂t(V (t)D¯αD
αV (t)) =⇒ LCS = k
4pi
∫
d4θ V Σ
WZ gauge−−−−−−→ k
4pi
(µνρAµ∂νAρ − 2iλλ¯− 2Dσ)
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Obtaining an explicit expression for this total derivative (in particular, for Φ(t) when V (t) =
tV ) is prohibitively complicated. Thus, rather than imitating the derivation of [34], we will
arrive at a bulk interpretation of the quantum-mechanical variables φ, ψ in Wess-Zumino
gauge, which partially fixes “super gauge” while retaining the freedom to perform ordinary
gauge transformations. To this end, it is useful to work in terms of the correponding non-
linearly realized supersymmetry (SUSY’) transformations.
In Wess-Zumino gauge, a 3D N = 2 vector multiplet takes the form
V |WZ = −iθθ¯σ − θγµθ¯Aµ + iθ2θ¯λ¯− iθ¯2θλ+ 1
2
θ2θ¯2D. (5.8)
Bulk (3D) SUSY’ acts on the vector multiplet as
δ′σ = −(ξλ¯− ξ¯λ),
δ′Aµ = i(ξγµλ¯+ ξ¯γµλ),
δ′λ = −iξD − iγµξDµσ − 12µνργρξFµν , (5.9)
δ′λ¯ = iξ¯D + iγµξ¯Dµσ − 12µνργρξ¯Fµν ,
δ′D = −(ξγµDµλ¯− ξ¯γµDµλ) + [ξλ¯+ ξ¯λ, σ]
where Dµ(·) = ∂µ(·)− i[Aµ, (·)] and Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ]. Bulk (3D) SUSY’ acts
on a fundamental chiral multiplet as
δ′A = −
√
2ξψ,
δ′ψ = −
√
2ξF + i
√
2γµξ¯DµA+ i
√
2ξ¯σA, (5.10)
δ′F = i
√
2ξ¯γµDµψ − i
√
2σξ¯ψ − 2iξ¯λ¯A
where Dµ(·) = ∂µ(·)− iAµ(·). SUSY’ transformations close off shell into the algebra
[δ′ζ , δ
′
ξ](·) = −2i(ξγµζ¯ + ξ¯γµζ)Dµ(·)− 2i(ξζ¯ − ξ¯ζ)σ · (·) (5.11)
on gauge-covariant fields where, e.g., σ · (·) ≡ [σ, (·)] for σ, Fµν , λ, λ¯, D and σ · (·) ≡ σ(·) for
A,ψ, F . The above transformation laws and commutators can be obtained by dimensional
reduction from 4D (set ∂3 = 0).
The 3D SUSY’ transformations restrict to the line as follows. We again use the notation
(5.4). For the vector multiplet, defining the SUSY’-covariant derivative D′0(·) ≡ D0(·) −
i[σ, (·)] = ∂0(·) − i[σ + A0, (·)], which satisfies δ′D′0(·) = D′0δ′(·) and D′0σ = D0σ, we obtain
the following (rather degenerate) restricted multiplets in 1D:
• a 1D vector {0, 0, σ + A0},
where Σ = −iαβD¯αDβV is the linear superfield associated to V . In Wess-Zumino gauge (5.8),
Σ = −2σ + 2θ¯λ− 2θλ¯+ 2iθθ¯D − µνρθγρθ¯Fµν + iθ¯2θγµ∂µλ− iθ2θ¯γµ∂µλ¯+ 1
2
θ2θ¯2∂2σ.
The superspace Lagrangian transforms by a total spinor derivative under V → V + Φ + Φ¯, by virtue of the
relations {Dα, D¯β} = −2iγµαβ∂µ and hence {Dα, D¯α} = 0.
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• a 1D adjoint chiral {0, λ′} (and its complex conjugate),
• and a 1D adjoint chiral {(iD −D′0σ)/2, D′0λ¯′′} (and its complex conjugate).
For a fundamental chiral multiplet, defining the SUSY’-covariant derivative D′0(·) ≡ D0(·)−
iσ(·) = ∂0(·) − i(σ + A0)(·), which satisfies δ′D′0(·) = D′0δ′(·), we obtain a single restricted
multiplet in 1D, namely
• a 1D fundamental chiral {A,−√2ψ′},
whose scalar component is associated with bulk gauge transformations. All of the above 1D
N = 2 chiral multiplets transform according to (A.20) with  = ω and D0 → D′0. Note that
the putative 1D fundamental antichiral {F,−√2D′0ψ′′} transforms according to
δ′F = −ω¯(−
√
2D′0ψ
′′)− 2iAω¯λ¯′,
δ′(−
√
2D′0ψ
′′) = 2iωD′0F,
which is incompatible with 1D SUSY’. On a 1D chiral multiplet, the 1D SUSY’ algebra is
realized as
[δ′η, δ
′
](·) = −2i(η† + †η)D′0(·) (5.12)
for (·) = φ, ψ, while δ′ acts trivially on a 1D vector multiplet in Wess-Zumino gauge.
One would expect to write a coupled 3D-1D action
S3D-1D =
∫
d3xLCS + j
∫
dt L˜ (5.13)
that is both supersymmetric and gauge-invariant (under SUSY’ and ordinary gauge trans-
formations), with the transformation of the 1D action compensating for any boundary terms
induced along the line in the transformation of the 3D action. However, in Wess-Zumino
gauge, LCS in (2.2) has the following SUSY’ variation:
δ′LCS = k
4pi
∂µ Tr[i
µνρ(ξγνλ¯+ ξ¯γνλ)Aρ + 2(ξγ
µλ¯− ξ¯γµλ)σ]. (5.14)
This induces a boundary term along the line only if the fields are singular as the inverse of
the radial distance to the line. Since they are not, it suffices to show that the 1D action is
itself invariant under appropriately defined 1D SUSY’ transformations.
5.3 Nonlinearly Realized SUSY in the Sigma Model
To carry out this last step, we specialize to SU(2). For the vector multiplet, the bulk and
line variables are identified as ai = −Ci, ψi = χ′i, Ai = σi + (A0)i. The quantum mechanics
L˜|WZ = L˜0 + LA is invariant under the 1D SUSY’ transformations
δ′φ = ψ,
δ′ψ = −2i†(φ˙− i
2
A1(1− φ2)− 12A2(1 + φ2)− iA3φ), (5.15)
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which satisfy the algebra
[δ′η, δ
′
]φ = −2i(η† + †η)(φ˙− i2A− + i2A+φ2 − iA3φ),
[δ′η, δ
′
]ψ = −2i(η† + †η)(ψ˙ + i(A+φ− A3)ψ), (5.16)
[δ′η, δ
′
]ψ
† = −2i(η† + †η)(ψ˙† − i(A−φ† − A3)ψ†).
The adjoint action of SU(2) on its Lie algebra induces an action on S2, which explains the
appearance of the SU(2) Killing vectors in δ′ψ. Explicitly, at the level of scalar components,
the map between the adjoint (gauge parameter) chiral superfield S = s+θf−iθθ†s˙ = Saσa/2
and the (scalar) SU(2)/U(1) coset chiral superfield Φ = φ+ θψ − iθθ†φ˙ is
1
|s|
 s1−s2
s3
↔
 sin θ cosϕsin θ sinϕ
cos θ
↔ φ = s1 − is2|s| − s3 (5.17)
by stereographic projection (note that this only makes sense for s real). In terms of angles,
eiϕ =
s1 − is2√|s|2 − (s3)2 , tan(θ/2) =
√
|s| − s3
|s|+ s3 . (5.18)
Keep in mind that to translate between the adjoint action and linear fractional transforma-
tions, one must flip the sign of the second Killing vector: that is, one must identify ~σ/2 with
(~e1,−~e2, ~e3). The action of SU(2) is as expected: writing  = aσa/2 and s = saσa/2, we
have with i infinitesimal that
g = 1 + i =⇒ gsg−1 = s+ i[, s] =⇒ δSU(2)si = ijksjk. (5.19)
Under the given map (5.17), this is equivalent to δSU(2)φ = ixi. Now we check that SUSY’
acts correctly. Na¨ıvely, we have for the components of S that (with A = Aaσa/2)
δ′s = f,
δ′f = −2i†(s˙− i[A, s]), (5.20)
but to make sense of SUSY’ transformations for real s, we must take f real and  purely
imaginary (though S itself is not real):
δ′s = if,
δ′f = −2(s˙− i[A, s]), (5.21)
where , f are real Grassmann variables. In terms of chiral superfields, the desired map is
Φ =
S1 − iS2
|S| − S3 = φ+ θψ − iθθ
†φ˙. (5.22)
Upon substituting for δ′sa and δ′fa, the δ′ variations of φ = φ(sa, fa) and ψ = ψ(sa, fa) are
δ′φ = iψ,
δ′ψ = −2(φ˙− i
2
A1(1− φ2)− 1
2
A2(1 + φ2)− iA3φ), (5.23)
as expected (for our choice of ). It would be interesting to clarify the interpretation of the
coadjoint orbit theory as resulting from promoting the gauge transformation parameter in
the group element g to a chiral superfield (g = eiS
aσa/2).
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6 Localization in 3D
6.1 Overview
We now examine how the understanding achieved for a straight line in R1,2 can be extended
to compact Euclidean spaces. We will describe shortly the backgrounds to which our analysis
generalizes, but some general considerations are as follows.
A supersymmetric field theory minimally coupled to a curved metric is invariant under
variations with covariantly constant spinors. Going beyond the minimal coupling paradigm,
one can preserve supersymmetry by generalizing the spinor condition ∇µξ = 0 in various
ways. It is convenient to start by assuming superconformal symmetry, which requires only
the existence of conformal Killing spinors. Under this assumption, we construct in Appendix
A.4 the curved-space SUSY’ transformations (A.46) and (A.48), in which the eight indepen-
dent superconformal symmetries associated to ξ, ξ˜ generate the 3D N = 2 superconformal
algebra osp(2|2, 2). These transformations turn out to be a special case of a more general set
of transformations derived from the “new minimal” supergravity background (see [41], which
we follow closely in this section). Of course, not all of the backgrounds that we are interested
in are conformally flat: having derived the SUSY’ transformations with conformal Killing
spinor parameters, we restrict to those spinors that generate a suitable non-conformal sub-
algebra; the resulting transformations, for suitably generalized Killing spinors, pertain to all
of the backgrounds that we consider. The results coincide with the supergravity background
perspective that we describe in the next subsection.
Having placed the theory supersymmetrically on a curved space, the next question is that
of computability. The fact that the Chern-Simons partition function on Seifert manifolds
can be written as a matrix model is well-known from [32, 42] (see [33] for a review), and
has been discussed in the framework of nonabelian localization in [21, 20]. By now, the
computation of observables in N = 2 Chern-Simons theory via supersymmetric localization
[31] is also a well-established technique. The original approach of [31] applies to SCFTs (of
which N = 2 Chern-Simons-matter theories with no superpotential, and particularly pure
N = 2 Chern-Simons theory, are examples [43]), but it can be generalized to non-conformal
theories with a U(1)R symmetry [44, 45].
The basic approach is as follows. In Euclidean signature, we regard all fields as complex-
ified and the path integration cycle as middle-dimensional. To use δV as a localizing term
while preserving δ-invariance of the theory (and correlation functions of δ-closed operators),
we choose δ to square to (if not zero) a bosonic symmetry under which V is invariant up to
total derivatives, and we choose the bosonic part of δV to be positive-semidefinite to ensure
convergence of the path integral. On the backgrounds of interest to us, the Euclidean Yang-
Mills action may be conveniently chosen to play the role of δV . The localization locus F ,
comprised of field configurations that contribute to the path integral in the t → ∞ limit (t
being the coefficient of δV ), is the intersection of the BPS field configurations with the saddle
points of δV (for gauge theories, we mean that the gauge-fixed action localizes to F ; prop-
erly, one would form an extended cochain complex with respect to the nilpotent δ + δBRST
[46]). To avoid a potential confusion about order of limits when deriving the absence of the
shift in N ≥ 2 Chern-Simons theories [47], one should integrate out the gauginos at any
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finite value for the coefficient of the localizing term, before taking it to infinity (which sets
the gauginos to zero).
Passing to compact Euclidean three-manifolds allows us to compute correlation functions
of nontrivially linked, mutually half-BPS Wilson loops. On S3, for example, we can access
links whose components are fibers of the same Hopf fibration and are therefore unknots with
mutual linking number one (the simplest example is the Hopf link). One can also squash
the S3 to obtain the Berger sphere with SU(2) × U(1) isometry (where the Killing vector
has closed orbits and points along the Seifert fiber) [48, 49] or the ellipsoid with U(1)×U(1)
isometry (where the Killing vector does not, generically, point along the fiber) [23]; on the
latter background, one can compute expectation values of nontrivial torus knots [47, 50].
One can also consider lens spaces [51] and more general Seifert manifolds [2, 25, 52, 53].
With appropriate boundary conditions, localizing on a solid torus D2 × S1 [54, 55] makes
contact with supersymmetric analogues of the gluing and Heegaard decompositions usually
encountered in the context of Chern-Simons theory [56, 57, 58, 59]. We examine the quantum
mechanics on Wilson loops in these general backgrounds.
6.2 Supergravity Background
For the sake of a unified presentation, we first review the relevant aspects of the background
supergravity formalism of [60], following [41, 23]. The idea is that one can systematically
formulate quantum field theories preserving some rigid supersymmetry as BPS configurations
of off-shell supergravity theories to which they couple via a chosen multiplet containing both
the supercurrent and the energy-momentum tensor. For a given theory, different supercurrent
multiplets lead to different off-shell supergravities, which have different rigid limits.
In the 3DN = 2 context, this approach allows for the construction of a scalar supercharge
by partially topologically twisting the U(1)R symmetry of the N = 2 algebra. Namely, sup-
pose that M3 admits a transversely holomorphic foliation (THF), which consists of a nowhere
vanishing unit vector field vµ and a complex structure J on the two-dimensional leaves trans-
verse to vµ such that LvJ = 0. Then, very roughly speaking, one may twist the spatial ro-
tations in the “planes” transverse to the “time” direction [23]. This construction subsumes
both the round sphere and squashed sphere backgrounds. The relevant supergravity theory
is “new minimal” supergravity, defined as the off-shell formulation of 3D supergravity that
couples to the R-multiplet of a 3D N = 2 quantum field theory with a U(1)R symmetry.
For the supersymmetry algebra and multiplets resulting from the rigid limit of new minimal
supergravity, see Section 6 of [23]. The bosonic fields in new minimal supergravity are the
metric gµν , the R-symmetry gauge field A
(R)
µ , a two-form gauge field Bµν , and the central
charge symmetry gauge field Cµ. It is convenient to let H and Vµ denote the Hodge duals
of the field strengths of Bµν and Cµ, respectively.
For 3D N = 2 theories with a U(1)R symmetry, [23] classifies the backgrounds that pre-
serve some supersymmetry. In particular, to preserve two supercharges of opposite R-charge,
the three-manifold M3 must admit a nowhere vanishing Killing vector Kµ. If Kµ is real,
then M3 is necessarily an orientable Seifert manifold. An example with Kµ complex is the
S2 × S1 background of [61] relevant to computing the superconformal index (as opposed to
the topologically twisted index of [62]). We focus on the case of a real, nowhere vanishing
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Killing vector Kµ, but we do not restrict the orbit to be a Seifert fiber. Under these as-
sumptions, it suffices to consider backgrounds with Vµ = 0, so that the conditions for the
existence of a rigid supersymmetry are
(∇µ − iA(R)µ )ξ = −
1
2
Hγµξ,
(∇µ + iA(R)µ )ξ˜ = −
1
2
Hγµξ˜.
(6.1)
These are the generalized Killing spinor equations, under which ξ and ξ˜ have R-charges ±1,
respectively. The corresponding SUSY’ transformations with Vµ = 0 [41] are
δ′σ = −(ξλ˜− ξ˜λ),
δ′Aµ = i(ξγµλ˜+ ξ˜γµλ),
δ′λ = −iξ(D − σH)− iγµξDµσ − i2
√
g−1µνργρξFµν , (6.2)
δ′λ˜ = iξ˜(D − σH) + iγµξ˜Dµσ − i2
√
g−1µνργρξ˜Fµν ,
δ′D = −Dµ(ξγµλ˜− ξ˜γµλ) + [ξλ˜+ ξ˜λ, σ] +H(ξλ˜− ξ˜λ)
for the vector multiplet and
δ′A = −
√
2ξψ,
δ′ψ = −√2ξF + i√2γµξ˜DµA+ i
√
2ξ˜σA− i√2∆Hξ˜A, (6.3)
δ′F = i
√
2Dµ(ξ˜γ
µψ)− i√2σξ˜ψ − 2iξ˜λ˜A+ i√2(∆− 2)Hξ˜ψ
for a fundamental chiral multiplet of dimension ∆ (here, the dimensions coincide with the
R-charges, differing by a sign for antichiral multiplets). The covariant derivative is now
Dµ = ∇µ − iAµ − irA(R)µ (6.4)
where r is the R-charge of the field on which it acts. The transformations (6.2) and (6.3)
furnish a representation of the algebra su(1|1). Taking into account the generalized Killing
spinor equations (6.1) and replacing
∇µξ → Dµξ = (∇µ − iA(R)µ )ξ, ∇µξ˜ → Dµξ˜ = (∇µ + iA(R)µ )ξ˜ (6.5)
in the curved-space SUSY’ transformations (A.46) and (A.48) results in precisely the Vµ = 0
SUSY’ transformations above. The latter transformations satisfy the same algebra as (A.46)
and (A.48), given in Appendix A.4, but with parameters
Uµ = 2iξγµξ˜, µν = 2H
√
gµνρξγ
ρξ˜, ρ = 0, α = 2iHξξ˜ (6.6)
and Dµ as in (6.4). We also have at our disposal
δ′ξδ
′
ξ˜
Tr
(
1
2
λλ˜− iDσ
)
= ξξ˜LYM, (6.7)
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LYM = Tr
[
1
4
FµνF
µν +
1
2
DµσD
µσ − 1
2
(D − σH)2 − iλ˜γµDµλ+ iλ˜[σ, λ] + i
2
Hλλ˜
]
as a convenient localizing term, where we have omitted the Yang-Mills coupling.
If the generalized Killing spinor equations have at least one solution, then M3 admits
a THF. The existence of solutions to both equations implies that Kµ ≡ ξγµξ˜ is a nowhere
vanishing Killing vector. Assuming that Kµ is real, we can find local (“adapted”) coordinates
(ψ˜, z, z¯) such that K = ∂ψ˜ and
ds2 = (dψ˜ + a(z, z¯) dz + a¯(z, z¯) dz¯)2 + c(z, z¯)2 dz dz¯ (6.8)
where a is complex and c is real (following [41], we have normalized the metric such that
|K|2 = 1, which does not affect results for supersymmetric observables [24]; see also [63]).
Coordinate patches are related by transformations of the form ψ˜′ = ψ˜ + α(z, z¯), z′ = β(z),
z¯′ = β¯(z¯) with α real and β holomorphic. We choose the vielbein
e1 =
1
2
c(z, z¯)(dz + dz¯), e2 =
i
2
c(z, z¯)(dz − dz¯), e3 = dψ˜ + a(z, z¯) dz + a¯(z, z¯) dz¯, (6.9)
for which the corresponding spin connection (determined from dea + ωab ∧ eb = 0) is
ω12 = −ω21 = Fae3 + (ω2D)12, ω23 = −ω32 = −Fae1, ω31 = −ω13 = −Fae2 (6.10)
where we have defined
Fa(z, z¯) ≡ i(∂z¯a− ∂za¯)
c2
, (ω2D)
12 = −(ω2D)21 = − i
c
(∂zc dz − ∂z¯c dz¯) (6.11)
with ω2D being the spin connection associated to e
1, e2 for the 2D metric c2 dz dz¯. Note that
Fa is independent of the choice of chart, while ω2D is not. We have on spinors that
∇µ = ∂µ − i
2
Faγµ · + i
(
Fae
3
µ +
1
2
(ω2D)
12
µ
)
γ3 · (6.12)
(cf. (A.41)), where the dots indicate matrix multiplication rather than spinor contraction
(see Appendix A.4). Hence if we take
H = −iFa, A(R) = −
(
Fae
3 +
1
2
(ω2D)
12
)
, (6.13)
then the generalized Killing spinor equations (6.1) are solved by
ξ = x
(
1
0
)
, ξ˜ = x
(
0
1
)
(6.14)
in a basis where γa = xσax−1 (here, as in the definition of Kµ, we really mean the commuting
spinors ξ|0 and ξ˜|0). In particular, ξ, ξ˜ are constant in the chosen frame, and since x ∈ SU(2),
we have both ξ˜ = ξ† and ξ|0ξ†|0 = 1. Regardless of basis, we have
Ka = (ξ|0)γa(ξ˜|0) =
(
0 −1 ) γa( 0
1
)
= δa3, (6.15)
so that K = ∂ψ˜.
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6.3 Localizing “Seifert” Loops
We now describe how bulk Vµ = 0 SUSY’ restricts to BPS Wilson loops. To summarize,
our assumption that M3 admits a real, nowhere vanishing Killing vector restricts it to be a
Seifert manifold. On any such manifold, it is possible to define a 3D N = 2 supergravity
background with Vµ = 0, in which the Killing spinors take a simple form. Namely, we work
in local coordinates (ψ˜, z, z¯) such that K = ∂ψ˜ and the metric takes the standard form
(6.8): upon choosing the frame (6.9) and the background fields H and A(R) as in (6.13),
the generalized Killing spinor equation Dµη = −12Hγµη (with Dµ as in (6.4)) has solutions
η = ξ, ξ˜ of R-charge ±1 as in (6.14).
However, the integral curves of the Killing vector field may not be compact. Therefore,
local coordinates adapted to the Killing vector do not necessarily define a Seifert fibration of
M3. Thus the Wilson loops that we consider, while supported on the Seifert manifold M3,
are not necessarily Seifert loops. The quotation marks in the title of this subsection serve to
emphasize that the term “Seifert loop” (in the sense of [21]) is a misnomer.
To begin, consider a Euclidean 3D N = 2 Wilson loop along a curve γ [43, 50]:
W = TrR P exp
[
i
∮
γ
(Aµdx
µ − iσds)
]
= TrR P exp
[
i
∮
γ
dτ (Aµx˙
µ − iσ|x˙|)
]
. (6.16)
The BPS conditions following from (6.2) take the same form on any background geometry:
nµγµξ − ξ = 0, nµγµξ˜ + ξ˜ = 0, (6.17)
with nµ = x˙µ/|x˙| being the unit tangent vector to γ. They are satisfied when nµ = −Kµ.
Hence a BPS Wilson loop preserving both supercharges under consideration lies along an
integral curve of Kµ.25
To determine how bulk SUSY’ restricts to these BPS Wilson loops, note that even after
demanding that the Killing spinors ξ, ξ˜ be properly normalized, we still have the freedom to
introduce a relative phase between them (the overall phase is immaterial). Therefore, let us
keep ξ as in (6.14), with Kµ = ξγµξ†, and write
ξ˜ = ρx
(
0
1
)
= ρξ†, |ρ| = 1. (6.18)
The linear combinations of 3D fermions that appear in the 1D multiplets depend on the
gamma matrix conventions. For simplicity, we work in the basis γa = σa (a = 1, 2, 3).
25These conditions would be equivalent in Lorentzian signature: a Lorentzian 3D N = 2 Wilson loop
W = TrR P exp
[
i
∮
γ
(Aµdx
µ + σds)
]
= TrR P exp
[
i
∮
γ
dt (Aµx˙
µ + σ|x˙|)
]
is locally half-BPS in R1,2 (using (5.9)) if we choose
− x˙
µ
|x˙|γµξ + iξ = 0⇐⇒ −
x˙µ
|x˙|γµξ¯ − iξ¯ = 0.
If the line extends along the 0 direction, then these conditions reduce to iξ1 = ξ2, as in Section 5.
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According to the above discussion, we fix (n1, n2, n3) = (0, 0,−1). Restoring Grassmann
parameters, we have (
ξ1
ξ2
)
=
(
ω
0
)
,
(
ξ˜1
ξ˜2
)
=
(
0
ρω¯
)
. (6.19)
To restrict the SUSY’ transformations (6.2) and (6.3), we drop dependence on the 1 and
2 directions and consider only the component of the gauge field along the loop. Along the
loop, frame and spacetime indices are equivalent since e33 = 1. For the vector multiplet, it is
convenient to define the 1D SUSY’-covariant derivative
D′3(·) ≡ ∂3(·)− i[A3 + iσ, (·)] (6.20)
on both scalars and spinors, which satisfies δ′D′3(·) = D′3δ′(·) and D′3σ = D3σ. Note that
D′3(·) and D3(·)+[σ, (·)] coincide on scalars, but not on spinors; note also that in 1D, we need
not diffeomorphism-covariantize the derivative acting on spinors because the spin connection
is trivial. In our supergravity background and frame, we have on spinors that
∇i = ∂i − 1
2
Hγi + iA
(R)
i γ3 =⇒ ∇3ψi⊥ = ∂3ψi⊥ − (−1)i⊥
(
1
2
H − iA(R)3
)
ψi⊥ (6.21)
where i⊥ = 1, 2. Moreover, it follows from the Vµ = 0 SUSY’ algebra that the gauginos λ, λ˜
have R-charges ∓1, so (6.4) and (6.21) give
D3λ1 = ∂3λ1 +
1
2
Hλ1 − i[A3, λ1], D3λ˜2 = ∂3λ˜2 − 1
2
Hλ˜2 − i[A3, λ˜2]. (6.22)
Specializing to our specific ξ, ξ˜, we obtain from (6.2) (using (6.20) and (6.22)) that
δ′σ = −(ωλ˜2 + ρω¯λ1),
δ′A3 = i(ωλ˜2 + ρω¯λ1),
δ′λ1 = −iωD + iωD′3σ + iωσH, (6.23)
δ′λ˜2 = iρω¯D + iρω¯D′3σ − iρω¯σH,
δ′D = −(ωD′3λ˜2 − ρω¯D′3λ1),
with δ′λ2 = δ′λ˜1 = 0. We thus obtain the following restricted multiplets in 1D:
• A 1D vector {0, 0, A3 + iσ} where δ′(A3 + iσ) = 0.
• Two independent 1D adjoint chirals (not related by complex conjugation) {0, λ2} and
{0, λ˜1} where δ′λ2 = δ′λ˜1 = 0.
The remaining fields do not comprise good multiplets. Namely, we have:
• A putative 1D adjoint chiral {(D +D′3σ)/2,−D′3λ˜2} where
δ′((D +D′3σ)/2) = ω(−D′3λ˜2),
δ′(−D′3λ˜2) = −2iρω¯D′3((D +D′3σ)/2) + iρω¯HD′3σ.
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• A putative 1D adjoint antichiral {(D −D′3σ)/2, iD′3λ1} where
δ′((D −D′3σ)/2) = −iρω¯(iD′3λ1),
δ′(iD′3λ1) = 2ωD
′
3((D −D′3σ)/2)− ωHD′3σ.
These do not comprise good multiplets for two reasons. First, the Euclidean SUSY’ trans-
formation rules of a 1D chiral are δφ = ψ, δψ = 2†φ˙, and those of a 1D antichiral are
δφ′ = −†ψ′, δψ′ = 2φ˙′; hence the above transformation rules do not close for nonzero
H. Second, even for H = 0, it is impossible to choose the phase ρ such that both sets of
transformation rules close (if ρ = i, then the chiral closes while the antichiral does not, while
if ρ = −i, then the opposite is true). We will see that for a 3D chiral to restrict to a 1D
chiral, we must choose ρ = i. Indeed, consider a fundamental chiral multiplet of dimension
∆. The corresponding 1D SUSY’-covariant derivative is
D′3(·) ≡ ∂3(·)− i(A3 + iσ)(·), (6.24)
which satisfies δ′D′3(·) = D′3δ′(·). From the Vµ = 0 SUSY’ algebra, we see that A,ψ, F have
R-charges −∆, 1−∆, 2−∆, respectively, so that
D3A = (∂3 − iA3 + i∆A(R)3 )A,
D3ψ1 = ∇3ψ1 − iA3ψ1 − i(1−∆)A(R)3 ψ1
(6.25)
with ∇3ψ1 as in (6.21). Substituting our specific ξ, ξ˜ into (6.3) and using (6.24) then gives
the restricted transformation rules
δ′A = −
√
2ωψ2,
δ′ψ1 = −
√
2ωF,
δ′ψ2 = i
√
2ρω¯(D′3 + i∆A
(R)
3 −∆H)A, (6.26)
δ′F = i
√
2ρω¯(D′3 − i(2−∆)A(R)3 +H)ψ1 + 2iρω¯λ˜1A− i
√
2∆ρω¯ψ1H.
Choosing both ρ = i and ∆ = 0, we obtain a single restricted multiplet in 1D, namely a 1D
fundamental chiral {A,−√2ψ2} where
δ′A = ω(−
√
2ψ2),
δ′(−
√
2ψ2) = 2ω¯D
′
3A.
(6.27)
The remaining transformation rules can be written as
δ′F = ω¯(−
√
2(D′3 − 2iA(R)3 +H)ψ1)− 2ω¯λ˜1A,
δ′(−
√
2D′3ψ1) = 2ωD
′
3F,
which superficially resemble those of a 1D fundamental antichiral, but which do not close
and do not have the correct relative sign.
The key point is that the transformation rules for the restricted 1D multiplets are in-
dependent of the supergravity background fields and take exactly the same form as in flat
space. The fields are a priori complex, and D′3 is not Hermitian because it involves a com-
plexified gauge field. After imposing reality conditions in the path integral, we want σ purely
imaginary, A3 purely real, and D purely imaginary; the fermions remain independent.
40
6.3.1 Example: S3
Let us see how this setup works in the familiar setting of S3, whose radius we take to be `.
This is a special case due to the high amount of symmetry, so we first make some comments
on the geometry of S3. We coordinatize S3 by an element g ∈ SU(2), which admits both
left and right actions of SU(2). Frame indices are identified with su(2) indices in the basis
T a = σa/2. The su(2)-valued left- and right-invariant one-forms are
ΩL ≡ g−1dg = i(ΩL)aT a, ΩR ≡ dgg−1 = i(ΩR)aT a (6.28)
where (ΩL)
a ≡ (ΩL)aµ dxµ and (ΩR)a ≡ (ΩR)aµ dxµ, which satisfy the Maurer-Cartan equations
d(ΩL)
a − 1
2
abc(ΩL)
b ∧ (ΩL)c = 0, d(ΩR)a + 1
2
abc(ΩR)
b ∧ (ΩR)c = 0. (6.29)
The bi-invariant Riemannian metric (i.e., the metric on S3 induced by its embedding in C2
with coordinates (a, b) via g = ( a b−b¯ a¯ )) is
ds2 =
`2
2
Tr(dg ⊗ dg−1) = −`
2
2
Tr(Ω⊗2L ) = −
`2
2
Tr(Ω⊗2R ). (6.30)
In terms of Euler angles θ ∈ [0, pi), φ ∈ [0, 2pi), ψ ∈ [0, 4pi), we have
g =
(
cos θ
2
ei(φ+ψ)/2 i sin θ
2
ei(φ−ψ)/2
i sin θ
2
e−i(φ−ψ)/2 cos θ
2
e−i(φ+ψ)/2
)
, ds2 =
`2
4
(dθ2 + dφ2 + dψ2 + 2 cos θ dφ dψ). (6.31)
The frame one-forms are
eL =
`
2
ΩL, eR =
`
2
ΩR, (6.32)
which satisfy eaµe
b
νδab = gµν . With the canonical orientation
√
det gθφψ = `
3 sin θ/8 (writing
det g in full to avoid confusion with the SU(2) coordinate g), the volume form is√
det g dθ ∧ dφ ∧ dψ = −(eL)1 ∧ (eL)2 ∧ (eL)3 = −(eR)1 ∧ (eR)2 ∧ (eR)3, (6.33)
giving vol(S3) = 2pi2`3. From the Maurer-Cartan equations, we read off the spin connection
ωab ≡ ωabµ dxµ in the two frames: (ωL)ab = 1` abc(eL)c and (ωR)ab = −1` abc(eR)c. Hence on
spinors (see (A.41)), we have
∇µ|LI = ∂µ + i
2`
γµ · , ∇µ|RI = ∂µ − i
2`
γµ · (6.34)
in the left- and right-invariant frames, respectively. The left- and right-invariant vector fields
that generate the left and right actions of SU(2) via Lag = −T ag and Rag = gT a are dual
to ΩR,L in that their components are given by the inverse vielbeins:
La =
i`
2
(eR)
µ
a∂µ, Ra = −
i`
2
(eL)
µ
a∂µ, (6.35)
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with normalizations chosen such that they satisfy the algebra su(2)` ⊕ su(2)r:
[La, Lb] = iabcLc, [Ra, Rb] = iabcRc. (6.36)
Their actions on g imply that
La(ΩR)
b = iabc(ΩR)
c, Ra(ΩL)
b = iabc(ΩL)
c, La(ΩL)
b = Ra(ΩR)
b = 0. (6.37)
The four C-linearly independent conformal Killing spinor fields on S3 can be constructed by
taking ξ constant in the left-invariant frame or constant in the right-invariant frame:
∇µξ = ± i
2`
γµ · ξ = ∓ i
2`
γµξ ⇐⇒ ξ′ = ∓ i
2`
ξ, (6.38)
with two solutions for each sign. Keeping in mind that (A.39) means ∇µξ = −γµ ·ξ′, we refer
to spinors with ξ′ = − i
2`
ξ as “positive” and those with ξ′ = i
2`
ξ as “negative.” These confor-
mal Killing spinors are genuine Killing spinors, for which ξ′ ∝ ξ (on maximally symmetric
spaces with nonzero curvature, there always exists a basis for the space of conformal Killing
spinors consisting of Killing spinors). For these spinors, the condition (A.49) for closure of
the superconformal algebra (involving R = 6/`2 and h = −9/4`2) is automatically satisfied.
Using (6.32), the Killing spinors can be written more explicitly as follows. Let ξ0 denote a
constant spinor, and write γa = xσax−1 for constant x ∈ SU(2) parametrizing the basis. In
the left-invariant frame, “positive” and “negative” Killing spinors satisfy
∂µξ = 0, ∂µξ = − i
`
γµ · ξ = − i
`
(eL)
a
µγ
a · ξ, (6.39)
respectively. The first equation is solved by ξ = ξ0, and the second by ξ = xg
−1x−1 · ξ0. In
the right-invariant frame, “positive” and “negative” Killing spinors satisfy
∂µξ =
i
`
γµ · ξ = i
`
(eR)
a
µγ
a · ξ, ∂µξ = 0, (6.40)
respectively. The first equation is solved by ξ = xgx−1 · ξ0, and the second by ξ = ξ0.
By taking the spinor parameters ξ, ξ˜ of the superconformal algebra both to be positive
or negative (hence constant in the left- or right-invariant frame), the dilatation parameter
ρ = 2i
3
∇µ(ξγµξ˜) vanishes and we restrict to either of the non-conformal subalgebras
osp(2|2)left × su(2)right, su(2)left × osp(2|2)right ⊂ osp(2|2, 2),
which are S3 analogues of N = 2 Poincare´ supersymmetry in R3. The Killing vector ξγµξ˜
is likewise constant in the appropriate frame. The supercharges generate osp(2|2) (left or
right), whose bosonic subalgebra contains the su(2) (left or right) isometry and the u(1)R.
The SUSY’ transformations become
δ′σ = −(ξλ˜− ξ˜λ),
δ′Aµ = i(ξγµλ˜+ ξ˜γµλ),
δ′λ = −iξD − iγµξDµσ − i2
√
g−1µνργρξFµν ∓ 1`σξ,
δ′λ˜ = iξ˜D + iγµξ˜Dµσ − i2
√
g−1µνργρξ˜Fµν ± 1`σξ˜,
δ′D = −(ξγµDµλ˜− ξ˜γµDµλ) + [ξλ˜+ ξ˜λ, σ]∓ i2`(ξλ˜− ξ˜λ)
(6.41)
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for the vector multiplet and
δ′A = −
√
2ξψ,
δ′ψ = −√2ξF + i√2γµξ˜DµA+ i
√
2ξ˜σA±
√
2∆
`
ξ˜A,
δ′F = i
√
2ξ˜γµDµψ − i
√
2σξ˜ψ − 2iξ˜λ˜A∓
√
2(∆−1/2)
`
ξ˜ψ
(6.42)
for a fundamental chiral multiplet of dimension ∆, with the top and bottom signs corre-
sponding to ξ, ξ˜ positive and ξ, ξ˜ negative, respectively. The non-conformal N = 2 Yang-
Mills Lagrangian is invariant under this restricted supersymmetry. Indeed, we find that
(6.7) holds, where LYM|S3 corresponds to taking H = ±i/` with the top and bottom signs
as above:
LYM|S3 = Tr
[
1
4
FµνF
µν +
1
2
DµσD
µσ − 1
2
(
D ∓ iσ
`
)2
− iλ˜γµDµλ+ iλ˜[σ, λ]∓ 1
2`
λλ˜
]
.
(6.43)
A fortiori, LYM|S3 is supersymmetric with respect to the restricted SUSY’.
Let us restrict to the subalgebra of positive (“left-invariant”) spinors and use as a localiz-
ing term LYM|S3 with H = i/`. A Wilson loop with unit tangent vector nµ is locally half-BPS
if we choose nµ such that (6.17) holds (these are half-BPS rather than BPS conditions due to
the extra symmetry of S3). Since ξ, ξ˜ are constant in the left-invariant frame, the loop can
only be globally half-BPS if nµ is a constant linear combination of the (eL)
µ
a : n
µ = na(eL)
µ
a .
The positive spinors ξ, ξ˜ each belong to a two-complex-dimensional space of two-component
complex spinors; the Wilson loop selects a one-complex-dimensional line inside each of these
spaces, so it preserves a single complex supercharge. In practice, one localizes with respect
to a single real supercharge, which further restricts us to one of the two left-invariant Killing
spinors selected by the Wilson loop. Regardless of the basis for the gamma matrices, the
property σ2σ
∗
aσ2 = −σa implies that the BPS conditions require that ξ˜ ∝ σ2 · ξ∗ ∝ ξ†. Now
define the Killing vector
Kµ = (ξγµξ†)|0 = (ξ|0)γµ(ξ†|0). (6.44)
Normalizing ξ by setting ξ|0ξ†|0 = 1, we compute using Fierz identities for mutually com-
muting spinors (see Appendix A.4) that Kµ = (Kµ)∗, KµKµ = 1, and
Kµγµξ = −ξ, Kµγµξ† = ξ†. (6.45)
Thus for a properly normalized, positive Killing spinor ξ with corresponding Kµ, the BPS
equation in ξ for a Wilson loop with nµ = −Kµ is automatically satisfied, while the BPS
equation in ξ˜ requires that ξ˜ ∝ ξ†. The supercharge with respect to which we localize is
defined by the choice of ξ (for which nµ = −Kµ) and ξ˜ = 0.
To determine how bulk SUSY’ restricts to half-BPS Wilson loops, note that the left-
invariant SUSY’ algebra on S3, corresponding to (6.41) and (6.42) with the top sign, takes
the same form as the Vµ = 0 SUSY’ algebra with parameters (6.6), but with H = i/` and
A
(R)
µ = 0. We work in the basis γa = σa. Any constant na defines a family of Wilson loops;
WLOG, we fix (n1, n2, n3) = (0, 0,−1), giving the normalized Killing spinors (ξ1, ξ2) = (ω, 0)
and (ξ˜1, ξ˜2) = (0, ρω¯), where we have fixed a convenient phase for ξ and let ρ denote the
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relative phase between ξ˜, ξ†. The corresponding Killing vector is (K1, K2, K3) = (0, 0, 1).
The rest of the analysis proceeds in the same way as for a general Seifert manifold, but with
H = i/` and A
(R)
µ = 0: we obtain the same restricted multiplets.26
Let us see how the general construction of Section 6.2 reduces to the known one in the
case of S3. In a form that makes the Hopf fibration manifest [64], the metric (6.31) on S3 is
ds2 =
`2
4
(dθ2 + sin2 θ dφ2 + (dψ + cos θ dφ)2), (6.46)
where the first two terms are the round metric on S2 of radius `/2.27 Defining the dimension-
ful variable ψ˜ = `ψ/2, so that ψ˜/` ∈ [0, 2pi), we have K = ∂ψ˜. Stereographic projection gives
the relation z = `eiφ/ tan(θ/2) between complex coordinates z, z¯ and spherical coordinates
(θ, φ) on S2. To go from the patch containing the origin to the patch containing ∞ on S2,
we simply take z′ = `2/z (ψ˜ does not transform). These correspond to adapted coordinates
(6.8) on S3 with
a =
i`
4z
(
1− |z|2/`2
1 + |z|2/`2
)
, c =
1
1 + |z|2/`2 =⇒ H = −
i
`
, A(R) = −dψ˜
`
− i
4
(
dz
z
− dz¯
z¯
)
.
Despite that the resulting SUSY’ algebra takes the same form as in the right-invariant frame,
our standard frame (6.9) for the adapted coordinates (6.8) is neither the left- nor the right-
invariant frame on S3. Indeed, in the L and R frames, we may choose A(R) = 0. To reproduce
the analysis in the left- or right-invariant frame directly from adapted coordinates, one can
work in toroidal rather than Hopf coordinates, as we do on S3b .
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Finally, we recall the computation of Wilson loop expectation values in N = 2 Chern-
Simons theory on S3 in the left-invariant frame, where LCS|S3 is as in (A.54) and LYM|S3 is
given in (6.43). For left-invariant ξ, ξ˜, the BPS equations are
D − iσ
`
= 0, Dµσ ± 1
2
√
gµνρF
νρ = 0 (6.47)
where the top and bottom signs correspond to setting δ′λ = 0 or δ′λ˜ = 0 in (6.41), respec-
tively. Since we localize with respect to a supercharge with ξ˜ = 0, we would in principle
impose only δ′λ = 0; however, seeing as LYM|S3 is both δξ- and δξ˜-exact, and the operators
26Choosing (n1, n2, n3) = (0, 0, 1) would change the 1D gauge field to A3 − iσ, with 1D SUSY’ transfor-
mations modified such that δ′(A3 − iσ) = 0.
27The integral curves of Killing vectors on S3 are great circles corresponding to fibers of the Hopf fibration
S3 → S2. The fiber over a given point on S2 is the locus with fixed (θ, φ) and arbitrary ψ. These are great
circles because such circles have ds = ` dψ/2 and hence circumference 2pi`, and when parametrized by arc
length s, they are clearly integral curves of (eL)
µ
3∂µ =
2
`∂ψ with unit tangent vector.
28By contrast, [24] uses the following adapted Hopf coordinates for the round sphere:
ds2 =
dz dz¯
(1 + |z|2/`2)2 +
(
dτ˜ +
i
2`
z¯ dz − z dz¯
1 + |z|2/`2
)2
,
where τ˜ /` ∈ [0, 2pi) and K = ∂τ˜ . To go from the patch containing the origin to the patch containing ∞, we
take z′ = `2/z and τ˜ ′ = τ˜ − i`2 log z¯z .
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that we localize preserve both of the corresponding supercharges, the BPS conditions really
require both vanishing conditions to hold. Hence we see that the solutions to (6.47), namely
Fµν = 0, Dµσ = 0, D − iσ
`
= 0, (6.48)
are precisely the minima (zeros) of (6.43), and a fortiori saddle points thereof. In other
words, the localization locus coincides with the BPS locus. In fact, one sees directly that the
localization locus is simply the zero locus of the Yang-Mills action because all other saddle
points are infinitely suppressed in the limit of zero Yang-Mills coupling.
The BPS equations require that Aµ be pure gauge, and since S
3 is simply connected, the
zero modes V0 of the vector multiplet fields are given by
Aµ = 0, σ = −i`D = σ0, λ = λ˜ = 0 (6.49)
(we write σ0 ≡ σˆ0/` for constant σˆ0 ∈ g). The partition function can be evaluated in the
t → ∞ limit by expanding in transverse fluctuations to the V0 in field space. It reduces to
an integral over the finite-dimensional space of zero modes:
Z =
∫
g
dσˆ0 e
−SCS[V0]Zvector1-loop [σˆ0] ≡
∫
g
dσˆ0 Zcl[σˆ0]Z
vector
1-loop [σˆ0], (6.50)
where the classical contribution is
SCS[V0] =
k
2pi
∫
d3x
√
gTr(iσ20/`) = kpiiTr σˆ
2
0.
WLOG, we may fix σˆ0 in a Cartan subalgebra t ⊂ g (which introduces a Jacobian factor),
and fixing the residual Weyl symmetry gives
Z =
1
|W|
∫
t
da
∣∣∣∣∣∏
α
α(σˆ0)
∣∣∣∣∣Zcl[σˆ0]Zvector1-loop [σˆ0] (6.51)
where the real scalars ai (i = 1, . . . , rankG) parametrize t, α ranges over all roots of g, and
σˆ0 is a function of the ai. The integration measure, including the Vandermonde determinant
|∏α α(σˆ0)|, is manifestly Weyl-invariant. Making a Cartan decomposition of the transverse
(divergenceless) component of the gauge field and of the fermions, we find that only the
components in the direction of the root spaces contribute nontrivially to Zvector1-loop [σˆ0]. By the
standard spectral analysis,29 one finds, up to an overall power of `,
Zvector1-loop [σˆ0] =
∏
α
2 sinh(piα(σˆ0))
α(σˆ0)
. (6.52)
29This is aided by the La and Ra in (6.35), which generate the SU(2)left × SU(2)right isometry group of
S3. The scalar Laplacian is ∇2 = − 4`2LaLa = − 4`2RaRa. The Dirac operator can be written as
−iγµ∇µ|LI = 2
`
Sa(2Ra + Sa), −iγµ∇µ|RI = −2
`
Sa(2La + Sa),
where Sa ≡ 12γa are the generators of SU(2)spin and matrix multiplication (as opposed to spinor contraction)
is understood.
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The full partition function of N = 2 Gk on S3 is therefore (up to a dimensionful constant)
Z =
1
|W|
∫
da e−kpiiTr σˆ
2
0
∏
α
2 sinh(piα(σˆ0)) ≡ 1|W|
∫
da e−kpiiTr(a
2) detAd 2 sinh(pia). (6.53)
Half-BPS Wilson loops simply give insertions of TrR(e
2pia):
〈WR1 · · ·WRn〉 =
1
|W|Z
∫
da e−kpiiTr(a
2) TrR1(e
2pia) · · ·TrRn(e2pia) detAd 2 sinh(pia). (6.54)
The Weyl character formula leaves us with a sum of Gaussian integrals, which can be eval-
uated to reproduce the N = 0 result, up to a framing phase and a level shift.
6.3.2 Example: S3b
The backgrounds that we consider include U(1) fibrations over arbitrary Riemann surfaces
Σ, where the integral curves of K are the Seifert fibers. When Σ has genus zero, the base
has additional isometries (this comment applies also to genus one), allowing for squashed
sphere backgrounds where K generates an isometry that does not point along the Seifert
fiber. Consider parametrizing the round sphere by toroidal coordinates, which manifest S3
as a torus fibered over a closed interval [41, 64]. As in the previous section, we regard S3
as the locus (u, v) ∈ C2 satisfying |u|2 + |v|2 = 1, but rather than parametrizing u, v using
Euler angles, we use coordinates χ ∈ [0, pi/2] and φ1, φ2 ∈ [0, 2pi):
u = cosχeiφ1 , v = sinχeiφ2 , ds2 = `2(dχ2 + cos2 χdφ21 + sin
2 χdφ22). (6.55)
This metric clearly admits two independent U(1) isometries. More generally, consider the
following squashed-sphere metric, which preserves a U(1) × U(1) subgroup of the SU(2) ×
SU(2) isometry group of S3:
ds2 = f(χ)2 dχ2 + `21 cos
2 χdφ21 + `
2
2 sin
2 χdφ22. (6.56)
Here, `1, `2 > 0 and f is a smooth, positive function on [0, pi/2] satisfying f(0) = `2 and
f(pi/2) = `1 to avoid conical singularities along the φ1 and φ2 circles, respectively. The
squashing parameter of this geometry that enters supersymmetric observables is b ≡√`1/`2.
For example, the metric on S3b induced by its embedding as the locus (u, v) ∈ C2 satisfying
b−2|u|2 + b2|v|2 = 1 where u = b cosχeiφ1 and v = b−1 sinχeiφ2 takes the above form, with
f(χ) =
√
`21 sin
2 χ+ `22 cos
2 χ
(cf. [48, 50]). A generic Killing vector is a linear combination of the U(1) generators: K =
α∂φ1 + β∂φ2 . To use the 3D N = 2 supergravity background described above, we take
|K|2 = α2`21 cos2 χ+ β2`22 sin2 χ = 1⇐⇒ K = `−11 ∂φ1 + `−12 ∂φ2 (6.57)
and define local coordinates (z = x+ iy)
x =
∫ χ f(χ′)
sinχ′ cosχ′
dχ′, y = `1φ1 − `2φ2, ψ˜ = `1φ1 cos2 χ+ `2φ2 sin2 χ, (6.58)
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in terms of which the metric (6.56) on S3b can be written in the standard form (6.8) with
a = 2 sinχ cosχ(`1φ1 − `2φ2) dχ, c = sinχ cosχ. (6.59)
Note that by (locally) inverting the relation between x and χ, we can write a = yF (x) dx for
some F and c = G(x) for some G; hence a, c are independent of ψ˜ and dψ˜, as required. In
addition, we see that K = ∂ψ˜. In these coordinates, the background supergravity formalism
(6.9) yields the vielbein
e1 = f(χ) dχ, e2 = − sinχ cosχ(`1 dφ1 − `2 dφ2), e3 = `1 cos2 χdφ1 + `2 sin2 χdφ2. (6.60)
We compute that
Fa = − 1
f(χ)
, (ω2D)
12 = −(ω2D)21 = cos
2 χ− sin2 χ
f(χ)
(`1 dφ1 − `2 dφ2). (6.61)
The corresponding background field configuration is
H =
i
f
, Vµ = 0, A
(R) =
`1 dφ1 + `2 dφ2
2f
. (6.62)
We may fix a gauge in which A(R) is regular everywhere (i.e., such that when the φi circle
shrinks, the coefficient of dφi vanishes):
A(R) =
1
2
(
`1
f
− 1
)
dφ1 +
1
2
(
`2
f
− 1
)
dφ2. (6.63)
Performing the corresponding R-symmetry gauge transformation on the Killing spinors in
(6.14), we have in the chosen frame and gauge that
ξ = ei(φ1+φ2)/2
(
1
0
)
, ξ˜ = e−i(φ1+φ2)/2
(
0
1
)
. (6.64)
For generic b, the metric in ψ˜, z, z¯ coordinates does not define an S1 fibration because the
coordinate ψ˜ is not periodic: namely, we see from (6.57) that the integral curves of K do not
close on the tori at χ 6= 0, pi/2 unless b2 = `1/`2 is rational. If b2 = m/n with m,n relatively
prime integers, then the integral curves for χ 6= 0, pi/2 are (n,m) torus knots wrapping the
φ1 cycle n times and the φ2 cycle m times.
30 These curves have length
2pi(`21n
2 cos2 χ+ `22m
2 sin2 χ)1/2 = 2pi
√
`1`2mn,
regardless of χ. On the other hand, at χ = 0, pi/2, the vector field K is singular and its
integral curves are circles (regardless of b) of lengths 2pi`1 and 2pi`2, respectively. One can
insert supersymmetric Wilson loops along these knots or circles.
The round-sphere limit is given by f(χ) = `1 = `2 = `. In this limit, we have H = i/`
and Vµ = A
(R)
µ = 0, and both the generalized Killing spinor equations and the Vµ = 0 SUSY’
30In general, the (n,m) torus link has gcd(n,m) components.
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transformations reduce to those for the left-invariant frame on S3. Note that the su(1|1)
algebra contains half of the Killing spinors that generate osp(2|2)left on S3; the existence of
two additional left-invariant Killing spinors is due to the extra symmetry of S3. Recall that
on S3, the available spinors in osp(2|2)left are halved by the BPS condition for a half-BPS
Wilson loop; it then suffices to use one of the two remaining supercharges for localization.
As on S3, the vector multiplet localization locus on S3b can be read off from LYM (6.7):
σ = D/H = σ0 ≡ σˆ0/`, (6.65)
with σˆ0 ∈ g constant and all other fields vanishing (here, ` ≡
√
`1`2 and H = i/f). Unlike
on S3, the spectra of the relevant differential operators are in general infeasible to compute
exactly. Nonetheless, cohomological [48, 35] or index theory [64, 63] arguments that identify
and keep only unpaired bosonic and fermionic eigenmodes can be used to extract the one-
loop determinants in this situation (similar cancellations arise due to BRST symmetry in
topological field theories [18]). It suffices to show that for a chiral multiplet of R-charge r
transforming in the representation R of G,
Zchiral1-loop[σˆ0] =
∏
ρ∈R
Zrchiral[ρ(σˆ0)], Z
r
chiral[ρ(σˆ)] ≡ sb(iQ(1− r)/2− ρ(σˆ)) (6.66)
where the product is taken over the weights ρ of R, Q = b + b−1, and sb is the double sine
function. The corresponding result for the vector multiplet then follows from a standard
Higgsing argument [41, 62]. First observe that (up to constant factors)
Zrchiral[ρ(σˆ)]Z
2−r
chiral[−ρ(σˆ)] = 1 (6.67)
because two chirals that may be coupled through a superpotential mass term do not con-
tribute to the partition function.31 Now suppose that we have fixed σˆ0 to lie in a Cartan
subalgebra of g, which incurs a Vandermonde determinant V [σˆ0]. Write
V [σˆ0]Zvector1-loop [σˆ0] ≡ Z˜vector1-loop [σˆ0] =
∏
α
Z˜vector[α(σˆ0)] (6.68)
where the product is taken over roots α of G. As usual, the Cartan components of the
transverse vector multiplet modes contribute only constant factors. The contribution of a
mode in the direction of a root α is determined by the Higgs mechanism to be
Z˜vector[α(σˆ)]Z
0
chiral[−α(σˆ)] = 1 (6.69)
(again, up to constant factors), since a massive vector multiplet contributes trivially to the
partition function: the massless chiral multiplet that is eaten has no flavor or R-charges, so
that its VEV breaks no global symmetries. From (6.67) and (6.69), we infer that
Z˜vector[α(σˆ)] = Z
2
chiral[α(σˆ)] =⇒ Z˜vector1-loop [σˆ0] =
∏
α
Z2chiral[α(σˆ0)]. (6.70)
31In this case, the formula reduces to the identity sb(x)sb(−x) = eipi(1−Q2/2)/6.
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Specializing to S3b , this gives
32
Z˜vector1-loop [σˆ0] =
∏
α
sb(−iQ/2− α(σˆ0)) =
∏
α>0
4 sinh(pibα(σˆ0)) sinh(pib
−1α(σˆ0)). (6.71)
When b = 1, this reduces to the expected result on S3 (up to phases):
Z˜vector1-loop [σˆ0] =
∏
α
2 sinh(piα(σˆ0))⇐⇒ Zvector1-loop [σˆ0] =
∏
α
2 sinh(piα(σˆ0))
α(σˆ0)
. (6.72)
On S3b , as on S
3, the classical contribution is Zcl[σˆ0] = e
−SCS[V0] where
SCS[V0] =
k
2pi`2
Tr(σˆ20)
∫
d3x
√
gH =
2pii`1`2k
`2
Tr(σˆ20)
∫ pi/2
0
dχ cosχ sinχ = kpiiTr(σˆ20).
Thus the partition function Z = 1|W|
∫
t
dσˆ0 Zcl[σˆ0]Z˜
vector
1-loop [σˆ0] of pure Chern-Simons theory is
ZS3b =
1
|W|
∫
t
dσˆ0 e
−kpiiTr σˆ20
∏
α>0
4 sinh(pibα(σˆ0)) sinh(pib
−1α(σˆ0)). (6.73)
Again by (6.17), BPS Wilson loops lie along integral curves of Kµ and thus correspond to
insertions of
W [σˆ0] = TrR exp
(
σˆ0
`
∮
γ
ds
)
=
∑
ρ∈R

e2pibρ(σˆ0) if χ = 0,
e2pib
−1ρ(σˆ0) if χ = pi/2,
e2pi
√
mnρ(σˆ0) if b2 = m/n, gcd(m,n) = 1, χ 6= 0, pi/2
in the partition function. Clearly, this matrix model reduces to that for S3 when b = 1. One
can use this matrix model to calculate the Jones polynomial for torus knots and torus links
[47] (see also [21]). To do so, one must account for supersymmetric framing: the self-linking
number at generic χ is given by the linking number of nested torus knots, while circular
Wilson loops at χ = 0, pi/2 have fractional self-linking number (as seen from the phase
relative to the expectation value of an unknot in bosonic Chern-Simons). Explicit formulas
for torus knots in S3 can be found in [33].
6.3.3 Non-Example: (Squashed) Lens Spaces
One might wish to apply the formalism of Section 6.2 to more general Seifert manifolds (for
useful references, see [20, 21, 2]). Lens spaces provide a nice class of examples: these are
Seifert manifolds that admit infinitely many distinct Seifert fibrations.
Two convenient definitions of the lens space L(p, q), for relatively prime integers p, q, are
as follows. First, it is the quotient of S3, namely the locus (u, v) ∈ C2 where |u|2 + |v|2 = 1,
by the free Zp action
(u, v) 7→ (e2pii/pu, e−2piiq/pv).
32Here, we use sb(x) =
∏∞
p,q=0
pb+qb−1+Q/2−ix
pb+qb−1+Q/2+ix and zeta function regularization (see, e.g., [48]).
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Second, it is the result of gluing two solid tori by a homeomorphism g : T 2 → T 2 of their
boundaries, specified up to isotopy by its SL(2,Z) action on the homology of T 2: g = (m np q ).
More generally, one obtains a space Lb(p, q) that is topologically L(p, q) by starting with a
metric (6.56) for S3b and imposing the identifications
(χ, φ1, φ2) ∼ (χ, φ1 + 2pi/p, φ2 − 2piq/p). (6.74)
As examples, S3 and S2 × S1 are equivalent to L(1, 1) and L(0, 1), respectively (note that
L(1, 0) is also S3, as can be seen from the gluing definition). Aside from the case of L(p,−1)
considered in [53], however, lens spaces cannot be written as Seifert manifolds in such a way
that the base is a smooth Riemann surface, without orbifold points (the analysis of [25] is
also restricted to Seifert manifolds with a smooth base).
The only case in which it is possible to localize on a squashed lens space Lb(p, q) using
the Vµ = 0 supergravity background (6.62) on S
3
b is that of Lb(p, 1), because only in this
case does the Zp action (6.74) preserve the Killing spinors (6.64). More general Lb(p, q)
would require a different supergravity background. For example, localization on L(p,−1) is
performed in [53] using a background in which the R-symmetry gauge field has a holonomy
around the nontrivial cycle, leading to integrally quantized R-charges.
On Lb(p, 1), the values of the supergravity background fields and the BPS equations are
the same as on S3b . However, the localization locus is different because pi1(Lb(p, 1)) = Zp,
so flat connections on Lb(p, 1) are labeled by g ∈ G satisfying gp = 1, modulo conjugation.
Fixing g to lie in a maximal torus, we may write
g = e2piim/p, m ∈ Λ
∨
W
pΛ∨W
(6.75)
where Λ∨W ⊂ t is the coweight lattice of G and t is the chosen Cartan subalgebra. The
remaining BPS equations in (6.48) impose that
σ = −i`D = σ0 ≡ σˆ0/`, [σˆ0,m] = 0, (6.76)
with σˆ0 ∈ g constant; the latter condition requires that σˆ0 ∈ t. Thus the space of BPS
configurations is (g × Λ∨W/pΛ∨W )/W ; i.e., fixing σˆ0 ∈ g selects a Cartan subalgebra t, after
which one has a choice of m and a residual Weyl symmetry. The classical contribution from
the N = 2 Chern-Simons action in the holonomy-m sector is Zcl[σˆ0] = e−SCS[V0] where
SCS[V0] = SCS[σˆ0,m] =
kpii
p
Tr(σˆ20 −m2).
The first term is the contribution from the scalars, which is identical to that on S3b (or on S
3)
up to a division by p; the second term is the contribution from the flat connection [51, 65].
The one-loop determinants are obtained by keeping only Zp-covariant modes on S3b . In terms
of a suitably modified double sine function, we have [41]
Zrchiral[ρ(σˆ0),m] = s
(p)
b (iQ(1− r)/2− ρ(σˆ0); ρ(m)), (6.77)
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s
(p)
b (x; k) ≡
∏
(∗)
mb+ nb−1 +Q/2− ix
mb+ nb−1 +Q/2 + ix
where (∗) means m,n ≥ 0 and m− n ≡ k (mod p).33 With holonomy m, the Vandermonde
determinant appearing in
V [σˆ0,m]Zvector1-loop [σˆ0,m] = Z˜vector1-loop [σˆ0,m] =
∏
α
Z2chiral[α(σˆ0),m] (6.78)
is V [σˆ0,m] = |
∏
α(m)=0 α(σˆ0)| because the generators of g with α(m) 6= 0 are broken. Upon
summing over holonomies (gauge bundles), the partition function of N = 2 Chern-Simons
theory on Lb(p, 1) is (by similar simplifications as for S
3
b )
ZLb(p,1) =
1
|W|
∑
m
∫
t
dσˆ0 e
− kpii
p
Tr(σˆ20−m2)
∏
α>0
∏
±
2 sinh(pib±1α(σˆ0 ± im)/p). (6.79)
One can obtain from this matrix model the expectation value of a Wilson loop wrapping the
non-contractible cycle, corresponding to the generator of pi1 (see [51] and references therein).
Now suppose we want to localize Wilson loops on Lb(p, 1) with b
2 rational, so that the
orbits of the Killing vector close into torus knots. For any Wilson loop along a torus knot
in S3b , one can easily compute the expectation value of its image in Lb(p, 1) by writing down
the appropriate matrix model. One could in principle take a different approach to localizing
Wilson loops on Lb(p, q), which is more akin to that in [53]: instead of viewing Lb(p, q) as a
quotient of S3b , exhibit it directly as a Seifert fibration and consider loops wrapping the circle
fibers (for rational b2, the Lb(p, q) are Seifert fibrations over S
2 with two singular fibers).
This was accomplished in [53] for the case of round L(p,−1). Moreover, whereas the lens
spaces L(p, 1), L(p,−1), L(p, p− 1) are all homeomorphic, the latter two are defined by the
same Zp action and therefore have the same induced THF.
As for the special case of S2 × S1 = L(0, 1), our Vµ = 0 background (with K generating
translations along the S1) computes the topologically twisted index [62] with a negative unit
of R-symmetry flux through the S2. Taking the S1 to have circumference β and the S2 to
have radius `, we have
ds2 = β2 dt2 + `2(dθ2 + sin2 θ dφ2)
where t ∼ t + 1. Putting z = 2`eiφ/ tan(θ/2) and following the standard recipe (6.9) (with
ψ˜ = βt), we choose the vielbein e3 = β dt and
e1 = −`(cosφ dθ + sin θ sinφ dφ), e2 = `(sinφ dθ − sin θ cosφ dφ).
We then compute that H = 0 and A(R) = cos2(θ/2) dφ. Note that our vielbein differs from
that of [62] (namely, e1 = ` dθ and e2 = ` sin θ dφ) in the 1, 2 directions, and our A(R) differs
from theirs (namely, A(R) = 1
2
cos θ dφ) by an R-symmetry gauge transformation. One can
place Wilson loops along the S1 over any point on the S2.
33The results for Zcl[σˆ0] and Z
r
chiral[ρ(σˆ0),m] need to be dressed by nontrivial signs to ensure factorization
of the Lb(p, 1) partition function of general N = 2 theories into holomorphic blocks (see [41] and references
therein).
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6.3.4 Non-Example: 3D Supersymmetric Index
The above framework is well-suited to the computation of the 3D supersymmetric index,
which has already been discussed from various points of view in the literature and which
we will therefore not describe in any great detail. Due to its significance in Chern-Simons
theory (for which it yields the ground-state degeneracy), we will simply review the known
results for the index while paying special attention to signs, as a prelude to our subsequent
localization computation on a solid torus (which gives a partial result for the wavefunctions
of Chern-Simons theory).
In the case of finite ground-state degeneracy, the Witten index can be computed as the
Euclidean partition function on T 3 with periodic boundary conditions for fermions along
each S1 to preserve supersymmetry:
I(k) ≡ TrHT2 (−1)F . (6.80)
The supersymmetric index of pure Chern-Simons theory suggests that supersymmetry is
spontaneously broken when |k| < h/2 for N = 1 [4] and when |k| < h for N = 2 [66]. The
standard mnemonic of simply accounting for the level shift after integrating out gauginos
at large |k| and plugging the result into the genus-one Verlinde formula applies, but the
derivation for arbitrary k requires care. Namely, for k ≥ 0, the pure Gk theory has index
IN=1(k) =
{
JG(k − h/2) for k ≥ h/2,
0 for k < h/2,
IN=2(k) =
{
JG(k − h) for k ≥ h,
0 for k < h,
where JG(k
′) is the number of primary operators in the Gk′ WZW model. The indices for
k < 0 are related to those for k > 0 as follows:
IN=1(−k) = (−1)rIN=1(k), IN=2(−k) = IN=2(k), (6.81)
where r = rankG. The reason is that the sign of the operator (−1)F is potentially am-
biguous in finite volume. From a microscopic point of view (i.e., using a Born-Oppenheimer
approximation in the regime g2k  1/r, r being the size of the T 2), the N = 1 index can
be computed by quantizing r pairs of fermion zero modes ηa±, where a = 1, . . . , r (as in [4]).
There are two choices |Ω±〉 for the zero-mode Fock vacuum, depending on which chirality
(±) we choose for the creation or annihilation operators. They are related by
|Ω+〉 =
r∏
a=1
ηa+|Ω−〉. (6.82)
Taking k → −k is akin to a reversal of spacetime orientation and hence exchanges |Ω+〉 with
|Ω−〉. But fixing the statistics ((−1)F -eigenvalue) of one of these vacua also fixes that of the
other to be (−1)r times this value. This explains the sign in the N = 1 case. On the other
hand, when N = 2, there are 2r pairs of fermion zero modes ηa±, η˜a± and four possibilities
for the zero-mode Fock vacuum: |Ω±〉 ⊗ |Ω˜±′〉, where ± and ±′ are independent pairs of
signs. Regardless of which vacuum state one chooses, orientation reversal does not change
its statistics under (−1)F . This explains the absence of the sign in the N = 2 case.
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For example, consider SU(N), for which h = N and
JSU(N)(k
′) =
(
N + k′ − 1
N − 1
)
. (6.83)
Note that while this function gives the dimension of the space of SU(N)k′ conformal blocks
only when k′ ≥ 0, it has an analytic continuation to all k′. Hence we may write succinctly
IN=1(k) = JSU(N)(k −N/2) = 1
(N − 1)!
N/2−1∏
j=−N/2+1
(k − j), (6.84)
which indeed vanishes when |k| < N/2 and satisfies IN=1(−k) = (−1)N−1IN=1(k). On the
other hand, we have that
IN=2(k) = JSU(N)(|k| −N) = 1
(N − 1)!
N−1∏
j=1
(|k| − j) for k 6= 0, IN=2(0) = 0, (6.85)
which vanishes when |k| < N and satisfies IN=2(−k) = IN=2(k).
Supersymmetric localization has the benefit of quantitatively justifying why the irrelevant
Yang-Mills term does not affect the number of vacua and hence the index, even beyond the
regime where semiclassical reasoning applies: it is Q-exact. The genus-zero Verlinde formula
(Z(S2 × S1) = 1 for all G, k) was computed by localization in [62], where the Verlinde
algebra was also obtained from correlation functions of Wilson loops wrapping the S1 above
arbitrary points on the S2. The Verlinde formula for Σ× S1 in arbitrary genus g was later
computed by localization in [67, 52] using a background R-symmetry flux of g − 1 through
Σ, which imposes a quantization condition of qR(g− 1) ∈ Z on the R-charges; in particular,
in the case g = 1 where no twisting is necessary, this computation reproduces the result
of [18] for ZT 3 = dimHT 2 . One can also compute by these means correlation functions of
Wilson loops over arbitrary points on Σ, leading to the algebra of Wilson loops in arbitrary
genus [52], which dimensionally reduces to the twisted chiral ring of a 2D (2, 2) theory on Σ
and generalizes the results of [50]. This approach was further generalized to nontrivial circle
bundles [53]. An alternative approach to the supersymmetric index of N = 2 Chern-Simons
theory in arbitrary genus, in the spirit of [2], is presented in [25].
6.4 Localization on Solid Torus
So far, we have considered various compact manifolds, but in all cases, the half-BPS sector
includes a very limited subset of the possible loop observables. In pursuit of greater general-
ity, it is natural to ask whether the localization argument can be applied to a basic “building
block” that can then be used to assemble Wilson loop configurations of more complicated
topologies. Since every closed, orientable, connected three-manifold can be obtained from S3
by surgery on knots [33, 68], the natural candidate for such a building block is a solid torus.
Here, we take only the most tentative possible step toward making this program precise by
localizing on a solid torus dressed by a Wilson loop: we do not address the gluing procedure
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at all, much less how to make it supersymmetric. This constructive approach has appeared
in the supersymmetric context in the guise of holomorphic blocks [56, 57], and also as a
gluing formula of a suggestively similar form to surgery in pure Chern-Simons theory [53];
however, both of these incarnations depend on more than topological data.
Localization on a solid torus is a simple application of the results of [54]. Their calcula-
tions fit easily into our framework for Seifert manifolds, as we now describe. We restrict our
attention to Dirichlet boundary conditions, as considered there. These boundary conditions
eliminate half of the fermions and, with the appropriate choice of localizing term, do not
require introducing boundary degrees of freedom. For pure N = 2 gauge theory without
matter, we can preserve two supersymmetries on the solid torus, which gives us precisely the
1D N = 2 supersymmetry required for cancellation of the line shift.
The solid torus is constructed by starting with toroidal coordinates (6.55) on round S3
and restricting to χ ∈ [0, χ0] with χ0 < pi/2. In the standard supergravity background (6.62)
and frame (6.60) (with f = `1 = `2 = `), we may choose a gauge in which A
(R) = 0 and the
Killing spinors are as in (6.64). Seeing as γχ = 1
`
γ1 in our frame, we have
− `e−i(φ1+φ2)γχξ = ξ˜ (6.86)
(recall that −γχξ = γχ · ξ). Up to a slight difference in conventions, this is precisely the
condition satisfied by Killing spinors preserved by the boundary conditions of [54] on the
solid torus. Specifically, the boundary conditions that we wish to impose are
Aµ˜| = aµ˜, σ| = σ0, `e−i(φ1+φ2)γχλ| = λ˜| (6.87)
where µ˜ ∈ {φ1, φ2} denotes the directions tangent to the boundary T 2, “|” denotes restriction
to the boundary χ = χ0, and aµ˜ and σ0 are constants. The fields Aχ and D are left free.
These boundary conditions and the property (6.86) of the Killing spinors imply that
ξλ˜| = ξ˜λ|, ξγχλ˜| = ξ˜γχλ|, ξγµ˜λ˜| = −ξ˜γµ˜λ|. (6.88)
Given these properties and (6.86), one easily sees that the boundary conditions are compat-
ible with the relevant SUSY’ transformations, which are given by (6.41) with the top sign
(note, however, that we are not working in the left-invariant frame).
The boundary terms in the SUSY’ variation of the curved-space Chern-Simons action
(A.54) are given by (A.55). For the Yang-Mills action on the solid torus, we write the fermion
kinetic terms symmetrically between λ and λ˜ (following [54]) to ensure that the boundary
conditions kill surface terms without the need to introduce a compensating boundary action.
Namely, we use as a localizing term
L(YM)|S3 ≡ LYM|S3, λ˜γµDµλ→ 12 (λ˜γµDµλ+λγµDµλ˜), (6.89)
where LYM|S3 is defined by choosing the top sign in (6.43) (the parentheses in (YM) are a
mnemonic for symmetrization). One computes that the corresponding boundary terms are
δ′L(YM)|S3 = 1
2
∇µ Tr
[
1
2
√
g−1µνρFνρ(ξλ˜+ ξ˜λ) + i
√
g−1µνρDνσ(ξγρλ˜− ξ˜γρλ)
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+ iF µν(ξγνλ˜+ ξ˜γνλ)−Dµσ(ξλ˜− ξ˜λ) +
(
D − iσ
`
)
(ξγµλ˜− ξ˜γµλ)
]
.
By the boundary conditions (6.87), all of the Chern-Simons and Yang-Mills boundary terms
vanish. Finally, one can also show along the lines of [54] that the Yang-Mills action written
in this way remains Q-exact with these boundary conditions, again without the need to add
a compensating boundary action (see also the useful summary of boundary terms in [64]).
The BPS equations are the same as on S3, (6.48). Given the boundary conditions (6.87),
one can choose a gauge in which the saddle points of the Yang-Mills action are given by
Aχ = 0, Aµ˜ = aµ˜, σ = σ0 where the constants aµ˜ and σ0 satisfy [aµ˜, σ0] = 0. Moreover,
regularity of the gauge field at χ = 0 requires aφ2 = 0; as long as χ0 < pi/2, aφ1 can be
nonzero, and it is only this component on which a localized Wilson loop depends. Namely,
a BPS Wilson loop along a curve γ at fixed χ ∈ [0, χ0] localizes as follows:
W = TrR P exp
[
i
∮
γ
dτ (Aµx˙
µ − iσ|x˙|)
]
→ 〈W 〉 = TrR e2pii`(aφ1−iσ0). (6.90)
For χ ∈ (0, χ0], γ is an unknot represented as a (1, 1) torus knot. At the core of the torus
(χ = 0), γ is a (1, 0) torus knot. For any χ, γ has length 2pi`. Because the value of σ at the
saddle point is fixed rather than integrated over, the expectation value of a Wilson loop is
trivial to compute: both the classical contribution and the one-loop determinants cancel in
the normalized expectation value.
Note that χ parametrizes the time direction in Hamiltonian quantization on T 2. Hence
we would like to interpret (6.90) as the wavefunction of a state in the Hilbert space on the
boundary T 2. The latter is more properly identified with the unnormalized expectation value
of a Wilson loop threading the torus, which is obtained by dressing (6.90) with factors of Zcl
and Zvector1-loop from [54]: we have
Zcl = e
− ik
2pi`
Tr(σ0)2V (χ0)
where V (χ0) = 2pi
2`3 sin2 χ0 is the volume of the torus and
Zvector1-loop =
∏
α>0
∏
n∈Z
(n− `α(aφ1 − iσ0)) =
∏
α>0
2 sinh(pi`α(iaφ1 + σ0))
up to an overall dimensionful factor, where we have used zeta function regularization. Apart
from the classical contribution, the boundary gauge field and σ appear in the expected
supersymmetric combination. The localized Wilson loop trivially gives a character, but its
interpretation as a wavefunction is unclear. One obvious shortcoming is that with the half-
BPS Dirichlet boundary conditions used for localization, one cannot obtain an arbitrary
wavefunctional of the boundary fields from the path integral on the torus; rather, it is
evaluated at particular boundary values of the gauge field. It is tempting to compare this
result to that obtained from holomorphic (coherent state) quantization [9, 69]. There, one
obtains affine (Weyl-Kac) characters at level k, which are both Weyl-invariant and modular-
invariant. Recall that an affine character is a combination of a Virasoro character and an
ordinary Weyl character: for Ĝk with vacuum representation of highest weight λ,
χ
(k)
λ (τ, θ
i) = q−c/24 tr(k)λ (q
L0eiθ
iHi) (6.91)
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where the H i are Cartan generators. However, to arrive at an answer that is a function
(rather than a functional) of the constant φ1-component, we have effectively chosen a real
polarization [9]; moreover, the localization calculation implicitly fixes a complex structure
on the T 2 rather than allowing it to be arbitrary.34 Hence we cannot hope to reproduce the
Kac-Moody part of the affine character, which depends on the modular parameter τ ; only
the Weyl character for compact G is visible in this calculation. What we can do is isolate
the shift in the highest weight λ, because the Weyl character already fixes λ. This is enough
for our purposes. The constant Cartan element in the supersymmetric boundary condition
for the gauge field is identified with the Cartan parameter of the Hodge decomposition on
the torus (D.17), which determines the Cartan angles that appear in the Weyl character.
Note that after fixing a gauge, we must still add a boundary term to make the variational
principle well-defined in our real polarization (see Appendix D.2); this term vanishes on the
localization locus because it involves the product of both components of the gauge field along
the boundary torus.
To be slightly more precise, the wavefunctions (D.32) obtained via holomorphic quantiza-
tion are functionals of Az; restricting them to functions of Az = az where az is a constant in
the Cartan subalgebra shows that a basis for the physical wavefunctions is given by Weyl-Kac
characters at level k, labeled by distinct λ ∈ ΛW/(W n kΛR):
ψλ(az) ≡ e− k Im τpi Tr a2zχ(k)λ (τ¯ , u), u ≡ −
Im τ
pi
az. (6.92)
For constant az, one might na¨ıvely make a change of variables to interpret the wavefunctions
as functions of the coordinates a1. However, it is precisely the passage from holomorphic to
real polarization that involves nontrivial Jacobians and leads to the famous shifts [9]. Instead
of simply setting Az = az, one should integrate out the modes that are not constant and in
the Cartan to obtain an effective wavefunction for az, leading to an effective wavefunction
in a1 that coincides with the na¨ıve one up to the famous shifts (see Appendix D.4).
Finally, let us comment on the broader context. For a large class of 3D N = 2 theories
that preserve a U(1)R symmetry, the squashed lens space partition functions (including those
on squashed spheres and various supersymmetric indices) factorize as
ZM3(mα) =
∑
α
Bα(xα; q)B˜α(x˜α; q˜) (6.93)
where α labels vacua of the mass-deformed theory on T 2, xα, x˜α are U(1) flavor symmetry
fugacities, (q, q˜) = (e2piib
2
, e2piib
−2
), and the holomorphic blocks Bα, B˜α are intrinsic to the
theory but independent of M3 (ZM3 depends on M
3 only through how the blocks are glued
together) [56, 57]. More precisely,
Bα(xα; q) = ZD2×qS1(xα;α) (6.94)
where the theory on the “Melvin cigar” D2 ×q S1 (the D2 being fibered over the S1 with
holonomy q) is topologically twisted such that the partition function is independent of the
34The flat metric on the boundary T 2 is ds2 = `2 cos2 χ0 dφ
2
1 + `
2 sin2 χ0 dφ
2
2, from which we identify the
modular parameter as imax(tan2 χ0, cot
2 χ0) up to a modular transformation (as usual, choose Im τ > 0).
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metric of the D2, with α determined by boundary conditions. If M3 admits a Heegaard
splitting into two solid tori glued together by an element of SL(2,Z), and if both pieces can
be deformed to a Melvin cigar in a Q-exact manner, then we have the desired factorization
(6.93). The M3 partition function can be exhibited directly in factorized form through Higgs
branch localization [58, 59], and the individual blocks can be computed by localization on
the solid torus D2 × S1 [55].
The computation of [55] does not fit neatly into our framework for Seifert manifolds be-
cause it uses both a different metric and different boundary conditions than [54]. Nonetheless,
it is also found in [55] that the N = 2 Yang-Mills action can be written in a Q-exact form
without surface terms. On the other hand, the N = 2 Chern-Simons action is invariant un-
der neither SUSY nor gauge transformations in the presence of a boundary. Two proposals
are given in [55] for maintaining gauge invariance, namely that the compensating boundary
action should contain either a chiral 2D (0, 2) theory (namely, (0, 2) matter multiplets to
cancel gauge anomalies) or a trivially supersymmetric gauged chiral WZW model obtained
by viewing gauge parameters as physical fields on the boundary.35 The second option makes
direct contact with the Chern-Simons wavefunction computed in holomorphic polarization:
the Ka¨hler potential in the inner product (D.24) of coherent states appears from the localiza-
tion point of view as a boundary term necessary to preserve half-BPS boundary conditions
(again, the localization computation selects a constant gauge field, for which the wavefunc-
tion becomes a Weyl-Kac character). However, as in holomorphic quantization, one obtains
a character in the representation λ by taking Weyl-invariant linear combinations of general-
ized theta functions rather than by directly evaluating the path integral with a Wilson loop
in the representation λ; it is not clear how such a Wilson loop would fit into the approach
of [55].36
7 Matching N = 0 and N = 2 Line Operators
So far, we have explained the quantum-mechanical non-renormalization of the weight only
for certain classes of BPS observables in pure N = 2 Chern-Simons, which can be computed
via localization on three-manifolds that admit a real, nowhere vanishing Killing vector. This
amounts to an explanation of the renormalization of the weight for a similarly restricted set
of observables in the corresponding N = 0 theory. The correspondence is as follows: embed
the N = 0 theory in an N = 2 theory with the appropriate level (“integrate in” auxiliary
fields), and then for those links that are deformable to a BPS configuration, deform them to
said configuration and enrich them with σ as in (6.16). This operation is trivial at the level of
the functional integral. Clearly, this procedure is not possible for arbitrary links, even though
all observables are explicitly computable by topological means. While we cannot explain the
35In fact, one can consider possibilities intermediate between these two extremes, involving a chiral WZW
model in which only a subgroup H ⊂ G is gauged, along with (0, 2) matter multiplets coupled to the H-gauge
field.
36The computation of [55] can be viewed as that of a half-index with Neumann boundary conditions for the
vector multiplet. For a discussion of how to recover Weyl-Kac characters from the half-index with Dirichlet
(0, 2) boundary conditions in N = 2 Chern-Simons theories, see [70].
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non-renormalization of the weight for completely general observables, we have sketched how
one might approach a more general understanding by localizing on a solid torus. In this
section, we make some further comments on the correspondence between N = 0 and N = 2
observables.
7.1 (Non-)Renormalization
To substantiate the claim that the natural UV completion of Chern-Simons theory should
have N = 2 supersymmetry, it is (as mentioned in the introduction) important to fix un-
ambiguous definitions of the level k and the representation λ. Throughout, we have used
the canonical definition that the k in N = 0 Gk Chern-Simons theory is the level of the
corresponding 2D WZW model, where it appears in correlation functions and has a precise
physical meaning. Relative to this definition, the level that appears in the Chern-Simons
braiding matrix with parameter q is k + h.37 This shift is independent of regularization
scheme, i.e., the question of how the renormalized coupling depends on the bare coupling.
Said differently, our k ≡ kphys is what determines the dimension of the Hilbert space and
changes sign under time reversal, while kphys + h is what appears in correlation functions.
The relation of kphys to some UV parameter kbare (e.g., via kphys = kbare + h or kphys = kbare)
is a question of regularization scheme and not physically meaningful.
On the other hand, λ determines the conjugacy class of the holonomy around a Wilson
loop to be e−2piiλ/k, as measured by another loop that links it. This relation, derived from
the classical EOMs (see Appendix D.3), receives quantum corrections. For example, in the
case of SU(2) (and using our convention for λ from Section 4), the classical and quantum
holonomies are e2piijσ3/k and e2pii(j+1/2)σ3/(k+2), respectively. To interpret the statement that
“λ is not renormalized” in the N = 2 setting, it should be kept in mind that Wilson loops
are typically written not in terms of the bare λ, but rather in terms of an effective λ that
corresponds to having integrated out the fermions along the line.38
7.2 3D Point of View
For completeness, let us comment on how the differences between the bosonic and super-
symmetric theories bear on the mapping of line operators between the two theories. These
subtleties do not affect our conclusions.
An obvious difference is that the N = 2 theory contains extra bulk fields, as well as
both supersymmetric and non-supersymmetric line operators. Wilson loops in N = 0 CS
are functions of the gauge field A, while Wilson loops in N = 2 CS are (schematically)
37Monodromy matrices in Chern-Simons theory follow from R-matrices in braid representations, and by
“braiding matrix,” we mean the half-monodromy matrix [68].
38One can compare the supersymmetric case to the complex (analytically continued) case, where there
are also no shifts. Assuming the standard integration cycle over real connections, the Chern-Simons path
integral is oscillatory: the level shift can be attributed to a Wick rotation in the space of connections that
renders the integral absolutely convergent (see [12] and references therein). Since analytically continued
Chern-Simons theory requires no further regularization, it is free of the attendant shift ambiguities (which
is fortunate because, for instance, the lack of a Killing form of definite signature means that deforming by
an irrelevant Yang-Mills term no longer gives rise to a sensible quantum field theory).
58
functions of the combination A+ σ. A collection of the former loops in an arbitrary smooth
configuration and a collection of the latter loops in the same configuration have identical
correlation functions in the respective theories, up to an appropriate identification of param-
eters. This is true even if the configuration is not BPS from the point of view of the latter
theory, hence not calculable using localization, as one sees by integrating out σ. Moreover,
in the latter theory, correlation functions of non-intersecting loops not involving local oper-
ators constructed from the extra bulk fields are independent of whether the loop operators
are written as functions of A or of A+ σ. However, such correlation functions can still have
contact terms with integrated local operators; these contact terms differ for A and A + σ
loops. The Schwinger-Dyson equation for A says that both N = 0 and N = 2 loops have
contact terms with the equation of motion for A. The Schwinger-Dyson equation for σ says
that only N = 2 loops have contact terms with the auxiliary scalar D in the N = 2 vector
multiplet. At finite Yang-Mills coupling, the A and σ EOMs involve fermionic sources, but
these irrelevant terms are Q-exact, so do not affect correlation functions of BPS loops. If
one is only interested in correlators of non-intersecting loops, as we are, then these issues are
not relevant. For a related discussion of the loop equation for BPS Wilson loops, see Section
4 of [71].
To properly define the localizing term requires both a metric and a spin structure (the
latter because the fermions become dynamical at finite Yang-Mills coupling), neither of which
seem to be necessary to define the bosonic theory (which, for G connected and simply con-
nected, is independent of spin structure [26]).39 But recall that a metric is already needed
both to regularize and to gauge-fix the bosonic theory [22]. Moreover, recall that computing
observables in N = 0 Chern-Simons requires choosing a framing of M3, which automatically
fixes a spin structure: every orientable three-manifold is spin, hence parallelizable, and a spin
structure is specified by a homotopy class of trivializations of the tangent bundle over the
one-skeleton that extends over the two-skeleton.40 Therefore, even at finite Yang-Mills cou-
pling, the regularized pure N = 2 Chern-Simons theory does not depend on any additional
geometric data beyond that required to compute observables in the N = 0 theory.41
Finally, we reviewed in Section 3.2 the well-known fact that in bosonic Chern-Simons
theory, Wilson and vortex (’t Hooft) loops are equivalent [34], the latter being defined by
their holonomy. The same is true in N = 2 Chern-Simons theory [72, 64, 35], where a vortex
loop is defined by a vector multiplet in a singular BPS configuration. In this case, vortex
loops entail nontrivial background profiles for σ,D, but the path integral with appropriate
39The Killing spinor equations (6.1) require only a spinc structure, which exists on any orientable three-
manifold [23].
40More precisely, only a two-framing, or a framing of TM3 ⊕ TM3, is required to define the phase of the
partition function. Every three-manifold admits a canonical two-framing. In fact, every Seifert fibration
pi : M3 → Σ also determines a two-framing on M3, which in general differs from the canonical one [20].
41There are at least two qualifications to this statement. First, while the non-topological localizing terms
are Q-exact, the metric still enters into the computation of observables in a more essential way in the N = 2
theory because BPS Wilson loops must lie along isometries. However, just as in the N = 0 theory, smoothly
deforming links in the (non-manifestly topological) N = 2 theory leaves correlation functions unchanged (to
see this, set the coefficient of the localizing term to zero and integrate out the extra bulk fields). Second,
the localization procedure determines the framing of knots, which is additional data beyond the framing of
the three-manifold (the latter cancels in normalized expectation values).
59
boundary conditions and boundary actions completely decouples between these fields and A.
Hence, modulo the exceptional situations discussed above for Wilson loops, supersymmetric
vortex loops in pure Chern-Simons are equivalent to their non-supersymmetric counterparts.
Note that in abelian theories, vortex loops for gauge (rather than flavor) connections are
trivial in the sense that up to an overall factor (the classical contribution from the Chern-
Simons action), a vortex loop insertion simply results in an imaginary shift of the Coulomb
branch parameters that is integrated over in the matrix model and can therefore be absorbed
into a redefinition of the integration contour.
7.3 A Quasi-2D Point of View
We now show that there exists a one-to-one correspondence between line operators in the
bosonic and supersymmetric theories that is clear only if we take into account both shifts.
Given our assumptions on G, this correspondence can be viewed as a restatement of well-
known facts about 2D rational conformal field theory.
As can be seen in canonical quantization, the distinct Wilson lines in pure Chern-Simons
theory are in one-to-one correspondence with the ground states of the theory on a (spatial)
torus. To explain what “distinct” means, we must identify the precise equivalence classes of
Wilson lines that map to these ground states. SU(2)k Chern-Simons on a torus has k + 1
ground states labeled by half-integers j = 0, . . . , k/2. These can equivalently be viewed as
the k + 1 primary operators in the SU(2)k WZW model, where the truncation of SU(2)
representations to integrable representations is a selection rule that follows from combining
two different su(2) subalgebras of ŜU(2)k. From the 3D point of view, however, a Wilson line
can carry any SU(2) representation (half-integer j). To respect the 2D truncation, all such
lines fall into equivalence classes labeled by the basic lines j = 0, . . . , k/2. The equivalence
relations turn out to be a combination of Weyl conjugation and translation [9]:
j ∼ −j, j ∼ j + k. (7.1)
As reviewed in Appendix D.3, the story is similar for general G. Line operators are subject
to equivalence relations given by the action of the affine Weyl group at level k (W n kΛ∨R
where Λ∨R is the coroot lattice of G), whose fundamental domain we refer to as an affine
Weyl chamber or a Weyl alcove and which contains all inequivalent weights (corresponding
to integrable representations of Ĝk).
42
Now consider the correlation functions of these lines. Two basic observables of SU(2)k
Chern-Simons on S3 are the expectation value of an unknotted spin-j Wilson loop and the
expectation value of two Wilson loops of spins j, j′ in a Hopf link:
〈Wj〉N=0 = S0j
S00
, 〈WjWj′〉N=0 = Sjj′
S00
. (7.2)
Recall that the modular S-matrix of SU(2)k is given by (2.13) in a basis of integrable repre-
sentations. The formulas (7.2) apply only to Wilson loops with j within the restricted range
0, . . . , k/2. Indeed, (2.13) is not invariant under the equivalence relations (7.1). Nonetheless,
42The equivalence classes of Wilson lines in abelian Chern-Simons can be found in Appendix C of [73].
60
let us na¨ıvely extend these formulas to arbitrary j, j′. The first positive value of j for which
〈Wj〉 = 0 is that immediately above the truncation threshold: j = (k+1)/2. More generally,
from (7.2), it is clear that a line of spin j and a line of spin j+k+2 have identical correlation
functions, while lines with j = n(k/2 + 1) − 1/2 for any integer n vanish identically. Here,
one should distinguish the trivial line j = 0, which has 〈W0〉 = 1 and trivial braiding with all
other lines, from nonexistent lines, which have 〈Wj〉 = 0 and vanishing correlation functions
with all other lines. On the other hand, a line with j and a line with j + k/2 + 1 have the
same expectation value and braiding, up to a sign. In other words, at the level of correlation
functions, SU(2)k Wilson lines are antiperiodic with period k/2 + 1.
An analogous antiperiodicity phenomenon holds for arbitrary simple, compact G. In the
WZW model, the fusion rule eigenvalues (computed from the S-matrix elements) are equal
to the finite Weyl characters of G, evaluated on some special Cartan angles that respect the
truncation of the relevant representations [74]. For example, in SU(2)k, λ
(n)
` = S`n/S0n is
the Weyl character χ`(θ) in (1.2) evaluated at θ/2 = (2n + 1)pi/(k + 2) for n = 0, . . . , k/2,
chosen such that the Weyl character of spin ` = (k + 1)/2 vanishes.
The (anti)periodicity of S under j → j + (k + 2)/2 can be understood in terms of the
renormalized parameters K = k + 2 and J = j + 1/2.43 In the N = 2 theory, a J Wilson
line has holonomy e2piiJσ3/K , so the equivalence relations are
J ∼ −J, J ∼ J +K ⇐⇒ j ∼ −1− j, j ∼ j + k + 2. (7.3)
The inequivalent values of j are −1/2, . . . , (k + 1)/2. The extremal values j = −1/2 and
j = (k+ 1)/2 correspond to identically zero line operators, and the remaining values are the
same as in the N = 0 formulation. In other words, in contrast to (7.2) for N = 0 SU(2)k
on S3, we have for N = 2 SU(2)K on S3 that
〈WJ〉N=2 =
S 1
2
J
S 1
2
1
2
, 〈WJWJ ′〉N=2 = SJJ ′
S 1
2
1
2
, SJJ ′ ≡
√
2
K
sin
[
(2J)(2J ′)pi
K
]
, (7.4)
where the bare J must satisfy J ≥ 1/2 for supersymmetry not to be spontaneously broken.
In the supersymmetric theory, labeling lines by J = 1/2, . . . , (k + 1)/2, the J = 0 line does
not exist due to the vanishing Grassmann integral over the zero modes of the fermion in
the N = 2 coadjoint orbit sigma model. The conclusion is that the N = 2 theory has the
same set of independent line operators as the N = 0 theory. In the N = 2 formulation, the
S-matrix Sjj′ is explicitly invariant under the equivalence relations (7.3).
For general G, let Λ = λ + ρ and K = k + h. Then Λ, modulo the action of the affine
Weyl group at level K, takes values in an affine Weyl chamber at level K. Those λ = Λ− ρ
for Λ at the boundary of the chamber correspond to nonexistent lines, while those for Λ in
the interior are in one-to-one correspondence with weights in the affine Weyl chamber at
level k (for further details, see Appendix D.4).
It would be interesting to understand both shifts from an intrinsically 2D point of view.
The shift in k is, as in the 3D case, transparent; the shift in λ is less so. As the ring of line
operators in Chern-Simons with compact gauge group is the fusion ring of the corresponding
43See also [12]. I thank V. Mikhaylov for correspondence on this point.
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WZW model, one would like to translate the equivalence between (J,K) and (j, k) into an
equivalence between ordinary and super WZW models. One can impose half-BPS boundary
conditions to obtain both (1, 1) and (0, 2) WZW models on the boundary of bulk N = 2 CS
[75]. It appears that (1, 1) is relevant to the level shift while (0, 2) is relevant to holomorphic
blocks [55]. It is well-known that after a suitable redefinition of the super Kac-Moody
currents, the (1, 1) super WZW model at level k (for compact, connected, simply connected
G) is equivalent to a bosonic WZW model at level k− h (with central charge (1− h
k
) dimG)
plus decoupled free Majorana fermions in the adjoint representation (with central charge
1
2
dimG), resulting in a super Virasoro algebra with central charge cˆ = 2
3
c = (1− 2h
3k
) dimG
[76, 77]. On the other hand, just as pureN = 2 Chern-Simons is the bosonic theory plus some
decoupled auxiliary fields, the corresponding (0, 2) WZW model in 2D is the bosonic WZW
model plus some decoupled fields; its left-moving sector is simply a non-supersymmetric
chiral WZW model.
Finally, it is interesting to note that similar truncations of Wilson loop representations
exist due to quantum relations in N = 2 Chern-Simons-matter theories, despite that we do
not expect an equivalence to a WZW model in this case [50].
8 Discussion
Using SU(2) as a case study, we have supersymmetrized the coadjoint orbit quantum me-
chanics on a Wilson line in flat space from both intrinsically 1D and 3D points of view,
providing several complementary ways to understand the shift in the representation j. We
have described how to extend this understanding to certain compact Euclidean manifolds.
For some classes of observables in Chern-Simons theory, the existence of an auxiliary super-
symmetry lends itself not only to conceptual unity, but also to increased computability.
For arbitrary simple groups, one has both generic and degenerate coadjoint orbits, corre-
sponding to quotienting G by the maximal torus T or by a Levi subgroup L ⊃ T (see [78] and
references therein). For example, the gauge group SU(N+1) has for a generic orbit the phase
space SU(N+1)/U(1)N , a flag manifold with real dimension N2+N (corresponding to a reg-
ular weight); on the other hand, the most degenerate orbit is SU(N + 1)/(SU(N)×U(1)) ∼=
S2N+1/S1 ∼= CPN , which has 2N real dimensions and a simple Ka¨hler potential (correspond-
ing to a weight that lies in the most symmetric part of the boundary of the positive Weyl
chamber).44 The quantization of the phase space CPN is well-known and can be made very
explicit in terms of coherent states (see, e.g., Section 5 of [14]). The Fubini-Study metric for
CPN follows from covering the manifold with N+1 patches with the Ka¨hler potential in each
patch being the obvious generalization of that for SU(2). In principle, one can carry out a
similar analysis with SU(N +1) Killing vectors. We will not attempt the full analysis in this
paper. We simply remark that in general, the shift of a fundamental weight by the Weyl
vector (half-sum of positive roots, or sum of fundamental weights) is no longer a fundamental
weight, so one would need a qualitatively different sigma model than the original to describe
44A regular weight λ satisfies λ(α) 6= 0 for all roots α; otherwise, the coadjoint orbit is isomorphic to G/L
where the Lie algebra of the Levi subgroup L is that of T adjoined with all roots α such that λ(α) = 0.
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the coadjoint orbit of the shifted weight. An option is not to work in local coordinates at
all, along the lines of [21] (however, this approach seems harder to supersymmetrize).
Finally, perhaps this story is more natural in a setting with twice as much supersymmetry
(3D N = 4), where one has the option of twisting spatial rotations by either of the SU(2) R-
symmetry groups, allowing for the construction of 1/4-BPS Wilson or vortex loops supported
on arbitrary curves [79].
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A Conventions
A.1 Gauge Transformations
With Hermitian generators ([T a, T b] = ifabcT c with fabc real and Tr(T aT b) = 1
2
δab), we have
LgCS = µνρ Tr
(
Agµ∂νA
g
ρ −
2i
3
AgµA
g
νA
g
ρ
)
, LCS ≡ LidCS. (A.1)
Writing g = eiθ
aTa , we have Agµ = gAµg
−1 − i∂µgg−1 = (Aaµ + Dµθa + · · · )T a where Dµθa =
∂µθ
a + fabcAbµθ
c and
LgCS = LCS − iµνρ∂µ Tr(Aνg−1∂ρg)−
1
3
µνρ Tr[(∂µgg
−1)(∂νgg−1)(∂ρgg−1)]. (A.2)
In coordinate-free notation, Ag = gAg−1 − idgg−1 and
Tr
[
AgdAg − 2i
3
(Ag)3
]
= Tr
[
AdA− 2i
3
A3 − id(Ag−1dg)− 1
3
(dgg−1)3
]
. (A.3)
A.2 Quantum Mechanics
We fix the normalization of the partition function, for the purpose of computing the 1D
supersymmetric index, as in the following two elementary examples.45
For a (real) bosonic oscillator, we have
LE =
1
2
x˙2 +
1
2
ω2x2 =⇒ Z =
∫
Dx exp
[
−1
2
∫ β
0
dτ (x˙2 + ω2x2)
]
(A.4)
45In both cases, we use
∏∞
n=1(4pi
2n2)±1 = e±2(ζ(0) log(2pi)−ζ
′(0)) = 1.
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where periodic boundary conditions are implicit. The corresponding mode expansion is
x =
1√
β
∞∑
n=−∞
xne
2piinτ/β, (A.5)
where reality requires that xn = x
∗
−n. Write xn = (an + ibn)/
√
2 for n 6= 0. Since x has mass
dimension −1/2, the modes have mass dimension −1. Hence the correct dimensionless path
integration measure is∫
Dx =
∫ ∞
−∞
dx0√
2piβ
( ∞∏
n=1
∫ ∞
−∞
dan√
2piβ
∫ ∞
−∞
dbn√
2piβ
)
, (A.6)
with a denominator of
√
2pi for each real mode. It follows that Z = [2 sinh(βω/2)]−1.
For a (complex) fermionic oscillator, we have
LE = ψ
†ψ˙ + ωψ†ψ =⇒ Z ′ =
∫
Dψ†Dψ exp
[
−
∫ β
0
dt (ψ†ψ˙ + ωψ†ψ)
]
(A.7)
where Z ′ is the twisted partition function and periodic boundary conditions are implicit.
The corresponding mode expansion is
ψ =
1√
β
∞∑
n=−∞
ψne
2piint/β. (A.8)
Since ψ and ψ† are dimensionless, the modes have mass dimension −1/2 and d(modes) have
mass dimension 1/2. Hence the correct dimensionless path integration measure is∫
Dψ†Dψ =
∫ ∞∏
n=−∞
(
√
β dψ†n)(
√
β dψn), (A.9)
from which we obtain Z ′ = 2 sinh(βω/2).
Combining the two examples above results in a simple supersymmetric system with one
real bosonic and one real fermionic DOF on shell, whose twisted partition function (Witten
index) is ZZ ′ = 1.
A.3 1D N = 2
We work in Lorentzian46 1D N = 2 superspace with coordinates (t, θ, θ†) and write SUSY
transformations in terms of a complex spinor parameter . The representations of the super-
charges as differential operators on superspace and the supercovariant derivatives are
Qˆ = ∂θ + iθ
†∂t, Qˆ† = ∂θ† + iθ∂t, (A.10)
D = ∂θ − iθ†∂t, D† = ∂θ† − iθ∂t. (A.11)
46To Euclideanize the following, take τ = it and iS = −SE .
64
The nonvanishing anticommutators are
{Qˆ, Qˆ†} = −{D,D†} = 2i∂t. (A.12)
A general superfield takes the form
Ξ(t, θ) = φ(t) + θψ(t) + θ†χ(t) + θθ†F (t) (A.13)
with SUSY acting as δΞ = (Qˆ+ †Qˆ†)Ξ, or in components as
δφ = ψ + †χ,
δψ = −i†φ˙+ †F,
δχ = −iφ˙− F,
δF = −iψ˙ + i†χ˙. (A.14)
All components of Ξ are complex. The vector multiplet satisfies
V = V † =⇒ V (t, θ) = φ(t) + θψ(t)− θ†ψ†(t) + θθ†F (t). (A.15)
The SUSY transformations of its components φ (real), ψ (complex), and F (real) are
δφ = ψ − †ψ†,
δψ = −i†φ˙+ †F,
δψ† = iφ˙+ F,
δF = −iψ˙ − i†ψ˙†. (A.16)
Here, F plays the role of the non-dynamical gauge field, so that the 1D Chern-Simons action∫
F is automatically both gauge- and SUSY-invariant. The chiral multiplet satisfies
D†Φ = 0 =⇒ Φ(t, θ) = φ(t) + θψ(t)− iθθ†φ˙(t). (A.17)
The SUSY transformations of its components φ (complex) and ψ (complex) are
δφ = ψ,
δψ = −2i†φ˙. (A.18)
To integrate over superspace, we use d2θ ≡ dθ†dθ.47
47Given a vector multiplet V = φ + θψ − θ†ψ† + θθ†F , one can write the top component as the middle
component of the fermionic chiral superfield
D†V = −ψ† − θ(F + iφ˙) + iθθ†ψ˙†
(thus writing a D-term as an F -term), or as the bottom component of the real superfield
1
2
(D†D −DD†)V = F − iθψ˙ − iθ†ψ˙† − θθ†φ¨
(a 1D analogue of a linear multiplet). Thus, for instance, the superfield equation of motion in an N = 2
quantum mechanics described by Ka¨hler potential K is D†∂ΦK = 0.
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The 1D SUSY’ transformations are derived as follows. In Wess-Zumino gauge, we have
V |WZ = θθ†F , which transforms under SUSY to V ′ = V |WZ + δV |WZ. To preserve Wess-
Zumino gauge, we choose the compensatory super gauge transformation parameter Φ = iΛ
such that δV |WZ + 12(Φ + Φ†) is O(θθ†):
e2V
′ → eΦe2V ′eΦ† ⇐⇒ V ′ → V |WZ, (A.19)
which means that δ′ acts trivially on the vector multiplet. For the chiral multiplet, only the
transformation rule for ψ is modified by taking ∂0 → D0:
δ′φ = ψ,
δ′ψ = −2i†D0φ, (A.20)
where the gauge field appearing in D0 is the single nonzero component of V |WZ.
A.4 3D N = 2
We largely follow the conventions of [66]. Regardless of spacetime signature, spinor indices
are raised and lowered on the left by αβ = −αβ (12 ≡ 1), where ψχ ≡ αβψαχβ. This
convention requires that we distinguish matrix multiplication (“·”) from spinor contraction
(no symbol), which differ by a sign:
(γaξ)α = −(γa)αβξβ ⇐⇒ γaξ = −γa · ξ.48 (A.21)
The basic Fierz identities, written with a free spinor index (taken to be lower by default),
follow from the basis-independent properties tr(γµγν) = 2gµν and tr γµ = 0 and take the
same form for both commuting and anticommuting spinors:
ξ(ζλ) + ζ(λξ) + λ(ξζ) = 0, 2λ(ξζ) + ξ(ζλ) + γµξ(ζγµλ) = 0.
49 (A.22)
By default, our spinors are anticommuting; the notation “|0” applied to a Grassmann-odd
spinor denotes its Grassmann-even version. Spinors satisfy ψχ = ±χψ, ψγµχ = ∓χγµψ,
ψχ = ∓ψ¯χ¯ depending on whether they anticommute (top sign) or commute (bottom sign).
Spinors that would be conjugate (e.g., λ, λ¯) in Lorentzian signature are independent
in Euclidean signature (e.g., λ, λ˜) because the 2 of SL(2,R) is complex while the 2 of
SU(2) is pseudoreal. Lower and upper indices denote the fundamental and antifundamental,
respectively. In Lorentzian signature, as in 1D, we use x∗, x¯, x† interchangeably to denote
the complex conjugate of x. In Euclidean signature, we use bars and stars interchangeably
to denote complex conjugation, while daggers denote Hermitian conjugation: (ψ†)α = (ψα)∗
(the combination ξ†ψ is SU(2)-invariant). Explicitly,(
ξ1
ξ2
)
=
(
a
b
)
=⇒ (ξ1 ξ2) = (b −a) , (ξ†1 ξ†2) = (a∗ b∗) , (ξ†1
ξ†2
)
=
(−b∗
a∗
)
.
48We also sometimes use “·” to denote multiplication in the appropriate representation of the gauge group:
for example, [Dµ, Dν ](· · ·) = −iFµν · (· · ·).
49For matrix-valued λ (whose components λ1,2 are not nilpotent), we have [ξγµλ, ζγµλ] = [ξλ, ζλ].
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A.4.1 Lorentzian
We use Lorentzian signature only in flat space. In R1,2 (with signature −++), the 3D gamma
matrices are
(γµ=0,1,2)αβ = (−1, σ1, σ3)αβ, αβγµγαγνβδ = ηµνγδ − µνρ(γρ)γδ. (A.23)
With lowered indices, these matrices are real and symmetric, so that θγµθ¯ is real. We take
012 = 1; note that the identity µνλρσλ = η
µσηνρ − ηµρηνσ differs by a sign relative to the
Euclidean case. The 3D N = 2 algebra is
{Qα, Q¯β} = 2γµαβPµ + 2iαβZ, {Qα, Qβ} = 0. (A.24)
Equivalently,
{Q±, Q¯±} = P2 ± iP1, {Q±, Q¯∓} = −P0 ∓ Z (A.25)
where Q± = 12(Q1 ± iQ2) and Q¯± = Q∓ = 12(Q¯1 ± iQ¯2). The representations of the super-
charges as differential operators on superspace and the supercovariant derivatives are
Qα = ∂
∂θα
− iγµαβ θ¯β∂µ, Q¯α = −
∂
∂θ¯α
+ iθβγµβα∂µ, (A.26)
Dα =
∂
∂θα
+ iγµαβ θ¯
β∂µ, D¯α = − ∂
∂θ¯α
− iθβγµβα∂µ. (A.27)
We abbreviate ∂¯α ≡ ∂/∂θ¯α, ∂β ≡ ∂/∂θβ and define
∫
d4θ θ2θ¯2 = 1.
In component form, the SUSY transformations of the 3D N = 2 vector and chiral mul-
tiplets (5.2) and (5.3) are
δC = −(ξχ− ξ¯χ¯),
δχα = δχ¯α = iξ¯ασ + γ
µ
αβ ξ¯
β(Aµ + i∂µC)− ξα(M + iN),
δ(M + iN) = δ(M − iN) = −2i(ξ¯λ¯− ξ¯γµ∂µχ),
δσ = −(ξλ¯− ξ¯λ), (A.28)
δAµ = i(ξγµλ¯+ ξ¯γµλ− ξ∂µχ− ξ¯∂µχ¯),
δλα = δλ¯α = −iξαD − iγµαβξβ∂µσ − µνρ(γρ)αβξβ∂µAν ,
δD = −(ξγµ∂µλ¯− ξ¯γµ∂µλ)
(following from δξV = (ξQ− ξ¯Q¯)V ) and
δA = −
√
2ξψ,
δψα = −
√
2ξαF + i
√
2γµαβ ξ¯
β∂µA, (A.29)
δF = i
√
2ξ¯γµ∂µψ
(following from δξΦ = (ξQ− ξ¯Q¯)Φ). The 3D SUSY’ transformations are derived as follows.
Under SUSY, V |WZ transforms into V ′ ≡ V |WZ + δV |WZ. To preserve Wess-Zumino gauge,
we choose Λ such that δV |WZ + 12(Λ + Λ¯) is O(θθ¯) and set the lowest component of Λ (the
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parameter of ordinary gauge transformations) to zero. With these choices, and to first order
in ξ, ξ¯, the super gauge transformation e2V
′ → eΛ¯e2V ′eΛ truncates to
V ′ → V ′ + 1
2
(Λ + Λ¯) +
1
2
[V ′,Λ− Λ¯], (A.30)
from which we read off (5.9). SUSY’ also modifies the chiral multiplet transformation laws
by terms involving vector multiplet fields, so that Φ + δΦ → e−Λ(Φ + δΦ) and Φ¯ + δΦ¯ →
(Φ¯ + δΦ¯)e−Λ¯, from which (5.10) follows.
A.4.2 Euclidean
We start with flat Euclidean space R3, passing to Euclidean signature via τ = it and iS =
−SE (i
∫
dt L = − ∫ dτ LE). We set ∂0 ≡ ∂τ = −i∂t, and similarly for other tensors. Thus
(γµ=0,1,2)αβ = (−i, σ1, σ3)αβ, αβγµγαγνβδ = δµνγδ − iµνρ(γρ)γδ. (A.31)
In particular, with lowered indices, the gamma matrices are no longer real. We often write
µ = 1, 2, 3 in place of µ = 0, 1, 2 in Euclidean signature.
The Euclidean SUSY’ transformations of a vector multiplet are
δ′σ = −(ξλ˜− ξ˜λ),
δ′Aµ = i(ξγµλ˜+ ξ˜γµλ),
δ′λ = −iξD − iγµξDµσ − i2µνργρξFµν , (A.32)
δ′λ˜ = iξ˜D + iγµξ˜Dµσ − i2µνργρξ˜Fµν ,
δ′D = −(ξγµDµλ˜− ξ˜γµDµλ) + [ξλ˜+ ξ˜λ, σ]
(compare to (5.9)), and those of a fundamental chiral multiplet are
δ′A = −
√
2ξψ,
δ′ψ = −
√
2ξF + i
√
2γµξ˜DµA+ i
√
2ξ˜σA, (A.33)
δ′F = i
√
2ξ˜γµDµψ − i
√
2σξ˜ψ − 2iξ˜λ˜A
(compare to (5.10)). Writing δ′ = δ′ξ + δ
′
ξ˜
with (δ′ξ)
2 = (δ′
ξ˜
)2 = 0, the SUSY’ algebra is
[δ′ξ1 , δ
′
ξ2
](·) = [δ′
ξ˜1
, δ′
ξ˜2
](·) = 0, [δ′ξ, δ′ξ˜](·) = 2iξγµξ˜Dµ(·) + 2iξξ˜σ · (·). (A.34)
The Lagrangians of interest are
LCS|R3 = k
4pii
Tr
[
µνρ
(
Aµ∂νAρ − 2i
3
AµAνAρ
)
− 2λλ˜+ 2iDσ
]
, (A.35)
LYM|R3 = 1
g2
Tr
(
1
4
FµνF
µν +
1
2
DµσD
µσ − 1
2
D2 − iλ˜γµDµλ+ iλ˜[σ, λ]
)
, (A.36)
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where the path integration contour is over purely imaginary D. We find that
1
g2
δ′ξδ
′
ξ˜
Tr
(
1
2
λλ˜− iDσ
)
= ξξ˜LYM|R3 . (A.37)
The Euclidean Yang-Mills action is in fact both Q-exact and Q˜-exact because in this case,
the commutator of δ′ξ, δ
′
ξ˜
in (A.34) is the sum of a total derivative and a commutator, the
latter of which vanishes inside the trace.
In curved Euclidean space, making appropriate modifications by the metric gives, e.g.,
αβγµγαγ
ν
βδ = g
µνγδ − i√g−1µνρ(γρ)γδ (A.38)
(µνρ always denotes the Levi-Civita symbol; we make the corresponding tensor explicit by
writing
√
g−1µνρ or
√
gµνρ). We derive the curved-space SUSY’ transformations from the
bottom up, following [80]. One can construct the superconformal algebra on a curved space
that admits a conformal Killing spinor by diffeomorphism- and Weyl-covariantizing the cor-
responding flat-space Poincare´ supersymmetry (or SUSY’) algebra, in addition to replacing
the constant supersymmetry parameters by conformal Killing spinors. The supplementary
terms required for Weyl covariance depend on both the Weyl weights of the fields and the
spacetime dimension. The conformal Killing spinor (twistor spinor) condition is
∇µξ = γµξ′ ⇐⇒ ξ′ = 1
3
γµ∇µξ, (A.39)
with the intuition being that the spin-3/2 component of ∇µξ vanishes, and only the spin-
1/2 component given by ξ′ survives. The subalgebra of the superconformal algebra that
generates only isometries (not conformal transformations) of the curved space is the curved-
space analogue of the flat-space super-Poincare´ algebra.
First recall some basic facts about Weyl transformations. On an oriented Riemannian
manifold, we define an orthonormal frame by gµν = e
a
µe
b
νδab and denote by ω
ab
µ = −ωbaµ the
minimal spin connection (such that the vielbein eaµ is covariantly constant), which defines
the diffeomorphism-covariant derivative ∇µ on tensors carrying internal indices (we denote
the gauge-covariant derivative by Dµ). Under local SO(d) Lorentz transformations Λab =
δab + ab +O(
2) with ab = −ba, we have
ωµ → ΛωµΛ−1 − ∂µΛΛ−1, ψ → S(Λ)ψ ≡ eabσabψ, (A.40)
where σab = 1
8
[γa, γb] for consistency with S(Λ)−1γaS(Λ) = Λabγb. Hence on spinors,
∇µψ = (∂µ + ωabµ σab)ψ. (A.41)
Under a Weyl transformation eaµ → eΩeaµ, we have
ωabµ → ωabµ + eaµ∂bΩ− ebµ∂aΩ. (A.42)
The Weyl weight w(ϕ) of a field is the charge appearing in ϕ → e−wΩϕ. Our convention is
that tensors with lower coordinate indices have zero Weyl weight (with raised indices, they
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gain a Weyl weight due to the metric) while tensors with tangent space indices generally have
nonzero Weyl weight, with the difference being due to the transformation of the vielbein.
The opposite is true for the metric, which is not a dynamical field: Weyl transformations act
nontrivially on gµν and leave the tangent space metric unchanged. In particular, whether the
gamma matrices are Weyl-invariant depends on whether they carry tangent space indices
(yes) or coordinate indices (no). Thus for a scalar ϕ and fermion ψ of Weyl weight w,
∂µϕ→ e−wΩ(∂µ − w∂µΩ)ϕ, (A.43)
γµ∇µψ → e−(w+1)Ωγµ∇µψ + e−(w+1)Ω
(
d− 1
2
− w
)
γµ∂µΩψ. (A.44)
Note that w(γµ) = −1 and w(gµν) = −2 (hence w(√g) = −d).
For the vector multiplet, our conventions fix the following Weyl weights:
w(σ) = 1, w(Aµ) = 0, w(ξ) = w(ξ˜) = −1/2, w(λ) = w(λ˜) = 3/2, w(D) = 2.50
Aside from Aµ (which has [Aµ] = 1), these coincide with the scaling dimensions. In d = 3,
we have from (A.43) and (A.44) that
w
(
γµξDµσ +
2
3
σγµ∇µξ
)
=
3
2
, w
(
ξγµDµλ˜− 1
3
λ˜γµ∇µξ
)
= 2, (A.45)
and similarly for (ξ, λ˜)↔ (ξ˜, λ). To Weyl-covariantize (A.32), we replace the terms γµξDµσ
and ξγµDµλ˜ with the expressions of well-defined Weyl weight in (A.45) (and similarly for
(ξ, λ˜)↔ (ξ˜, λ)), leading to the curved-space SUSY’ transformations for a vector multiplet:
δ′σ = −(ξλ˜− ξ˜λ),
δ′Aµ = i(ξγµλ˜+ ξ˜γµλ),
δ′λ = −iξD − iγµξDµσ − i2
√
g−1µνργρξFµν − 2i3 σγµ∇µξ, (A.46)
δ′λ˜ = iξ˜D + iγµξ˜Dµσ − i2
√
g−1µνργρξ˜Fµν + 2i3 σγ
µ∇µξ˜,
δ′D = −(ξγµDµλ˜− ξ˜γµDµλ) + [ξλ˜+ ξ˜λ, σ] + 13(λ˜γµ∇µξ − λγµ∇µξ˜)
where Dµ(·) = ∇µ(·)− i[Aµ, (·)] and Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ]. Now consider a chiral
multiplet with non-canonical scaling dimensions
([A], [ψ], [F ]) = (∆,∆ + 1/2,∆ + 1),
which coincide with the Weyl weights. In d = 3, we have from (A.43) and (A.44) that
w
(
γµξ˜DµA+
2∆
3
Aγµ∇µξ˜
)
= ∆ +
1
2
, w
(
ξ˜γµDµψ − 2∆− 1
3
ψγµ∇µξ˜
)
= ∆ + 1. (A.47)
50The conformal Killing spinor condition ∇µξ = γµξ′ is Weyl-covariant because Weyl transformations map
conformal Killing spinors to conformal Killing spinors: ξ′ → e−Ω/2(ξ′ + 12γµ∂µΩξ).
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To Weyl-covariantize (A.33), we replace γµξ˜DµA and ξ˜γ
µDµψ with the expressions in (A.47),
leading to the curved-space SUSY’ transformations for a fundamental chiral multiplet:
δ′A = −
√
2ξψ,
δ′ψ = −√2ξF + i√2(γµξ˜DµA+ 2∆3 Aγµ∇µξ˜) + i
√
2ξ˜σA, (A.48)
δ′F = i
√
2(ξ˜γµDµψ − 2∆−13 ψγµ∇µξ˜)− i
√
2σξ˜ψ − 2iξ˜λ˜A
where Dµ(·) = ∇µ(·)− iAµ(·).
Closure of the 3D N = 2 superconformal algebra (i.e., the curved-space SUSY’ algebra
with conformal Killing spinor parameters) on the auxiliary fields requires a refinement of the
conformal Killing spinor condition [44, 45, 81], namely that ξ, ξ˜ satisfy both (A.39) and
γµγν∇µ∇νξ = hξ ⇐⇒ 3γµ∇µξ′ = hξ (A.49)
for some scalar function h. Using [∇µ,∇ν ]ψ = Rµνabσabψ on fermions and Rµνρσγµγνγργσ =
−2R, we deduce that h = −3R/8. Explicitly, the algebra is as follows. For ξ, ξ˜ satisfying
(A.39), define the parameters
Uµ ≡ 2iξγµξ˜, µν ≡ 2√gµνρ(ξ˜∇ρξ − ξ∇ρξ˜),
ρ ≡ 2i
3
∇µ(ξγµξ˜), α ≡ 2i
3
(∇µξγµξ˜ − ξγµ∇µξ˜)
(A.50)
(note that ∇[µUν] = 2µν). For the vector multiplet, [δ′ξ1 , δ′ξ2 ] = [δ′ξ˜1 , δ
′
ξ˜2
] = 0 on all fields and
[δ′ξ, δ
′
ξ˜
]σ = UµDµσ + ρσ,
[δ′ξ, δ
′
ξ˜
]Aµ = 2Dµ(ξξ˜σ) + U
νFνµ,
[δ′ξ, δ
′
ξ˜
]Fµν = U
ρDρFµν + 2iξξ˜[σ, Fµν ] + µρF
ρ
ν − νρF ρµ + 2ρFµν ,
[δ′ξ, δ
′
ξ˜
]λ = UµDµλ+ 2iξξ˜[σ, λ] + µνσ
µνλ+ 3
2
ρλ− αλ, (A.51)
[δ′ξ, δ
′
ξ˜
]λ˜ = UµDµλ˜+ 2iξξ˜[σ, λ˜] + µνσ
µνλ˜+ 3
2
ρλ˜+ αλ˜,
[δ′ξ, δ
′
ξ˜
]D = UµDµD + 2iξξ˜[σ,D] + 2ρD +
2i
3
σ(ξγµγν∇µ∇ν ξ˜ − ξ˜γµγν∇µ∇νξ).
The last term vanishes given (A.49). Thus on gauge-covariant fields, the nonvanishing com-
mutators are a sum of translation, gauge transformation, Lorentz rotation, dilatation, and
R-rotation (the dimensions of all component fields and R-charges of λ, λ˜ can be read off from
the above commutators).51 For a fundamental chiral multiplet whose bottom component has
scaling dimension ∆, we have [δ′ξ1 , δ
′
ξ2
] = [δ′
ξ˜1
, δ′
ξ˜2
] = 0 on all fields except for
[δ′
ξ˜1
, δ′
ξ˜2
]F =
4∆
3
(ξ˜1γ
µγν∇µ∇ν ξ˜2 − ξ˜2γµγν∇µ∇ν ξ˜1)A, (A.52)
which vanishes provided that (A.49) is satisfied. We then have that
[δ′ξ, δ
′
ξ˜
]A = UµDµA+ 2iξξ˜σA+ ∆ρA−∆αA,
51Under a Lorentz transformation Fµν → ΛµαΛνβFαβ where Λαβ = gαβ + αβ + O(2) with αβ = −βα,
the change in Fµν is µαF
α
ν − ναFαµ. The change in λ under a rotation is αβσαβλ.
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[δ′ξ, δ
′
ξ˜
]ψ = UµDµψ + 2iξξ˜σψ + µνσ
µνψ + (∆ + 1/2)ρψ + (1−∆)αψ, (A.53)
[δ′ξ, δ
′
ξ˜
]F = UµDµF + 2iξξ˜σF + (∆ + 1)ρF + (2−∆)αF.
Thus the R-charges are fixed by ∆. Similar commutators hold for an antichiral multiplet.
These commutators can be written more succinctly in terms of the (gauge-covariant) Lie-
Lorentz derivative [80].
Finally, the curved-space Chern-Simons action is given by
LCS|M3 = k
4pii
Tr
[√
g−1µνρ
(
Aµ∂νAρ − 2i
3
AµAνAρ
)
− 2λλ˜+ 2iDσ
]
, (A.54)
integrated against the standard volume element
√
g d3x. We compute that
δ′LCS|M3 = k
4pi
∇µ Tr[√g−1µνρ(ξγνλ˜+ ξ˜γνλ)Aρ − 2(ξγµλ˜− ξ˜γµλ)σ] (A.55)
(compare to (5.14)). Aside from possible boundary conditions, no special conditions need to
be imposed on ξ and ξ˜ to ensure SUSY’-invariance of the Chern-Simons action.
B Gauging SUSY NLSMs
Here, we describe how to gauge a global symmetry (under which the fields do not transform
in a linear representation) at the nonlinear level while preserving global SUSY.
B.1 Ka¨hler Potential
We first consider a supersymmetric sigma model described by a Ka¨hler potential. We work
in 0 + 1 dimensions (the logic is the same in higher dimensions), namely N = 2 quantum
mechanics with Ka¨hler target space, and illustrate the logic with the simplest example of a
CP1 sigma model parametrized by a single complex scalar, with isometry group SU(2) acting
by linear fractional transformations (the example relevant for the main text). Let Φ be a 1D
N = 2 chiral superfield. In the patch containing the origin, CP1 has coordinates Φ,Φ† with
Ka¨hler potentialK = log(1+|Φ|2). To gauge the action S = ∫ dt d2θ K, consider infinitesimal
local SU(2) transformations parametrized by chiral superfields Λi: δSU(2)Φ = ΛiXi. The
corresponding change in K is given by (4.15). We wish to cancel the terms involving Ji in
(4.15), leaving only a Ka¨hler transformation, by means of an appropriate counterterm:
K → K + Γ(Φ,Φ†, V ). (B.1)
The construction of Γ satisfying δSU(2)Γ = i(Λi − Λ¯i)Ji is a special case of a more general
problem. An action invariant under H can be promoted to an action invariant under G ⊃ H
by adding a counterterm constructed out of the original fields and fields V parametrizing
the coset G/H, with the condition that the counterterm vanishes when V = 0:
LG(X, V ) = LH(X) + Lct(X, V ), Lct(X, 0) = 0. (B.2)
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In particular, a vector superfield can be thought of as parametrizing GC/G, with gauge
transformations corresponding to the action of GC by left multiplication.
The interpretation of a vector superfield as a coset parameter proceeds as follows [36].
Complexified gauge parameters implement gauge transformations in GC. An arbitrary ele-
ment of GC can be written as
g = eviTieiuiTi = (Hermitian)(unitary) (B.3)
where ui and vi are real and Ti are Hermitian (ui are coordinates on G, and vi are coordinates
on GC/G). The left cosets of G in GC/G are thus represented by
v = eviTi . (B.4)
GC acts naturally on GC/G by left multiplication, which can be written as a combination of
G- and GC/G- transformations v
′ = u0vu−10 and v
′2 = v0v2v0 parametrized by
u0 = e
iu0iTi ∈ G, v0 = ev0iTi ∈ GC/G. (B.5)
The infinitesimal form is
δe2viTi = i(u0j − iv0j)Tje2viTi − ie2viTi(u0j + iv0j)Tj ≡ ie2viTi − ie2viTi ¯. (B.6)
If we identify i with the lowest component of Λi and vi with the lowest component of Vi,
then this transformation is simply the lowest component of the super gauge transformation
δe2V = iΛe2V − ie2V Λ¯⇐⇒ e2V ′ = eiΛe2V e−iΛ¯ (B.7)
where V = ViTi and Λ = ΛiTi.
In our case of interest, G = SU(2) with SU(2)C = SL(2,C). On a function of Φ,Φ†, V ,
a local SU(2) variation can be written as
δSU(2) = ΛiXi∂Φ + Λ¯iX¯i∂Φ† + δSU(2)V ∂V = Re(Λi)Pi + i Im(Λi)Oi (B.8)
where (suppressing variations of V )
Pi = Xi∂Φ + X¯i∂Φ† + · · · ≡ Pi + · · · , Oi = Xi∂Φ − X¯i∂Φ† + · · · ≡ Oi + · · · (B.9)
(Re and Im are shorthand for the appropriate linear combinations of Λi and Λ¯i, which are
not chiral superfields). The Oi satisfy [Oi, Oj] = ijkOk and OiJj = OjJi = i(2JiJj − 12δij).
We focus on the Oi part in δSU(2) because the undesirable terms in (4.15) involve Im(Λi).
Clearly, K is invariant (up to a Ka¨hler transformation) under gauge transformations with
Λi purely real (i.e., under G ⊂ GC). With Λi purely imaginary, gauge transformations (in
the part of GC not in G, namely GC/G) can be implemented by the Oi. Now we do a formal
manipulation (forgetting that the parameters must be chiral superfields): let Λi = iRi with
Ri real to isolate Oi; then up to Ka¨hler transformations,
δSU(2)K = −i(Λi − Λ¯i)Ji = 2RiJi = iRiOiK = iRiOiK. (B.10)
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To cancel this variation, we demand that iRiOiΓ = −2RiJi, subject to the boundary condi-
tion Γ(Φ,Φ†, V = 0) = 0. Exponentiating, we want:
(eiRiOi − 1)Γ = e
iRiOi − 1
iRjOj (−2RkJk). (B.11)
If we take Ri = Vi, then e
iRiOi transforms V to zero. Thus by the boundary condition,
Γ =
eiViOi − 1
iVjOj (2VkJk) =
eiViOi − 1
iVjOj
(2VkJk) = 2
∫ 1
0
dα eiαViOiVjJj (B.12)
where the derivatives in O do not act on the V , thus justifying the replacement O → O.
For completeness, one should check that PiΓ = 0, which we do not do explicitly here.
B.2 Higher-Derivative Terms
Our applications require gauging supersymmetric sigma models containing higher-derivative
terms involving the Grassmann-odd superfield DΦ. Concretely, consider K ′ in (4.22), asso-
ciated to which are fermionic Noether currents as in (4.24), for which we wish to construct
a counterterm Γ′ satisfying (4.25). First define the bosonic operators
O′i = Xi∂Φ − X¯i∂Φ† +DXi∂DΦ − (DXi)†∂(DΦ)† =⇒ O′iK ′ = −2iJ ′i (B.13)
as well as the fermionic operators
Pi = Xi∂DΦ =⇒ PiK ′ = −iIi, P †i K ′ = iI†i (B.14)
(note that D†Φ† = −(DΦ)† and (∂DΦ)† = −∂(DΦ)†). We may write
δSU(2)K
′ = −i(Λi − Λ†i )J ′i − iD(Λi − Λ†i )Ii − iD†(Λi − Λ†i )I†i (B.15)
by virtue of DΛ†i = D
†Λi = 0, so that if Λi = iξi with ξi real, then
δSU(2)K
′ = 2(ξiJ ′i +DξiIi +D
†ξiI
†
i )
= i(ξiO
′
i + 2DξiPi − 2D†ξiP †i )K ′. (B.16)
To cancel this variation, we demand that
i(ξiO
′
i + 2DξiPi − 2D†ξiP †i )Γ′ = −2(ξiJ ′i +DξiIi +D†ξiI†i ), (B.17)
subject to the usual boundary condition. This exponentiates to give
(ei(ξiO
′
i+2DξiPi−2D†ξiP †i ) − 1)Γ′ = − e
i(ξiO
′
i+2DξiPi−2D†ξiP †i ) − 1
i(ξjO′j + 2DξjPj − 2D†ξjP †j )
2(ξkJ
′
k +DξkIk +D
†ξkI
†
k).
Setting ξi = Vi, the boundary condition yields
Γ′ =
ei(ViO
′
i+2DViPi−2D†ViP †i ) − 1
i(VjO′j + 2DVjPj − 2D†VjP †j )
2(VkJ
′
k +DVkIk +D
†VkI
†
k)
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= 2
∫ 1
0
dα eiα(ViO
′
i+2DViPi−2D†ViP †i )(VjJ ′j +DVjIj +D
†VjI
†
j ). (B.18)
Let us examine this result (and verify invariance under local SU(2)) in Wess-Zumino gauge.
First, we have
DVi = −(D†Vi)† = ψi + θ†(Ai − ia˙i) + iθθ†ψ˙i WZ= θ†Ai. (B.19)
Therefore, expanding gives
Γ′ WZ= 2(ViJ ′i +DViIi +D
†ViI
†
i ) +DVi(DVj)
†(δij − 4JiJj + 2iijkJk), (B.20)
where we have used
iPiI¯j =
XiX¯j
(1 + |Φ|2)2 =
1
4
δij − JiJj + i
2
ijkJk. (B.21)
Using the properties (4.17), (4.20), (4.23), DΛi = −2iθ†˙i,
δSU(2)Ii = −i(DΛj)†JjJi − 1
2
ijk(DΛj)
†Jk +
i
4
(DΛi)
† + 2iΛjIjJi − 2iΛ¯jJjIi, (B.22)
and Ii = −2iijkJjIk, we compute that δSU(2)Γ′ is as expected, (4.25).
C Details on the N = 2 Coadjoint Orbit
C.1 CP1 Sigma Model
Our conventions for the geometry of CP1 are as follows. Stereographic projection yields the
relation z = eiϕ/ tan(θ/2) between the coordinate z on CP1 and spherical coordinates (θ, ϕ)
on S2 (we use ϕ to avoid confusion with φ). We thus get
ds2 =
Re(dz ⊗ dz¯)
(1 + |z|2)2 =
1
4
(dθ2 + sin2 θ dϕ2), (C.1)
the round metric on S2 of radius 1/2. In this setup, the projection is done from the north
pole of the S2 at (0, 0, 1)T . The adjoint action of SU(2) on su(2) ∼= R3 descends to an action
on S2 ⊂ R3, giving rise to a two-to-one map SU(2)→ SO(3):
±
(
a b
−b¯ a¯
)
7→
 Re(a2 − b2) Im(a2 + b2) −2 Re(ab)− Im(a2 − b2) Re(a2 + b2) 2 Im(ab)
2 Re(ab¯) 2 Im(ab¯) |a|2 − |b|2
 . (C.2)
Alternatively, SU(2) acts on CP1 by linear fractional transformations:
z → az + b−b¯z + a¯ , K → K − log(a¯− b¯z)− log(a− bz¯). (C.3)
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Combined with stereographic projection, this results in the following map SU(2)→ SO(3):
±
(
a b
−b¯ a¯
)
7→
 Re(a2 − b2) − Im(a2 + b2) −2 Re(ab)Im(a2 − b2) Re(a2 + b2) −2 Im(ab)
2 Re(ab¯) −2 Im(ab¯) |a|2 − |b|2
 . (C.4)
We use the latter convention. The sign differences between (C.2) and (C.4) have the fol-
lowing consequence. The point (sin θ cosϕ, sin θ sinϕ, cos θ)T of S2 transforms via the image
of (4.10) under the map (C.4), which coincides with the action of the standard rotation
generators
~D = −i(− sinϕ∂θ − cosϕ cot θ∂ϕ, cosϕ∂θ − sinϕ cot θ∂ϕ, ∂ϕ), (C.5)
satisfying [Di, Dj] = iijkDk, only after flipping the sign of 2 in (4.10). Finally, by “Hopf
map,” we mean the map SU(2) → S2 that sends a given element of SU(2) to the point to
which it sends the north pole (0, 0, 1)T of S2, according to (C.4). Stereographic projection
then allows us to identify an SU(2) element with the point z = −a/b¯ of CP1.
In writing (3.9) as a sigma model to CP1, we identified g = ( a b−b¯ a¯ ) = (
a r−r a¯ ) with the
complex scalar φ (playing the role of z in the previous paragraph) via the Hopf map and an
appropriate (partial) gauge fixing. To see that the map (4.5) is equivariant with respect to
the action of SU(2), consider an arbitrary SU(2) transformation, either global or local:
g →
(
a` b`
−b¯` a¯`
)
g =
(
a`a− b`r a`r + b`a¯
−a¯`r − b¯`a a¯`a¯− b¯`r
)
(“`” stands for “left”). To preserve the reality condition on b, as required by (4.5), we must
again gauge away the phase of the off-diagonal components. This is achieved by multiplying
a`a − b`r by −eiθ and a`r + b`a¯ by −e−iθ where θ is the phase of a`r + b`a¯ (the minus sign
preserves the “(a, r) = (+,−)” convention), so that
a→ a′ = −(a`a− b`r)(a`r + b`a¯)|a`r + b`a¯| , r → r
′ = −|a`r + b`a¯|, φ→ φ′ = a`φ+ b`−b¯`φ+ a¯`
under SU(2). Using (4.5), we indeed find that (a′, r′) = (φ′,−1)/√1 + |φ′|2, for which the
minus sign in r(φ) is crucial.
Now, as in (4.10), let us drop the ` subscripts on the SU(2) transformation parameters.
Under global SU(2), the Wess-Zumino term L0 in (4.7) picks up a total derivative,
L0 → L0 + i∂t log
( −b¯φ+ a¯
−bφ† + a
)
, (C.6)
while LA in (4.8) is invariant. Under local SU(2), the variation of their sum L = L0 + LA
(more conveniently written in terms of the i in (4.10)) is
δSU(2)L = ∂t
(
3 − 1 + i2
2
φ− 1 − i2
2
φ†
)
. (C.7)
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Thus the SU(2) gauge invariance of the g Lagrangian (3.9) only holds up to total derivatives
in the φ Lagrangian L due to the necessity of gauge-fixing the action of U(1) on the right.
Upon promoting φ to the superfield Φ, global SU(2) acts as
Φ→ aΦ + b−b¯Φ + a¯ ⇐⇒ (φ, ψ, φ˙)→
(
aφ+ b
−b¯φ+ a¯ ,
ψ
(−b¯φ+ a¯)2 ,
φ˙
(−b¯φ+ a¯)2
)
, (C.8)
under which the ψ†ψ term in L˜0 (4.9) and the φ˙φ˙† term in L′ (4.22) are invariant.
C.2 Effective Action
Upon changing variables to ψ′ = ψ/(1 + |φ|2), the path integral for L˜tot acquires a Jacobian
that renormalizes the action by −2 tr log(1 + |φ|2). Integrating by parts, we have
L˜tot ⊃ jL+ i(ψ
†ψ˙ − ψ˙†ψ)
2µ(1 + |φ|2)2 +
(L/µ− j)ψ†ψ
(1 + |φ|2)2 = jL+ ψ
′†
(
i∂t + L
µ
− j
)
ψ′. (C.9)
Performing the path integral over ψ thus generates the effective action
tr log
(
i∂t
µ
− j
)
+
∞∑
n=1
(−1)n+1
n
trXn (C.10)
where X ≡ (i∂t − µ′)−1L and µ′ ≡ jµ. Inserting complete sets of states52 yields
trXn =
∫
dt1 · · · dtn dE1 · · · dEn
(2pi)2n−1
〈tn|E1〉〈E1|
( L(t1)
E1 − µ′
)
|t1〉〈t1| · · · |En〉〈En|
( L(tn)
En − µ′
)
|tn〉
=
∫
dE1 · · · dEn−1
(2pi)n−1
G(E1, . . . , En−1)L˜(E1) · · · L˜(En−1)L˜(−E1 − · · · − En−1)
with L˜(E) ≡ 1
2pi
∫
dt eiEtL(t) and integral kernel
G(E1, . . . , En−1) =
∫
dE
E(E + E1) · · · (E + E1 + · · ·+ En−1) , (C.11)
whose µ′-dependence drops out after suitably redefining E. For n > 1, one can regulate this
integral by shifting the contour of integration to R± i, in which case it obviously vanishes
(the integrand falls off faster than 1/E, and the sum of the residues vanishes). When n = 1,
trX =
∫
dt dE
2pi
〈t|E〉〈E|
( L
i∂t − µ′
)
|t〉 = 1
2pi
∫
dE
E
∫
dtL. (C.12)
In this case, the E integral evaluates to ±ipi depending on how we shift the pole away from
the real line. Hence the only relevant term in the one-loop effective action is
trX = ± i
2
∫
dtL, (C.13)
namely the tadpole with one external L leg (we have ignored the vacuum energy).
52Normalized as 〈t|E〉 = e−iEt =⇒ ∫ dE2pi |E〉〈E| = ∫ dt2pi |t〉〈t| = 1.
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C.3 Canonical Quantization
C.3.1 Bosonic System
We begin by working in spherical coordinates (θ, ϕ) to make the connection to the monopole
problem manifest. It is instructive to quantize the system LB in arbitrary gauge. For sim-
plicity, we consider only longitudinal gauges for the monopole vector potential, parametrized
by α in (4.34), that preserve the classical U(1) symmetry manifest when α = 0:
~A =
(j − α) + j cos θ
r sin θ
ϕˆ. (C.14)
The gauges S, E, and N that we have defined by setting α = (0, j, 2j) are good near the
south pole (= 0), equator, and north pole (=∞), respectively.
At finite µ, the phase space is (2 + 2)-dimensional. The classical Lagrangian (4.34) is
LB = ((j − α) + j cos θ)ϕ˙+ θ˙
2
2µ
+
sin2 θϕ˙2
2µ
,
from which we obtain the canonical momenta and classical Hamiltonian
piθ =
θ˙
µ
, piϕ = (j − α) + j cos θ + sin
2 θϕ˙
µ
, Hcl =
µ
2
[(
piϕ − (j − α)− j cos θ
sin θ
)2
+ pi2θ
]
.
The “good” angular momentum operators ~L in the presence of a monopole are well-known
generalizations of the standard ~D in (C.5), giving the quantum Hamiltonian (4.36) (with a
subscript j to emphasize the spin) where
~L = ~D +
(
(j + (j − α) cos θ) cosϕ
sin θ
,
(j + (j − α) cos θ) sinϕ
sin θ
, α− j
)
, (C.15)
which satisfy [Li, Lj] = iijkLk. The corresponding classical expressions ~Lcl, obtained simply
by substituting piθ and piϕ for −i∂θ and −i∂ϕ in (C.5) and (C.15), satisfy the expected Poisson
brackets [(Li)cl, (Lj)cl]PB = ijk(Lk)cl with respect to (θ, piθ, ϕ, piϕ).
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At µ = ∞, the phase space is (1 + 1)-dimensional and we have piϕ = (j − α) + j cos θ,
piθ = 0. Hence there is a distinguished polarization in which ϕ is the canonical coordinate:
(L1)cl = cosϕ
√
j2 − (L3)2cl, (L2)cl = sinϕ
√
j2 − (L3)2cl, (L3)cl = piϕ − (j − α). (C.16)
The Poisson brackets on the reduced phase space (ϕ, piϕ) take the same form as for finite µ.
The corresponding quantum operators satisfying [L3, L±] = ±L± and [L+, L−] = 2L3 are
L± =
√
j ± L3e±iϕ
√
j ∓ L3, L3 = −i∂ϕ − (j − α), (C.17)
53The ~Lcl can also be written in a gauge-independent manner in terms of the velocities θ˙, ϕ˙:
~Lcl = j(sin θ cosϕ, sin θ sinϕ, cos θ) +O(1/µ).
In this form, the µ→∞ limit is manifest.
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where we have set L± = L1 ± iL2.
It is easy to recast the above statements in complex coordinates (φ, φ†). At finite µ,
we immediately obtain the quantum angular momentum operators (4.37). Their classical
counterparts (Li)cl, obtained simply by substituting piφ for −i∂φ and piφ† for −i∂φ† , satisfy
the expected Poisson brackets on the full phase space (φ, piφ, φ
†, piφ†). On the other hand,
the classical canonical momenta following from (4.34) are
piφ = (piφ†)
† = − ijφ
†
1 + |φ|2 +
iα
2φ
+
2φ˙†
µ(1 + |φ|2)2 . (C.18)
While canonical quantization does not fix the quantum representations of these momenta,
we infer with the aid of (C.18) that the quantization rules for the velocities are
2iφ˙†
µ
q−→ (1 + |φ|2)2 ∂
∂φ
− jφ†(1 + |φ|2) + α
2φ
(1 + |φ|2)2, (C.19)
−2iφ˙
µ
q−→ −(1 + |φ|2)2 ∂
∂φ†
− jφ(1 + |φ|2) + α
2φ†
(1 + |φ|2)2, (C.20)
where “
q−→” means “is represented quantumly by.” After accounting for ordering ambiguities
in the classical Hamiltonian, these rules indeed lead to the correct quantum Hamiltonian
(4.36). At µ = ∞, φ and φ† are no longer independent canonical variables. Letting the
coordinate be φ, we distinguish the corresponding momentum on the reduced phase space
from that in (C.18) with an extra subscript: (piφ)red = 2 limµ→∞ piφ (the factor of two comes
from integration by parts), in terms of which
(L+)cl = −iφ2(piφ)red + (2j − α)φ, (L−)cl = i(piφ)red + α
φ
, (L3)cl = iφ(piφ)red − (j − α).
(C.21)
Note that this holomorphic polarization differs from the ϕ-based polarization that we used
in spherical coordinates, which treats φ and φ† equally. The Poisson brackets with respect
to (φ, (piφ)red) are then as expected: [(L3)cl, (L±)cl]PB = ∓i(L±)cl and [(L+)cl, (L−)cl]PB =
−2i(L3)cl. Representing (piφ)red by −i∂φ gives the correct quantum operators (4.38).
C.3.2 Supersymmetric System
Here, for simplicity, we set α = 0 (S gauge), keep µ finite, and work in complex coordinates
φ, φ†. The canonical momenta for LB + LF are
piφ = −
[
j +
ψ†ψ
µ(1 + |φ|2)2
]
iφ†
1 + |φ|2 +
2φ˙†
µ(1 + |φ|2)2 , piψ =
iψ†
2µ(1 + |φ|2)2 , (C.22)
where piφ† = pi
†
φ and piψ† = −pi†ψ (note that ψ and ψ† are not independent canonical coordi-
nates). Defining χ as in (4.39), the classical Hamiltonian can be written as
H ′cl =
µ
2
(1 + |φ|2)2
[
piφ + (j + χ
†χ)
iφ†
1 + |φ|2
] [
piφ† − (j + χ†χ)
iφ
1 + |φ|2
]
+ jµχ†χ. (C.23)
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To quantize, we impose the canonical (anti)commutation relations
[φ, piφ] = [φ
†, piφ† ] = i, {χ, χ†} = 1. (C.24)
The last relation introduces (in addition to the ambiguities already present when quan-
tizing Hcl) fermion ordering ambiguities in H
′
cl, which allow us to determine the quantum
Hamiltonian corresponding to H ′cl up to two constants c1,2:
H ′ = Hj−c1 +
µ
2
(1 + |φ|2)
[
2j +
(1− 2c1)|φ|2
1 + |φ|2 −
(
φ
∂
∂φ
− φ† ∂
∂φ†
)]
χ†χ− c2jµ. (C.25)
Hermiticity requires that c1,2 be real numbers, and the Dirac quantization condition further
requires that c1 be a half-integer. It turns out that H
′ can be diagonalized separately in the
bosonic and fermionic sectors of the Hilbert space
(L2(S2,C)⊗ |0〉)⊕ (L2(S2,C)⊗ χ†|0〉) (C.26)
by the “good” angular momentum operators (4.37):
H ′ =
(
Hj−c1 − c2jµ 0
0 Hj−c1+1 + (1− c2)jµ
)
(C.27)
=
µ
2
(
`b(`b + 1)− (j − c1)2 − 2c2j 0
0 `f (`f + 1)− (j − c1 + 1)2 + 2(1− c2)j
)
, (C.28)
where `b ≥ j−c1 and `f ≥ j−c1+1. The constants c1,2 are then uniquely fixed by demanding
that the quantum theory be supersymmetric, namely that each positive energy level have
equal numbers of bosonic and fermionic states and that SUSY not be spontaneously broken.
Under these conditions, we find that c1 = c2 + 1/4j = 1/2, leading to precisely the quantum
Hamiltonian stated in (4.43). In particular, `b,f are half-integers and the 2j bosonic ground
states of zero energy occur at `b = j − 1/2. Having fixed c1,2, it is convenient to note that
the “fermionic” monopole angular momenta
~Lf = ~L|j+χ†χ−1/2 ≡ ~D + (j + χ†χ− 1/2)
(
φ+ φ†
2
,
φ− φ†
2i
,−1
)
(C.29)
(compare to (C.15)), where
~D =
(
1− φ2
2
∂
∂φ
− 1− (φ
†)2
2
∂
∂φ†
,−1 + φ
2
2i
∂
∂φ
− 1 + (φ
†)2
2i
∂
∂φ†
, φ
∂
∂φ
− φ† ∂
∂φ†
)
(C.30)
in complex coordinates, diagonalize H ′ as in (4.41).
Classically, the supercharges follow from the Noether procedure:54
Q =
2iφ˙†ψ
µ(1 + |φ|2)2 , Q
† = − 2iφ˙ψ
†
µ(1 + |φ|2)2 . (C.31)
54Up to total derivatives, we have the local SUSY variation δ(LB + LF ) = −i˙Q− i˙†Q†.
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Quantumly, the supercharges are represented by the nilpotent operators (4.40), which are
adjoints with respect to the Fubini-Study measure on the sphere:
sin θ dϕ ∧ dθ = 2i dφ ∧ dφ
†
(1 + |φ|2)2 . (C.32)
In deriving (4.40), ordering ambiguities are fixed by demanding that 1
2
{Q,Q†} = H ′, where
H ′ is known from (4.43). One can verify that both Q,Q† annihilate the ground states of H ′
and commute with the (Lf )i in (C.29). Analysis of the supersymmetry transformations then
shows that the velocities are represented by55
2iφ˙†
µ
q−→ (1 + |φ|2)2 ∂
∂φ
− (j + χ†χ− 1/2)φ†(1 + |φ|2), (C.33)
−2iφ˙
µ
q−→ −(1 + |φ|2)2 ∂
∂φ†
− (j + χ†χ− 1/2)φ(1 + |φ|2). (C.34)
These relations are consistent with the representations (4.40) of the supercharges as quantum
operators if we choose the following ordering:
Q =
√
µχ
1 + |φ|2
(
2iφ˙†
µ
)
, Q† =
(
−2iφ˙
µ
) √
µχ†
1 + |φ|2 , (C.35)
where the parenthesized expressions are understood as differential operators acting on the
left. This understanding allows us to identify the ordering prescription needed to directly
quantize the classical Hamiltonian, written in terms of velocities as
H ′cl = Hcl + jµχ
†χ, Hcl =
2φ˙φ˙†
µ(1 + |φ|2)2 . (C.36)
We have seen that the quantum Hamiltonian is
H ′ =
1
2
{Q,Q†} = Hj+χ†χ−1/2 + jµχ†χ−
µ
2
(j − 1/2), (C.37)
where
Hj = −µ
2
[
(1 + |φ|2)2 ∂
∂φ
∂
∂φ†
+ j(1 + |φ|2)
(
φ
∂
∂φ
− φ† ∂
∂φ†
)
− j2|φ|2
]
(C.38)
in complex coordinates. Applying (C.33) and (C.34) to the symmetrized expression
Hcl =
µ
4
[(
2iφ˙†
µ
)
1
(1 + |φ|2)2
(
−2iφ˙
µ
)
+
(
−2iφ˙
µ
)
1
(1 + |φ|2)2
(
2iφ˙†
µ
)]
(C.39)
55The quantum supercharges generate the SUSY transformation of any O = O(φ, φ†, ψ, ψ†) via δO =
[Q+ †Q†,O]. The relations (C.33) and (C.34) ensure that the SUSY transformations of a chiral superfield
are correctly realized, or specifically that [Q + †Q†, ψ] and [Q + †Q†, ψ†] equate to δψ = −2i†φ˙ and
δψ† = 2iφ˙†, respectively.
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shows that Hcl
q−→ Hj+χ†χ−1/2. Further stipulating that
χ†χ
q−→ χ†χ−
(
1
2
− 1
4j
)
(C.40)
reproduces precisely (C.37) from (C.36). In summary, the supersymmetric system LB+LF in
S gauge can be quantized by applying the quantization rules (C.33), (C.34), (C.40) necessary
to implement the supersymmetry algebra to the properly ordered classical expressions (C.35)
and (C.39).56
Finally, judicious application of the aforementioned quantization rules57 shows that the
classical expressions that, when quantized, give rise to the quantum operators (Lf )i are
(~Lf )cl = ~V +
j + χ†χ− 1/2
1 + |φ|2 (φ+ φ
†,−i(φ− φ†),−(1− |φ|2)), (C.41)
~V ≡ (i(1− φ
2)φ˙† − i(1− (φ†)2)φ˙,−(1 + φ2)φ˙† − (1 + (φ†)2)φ˙, 2i(φφ˙† − φ†φ˙))
µ(1 + |φ|2)2 .
Classically, the bosonic angular momenta (C.21) take the form
(L1)cl = j
(
φ+ φ†
1 + |φ|2
)
, (L2)cl = −ij
(
φ− φ†
1 + |φ|2
)
, (L3)cl = −j
(
1− |φ|2
1 + |φ|2
)
, (C.42)
so that (~Lf )cl reduces to ~Lcl with j − 1/2 as µ → ∞ (note the differences in normalization
and signs between the Ji in (4.16) and the (Li)cl).
D Quantization of Chern-Simons Theory
Here, we review some basic aspects of the quantization of Chern-Simons theory with sim-
ple, compact G that are relevant to our discussion in the main text, following [22, 9] (our
conventions in Section A.1 entail some differences in formulas relative to those references).
D.1 Generalities
Let Σ be an oriented Riemann surface, to which canonical quantization on Σ×R associates
a Hilbert space HΣ. In temporal gauge A0 = 0, the action (2.1) is − k4pi
∫
M3
Aa1A˙
a
2 d
3x; we
have the Poisson brackets and the (source-free) Gauss law constraint
[Aai (x), A
b
j(y)]PB =
4pi
k
ijδ
abδ(2)(x− y), ijF aij = 0. (D.1)
If we impose the constraints before quantizing, then the physical phase space is the moduli
space of flat connections on Σ, modulo gauge transformations: M = Hom(pi1(Σ), G)/G. In
56Again, these quantization rules do not fix the quantum representations of the canonical momenta piφ and
piφ† , but because we have chosen the boundary terms in the classical Lagrangian such that it is manifestly
real, these representations are necessarily adjoints with respect to (C.32).
57Namely, after symmetrization of the form f(φ)φ˙† =
√
f(φ)φ˙†
√
f(φ) and f(φ†)φ˙ =
√
f(φ†)φ˙
√
f(φ†).
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genus g > 1, dimM = (2g − 2) dimG. M inherits a symplectic structure from the Poisson
brackets on the infinite-dimensional space of all connections Aai (x) and has finite volume
with respect to the symplectic volume element, so HΣ is finite-dimensional.
Choosing a complex structure J on Σ induces a Ka¨hler structure on M, after which
HΣ has the interpretation as the space of holomorphic sections of Lk where L is a suitable
holomorphic line bundle overM (e.g., for SU(N), it is the determinant line bundle of the ∂¯
operator on Σ). The symplectic form on M is the curvature of Lk. One can show that the
construction of HΣ is canonically independent of J .
Here, we have assumed that ∂Σ = 0, so that HΣ is the finite-dimensional vector space of
conformal blocks of the Ĝk WZW model on Σ. If instead ∂Σ 6= 0, then HΣ is an infinite-
dimensional representation of the chiral algebra of the 2D CFT, since there exist local degrees
of freedom on the boundary that cannot be gauged away.
“Vertical” Wilson lines correspond to marked points Pi on Σ with an irreducible rep-
resentation Ri of G associated to each. For HΣ;Pi,Ri to be nontrivial, all representations
Ri must correspond to integrable representations of the loop group of G. The appropriate
reduced phase spaceMPi,Ri can be constructed with the aid of the Borel-Weil-Bott theorem.
Roughly speaking, it says the following. Let T be a maximal torus of G and r = rankG.
We have from the exact sequence in homotopy that pi2(G/T ) = Zr and pi1(G/T ) = 0, hence
H2(G/T ) = Zr and there are r nontrivial two-cycles in G/T . To each two-cycle, we asso-
ciate an exact “unit” two-form and specify a symplectic form on G/T as an integral linear
combination thereof, which is equivalent to specifying the highest weight of an irreducible
representation R of G as an integral sum of r fundamental weights. The Hilbert space
obtained by quantizing G/T with this symplectic structure is the representation R.
This procedure can be phrased in the language of geometric quantization (see, e.g., [13]);
we will not do so here. Let us instead make this abstract discussion concrete.
D.2 Boundary Conditions
Suppose ∂M3 6= 0. The variation of (2.1) has both bulk and boundary components:58
δSCS =
k
2pi
∫
M3
Tr(δAF ) +
k
4pi
∫
∂M3
Tr(δAA). (D.2)
We will always choose boundary conditions such that there are no boundary corrections to
the equations of motion. This can be achieved by setting one component of the gauge field
to zero at the boundary: for instance, A0 in the case of a spatial boundary (e.g., M
3 = Σ×R
with ∂Σ 6= 0 and ∂M3 = ∂Σ × R) and either A1 or A2 in the case of a temporal boundary
(e.g., M3 = Σ × (−∞, 0] with ∂Σ = 0 and ∂M3 = Σ). These two cases are suited to the
“constrain, then quantize” and “quantize, then constrain” approaches, respectively.
58In coordinates, the variation of LCS in (A.1) is
δLCS = µνρ Tr(δAµFνρ) + ∂ν [µνρ Tr(AµδAρ)].
For an infinitesimal gauge transformation, δAaµ = Dµθ
a and both terms reduce to boundary terms, which
combine to give δLCS = 12µνρ∂ν(Aaρ∂µθa). This is indeed the infinitesimal form of −iµνρ∂µ Tr(Aνg−1∂ρg)
from (A.2) (for an infinitesimal gauge transformation, the Pontryagin density term does not contribute).
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When M3 = Σ×R, it is convenient to separate the temporal and spatial components of
d = dt ∂t + d˜ and A = A0 + A˜, giving
SCS = − k
4pi
∫
M3
Tr(A˜∂tA˜) dt+
k
2pi
∫
M3
Tr(A0F˜ ) +
k
4pi
∫
∂M3
Tr(A0A˜) (D.3)
where F˜ = d˜A˜− iA˜2. If ∂Σ 6= 0, then we impose A0|∂M3 = 0, which kills the boundary term
in (D.3). This boundary condition implies that gauge transformations independent of time
on the boundary are global (because, in an alternate quantization, they act nontrivially on
the wavefunctions of physical states), while only those that reduce to the identity on the
boundary are truly gauge. Further integrating out A0 in (D.3) enforces F˜ = 0, and we arrive
at an effective action for A˜ satisfying this constraint by substituting such A˜ into the first
term of (D.3) (gauge-equivalent choices of A˜ yield the same action).
When ∂M3 = Σ, it is natural to compute wavefunctions in the path integral formalism.
In the gauge A0 = 0, the phase space coordinates are the two components of A˜ in the Σ
direction, one of which represents the canonical coordinate on which the wavefunction(al)
depends.59 Specifying nonzero values of A1 on the boundary requires adding a term
k
4pi
∫
∂M3
Tr(A1A2) (D.4)
to (2.1) so that the boundary term in the variation of the total action is k
2pi
∫
∂M3
Tr(δA1A2),
which vanishes because δA1|∂M3 = 0. Specifying A2 requires a term of the opposite sign
as in (D.4). Aside from ensuring no boundary corrections to the equations of motion, the
necessity of the boundary action (D.4) follows from consistency of the canonical formalism
in which A1, A2 are conjugate variables q, p: it is precisely the surface term that, when added
to SCS|A0=0, brings the action to the standard form ∝
∫
pq˙.
D.3 Real Polarization
In this subsection, we take M3 = Σ× R.
D.3.1 Σ = D2
Because D2 is simply connected, as is G (by assumption), the flatness constraint F˜ = 0 is
solved by
A˜ = −id˜UU−1 (D.5)
where U : M3 → G is single-valued. The change of variables DA˜ δ(F˜ ) → DU in the path
integral incurs no Jacobian [9]. Setting A0|∂M3 = 0, the effective action (D.3) when written
in terms of U is
Seff = kS
+
C (U) ≡ −
k
4pi
∫
∂M3
Tr(U−1∂φUU−1∂tU) dφ dt− k
12pi
∫
M3
Tr(U−1dU)3 (D.6)
59Here, we have in mind a real polarization where the canonical coordinate is, e.g., A1 or A2 rather than
Az; we will discuss the holomorphic polarization later.
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where φ denotes the angular coordinate on D2 and the chiral WZW (CWZW) action S+C (U)
depends only on the boundary values of U . The action (D.6) is invariant under the following
transformation on ∂M3:
U(φ, t)→ V˜ (φ)U(φ, t)V (t). (D.7)
Since V˜ is a global symmetry, the Hilbert space is a representation of the loop group LG.
On the other hand, V is a gauge symmetry. The classical phase space is then LG/G, where
LG is the space of flat G-connections on D2 modulo gauge transformations that reduce to
the identity on ∂D2 = S1 and the quotient by G fixes the V gauge symmetry. This space
inherits a symplectic structure from the gauge-fixed Lagrangian. Namely, given an action
I =
∫
dtAi(φ)
dφi
dt
(D.8)
that is first-order in time derivatives, the symplectic form is ω = dA [82]. Indeed, one can
compute the Poisson brackets without choosing an explicit polarization of the phase space
coordinates φi: under an arbitrary variation φi → φi + δφi,
δI =
∫
dt
(
∂Aj
∂φi
− ∂Ai
∂φj
)
δφi
dφj
dt
≡
∫
dt Fijδφ
idφ
j
dt
=⇒ [X, Y ]PB =
∑
i,j
F ij
∂X
∂φi
∂Y
∂φj
(D.9)
(we recover the usual definition by setting φi = qi, Ai = pi). In the case of a group-valued
sigma model, F can be constructed relative to a basis of Lie algebra-valued tangent vectors
to the phase space, and it acts on both the Lie algebra index and the base space coordinates.
In our case, we compute that the variation of (D.6) is
δSeff =
k
2pi
∫
∂M3
Tr(U−1δU∂φ(U−1∂tU)) dφ dt. (D.10)
Integrating by parts and using the recipe (D.9), we obtain
ω = − k
4pi
∮
Tr((U−1δU)∂φ(U−1δU)) (D.11)
where the U−1δU are tangent vectors to the phase space (δ can be thought of as an exterior
derivative on phase space). Further integrating by parts shows that ω is antisymmetric.
Our primary interest is in the case where the D2 contains a source in the representation
λ. Its effect is modeled by adding to (D.3) the coadjoint orbit action
i
∫
R
Tr(λg−1(∂t − iAt)g) dt = i
2pi
∫
∂M3
Tr(λg−1(∂t − iAt)g) dφ dt, (D.12)
where g(t) ∈ G and λ (which fixes a maximal torus T ⊂ G) is written in a basis of Cartan
generators. As discussed in Section 3.2, the gauge invariance of (D.12) under g(t)→ g(t)h(t)
with h(t) ∈ T suffers from global anomalies unless λ is quantized as a weight.60 By itself,
60A weight λ of G is integral if for each t ∈ t such that exp(it) = 1 ∈ G, λ(t) ∈ 2piZ; for G semisimple,
the integral weights comprise a sublattice of the weight lattice, but these lattices coincide if G is simply
connected.
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(D.12) describes the quantum mechanics of g coupled to the background gauge field At, with
classical phase space G/T and symplectic structure Tr(λ(g−1δg)2). Putting the source at
the origin and integrating over At in the total action (D.3) plus (D.12) yields the constraint
k
2pi
F˜ (x, t) + g(t)λg−1(t)δ(2)(x) d2x = 0. (D.13)
At any given t, integrating (D.13) over a disk containing the origin immediately shows that
the logarithm of the holonomy of the flat connection A˜ around the source is −2pii
k
g(t)λg−1(t).
In other words, the conjugacy class of the holonomy of A˜ is determined by λ to be that of
e−2piiλ/k. Explicitly, (D.13) is solved by
A˜ = −id˜U˜ U˜−1, U˜ ≡ U exp
[
i
k
g(t)λg−1(t)φ
]
(D.14)
where at any given t, U is single-valued on D2 and its value at the origin U(0, t) commutes
with g(t)λg−1(t). Substituting (D.14) into the total action (D.3) plus (D.12) and integrating
out g, whose equation of motion imposes [λ, g] = 0, yields the effective action
Seff = kS
+
C (U)−
i
2pi
∫
∂M3
Tr(λU−1∂tU) dφ dt. (D.15)
The action (D.15) is now invariant under (D.7) where V commutes with λ, so the classical
phase space is LG/T with symplectic structure
ω = − k
4pi
∮
Tr((U−1δU)∂φ(U−1δU))− i
2pi
∮
Tr(λ(U−1δU)2). (D.16)
The Hilbert space HΣ is the integrable representation Hλ of Ĝk.
D.3.2 Σ = T 2
For G connected and simply connected, the most general flat connection on T 2 is
A˜ = −id˜UU−1 + Uθ(t)U−1 (D.17)
where U is single-valued and θ is a g-valued one-form representing the holonomies. Since
pi1(T
2) is abelian, the two components of θ can be chosen to lie in a Cartan subalgebra t with
basis ~H: θ = ~θ · ~H (in particular, θ2 = 0). This description suffers from a gauge redundancy
~θ ∼ ~θ + 2pi~α where ~α is a one-form valued in Λ∨R. Hence the classical phase space is
M = T × TW (D.18)
where T is a maximal torus (with one copy for each component of θ) andW acts diagonally.
Substituting (D.17) into (D.3) gives
Seff = − k
4pi
∫
M3
ij Tr(θi∂tθj + U
−1∂tUU−1∂iUU−1∂jU) dx1 dx2 dt (D.19)
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where the second term is proportional to the winding number of the map U : T 2 × R→ G,
which vanishes since pi1(G) = 0. The change of variables DA˜ δ(F˜ )→ DUDθ = DUDθ1Dθ2
entails no Jacobian [9], so we are left with the following effective action for the holonomies
θ1,2, which are naturally interpreted as canonical coordinates and momenta:
Seff = − k
2pi
∫
M3
~θ1 · ~˙θ2 dt =⇒ [θi1, θj2] =
2pii
k
δij. (D.20)
Since the coordinates θ1 are compact, the momentum is quantized and momentum eigenstates
are labeled by ~λ in the weight lattice ΛW of G. The momenta θ2 are also compact by virtue
of the aforementioned gauge redundancy. Finally, the action of the Weyl group leads to a
further redundancy ~θ ∼ W(~θ). Thus we deduce that the Hilbert space in genus one is
HΣ ∼= ΛWW n kΛ∨R
, (D.21)
where Λ∨R ∼= ΛR for simply laced G (using our normalization conventions). This coset space
is precisely the space of integrable representations of Ĝk (W nΛ∨R is the affine Weyl group).
In particular, for Σ = T 2, dimHΣ = t where t is the number of integrable highest-weight
representations of LG at level k (each corresponds to an irreducible representation Ri of
G, i = 0, . . . , t − 1, R0 ≡ triv). Every choice of homology basis (a and b cycles) yields a
canonical basis (“Verlinde basis”) in HΣ: let Σ be the boundary of a solid torus U in which
a is contractible and place a Wilson line in the representation Ri parallel to b; then the path
integral over U defines a vector vi ∈ HΣ. HΣ has a natural metric, given by gij = [Rj = Ri]
in this basis; diffeomorphisms K of Σ are represented by linear transformations Ki
j on HΣ.
Our primary case of interest is G = SU(2), for which M = CP1. The line bundle over
CP1 of degree k is obtained by gluing together the trivializations over the two standard
patches by the transition function zk (in local coordinates), and the space of holomorphic
sections is spanned by 1, z, . . . , zk. This space is identified with the first k + 1 characters
(j = 0, 1/2, . . . , k/2) of ŜU(2)k (integrable representations at level k). As another example,
for G = SU(N), the Hilbert space has dimension
(
k+N−1
N−1
)
by the Verlinde formula. Indeed,
the space of holomorphic sections of the degree-k line bundle over CPn is
(
k+n
n
)
-dimensional
and spanned by monomials in z1, . . . , zn of degree at most k.
D.4 Holomorphic Polarization
In this scheme, we first quantize and then constrain: the classical phase space is the infinite-
dimensional space of all gauge fields A rather than the moduli space of flat connectionsM.
Wavefunctions are derived by demanding that they satisfy Gauss’s law rather than by eval-
uating the path integral. This approach has the virtue of making explicit the identification
of wavefunctions and conformal blocks of the corresponding 2D CFT on any Σ.
D.4.1 Coherent States
In holomorphic quantization, we separate out the holomorphic part of the wavefunction and
regard the non-holomorphic part (namely, the exponentiated Ka¨hler potential on A induced
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by a choice of complex structure on Σ) as part of the integration measure. Coherent states
furnish a resolution of the identity with respect to this measure.61
In the gauge A0 = 0, and having fixed a complex structure on Σ, we obtain from (D.1)
the canonical commutation relations
[Aaz(z1), A
b
z¯(z2)] =
2pii
k
δabδ(2)(z1 − z2) (D.22)
where Aaz =
1
2
(Aa1 − iAa2). Wavefunctions are holomorphic in Az, with the action of Aaz and
Aaz¯ being represented thereon by
Aaz = A
a
z , A
a
z¯ = −
2pii
k
δ
δAaz
. (D.23)
The coherent state inner product is defined as
〈Ψ1|Ψ2〉 =
∫
DAaz(x)DA
a
z(x)
∗ e
ik
pi
∫
Σ d
2zTr(AzA∗z)Ψ1[Az]
∗Ψ2[Az] (D.24)
on the infinite-dimensional space of functionals of Az, of which the physical Hilbert space
HΣ is the gauge-invariant subspace.
The following formulas are useful in constructing the physical wavefunctions. We define
the WZW actions
S±[g] ≡ − 1
4pi
∫
Σ
d2zTr(g−1∂zgg−1∂z¯g)∓ 1
12pi
∫
M3
Tr(g−1dg)3, (D.25)
where ∂M3 = Σ. The corresponding Polyakov-Wiegmann identities are
S±[g1g2] = S±[g1] + S±[g2]− 1
2pi
∫
Σ
d2z
{
Tr(∂zg2g
−1
2 g
−1
1 ∂z¯g1) (+),
Tr(g−11 ∂zg1∂z¯g2g
−1
2 ) (−),
(D.26)
from which we read off the variations
δS±[g] =
1
2pi
∫
Σ
d2z
{
Tr(g−1δg∂z(g−1∂z¯g)) (+),
Tr(g−1δg∂z¯(g−1∂zg)) (−).
(D.27)
To begin, consider Σ = S2. For all Az (not necessarily flat) except in a subset of codimension
one, it is possible to write
Az = −i∂zUU−1 (D.28)
where U : S2 → GC [9, 69]. The unique physical state on S2 has wavefunction
Ψ0[Az] = e
2ikS−[U ], (D.29)
61Physically, one can justify these coherent states by turning on a small Yang-Mills interaction and making
the usual quantum-mechanical analogy with a charged particle in an external magnetic field ∝ k [37]: in the
pure Chern-Simons (zero-mass) limit, all but the lowest Landau level are projected out (as in the monopole
problem treated earlier), and the ground-state wavefunctionals are coherent states.
88
up to normalization. Indeed, we have by (D.27) and (D.23) that
δΨ0[Az] =
k
pi
[∫
Σ
d2zTr(δAz∂z¯UU
−1)
]
Ψ0[Az] =⇒ Aaz¯Ψ0[Az] = −i(∂z¯UU−1)aΨ0[Az]
(recall the conventions in Section A.1). Again in light of (D.23), the Gauss law constraint
Fzz¯Ψ0[Az] = 0 is satisfied. Under Az → Agz (i.e., U → gU), Ψ0[Az] transforms by a phase
(1-cocycle), which motivates us to represent the gauge transformation g(x) by an operator
U(g) that acts on arbitrary functionals as
U(g)Ψ[Az] = e
−2ikS+[g]− k
pi
∫
Σ d
2zTr(Azg−1∂z¯g)Ψ[Agz]. (D.30)
By (D.26), we deduce that U(g)Ψ0[Az] = Ψ0[Az], which is a restatement of the fact that the
physical wavefunction is gauge-invariant. U(g) is unitary with respect to the inner product
(D.24) and, by (D.26), satisfies the composition law U(g2)U(g1) = U(g1g2).
D.4.2 Σ = T 2 Redux
The Hodge decomposition in this case (analogous to (D.28) on S2), which holds for almost
all Az, is
Az = −i∂zUU−1 + UazU−1 (D.31)
where U ∈ GC and az lies in a fixed Cartan subalgebra t ⊂ g (more precisely, tC). Gauge
invariance with respect to (D.30) restricts physical wavefunctions, which we preemptively
label by a subscript λ, to take the form
Ψλ[Az] = e
2ikS−[U ]+ k
pi
∫
Σ d
2zTr(azU−1∂z¯U)ψλ(az). (D.32)
Using this parametrization in (D.24), changing variables from Az to (U, az) (which involves
a nontrivial Jacobian), and integrating over U leads to an effective quantum mechanics with
coherent state inner product
〈ψλ1|ψλ2〉 =
∫
daz da
∗
z e
i(k+h)
pi
∫
Σ d
2zTr(aza∗z)ψeffλ1(az)
∗ψeffλ2(az). (D.33)
The effective wavefunctions ψeffλ (az) are related to the ψλ(az) in (D.32) by
ψeffλ (az) = e
− ih
2pi
∫
Σ d
2zTr a2zΠ(τ¯ , u)ψλ(az), (D.34)
where τ denotes the complex structure and u ≡ − Im τ
pi
az as in (6.92). In particular, for the
ψλ(az) in (6.92), the corresponding effective wavefunctions
ψeffλ (az) = e
− (k+h) Im τ
pi
Tr a2zΘ−λ+ρ,k+h(τ¯ , u) (D.35)
are orthogonal with respect to (D.33): 〈ψλ1|ψλ2〉 ∝ δλ1λ2 . In writing (D.35), we have used
Π(τ, u)χ
(k)
λ (τ, u) = Θ
−
λ+ρ,k+h(τ, u) (D.36)
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and the same conventions for the geometry of Σ = T 2 as [9], in which the area is −2i Im τ ;
the functional determinant Π and the Weyl-odd theta functions Θ− are defined in [9] and
references therein (in comparing Lie algebra conventions, note that we use Tr(T aT b) = 1
2
δab,
[9] uses Tr(T aT b) = −δab, and [69] uses Tr(T aT b) = −1
2
δab).
The key point is the following. Level-k theta functions for ΛR are indexed by weights
in ΛW/kΛR and transform by phases under large gauge transformations, which act as u →
u+ r1 + τr2 for r1,2 ∈ ΛR (hence the integration region for az in (D.33) is the complex torus
TC = tC/ΛR). The Weyl-invariant subspace of such theta functions is spanned by Weyl-Kac
characters at level k. However, Weyl-Kac characters at k, λ are expressible in terms of theta
functions at k + h, λ + ρ. Therefore, rather than labeling the spectrum by λ in the Weyl
alcove ΛW/(WnkΛR), one may equivalently label it by λ in the interior of the dilated Weyl
alcove ΛW/(W n (k + h)ΛR). While this statement is familiar from representation theory
[83], the relation between (6.92) and (D.35) gives it a physical interpretation.
E Surgery versus Localization
It is amusing, and possibly even useful, that localization offers an alternative to traditional
algebraic or surgery-based methods for the computation of certain knot invariants. Let us
compare localization for N = 2 SU(2)k+2 and surgery for N = 0 SU(2)k on S3 in a few
examples. The Chern-Simons observables that are accessible to localization on S3 include
links composed of Hopf fibers: their components are unknots with pairwise linking number
one. For such links, one can check that the matrix model results match those from surgery
for small numbers of components or sufficiently small representations, but it is possible to
obtain clean answers using localization even when the latter method becomes cumbersome.
The localization approach is as follows. For N = 2 SU(2)k+2 with Cartan parametrized
by diag(a,−a), the matrix model of [31], written in (6.54), reduces to
〈Wj1 · · ·Wjn〉N=2 = −
2
ZN=2
∫
R
da e−2pii(k+2−i)a
2
sinh(2pia)2 Trj1(e
2pia) · · ·Trjn(e2pia) (E.1)
where ZN=2 = eipi/4e−ipi/(k+2)ZN=0 with ZN=0 in (2.8). It is useful to define two equivalent
expressions for Trj(e
2pia), both before and after applying the Weyl character formula:
Trexpj (e
2pia) ≡
j∑
m=−j
e4pima, Trsinhj (e
2pia) ≡ sinh(2pia(2j + 1))
sinh(2pia)
. (E.2)
Note that we label representations by their spin, not by their dimension. Results are con-
veniently written in terms of q ≡ e2pii/(k+2) and the quadratic Casimirs C2(j) ≡ j(j + 1) of
the representations. The supersymmetric framing in the N = 2 SU(2)k+2 theory leads to a
phase of q−C2(j) for each Wilson line relative to the N = 0 SU(2)k theory:
〈Wj1 · · ·Wjn〉N=2 = q−C2(j1)−···−C2(jn)〈Wj1 · · ·Wjn〉N=0. (E.3)
From the integration measure in (E.1), we see that although the integrand can always be
written as a sum of Gaussians by inserting Trexpj (e
2pia), correlators of two or fewer Wil-
son loops are particularly simple because each insertion of Trsinhj (e
2pia) cancels a factor of
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sinh(2pia). These are precisely the cases where the results have simple expressions in terms
of the S-matrix elements (2.13).
To describe the surgery approach, we follow [68], where our q is denoted there by q−1. A
link with n components is conveniently regarded as the closure of a braid on ≥ n strands.62
Given a link with specified representations for its components, we write its expectation value
〈〉N=0 in the N = 0 SU(2)k theory as a braid group element enclosed in brackets 〈〉#, where
# denotes the number of strands (if all components are in the same representation, then the
brackets 〈〉# are cyclic). Strands are labeled from left to right, and braid moves are applied
from bottom to top. The braid group generator gk corresponds to crossing strand k over
strand k + 1, and the braid group relations are
gigi+1gi = gi+1gigi+1, gigj = gjgi (|i− j| ≥ 2). (E.4)
Canonical framing is assumed, which means that each unit of writhe (self-intersection num-
ber) introduces a factor of q−C2(j) for a line of spin j, where self-overcross corresponds to
positive writhe. The basic properties that allow us to compute link expectation values are
the fusion property (OPE) for cabled unknots,63
〈Wρ1Wρ2 · · · 〉N=0 = 〈Wρ1⊗ρ2 · · · 〉N=0 =
∑
ρ∈ρ1⊗ρ2
〈Wρ · · · 〉N=0, (E.5)
and similar fusion properties for crossed lines (derivable from the braiding matrix), which
hold for lines in arbitrary representations of any G. Using these properties, one can derive
inductively the results for the unknot and Hopf link in arbitrary representations of SU(2):
〈Wj〉N=0 = 〈1〉1 = q
(2j+1)/2 − q−(2j+1)/2
q1/2 − q−1/2 , (E.6)
〈Wj1Wj2〉N=0 = 〈g21〉2 =
q(2j1+1)(2j2+1)/2 − q−(2j1+1)(2j2+1)/2
q1/2 − q−1/2 . (E.7)
Let us, however, restrict our attention to lines in the fundamental of SU(2) (the situation
relevant to the Jones polynomial). For such lines, the basic fusion properties (whose explicit
forms we will not need) imply the familiar skein relation
q−1/4L+ − q1/4L− = (q−1/2 − q1/2)L0 (E.8)
where L+, L−, and L0 denote overcross, undercross, and no cross, respectively. For fun-
damental lines, the skein relation (E.8), the writhe relations (factors of q∓3/4 for each self-
overcross and self-undercross), and the result 〈W1/2〉N=0 for the unknot suffice to determine
all link expectation values [68]. Moreover, using (E.8) rather than fusion allows us to consider
only fundamental lines at all intermediate steps in the computation.
As an example of the use of (E.8), we compute for the fundamental trefoil knot that
〈g31〉2 = q−7/4(1 + q + q2 − q4).
62The following is a technical simplification of the original procedure of [22], which involves passing from
S2 × S1 to S3 via braid traces with a “spectator” strand.
63From (6.54), BPS Wilson loops in the N = 2 theory manifestly satisfy this property as well [50].
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As a more relevant class of examples, consider W n1/2 where all components are understood
to lie along Hopf fibers. We may construct the corresponding braid on n strands by linking
the first with the rest, the second with the remainder, and so on:
〈W n1/2〉N=0 = 〈(g2n−1) · · · (g2 · · · gn−2g2n−1gn−2 · · · g2)(g1 · · · gn−2g2n−1gn−2 · · · g1)〉n. (E.9)
Special cases are
〈W1/2〉N=0 = q1/2 + q−1/2,
〈W 21/2〉N=0 = q3/2 + q1/2 + q−1/2 + q−3/2,
〈W 31/2〉N=0 = q−3 + q−2 + q−1 + 1 + 2q + 2q2,
where the first two expressions follow from (E.6) and (E.7) and the last expression is com-
puted from 〈W 31/2〉N=0 = 〈g22g1g22g1〉3 using (E.8), cyclicity of 〈〉#, and the first of the braid
group relations (E.4). Note that when n ≥ 3, the result for 〈W n1/2〉N=0 is not invariant un-
der q ↔ q−1. An inductive argument might suffice to compute 〈W n1/2〉N=0 via surgery, or a
representation-theoretic point of view might prove more useful, as in the case of torus knots
(see [21] and references therein). Regardless, by inserting Trexp1/2(e
2pia)n into the localization
matrix model (E.1), we compute with almost no effort that
〈W n1/2〉N=2 =
1
2(1− q)
n∑
`=0
(
n
`
)
q−(n−2`)
2/4(qn−2` + q−(n−2`) − 2q). (E.10)
Accounting for the framing discrepancy (E.3), we deduce that
〈W n1/2〉N=2 = q−3n/4〈W n1/2〉N=0, (E.11)
from which we read off the Jones polynomial of all links whose components are Hopf fibers.64
Finally, one can consider more general SU(2) representations. For example, the expecta-
tion value of a three-component Hopf link with each component in an arbitrary representation
is easily computed via localization by inserting TrsinhJ1,J2(e
2pia) and TrexpJ3 (e
2pia) into (E.1):
〈WJ1WJ2WJ3〉N=2 =
1
1− q−1
J3∑
`=−J3
(q−(J1−J2+`)
2 − q−(1+J1+J2+`)2). (E.12)
This expression is invariant under permutations of {J1, J2, J3}. To compare to surgery, one
might hope to use a generalized skein relation, which is a linear relation between N + 1
64To get the Jones polynomial from SU(2) Chern-Simons with fundamental Wilson loops, we must divide
by the expectation value of the unknot, adjust by an overall power of q, and redefine q slightly [68]:
q3w(L)/4
q1/2 + q−1/2
〈L〉 q
1/2→−q−1/2−−−−−−−−−→ V (L),
where w(L) is the writhe of the link L. For example, for the unknot (w = 0), Hopf link (w = +2), and trefoil
(w = +3), we get 1, −q−5/2 − q−1/2, and −q−4 + q−3 + q−1, respectively. This is a Laurent polynomial in
q1/2 (or, if the link has an odd number of components, in q).
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crossings where N is the number of irreducible representations in the decomposition of the
tensor product of two lines. However, skein relations only make sense for all lines in the
same representation, and only for the fundamental do they alone suffice to determine knot
invariant polynomials [68]. Hence deriving this result using surgery would require appealing
to the underlying fusion properties, which is arguably more complicated than evaluating a
one-dimensional Gaussian integral.
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