Abstract-We re-examine the division by zero problem which occurs in certainty equivalence based indirect adaptive control algorithms applied to linear systems. By exploiting a parametrization for linear systems induced by the continued fraction description of its transfer function, the division by zero problem obtains a very simple geometric representation that can be used to virtually eliminate the problem in the adaptive algorithm.
I. INTRODUCTION
This paper introduces a novel approach to the polezero cancellation problem encountered in adaptive indirect pole placement control applied to linear finite dimensional discrete time systems [5] . This work exploits ideas of [l] and [ll] . Essentially we propose to exploit a reparametrization of the coefficients of the polynomials that specify the linear system to be controlled based on the continued fraction expansion of the system's transfer function. The important property of this system representation, from the point of view of adaptive pole placement control, is that verifying controllability, expressed in the new model parameters, is equivalent to checking whether some parameters are zero or not. This simple structure of uncontrollable models in the new parameter space is useful to derive a systematic solution of the stabilizability problem in adaptive control. The price paid for this simplicity is that the parametrization is nonlinear. In essence it suffices to use in parallel a number of parameter identification algorithm in conjunction with a switching rule [ll] to decide which parameter identification algorithm produces the estimate for control purposes. Despite the fact that the parametrization is nonlinear we establish that the classical gradient descent based identification algorithms may be used.
In this contribution we focus on the system parametrization rather than its application in an adaptive control algorithm. We use tools from the behavioral approach to system theory [15] to expound our ideas. The paper is organised as follows. In the next section we introduce the system parametrization and explore some of its properties. In Section 3 we describe briefly how this parametrization could be exploited in an adaptive control context. Some conclusion are provided in Section 4. For a more comp1:te description we refer to [6] .
SYSTEM REPRESENTATION VIA CONTINUED

FRACTION
Consider a dynamical system represented as:
where U is the system input, y is the measurable output, U is the shift operator, for any integer t o , 
(atow)(t) = w(t + t o ) . A ( [ ) , B ( [ )
be such that:
The coefficients yi,j and ri are referred to as the continued fraction parameters for the pair of polynomials A ( 0 , BK). 3 The importance of the continued fraction parameters (11.1) for the system (1) stems from the observation that the system is controllable iff all of the r i continued fraction parameters are non-zero. This fact will be established in the sequel. The system representation (7) may alternatively be written as . . .
According to [14] , the behavior in terms of left hand side of the above expression that corresponds to zeroes in the right hand side. This in conjunction with (6) yields (8) with 1 = k -2.
Along the same lines we can show that (8) holds for ( U , y , e l , . ... e k -2 ) is described by those rows in the
The result now follows from (5) with i = 0.
(8) implies that elimination of all variables ei yields 0
We now investigate the controllability properties of the behaviors described by (1) and (7). We start with the system description (7).
Lemma 11.6: Consider system (7). Assume that ri and ri are as in Definition 11.1. Let ! 
The result is now a direct consequence of the gener-0 alized Hautus test for controllability.
We summarize as follows:
Theorem 11.8: Consider the dynamical system (1) with continued fraction parameters as given in Definition (11.1). The system is controllable iff rg # 0 V i .
B. Representution issues
The link between the coefficients in the polynomials A and B and their continued fraction parameters defines a non trivial parameter transformation. In order to be able to construct an identification algorithm for the continued fraction parameters it is essential to understand this transformation in some detail. First we provide an example, then the general theory.
Example 11.9 Consider a pair of polynomials
where ai, bi E ?J? QCfP has a simple structure (as proven above in Theorem 11.8). This is the main reason to introduce this parametrization.
The second interesting property of the continued fraction representation is that the parameters of the polynomials (14) are uniquely determined by the continued fraction coefficients of (13) and vice versa.
In particular, if bl # 0 we have Step 1: h is injective. 
Proof:
1. Follows from the fact that PC',fp,,tdl,. , ,,dk is isomorfic to %" x Sf Z" ' \ {0} x % and from the bijectivity of h ( see Lemma 11.10 ). The Lemma 11.11 and Theorem 11.12 imply that in the context of identifying a single system many distinct continued fraction parametrization need to be considered. The natural question is what is the number of such transformations.
Lemma 11.13: has been introduced and analysed. Here we concentrate on the question if the continued fraction parameters are identifiable from input output data. The fact that there is a bijective, be it complicated, mapping between the classical and continued fraction parametrizations of a system suggests that identification in continued fraction parameter space may be feasible.
A . The gradient algorithm
Consider the system (1) (27) This equation necessarily explains a given data set (y, U ) . In [l] such a system is called an unfulszfed model.
Unfalsified models have been carefully investigated in the context of adaptive pole placement control in [13] . It has been shown there that the pole placement controller based on an unfalsified model (27) behaves as if it was based on the true system. This goes a long way to certify that the above gradient based algorithm may be used to construct an adaptive algorithm that may overcome the pole-zero cancellation problem. At present it is a conjecture that combining the continued fraction representation, with a gradient based algorithm complemented with a switching rule to guarantee that the ri parameters remain of fixed sign indeed yields a working adaptive pole placement algorithm. Simulation evidence points this way [6] .
IV. CONCLUSION
We introduced a novel parametrization for linear discrete time systems that can be used to aid in the solution of the pple-zero cancellation issue in pole placement adapiive control algorithms. Simulation evidence suggests that the identification and adaptation issues can be resolved. Further work is ongoing, see also [6] .
