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Abstract
We study problems in extremal combinatorics motivated by Tura´n’s Theorem and Ramsey Theory.
In Chapter 2, we use Flag Algebras to study these problems. With Balogh, Lidicky´, Pikhurko,
Udvari and Volec, we gave the exact structures of permutations of [n] = {1, . . . , n} which maximize
the number of monotone subsequences of length 4. With Balogh, Lidicky´ and Liu, we gave upper
bounds on the number of edges of C4-free hypercubes and C6-free hypercubes. The n-dimensional
Boolean lattice Bn denotes the partial ordered set whose elements are all subsets of [n] ordered by
inclusion. A layer of Bn is a family of sets of the same size. We also gave upper bounds on the
sizes of B2-free subposets of three layers of Bn.
In Chapter 3, we study a variation of both Tura´n type problems and Ramsey type problems.
Let H be a graph and f(n) be a function. So´s and Erdo˝s–So´s defined ‘Ramsey-Tura´n’ function
RT(n,H, f(n)) to be the maximum number of edges of an H-free graph on n vertices with inde-
pendence number less than f(n). With Balogh and Simonovits, we answered a question from Erdo˝s
and So´s by proving that RT
(
n,K5, o
(√
n log n
))
= o(n2). We also extended this result to several
other Kl’s and functions f(n).
In Chapter 4, we study a sparse version of Tura´n type problems. The maximum 3-uniform
hypergraphs that do not contain a copy of F5 = {abc, ade, bde}, sometimes called the generalized
triangle, is tripartite. With Balogh, Butterfield and Lenz, we extended this result to the sparse
random setting, proving that with probability tending to 1 the largest subgraph of the random
3-uniform hypergraph that does not contain F5 is tripartite.
In Chapter 5, we study chromatic threshold, which was motivated by a variation of Tura´n
type problems and introduced by Erdo˝s and Simonovits. The chromatic threshold of a family
of r-uniform hypergraphs F is the infimum of all non-negative reals c such that the subfamily
of F comprising hypergraphs H with minimum degree at least c(|V (H)|r−1 ) has bounded chromatic
number. The problem of chromatic thresholds of graphs has been well studied, but there have
been no previous results about the chromatic thresholds of r-uniform hypergraphs for r ≥ 3.
With Balogh, Butterfield, Lenz and Mubayi, we proved an upper bound on the family of F5-free
3-uniform hypergraphs. We also gave constructions to show lower bounds on more families of
3-uniform hypergraphs.
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Chapter 1
Introduction
1.1 Overview
Extremal graph theory studies the maximal or minimal graphs that satisfies certain requirements.
One of the fundamental results in extremal graph theory is Tura´n’s Theorem [107], which states
that among n-vertex graphs with no (r + 1)-cliques Kr+1, the complete r-partite graph whose
partite sets are as equally-sized as possible has the maximum number of edges. This graph is called
the r-partite Tura´n graph.
Tura´n type problems ask the maximum or minimum size of discrete structures which does not
contain some substructures. Flag Algebras, invented by Razborov [88], have been widely used in
extremal graph theory. We use it to attack two Tura´n type problems in Chapter 2. One is the
Tura´n type problem for hypercubes. Let Qn be the graph of the n-dimensional hypercube whose
vertex set is the set {0, 1}n of binary n-tuples, and two vertices are adjacent if and only if they
differ in exactly one coordinate. For a graph F , we define exQ(n, F ) to be the maximum number of
edges of an F -free subgraph of Qn. The main result for Hypercube Tura´n problems, in joint work
with Balogh, Lidicky´ and Liu, is to give upper bounds on exQ(n,C4) and exQ(n,C6).
Theorem 1.1. exQ(n,C4) ≤ 0.6068n2n−1 for large n.
Theorem 1.2. exQ(n,C6) ≤ 0.3755n2n−1 for large n.
The other one is the Tura´n type problem for Boolean lattices. The n-dimensional Boolean
lattice Bn denotes the partial ordered set whose elements are all subsets of [n] ordered by inclusion.
Given a poset P , define exB(n, P ) to be the size of a largest P -free subposet of Bn. A layer of Bn
is a family of sets of the same size. The main result for Boolean lattice Tura´n problems, in joint
work with Balogh, Lidicky´ and Liu, is to give an upper bound on a weaker version of exB(n,B2).
Theorem 1.3. The largest B2-free family of subsets of [n] having at most three different sizes has
at most 2.15121N members where N =
(
n
bn/2c
)
.
Ramsey Theory asks how many elements of some structure must there be to guarantee that a
particular property will hold. For example, Erdo˝s and Szekeres [52] proved that every permutation
on [n] = {1, . . . , n}, where n ≥ k2 +1, contains a monotone subsequence of length k+1. A variation
of this problem is to ask when n is large, what is the minimum number of monotone subsequences
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of length k+ 1? In joint work with Balogh, Lidicky´, Pikhurko, Udvari and Volec, we answered this
question for k = 3 in Chapter 2.
Theorem 1.4. There exists n0 such that if n ≥ n0, then every permutation on [n] contains at least(bn/3c
4
)
+
(b(n+ 1)/3c
4
)
+
(b(n+ 2)/3c
4
)
monotone subsequences of length 4.
In Tura´n’s theorem, the extremal graphs have linear sized independence number. Motivated
by this, So´s [98] and Erdo˝s and So´s [51] defined ‘Ramsey-Tura´n’ function RT(n,L,m) to be the
maximum number of edges of an L-free graph on n vertices with independence number less than
m. If m = n, then it is Tura´n’s theorem. Graph Ramsey theory states that for any fixed L and
m, there exists n0 such that any graph on n > n0 vertices contains either L as a subgraph or an
independent set of size at least m. Therefore, if m is small compared to n, then RT(n,L,m) is
Ramsey flavor. We are interested with the transition from Tura´n’s theorem to Ramsey flavor.
One of the main results in Chapter 3, in joint work with Balogh and Simonovits, is an answer
to a question from Erdo˝s and So´s [51].
Theorem 1.5.
RT
(
n,K5, o
(√
n log n
))
= o(n2).
Another variation of Tura´n’s theorem is to study its sparse version. That is, instead of con-
sidering Kr-free subgraphs of Kn, we consider Kr-free subgraphs of a random graph G(n, p). For
example, Mantel’s Theorem [77] states that every maximum (with respect to the number of edges)
triangle-free subgraph of Kn is bipartite. A sparse version of Mantel’s Theorem, which has recently
been proved by DeMarco and Kahn [44], states that if p > K
√
log n/n for some large constant
K, then every maximum triangle-free subgraph of G(n, p) is with high probability bipartite. In
joint work with Balogh, Butterfield and Lenz, we considered F5-free 3-uniform random hypergraph
G3(n, p), where F5, sometimes called the generalized triangle, is a 3-uniform hypergraph with ver-
tex set {a, b, c, d, e} and edge set {abc, ade, bde}. The main result in Chapter 4 is to determine for
which p every maximum F5-free subhypergraph of G
3(n, p) is w.h.p. tripartite.
Theorem 1.6. There exists a positive constant K such that w.h.p. the following is true. If G =
G3(n, p) is a 3-uniform random hypergraph with p > K log n/n, then every maximum F5-free
subhypergraph of G is tripartite.
Tura´n’s theorem states that a maximum Kr+1-free graph is r-partite. In other word, its chro-
matic number is r. Motivated by this observation, Andra´sfai asked the minimum value k such that
if a graph G on n vertices has minimum degree k and chromatic number at least t, then G contains
Kr as a subgraph. The case t = r was answered by Andra´sfai, Erdo˝s, and So´s [9], who showed
that the answer is (1 − 1/(r − 4/3))n, achieved by the graph obtained from C5 by replacing each
2
edge with a copy of Kn/(3r−4),n/(3r−4), and then join every vertex of this blow up of C5 with every
vertex of a complete (r − 3)-partite graph whose partite sets have size 3n/(3r − 4). The study of
the case t > r led to the following definition. Let F be a family of graphs. The chromatic threshold
of F is the infimum of the values c ≥ 0 such that the subfamily of F consisting of hypergraphs H
with minimum degree at least c|V (H)| has bounded chromatic number. Erdo˝s and Simonovits [50]
conjectured that the family of triangle-free graphs has chromatic threshold 1/3. The conjecture
was proven by Thomassen [105].
In joint work with Balogh, Butterfield, Lenz and Mubayi, the main result in Chapter 5 is to
give bounds on the chromatic threshold of the family of F5-free 3-uniform hypergraphs.
Theorem 1.7. The chromatic threshold of the family of F5-free 3-uniform hypergraphs is between
6/49 and (
√
41− 5)/8 ≈ 7/40.
Section 2.1 is built on [20]. Section 2.2 is built on [19]. Chapter 3 is built on [21]. Chapter 4
is built on [17]. Other students will not use these four papers for their thesis. Chapter 5 is built
on [18], Lenz [74] and the author split this paper for thesis.
1.2 Background material
This section provides some basic terms and definitions. For a positive integer n, let [n] be the set
{1, 2, . . . , n}. All logarithms are base 2.
A hypergraph H consists of a set V (H) of vertices and a set E(H) of subsets of V (H), called
edges. An r-uniform hypergraph is a hypergraph in which every edges consists of exactly r vertices.
A graph is a 2-uniform hypergraph. We use v(H) = |V (H)| to denote the number of vertices and
e(H) = |E(H)| to denote the number of edges. If H is not a graph, then its number of edges is also
called its size, denoted by |H|. The shadow graph of a hypergraph H is the graph G with vertex
set V (H) and with uv an edge if and only if there exists some edge of H that contains both u and
v.
Given a hypergraph H, we say that vertices u and v are adjacent or v is a neighbor of u if
there is some edge of H containing both u and v. For a vertex v of H, the neighborhood of v,
denoted by NH(v), is the collection of subsets U ⊆ V (H) \ {v} such that U ∪ {v} ∈ E(H). If H is
a graph, then we view NH(v) as a subset of V (H). If H is a 3-uniform hypergraph, then we view
NH(v) as a graph, called the link graph of v, and it is also denoted by LH(v). The degree of v,
denoted by dH(v), is the size of NH(v). We omit the subscript, if H is clear from the context. The
minimum degree of a hypergraph H, δ(H), is min{d(v) : v ∈ V (H)}, and the maximum degree of
a hypergraph, ∆(H), is max{d(v) : v ∈ V (H)}.
A hypergraph H is said to be a subhypergraph (or subgraph in the graph case) of a hypergraph
G if there exists an injection f : V (H)→ V (G) such that if e ∈ E(H), then f(e) ∈ E(G). If H is
a subhypergraph of G, then we write H ⊆ G. If further e ⊆ V (H) is an edge of H if and only if
f(e) ∈ E(G), then H is an induced subhypergraph (or induced subgraph in the graph case) of G.
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For a hypergraph H and a vertex set U ⊆ V (H), denote by H[U ] the subhypergraph of H whose
vertex set is U and edge set is {e : e ∈ E(H) and e ⊆ U . We call H[U ] the subhypergraph of H
induced by U .
Given two hypergraphs H and H ′, an isomorphism between them is a bijection f : V (H) →
V (H ′) satisfying for any subset e of V (H), e ∈ E(H) if and only if f(e) ∈ E(H ′). Two hypergraphs
H and H ′ are isomorphic (H ∼= H ′) if and only if there is an isomorphism between them.
Let k be an integer and H be a hypergraph. A proper coloring of H is a map f : V (H) → [k]
such that if e is an edge of H then there exist v, u ∈ e for which f(v) 6= f(u). H is called k-
colorable if there exists a proper coloring f : V (H)→ [k]. The chromatic number of a hypergraph
H, denoted χ(H), is the least integer k for which H is k-colorable.
A set of vertices S ⊆ V (H) is called independent if H[S] contains no edges and strongly
independent if there is no edge of H containing at least two vertices of S. The independence
number of H, denoted α(H), is the size of a largest independent set in H. A hypergraph is r-
partite if its vertex set can be partitioned into r parts, each of which is strongly independent. A
2-partite hypergraph is a bipartite hypergraph. A 3-partite hypergraph is a tripartite hypergraph.
For an r-uniform hypergraph H, the family of H-free hypergraphs is the family of r-uniform
hypergraphs that do not contain F as a (not necessarily induced) subhypergraph. For an r-uniform
hypergraph H and an integer n, let ex(n,H) be the maximum number of edges an r-uniform
hypergraph on n vertices can have while being H-free and let
pi(H) = lim
n→∞
ex(n,H)(
n
r
) .
We call pi(H) the Tura´n density of H.
Hn will always denote a hypergraph on n vertices. The complete r-uniform hypergraph on n
vertices, denoted K
(r)
n (for graphs denoted Kn), is the unique graph with n vertices and
(
n
r
)
edges. A
complete graph is also called a clique. A complete n-vertex, r-uniform, s-partite hypergraph H is an
r-uniform, s-partite hypergraph whose vertex set can be partitioned into s strongly independent
sets V1, · · · , Vs such that its edges consist of all r-sets with at most one vertex in each Vi for
1 ≤ i ≤ s, and V1, · · · , Vs are called partite sets of H, their sizes |V1|, · · · , |Vs| are called part sizes
of H. The unique complete n-vertex, r-partite graph with part sizes as equal as possible, denoted
Tn,r, is called the the r-partite Tura´n graph on n vertices. More generally, the unique complete
n-vertex, r-uniform, s-partite hypergraph with part sizes as equal as possible, denoted Tr,s(n), is
called the r-uniform, s-partite Tura´n hypergraph on n vertices. When s = r, we write Tr(n) for
Tr,r(n). Let tr(n) be the number of edges in Tr(n); notice that tr(n) ≈ r!rr
(
n
r
)
.
For an integer n and p ∈ [0, 1], let Gr(n, p) be a random r-uniform hypergraph with n vertices
and each element of
(
[n]
r
)
occurring as an edge with probability p independently of each other. If
r = 2, we write G(n, p) for G2(n, p), and G(n, p) is called a random graph. An event on Gr(n, p)
occurs with high probability (w.h.p.) if the probability of that event approaches 1 as n tends to
infinity.
4
To simplify the formulas, we shall often omit the floor and ceiling signs, assuming that they are
not crucial.
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Chapter 2
Flag Algebras
The flag algebra method, invented by Razborov [88], is a very general machinery and has been
widely used in extremal graph theory. See [89] for a recent survey of flag algebra applications. To
name just some of them: flag algebra was used for attacking the Caccetta-Ha¨ggkvist conjecture [66,
90], determining induced densities of graphs [41, 63, 64, 83, 84], of hypergraphs [15, 53, 61, 82], of
oriented graphs [99], of colored graphs in a colored environment [16, 40, 65, 71], and for attacking
some problems in geometry [72]. In Section 2.1, we use standard flag algebra framework and the
stability method to prove Theorem 1.4. In Section 2.2, we modify slightly the flag algebra method
to sparse settings and prove Theorems 1.1, 1.2 and 1.3.
2.1 Monotone subsequences of length 4 in permutations
2.1.1 Introduction
This work was inspired by a famous result of Erdo˝s and Szekeres [52] that every permutation on
[n] = {1, . . . , n}, where n ≥ k2 +1, contains a monotone subsequence of length k+1. If n k2, one
expects that the number of monotone subsequences of length k+ 1 is more than just one, which is
guaranteed by [52]. According to Myers [80], the problem of determining the minimum number of
monotone subsequences of length k+ 1 in permutations on [n] was first posed by Atkinson, Albert
and Holton. As in [80], we use mk(τ) to denote the number of monotone subsequences of length
k + 1 in a permutation τ . The minimum of mk(τ) over all permutations τ ∈ Sn is denoted by
mk(n).
Myers [80] described a permutation τk(n) which is giving an upper bound on mk(n). Per-
mutation τk(n) consists of k increasing sequences K whose sizes differ by at most one and every
monotone sequence of length k+ 1 is entirely contained in one of the K sequences. In other words,
with tj = bjn/kc, this permutation can be written as
τk(n) = ( tk−1 + 1, tk−1 + 2, . . . , n− 1, n,
tk−2 + 1, tk−2 + 2, . . . , tk−1 − 1, tk−1,
. . .
1, 2, . . . , t1 − 1, t1 ).
See Figure 2.1 for τ3(12).
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T12,3 T12,3τ3(12)
Figure 2.1: Permutation τ3(12) and its representation graph (introduced in Section 2.1.2) T12,3.
Let r ≡ n (mod k), where 0 ≤ r < k. It is easy to see that
mk(τk(n)) = r
(dn/ke
k + 1
)
+ (k − r)
(bn/kc
k + 1
)
≈ 1
kk
(
n
k + 1
)
.
Myers [80] proved that m2(n) = m2(τ2(n)) holds and he described all permutations τ ∈ Sn
where m2(τ) = m2(n). He conjectured that the same formula actually holds for every k ∈ N.
Conjecture 2.1.1 (Myers [80]). Let n and k be positive integers. In any permutation of [n] there
are at least mk(τk(n)) monotone subsequences of length k + 1.
Notice that any permutation (a1, . . . , an) and its reverse (an, . . . , a1) contain the same number
of monotone subsequences, only the increasing subsequences change to decreasing subsequences
and vice versa. In particular, mk(τk(n)) = mk(τ
R
k (n)), where τ
R
k (n) denotes the reverse of τk(n).
Moreover, there might be other permutations τ such that mk(τ) = mk(τk(n)).
Subject to additional constraints that the monotone subsequences of length k+ 1 are either all
increasing or all decreasing and n ≥ k(2k − 1), Myers proved Conjecture 2.1.1 and gave the list
Wkn of all permutations τ of [n] satisfying mk(τ) = mk(τk(n)). Permutations in Wkn are exactly
the permutations which can be decomposed into k disjoint monotone subsequences s1, . . . , sk that
are either all increasing or all decreasing and their sizes differ by at most one. Moreover, every
monotone subsequence of length k + 1 is a subsequence of sj for some j. These permutations look
similar to τk(n) or τ
R
k (n). There are 2
(
k
nmod k
)
C2k−2k of them, where Ck is the k
th Catalan number.
The interested reader can find the precise definition of Wkn for general k in [80]. Here, we study
the number of monotone subsequences with k = 3. Hence we give a simpler alternative definition
for W3n, where n ≥ 15.
First we describe a method to get any permutation from W3n with no increasing subsequence of
length 4.
• Start with the identity permutation.
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• Divide it into 3 blocks such that the size of each block is bn/3c or bn/3c+ 1. More formally,
choose elements b1 and b2 such that b1, b2−b1 and n−b2 are all from the set {bn/3c, bn/3c+1}.
Then the three blocks are (1, 2, . . . , b1), (b1 + 1, b1 + 2, . . . , b2), (b2 + 1, b2 + 2, . . . , n). (There
are 1 or 3 choices for the pair (b1, b2), depending on the remainder of dividing n by 3.)
• Reverse the blocks. At this point we have the permutation (b1, b1−1, . . . , 2, 1, b2, b2−1, . . . , b1+
2, b1 + 1, n, n− 1, . . . , b2 + 2, b2 + 1).
• Change the subsequence (2, 1, b2, b2−1) to one of the following: (2, 1, b2, b2−1), (2, b2, 1, b2−1),
(2, b2, b2 − 1, 1), (b2, 2, 1, b2 − 1), (b2, 2, b2 − 1, 1).
• Make a similar replacement for the subsequence (b1 + 2, b1 + 1, n, n− 1).
• Change the subsequence (b1, b1−1, b1+2, b1+1) to one of the following: (b1, b1−1, b1+2, b1+1),
(b1+1, b1−1, b1+2, b1), (b1+2, b1−1, b1+1, b1), (b1+1, b1, b1+2, b1−1), (b1+2, b1, b1+1, b1−1).
• Make a similar replacement for the subsequence (b2, b2 − 1, b2 + 2, b2 + 1).
The set W3n consists of every permutation that can be obtained this way and their reverse.
Observe that |W3n| = 2 · 54
(
k
r
)
(where r is the remainder of dividing n with 3), accordingly to the
definition of Myers.
To illustrate the above process, let n = 17. We start with (1, 2, . . . , 17). Let b1 = 5, b2 = 11.
After the reversal of the blocks, we have (5, 4, 3, 2, 1, 11, 10, 9, 8, 7, 6, 17, 16, 15, 14, 13, 12). Now we
can change, one by one, the subsequences (2, 1, 11, 10), (7, 6, 17, 16), (5, 4, 7, 6), (11, 10, 13, 12) to
(11, 2, 1, 10), (17, 7, 6, 16), (6, 5, 7, 4), (13, 10, 12, 11) respectively, to get
(6, 5, 3, 13, 2, 1, 10, 9, 8, 17, 7, 4, 16, 15, 14, 12, 11).
This permutation is depicted in Figure 2.2.
In his paper, Myers [80] also conjectured a weaker asymptotic version.
Conjecture 2.1.2 (Myers [80]). Let k be positive integer and let n → ∞. In any permutation of
[n] there are at least (1 + o(1))
(
n
k+1
)
/kk monotone subsequences of length k + 1.
First, we prove Conjecture 2.1.2 for k = 3.
Theorem 2.1.3. Any permutation of [n] contains at least (1/27+o(1))
(
n
4
)
monotone subsequences
of length 4.
Our main result in this section is a stronger version of Theorem 1.4. We prove Conjecture 2.1.1
for k = 3 and n sufficiently large.
Theorem 2.1.4. There exists n0 such that if n ≥ n0, then every permutation τ on [n] contains at
least (bn/3c
4
)
+
(b(n+ 1)/3c
4
)
+
(b(n+ 2)/3c
4
)
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Figure 2.2: Permutation (6,5,3,13,2,1,10,9,8,17,7,4,16,15,14,12,11).
monotone subsequences of length 4, with equality if and only if τ ∈ W3n.
Our results are proved using flag algebras framework and the stability method. Although
Theorems 2.1.3 and 2.1.4 are stated in terms of permutations, we translate them to the language
of graph theory since the resulting computations and arguments are simpler. However, we also
had a computer program, developed originally by Dan Kra´
,
l, doing flag algebras computations for
permutations directly. It was easy to modify this program to compute upper bounds on densities
of other subsequences instead of lower bounds for monotone subsequences. The results that we
obtained will be explained in the next paragraph.
The packing density of a permutation τ ∈ Sk is the limit for n→∞ of the maximum density of τ
in σ over all σ ∈ Sn. We denote the limit by δ(τ). The packing density is well understood [2] for the
so-called layered permutations1. This includes all permutations in S3 and all but two permutations,
1342 and 2413, from S4. Albert, Atkinson, Handley, Holton, and Stromquist [2] proved that
0.19657 ≤ δ(1342) ≤ 2/9 and 51/511 ≤ δ(2413) ≤ 2/9. Presutti [86] improved the lower bound
for δ(2413) to 0.1024732. Further improvement on the lower bound was obtained by Presutti and
Stromquist [87] who showed that 0.1047242275767320904 . . . ≤ δ(2413) and conjectured that it is
the correct value. A direct application of the semidefinite method from the flag algebras framework
for permutations on S7 gave upper bounds δ(1342) ≤ 0.1988373 and δ(2413) ≤ 0.1047805. Since
our upper bounds do not match the lower bounds, we will not discuss these bounds any further in
this section.
The rest of this section is organized as follows. In the following subsection, we translate the
problem of determining the density of monotone subsequences in permutations to determining
densities of particular induced subgraphs in permutation graphs. In Section 2.1.3, we describe how
we use the framework of flag algebras and we will prove Theorem 2.1.3. Our proof of the density
1 A permutation τ ∈ [n] is layered if there exist positive numbers n1, . . . , nr summing to n, such that τ starts
with the n1 first positive integers in reverse order, followed by the next n2 positive integers in reverse order and so
on. For example τRk (n) is a layered permutation.
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result actually provides some additional information about the extremal structures, which leads
to a proof of a stability property for this problem. This is discussed in Section 2.1.4. Finally, in
Section 2.1.5, we use the stability property to prove Theorem 2.1.4.
We utilize the semidefinite method from flag algebras to formulate our question about subgraph
densities as an optimization problem. More precisely, as a semidefinite programming problem.
With a computer assistance, we generate this semidefinite programming problem and then we use
CSDP [29], an open-source semidefinite programming library, to find a numerical (approximate)
solution to the problem. In order to obtain an exact result, the numerical solution needs to
be rounded. This was done again with a computer assistance in a computer algebra software
SAGE [100]. More details about our rounding procedure is in Section 2.1.6.
Our computer programs, their outputs, and their description for the flag algebra part of this
section can be downloaded at http://www.math.uiuc.edu/~jobal/cikk/permutations/.
2.1.2 Graph Densities
Suppose H and G are graphs on l and n vertices respectively. Let P (H,G) be the number of
l-subsets U of V (G) such that G[U ] ∼= H, and define the density of H in G to be
p(H,G) =
P (H,G)(
n
l
) .
Given a permutation τ of [n], define its representation graph to be a graph on vertex set [n]
where ij with i < j is an edge if and only if τ(i) > τ(j). Call an n-vertex graph G admissible if
there is a permutation of [n] whose representation graph is isomorphic to G, so the vertex set of G
may not be [n]. Denote by Ml the set of admissible graphs on l vertices, up to isomorphism. It is
easy to see that if G is admissible, then so are G and all induced subgraphs of G.
Given a permutation τ of [n], let G be its representation graph. Then the number of monotone
subsequences of length 4 in τ is equal to the number of K4’s and K4’s in G, i.e., m3(τ) = P (K4, G)+
P (K4, G). Let
F (G) = P (K4, G) + P (K4, G) and f(G) = p(K4, G) + p(K4, G).
Instead of proving Theorem 2.1.3 directly, we prove its reformulation to the language of graphs and
densities.
Theorem 2.1.5. If G is an admissible graph on n vertices, then f(G) ≥ 1/27 + o(1), where
o(1)→ 0 as n→∞.
It is easy to see that
f(G) =
∑
H∈Ml
f(H)p(H,G) for 4 ≤ l ≤ n. (2.1)
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Since 0 ≤ p(H,G) ≤ 1 and ∑H∈Ml p(H,G) = 1, it follows that minH∈Ml f(H) provides a lower
bound on f(G), though this bound is unsurprisingly weak for small l.
Recall from Section 1.2 that Tn,3 is the 3-partite Tura´n graph on n vertices (i.e. complete 3-
partite graph on n vertices with part sizes differing by at most one). We can see that Tn,3 is the
representation graph of τ3(n). See Figure 2.1 for an example, where n = 12.
Theorem 2.1.6. There exists an n0 such that if G is an admissible graph on n ≥ n0 vertices
minimizing F over all admissible graphs on n vertices, then G is obtained from Tn,3 by removing
edges or G is obtained from Tn,3 by adding edges.
Remark: Let G be an extremal graph. By Theorem 2.1.6, G can be transformed into Tn,3 or Tn,3.
We may assume without loss of generality (w.l.o.g.) that G is obtained from Tn,3 by removing
edges. Since Tn,3 does not contain any copy of K4 and removing edges does not introduce new
copies of K4, there are no K4’s in G. Moreover, since G is extremal and removing edges does not
destroy any copy of K4, the numbers of copies of K4 in G and Tn,3 are equal. Hence we know
that in an extremal permutation τ , monotone subsequences of length 4 are either all increasing
or all decreasing. Moreover, τ can be decomposed in three monotone subsequences s1, s2, s3, that
correspond to the parts of Tura´n graph, and all monotone 4-subsequences are entirely contained
in them. It follows that domains of s1, s2, s3 form three consecutive intervals of [n], except some
possible intertwining at their ends that involves at most two elements from each interval. So this
indeed gives W3n. Hence Theorem 2.1.4 follows from Theorem 2.1.6.
2.1.3 Flag Algebra Settings
We apply the standard flag algebra method to the family of admissible graphs. A type σ is an
admissible graph on vertex set [k] for some non-negative integer k, where k is called the size of σ,
denoted by |σ|. We use 0 and 1 to denote (the unique) types of size 0 and 1 respectively. A σ-flag
F is a pair (M, θ) where M is an admissible graph and θ : [k] → V (M) induces a labeled copy of
σ in M . In other words, we use [k] to label k vertices of an unlabeled graph M , and the labeled
vertices induce a labeled copy of σ. Two σ-flags F1 = (M1, θ1) and F2 = (M2, θ2) are isomorphic
(denoted as F1 ∼= F2) if there exists a graph isomorphism f : V (M1)→ V (M2) such that fθ1 = θ2.
Such a function f is called a flag isomorphism from F1 to F2. Given an admissible graph M , if all
σ-flags with the underlying graph M are isomorphic, then we use Mσ to denote this unique σ-flag,
see Figure 2.3 for an example where M ∈ {K4,K4}. Denote by Fσl the set of σ-flags on l vertices,
up to isomorphism. Note that F0l is just Ml and Fσ|σ| = {σ}.
In Section 2.1.2, we defined graph density p(H,G), which extends to flag density in a straight-
forward way. Given σ-flags F ∈ Fσl and K = (G, θ) ∈ Fσn for l ≤ n, define P (F,K) to be the
number of l-subsets U of V (G) such that Im(θ) ⊆ U and (G[U ], θ) ∼= F . Additionally, define
p(F,K), the density of F in K as
p(F,K) =
P (F,K)(n−|σ|
l−|σ|
) .
11
1K14
1
K
1
4
Figure 2.3: 1-flags K14 and K
1
4.
By convention, we set P (F,K) = 0 if n < l. More generally, given flags F ∈ Fσl , F ′ ∈ Fσl′ and
K = (G, θ) ∈ Fσn , where n ≥ l+l′−|σ|, we define a joint density p(F, F ′;K) as the probability that if
we choose two subsets U,U ′ of V (G) uniformly at random, subject to the conditions |U | = l, |U ′| = l′
and U ∩ U ′ = Im(θ), then (G[U ], θ) ∼= F and (G[U ′], θ) ∼= F ′. Whenever we use p(F,K) or
p(F, F ′;K), we assume that the size of K is large enough.
It is not very hard to show that (see Lemma 2.3 in [88])
p(F,K)p(F ′,K) = p(F, F ′;K) + o(1), (2.2)
where o(1) is tending to 0 as n is tending to infinity. Let X = [F1, . . . , Ft] be a vector of σ-flags
with Fi ∈ Fσli . For any such X and a σ-flag K define XK = [p(F1;K), . . . , p(Ft;K)]. It follows that
for any t-by-t positive semidefinite matrix Q = {Qij}, we have
0 ≤ XTKQXK =
∑
ij
Qijp(Fi;K)p(Fj ;K) =
∑
i,j
Qijp(Fi, Fj ;K) + o(1). (2.3)
In the definition of p(F,K) and p(F, F ′;K), we require F, F ′ and K to be σ-flags, but the definition
itself extends to the case where F, F ′ are σ-flags but K is not. In this case, by the definition, we
have p(F,K) = p(F, F ′;K) = 0. Let Θ(k,G) be the set of all injective mappings from [k] to V (G)
where G is an admissible graph.
We can extend (2.3) to any θ ∈ Θ(|σ|, G):
0 ≤
∑
i,j
Qijp(Fi, Fj ; (G, θ)) + o(1).
Therefore, if we choose θ from Θ(|σ|, G) uniformly at random, then its expectation is non-negative:
0 ≤
∑
i,j
Eθ∈Θ(|σ|,G)[Qijp(Fi, Fj ; (G, θ))] + o(1)
=
∑
H∈Ml
∑
i,j
Eθ∈Θ(|σ|,H)[Qijp(Fi, Fj ; (H, θ))]
p(H,G) + o(1).
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(Recall that we assumed that l ≥ 2li − |σ| for each i.) Note that the coefficient of p(H,G) is
determined by σ,X,Q and H. In particular, it is independent of G, so denote this coefficient by
cH(σ,X,Q). Then we have ∑
H∈Ml
cH(σ,X,Q)p(H,G) + o(1) ≥ 0.
Every choice of σ,X,Q gives one such inequality. We can add the inequalities obtained for
several different types σi, using appropriate Xi and Qi. Denoting cH =
∑
i cH(σi, Xi, Qi), we
obtain ∑
H∈Ml
cH · p(H,G) + o(1) ≥ 0.
Then together with (2.1) we have
f(G) + o(1) ≥
∑
H∈Ml
(f(H)− cH) · p(H,G) ≥ min
H∈Ml
(f(H)− cH). (2.4)
By (2.4), if for some choice of (large enough) l and cH we have
min
H∈Ml
(f(H)− cH) = 1/27, (2.5)
then we would prove Theorem 2.1.5.
Proof of Theorem 2.1.5. We show (2.5) with l = 7, where |M7| = 776. We use three choices of
(σ,X,Q). We use types σ0 : P1, σ1 : P3, and σ2 : P 3, where Pi is a path on i vertices, see Figure 2.4.
1
σ0
1 3
2
σ1
1 3
2
σ2
Figure 2.4: Types used in flag computation.
For σ0, X0 consists of flags in Fσ04 , for σi with i = 1, 2, Xi consists of flags in Fσi5 . Here we have
|Fσ04 | = 20 and |Fσ15 | = |Fσ25 | = 71. As we already mentioned, flag algebra method is computer
assisted. We use computer to find M7,Fσ04 ,Fσ15 ,Fσ25 , and to compute Eθ p(F, F ′; (H, θ)) for each
H ∈My. Then finding positive semidefinite matrices Q0, Q1, Q2 to maximize minH∈M7(f(H)−cH)
can be done by computer solvers such as CSDP [29] and SDPA [109]. Unfortunately, solvers can
only give an approximate solution. For this problem, we get 0.0370370369999. In order to get
exactly 1/27, we need to round the matrices Q0, Q1, Q2 found by a computer solver. By rounding
we mean finding rational matrices Q′0, Q′1, Q′2 which would make the computations exactly 1/27
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when computed over rational numbers.
To simplify the process of rounding, we reduce the number of variables and constraints by
restricting the set of feasible solutions. For i ∈ {1, 2, 3} and flags F1, F2 denote by Qi(F1, F2) the
entry in Qi corresponding to indices of F1 and F2 in Xi. Since f(H) = f(H) for every graph H, a
natural restriction is that
f(H)− cH = f(H)− cH (2.6)
for every graph H. This will allow us to consider only one of H,H and thus decrease the number of
constraints from 776 to 388 since there is no self-complementary graph on 7 vertices as the number
of possible edges and non-edges is
(
7
2
)
= 21 which is an odd number.
Since σ1 = σ2, we add the constraints Q1(F1, F2) = Q2(F1, F2) for every F1, F2 ∈ Fσ15 . This
makes Q2 completely defined by Q1. Moreover, we add the constraints Q0(F1, F2) = Q0(F1, F2) =
Q0(F1, F2) = Q0(F1, F2) for every F1, F2 ∈ Fσ04 . This reduces the number of entries to round in
the symmetric matrix Q0 from
(
21
2
)
to
(
11
2
)
.
We reduced the number of constraints from 776 to 388, and we reduced the number of variables
from
(
21
2
)
+ 2
(
72
2
)
to
(
11
2
)
+
(
72
2
)
. With these reductions, we managed to round the entries in Q1, Q2
and Q3 and thus we obtained a solution for (2.5).
The rounded matrices as well as programs computing all possible X and performing the round-
ing process can be obtained at http://www.math.uiuc.edu/~jobal/cikk/permutations/.
We give more details about the rounding step in Section 2.1.6.
In (2.5), we not only have that the minimum of f(H)−cH is 1/27, which proves Theorem 2.1.5,
but we also have the values of f(H)− cH for each H in M7.
Let L = {H ∈ M7 : f(H) − cH = 1/27}. We listed L in Figure 2.5. We have the following
proposition for graphs not in L.
Proposition 2.1.7. Let G be an admissible graph of order n→∞ such that f(G) = 127 + o(1). If
H ∈M7 \ L, then p(H,G) = o(1).
Proof. Using (2.4), we have that
1
27
+ o(1) = f(G) + o(1) ≥
∑
H∈Ml
(f(H)− cH) · p(H,G).
In this subsection, we showed that by choosing l = 7 and types σ0, σ1, σ2 we have minH∈M7(f(H)−
cH) = 1/27. Then since
∑
H∈Ml p(H,G) = 1, we know that if f(H)− cH > 1/27, then p(H,G) =
o(1).
Notice that the Proposition 2.1.7 can be stated equivalently as follows.
Proposition 2.1.8. For every δ > 0 there exists n0 = n0(δ) and ε
′ > 0 such that for every
admissible graph G of order n > n0 with f(G) < 1/27 + ε
′, if H ∈M7 \L, then p(H,G) < δ. Note
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that it is sufficent to pick
ε′ < δ · min
H∈M7\L
{f(H)− cH − 1/27}.
Proposition 2.1.8 will help us to get the stability property of admissible graphs G with f(G) =
1
27 + o(1), which is discussed in the next subsection.
Figure 2.5: Graphs in L. The first eight graphs are induced subgraphs of Tn,3 or Tn,3. In order to
save space, a depicted graph H represents both H and H.
2.1.4 Stability Property
In this subsection we will prove the following stability type statement.
Theorem 2.1.9. For every ε > 0 there exist n0 and ε
′ > 0 such that every admissible graph G of
order n > n0 with f(G) ≤ 127 + ε′, is isomorphic to either Tn,3 or Tn,3 after adding and/or deleting
at most 20εn2 edges.
We will use our flag algebra results from Section 2.1.3 and the infinite removal lemma to prove
Theorem 2.1.9. The infinite removal lemma, proved by Alon and Shapira [7], is a substantial
generalization of the induced removal lemma.
Lemma 2.1.10 (Infinite Removal Lemma [7]). For any (possibly infinite) family H of graphs and
ε > 0, there exists δ > 0 such that if a graph G on n vertices contains at most δnv(H) induced copies
of H for every graph H in H, then it is possible to make G induced H-free, for every H ∈ H, by
adding and/or deleting at most εn2 edges.
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Proof of Theorem 2.1.9. Fix an ε > 0. Let δ be from Lemma 2.1.10, when applied with ε and
H = (M7 \ L) ∪ {not admissible graphs}. Let ε′ < ε4 and n1 be given by Proposition 2.1.8 such
that p(H,G) < δ for every H ∈ M7 \ L and G on at least n1 vertices. Let n0 > n1 such that
f(G) > 1/27−ε′ for all G of order at least n0/2. Notice that every non-admissible graph H satisfies
p(H,G) = 0 for every admissible G.
Let G be an admissible graph of order n > n0 with f(G) ≤ 127 +ε′. Now we apply Lemma 2.1.10
and conclude that by adding and/or deleting at most εn2 edges, every subgraph of G on 7 vertices
belongs to L and G is still admissible.
By direct inspection of graphs in L, we have the following two properties of G. Notice that if
all 7-vertex subgraphs of G satisfy these two properties, then so does G. Also notice that a graph
H satisfies these two properties if and only if H satisfies them.
Property A: There are no K4 and K4 that share a vertex.
Property B: For every pair of K4’s that share at least one vertex, the union of their vertex sets
spans a clique. For every pair of K4’s that share at least one vertex, the union of their vertex
sets spans an independent set.
Let (G, x) be the 1-flag where vertex x is the labeled vertex, then P (K14 , (G, x)) is the number
of K4’s in G that contain x. Define
F (x,G) = P (K14 , (G, x)) + P (K
1
4, (G, x)) and f(x,G) = F (x,G)
/(
v(G)− 1
3
)
.
Then we have f(G) = (
∑
x f(x,G))/v(G). Let G0 = G. For i ≥ 0, let xi be the vertex with
largest f(xi, Gi). If f(xi, Gi) > 1/27 + 3ε
′/ε, we create Gi+1 from Gi by removing vertex xi.
If f(xi, Gi) ≤ 1/27 + 3ε′/ε, we define G′ = Gi and d = i. Note that f(Gi) ≤ f(Gi−1), so
f(Gi) ≤ f(G) ≤ 1/27 + ε′. Also notice, that the process is not deterministic if there are more
candidates for xi for some i (any choice of xi will work).
Claim 2.1.11. d < εn.
Proof. Denote v = v(Gi−1) and y the vertex deleted from Gi−1. Then
f(Gi−1)− f(Gi) ≥ 2ε
′
εn
. (2.7)
This is because
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f(Gi−1)− f(Gi) =
∑
x f(x,Gi−1)
v
−
∑
x f(x,Gi)
v − 1
=
f(y,Gi−1) +
∑
x 6=y f(x,Gi−1)
v
−
∑
x f(x,Gi)
v − 1
=
f(y,Gi−1) + (
∑
x 6=y F (x,Gi−1))/
(
v−1
3
)
v
−
∑
x f(x,Gi)
v − 1
≥ f(y,Gi−1) +
(
v−2
3
)
(
∑
x F (x,G))/(
(
v−2
3
)(
v−1
3
)
)
v
−
∑
x f(x,Gi)
v − 1
=
f(y,Gi−1) + v−4v−1
∑
x f(x,G)
v
−
∑
x f(x,Gi)
v − 1
=
(v − 1)f(y,Gi−1) + (v − 4)
∑
x f(x,Gi)− v
∑
x f(x,Gi)
v(v − 1)
=
(v − 1)f(y,Gi−1)− 4
∑
x f(x,Gi)
v(v − 1)
=
f(y,Gi−1)− 4f(Gi)
v
≥ 3ε
′/ε− ε′
n
≥ 2ε
′
εn
.
Recall that by the choice of n, f(H) > 1/27− ε′ for every admissible graph H on at least n/2
vertices. However, if d > εn, then for i = εn, f(Gi) < 1/27 + ε
′ − 2iε′/εn < 1/27 − ε′, which is a
contradiction since Gi has at least n− εn = (1− ε)n ≥ n/2 vertices.
Claim 2.1.12. The number of vertices x with f(x,G′) < 127 − ε is at most εv′, where v′ = v(G′).
Proof. Let the number of vertices with f(x,G′) < 127 − ε be z.
v′f(G′) =
∑
x
f(x,G′) < z
(
1
27
− ε
)
+ (v′ − z)
(
1
27
+
3ε′
ε
)
= −zε+ v′ 1
27
+ v′
3ε′
ε
− z 3ε
′
ε
<
v′
27
+
3v′ε′
ε
− εz.
If z > εv′, then we get
f(G′) <
1
27
+
3ε′
ε
− ε2 < 1
27
− ε′,
which is a contradiction (recall that ε′ < ε4).
Let G′′ be the graph obtained from G′ by removing all such vertices. We removed at most εv′
vertices, so
F (x,G′)− F (x,G′′) < εv′
(
v′ − 2
2
)
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for each vertex x ∈ V (G′′). Denote v(G′′) by v′′. We have v′′ ≥ (1− ε)v′ and
F (x,G′′) > F (x,G′)− εv′
(
v′ − 2
2
)
≥
(
1
27
− ε
)(
v′ − 1
3
)
− εv′
(
v′ − 2
2
)
≥
(
1
27
− ε
)
(v′ − 1)(v′ − 2)(v′ − 3)
6
− ε(v
′ − 1)(v′ − 2)(v′ − 3)
1.5
≥
(
1
27
− 5ε
)(
v′′ − 1
3
)
.
We know that f(x,G′) ≤ 1/27 + 3ε′/ε. Then since ε′ < ε4 and v′′ ≥ (1− ε)v′, we have
F (x,G′′) ≤ F (x,G′) ≤
(
1
27
+
3ε′
ε
)(
v′ − 1
3
)
≤
(
1
27
+ 5ε
)(
v′′ − 1
3
)
.
This means that for every vertex x ∈ V (G′′), we have(
1
27
− 5ε
)(
v′′ − 1
3
)
< F (x,G′′) <
(
1
27
+ 5ε
)(
v′′ − 1
3
)
. (2.8)
For x, y ∈ V (G′′), write x ∼ y if x = y or there is a chain of vertex-intersecting K4’s or K4’s
connecting x to y. Clearly, ∼ is an equivalence relation, and by Property A, each chain consists of
cliques only or independent sets only. By Property B, each ∼-equivalence class is a clique or an
independent set. Let s be the size of the class of x. This means that F (x,G′′) =
(
s−1
3
)
. It follows
from (2.8) that (
1
3
− 16ε
)
v′′ < s <
(
1
3
+ 16ε
)
v′′, (2.9)
which means each ∼-equivalence class has size at least (1/3− 16ε)v′′ and at most (1/3 + 16ε)v′′.
Next, we claim that equivalence classes are all cliques or all independent sets. Suppose on
the contrary that G′′[A] is a clique and G′′[B] is an independent set. W.l.o.g, assume that the
edge density between A and B is at least 1/2. Then there exists a vertex x in B such that
|N(x) ∩ A| ≥ |A|/2. Taking a 4-set X ⊂ B containing x and a 3-set Y ⊂ N(x) ∩ A, then
G′′[X] = K4 and G′′[Y ∪ {x}] = K4. We find a K4 and a K4 that share a vertex x, contradicting
Property A.
W.l.o.g, assume that each equivalence class is an independent set. It follows from (2.9) that
there are exactly three equivalence classes. Denote them by A1, A2 and A3. If there exist x ∈ Ai
and y1, y2, y3 ∈ Aj (i 6= j) such that none of xyk is an edge, then x ∼ yk, which would contradict
Property B. This means that all but at most 4v′′ of edges between equivalence classes are in G′′.
To get Tv′′,3, we need to add these edges and balance the three sets. In this step we change at most
4n+ 16εn2 edges.
We first change at most εn2 edges of G such that G does not contain any H ∈M7 \L, then we
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remove at most 2εn vertices to form G′′. Then we change at most 4n + 16εn2 edges to get Tv′′,3.
Therefore, to get Tn,3 from G, we only need to change at most εn
2 + 2εn2 + 4n + 16εn2 ≤ 20εn2
edges, as required.
2.1.5 Exact Result
We call u ∈ V (G) a clone of v ∈ V (G) if N(u) = N(v). In particular, uv is not an edge of G.
Proposition 2.1.13. Let G be an admissible graph of order n. If we add a clone x′ of some
x ∈ V (G) to form a new graph G′ of order n+ 1, i.e., NG′(x′) = NG(x), then G′ is still admissible.
Proof. The graph G comes from some permutation τ on [n]. Let k be the number in [n] that
corresponds to x, then we can construct a new permutation τ ′ on [n+ 1] as follows:
τ ′(i) =

τ(i) if i ≤ k and τ(i) ≤ τ(k)
τ(i) + 1 if i ≤ k and τ(i) > τ(k)
τ(k) + 1 if i = k + 1
τ(i− 1) if i > k and τ(i− 1) < τ(k)
τ(i− 1) + 1 if i > k and τ(i− 1) ≥ τ(k).
The representation graph of τ ′ is G′ with k + 1 corresponding to the new vertex x′.
Let S be the 7-vertex graph obtained by gluing three paths xyizi, i = 1, 2, 3, at the common
vertex x, see Figure 2.6.
x
y1 z1
y2
z2
y3
z3
S
Figure 2.6: The graph S.
Proposition 2.1.14. The graph S is not admissible.
Proof. Admissible graphs can be alternatively defined as intersection graphs of segments whose
endpoints lie on two parallel lines. For a vertex v in S denote by s(v) the segment representing v.
Since y1, y2 and y3 form an independent set, segments representing them do not intersect. On the
other hand s(x) intersects all of them. W.l.o.g, assume that s(y2) is middle of the three segments
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s(y1)
s(y2) s(y3)s(x)
Figure 2.7: Representation of part of S as intersecting segments.
in the order they intersect s(x), see Figure 2.7. Since z2 is adjacent only to y2, the segment
representing z2 intersects only s(y2), which is clearly impossible.
Alternatively, it is possible to check all admissible graphs on 7 vertices, i.e., M7, and conclude
that S is not among them.
Proof of Theorem 2.1.6. Let G be an admissible graph of order n with minimum F among all
admissible graphs on n vertices, where n is sufficiently large. Fix ε > 0 sufficiently small. In
particular, by Theorem 2.1.5, we assume n large enough such that f(G) ≤ 127 + ε. Let V = V (G).
By Theorem 2.1.9, we also assume that we can make G equal to Tn,3 by adding/or deleting at
most εn2 edges (also large n needed).
Take a complete 3-partite graph T on V such that |W | is minimized, where W = E(T )4E(G).
From Theorem 2.1.9 we know that |W | < εn2 and V can be partitioned into V1, V2, V3 of sizes
(1/3−ε)n < |Vi| < (1/3+ε)n, which are the parts of T . Let B = E(G)\E(T ) andM = E(T )\E(G).
We call edges in B bad, in M missing, and in W wrong.
Proposition 2.1.15. For any x ∈ V we have f(x,G) ≤ 1/27 + 32ε.
Proof. First we prove that for any x, y ∈ V we have
|F (x,G)− F (y,G)| ≤
(
n− 2
2
)
. (2.10)
W.l.o.g, assume F (x,G) ≥ F (y,G). Let G′ be obtained from G by adding a clone of y and removing
x. By Proposition 2.1.13, G′ is an admissible graph. By the extremality of G we have
0 ≤ F (G′)− F (G) ≤ F (y,G)− F (x,G) +
(
n− 2
2
)
,
which gives (2.10).
Recall that F (G) = 14
∑
x∈V F (x,G) ≤ F (Tn,3). Suppose that there exists x such that f(x,G) >
1/27 + 32ε, i.e.
F (x,G) >
(
1
27
+
3
2
ε
)(
n− 1
3
)
.
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By using (2.10) we have:
F (y,G) >
(
1
27
+
3
2
ε
)(
n− 1
3
)
−
(
n− 2
2
)
>
(
1
27
+ ε
)(
n− 1
3
)
.
Hence f(G) > 127 + ε which contradicts f(G) ≤ 127 + ε.
Lemma 2.1.16. The graph W , and thus also B and M , has maximum degree less than ηn, where
η = 2ε1/18.
Proof. Let x be a vertex in V . Let αi = |N(x) ∩ Vi|/|Vi| where V1, V2, V3 are the parts of T .
Let δ = 2ε1/6. If every αi ∈ (δ, 1 − δ) then there are at least δ6(13 − ε)6n6 ways to choose a set
U = {y1, y2, y3, z1, z2, z3} with yi ∈ Vi \N(x)− x and zi ∈ Vi ∩N(x)− x. The number of such sets
U which contain a wrong edge is at most
(
n
4
)|W | < εn6/24. Since δ6(13 − ε)6n6 > εn6/24, there
exists U that does not contain any edge of W , which means U ∪ {x} induces the complement of
the non-admissible graph S in G, a contradiction to Proposition 2.1.14.
W.l.o.g, we may assume that α1 < δ or α1 > 1− δ.
If α1 < δ, then the number of copies of K4 via x whose other three vertices are in A1 is at least(
(1− δ)(1/3− ε)n
3
)
≥ (1− δ)3
(
1
3
− ε
)3(n
3
)
≥
(
1
27
− ε− δ
)(
n
3
)
.
Thus x has to be connected to almost every vertex in A2 ∪ A3. To be more precise, assume
αi ≤ 1− η for for i = 1 or i = 2. Then we should have(
η(1/3− ε)n
3
)
≤
(
(1− αi)|Vi|
3
)
<
(
1
27
+ ε
)(
n
3
)
−
(
1
27
− ε− δ
)(
n
3
)
. (2.11)
However, (2.11) does not hold since η = 2ε1/18, so we know that α2 > 1− η and α3 > 1− η.
If α1 > 1− δ, then
f(x,G) ≥
(
3∑
i=i
(
(1− αi)|Vi|
3
)
+ α1α2α3|V1||V2||V3| − εn3
)/(
n
3
)
≥
((
(1− α2)|V2|
3
)
+
(
(1− α3)|V3|
3
)
+ (1− δ)α2α3|V1||V2||V3| − εn3
)/(
n
3
)
= (1/3− ε)3((1− α2)3 + (1− α3)3 + 6(1− δ)α2α3)− 6ε
≥ (1/3− ε)3((1− α2)3 + (1− α3)3 + 5α2α3)− 6ε.
Let h(x, y) = (1−x)3 + (1− y)3 + 5xy. The minimum value of the polynomial h(x, y) on [0, 1]2
is 1 with equality if and only if {x, y} = {0, 1}. We know that f(x,G) ≤ 1/27 + 32ε. Then by the
continuity of h and the compactness of [0, 1]2, {α2, α3} is close to {0, 1}. W.l.o.g, assume α2 is
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close to 1 and α3 is close to 0. Let γ = 6ε
1/3. If α2 ≤ 1− γ or α3 ≥ γ, then
f(x,G) ≥ (1/3− ε)3((1− α2)3 + (1− α3)3 + 5α2α3)− 6ε.
= (1/3− ε)3(1 + (2− 5(1− α2))α3 + 3α23 − α33 + (1− α2)3)− 6ε
≥ (1/3− ε)3(1 + α3 + (1− α2)3)− 6ε
>
1
27
+
3
2
ε,
which is a contradiction with Proposition 2.1.15. So α2 > 1− γ and α3 < γ.
Note that η > δ > γ, so now we know that two of α1, α2, α3 are at least 1 − η and the other
one is less than η. W.l.o.g, we may assume α1 < η, α2 > 1 − η and α3 > 1 − η. Then we know
that x ∈ V1 since otherwise we can move x to V1 and decrease |W | which is a contradiction to the
choice of T . Thus dW (x) < ηn = 2ε
1/18n.
It follows from Lemma 2.1.16 that every bad edge xy ∈ B belongs to at least (1/9−η)n2 copies
of K4, because(
1
3
− ε
)2
n2 − 2ηn
(
1
3
+ ε
)
n =
(
1
9
− 2
3
ε+ ε2 − 2η
3
− 2ηε
)
n2 ≥
(
1
9
− η
)
n2.
On the other hand, if we remove xy from E(G), this would create at most (1/18 + η2)n2 copies
of K4, because (
(1/3 + ε)n
2
)
+
(
ηn
2
)
≤
(
1
18
+
ε
3
+
ε2
2
+
η2
2
)
n2 ≤
(
1
18
+ η2
)
n2.
Also, by ∆(B) < ηn and b = |B| < ηn2, the number of 4-sets that contain at least two bad edges
is less than 3ηbn2. Since it is at most(
b
2
)
+ 2b(ηn)n ≤ b
2
2
+ 2ηbn2 <
ηbn2
2
+ 2ηbn2 < 3ηbn2.
Thus if G′ is obtained from G by removing all bad edges of G, it satisfies F (G′)−F (G) ≤ −bn2/18+
εbn2 < 0 except b = 0, because
F (G′)− F (G) ≤
(
1
18
+ η2
)
bn2 −
((
1
9
− η
)
bn2 − 6 · 3ηbn2
)
≤
(
− 1
18
+ η2 + 19η
)
bn2 ≤ −bn
2
100
.
Clearly, the complete 3-partite graph T can be obtained from G′ by adding all missing edges
between parts. Thus we have P (K4, T ) ≤ P (K4, G′). Then since P (K4, T ) = 0 ≤ P (K4, G′), the
admissible graph T satisfies F (T ) ≤ F (G′) < F (G) except b = 0. By the choice of G, we have
F (G) ≤ F (T ), so b = 0, which means G is a subgraph of T and G is a 3-partite graph. Then since
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F (G) ≤ F (H) for every H ∈Mn, we know that G is a subgraph of Tn,3 and F (G) = F (Tn,3).
2.1.6 Rounding approximate solutions to exact solutions
Recall from the proof of Theorem 2.1.5 that a solution consists of several positive semidefinite
matrices. For example, in our problem, our solution consists of three matrices Q0, Q1 and Q2. For
simplicity, when describing the rounding procedure, we assume that there is only one matrix. A
computer solver can only solve a semidefinite program numerically and thus we get an arithmetic
solution. Let Q be a t-by-t matrix computed by a computer solver. To make the solution exact,
we need to convert entries in the matrix to rational numbers. A resulting rounded matrix Q′ must
satisfy the following.
Goal 1. Q′ is positive semidefinite.
Goal 2. Q′ gives us the desired number, i.e., see (2.5).
The idea of the rounding is following. For most of entries in Q′ we use a rational number close
to the corresponding entry in Q. The other entries in Q′ will be computed such that Q′ satisfies
Goals 1 and 2.
We will construct a system of linear equations whose variables are entries of Q′ (ignoring the
entries below the main diagonals) and all constants are rational numbers. There are two types
of linear equations in the system, Type 1 and Type 2, which make our solution achieve Goal 1
and Goal 2 respectively. We again use computer solver to solve the linear system, but unlike a
semidefinite program, a system of linear equations can be solved over rationals.
When we use an entry from Q, it is sufficient in our case if the corresponding entry in Q′ differs
by at most ε = 10−5.
To achieve Goal 1, we want all eigenvalues to be non-negative. We know that Q is positive
semidefinite, so all its eigenvalues are non-negative. If an eigenvalue of Q is a large positive number
compared to ε, then we expect it to be still positive 0 after rounding, since as we mentioned above,
entries of Q are perturbed just a little bit. But if an eigenvalue of Q is small, for example, 10−6,
then it may become −10−8 after rounding and Q′ would not be positive semidefinite. To avoid this,
we force such eigenvalues to become 0 after rounding. We do this by adding a constraint to our
linear system for every such eigenvalue. Let {Xi} be the set of eigenvectors of Q whose eigenvalues
are smaller than ε1 for some ε1 > 0. We assume that Xi is close to an eigenvector of Q
′ with
eigenvalue 0. So we find an approximated basis {X ′i} of the linear space generated by {Xi}, and
add Q′X ′i = 0 to our linear system. These are Type 1 linear equations. Note that entries of Q
′ are
variables, so this gives us t linear equations for each X ′i. Let Xi = [xi,1, . . . , xi,t]. The algorithm of
finding X ′i is outlined below, which is taken from Baber’s Thesis [14]:
For each Xi:
Let ` be arg maxj |xi,j |.
Set Xi = Xi/xi,`.
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For all k 6= i :
Set Xk = Xk − xk,` ·Xi.
Guess X ′i from Xi by assuming that all entries of X
′
i are rational numbers.
More details of the algorithm are in Section 2.4.2.2 of [14]. The last step of the algorithm means
that Xi should look good and one can see instantly from Xi what the exact value is. For example,
if one sees 0.33333332, then 1/3 should be guessed.
To achieve Goal 2, we check values of f(H)− cH for all H in Ml. If f(H)− cH is much larger
than 1/27, we hope that it will be still larger than 1/27 after rounding. However, if f(H)− cH is
close to 1/27, a small change on entries of Q could result in f(H)− cH being less than 1/27, which
violates Goal 2. To prevent this, we add a linear equation f(H)− cH = 1/27 for every H ∈ Ml if
f(H)− cH < 1/27 + ε2 for some ε2 > 0. These are Type 2 linear equations.
The system of k Type 1 and Type 2 linear equations can be written as
Ay = b,
where y = {y1, . . . , ym} corresponds to entries of Q′, A ∈ Qk×m, and b ∈ Qk. Usually, m is larger
than r = rank(A). W.l.o.g, assume that the first r columns of A are linearly independent. Then A
can be written as
[
A′ A′′
]
where A′ is the first r columns of A and A′′ is the rest of the columns
of A. Let y′ = {y1, . . . , yr} and y′′ = {yr+1, . . . , ym}. We assign to yi in y′′ a rational number, such
that |yi − xi| < ε3, where xi ∈ Q corresponds to yi and ε3 > 0. This step can be done arbitrarily.
For example, let ε3 = 10
−5 and keep the first 5 digits of xi. Then we have the following matrix
equation:
A′y′ = b−A′′y′′. (2.12)
Note that the number of equations in (2.12) may be larger than r. So this system may have no
solution. But if it has a solution, then this solution is unique, which gives a matrix over rational
numbers. Then we need to verify if this matrix satisfies Goals 1 and 2. If yes, we get Q′. If not,
we can try to redo the computation with a smaller ε3, or look which of the goals is violated and
enlarge ε1 or ε2 to add more equations to the linear system.
If we are unlucky that the linear system (2.12) has no solution, then it means we added too
many equations. Note that we pick eigenvalues that are smaller than ε1 and add corresponding
Type 1 equations, and pick H with f(H)−cH < 1/27+ε2 and add corresponding Type 2 equations.
In order to have fewer equations, we may re-pick Type 1 and Type 2 equations with smaller ε1 and
ε2.
So far in our rounding procedure, we get Type 1 and Type 2 equations only from Q. If the
attacked problem has conjectured extremal structures, we can also get Type 1 and Type 2 equations
from those structures.
Take our problem for example. Let G be an extremal graph on n vertices. By Proposition 2.1.7,
if p(H,G) > o(1), then f(H) − cH = 1/27, which gives Type 2 equations. For our problem, this
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gives the first eight graphs in Figure 2.5. Unsurprisingly, every H of these eight graphs satisfy
f(H) − cH ≈ 1/27 in Q. So these Type 2 equations are usually generated from Q by the process
described before.
For Type 1 equations, using (2.4), we have
1/27 + o(1) = f(G) + o(1) ≥
∑
H∈M7
(f(H)− cH) · p(H,G)
and
f(G)−
∑
H∈M7
cHp(H,G) =
∑
H∈M7
(f(H)− cH) · p(H,G) ≥ min
H∈M7
(f(H)− cH) = 1/27.
This gives
∑
H∈M7 cHp(H,G) = o(1). Recall from Section 2.1.3 that we use (σi, Xi, Qi) to get cH .
Denote Xi = {F ij}. For θ ∈ Θ(|σi|, G), let Yi,θ be the vector whose entries are p(F ij , (G, θ)). It
follows from (2.3) and the definition of cH that
o(1) =
∑
H∈M7
cHp(H,G) =
∑
i
Eθ∈Θ(|σi|,G)Y
T
i,θ ·Qi · Yi,θ. (2.13)
For each θ ∈ Θ(|σi|, G) we have a vector Yi,θ, but if the conjectured extremal structures are
symmetric in some sense, then there may be only C different Yi,θ’s where C is a constant inde-
pendent of n. Choose θ from Θ(|σi|, G) uniformly at random. If P [Yi,θ = Yi,φ] > o(1) for some
φ ∈ Θ(|σi|, G), then we have Y Ti,φ ·Qi · Yi,φ = 0, otherwise we do not have (2.13). This means that
Yi,φ is an eigenvector of Qi with eigenvalue 0 and gives us Type 1 equations. In our problem, the
vectors {Yi,φ} we get from conjectured extremal structures are in the space generated by {X ′i}. So
there is no need to combine equations generated from these two methods. Let us mention that
for our problem, just using these Type 1 equations cannot guarantee that the rounded matrix is
positive definite. We also needed Type 1 from approximate solution.
2.2 4- and 6-cycle-free subgraphs of the hypercube
2.2.1 Introduction
Recall from Section 1.1 that Qn is the graph of the n-dimensional hypercube (n-cube) whose
vertex set is the set {0, 1}n of binary n-tuples, and two vertices are adjacent if and only if they
differ in exactly one coordinate. The Hamming distance between two n-tuples u and v, denoted by
dim(u, v), is the number of coordinates in which they differ. So uv is an edge of Qn if and only if
dim(u, v) = 1. Note that the hypercube Qn has 2n vertices and n2n−1 edges.
Recall that for a graph F , exQ(n, F ) is the maximum number of edges of an F -free subgraph
of Qn. We define
piQ(F ) = lim
n→∞
exQ(n, F )
e(Qn) .
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Note that the existence of the limit follows from an easy averaging argument that exQ(n, F )/e(Qn)
is non-increasing as n increases.
Erdo˝s [45, 46] was the first one who considered Tura´n type problems for the hypercube. He
proposed a problem of determining exQ(n,C2t), suggesting that for all t > 2 perhaps o(e(Qn))
was an upper bound. It turned out to be false for t = 3 as Chung [35] and Brouwer, Dejter and
Thomassen [33] found a 4-coloring of the hypercube without a monochromatic C6. This was later
improved by Conder [36] to a 3-coloring. This implies that exQ(n,C6) ≥ 13e(Qn). On the other
hand, the best known upper bound obtained by Chung [35] is exQ(n,C6) ≤ (
√
2− 1 + o(1))e(Qn).
Chung [35] also showed that Erdo˝s was right for even t ≥ 4 by proving that exQ(n,C2t) =
o(e(Qn)). Fu¨redi and O¨zkahya [57, 58] complemented the previous result by showing exQ(n,C2t) =
o(e(Qn)) for all odd t ≥ 7. Their approaches were recently unified by Conlon [37]. Despite the
efforts in [6, 11, 37] the case exQ(n,C10) still remains unsolved.
Erdo˝s [45] was particularly interested in exQ(n,C4). He conjectured that the answer is piQ(C4) =
1/2 and offered $100 for a solution. Best known lower bound 12(1 +
1√
n
)e(Qn) (valid when n is a
power of 4) on exQ(n,C4) was obtained by Brass, Harborth and Nienborg [31]. The upper bound on
piQ(C4) of 0.62284 obtained by Chung [35] was recently improved by Thomason and Wagner [104]
by a computer assisted proof to 0.62256. They also claimed that piQ(C4) ≤ 0.62083 can be obtained
with the same technique.
We present a modification of the flag algebra method for subgraphs of the hypercube. By
applying our modified flag algebra method we obtained Theorems 2.2.1 and 2.2.2, which are im-
provements on the upper bounds on piQ(C4) and piQ(C6). Note that Theorem 2.2.1 is equivalent
to Theorem 1.1 and Theorem 2.2.2 is equivalent to Theorem 1.2.
Theorem 2.2.1. piQ(C4) ≤ 0.6068.
Theorem 2.2.2. piQ(C6) ≤ 0.3755.
These results were independently proved by Baber [13] which originally appeared in his PhD
thesis in March 2011. Baber also estimated vertex Tura´n density of Q3 and determined vertex
Tura´n density of Q3 with one vertex removed for hypercubes.
Both proofs are computer assisted as the number of considered cases is too large to be computed
by hand without an extreme suffering (of students and a postdoc). All the programs as well as their
inputs and outputs can be obtained at http://www.math.uiuc.edu/~jobal/cikk/hypercube.
In addition to spanning subgraphs of the hypercube, flag algebras can be used also for induced
subgraphs of the hypercube. However, we present the result in a lattice settings because of its
original motivation. Recall from Section 1.1 that the n-dimensional Boolean lattice Bn is the
partial ordered set whose elements are all subsets of [n] ordered by inclusion. For a subposet F of
Bn and a partially ordered set P , we say that F is P -free if it does not contain a subposet isomorphic
to P . Recall from Section 1.1 that we use exB(n, P ) to denote the size of a largest P -free subposet of
Bn. Axenovich, Manske and Martin [10] showed that 2N −o(N) ≤ exB(n,B2) ≤ 2.283261N +o(N)
where N =
(
n
bn/2c
)
. They also proved that the largest B2-free family of subsets of [n] having at
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most three different sizes has at most (3 +
√
2)N/2 members. Their latter result can be improved
by using flag algebras. We show how to achieve the same bound (3 +
√
2)N/2 that can be verified
by hand. With help of computers we then improve the bound to 2.15121N .
Theorem 2.2.3. The largest B2-free family of subsets of [n] having at most three different sizes
has at most 2.15121N members where N =
(
n
bn/2c
)
.
In Section 2.1.3 we give a introduction to the flag algebra method. In the next subsection
we describe our modification of it to subgraphs of the hypercube. In Section 2.2.3 we apply the
method with a simple setting and obtain an upper bound piQ(C4) ≤ 2/3. The main purpose
of Section 2.2.3 is to make the reader comfortable with the terminology and describe the proof
technique. Finally, in Sections 2.2.4 and 2.2.5 we give ideas of the proofs of Theorems 2.2.1
and 2.2.2, respectively. We do not include all the technicalities of the proofs as the number of
considered graphs is too large. The interested reader may see all the technical details at http:
//www.math.uiuc.edu/~jobal/cikk/hypercube. Section 2.2.6 is devoted to giving a proof idea
of Theorem 2.2.3.
2.2.2 The flag algebra method for the hypercube
In this subsection we give the necessary modifications of the flag algebra method for subgraphs of
the hypercube. We say that a graph G is a cube graph if G is a subgraph of Qn for some n, so
V (G) ⊆ {0, 1}n and if uv is an edge of G then d(u, v) = 1.
Given a cube graph G and a subset U of V (G), it is easy to see that G[U ] is also a cube graph.
Given a subset U of {0, 1}n, let D(U) be the set of coordinates i such that there exist v, w ∈ U
which differ in the coordinate i (v and w may differ in more coordinates). If U = {u, v}, then we
abbreviate D({u, v}) to D(u, v). Let dim(U) = |D(U)| and again dim({u, v}) is abbreviated to
dim(u, v), as it is the Hamming distance of u and v. We define the dimension of a cube graph G to
be dim(G) = dim(V (G)). Given a vertex v ∈ {0, 1}n, let v[i] be its ith coordinate. Given a vertex
set U ⊆ {0, 1}n of dimension r, let Q(U) be the set of vertices of the unique r-cube containing U ,
i.e.
Q(U) = {v : v ∈ {0, 1}n, ∀u ∈ U, i /∈ D(U), v[i] = u[i]}.
Given V ⊆ {0, 1}m and U ⊆ {0, 1}n, we say a map f : V → U is Hamming distance preserving if
∀u, v ∈ V,dim(u, v) = dim(f(u), f(v)). Note that a Hamming distance preserving map is injective
since dim(u, v) = 0 iff u = v. When U = V = {0, 1}n, such f is a cube automorphism. We call
a map f : V → U feasible if there exists a Hamming distance preserving map f˜ : Q(V ) → Q(U)
such that f(v) = f˜(v) for all v ∈ V . Given two cube graphs H and G, we say H and G are feasible
isomorphic (denoted by H ' G) if there exists a feasible bijection f : V (H) → V (G) satisfying
∀u, v ∈ V (H), f(u)f(v) ∈ E(G) iff uv ∈ E(H). Such f is called a feasible isomorphism from H to
G. See Figure 2.8 for an example.
It is not hard to see that a feasible map preserves the dimension. Indeed, we have a stronger
statement.
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G1 G2 G3
Figure 2.8: All G1, G2 and G3 are isomorphic. However, only G1 and G2 are feasible isomorphic.
Lemma 2.2.4. Let V ⊆ {0, 1}m, U ⊆ {0, 1}n and let f : V → U be a feasible map. Then there exists
an injective map φ : D(V )→ D(U) such that for any subset V ′ ⊆ V , we have D(f(V ′)) = φ(D(V ′)).
Given φ and f(v) for any v ∈ V , then f is uniquely determined.
Proof. As f is feasible, there exists a Hamming distance preserving map f˜ : Q(V )→ Q(U) such that
f(v) = f˜(v) for every v ∈ V . We start by inspecting f˜ . Let dim(V ) = k and D(V ) = {l1, . . . , lk}.
Pick a vertex v ∈ V and let vi ∈ Q(V ) be the vertex which differs from v only in the coordinate li.
As f˜ is Hamming distance preserving, f˜(vi) differs from f˜(v) in only one coordinate, say l
′
i. Then
we have l′i 6= l′j for i 6= j since f˜ is injective. Next we define φ(li) = l′i for all 1 ≤ i ≤ k and show that
it satisfies our needs. Because f˜ is Hamming distance preserving, for a vertex u ∈ Q(V ) we have
D(f˜(u), f˜(v)) = φ(D(u, v)), which means f is uniquely determined by φ and f(v). Furthermore,
for any two vertices v1, v2 ∈ Q(V ) we have D(f˜(v1), f˜(v2)) = φ(D(v1, v2)) since
D(f˜(v1), f˜(v2)) = D(f˜(v), f˜(v1))4D(f˜(v), f˜(v2))
and φ(D(v1, v2)) = φ(D(v, v1))4φ(D(v, v2)), where 4 means the symmetric difference of the sets.
Then for any subset V ′ ⊆ V , we have D(f(V ′)) = φ(D(V ′)).
Let F be a fixed graph. Our goal is to compute an upper bound on piQ(F ). Let Hs be the
family of all F -free spanning subgraphs of Qs, up to cube automorphism.
Given any two cube graphs H and G, we define p(H,G) to be the probability that a feasible
map f : V (H)→ V (G) chosen uniformly at random satisfies G[Im(f)] ' H. Note that if H ∈ Hs
and V (G) = V (Qn) then Qn[Im(f)] ' Qs.
Given a cube graph G, let n = dim(G), then define its edge density ρ(G) = e(G)/e(Qn). Let
G be an F -free spanning subgraph of Qn. By averaging over all H ∈ Hs we have
ρ(G) =
∑
H∈Hs
ρ(H)p(H,G)
as
∑
H∈Hs p(H,G) = 1. Hence ρ(G) ≤ maxH∈Hs ρ(H) and then piQ(F ) ≤ maxH∈Hs ρ(H).
This bound in general is very poor, for F = C4 and s ∈ {2, 3, 4} it gives that piQ(F ) ≤ 3/4. It
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is because this bound only considers ρ(H). It does not use other structural properties of graphs
in Hs. Razborov’s flag algebra method allows us to make use of more information about Hs and
hence it gives a much better bound. Indeed, our results are obtained with s = 3.
Let H be a cube graph, we call an injective map θ : [m] → V (H) a type map to H if every
vertex v ∈ V (H) \ Im(θ) satisfies v /∈ Q(Im(θ)). A flag (H, θ) is H together with a type map θ. If
θ is also bijective, then we call the flag a type. We can think of θ as a labeling. If m = 0, then no
vertex is labeled, and we use 0 to denote such type. Let F1 = (H, θ) be a flag. We say F1 is F -free
if H is F -free. We say F1 is a σ-flag if (Im(θ), θ) ' σ. See Figure 2.9 for examples. Let H1, H2
be two cube graphs. We call two flags F1 = (H1, θ1) and F2 = (H2, θ2) isomorphic (denoted by
F1 ' F2) if there exists a feasible isomorphism f : V (H1)→ V (H2) satisfying f · θ1 = θ2.
3
1 2
F1
3
1 2
F2
3
1 2
F3
1 2
F4
3
1 2
σ
Figure 2.9: σ is a type, F1 and F2 are σ-flags but F3 is not a flag. It contains an unlabeled vertex
in Q(Im(θ)). F4 is a flag but not a σ-flag as the labeled vertices do not induce σ.
Let σ be a type of dimension r. Let G be a (large) F -free spanning subgraph of Qn, so
dim(G) = n. We say a type map θ to G is a σ-type map if there exists a feasible bijection
f : Im(θ) → V (σ). Let Θ be the set of all σ-type maps θ to G. Let Fσk be the set of all F -
free σ-flags of dimension k. Given a σ-flag F1 = (H1, θ1) ∈ Fσk and a map θ ∈ Θ, we define
p(F1, θ;G) to be the probability that a feasible map f : V (H1) → V (G) chosen uniformly at
random subject to f · θ1 = θ satisfies (G[Im(f)], θ) ' F1. Note that if (Im(θ), θ) 6' σ, then
p(F1, θ;G) = 0. Given two σ-flags F1 = (H1, θ1) ∈ Fσk1 and F2 = (H2, θ2) ∈ Fσk2 , for θ ∈ Θ, we
define p(F1, F2, θ;G) to be the probability that if we choose two feasible maps f1 : V (H1)→ V (G)
and f2 : V (H2)→ V (G) uniformly and independently at random subject to f1 · θ1 = θ, f2 · θ2 = θ
and D(Im(f1)) ∩D(Im(f2)) = D(Im(θ)), then
(G[Im(f1)], θ) ' F1 and (G[Im(f2)], θ) ' F2.
Note that p(F1, F2, θ;G) makes sense only when n ≥ k1 + k2 − r since D(Im(f1) ∪ Im(f2)) =
D(Im(f1)) ∪ D(Im(f2)) must be a subset of D(V (G)). When comparing p(F1, F2, θ;G) with
p(F1, θ;G)p(F2, θ;G), we see that the only difference between these two probabilities is that in
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p(F1, θ;G)p(F2, θ;G) we ask only for
f1 · θ1 = θ and f2 · θ2 = θ (2.14)
where f1, f2 are two randomly chosen feasible maps, while in p(F1, F2, θ;G) we ask not only for
(2.14) but also for
D(Im(θ)) = D(Im(f1)) ∩D(Im(f2)). (2.15)
When n is very large, intuitively, if (2.14) holds, then with high probability (2.15) also holds, and
then the difference between these two probabilities is negligible. This following lemma states it
formally. It is similar to (2.2), which is a special case of Lemma 2.3 in [88].
Lemma 2.2.5. For any F1 = (H1, θ1) ∈ Fσk1 , F2 = (H2, θ2) ∈ Fσk2, θ ∈ Θ, and G being a spanning
subgraph of Qn it holds that
p(F1, θ;G)p(F2, θ;G) = p(F1, F2, θ;G) + o(1)
where the o(1) term tends to 0 as n tends to infinity.
Proof. Choose two independent feasible maps f1 : V (H1) → V (G) and f2 : V (H2) → V (G)
uniformly at random subject to f1 · θ1 = θ and f2 · θ2 = θ. For such choices of f1 and f2, let A be
the event
(G[Im(f1)], θ) ' F1 and (G[Im(f2)], θ) ' F2,
and B be the event
D(Im(f1)) ∩D(Im(f2)) = D(Im(θ)).
We have p(F1, θ;G)p(F2, θ;G) = P (A) and p(F1, F2, θ;G) = P (A|B). Using that for any A and
B, it holds that
P (A|B)P (B) = P (A ∩B) ≤ P (A) ≤ P (A ∩B) + P (B),
we have |P (A|B)P (B) − P (A)| ≤ P (B). Hence it suffices to show P (B) ≥ 1 − o(1). Note that
P (B) depends on V (H1), V (H2), V (G) but not on the edges of these graphs.
For i = 1, 2, let φi be the φ in Lemma 2.2.4 for fi. We compute P (B) by counting possible
choices of φi instead of counting fi’s directly. We first consider the case that the type σ 6= 0, i.e.,
some vertex is labeled. From fi · θi = θ we know that φi(D(Im(θi))) = D(Im(θ)), so we next
need to look at φi on D(V (Hi)) \D(Im(θi)). Recall that d(Im(θ)) = r, hence there are still ki− r
coordinates to be chosen from [n] \D(Im(θ)).
We know fi(θi(1)) = θ(1), so each φi gives one feasible map fi. Note that different choices of
φi may give the same fi. Let Mi be the number of feasible maps f
′
i : V (Hi)→ Q(V (Hi)) satisfying
f ′i · θi = θi. Observe that Mi is also the number of fi’s for each choice of (ki − r) coordinates
from [n] \ D(Im(θ)) given that fi · θi = θ. Note that good choices for the event B are choosing
coordinates for φ1(D(V (H1)) \ D(Im(θ1))) and φ2(D(V (H2)) \ D(Im(θ2))) that are disjoint. So
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we can compute that
P (B) =
(
n−r
k1−r
)
M1
(
n−k1
k2−r
)
M2(
n−r
k1−r
)
M1
(
n−r
k2−r
)
M2
= 1− o(1).
For the case σ = 0, each choice of φi will give 2
n different fi’s, so we have
P (B) =
(
n
k1
)
M12
n
(
n−k1
k2
)
M22
n(
n
k1
)
M12n
(
n
k2
)
M22n
= 1− o(1).
Now we can use this version of the flag algebra method to compute exQ(F ). This is similar
to Section 2.1.3. We suggest the reader to start reading the next subsection in parallel with the
following text as the entire next subsection can be viewed as an example.
Fix a type σ 6= 0. Averaging over a uniformly and randomly chosen θ ∈ Θ we have
Eθ∈Θ[p(F1, θ;G)p(F2, θ;G)] = Eθ∈Θ[p(F1, F2, θ;G)] + o(1). (2.16)
Pick s ≥ k1 + k2 − r. For H ∈ Hs, let ΘH be the set of all σ-type maps to H. Then
Eθ∈Θ[p(F1, F2, θ;G)] =
∑
H∈Hs
Eθ∈ΘH [p(F1, F2, θ;H)]p(H,G). (2.17)
We pick σ 6= 0 simply because if σ = 0, then (2.17) does not hold. Let F = {F1, . . . , F`} ⊆ Fσk
be satisfying
s ≥ 2k − r (2.18)
and let M = (mij) be a positive semidefinite `-by-` matrix. For θ ∈ Θ define pθ = {p(F1, θ;G) ,
. . . , p(F`, θ;G)}. Using (2.16) and (2.17), we have
0 ≤ Eθ∈Θ[pθMpTθ ] =
∑
1≤i,j≤`
∑
H∈Hs
mijEθ∈ΘH [p(Fi, Fj , θ;H)]p(H,G) + o(1). (2.19)
For H ∈ Hs we define cH(σ,F ,M) to be the coefficient of p(H,G) in (2.19) i.e.,
cH(σ,F ,M) =
∑
1≤i,j≤`
mijEθ∈ΘH [p(Fi, Fj , θ;H)].
Then we can rewrite (2.19) as
0 ≤
∑
H∈Hs
cH(σ,F ,M)p(H,G) + o(1).
Fix G andHs, suppose we have t choices of (σi,Fi,Mi), where each σi 6= 0 is a type of dimension
ri, each Fi is a subset of Fσiki satisfying s ≥ 2ki − ri, and each Mi is a positive semidefinite matrix
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of dimension |Fi|. Then for H ∈ Hs we have
0 ≤
∑
H∈Hs
(
t∑
i=1
cH(σi,Fi,Mi)
)
p(H,G) + o(1).
Define cH =
∑t
i=1 cH(σi,Fi,Mi), then we have 0 ≤
∑
H∈Hs cHp(H,G) + o(1). Together with
(2.2.2), we have
ρ(G) ≤
∑
H∈Hs
(ρ(H) + cH)p(H,G) + o(1).
Thus ρ(G) ≤ maxH∈Hs(ρ(H) + cH) + o(1) and therefore piQ(F ) ≤ maxH∈Hs(ρ(H) + cH).
2.2.3 Example for Q2
In this subsection we apply the flag algebra method with F = C4 and H2. We obtain a weaker
bound piQ(C4) ≤ 2/3 than in Theorem 2.2.1. On the other hand, it allows us to present the proof
with all the details and hopefully it makes the reader more comfortable while reading the proofs of
Theorems 2.2.1 and 2.2.2 as the method is the same.
We consider only one type, a single labelled vertex, so its dimension is zero. As flags F =
{F0, F1} we use both possible flags on two vertices with one labelled vertex and containing 0 and
1 edges, respectively. So they both have dimension one. See Figure 2.10 for F0 and F1.
1
F0
1
F1
Figure 2.10: Two flags of dimension one with one labeled vertex.
Recall that H2 is the set of all C4-free subgraphs of Q2. See Figure 2.11 for the list of all five
of them. Note that the variables corresponding to the previous subsection are r = 0, k = 1, s = 2
and t = 1. We can use H2 because (2.18) holds.
H0 H1 H2 H3 H4
Figure 2.11: C4-free spanning subgraphs of Q2.
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In order to calculate the coefficients cH we need to compute Eθ∈Θp(Fi, Fj , θ,H) for all possible
H ∈ H2 and Fi, Fj ∈ F . The values of Eθ∈Θp(Fi, Fj , θ,H) are given in Table 2.1.
H0 H1 H2 H3 H4
F0, F0 1 1/2 0 1/4 0
F0, F1 0 1/4 1/2 1/4 1/4
F1, F1 0 0 0 1/4 1/2
Table 2.1: Eθ∈Θp(Fi, Fj , θ,H).
We show how to compute Eθ∈Θp(F0, F1, θ,H3) and leave the verification of other entries in
Table 2.1 to the interested readers. In this case we need to compute the probability that a uniformly
and randomly chosen θ ∈ Θ and two pairs of vertices with Hamming distance one V0, V1 ⊂ V (H3)
chosen independently and uniformly at random with intersection Im(θ) induce flags (H3[V0], θ) and
(H3[V1], θ) that are isomorphic to F0 and F1, respectively. By inspection of the cases, this happens
only when Im(θ) is a vertex of degree one and the other vertices of V0 are V1 are the vertices of
degree zero and two, respectively. So 2 out of 8 possibilities are satisfying the condition.
As l = 2, we want to choose a positive semidefinite 2 × 2 matrix M used in (2.19). In the
general form
M =
(
m11 m12
m21 m22
)
.
Note that m12 = m21 as M must be symmetric. We can compute cH(σ,F ,M) by multiplying the
vector (m11, 2m12,m22) with the column corresponding to H in Table 2.1 for every H ∈ H2. Note
that cH(σ,F ,M) is the same as cH because t = 1. Together with densities we have
ρ(H0) + cH0 = 0 +m11
ρ(H1) + cH1 = 1/4 +m11/2 +m12/2
ρ(H2) + cH2 = 1/2 +m12
ρ(H3) + cH3 = 1/2 +m11/4 +m12/2 +m22/4
ρ(H4) + cH4 = 3/4 +m12/2 +m22/2.
Recall that piQ(C4) ≤ maxi(ρ(Hi) + cHi). So we want to minimize maxi(ρ(Hi) + cHi) over all
positive semidefinite matrices. This can be expressed as a semidefinite program (P ) as follows:
(P )

Minimize v
subject to v ≥ ρ(Hi) + cHi ∀Hi ∈ H2
v ∈ R,M is positive semidefinite.
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The optimal solution of (P ) is
M∗ =
(
2/3 −1/3
−1/3 1/6
)
and it gives maxi(ρ(Hi) + cHi) = 2/3. Note that it is not necessary to use the optimal solution
to get an upper bound but any feasible solution gives an upper bound (of course, not as good the
optimal solution). We use this observation later in order to fix rounding errors by CSDP solver.
2.2.4 Proof of Theorem 2.2.1
The proof of Theorem 2.2.1 goes along the same lines as the proof in the previous subsection. It is
just performed with Q3 and with more flags.
Let E0, E1 ⊆ Q1 be cube graphs with zero and one edge, respectively and let θi : [2] → V (Ei)
for i ∈ {0, 1}. We consider two types σ0 = (E0, θ0) and σ1 = (E1, θ1) and flags of dimension two.
Let F0 = {F 00 , . . . , F 07 } be all flags in Fσ02 on 4 vertices and let F1 = {F 10 , . . . , F 16 } be all flags in
Fσ12 on 4 vertices. The flag of type σ1 with four edges is not in Fσ12 since it is not C4-free. See
Figure 2.12 for the list of flags.
1 2
F 10
1 2
F 11
1 2
F 12
1 2
F 13
1 2
F 14
1 2
F 15
1 2
F 16
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F 00
1 2
F 01
1 2
F 02
1 2
F 03
1 2
F 04
1 2
F 05
1 2
F 06
1 2
F 07
Figure 2.12: F0 is in the first row and F1 is in the second row.
Next we need to obtain H3, the set of all C4-free subgraphs of Q3. We wrote two independent
computer programs for generating the graphs and obtained a list of 99 graphs which agrees with
[104] where the authors also obtained 99 such graphs.
Our computer programs also calculated Eθ∈Θp(F ki , F kj , θ,H) for all possible H ∈ H3 and
F ki , F
k
j ∈ Fk and produced a semidefinite program.
The resulting semidefinite program was solved by CSDP [29]. Due to rounding, the resulting
matrix M∗ may not be positive semidefinite. We used MATLAB to perturb the matrix to make
sure that it is positive semidefinite and then we computed an upper bound piQ(C4) ≤ 0.6068.
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2.2.5 Proof of Theorem 2.2.2
The proof of Theorem 2.2.2 is the same as the proof of Theorem 2.2.1. We also considered both
types of dimension one with two labeled vertices. In this case we again considered all possible flags
on four vertices. See Figure 2.13 for the list of the flags.
1 2
F 10
1 2
F 11
1 2
F 12
1 2
F 13
1 2
F 14
1 2
F 15
1 2
F 16
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F 17
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F 00
1 2
F 01
1 2
F 02
1 2
F 03
1 2
F 04
1 2
F 05
1 2
F 06
1 2
F 07
Figure 2.13: Flags used in the proof of Theorem 2.2.2.
Next we need to obtain H3, the set of all C6-free subgraphs of Q3. We wrote two independent
computer programs for generating the graphs and obtained a list of 116 graphs. We again used
CSDP solver and after perturbation we obtained that piQ(C6) ≤ 0.3755.
2.2.6 Middle layers
This subsection describes the idea of proving Theorem 2.2.3. We do not give the entire proof as it
is computer assisted. Instead, we show a proof of a weaker result which goes along the same way
as the proof of Theorem 2.2.3. Note that it is easy to see that it is sufficient to show the theorem
only for the middle three layers and we are giving an upper bound.
We start with describing the upper bound (3 +
√
2)N/2 using flag algebras. We skip some
technical details; namely stating and proving a lemma analogous to Lemma 2.2.5 for hypercubes.
Let An, Bn, Cn be the family of subsets of [n] having sizes bn/2c − 1, bn/2c and bn/2c + 1
respectively. Let Mn = An ∪Bn ∪ Cn, then |Mn| = (3 + o(1))N . Given a subset Gn of Mn, define
ρ(Gn) =
|Gn ∩An|
|An| +
|Gn ∩Bn|
|Bn| +
|Gn ∩ Cn|
|Cn| .
In the following we view a family of subsets as its Hasse diagram. This allows us to talk about
subsets as vertices and edges for subsets that differ by exactly one element. Let Hn be the family
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H0 H1 H2 H3 H4 H5
H6 H7 H8 H9 H10
Figure 2.14: H2: B2-free subsets of M2.
F0 F1
Figure 2.15: Two flags with one labeled vertex.
of all B2-free subsets of Mn, then we can write the result in [10] as
lim
n→∞,Gn∈Hn
ρ(Gn) ≤ (3 +
√
2)/2.
The same result can be achieved by consideringH2 (see Figure 2.14), and two flags (see Figure 2.15).
An additional constraint for the flags is that the labeled vertex is from An or Cn, and the unlabeled
vertex is from Bn. A black vertex indicates that the corresponding subset of [n] is present in the
subposet and a white vertex indicates the opposite.
Given Gn ∈ Hn, let p(Hi, Gn) be the probability that a random subset D ' B2 of Mn chosen
uniformly at random satisfies D ∩Gn ' Hi, then
ρ(Gn) =
∑
i
ρ(Hi)p(Hi, Gn).
For the flags, for a vertex θ in An∪Cn, we define p(Fi, θ, Gn) to be the probability that a random
vertex v from Bn that is adjacent to θ (i.e. the set corresponding to v contains the set corresponding
to θ or is in θ) satisfies {θ, v} ' Fi. We also define p(Fi, Fj , θ,Gn) to be the probability that two
random vertices u 6= v from Bn that are adjacent to θ satisfy {θ, u} ' Fi and {θ, v} ' Fj . A lemma
analogous to Lemma 2.2.5 can be proven, we omit the details. Hence we can apply flag algebra
method to this setup and get Table 2.2.
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H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10
ρ 0 1 1 1/2 1 3/2 3/2 2 5/2 2 2
F0, F0 0 1/2 1/2 0 0 0 0 1 0 0 0
F0, F1 0 0 0 0 0 1/4 1/4 0 1/2 0 0
F1, F1 0 0 0 0 0 0 0 0 0 1/2 1/2
Table 2.2: ρ(Hk) and Eθp(Fi, Fj , θ,Hk).
F0 F1
Figure 2.16: Flags families used in the computer assited proof.
Then a semidefinite matrix
M =
( √
2−1
2
√
2−2
2√
2−2
2
√
2− 1
)
gives the desired bound 3+
√
2
2 .
The proof of Theorem 2.2.3 goes along the same lines as for 3+
√
2
2 . One difference is that
three middle layers of B4 are considered instead of B2. The number of B2-free subgraphs is 606.
The other difference is that we use flag families depicted in Figure 2.16. Each family contains
flags obtained from the depicted ones by coloring the vertices black and white. Sources of a
program for generating B2-free subgraphs and computing an analog of Table 2.2 are available at
http://www.math.uiuc.edu/~jobal/cikk/hypercube.
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Chapter 3
Ramsey-Tura´n Numbers
3.1 Introduction
In this chapter ω(n) denotes an arbitrary function tending to infinity slowly enough so that all
calculations we use go through. Whenever we write that “ω(n) → ∞ slowly”, we mean that
the reader may choose an arbitrary ω(n) → ∞, the assertion will hold, and the more slowly
ω(n) → ∞ the stronger the assertion, i.e., the theorem is. In the proofs, we shall assume that
ω(n) = o(log log log n). In our cases, if we prove some theorems for such functions ω(n), then these
results remain valid for larger functions as well.
Recall from Section 1.1 that So´s [98] and Erdo˝s and So´s [51] defined the following ‘Ramsey-
Tura´n’ function:
Definition 3.1.1. Denote by RT(n,L,m) the maximum number of edges of an L-free graph on n
vertices with independence number less than m.
We are interested in the asymptotic behavior of RT(n,L, f(n)) and its “phase transitions”, i.e.,
in the question, when and how the asymptotic behavior of RT(n,L, f) changes sharply when we
replace f by a slightly smaller g.
Definition 3.1.2. Let
ρτ(L, f) = lim sup
n→∞
RT(n,L, f(n))
n2
and ρτ(L, f) = lim inf
n→∞
RT(n,L, f(n))
n2
.
If ρτ(L, f) = ρτ(L, f), then we write ρτ(L, f) = ρτ(L, f) = ρτ(L, f), and call ρτ the Ramsey-Tura´n
density of L with respect to f , ρτ the upper, ρτ the lower Ramsey-Tura´n densities, respectively.
It is easy to see that ρτ(L, f) = c is equivalent to RT(n,L, f(n)) = cn2 + o
(
n2
)
. Sometimes
we want to study the case when the bound on the independence number f(n) is o(g(n)). Formally
o(g(n)) is not a function, we shall consider ρτ(L, o(g)) as ρτ(L, g/ω) where ω(n) is an arbitrary
function tending to infinity (slowly). More formally, let
ρτ(L, o(g)) = lim
ε→0
ρτ(L, εg) and ρτ(L, o(g)) = lim
ε→0
ρτ(L, εg).
Again if ρτ(L, o(g)) = ρτ(L, o(g)), then we write ρτ(L, o(g)) = ρτ(L, o(g)) = ρτ(L, o(g)), and in
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this case, we write
RT(n,L, o(g(n))) = ρτ(L, o(g))n2 + o
(
n2
)
.
In other words, we use ρτ(L, o(g(n))) in the following way: if ρτ(L, f) ≤ c for every f(n) =
o(g(n)), then ρτ(L, o(g)) ≤ c. If ρτ(L, f) ≥ c for some f(n) = o(g(n)), then ρτ(L, o(g)) ≥ c.
When we write ρτ(L, f), we use f instead of f(n), since ρτ(L, f(n)) would suggest that this
constant depends on n. If however, we write something like ρτ(L, c
√
n log n), that is (only) an
abbreviation of ρτ(L, h), where h(n) = c
√
n log n, (see e.g. Theorem 1.5). So, even when we write
ρτ(L, f(n)), we are treating f(n) as a function, which means ρτ(L, f(n)) does not depend on n.1
The theory of ρτ(L, f) is very complex, with many open questions. Here we focus on the case
when L is a clique.
Erdo˝s and So´s [51] determined RT(n,K2r+1, o(n)).
Theorem 3.1.3. For every positive integer r,
RT(n,K2r+1, o(n)) =
1
2
(
1− 1
r
)
n2 + o(n2).
The meaning of Theorem 3.1.3 is that the Ramsey-Tura´n density of K2r+1 in this case is
essentially the same as the Tura´n density 12(1− 1/r) of Kr+1. In [51], Erdo˝s and So´s proved that
RT(n,K5, c
√
n) ≤ n2/8 + o(n2) for every c > 0. 2 They also asked if RT(n,K5, c√n) = o(n2)
for some c > 0. One of our main results, Theorem 1.5, answers this question by showing that
RT
(
n,K5, o
(√
n log n
))
= o(n2). Here, by Construction 3.2.1, o
(√
n log n
)
is sharp in the sense
that
ρτ
(
K5, c
√
n log n
)
≥ 1
2
(
1− 1
2
)
=
1
4
for any c > 1. (3.1)
Definition 3.1.4 (Phase Transition). Given a graph L and two functions g(n) ≤ f(n), we shall
say that L has a phase transition from f to g if ρτ(L, g) < ρτ(L, f).
Given a function ϕ(n)→ 0, we shall say that L has a ϕ-phase-transition at f if L has a phase
transition from f to ϕf . If L has a ϕ-phase-transition at f for every ϕ tending to 0, then we shall
say that L has a strong phase transition at f . Let ϕω,ε(n) = 2
−ω(n) log1−ε n. If there exists an ε > 0
for which L has a ϕω,ε-phase-transition at f for every function ω(n) tending to infinity, then we
shall say that L has a weak phase transition at f .3
For example, Theorem 3.1.3 shows that K5 has a strong phase transition at n, since, by Tura´n’s
Theorem, we have ρτ(K5, n) = 3/8. Theorem 1.5 and (3.1) show that K5 has a strong phase
transition at c
√
n log n for every c > 1.
Actually, every Ks with s > 2 has a strong phase transition at n. More generally, given a
graph G, if χ(G) > 2 and G has an edge e such that χ(G− e) < χ(G), then G has a strong phase
1More precisely, f(n) means an “abstract” function f : N→ N, depending on n.
2If Erdo˝s and So´s knew the result of Ajtai, Komlo´s and Szemere´di [1] on the Ramsey number R(3, n), then they
were able to prove that RT
(
n,K5, o
(√
n logn
)) ≤ n2/8 + o(n2).
3The strange function 2log
1−ε n is somewhere “halfway” between logn and nc.
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transition at n. On the other hand, let Ks(a1, . . . , as) be the complete s-partite graph with class
sizes a1, . . . , as. Simonovits and So´s [97] showed that if s < a ≤ b, then
ρτ(Ks+1(a, b, . . . , b), o(n)) = ρτ(Ks+1(a, b, . . . , b), n) =
1
2
(
1− 1
s
)
,
which means that Ks+1(a, b, . . . , b) does not have a strong phase transition at f(n) = n.
Clearly, a strong phase transition implies a weak phase transition.
Remark: Here we investigate phase transitions in Ramsey-Tura´n Theory. In other words, we try
to understand the following questions:
(1) Given a graph L and a very large n, when do we observe crucial drops in the value of
RT(n,L,m) when m is changing (continuously) from n to 2?
(2) For a fixed L, which functions f and g satisfy
lim sup
n→∞
RT(n,L, g(n))
RT(n,L, f(n))
< 1?
In this field there are several constructions providing lower bounds on Ramsey-Tura´n functions
that are based on constructions corresponding to some “simple, small Ramsey numbers”. Let
R(t,m) be the Ramsey number: the minimum n such that every graph Gn on n vertices contains
a clique Kt or an independent set of size m.
Unfortunately, we do not know Ramsey functions very well. The case t = 3 is well-described,
we know R(3,m) = Θ(m2/ logm), see (3.11). For t ≥ 4 we have only
Ω
(
m(t+1)/2
(logm)(t+1)/2−1/(t−2)
)
≤ R(t,m) ≤ O
(
mt−1
(logm)t−2
)
, (3.2)
where the upper bound follows from Ajtai, Komlo´s and Szemere´di [1] and the lower bound follows
from Bohman and Keevash [26]. It is conjectured that the upper bound is sharp up to some
logm-power factors.
We define the ‘inverse’ function Q(t, n) of R(t,m), i.e., the minimum independence number
of Kt-free graphs on n vertices. It is an inverse function in the sense that if R(t,m) = n, then
Q(t, n) = m. For example, Q(2, n) = n,Q(3, n) = Θ(
√
n log n) and Ω(n1/3 log2/3 n) ≤ Q(4, n) =
O(n2/5 log4/5 n). In general, for t ≥ 3, we know from (3.2) that
Ω
(
n
1
t−1 (log n)
t−2
t−1
)
≤ Q(t, n) ≤ O
(
n
2
t+1 (log n)
1− 2
(t−2)(t+1)
)
. (3.3)
We study RT(n,Ks,Q(t, f(n))) for various functions f to find phase transitions. Ramsey-Tura´n
problems with independence number Q(t, f(n)) were also studied earlier in a somewhat different
way. Given an integer d ≥ 2, define the d-independence number αd(G) of G to be the maximum
size of a vertex set S for which G[S] contains no Kd. For example, the independence number α(G)
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of G is α2(G). Denote by RTd(n,L, f(n)) the maximum number of edges of an L-free graph on
n vertices with d-independence number less than f(n). It is easy to see that α(Gn) < Q(d, f(n))
implies αd(Gn) < f(n), so RT(n,L,Q(d, f(n))) ≤ RTd(n,L, f(n)). Therefore an upper bound on
RTd(n,L, f(n)) is also an upper bound on RT(n,L,Q(d, f(n))). Erdo˝s, Hajnal, Simonovits, So´s
and Szemere´di [48] gave an upper bound on RTd(n,Ks, o(n)), implying the following theorem.
Theorem 3.1.5. For any function ω(n) tending to infinity, if 2 ≤ t < s, then
ρτ
(
Ks,Q
(
t,
n
ω(n)
))
≤ s− t− 1
2s− 2 . (3.4)
Lower bounds on RTd(n,Ks, o(n)) were provided by constructions of Balogh and Lenz [23, 22].
Unfortunately, a lower bound on RTd(n,L, f(n)) provides no lower bound on RT(n,L,Q(d, f(n))).
For example, Balogh and Lenz [22] gave a construction showing that RT3(n,K5, f(n)) ≥ n2/16 +
o
(
n2
)
for some f(n) = o(n); on the other hand, Theorem 1.5 implies that RT(n,K5,Q(3, f(n))) =
o
(
n2
)
for any f(n) = o(n).
Note that ρτ(Ks,Q(t, n)/ω(n)) ≤ ρτ(Ks,Q(t, n/ω(n))), so Theorem 3.1.5 gives an upper bound
on ρτ(Ks,Q(t, n)/ω(n)). Construction 3.2.1 provides Ks-free graphs with many edges and small
independence number, giving a lower bound on ρτ(Ks,Q(t, n)). Using these two results, we give
conditions on s and t under which ρτ(Ks,Q(t, n)/ω(n)) < ρτ(Ks,Q(t, n)) for any ω(n) tending to
infinity, i.e., Ks has a strong phase transition at Q(t, n).
Theorem 3.1.6. If s − 1 = r(t − 1) + ` with 0 ≤ ` < t − 1, ` < r and 2 ≤ t < s, then Ks has a
strong phase transition at f(n) = Q(t, n).
We have seen that K5 has a strong phase transition at c
√
n log n for any c > 1. It follows from
Theorem 3.1.6 that every clique Ks with s ≥ 5 has a phase transition at Q(3, n) = Θ
(√
n log n
)
.
On the other hand, s = 9 and t = 4 do not satisfy the condition of Theorem 3.1.6, and we can
see from Table 3.1 that K9 does not have a strong phase transition at Q(4, n). Theorem 3.1.6 also
implies that for any integer K > 0, there exists an s such that Ks has more than K strong phase
transitions. For example, if s = K! + 1, then Ks has a strong phase transition at Q(t, n) for every
t between 2 and K + 1.
We also study weak phase transitions.
Theorem 3.1.7. If Ks has a phase transition from Q(t, n) to Q(t + 1, n), then Ks has a weak
phase transition at Q(t, n).
We would like to have a similar result for strong phase transitions. Unfortunately, we can prove
it only by assuming some conditions on Ramsey numbers. There are some famous conjectures on
R(`, n):
Conjecture 3.1.8 (Folklore). For every integer ` ≥ 3, R(`− 1, n) = o(R(`, n)) as n→∞.
This would immediately follow from the following stronger conjecture.
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Conjecture 3.1.9. For every integer ` ≥ 3, there exist ϑ = ϑ(`) > 0 and N = N(`) > 0 such that
if n > N , then
R(`− 1, n) ≤ R(`, n)/nϑ. (3.5)
Actually, we can formulate a much stronger Conjecture.
Conjecture 3.1.10. For some constant γ = γ(t),
Q(t, n) ≈ t−1√n logγ n,
or at least
t−1√n < Q(t, n) < t−1√n logγ n.
Many of our results depend on Conjecture 3.1.9 and analogous conjectures. For example, (3.3)
and (3.5) imply that there exists a ϑ′ such that
R(`− 1,Q(`, n)) ≤ n1−ϑ′ .
We know that Conjecture 3.1.9 is true for ` = 3, 4, but for larger `’s we are very far from proving
what is conjectured or would be needed for our purposes.
If Conjecture 3.1.9 is true for ` = t, then we can determine RT(n,Ks,Q(t, n)). Our next result
is an analogue of Theorem 3.1.3.
Theorem 3.1.11. If r = b s−1t−1 c and Conjecture 3.1.9 is true for ` = t, then
ρτ(Ks,Q(t, n)) =
1
2
(
1− 1
r
)
.
We also prove an extension of Theorem 3.1.7.
Theorem 3.1.12. If t ≥ 2, Conjecture 3.1.9 is true for ` = t and t + 1, and Ks has a phase
transition from Q(t, n) to Q(t+ 1, n), then Ks has a strong phase transition at Q(t, n).
If Conjecture 3.1.10 is true, then what Theorem 3.1.12 says is that if there is a drop on the
Ramsey-Tura´n density while the independence number go down from n
1
t
+o(1) to n
1
t+1
+o(1), then
there is a drop around n
1
t
+o(1).
We also characterize weak phase transitions for cliques.
Theorem 3.1.13. If Conjecture 3.1.9 is true for ` = t + 1 and Ks has a phase transition from
Q(t, n) to Q(t+ 1, n), then there exists an ε > 0 such that for every ω(n)→∞ slowly, if ϕε(n) =
2−ω(n) log
1−ε n, then Ks has a ϕε-phase-transition, i.e., weak phase transition at Q(t, n), and Ks
does not have a phase transition from ϕε(n)Q(t, n) to Q(t+ 1, n).
The rest of this chapter is organized as follows. In Section 3.2 we provide additional history of
Ramsey-Tura´n type problems. Our aim in general is to determine the phase transitions for cliques.
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We summarize our results for small cliques in Section 3.3, see Table 3.1, and we state them in
general in Section 3.4. In Section 3.5 we provide the main tools for our proofs: the Dependent
Random Choice Lemma and the Hypergraph Dependent Random Choice Lemma. We prove our
main results in Sections 3.6 and 3.7, and Section 3.8 contains some concluding remarks and open
problems.
Remark: Independently of our work, about the same time, Fox, Loh and Zhao [54] studied the
critical window of the phase transitions of K4. Among others, they computed the dependency
of the constants of the Bolloba´s-Erdo˝s graph, and by introducing a new twist on the Dependent
Random Choice Lemma, they substantially improved the lower bound on the independence number
at the critical point.
3.2 History
Let Hk,` denote a “Ramsey” graph on k vertices not containing K`, having the minimum possible
independence number under this condition. The graph Hk,` is sparse, i.e., it has o(k
2) edges, see
Theorem 3.8.1. For Theorem 3.1.3, Erdo˝s and So´s [51] used Hn/r,3 to construct a graph Sn to
provide the lower bound on ρτ(K2r+1, o(n)). Their idea was that when a Ramsey-graph Hn/r,3 is
placed into each class of a Tura´n graph Tn,r, we get a K2r+1-free graph sequence {Sn} with
e(Sn) ≈ e(Tn,r) and α(Sn) = α(Hn/r,3) = o(n). (3.6)
It is trivial to generalize this idea to give a lower bound on ρτ(Krs+1, o(n)).
Construction 3.2.1 (Extended/Modified Erdo˝s-So´s Construction).
Let k = bn/rc, take a Tura´n graph Tn,r with r classes and place an Hk,t+1 into each of its classes.
It is easy to see that this graph is Krt+1-free, hence
ρτ(Krt+1, α(Hn/r,t+1)) ≥
1
2
(
1− 1
r
)
. (3.7)
If Conjecture 3.1.9 is true for ` = t + 1, then ρτ(Krt+1, α(Hn/r,t+1)) exists and (3.7) is sharp, see
Corollary 3.4.7.
Szemere´di [102], using his regularity lemma [103], proved ρτ(K4, o(n)) ≤ 1/8. Bolloba´s and
Erdo˝s [28] constructed the so-called Bolloba´s-Erdo˝s graph, one of the most important constructions
in this area, which shows that ρτ(K4, o(n)) ≥ 1/8. Indeed, the Bolloba´s-Erdo˝s graph on n vertices
is K4-free, with (
1
8 + o(1))n
2 edges and independence number o(n). Later, Erdo˝s, Hajnal, So´s and
Szemere´di [49] extended these results, determining RT(n,K2r, o(n)):
Theorem 3.2.2.
RT(n,K2r, o(n)) =
3r − 5
6r − 4n
2 + o
(
n2
)
.
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The lower bound is provided by their generalization of the Bolloba´s-Erdo˝s graph:
Construction 3.2.3. Fix h =
⌊
4n
3r−2
⌋
and k =
⌊
3n
3r−2
⌋
. Let Bh be a Bolloba´s-Erdo˝s graph on
h vertices. We take a Bh and a Tura´n graph Tn−h,r−2, join each vertex of Bh to each vertex of
Tn−h,r−2, and place an Hk,3 into each class of Tn−h,r−2.
Here h was chosen to maximize the number of edges, which is equivalent with making the
degrees (almost) equal. It is easy to see that this graph is K2r-free. Since α(Bh) = o(n) and
α(Hk,3) = o(n), it gives the lower bound of Theorem 3.2.2.
In the last years, many important, new results were proved on ρτ(K4, o(n)). Let
f(n) = n2−ω(n)
√
logn and g(n) = n2
−o
(√
logn
log logn
)
. (3.8)
Sudakov [101] proved that ρτ(K4, f) = 0. Recently, by finding good quantitative estimates for the
relevant parameters of the Bolloba´s-Erdo˝s graph, Fox, Loh and Zhao [54] proved that ρτ(K4, g) ≥
1/8 for g of (3.8), complementing Sudakov’s result.
Recall that Q(t, n) is the minimum independence number of Kt-free graphs on n vertices. So
we have Q(t+ 1, n/r) = α(Hn/r,t+1), and we can write (3.7) as
ρτ
(
Krt+1,Q
(
t+ 1,
n
r
))
≥ 1
2
(
1− 1
r
)
=
r − 1
2r
. (3.9)
In particular, we get the following sharpening of the lower bound of Theorem 3.1.3:
ρτ
(
K2r+1,Q
(
3,
n
r
))
≥ 1
2
(
1− 1
r
)
=
r − 1
2r
. (3.10)
Though Q(3, n) = o(n) was sufficient for Theorem 3.1.3, it is not enough for our purposes.
Fortunately, there exist much more accurate quantitative estimates of Q(3, n), so we can get more
accurate information on ρτ(K2r+1, o(n)). The bound Q(3, n) = Θ
(√
n log n
)
was proved by Aj-
tai, Komlo´s, Szemere´di [1] and Kim [69]. The best known quantitative estimates are proved by
Shearer [96], Pontiveros, Griffiths, Morris [85] and Bohman, Keevash [25]. The bounds are
(1/4− o(1))m2/ logm ≤ R(3,m) ≤ (1 + o(1))m2/ logm and (3.11)(
1
/√
2− o(1)
)√
n log n ≤ Q(3, n) ≤
(√
2 + o(1)
)√
n log n. (3.12)
Combining (3.10) and (3.12), we have the following relation.4 For any c > 1,
ρτ
(
K6, c
√
n log n
)
≥ ρτ
(
K5, c
√
n log n
)
≥ 1/4. (3.13)
4Essentially this appears in Erdo˝s-So´s [51].
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3.3 Phase transitions for cliques
If Conjecture 3.1.9 is true, then the assumptions of all Theorems and Corollaries in Section 3.4 also
hold. In this section, we assume Conjecture 3.1.9 is true and study phase transitions of cliques.
We summarize our results in Section 3.4 by listing ρτ(Ks, f) for s ≤ 13 in Table 3.1, which makes
our results easier to understand. The first row f(n) = n is Tura´n’s theorem, the second row o(n)
is Theorem 3.1.3 if s is odd, and Theorem 3.2.2 if s is even. In general we have three types of
functions f(n):
1. Q(t, n): Bounds are obtained by Construction 3.2.1.
2. Q
(
t, nω(n)
)
:
• s = 2t− 1: Bounds are obtained by Theorem 3.4.2.
• s = 2t: Bounds are obtained by Corollary 3.4.10.
• t divides s− 1: Bounds are obtained by Corollary 3.4.11.
• other cases: Bounds are obtained by Theorem 3.1.5.
3. Q(t, gq(n)) where gq(n) = n2
−ω(n) log1−1/q n:
• t does not divide s: Bounds are obtained by Corollary 3.4.4.
• s = 2t: Bounds are obtained by Theorem 3.4.5.
• s = qt, q ≥ 3: Bounds are obtained by Corollary 3.4.7.
Note that under the assumption that Conjecture 3.1.9 is true, our results for f(n) = Q
(
t, nω(n)
)
can be viewed as results on ρτ(Ks, o(Q(t, n))). Conjecture 3.1.9 is true for ` = 3, 4, therefore, our
results on K4, . . . ,K8 and results in Row 1 to Row 7 do not depend on Conjecture 3.1.9.
An entry “λ” in the row f(n) and the column Ks means ρτ(Ks, f) = λ, and “≤ λ” means
ρτ(Ks, f) ≤ λ. In the row Q(t, gq(n)), the entries are “q0 : λ” meaning that ρτ(Ks,Q(t, gq0)) = λ.
Unfortunately, we know only a few equalities for the case f(n) = Q
(
t, nω(n)
)
. The inequality
results, especially the inequalities obtained by Theorem 3.1.5, are unlikely to be sharp. In some
small cases we could improve the upper bounds, but we do not feel that we captured the truth and
we shall discuss these partial results somewhere else.
The most interesting case isK6. A construction improving the lower bound on ρτ
(
K6, o
(√
n log n
))
would imply several improvements in the spirit of Construction 3.2.3, i.e., then we would replace
the Bolloba´s-Erdo˝s graph in Construction 3.2.3 with this new construction for K6, replace Hk,3
with Hk,4, and then optimize the class sizes.
Example: We list the details for K13 here. Let ω(n) be any function tending to infinity. The
extremal number of K13 with no restriction on the independence number is 11n
2/24, realized by
the complete 12-partite Tura´n graph. Below we shall use Q(t, n)
RC∼ t−1√n to indicate that we
assume Conjecture 3.1.10. When the independence number f(n) is restricted by f(n) = o(n) or
more precisely to Q(3, n), we have that ρτ(K13, f) drops to 5/12, realized by Construction 3.2.1.
When f(n) is between Q(4, n)
RC∼ 3√n and Q
(
3, nω(n)
)
∼ √n, Corollaries 3.4.4 and 3.4.11 show that
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K4 K5 K6 K7 K8 K9 K10 K11 K12 K13
1 n
1
3
3
8
2
5
5
12
3
7
7
16
4
9
9
20
5
11
11
24
2 o(n)
1
8
1
4
2
7
1
3
7
20
3
8
5
13
2
5
13
32
5
12
3 gq(n) 2 : 0 3 :
1
4
4 :
1
3
5 :
3
8
6 :
2
5
4 Q(3, n)
1
4
1
4
1
3
1
3
3
8
3
8
2
5
2
5
5
12
5 o
(√
n log n
)
0 ≤ 1
6
1
4
≤ 2
7
≤ 5
16
1
3
≤ 7
20
≤ 8
22
3
8
6 Q(3, gq(n)) 2 : 0 2 :
1
4
3 :
1
4
3 :
1
3
4 :
1
3
7 Q(4, n)
1
4
1
4
1
3
1
3
1
3
3
8
8 Q
(
4,
n
ω(n)
)
0 ≤ 3
16
≤ 5
18
≤ 3
10
≤ 7
22
1
3
9 Q(4, gq(n)) 2 : 0 2 :
1
4
2 :
1
4
3 :
1
4
10 Q(5, n)
1
4
1
4
1
3
11 Q
(
5,
n
ω(n)
)
0 ≤ 1
5
≤ 7
24
12 Q(5, gq(n)) 2 : 0 2 :
1
4
13 Q(6, n)
1
4
1
4
14 Q
(
6,
n
ω(n)
)
0 ≤ 5
24
15 Q(6, gq(n)) 2 : 0
16 Q(7, n)
1
4
17 Q
(
7,
n
ω(n)
)
0
Table 3.1: Phase Transitions.
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ρτ(K13, f) = 3/8. When f(n) is between Q(5, n)
RC∼ 4√n and Q
(
4, nω(n)
)
RC∼ 3√n, Corollaries 3.4.4
and 3.4.11 show that ρτ(K13, f) = 1/3. When f(n) drops to Q
(
5, nω(n)
)
RC∼ 4√n, Theorem 3.1.5
shows that ρτ(K13, f) ≤ 7/24. When f(n) is between Q(7, n) RC∼ 6
√
n and Q(5, n2−ω(n)
√
logn)
RC∼
4
√
n, Corollary 3.4.4 yields that ρτ(K13, f) = 1/4. Finally, when the independence number f(n) is
restricted by f(n) ≤ Q
(
7, nω(n)
)
, Theorem 3.4.2 implies that ρτ(K13, f) drops to 0.
3.4 General Results
First we state one of our main results, Theorem 1.5, in a sharper form.
Theorem 3.4.1. If ω(n)→∞, then
RT
(
n,K5,
√
n log n
ω(n)
)
≤ n
2
4
√
ω(n)
= o
(
n2
)
. (3.14)
We use Q(t, n/ω(n)) as a bound on the independence number to generalize Theorem 3.4.1.
Theorem 3.4.2. Suppose p ≥ 3. If ω(n) → ∞ and there exists a constant ϑ > 0 such that for
every n sufficiently large, we have
R
(
p− 1,Q
(
p,
n
ω(n)
))
< n1−ϑ, (3.15)
then RT
(
n,K2p−1,Q
(
p,
n
ω(n)
))
≤ n
2
ω(n)
ϑ
2p
= o
(
n2
)
.
Remark: It is known that condition (3.15) of Theorem 3.4.2 is satisfied for p = 3, 4 as R(2,Q(3,
n/ω(n))) = o
(√
n log n
)
and R(3,Q(4, n/ω(n))) = o(n4/5 log3/5 n). For a p satisfying condi-
tion (3.15), Theorem 3.4.2 is best possible in the sense that ρτ(K2p−1,Q(p, n/2)) ≥ 1/4, as we
know from (3.9).
We generalize Theorem 3.4.2 from cliques of odd size to many other sizes.
Theorem 3.4.3. Suppose p ≥ 3 and q ≥ 2. Let ω(n) → ∞ and f(n) = n2−ω(n) log
q−2
q−1 n. If there
exists a constant ϑ > 0 such that for every n sufficiently large, we have R(p− 1,Q(p, f(n))) < n1−ϑ,
then
ρτ(Kpq−1,Q(p, f)) ≤ q − 2
2q − 2 .
Remark: Substituting q = 2 into Theorem 3.4.3, we get Theorem 3.4.2.
Corollary 3.4.4. Suppose p ≥ 3 and q ≥ 2. Let ω(n) → ∞ and f(n) be as in Theorem 3.4.3.
For 1 ≤ i ≤ p − 1, let t =
⌊
pq−i−1
q−1
⌋
≥ p. If there exists a constant ϑ > 0 such that for every n
sufficiently large, we have
R(p− 1,Q(p, f(n))) < n1−ϑ, (3.16)
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then for
Q
(
t+ 1,
n
q − 1
)
< g(n) < Q(p, f(n)), (3.17)
we have
ρτ(Kpq−i, g) =
q − 2
2q − 2 .
Proof of Corollary 3.4.4. The upper bound is obvious from Theorem 3.4.3. Let r = q − 1, then
rt+ 1 ≤ pq − i, so the lower bound is realized by (3.9) with the parameters r, t as above:
ρτ
(
Kpq−i,Q
(
t+ 1,
n
q − 1
))
≥ ρτ
(
Krt+1,Q
(
t+ 1,
n
r
))
≥ q − 2
2q − 2 .
Similarly to Theorem 3.4.2, condition (3.16) of Corollary 3.4.4 probably is satisfied for every p,
but this is not known. We know it for p = 3, 4. The left end of the interval given by (3.17) is likely
smaller than the right end for every p, but again it is not known. We know it for p = 2, 3.
Recall that Sudakov proved that ρτ
(
K4, n2
−ω(n)√logn
)
= 0, which is a special case of his more
general theorem [101]:
Theorem 3.4.5 (Sudakov). Let t ≥ 2 and ω(n) → ∞. If g(n) = Q
(
t, n2−ω(n)
√
logn
)
, then
ρτ(K2t, g) = 0.
We extend Theorem 3.4.5 from K2t to Kpq, with several other functions g(n). Theorem 3.4.6
can be compared to Theorem 3.4.3, where similar statement was proved for Kpq−1 and a slightly
larger f(n).
Theorem 3.4.6. Suppose p ≥ 2 and q ≥ 2. Let ω(n)→∞ and
f(n) = n2−ω(n) log
1−1/q n. Then ρτ(Kpq,Q(p, f)) ≤ q − 2
2q − 2 .
Remark: Applying Theorem 3.4.6 with p = t and q = 2, we obtain Theorem 3.4.5.
Corollary 3.4.7. Suppose p ≥ 2 and q ≥ 2. Let ω(n)→∞ and f(n) be as in Theorem 3.4.6. For
0 ≤ i ≤ p− 1, let t =
⌊
pq−i−1
q−1
⌋
≥ p. If
Q
(
t+ 1,
n
q − 1
)
≤ g(n) ≤ Q(p, f(n)), then ρτ(Kpq−i, g) = q − 2
2q − 2 .
Proof of Corollary 3.4.7. We apply Theorem 3.4.6 to get the upper bound. Let r = q − 1, which
implies rt+ 1 ≤ pq − i, so the lower bound is realized by (3.9) with the parameters r, t as above:
ρτ
(
Kpq−i,Q
(
t+ 1,
n
r
))
≥ ρτ
(
Krt+1,Q
(
t+ 1,
n
r
))
≥ q − 2
2q − 2 .
48
Theorem 3.4.2 determines ρτ
(
K2t−1,Q
(
t, nω(n)
))
. Now we consider the even-size clique case
ρτ
(
K2t,Q
(
t, nω(n)
))
. This case was studied by Erdo˝s, Hajnal, Simonovits, So´s and Szemere´di [48].
They proved an upper bound for t = 3.
Theorem 3.4.8. If ω(n)→∞, then
RT
(
n,K6,Q
(
3,
n
ω(n)
))
≤ n
2
6
+ o
(
n2
)
.
Using similar methods, one can prove the following general result.
Theorem 3.4.9. Let ω(n) → ∞ and f(n) = n2−ω(n) log1−1/q n. If 2t ≤ pq and Q
(
t, nω(n)
)
≤
Q(p, f(n)), then
ρτ
(
K2t,Q
(
t,
n
ω(n)
))
≤ (t− 1)(q − 2)
2t(q − 1) .
Applying this with t = 3, p = 2 and q = 3, then we obtain Theorem 3.4.8. This is a special
case of the following Corollary:
Corollary 3.4.10. For t ≥ 3, if Q
(
t, nω(n)
)
≤ Q
(
t− 1, n2−ω(n) log2/3 n
)
, then
ρτ
(
K2t,Q
(
t,
n
ω(n)
))
≤ t− 1
4t
.
Proof. The condition t ≥ 3 implies 2t ≤ 3(t − 1), therefore we can apply Theorem 3.4.9 with
p = t− 1 and q = 3.
Remark: It is known that the condition of Corollary 3.4.10 is satisfied for t = 3, 4. Unfortunately,
it is not known if ρτ
(
K2t,Q
(
t, nω(n)
))
exists.
Now we consider the general case. Using Theorem 3.1.5 and (3.9), we get the following corollary.
Corollary 3.4.11. Suppose p, q ≥ 2. Let ω(n)→∞. If Q(p+ 1, n/q) ≤ Q
(
p, nω(n)
)
, then
ρτ
(
Kpq+1,Q
(
p,
n
ω(n)
))
=
q − 1
2q
.
Proof. The upper bound follows from Theorem 3.1.5 with s = pq + 1 and t = p. The lower bound
follows from (3.9) with r = q and t = p:
ρτ
(
Kpq+1,Q
(
p+ 1,
n
q
))
≥ q − 1
2q
.
Now it is straightforward to see why Theorems 3.1.6, 3.1.7, 3.1.11, 3.1.12 and 3.1.13 are true.
Theorem 3.1.5 and Construction 3.2.1 imply Theorem 3.1.6.
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Proof of Theorem 3.1.6. Under the conditions of Theorem 3.1.6, using Theorem 3.1.5 and Con-
struction 3.2.1, we have the following inequality:
ρτ
(
Ks,Q
(
t,
n
ω(n)
))
≤ s− t− 1
2s− 2 <
r − 1
2r
≤ ρτ(Ks,Q(t, n)).
Trivially, Q(t,n)ω(n) ≤ (1 + o(1))Q
(
t, nω(n)
)
. Therefore,
ρτ
(
Ks,
Q(t, n)
ω(n)
)
≤ ρτ
(
Ks,Q
(
t,
n
ω(n)
))
< ρτ(Ks,Q(t, n)).
We use Theorem 3.4.6 to prove Theorem 3.1.7.
Proof of Theorem 3.1.7. Let r =
⌊
s−1
t
⌋
and f(n) = n2−ω(n) log
r
r+1 n. To prove Theorem 3.1.7, we
need that
ρτ(Ks,Q(t, f)) < ρτ(Ks,Q(t, n)). (3.18)
We know that Ks has a phase transition from Q(t, n) to Q(t + 1, n), i.e., ρτ(Ks,Q(t + 1, n)) <
ρτ(Ks,Q(t, n)). Therefore, to prove (3.18), it is sufficient to show that for n→∞, we have
RT(n,Ks,Q(t, f(n))) ≤ RT(n,Ks,Q(t+ 1, n)) + o
(
n2
)
. (3.19)
We may assume Q(t + 1, n) ≤ Q(t, f(n)) since otherwise we immediately have (3.19). Then, by
rt+ 1 ≤ s ≤ t(r+ 1), we can use Construction 3.2.1 with r and t as above and Theorem 3.4.6 with
p = t and q = r + 1 to obtain that
r − 1
2r
≤ ρτ(Ks,Q(t+ 1, n)) ≤ ρτ(Ks,Q(t, f)) ≤ r − 1
2r
.
Hence ρτ(Ks,Q(t, f)) = ρτ(Ks,Q(t+ 1, n)), proving (3.19).
Corollary 3.4.7 immediately yields Theorems 3.1.11 and 3.1.13.
Proof of Theorem 3.1.11. Let p = t − 1 and q = r + 1. Note that p(q − 1) + 1 ≤ s ≤ pq, so by
Corollary 3.4.7 we get the desired result.
Proof of Theorem 3.1.13. If Conjecture 3.1.9 is true for ` = t+ 1, then for every ε > 0, we have
Q(t+ 1, n) ≤ ϕε(n)Q(t, n) ≤ Q(t, ϕε(n)n), (3.20)
where the second inequality holds by the definition of Q(t, n). Let r = b(s− 1)/tc and ε = rr+1 .
Using the proof of Theorem 3.1.7 (or Corollary 3.4.7 with p = t and q = r + 1), we know that
ρτ(Ks,Q(t+ 1, n)) = ρτ(Ks,Q(t, ϕε(n)n)). (3.21)
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Now combining (3.20) and (3.21), we have
ρτ(Ks,Q(t+ 1, n)) = ρτ(Ks, ϕε(n)Q(t, n)),
which implies the desired result.
Theorems 3.1.5 and 3.1.11 yield Theorem 3.1.12.
Proof of Theorem 3.1.12. Assume r = b(s− 1)/tc, so s < (r + 1)t+ 1, and therefore we have
s− t− 1
2s− 2 <
(r + 1)t+ 1− t− 1
2((r + 1)t+ 1− 1) =
r
2r + 2
. (3.22)
By Theorem 3.1.11 (here our t is t− 1 in Theorem 3.1.11), we know that
ρτ(Ks,Q(t+ 1, n)) =
r − 1
2r
.
Then by Theorem 3.1.11 and the condition ρτ(Ks,Q(t+1, n)) < ρτ(Ks,Q(t, n)), we have for some
r′ ≥ r that
ρτ(Ks,Q(t, n)) =
r′
2r′ + 2
≥ r
2r + 2
. (3.23)
Now combining Theorem 3.1.5, (3.22) and (3.23), we have
ρτ
(
Ks,Q
(
t,
n
ω(n)
))
≤ s− t− 1
2s− 2 <
r
2r + 2
≤ ρτ(Ks,Q(t, n)).
By definition of Q(t, n), it is easy to see that Q(t,n)ω(n) ≤ Q
(
t, nω(n)
)
, thus
ρτ
(
Ks,
Q(t, n)
ω(n)
)
≤ ρτ
(
Ks,Q
(
t,
n
ω(n)
))
< ρτ(Ks,Q(t, n)).
3.5 Tools
The method of Dependent Random Choice was developed by Fu¨redi, Gowers, Kostochka, Ro¨dl,
Sudakov, and possibly many others. The next lemma is taken from Alon, Krivelevich and Sudakov
[5].
Lemma 3.5.1. (Dependent Random Choice Lemma) Let a, d,m, n, r be positive integers. Let
G = (V,E) be a graph with n vertices and average degree d = 2e(G)/n. If there is a positive integer
t such that
dt
nt−1
−
(
n
r
)(m
n
)t ≥ a, (3.24)
then G contains a subset U of at least a vertices such that every r vertices in U have at least m
common neighbors.
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Conlon, Fox, and Sudakov [38] extended Lemma 3.5.1 to hypergraphs. The weight w(S) of a
set S of edges in a hypergraph is the number of vertices in the union of these edges.
Lemma 3.5.2. (Hypergraph Dependent Random Choice Lemma).
Suppose s,∆ are positive integers, ε, δ > 0, and Gr = (V1, . . . , Vr;E) is an r-uniform r-partite
hypergraph with |V1| = . . . = |Vr| = N and at least εN r edges. Then there exists an (r−1)-uniform
(r − 1)-partite hypergraph Gr−1 on the vertex sets V2, . . . , Vr which has at least εs2 N r−1 edges
and such that for each nonnegative integer w ≤ (r − 1)∆, there are at most 4r∆ε−sβswr∆rwNw
dangerous sets of edges of Gr−1 with weight w, where a set S of edges of Gr−1 is dangerous if
|S| ≤ ∆ and the number of vertices v ∈ V1 such that for every edge e ∈ S, e + v ∈ Gr is less than
βN .
3.6 Proofs of Theorems 3.4.1 and 3.4.2
Here we first provide two proofs of Theorem 3.4.1 using Lemma 3.5.1. The structures of these two
proofs are similar, but we use Lemma 3.5.1 in somewhat different ways. We suppose that there
exist K5-free graphs Gn with e(Gn) > εn
2 for any n sufficiently large. Next we use Lemma 3.5.1
to find a K5 in Gn. Both proofs show that e(Gn) = o(n
2), but Proof I gives a better bound.
From (3.12) we know that every triangle-free graph Gn contains an independent set of size at
least
(
1
/√
2− o(1))√n log n. We will use this in both proofs.
Proof I of Theorem 3.4.1. Let εn = ω(n)
−1/4. Assume that there is a K5-free graph Gn with
e(Gn) ≥ εnn2 and α(Gn) <
√
n log n
ω(n)
. (3.25)
We apply Lemma 3.5.1 to Gn with
a =
4n
ω(n)2
, r = 3, d = 2εnn, m =
√
n log n and t = 7.
Now the condition of Lemma 3.5.1, (3.24) is satisfied as
dt
nt−1
−
(
n
r
)(m
n
)t ≥ (2εn)7n− n3( log n
n
)7/2
> ε7nn ≥
n
ω(n)7/4
> a.
So there exists a vertex subset U of G with |U | = a = 4n/ω(n)2 such that all subsets of
U of size 3 have at least m common neighbors. Either U has an independent set of size at least(
1√
2
− o(1)
)√
4n
ω(n)2
log
(
4n
ω(n)2
)
> α(Gn), or Gn[U ] contains a triangle. In the latter case, denote by
W the common neighborhood of the vertices of this triangle. It follows that |W | ≥ m = √n log n >
α(Gn), so Gn[W ] contains an edge, and this edge forms a K5 with the triangle.
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Proof II of Theorem 3.4.1. Let εn =
log log(ω(n)/2)
log(ω(n)/2) . Assume (3.25) again. We shall apply Lemma 3.5.1
to Gn with
a =
√
n log n
ω(n)
, r = 2, d = 2εnn, m =
4n
ω(n)2
and t =
log n
log(ω(n)/2)
.
Now when n, and hence ω(n) is sufficiently large, we have
dt
nt−1
= (2εn)
tn = n · 2− log( 12εn )·
logn
log(ω(n)/2) > n1−εn and
(
ω(n)
2
)2t
= 2
2 log
(
ω(n)
2
)
· logn
log(ω(n)/2) = n2,
yielding that (3.24) is satisfied:
dt
nt−1
−
(
n
r
)(m
n
)t ≥ n1−εn − n2
2n2
> a.
This means that there is a vertex subset U of Gn with |U | = a such that every pair of vertices in
U has at least m common neighbors. We chose a > α(Gn), so Gn[U ] contains an edge u1u2. Let
W := N(u1)∩N(u2). Since Gn is K5-free, Gn[W ] does not contain a triangle. Then W contains an
independent set of size at least
(
1
/√
2− o(1))√|W | log |W | ≥ (1/√2− o(1))√m logm > α(Gn).
The proof of Theorem 3.4.2 is very similar to the first proof of Theorem 3.4.1.
Proof of Theorem 3.4.2. Let
r = p, t = 2p/ϑ, εn = ω(n)
−1/t, a = n/ω(n),
d = 2εnn and m = R(p− 1,Q(p, n/ω(n))) < n1−ϑ.
Assume that there is a K2p−1-free graph Gn with e(Gn) ≥ εnn2 and α(Gn) < Q
(
p, nω(n)
)
. We check
(3.24), i.e., that
dt
nt−1
−
(
n
r
)
mt
nt
≥ (2εn)tn− nr · n−ϑt > εtnn = a.
Therefore, we can apply Lemma 3.5.1 to Gn with the parameters a, d,m, n, r, t as above to find a
U ⊂ V (Gn) with |U | = a such that all subsets of U of size r have at least m common neighbors.
The set U does not contain an independent set of size Q(p, n/ω(n)), so Gn[U ] contains a Kp.
Denote by W the common neighborhood of the vertices of this Kp. It follows that |W | ≥ m. Then
since Gn[W ] does not contain an independent set of size Q(p, n/ω(n)), it contains a Kp−1, which
together with Kp forms a K2p−1.
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3.7 Proofs of Theorems 3.4.3, 3.4.6 and 3.4.9
We start by sketching the proof of Theorem 3.4.6. Suppose that Gn has more than
(
q−2
q−1 + δ
)
n2
2
edges and is Kpq-free, then we apply Szemere´di’s Regularity Lemma to Gn and find a Kq in the
cluster graph Rk (see below). Let V1, . . . , Vq be the vertices of a q-clique in the cluster graph.
We use Lemma 3.5.1 to find a K2p in Vq−1 ∪ Vq and use Lemma 3.5.2 to find a Kp in each Vi for
1 ≤ i ≤ q − 2 such that these cliques together form a Kpq in Gn. The details are below.
Proof of Theorem 3.4.6. Suppose to the contrary that there is a Kpq-free graph Gn with n suffi-
ciently large,
e(Gn) ≥
(
q − 2
q − 1 + δ
)
n2
2
and α(Gn) < Q(p, f(n)).
We apply Szemere´di’s Regularity Lemma to Gn with regularity parameter ρ = δ/2
2q to get a
cluster graph Rk on k vertices where the vertices of Rk are the clusters of the Szemere´di Partition,
and adjacent if the pair is ρ-regular and has density at least δ/2. It is standard to check that the
number of edges of Rk is at least
(
q−2
q−1 +
δ
2
)
k2
2 . So, by Tura´n’s Theorem Rk contains a Kq, and by
Claim 3.7.1, we can find a Kpq in Gn, a contradiction.
To complete the proof, it is sufficient to prove the following assertion.
Claim 3.7.1. If α(Gn) < Q
(
p, n2−ω(n) log
1−1/q n
)
and there exists a Kq in a cluster graph of Gn,
then we can find a Kpq in Gn.
There exist q vertices in Rk, denoted by V1, . . . , Vq, that induce a Kq. We define a q-uniform
q-partite hypergraph H0 whose vertex set is
⋃
Vi and edge set E(H
0) is the family of q-sets that
span q-cliques in Gn and contain one vertex from each of V1, . . . , Vq. Let N = |Vi| = n/k, then by
the counting lemma, |E(H0)| ≥ ε0N q, where ε0 > (δ/3)(
q
2). Let
β = f(n)/N, s = log
1
q n, εi = ε
log
i
q n
0 2
− si−1
s−1 , ri = q − i, ∆i = pri and wi = pri.
We start from H0. For 1 ≤ i ≤ q−2 we apply Lemma 3.5.2 to H i−1 with ∆ = ∆i, ε = εi−1, r = ri−1
and w = wi to get H
i. Note that ∆, ε0, r, w and k are all constants. It is easy to check that for
1 ≤ i ≤ q − 2, we have
4r∆ε−sβswr∆rwNw = O
(
22 log
i−1
q nε− log
i
q n
0 k
log
1
q n2−ω(n) lognNw
)
= O(n−ω(n)/2) = o(1) < 1.
Then by Lemma 3.5.2 there exists an ri-uniform ri-partite hypergraph H
i on the vertex sets
Vi+1, . . . , Vq that contains at least εiN
ri edges and contains no dangerous sets of ∆i edges on wi
vertices (Recall that a set S of ∆i edges on wi vertices is dangerous if the number of vertices v ∈ Vi
such that for every edge e ∈ S, e+ v ∈ H i−1 is less than βN). Now we have a hypergraph sequence
{H`}q−2`=0 . We will prove by induction on i that there is a p-set Aq−` ⊂ Vq−` for 0 ≤ ` ≤ i such that
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Gn
[
Aq−`
]
= Kp and H
q−i−1
[⋃i
`=0A
q−`
]
is complete rq−i−1-partite. Note that if a vertex set T is
an edge of H0, then Gn[T ] is a q-clique. So Gn
[⋃q−1
`=0 A
q−`
]
= Kpq, which will prove Claim 3.7.1.
We first show that the induction hypothesis holds for i = 1. Note that rq−2 = 2, so Hq−2 is a
bipartite graph on 2N vertices with at least εq−2N2 edges. We now apply Lemma 3.5.1 to Hq−2
with
a = 2βN, d = εq−2N, t = s, r = p and m = βN.
We check condition (3.24):
(εq−2N)s
(2N)s−1
−
(
2N
p
)(
βN
2N
)s
≥ (ε0/2)log1−1/q nN − npks2−ω(n) logn
= (ε0/2)
log1−1/q nN − o(1) ≥ 2βN.
Therefore we have a subset U of Vq−1 ∪ Vq with |U | = 2βN such that every p vertices in U have
at least βN common neighbors in Hq−2. Either Vq−1 or Vq contains at least half of the vertices
of U , so w.l.o.g. we may assume that U ′ = U ∩ Vq−1 contains at least βN = m vertices. Because
α(Gn) < Q(p,m), the vertex set U
′ contains a p-vertex set Aq−1 such that Gn
[
Aq−1
]
= Kp. The
vertices of Aq−1 have at least m common neighbors in Vq, so their common neighborhood also
contains a p-vertex subset Aq of Vq such that Gn[A
q] = Kp. Now H
q−2[Aq−1 ∪Aq] is complete
bipartite. We are done with the base case i = 1.
For the induction step, assume that the induction hypothesis holds for i− 1, then we can find
a complete rq−i-partite subhypergraph H˜q−i of Hq−i spanned by
⋃i−1
`=0A
q−`, where Gn[Aq−`] = Kp
for every `. The hypergraph Hq−i has no dangerous set of ∆q−i edges on wq−i vertices, and
H˜q−i contains pi = wq−i vertices and pi = ∆q−i edges, so H˜q−i is not dangerous. Then we can
find a set B of βN vertices in Vq−i such that for every edge e ∈ H˜q−i and every vertex v ∈ B,
e + v ∈ Hq−i−1, which means Hq−i−1
[
B ∪⋃i−1`=0Aq−`] is complete rq−i−1-partite. Then, because
α(Gn) < Q(p, βN), we can find a p-vertex subset A
q−i of B such that Gn[Aq−i] = Kp.
The proof of Theorem 3.4.3 is very similar to that of Theorem 3.4.6 so we skip some details.
Proof of Theorem 3.4.3. Suppose to the contrary that there is a Kpq−1-free graph Gn with n suf-
ficiently large,
e(Gn) ≥
(
q − 2
q − 1 + δ
)
n2
2
and α(Gn) < Q(p, f(n)).
Just as what we did in the proof of Theorem 3.4.6, we apply Szemere´di’s Regularity Lemma
to Gn with regularity parameter ρ = δ/2
2q to get a cluster graph R on k vertices. Similarly to
the proof of Theorem 3.4.6, we can find q vertices V1, . . . , Vq that span a Kq in R. Now consider
a q-uniform q-partite hypergraph H0 whose vertex set is
⋃
Vi and edge set E(H
0) is the family of
q-sets that span q-cliques in Gn and contain one vertex from each of V1, . . . , Vq. Let N = |Vi| = n/k,
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then by the counting lemma, |E(H0)| ≥ ε0N q, where ε0 > (δ/3)(
q
2). Let
β = f(n)/N, s = log
1
q−1 n, εi = ε
si
0 /2
si−1
s−1 , ri = q − i, wi = pri − 1 and ∆i = pri−1(p− 1).
We start from H0. For 1 ≤ i ≤ q−2 we apply Lemma 3.5.2 to H i−1 with ∆ = ∆i, ε = εi−1, r = ri−1
and w = wi to get H
i. It is easy to check that for 1 ≤ i ≤ q − 2, we have
4r∆ε−sβswr∆rwNw = O
(
22 log
i−1
q−1 nε− log
i
q−1 n
0 k
s2−ω(n) lognNw
)
= O(n−ω(n)/2) = o(1) < 1.
Then by Lemma 3.5.2 there exists an ri-uniform ri-partite hypergraph H
i on the vertex sets
Vi+1, . . . , Vq that contains at least εiN
ri edges and contains no dangerous set of ∆i edges on wi
vertices.
Note that rq−2 = 2, so Hq−2 is a bipartite graph on 2N vertices with at least εq−2N2 edges.
We now apply Lemma 3.5.1 to Hq−2 with
a = 2βN, d = εq−2N, t = 2p/ϑ, r = p and m = R(p− 1,Q(p, f(n))).
Note that m < n1−ϑ. We check condition (3.24):
(εq−2N)t
(2N)t−1
−
(
2N
p
)( m
2N
)t ≥ (ε0/2)t log q−2q−1 nN − npktn−2p
= (ε0/2)
t log
q−2
q−1 nN − o(1) ≥ a.
Therefore we have a subset U of Vq−1 ∪ Vq with |U | = 2βN such that every p vertices in U have
at least m common neighbors in Hq−2. Either Vq−1 or Vq contains at least half of the vertices
of U , so w.l.o.g. we may assume that U ′ := U ∩ Vq−1 contains at least βN vertices. Because
α(Gn) < Q(p, βN), the vertex set U
′ contains a p-vertex set Aq−1 such that Gn
[
Aq−1
]
= Kp.
The vertices of Aq−1 have at least m = R(p− 1,Q(p, βN)) common neighbors in Vq, so their
common neighborhood contains a (p − 1)-vertex subset Aq of Vq such that Gn[Aq] = Kp−1. Now
Hq−2
[
Aq−1 ∪Aq] is complete bipartite. Then similarly to the proof of Theorem 3.4.6, for 1 ≤ i ≤ q,
we can find a subset Ai of Vi satisfying the following conditions:
• Gn[Aq] = Kp−1.
• For 1 ≤ i < q, Gn[Ai] = Kp.
• H0[⋃qi=1Ai] is complete q-partite.
If a vertex set T is an edge of H0, then Gn[T ] = Kq. So Gn
[⋃q
i=1A
i
]
= Kpq−1, which is a
contradiction.
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The proof of Theorem 3.4.9 is a combination of Claim 3.7.1 and an easy application of Sze-
mere´di’s Regularity Lemma, (see the Appendix of Balogh-Lenz [22] for similar proofs). The idea
is that instead of proving only that the cluster graph is Kq-free, like in the proof of Theorem 3.4.6,
we also bound the density of regular pairs.
Proof of Theorem 3.4.9. Given ε > 0, let ρ = ε/22
t
and M = M(ρ) > 1/ρ be the upper bound on
the number of partitions guaranteed by Szemere´di’s Regularity Lemma with regularity parameter
ρ. Suppose we have a K2t-free graph Gn with
e(Gn) ≥
(
(t− 1)(q − 2)
t(q − 1) + ε
)
n2
2
and α(Gn) < Q
(
t,
εn
M
)
.
We apply Szemere´di’s Regularity Lemma to Gn with regularity parameter ρ to get a cluster graph
Rk on k ≤ M vertices where two vertices are adjacent if the pair is ρ-regular and has density at
least ε/2. It is standard to check that more than
(
(t−1)(q−2)
t(q−1) +
ε
2
)
n2
2 edges of Gn are between pairs
of classes that are ρ-regular and have density at least ε/2.
Assume that the density d of a ρ-regular pair (Vi, Vj) is at least
t−1
t + ε. Because α(Gn) <
Q(t, εn/M) and |Vi| ≥ εn/M , there is a t-clique in Vi, each of whose vertices has at least (d −
ρ)|Vj | ≥ ( t−1t + ε2)|Vj | neighbors in Vj , hence vertices of this t-clique have at least ε|Vj | common
neighbors. Then we can find a t-clique in their common neighborhood since α(Gn) < Q(t, εn/M)
and ε|Vj | ≥ εn/M . Thus we find a K2t in Gn, a contradiction. Therefore the density of any
ρ-regular pair is at most t−1t + ε. Then Rk has at least(
(t− 1)(q − 2)
t(q − 1) +
ε
2
)
n2
2
·
((
t− 1
t
+ ε
)(n
k
)2)−1
>
(
q − 2
q − 1 +
ε
4
)
k2
2
edges, so there is a Kq in Rk. Then, by Claim 3.7.1, there is a Kpq in Gn, which is a contradiction.
3.8 Concluding remarks and open problems
First, using the Dependent Random Choice Lemma, we prove that K`-free graphs with small
independence number are sparse.
Theorem 3.8.1. Let ` ≥ 3 be an integer and s = d`/2e. Fix a positive constant c < 1s(s−1) . Let
Gn,` be a graph on n vertices not containing K`.
If α(Gn,`) < Q(`, n)n
c, then e(Gn,`) = o(n
2).
Proof. The general bound (3.2) on Ramsey numbers implies that there exists a constant ϑ > 0
(depending on ` and c) such that R(s,Q(`, n)nc) < n1−ϑ. Assume that G = Gn,` has more than
57
εn2 edges and ε > n−ϑ2/2s. We apply Lemma 3.5.1 to G with
r = s, d = 2εn, t = 2s/ϑ and a = m = R(s,Q(`, n)nc).
Now the condition of Lemma 3.5.1, (3.24) is satisfied as
dt
nt−1
−
(
n
r
)
mt
nt
> (2ε)tn− ns · n−ϑ·2s/ϑ > εtn > n1−ϑ
2
2s
· 2s
ϑ > a.
Therefore we can use Lemma 3.5.1 (with the parameters a, d,m, r, t as above) to find a vertex
subset U of G with |U | = a such that all subsets of U of size r have at least m common neighbors.
The set U does not contain an independent set of size Q(`, n)nc, so Hn,`[U ] contains a Ks. Denote
by W the common neighborhood of the vertices of this Ks. It follows that |W | ≥ m. Then Hn,`[W ]
also contains a Ks, which together with the Ks found in Hn,`[U ] forms a K2s.
Next we propose some problems. We proved that ρτ
(
K5, o
(√
n log n
))
= 0, and it was known
that ρτ(K5,Q(3, n/2)) = 1/4. It would be interesting to know if there is any sharper transition of
K5 at c ·Q(3, n/2) for c < 1, hence it is natural to propose the following two problems:
Question 3.8.2. Determine RT(n,K5, (1− ε)Q(3, n/2)).
Question 3.8.3. Determine RT(n,K5, c ·Q(3, n/2)) for 0 < c < 1.
We proved that if Conjecture 3.1.9 is true, then ρτ(K2t, o(Q(t, n))) ≤ t−14t . Note that the Bol-
loba´s-Erdo˝s graph gave matching lower bound for t = 2, so finding constructions to give matching
lower bounds on ρτ(K2t, o(Q(t, n))) could be a very challenging problem. Probably a construction,
if exists, is an extension of the Bolloba´s-Erdo˝s graph. There are generalizations of the Bolloba´s-
Erdo˝s graph in [23, 22, 47, 48]. The simplest open case is stated below:
Question 3.8.4. Determine ρτ
(
K6, o
(√
n log n
))
and ρτ
(
K6, o
(√
n log n
))
.
We have 1/6 as an upper bound. Sudakov proved that ρτ(K6, f) = 0 for f(n) = Q
(
3, n2−ω(n)
√
logn
)
,
but it is not clear what happens when f(n) is between Q
(
3, n2−ω(n)
√
logn
)
and o
(√
n log n
)
. In
particular, we would like to know the answer to the following question:
Question 3.8.5. At which function f(n) does K6 have a strong phase transition to 0, i.e., 0 =
ρτ(K6, o(f)) < ρτ(K6, f)?
Another surprising phenomenon is that ρτ(K4, o(
√
n log n)) = 0 = ρτ(K5, o(
√
n log n)). We
know that ρτ(K6, o(
√
n log n)) ≤ 1/6 < 1/4 = ρτ(K7, o(
√
n log n)). It would be interesting to know
if
ρτ
(
K7, o
(√
n log n
))
= ρτ
(
K8, o
(√
n log n
))
.
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Chapter 4
Mantel’s Theorem for Random
Hypergraphs
4.1 Introduction
A cornerstone result in extremal graph theory is Mantel’s Theorem [77], which states that every
K3-free graph on n vertices has at most bn2/4c edges. Furthermore, the complete bipartite graph
whose partite sets differ in size by at most one is the unique K3-free graph that achieves this bound.
In other words, every maximum (with respect to the number of edges) triangle-free subgraph of
Kn is bipartite.
A sparse version of Mantel’s Theorem has recently been proved by DeMarco and Kahn [44].
More precisely, we let G be the usual Erdo˝s-Re´nyi random graph G(n, p). We are interested to
determine for what p every maximum triangle-free subgraph of G(n, p) is w.h.p. bipartite. DeMarco
and Kahn proved that this holds if p > K
√
log n/n for some large constant K, and apart from the
value of the constant this bound is best possible.
Problems of this type were first considered by Babai, Simonovits and Spencer [12]. Brightwell,
Panagiotou, and Steger [32] proved the existence of a constant c, depending only on `, such that
whenever p ≥ n−c, w.h.p. every maximum K`-free subgraph of G(n, p) is (` − 1)-partite, and
recently, DeMarco and Kahn [43] announced that they found the appropriate range of p for this
problem. In this chapter, we study an extremal problem of this type in random hypergraphs.
Definition. Denote by F5 the 3-uniform hypergraph with vertex set {a, b, c, d, e} and edge set
{abc, ade, bde}. Denote by K−4 the 3-uniform hypergraph with 4 vertices and 3 edges.
a
b
c
d e
Figure 4.1: The 3-uniform hypergraph F5.
Recall from Section 1.2 that the Tura´n hypergraph Tr(n) is the complete n-vertex r-uniform
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r-partite hypergraph whose partite sets are as equally-sized as possible. In particular, Mantel’s
Theorem states that the maximum triangle-free graph on n vertices is T2(n). The hypergraph F5 is
the smallest 3-uniform hypergraph whose extremal hypergraph is T3(n), so F5 is sometimes called
the “generalized triangle”. Finding the extremal hypergraph of F5 was first considered by Bol-
loba´s [27], who proved results for cancellative hypergraphs, i.e., that the maximum {K−4 , F5}-free
hypergraph is tripartite. Frankl and Fu¨redi [55] proved that the maximum 3-uniform hypergraph
on n vertices containing no copy of F5 is T3(n) for n > 3000.
The main result of this chapter is a random variant of Frankl and Fu¨redi [55] theorem, i.e.,
that for sufficiently large p the largest F5-free subgraph of G
3(n, p) is w.h.p. tripartite, and our p
is close to best possible.
Theorem 4.1.1. There exists a positive constant K such that w.h.p. the following is true. If
G = G3(n, p) is a 3-uniform random hypergraph with p > K log n/n, then every maximum F5-free
subhypergraph of G is tripartite.
If p = 0.1
√
log n/n, then w.h.p. there is a maximum F5-free subhypergraph of G
3(n, p) that is
not tripartite. To see this, notice that the hypergraph K−4 is not tripartite. If p = 0.1
√
log n/n
then w.h.p. we can first find n/5 vertex disjoint copies of K−4 in G
3(n, p) and then find one from
them whose edges are not in any copy of F5. Then a maximum F5-free subhypergraph of G
3(n, p)
would contain this K−4 , and therefore is not tripartite. We conjecture that
√
log n/n is the correct
order of p.
Conjecture 4.1.2. There exists a positive constant K such that w.h.p. the following is true. If
G = G3(n, p) is a 3-uniform random hypergraph with p > K
√
log n/n, then every maximum F5-free
subhypergraph of G is tripartite.
Note that a weaker result appeared in the thesis of Butterfield [34]. To improve it, some ideas
of [44], see Lemma 4.3.2, are used, but there are several differences as well. Our result, similar
to [44], characterizes the precise structure of the extremal subgraph of the random hypergraph.
Asymptotic general structure statements can be concluded from the recent results of Conlon–
Gowers [39], Schacht [95], Balogh–Morris–Samotij [24], Saxton–Thomason [94] and Samotij [91].
In particular, they imply the following stability theorem, which we will make use of.1
Theorem 4.1.3. For every δ > 0 there exist positive constants K and  such that if pn ≥ K/n,
then w.h.p. the following holds. Every F5-free subgraph of G
3(n, pn) with at least (2/9 − )
(
n
3
)
pn
edges admits a partition (V1, V2, V3) of [n] such that all but at most δn
3pn edges have one vertex in
each Vi.
The hypergraph F5 is an example of what Balogh, Butterfield, Hu, Lenz, and Mubayi [18]
call a “critical hypergraph”; they proved that if H is a critical hypergraph, then for sufficiently
large n the unique largest H-free hypergraph with n vertices is the Tura´n hypergraph. We could
1We omit the details of which paper proved exactly what.
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prove results analogous to Theorem 4.1.1 for the family of critical hypergraphs, as some ideas of
our proofs are from [18], but this extension to critical hypergraphs is likely to be very technical,
and probably we would not be able to determine the whole range of p where the sparse extremal
theorem is valid.
The rest of this chapter is organized as follows. In Section 4.2 we introduce some more notation
and state some standard properties of G3(n, p). In Section 4.3 we provide our main lemmas and
prove them. We then prove our main result, Theorem 4.1.1, in Section 4.4.
4.2 Notations and Preliminaries
From now on G will always denote the 3-uniform random hypergraph G3(n, p) in this chapter. We
denote by t(G) the size of a largest tripartite subhypergraph of G. We write x = (1 ± ε)y when
(1 − ε)y ≤ x ≤ (1 + ε)y. We say Π = (A1, A2, A3) is a balanced partition if |Ai| = (1 ± 10−10)n/3
for all i. Given a partition Π = (A1, A2, A3) and a 3-uniform hypergraph H, we say that an edge e
of H is crossing if e∩Ai is non-empty for every i. We use H[Π] to denote the set of crossing edges
of H.
Recall from Section 1.2 that the link graph L(v) of a vertex v in G is the graph with vertex set
V (G) and edge set {xy : xyv ∈ G}. The crossing link graph LΠ(v) of a vertex v is the subgraph of
L(v) whose edge set is {xy : xyv is a crossing edge of G}. The crossing degree dΠ(v) of v is the size
of LΠ(v). The common link graph L(u, v) of two vertices u and v is L(u) ∩ L(v) and the common
degree d(u, v) is the size of L(u, v). The common crossing link graph LΠ(u, v) of two vertices u
and v is LΠ(u)∩LΠ(v) and the common crossing degree dΠ(u, v) is the size of LΠ(u, v). Given two
vertices u and v, their co-neighborhood N(u, v) is {x : xuv ∈ G}; the co-degree of u and v is the
number of vertices in their co-neighborhood.
Given two disjoint sets A and B, we use [A,B] to denote the set {a∪ b : a ∈ A, b ∈ B}. We will
use this notation in two contexts. First, if both A and B are vertex sets, then [A,B] is a complete
bipartite graph. Second, if A is a subset of a vertex set V and B is a set of pairs of vertices of V \A,
then [A,B] is a 3-uniform hypergraph. In these two contexts, given a graph or hypergraph H, let
H[A,B] denote the set H∩ [A,B]. Note that in the first case H[A,B] is the bipartite subgraph of
H induced by A and B. In the second case, H[A,B] is the 3-uniform subhypergraph of H whose
edges have exactly one vertex in A and contain a pair of vertices from B.
We say a vertex partition Π with three classes, which we will call a 3-partition, is maximum if
|G[Π]| = t(G). Let F be a maximum F5-free subhypergraph of G. Clearly t(G) ≤ |F|. To prove
Theorem 4.1.1, we will show that w.h.p. |F| ≤ t(G) is also true. Moreover, we will prove that if F
is not tripartite, then w.h.p. |F| < t(G).
We will make use of the following Chernoff-type bound (see [8]) to prove Propositions 4.2.2-4.2.8,
which state useful properties of G3(n, p).
Lemma 4.2.1. Let Y be the sum of mutually independent indicator random variables, and let
61
µ = E[Y ]. For all ε > 0,
P [|Y − µ| > εµ] < 2e−cεµ,
where cε = min{− ln
(
eε(1 + ε)−(1+ε)
)
, ε2/2}.
For the rest of this chapter, we always use cε (it depends on which ε is used) to denote the
constant in Lemma 4.2.1.
Proposition 4.2.2. For any ε > 0, there exists a constant K such that if p > K log n/n, then
w.h.p. the co-degree of any pair of vertices in G is (1± ε)pn.
Proof. For each pair of vertices, x, y, let Xx,y be the random variable given by the number of
vertices a ∈ V \ {x, y} such that axy is an edge. Letting µ = E[Xx,y], we have µ = p(n − 2), and
by Lemma 4.2.1,
P[|Xx,y − µ| > εµ] < 2e−cε(n−2)p < e−cεnp/2.
If K > 6/cε, then e
−cεnp/2 < n−3. By the union bound, it therefore follows that the probability
that |Xx,y − µ| > εµ for some {x, y} is at most n2n−3 = n−1. Therefore, w.h.p. there is no such
{x, y}.
Proposition 4.2.3. For any ε > 0, there exists a constant K such that if p > K log n/n, then
w.h.p. the common degree d(x, y) of any pair of vertices (x, y) in G is (1± ε)p2n2/2.
Proof. For two disjoint pairs of vertices, (x, y) and (u, v), let Au,vx,y be the event {xuv ∈ G, yuv ∈ G},
and let Xu,vx,y be the indicator random variable of A
u,v
x,y. Then d(x, y) =
∑
u,v A
u,v
x,y. Letting µ =
E[d(x, y)], we have µ = p
(
n−2
2
)
. By Lemma 4.2.1, we have
P[|d(x, y)− µ| > εµ] < 2e−cεµ < e−cεpn2/3.
By the union bound, it therefore follows that the probability that |d(x, y)−µ| > εµ for some {x, y}
is at most n2e−cεpn2/3 = o(1). Therefore, w.h.p. there is no such {x, y}.
Proposition 4.2.4. For any ε > 0, there exists a constant K such that if p > K log n/n, then
w.h.p. for any vertex v of G, we have d(v) = (1± ε)pn2/2.
Proof. Let µ = E[d(v)] = p
(
n−1
2
)
. By Lemma 4.2.1, we have
P[|d(v)− µ| > εµ] < 2e−cεµ.
Then by the union bound, the probability that the statement of Proposition 4.2.4 does not hold
is bounded by
n · P[|d(v)− µ| > εµ] < 2ne−cεµ = o(1).
Proposition 4.2.5. For any ε > 0, there exists a constant K such that if p > K log n/n, then
w.h.p. for any 3-partition Π = (A1, A2, A3) with |A2|, |A3| ≥ n/20 and any vertex v ∈ A1, we have
dΠ(v) = (1± ε)p|A2||A3|.
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Proof. |A2|, |A3| ≥ n/20, so |A2||A3| ≥ n2/400. Let µ = E[dΠ(v)] = |A2||A3|p. By Lemma 4.2.1,
we have
P[|dΠ(v)− µ| > εµ] < 2e−cεpn2/400.
Then by the union bound, the probability that the statement of Proposition 4.2.5 does not hold
is bounded by
3nn · P[|dΠ(v)− µ| > εµ] < exp(2n+ log n− cεpn2/400) = o(1).
For a vertex v, a vertex set S, let E be a subset of {vxw ∈ G : x ∈ S} satisfying ∀x ∈ S,∃W ∈ E
such that x ∈W and let T be a subset of L(v). Define
Gv,E [S, T ] = {xyz ∈ G : x ∈ S, yz ∈ T, ∃W ∈ E s.t. x ∈W, y, z /∈W}.
Then for any xyz ∈ Gv,E [S, T ] with x ∈ S, yz ∈ T , we can find an F5 = {vxw, vyz, xyz} where
vxw ∈ E . The condition y, z /∈ W in the definition of Gv,E [S, T ] guarantees that we can find such
an F5 instead of only K
−
4 .
Proposition 4.2.6. For any constants ε, ε1, ε2 > 0, there exists a constant K such that if p >
K log n/n, then w.h.p. for every choices of {v, S, E , T} as above with |S| ≥ ε1n and |T | ≥ ε2pn2,
we have |Gv,E [S, T ]| = (1± ε)p|S||T |.
Proof. Let Kv,E [S, T ] = {xyz : x ∈ S, yz ∈ T, ∃W ∈ E s.t. x ∈W, y, z /∈W}. Then
E[|Gv,E [S, T ]|] = p|Kv,E [S, T ]|.
For x ∈ S, let dE(x) = |{W ∈ E : x ∈W}| and Tx = {yz ∈ T : vxy ∈ E}. If dE(x) > 2, then clearly
[x, T ] ⊆ Kv,E [S, T ]. If dE(x) ≤ 2, then by Proposition 4.2.2, we have |Tx| ≤ 2 · 2pn = 4pn. Clearly
[x, T \ Tx] ⊆ Kv,E [S, T ]. Therefore, |[S, T ]| − |Kv,E [S, T ]| ≤
∑
x∈S,dE(x)≤2 |Tx| ≤ |S| · 4pn ≤ 4ε1pn2.
We have |[S, T ]| = |S||T | ≥ ε1ε2pn3, so |Kv,E [S, T ]| = (1 − o(1))|S||T |. Let µ = E[|Gv,E [S, T ]|] =
p|Kv,E [S, T ]| = (1− o(1))p|S||T |. By Lemma 4.2.1 we have
P[||Gv,E [S, T ]| − µ| > εµ] < 2e−cεµ.
We have at most n choices for v,
(
n
ε1n
)
choices for S, 22ε1pn
2
choices for E and ( pn2ε2pn2) choices for T .
Then by the union bound, the probability that the statement of Proposition 4.2.6 does not hold is
bounded by
n
(
n
ε1n
)
22ε1pn
2
(
pn2
ε2pn2
)
2e−cεµ ≤ n
(
n
ε1n
)
22ε1pn
2
(
pn2
ε2pn2
)
2e−cεε1ε2p
2n3/2 = o(1).
Proposition 4.2.7. For any ε > 0, there exist a constant K such that if p > K log n/n, then
w.h.p. the following holds. If F is a maximum F5-free subhypergraph of G and Π is a 3-partition
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maximizing |F [Π]|, then |F| ≥ (2/9− ε)(n3)p and Π is a balanced partition.
Proof. It suffices to prove it when ε < 10−100. For a partition Π = (A1, A2, A3), Proposition 4.2.5
implies that w.h.p. |G[Π]| = (1± ε)p|A1||A2||A3| if |A2|, |A3| ≥ n/20. Clearly |F| ≥ t(G) ≥ |G[Π]|.
If |A1| = |A2| = |A3| = n/3, then we have |F| ≥ (2/9 − ε)
(
n
3
)
p. Theorem 4.1.3 implies that if Π
maximizes |F [Π]|, then G[Π] ≥ F [Π] ≥ (2/9− 2ε)(n3)p.
If Π is not balanced and |A2|, |A3| ≥ n/20, then |G[Π]| ≤ (1 + ε)p|A1||A2||A3| < (2/9− 2ε)
(
n
3
)
p.
If Π is not balanced and one of |A1|, |A2|, |A3| is less than n/20, then Proposition 4.2.4 implies
that |G[Π]| < n/20 · (1 + ε)pn2/2 < (2/9 − 2ε)(n3)p. Therefore, if Π maximizes |F [Π]|, then Π is
balanced.
Let α = 0.8. Given a balanced partition Π = (A1, A2, A3), let Q(Π) = {(u, v) ∈
(
A1
2
)
:
dΠ(u, v) < αn
2p2/9}. In words, Q(Π) is the set of pairs of vertices in A1 that have low common
crossing degree.
Proposition 4.2.8. There exist a constant K such that if p > K log n/n, then w.h.p. for every
balanced cut Π, every vertex v and every positive constant ζ > 0, we have dQ(Π)(v) < ζ/p.
Proof. Let ε = 0.1. By Proposition 4.2.5, we assume that dΠ(v) ≥ (1 − ε)pn2/9, and therefore,
dΠ(u, v) ≤ α1−εdΠ(v)p for (u, v) ∈ dQ(Π)(v).
If a vertex v and a balanced cut Π violate the statement of Proposition 4.2.8, then there are
S ⊆ V and T = LΠ(v) with |S| := s = dζ/pe and |G[S, T ]| ≤ α1−ε |S||T |p. We have at most 3n
choices of |Π|, n choices of v, (ns) choices of S, so the probability of such a violation is at most
3nn
(
n
s
)
exp(−c · ζ/p · pn2 · p)
for some small constant c, and therefore is o(1).
The following lemma is heavily used in the proof of Lemma 4.3.1, which is one of the two main
lemmas we use to prove our main theorem.
Lemma 4.2.9. Let a and r be positive integers. For any ε > 0, there exists a constant K such
that if p > K log n/n, a ≤ εn and(
n
a
)
·
(
n2/2
r
)
· exp(−cεεpnr) = o(1), (4.1)
then w.h.p. the following holds. For any set of vertices A with |A| ≤ a, there are at most r pairs
{u, v} ∈ (V (G)2 ) such that |N(u, v) ∩A| > 2εpn.
Proof. Fix a set A of size a. We shall show that there are at most r pairs u, v for which |N(u, v)∩A|
is large. For each pair of vertices u and v, let B(u, v) be the event that |N(u, v) ∩ A| > 2εpn. By
Chernoff’s inequality,
P[B(u, v)] < e−cεpn
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for c = c1 in Lemma 4.2.1. If {u, v} 6= {u′, v′} then B(u, v) and B(u′, v′) are independent events.
Consequently, the probability that B(u, v) holds for at least r pairs is at most(
n2/2
r
)
e−cεpnr.
There are
(
n
a
)
choices of A. Therefore, if (4.1) holds, then w.h.p. there are at most r pairs {u, v} ∈(
V (G)
2
)
such that |N(u, v) ∩A| > 2εpn.
4.3 Key Lemmas for Theorem 4.1.1
Let F be an F5-free subhypergraph of G; we want to show that |F| ≤ t(G). The following lemma
proves this with some additional conditions on F .
Lemma 4.3.1. Let F be an F5-free subhypergraph of G and Π = (A1, A2, A3) be a balanced partition
maximizing |F [Π]|. For 1 ≤ i ≤ 3, let Bi = {e ∈ F : |e ∩ Ai| ≥ 2}. There exist positive constants
K and δ such that if p > K log n/n and the following conditions hold:
(i)
∑
i |Bi| ≤ δpn3,
(ii) B1 6= ∅,
(iii) the shadow graph of B1 is disjoint from Q(Π),
then w.h.p. |F [Π]|+ 3|B1| < |G[Π]|.
Remark: If Condition (ii) does not hold, i.e., |B1| = 0, then clearly |F [Π]| + 3|B1| ≤ |G[Π]|.
Therefore, Conditions (i) and (iii) imply that |F [Π]| + 3|B1| ≤ |G[Π]|, and Condition (ii) implies
strict inequality.
Let F be a maximum F5-free subhypergraph of G. By Theorem 4.1.3 and Proposition 4.2.7, for
every δ > 0, w.h.p. Condition (i) of Lemma 4.3.1 holds. Without loss of generality, we may assume
that |B1| ≥ |B2|, |B3|. If F is not tripartite, then Condition (ii) of Lemma 4.3.1 holds. Next, if
Q(Π) = ∅, then Condition (iii) of Lemma 4.3.1 also holds. Therefore, if Q(Π) = ∅ and F is not
tripartite, then we can apply Lemma 4.3.1 to F and get |F| < t(G), a contradiction. If Q(Π) = ∅
for every balanced partition Π = (A1, A2, A3), then the proof would be completed. Unfortunately,
we are only able to prove this property for p > K/
√
n with some large K, so Lemma 4.3.1 implies
that Theorem 4.1.1 is true for p > K/
√
n. To improve the bound on p from the order of 1/
√
n to
log n/n, we prove that Q(Π) = ∅ for every maximum 3-partition Π. This is stated in the following
lemma, which says that if Q(Π) 6= ∅, then Π is far from being a maximum 3-partition. The proof
of Lemma 4.3.2 is along the lines of the proof of Lemma 5.1 in DeMarco–Kahn [44].
Lemma 4.3.2. There exist positive constants K and δ such that if p > K log n/n, the 3-partition
Π is balanced, and Q(Π) 6= ∅, then w.h.p.
t(G) > |G[Π]|+ |Q(Π)|δn2p2.
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Remark: If Q(Π) = ∅, then clearly t(G) ≥ |G[Π]|+ |Q(Π)|δn2p2. Therefore, Lemma 4.3.2 implies
that t(G) ≥ |G[Π]|+ |Q(Π)|δn2p2 for every balanced 3-partition Π.
We will use Lemmas 4.3.1 and 4.3.2 to prove Theorem 4.1.1. In the next two subsections we
prove these two lemmas.
4.3.1 Proof of Lemma 4.3.1
We will begin with a sketch of the proof of Lemma 4.3.1, which will motivate the following lemmas.
Let
ε1 =
1
960
, ε2 =
1
400
, δ =
ε21ε2
108 · 160 and ε3 =
108δ
ε1
.
Let M be the set of crossing edges of G \ F . To prove Lemma 4.3.1, it suffices to prove that
3|B1| < |M|, so we assume for contradiction that |M| ≤ 3|B1| ≤ 3δpn3, where the second inequality
follows from Condition (i) of Lemma 4.3.1.
For each edge W = w1w2w3 ∈ B1 with w1, w2 ∈ W ∩ A1, because w1w2 /∈ Q(Π), there exist at
least αp2n2/9 choices of y ∈ A2 and z ∈ A3 such that w1yz and w2yz are both crossing edges of
G. By Proposition 4.2.2, the co-degree of w1 and w3 is w.h.p. at most 2pn. Therefore, there are
at least αp2n2/9− 2pn ≥ p2n2/12 choices of such pairs (y, z) such that w3 /∈ {y, z}, and then each
of these pairs (y, z) together with W form a copy of F5 = {w1w2w3, w1yz, w2yz} in G. Since F
contains no copy of F5, at least one of w1yz, w2yz must be in M.
We will count elements ofM by counting the embeddings of F5 in G that contain some W ∈ B1.
Each such F5 contains at least one edge fromM, and this will provide a lower bound on the size of
M in terms of |B1|. Instead of counting copies of F5 itself, we will count copies of Fˆ5 which is a 4-set
{w1, w2, y, z} such that there exists W ∈ B1 with w1, w2 ∈W ∩A1, y, z /∈W and w1yz, w2yz being
crossing edges. It is easy to see that each Fˆ5 yields many copies of F5 containing some W ∈ B1,
depending on how many edges W satisfy the condition. The paragraph above shows that for each
pair w1, w2 ∈ W ∩ A1 for some edge W ∈ B1, there are at least p2n2/12 copies of Fˆ5 containing
w1, w2. We will count copies of Fˆ5 in G by considering several cases, based on the relative sizes of
the sets C1 and C2, defined below.
Let L be the shadow graph of B1 on the vertex set A1. Let C = {x ∈ A1 : dL(x) ≥ ε1n} and
let D = A1 \ C. Let C1 be the set of x ∈ C that is in at least ε2pn2 crossing edges of F , and let
C2 = C \ C1.
With these definitions in hand, we are prepared to prove the following lemmas, which will lead
to a proof of Lemma 4.3.1 at the end of this subsection.
Lemma 4.3.3. |C| ≤ ε3n.
Proof. Notice that |E(L)| ≤ 18δn2 because, for each edge wx ∈ E(L), since wx /∈ Q(Π), there
are at least p2n2/12 choices of y ∈ A2, z ∈ A3 such that {w, x, y, z} spans an Fˆ5 in G. Then
xyz, wyz ∈ G and one of these two edges must be in M, otherwise F contains a copy of F5. Thus,
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by Proposition 4.2.2, 32pn|M| ≥ |E(L)|p2n2/12. We assume 3δpn3 ≥ |M|, so 32pn·3δpn3 ≥ 32pn|M|.
It follows that 54δn2 ≥ |E(L)|.
Now, every vertex in C has degree at least ε1n in L, so ε1n|C| ≤ 2|E(L)| ≤ 108δn2 implies that
|C| ≤ 108δε−11 n = ε3n.
Lemma 4.3.4. |M| ≥ 20pn2|C1|.
Proof. Assume |C1| ≥ 1, otherwise this inequality is trivial. For each x ∈ C1, let Tx = {(y, z) ∈
A2 × A3 |xyz ∈ F}. By the definition of C1, we have |NL(x)| ≥ ε1n and |Tx| ≥ ε2pn2 for each
x ∈ C1. We will count the number of copies of Fˆ5 : {x,w, y, z} in G with x ∈ C1, w ∈ NL(x), xyz ∈ F
and wyz ∈ G. By Proposition 4.2.6 with v = x, S = NL(x), E = {E ∈ B1 : x ∈ E} and T = Tx,
there are at least 12dL(x)|Tx|p such copies of Fˆ5 for each x ∈ C1. Therefore, the total number of
such copies of Fˆ5 is at least∑
x∈C1
1
2
dL(x)|Tx|p ≥ 1
2
|C1| · ε1n · ε2pn2 · p = 1
2
ε1ε2p
2n3|C1|. (4.2)
Say that an edge wyz ∈ M is bad if w ∈ A1, y ∈ A2, z ∈ A3, and there are at least 2ε3pn
vertices x ∈ C1 for which xyz ∈ G. Because |C1| ≤ |C|, which by Lemma 4.3.3 has size at most ε3n,
we can apply Lemma 4.2.9 with ε = ε3, a = εn, r = (log log n)/p and A = C1 to show that there
are at most (log log n)/p pairs (y, z) ∈ A2 × A3 that are in some bad edge. By Proposition 4.2.2,
the co-degree of each such pair (y, z) is at most 2pn. Therefore, each (y, z) is in at most
(
2pn
2
)
Fˆ5’s,
and so the number of copies of Fˆ5 estimated in (4.2) that contain a non-bad edge from M is at
least
1
2
ε1ε2p
2n3|C1| −
(
2pn
2
)
· log log n
p
.
Now, (
2pn
2
)
· log log n
p
≤ 2pn2 log logn ≤ 1
4
ε1ε2p
2n3 ≤ 1
4
ε1ε2p
2n3|C1|,
where the second inequality follows from p ≥ log n/n. Therefore, at least
1
2
ε1ε2p
2n3|C1| − 1
4
ε1ε2p
2n3|C1| = 1
4
ε1ε2p
2n3|C1|
of the copies of Fˆ5 estimated in (4.2) contain a non-bad edge from M. Each such edge from M is
contained in at most 2ε3pn = 216δε
−1
1 pn such copies of Fˆ5, and so
|M| ≥ ε
2
1ε2p
2n3|C1|
4 · 216δpn =
ε21ε2
8 · 108δ pn
2|C1| = 20pn2|C1|.
Similar to Lemma 4.3.4, but we count copies of Fˆ5 and bad edges in a more complicated way
to get the following lemma.
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Lemma 4.3.5. If L′ is a subgraph of L such that ∆(L′) ≤ ε1n, then
|M| ≥ 20pn∣∣E(L′)∣∣.
Proof. For each wx ∈ E(L′), since wx /∈ Q(Π), there are at least p2n2/12 choices of (y, z) ∈ A2×A3
such that {w, x, y, z} spans an Fˆ5 in G. There are therefore at least 112 |E(L′)|p2n2 copies of Fˆ5,
and at least one of wyz, xyz must be in M for each of these copies of Fˆ5.
Consider an R = xyz ∈M with x ∈ V (L′). We will count how many of these copies of Fˆ5 in G
contain R. Say that R is bad if there exist at least 2ε1pn vertices w ∈ NL′(x) with wyz ∈ G. For
each x ∈ V (L′), let dx = dL′(x) and denote by rx the number of pairs (y, z) such that xyz is bad.
By Proposition 4.2.2, the co-degree of each such pair (y, z) is at most 2pn, so there exist at most
min{2pn, dx} vertices w ∈ NL′(x) with wyz ∈ G. Then the number of copies of Fˆ5 that contain a
non-bad edge from M is at least
1
2
∑
x
dx
p2n2
12
−
∑
x
rx ·min{2pn, dx}. (4.3)
We will prove 12dx·p2n2/12 ≥ 2rx·min{2pn, dx} for every vertex x by applying Lemma 4.2.9 with
ε = ε1, A = NL′(x) and various choices of a and r depending on dx. Note that dx ≤ ∆(L′) ≤ ε1n.
So dx will fall into one of the following three cases.
1. dx > 2pn and
logn
p2n
≤ dx ≤ ε1n. We apply Lemma 4.2.9 with a = ε1n and r = (log log n)/p to
obtain that rx ≤ (log log n)/p.
2. dx > 2pn and
logn
pk+2nk+1
≤ dx ≤ lognpk+1nk for some integer k ∈ [1, lognlog logn ]. We apply Lemma 4.2.9
with a = logn
pk+1nk
and r = a/100 to obtain that rx ≤ logn100pk+1nk ≤ pndx/100.
3. dx ≤ 2pn. We apply Lemma 4.2.9 with a = 2pn and r = p2n2/50 to obtain that rx ≤ p2n2/50.
As long as a and r are positive integers and satisfy (4.1), we can apply Lemma 4.2.9. For each
of these three cases, we can easily check that
1
2
dx
p2n2
12
≥ 2rx ·min{2pn, dx}.
Therefore, the number of copies of Fˆ5 estimated in (4.3) is at least
1
2
∑
x
dx
p2n2
12
−
∑
x
rx ·min{2pn, dx} ≥ 1
4
∑
x
dx
p2n2
12
=
1
24
|E(L′)|p2n2.
By definition, an edge that is not bad is in at most 2ε1pn of the copies of Fˆ5 estimated in (4.3).
Therefore,
|M| ≥ 1
24
· |E(L
′)|p2n2
2ε1pn
=
1
48ε1
· pn|E(L′)| = 20pn∣∣E(L′)∣∣.
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Lemma 4.3.6. |M| ≥ 120pn2|C2|.
Proof. For every vertex x ∈ C2, the number of edges in F [Π] that contain x is at most ε2pn2, but
by Proposition 4.2.5, w.h.p. the crossing degree of x in G, dΠ(x), is at least pn2/10. Thus, there
are at least pn2/20 edges of M incident to x, so |M| ≥ |C2|pn2/20.
Proof of Lemma 4.3.1. We now have three different lower bounds on the size of M . We will show
that |M| > 3∣∣B1∣∣ by proving that no matter how the edges of B1 are arranged, one of the above
lower bounds on M is larger than 3∣∣B1∣∣. To do this, we divide the edges of B1 into three classes:
I. B1(1) = {W ∈ B1 : |W ∩ C| ≥ 2 or |W ∩D| ≥ 2}.
II. B1(2) = {W ∈ B1 \ B1(1) : |W ∩ C1| ≥ 1}.
III. B1(3) = B1 \B1(1) \B1(2). Every edge in B1(3) contains a vertex in C2 and is not completely
contained in A1.
Then we look at the following three cases on |B1(i)|.
Case 1. 3|B1(1)| ≥ |B1|.
Let L′′ = L[C] ∪ L[D]. By definition, vertices x ∈ D have degree at most ε1n. For x ∈ C,
Lemma 4.3.3 shows that x has degree in L′′ at most |C| ≤ ε3n < ε1n. Proposition 4.2.2 shows
that
∣∣B1(1)∣∣ ≤ 2pn|E(L′)|. Combined with Lemma 4.3.5, this shows that |M| ≥ 20pn|E(L′)| ≥
10
∣∣B1(1)∣∣ > 3|B1|.
Case 2. 3|B1(2)| ≥ |B1|.
For each vertex x ∈ C1 and each y ∈ D, by Proposition 4.2.2, the co-degree of x and y is
at most 2pn. Since |D| ≤ n, there are at most 2pn2 edges of B1 \ B1(1) containing x. Thus∣∣B1(2)∣∣ ≤ 2pn2|C1|, so Lemma 4.3.4 implies that |M| ≥ 20pn2|C1| ≥ 10∣∣B1(2)∣∣ > 3∣∣B1∣∣.
Case 3. 3|B1(3)| ≥ |B1|.
Every x ∈ C2 is in less than ε2pn2 crossing edges of F . Note that every edge in B1(3) has
at least one vertex in C2 and is not completely contained in A1 (edges completely contained in
A1 are in B1(1).) If there exist at least ε2pn2 edges of B which contain x and have a vertex in
A2, we could move x to A3 and increase the number of edges across the partition. Similarly,
there are at most ε2pn
2 edges of B which contain x and have a vertex in A3, since otherwise we
could move x to A2. Thus
∣∣B1(3)∣∣ ≤ 2ε2pn2|C2| = 1200pn2|C2|. Then Lemma 4.3.6 implies that
|M| ≥ 120pn2|C2| ≥ 10
∣∣B1(3)∣∣ > 3∣∣B1∣∣.
Now since one of these three cases must hold, we have |M| > 3|B1|.
4.3.2 Proof of Lemma 4.3.2
Proof. Let
ε = 0.1, α = 0.8, ζ = 0.001, γ =
1− ε
9
= 0.1, α′ =
α
1− ε =
8
9
and ϕ = 0.001.
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Recall that for a balanced partition Π = (A1, A2, A3), Q(Π) = {(u, v) ∈
(
A1
2
)
: dΠ(u, v) <
αn2p2/9}.
By Propositions 4.2.3 and 4.2.5 it is sufficient to prove Lemma 4.3.2 when dΠ(v) ≥ (1−ε)pn2/9 =
γpn2 for every vertex v and d(u, v) ≤ (1 + ε)n2p2/2 for every pair (u, v) of distinct vertices. Then
dΠ(u, v) ≤ α′pdΠ(v) for every pair (u, v) in Q(Π).
Let A = A(δ) be the event that for δ > 0, there exists a balanced cut Π such that t(G) ≤
|G(Π)| + |Q(Π)|δn2p2. To prove Lemma 4.3.2, we will show that P[A] = o(1) for δ < ϕγ/2. Since
Q(Π) contains a bipartite subgraph R with at least half of the edges of Q(Π), the event A implies
that t(G) ≤ |G(Π)| + 2|R|δn2p2 for some bipartite R ⊆ Q(Π). By Proposition 4.2.8, we have
dQ(Π)(v) ≤ ζ/p for every vertex v, and therefore, we have
dR(v) ≤ ζ/p. (4.4)
Let X,Y be disjoint subsets of V , R be a spanning subgraph of [X,Y ] satisfying (4.4), and f
be a function from X to
{
k ∈ N : k ≥ γpn2}. Denote by E(R,X, Y, f) the event that there is a
balanced cut Σ of G such that for every vertex x in X, we have
dΣ(x) = f(x), R ⊆ Q(Σ), (4.5)
and
t(G) ≤ |G[Σ]|+ ϕ|R|γn2p2.
If δ < ϕγ/2, then the event A implies event E(R,X, Y, f) for some choice of (R,X, Y, f).
We will show that there exists a constant c such that
P[E(R,X, Y, f)] ≤ e−c|R|n2p2 . (4.6)
There are at most
((n2)
t
)
2tn2t ways to choose (R,X, Y, f) with |R| = t. Then by the union
bound, we have
P[A] ≤
∑
t>0
((n
2
)
t
)
2tn2te−ctn
2p2 = o(1).
Now we prove (4.6), which completes the proof of Lemma 4.3.2. We consider revealing the
edges of G in stages:
(i) Examine the triplets of vertices of G that contain x ∈ X.
(ii) Examine the rest of the triplets of vertices of G except those belonging to ⋃y∈Y [y,∪xy∈RL(x)].
(iii) Examine the rest of the triplets of vertices of G.
Let G′ be the subhypergraph of G consisting of the edges chosen in (i) and (ii), and let Γ be a
balanced cut of G′ maximizing |G′[Σ]| among balanced cuts Σ satisfying (4.5). Recall that for any
balanced cut Σ, we have dΣ(x, y) < α
′pdΣ(x) for all (x, y) ∈ Q(Σ). So for any balanced cut Σ
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satisfying (4.5), we have
|G[Σ]| ≤ |G′[Σ]|+
∑
y∈Y
∑
xy∈R
dΣ(x, y)
≤ |G′[Γ]|+
∑
y∈Y
∑
xy∈R
dΣ(x, y)
≤ |G′[Γ]|+
∑
y∈Y
∑
xy∈R
α′pdΣ(x)
≤ |G′[Γ]|+ α′p
∑
y∈Y
∑
xy∈R
f(x). (4.7)
Note that the right hand side of (4.7) does not depend on the partition Σ, so it gives an upper
bound on |G[Σ]| for all Σ satisfying (4.5). On the other hand, we look at Γ. For each y ∈ Y , set
M(y) = ∪xy∈RLΓ(x). We have
t(G) ≥ |G[Γ]| = |G′[Γ]|+
∑
y∈Y
|G[y,M(y)]|. (4.8)
Recall that dΓ(x) = f(x) ≥ γpn2, so for any two vertices x and x′, we have dΓ(x, x′) ≤ d(x, x′) ≤
(1+ε)n2p2/2 ≤ pdΓ(x)/γ. Also recall that R satisfies (4.4), so for each y ∈ Y we have dR(y) ≤ ζ/p.
It follows that for each y ∈ Y , we have
|M(y)| ≥
∑
xy∈R
dΓ(x)− ∑
x 6=x′∈NR(y)
dΓ(x, x
′)

≥
∑
xy∈R
[
dΓ(x)− dR(y) · max
x 6=x′∈NR(y)
dΓ(x, x
′)
]
≥
∑
xy∈R
[dΓ(x)− ζ/p · pdΓ(x)/γ]
≥ (1− ζ/γ)
∑
xy∈R
f(x).
Let µ be the expectation of the sum in (4.8). Then we have
µ = p
∑
y∈Y
|M(y)| ≥ (1− ζ/γ)p
∑
y∈Y
∑
xy∈R
f(x).
Then using Lemma 4.2.1, we know that with probability at least 1 − e−cεµ ≥ 1 − e−c|R|n2p2 for
constant c = cε(γ− ζ), the sum in (4.8) is at least (1− ε)µ, and when this happens, (4.7) and (4.8)
imply that
t(G)− |G[Σ]| ≥ ((1− ε)(1− ζ/γ)− α′)p∑
y∈Y
∑
xy∈R
f(x) > ϕ|R|γn2p2,
which proves (4.6).
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4.4 Proof of Theorem 4.1.1
With Theorem 4.1.3 and Lemmas 4.3.1 and 4.3.2, we are able to prove Theorem 4.1.1.
Proof of Theorem 4.1.1. Let F˜ be a maximum F5-free subhypergraph of G, so |F˜ | ≥ t(G). To
prove Theorem 4.1.1, it is sufficient to show that |F˜ | ≤ t(G). Let Π = (A1, A2, A3) be a 3-partition
maximizing F˜ [Π], so Π is balanced. For 1 ≤ i ≤ 3, let B˜i = {e ∈ F˜ , |e ∩ Ai| ≥ 2}. Without loss of
generality, we may assume |B˜1| ≥ |B˜2|, |B˜3|. Let B(Π) = {e ∈ G : ∃(u, v) ∈ Q(Π) s.t. {u, v} ⊂ e}
and F = F˜ − B(Π). Then F satisfies Condition (iii) of Lemma 4.3.1 and Π maximizes F [Π] also.
By Proposition 4.2.2, we know that w.h.p. |B(Π)| ≤ 2|Q(Π)|np. By Proposition 4.2.8, we know that
w.h.p. |Q(Π)| = o(n/p), so |B(Π)| = o(n2). Then by Theorem 4.1.3 and Proposition 4.2.7, we know
that F and Π satisfy Condition (i) of Lemma 4.3.1. For 1 ≤ i ≤ 3, let Bi = {e ∈ F , |e ∩ Ai| ≥ 2}.
Then we have:
|F˜ | ≤ |F˜ [Π]|+ 3|B˜1|
= |F [Π]|+ 3|B1|+ 3|F˜ ∩B(Π)|
≤ |G[Π]|+ 3|B(Π)| (4.9)
≤ |G[Π]|+ 3 · 2|Q(Π)|np (4.10)
≤ |G[Π]|+ |Q(Π)|δn2p2
≤ t(G). (4.11)
Here we apply Lemma 4.3.1 to F and Π to get (4.9), apply Proposition 4.2.2 to get (4.10)
and apply Lemma 4.3.2 to get (4.11). We therefore know that |F˜ | = t(G) and so equality holds
throughout the above string of inequalities. Note that if B1 6= ∅, then |F [Π]|+3|B1|+3|F˜ ∩B(Π)| <
|G[Π]|+ 3|B(Π)|, and if Q(Π) 6= ∅, then |G[Π]|+ |Q(Π)|δn2p2 < t(G). Each of these statements are
contradictions, and so both B1 and Q(Π) are empty sets. It follows that B˜1 is an empty set. We
assume that |B˜1| ≥ |B˜2|, |B˜3|, so |B˜1| = |B˜2| = |B˜3| = 0, which means F˜ is tripartite.
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Chapter 5
Chromatic Threshold of Hypergraphs
5.1 Introduction
Definition. Let F be a family of r-uniform hypergraphs. The chromatic threshold of F , is the
infimum of the values c ≥ 0 such that the subfamily of F consisting of hypergraphs H with
minimum degree at least c
(|V (H)|
r−1
)
has bounded chromatic number.
The study of the chromatic thresholds of graphs was motivated by a question of Erdo˝s and
Simonovits [50]: “If G is non-bipartite, what bound on δ(G) forces G to contain a triangle?” This
question was answered by Andra´sfai, Erdo˝s, and So´s [9], who showed that the answer is 2/5|V (G)|,
achieved by the graph obtained from C5 by replacing each edge with a copy of Kn/5,n/5. Andra´sfai,
Erdo˝s, and So´s’s [9] idea, i.e., blowing up a small triangle-free graph to create a new graph with
the same chromatic number and large minimum degree, can be generalized to show that for every
k and  there exists a triangle-free graph G with χ(G) ≥ k and δ(G) ≥ (1/3− )|V (G)|. This led to
the following conjecture: if δ(G) > (1/3 + )|V (G)| and G is triangle-free, then χ(G) ≤ k, where
k is a constant depending only on .
Note that the conjecture is equivalent to the statement that the family of triangle-free graphs
has chromatic threshold 1/3. The conjecture was proven by Thomassen [105]. Subsequently, there
have been three more proofs of the conjecture: one by  Luczak [75] using the Regularity Lemma, a
result of Brandt and Thomasse´ [30] proving that one can take k = 4, and a recent proof by  Luczak
and Thomasse´ [76] using the concept of Vapnik-Chervonenkis dimension (which is defined later in
this chapter).
For other graphs, Goddard and Lyle [62] proved that the chromatic threshold of the family of
Kr-free graphs is (2r − 5)/(2r − 3) while Thomassen [106] showed that the chromatic threshold
of the family of C2k+1-free graphs is zero for k ≥ 2. Recently,  Luczak and Thomasse´ [76] gave
another proof that the class of C2k+1-free graphs has chromatic threshold zero for k ≥ 2, as well as
several other results about related families, such as Petersen graph-free graphs. The main result of
Allen, Bo¨ttcher, Griffiths, Kohayakawa and Morris [3] is to determine the chromatic threshold of
the family of H-free graphs for all H.
Motivated by the above results, we investigate the chromatic thresholds of the families of A-free
hypergraphs for some r-uniform hypergraph A. Recall from Section 4.1 that one way to generalize
the triangle to 3-uniform hypergraphs is the hypergraph F5, which is the hypergraph with vertex set
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{a, b, c, d, e} and edge set {abc, ade, bde}. We prove the following bounds on the chromatic threshold
of the family of F5-free 3-uniform hypergraphs, which is the main theorem of this chapter.
Theorem 5.1.1. The chromatic threshold of the family of F5-free 3-uniform hypergraphs is between
6/49 and (
√
41− 5)/8 ≈ 7/40.
The rest of this chapter is organized as follows. First, in Section 5.2 we define and motivate
fiber bundles and fiber bundle dimension, the main tools in the proof of Theorem 5.1.1. Next, we
show the proof of Theorem 5.1.1 in Section 5.3. The final section gives lower bounds for several
other families of hypergraphs, along with conjectures and open problems. The lower bounds all
follow from specific constructions, some of which use a generalized Kneser hypergraph; this graph
is defined and discussed in Section 5.4. We also make a conjecture about the chromatic number of
generalized Kneser hypergraphs; see Conjecture 5.4.1.
5.2 Fiber Bundles and Fiber Bundle Dimension
The proof of Theorem 5.1.1 is based on a method by  Luczak and Thomasse´ [76] to color graphs,
which itself was based on the Vapnik-Chervonenkis dimension. Let H be a hypergraph. A subset
X of V (H) is shattered by H if for every Y ⊆ X, there exists an E ∈ H such that E ∩ X = Y .
Introduced in [93] and [108], the Vapnik-Chervonenkis dimension of H (or VC-dimension) is the
maximum size of a vertex subset shattered by H.
Definition. A fiber bundle is a tuple (B, γ, F ) such that B is a hypergraph, F is a finite set, and
γ : V (B) → 22F . That is, γ maps vertices of B to collections of subsets of F , which we can think
of as hypergraphs on vertex set F . The hypergraph B is called the base hypergraph of the bundle
and F is the fiber of the bundle. For a vertex b ∈ V (B), the hypergraph γ(b) is called the fiber
over b.
We should think about a fiber bundle as taking a base hypergraph and putting a hypergraph
“on top” of each base vertex. There is one canonical example of a fiber bundle. Given a hypergraph
B, define the neighborhood bundle of B to be the bundle (B, γ, F ) where F = V (B) and γ maps
b ∈ V (B) to {A ⊆ F : A ∪ {b} ∈ E(B)}.
Why define and use the language of fiber bundles? We can consider that in some sense fiber
bundles are a generalization of directed graphs to hypergraphs, where we think of γ(x) as the “out-
neighborhood” of x. In the neighborhood bundle, γ(x) is related to the neighbors of x so we can
consider the neighborhood bundle as some sort of directed analogue of the undirected hypergraph
B, where each edge is directed “both ways”. By thinking of the “out-neighborhood” of x as γ(x)
and not requiring any dependency between γ(x) and γ(y) for x 6= y, we have no dependency
between the neighborhood of x and the neighborhood of y, which is one of the defining differences
between directed and undirected graphs. Note that the definition of a fiber bundle differs from the
usual definition of directed hypergraph used in the literature, which is the reason we use the term
“fiber bundle” instead of “directed hypergraph.”
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A fiber bundle (B, γ, F ) is (rB, rγ)-uniform if B is an rB-uniform hypergraph and γ(b) is an
rγ-uniform hypergraph for each b ∈ V (B). Given X ⊆ V (B), the section of X is the hypergraph
with vertex set F and edges ∩x∈Xγ(x). In other words, the section of X is the collection of subsets
of F that appear in the fiber over x for every x ∈ X. Motivated by a definition of  Luczak and
Thomasse´ [76], we define the H-dimension of a fiber bundle. Let H be a hypergraph and define
dimH(B, γ, F ) to be the maximum integer d such that there exist d disjoint edges E1, . . . , Ed of
B (i.e. a matching) such that for every x1 ∈ E1, . . . , xd ∈ Ed, the section of {x1, . . . , xd} contains
a copy of H. Our definition of dimension coincides with the definition of paired VC-dimension in
[76] when (B, γ, F ) is (2, 1)-uniform and H = {{x}}, the complete 1-uniform, 1-vertex hypergraph.
Let A be an r-uniform hypergraph. Our method of proving an upper bound on the chromatic
threshold of the family of A-free hypergraphs, used in Theorem 5.1.1, is the following. Let G be an
A-free r-uniform hypergraph with minimum degree at least c
(|V (G)|
r−1
)
. We now need to show that
G has bounded chromatic number, which we do in two steps. Let (G, γ, F ) be the neighborhood
bundle of G. First, we show that the dimension of (G, γ, F ) is bounded by showing that if the
dimension is large then we can find A as a subhypergraph. Then, given that dimH(G, γ, F ) is
bounded, we use the following theorem to bound the chromatic number of G. In most applications,
we will let H be an (r − 1)-uniform, (r − 1)-partite hypergraph.
Theorem 5.2.1. Let rB ≥ 2, rγ ≥ 1, d ∈ Z+, 0 <  < 1, and H be an rγ-uniform hyper-
graph with zero Tura´n density. Then there exists constants K1 = K1(rB, rγ , d, ,H) and K2 =
K2(rB, rγ , d, ,H) such that the following holds. Let (B, γ, F ) be any (rB, rγ)-uniform fiber bundle
where dimH(B, γ, F ) < d and for all b ∈ V (B),
|γ(b)| ≥ 
(|F |
rγ
)
.
If |F | ≥ K1, then χ(B) ≤ K2.
The above theorem is sufficent for our purposes, interested readers may check the thesis of
Lenz [74] for the proof, which proves something slightly stronger. The conclusion of the above
theorem can be reworded to say that either F is small, the chromatic number of B is bounded,
or dimH(B, γ, F ) is large, which means that we can find d hyperedges E1, . . . , Ed such that every
section of x1 ∈ E1, . . . , xd ∈ Ed contains a copy of H. In fact, the proof shows that if F is large and
the chromatic number of B is large, we can guarantee not only one copy of H but at least Ω(|F |h)
copies of H in each section, where h is the number of vertices in H.
The motivation behind defining and using the language of fiber bundles rather than using the
language of hypergraphs is that in the course of the proof of Theorem 5.2.1, we will modify B and
γ and apply induction. As mentioned above, fiber bundles can be thought of as a directed version
of a hypergraph. When applying Theorem 5.2.1 in Section 5.3, we start with the neighborhood
bundle, which carries no “extra” information beyond just the hypergraph B. But if we tried to
prove Theorem 5.2.1 in the language of hypergraphs, we would run into trouble when we needed
75
to modify γ. In the neighborhood bundle, γ is related to the neighborhood of a vertex and if we
restricted ourselves to neighborhood bundles or just used the language of hypergraphs, modifying
γ(x) would imply that some γ(y)’s would change at the same time. The notion of a fiber bundle
allows us to change the “out-neighborhood” of x independently of changing the “out-neighborhood”
of y 6= x, and this power is critical in the proof of Theorem 5.2.1.
5.3 Chromatic threshold of F5-free hypergraphs
5.3.1 An upper bound on the chromatic threshold of F5-free graphs
In this section, we prove the upper bound in Theorem 5.1.1. We will give an upper bound on
the chromatic threshold by first proving that large dimension forces a copy of F5, and then by
applying Theorem 5.2.1. Let (B, γ, F ) be an (rB, rγ)-uniform fiber bundle, and make the following
definition. A cut in (B, γ, F ) is a pair (X,S) such that X ⊆ V (B), S ⊆ (Frγ), and if γ(x) ∩ S 6= ∅,
then x ∈ X. In other words, the fibers that intersect S come exclusively from X. A k-cut is a cut
(X,S) with |X| ≤ k. The size of a k-cut is the size of |S|.
We now sketch the proof of the upper bound in Theorem 5.1.1. Let G be an n-vertex, 3-uniform,
F5-free hypergraph with minimum degree at least c
(
n
2
)
. Let (G, γ, F ) be the neighborhood bundle
of G, let H = Kq,q for some large constant q (see the definition of q in the first line of the proof
of Lemma 5.3.2), and assume dimH(G, γ, F ) is large. We would like to find a copy of F5 in G.
We first use the fact that dimH(G, γ, F ) is large to find a set U of vertices of G such that G[U ]
has small strong independence number. We then argue that because the minimum degree is large,
there must be some vertices x, y such that their co-neighborhood N(x, y) = {z : xyz ∈ G} has
large intersection with U . Next, we show that since N(x, y) has large intersection with U and
G[U ] has small strong independence number, there must be an edge E with at least two vertices
in N(x, y) ∩ U , which gives a copy of F5.
The best upper bound on the chromatic threshold will come from the lowest required minimum
degree needed in the above proof. The minimum degree is used above to prove that there exists
some x, y with N(x, y)∩U large. If we can find a large cut (X,S) in (G, γ, F ) and we make U large
enough, we could remove X from U while still maintaining all the useful properties of U . Then for
all {x, y} ∈ S, we know that N(x, y) ∩ (U −X) = ∅. Since there are now fewer pairs {x, y} in (F2)
with N(x, y) ∩ (U − X) 6= ∅, we can require a weaker lower bound on the minimum degree of G
to find {x, y} with N(x, y) ∩ U large. In other words, the larger the cut of (G, γ, S) we can find,
the better upper bound on the chromatic threshold we can prove. This is encoded in the following
theorem, which computes the relationship between the minimum degree and the maximum size of
a k-cut.
Theorem 5.3.1. Let 0 ≤ c ≤ 1/5, and fix an integer k and a constant c′ > c. Then there exists
a constant L = L(c, c′, k) such that the following holds. Let G be an n-vertex, F5-free hypergraph
with δ(G) ≥ c′(n2) and let (G, γ, F ) be the neighborhood bundle of G. Assume (G, γ, F ) contains a
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Ed
Figure 5.1: The structure guaranteed by dimension d.
k-cut of size at least (1− 5c)(n2). Then χ(G) ≤ L.
Note that if c = 1/5, then 1−5c = 0 and so this theorem directly proves an upper bound of 1/5
on the chromatic threshold of F5-free hypergraphs. The first part of the proof of Theorem 5.3.1 is
to find a set U with small strong independence number.
Lemma 5.3.2. Let  > 0 be fixed. Then there exists constants d = d() and q = q() such that the
following holds. Let G be an n-vertex, 3-uniform hypergraph and let (G, γ, F ) be the neighborhood
bundle of G. Let H = Kq,q and assume dimH(G, γ, F ) ≥ d. Then there exists a vertex set
U ⊆ V (G) such that |U | = 5d and the strong independence number of G[U ] is at most (1 + )d.
Proof. Let d = 100 + 100/2 and q = 3d+ 2 · 3d. Since dimH(G, γ, F ) ≥ d, there exists a matching
E1, . . . , Ed such that for each w1 ∈ E1, . . . , wd ∈ Ed the section of {w1, . . . , wd} contains a copy of
Kq,q. (See Figure 5.1 for a picture of this structure.) Since q = 3d + 2 · 3d, from each of these 3d
copies of Kq,q we can pick a copy of K2 such that each K2 is vertex disjoint from E1 ∪ . . . ∪ Ed
and all these 3d copies of K2 are vertex disjoint. Now for 1 ≤ i ≤ d, let yizi be a randomly
chosen copy of K2 (with replacement), where each of the 3
d copies of K2 are equally likely. Let
Z = {y1, . . . , yd, z1, . . . , zd} and U = Z ∪ E1 ∪ . . . ∪ Ed. With probability at most
(
d
2
)
1
3d
< 14
some copy of K2 is selected more than once. To finish the proof, we just need to show that with
probability at most 1/4, the strong independence number of G[U ] is at least (1 + )d. Indeed,
in this case the union bound shows that with probability at least 1/2, |U | = 5d and the strong
independence number of G[U ] is at most (1 + )d.
Notice that any strong independent set in G[U ] contains at most d vertices from E1 ∪ . . . ∪Ed
and at most d vertices from Z. Thus any strong independent set in G[U ] with at least (1 + )d
vertices must have at least d vertices in E1 ∪ . . . ∪ Ed and at least d vertices in Z. We need to
prove that this occurs with small probability.
Let x ∈ E1∪· · ·∪Ed and 1 ≤ i ≤ d. We say that {yi, zi} is built from x if {yi, zi} is an edge in a
copy of Kq,q which came from a section of W where x ∈W . That is, say x ∈ Ej . Each section picks
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one of the three vertices of Ej and if the section picks x and {yi, zi} is the edge chosen from the
copy of Kq,q chosen from this section, then we say that {yi, zi} is built from x. For x ∈ E1∪· · ·∪Ed
and 1 ≤ i ≤ d, let Ax,i be the following event:
Ax,i : {yi, zi} is built from x .
First, P[Ax,i] = 1/3. Indeed, say x ∈ Ej and note that there are 3d copies of K2 in total (there are
three choices from each of E1, . . . , Ed for the section) and there are 3
d−1 copies of K2 built from
x. Therefore, when randomly picking copies of K2, the probability that {yi, zi} is built from x is
exactly 1/3.
Let S = {S ⊆ E1 ∪ · · · ∪ Ed : |S| = d and S has at most one vertex in each Ei}. We claim
that the events Ax,i for x ∈ S are mutually independent for every S ∈ S. Indeed, fix some Q ⊆ S.
Then
P
∧
x∈Q
Ax,i
 = 3d−|Q|
3d
=
(
1
3
)|Q|
since there are 3d−|Q| of the copies of K2 built from x for x ∈ Q and built on any of three vertices
in the edges Ej that do not contain a vertex of Q (recall that S has at most one vertex in each Ej).
Thus P[∧x∈QAx,i] =
∏
x∈Q P[Ax,i] so that for every S ∈ S the events Ax,i for x ∈ S are mutually
independent. Therefore,
P
[∧
x∈S
Ax,i
]
=
(
2
3
)|S|
.
Let BS,i be the event
BS,i : no edge of G contains a vertex of S and both yi and zi.
If BS,i holds, then for every x ∈ S it is the case that the event Ax,i fails since if Ax,i holds then
{yi, zi, x} ∈ E(G). Thus
P[BS,i] ≤ P
[∧
x∈S
Ax,i
]
=
(
2
3
)|S|
.
For each T ⊆ [d] with |T | = d, let BS,T be the conjunction of the events BS,i for all i ∈ T .
The events BS,i are mutually independent for i ∈ T since the copies of K2 were selected with
replacement, so that P[BS,T ] ≤ (2/3)|S||T |. Let XS,T be the indicator random variable for the event
BS,T and let X be the sum of all indicator random variables over all S ∈ S and all T ⊆ [d] with
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|T | = d. We now have ( dd) choices for T and 3d( dd) choices for S so that
E[X] =
∑
XS,T ≤ 3d
(
d
d
)2(2
3
)2d2
≤
(
3
(e

)2(2
3
)d)d
<
1
4
.
By Markov’s inequality, the probability that X ≥ 1 is at most 1/4 so that with probability at
most 1/4, some BS,T holds. If W is a strong independent set in G[U ] with |W | ≥ (1 + )d, then
|W ∩Z| ≥ d and |W ∩ (E1 ∪ · · · ∪Ed)| ≥ d. Also, W uses at most one vertex from each pair in Z
so that there exists T ⊆ [d] of size n such that for i ∈ T we have that either yi or zi is in W . Since
W uses at most one vertex from each Ei, there exists S ⊆ W ∩ (E1 ∪ · · · ∪ Ed) with |S| = d and
S ∈ S. Since W is a strong independent set the event BS,T holds. Therefore, the probability some
BS,T holds is an upper bound for the probability the strong independence number of G[U ] is at
least (1+ )d. Since the probability that some BS,T holds is at most 1/4, the proof is complete.
We can now prove Theorem 5.3.1.
Proof of Theorem 5.3.1. Pick  so that c′ = (1 + 2)c and let d = d() and q = q() be given by
Lemma 5.3.2, and also assume that d is large enough so that 5d > k(1 + 2). Suppose that if
H = Kq,q then dimH(G, γ, F ) ≤ d. Then by Theorem 5.2.1, there exists constants K1 = K1(, d,H)
and K2 = K2(, d,H) (note that K1 and K2 depend only on c, c
′, k) such that either |F | < K1 or
χ(G) < K2. Since |F | = |V (G)|, this implies that χ(G) < max{K1,K2}.
We can therefore assume that dimH(G, γ, F ) ≥ d. By Lemma 5.3.2, there exists a set U ⊆ V (G)
such that |U | = 5d and the strong independence number of G[U ] is at most (1 + )d. Let (X,S)
be a k-cut of size at least (1 − 5c)(n2). Let G′ be the bipartite graph with partite sets A = U \X
and B =
(
V (G)
2
) \ S where {u, {v, w}} is an edge in G′ if and only if {u, v, w} is an edge in G.
|A| ≥ 5d−|X|, so G′ contains at least (5d−|X|)δ(G) edges. |B| = (n2)−|S|, so there is some x 6= y
such that dG′({x, y}) is at least
(5d− |X|)δ(G)(
n
2
)− |S| ≥ (5d− k)(1 + 2)c
(
n
2
)
5c
(
n
2
) = (5d− k)(1 + 2)
5
> (1 + )d.
This implies that there is some x, y with |N(x, y) ∩ U | > (1 + )d. Since the strong independence
number of G[U ] is at most (1 + )d, there exists some edge E with two vertices in N(x, y). Then
x, y together with E form a copy of F5 in G. This contradiction completes the proof.
5.3.2 Finding a large cut in an F5-free hypergraph
In order to use Theorem 5.3.1 to prove the upper bound in Theorem 5.1.1, we now need to show the
existence of a large cut. Note that in Theorem 5.3.1 the bound on the chromatic number depends
on k but there are no other restrictions on k. Thus to prove an upper bound on the chromatic
threshold of a F5-free graph G, one can pick any fixed integer k and ask what is the size of the
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largest k-cut. In the following lemma, we set k = 5 and prove that if δ(G) ≥ c′(n2) with c′ > c, then
there exist a 5-cut of G of size approximately 4c2
(
n
2
)
. Solving 4c2 = 1− 5c gives c = (√41− 5)/8,
the bound in Theorem 5.1.1.
We suspect that the bound on the chromatic threshold of F5-free hypergraphs can be improved
by finding a larger cut, perhaps by increasing k. In order to achieve a bound of c = 6/49, we would
need to find a cut of size s
(
n
2
)
with s = 1− 5c = 539/36c2 ≈ 15c2.
Lemma 5.3.3. Let 0 < c < c′ be fixed. There exists a constant n0 = n0(c, c′) such that for all
n > n0 the following holds. Let G be an n-vertex, 3-uniform, F5-free hypergraph with δ(G) ≥ c′
(
n
2
)
.
Let (G, γ, F ) be the neighborhood bundle of G. Then (G, γ, F ) has a 5-cut of size at least 4
(
c(n−1)
2
)
.
Combining Theorem 5.3.1 with Lemma 5.3.3, we can prove Theorem 5.1.1.
Proof of Theorem 5.1.1. Let c = (
√
41 − 5)/8, let c′ > c be fixed, and let G be any n-vertex,
3-uniform, F5-free graph with minimum degree at least c
′(n
2
)
. Let (G, γ, F ) be the neighborhood
bundle of G. Let b = (c′+ c)/2 so that c′ > b > c. Then by Lemma 5.3.3, either |V (G)| is bounded
or (G, γ, F ) contains a 5-cut of size at least 4
(
b(n−1)
2
)
. Since b > c, if n is large enough this is at
least 4c2
(
n
2
)
. Notice that 4c2 = 1 − 5c, so Theorem 5.3.1 implies that the chromatic number of G
is bounded.
The first step in the proof of Lemma 5.3.3 is the following lemma.
Lemma 5.3.4. In a graph G, we call a non-edge uv /∈ E(G) good if N(u) ∩N(v) 6= ∅. If G is a
triangle-free graph with n vertices and m edges, then G has at least m− n/2 good non-edges.
Proof. We prove this by induction on n. It is obviously true for n = 1 and n = 2. Now assume
n > 2. If some component of G is not regular, then there exist vertices u, v in that component
such that u ∈ N(v) and d(u) < d(v). Then G − u has n − 1 vertices and m − d(u) edges. By
induction, G − u has at least m − d(u) − n−12 good non-edges. For any vertex w ∈ N(v) − u, uw
is a good non-edge, so G has at least m − d(u) − n−12 + d(v) − 1 ≥ m − n/2 good non-edges. If
all components of G are regular, then pick one component K. Assume K is r-regular, choose a
vertex v in K, and let N2(v) = {u : there exists a P3 connecting u and v}. If |N2(v)| ≥ r, then by
the induction hypothesis G− v has at least m− r − n−12 good non-edges, and since for any vertex
u ∈ N2(v) it is the case that uv is a good non-edge, G has at least m−r− n−12 + |N2(v)| ≥ m−n/2
good non-edges. If |N2(v)| < r, then since K is triangle-free and r-regular, K is the complete
bipartite graph Kr,r, which has r
2 edges and r2 − r good non-edges. Now G − K has n − 2r
vertices and m− r2 edges, so by induction it has m− r2− (n− 2r)/2 good non-edges. Then G has
m− r2 − (n− 2r)/2 + r2 − r = m− n/2 good non-edges.
Proof of Lemma 5.3.3. Recall from Section 4.1 that K−4 is the 3-uniform hypergraph with 4 vertices
and 3 edges. We examine the copies of K−4 in G.
Case 1 : There exists a vertex v of G such that v is not contained in any copy of K−4 . Consider
L = γ(v)[V (G)− v], which is a triangle-free graph with n− 1 vertices and at least c(n2) edges. By
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Lemma 5.3.4, L has at least c
(
n
2
)− n−12 good non-edges. Let X = ∅ and S be the set of these good
non-edges. We claim that (X,S) is a cut in (G, γ, F ). Suppose for contradiction that there exists
some x ∈ V (G) and {u,w} ∈ S such that {u,w, x} ∈ G. Pick a vertex y from NL(u) ∩ NL(w).
Then u, v, w, x, y form a copy of F5 in G, which is a contradiction.
Case 2 : Every vertex of G is contained in some copy of K−4 . Pick some U ⊆ V (G) such that
G[U ] = K−4 , let U = {u1, u2, u3, u4}, and let G′ = ∪4i=1γ(ui). Consider γ(ui) ∩ γ(uj) for i 6= j. If
γ(ui)∩γ(uj) contains a matching of size two, then G contains a copy of F5. Say ab, cd ∈ γ(ui)∩γ(uj)
with a, b, c, d distinct. Then since G[U ] = K−4 , there is some edge E = {ui, uj , w} ∈ G. If w 6= a
and w 6= b, then a, b, ui, uj , w form a copy of F5 and if w = a or w = b, then c, d, ui, uj , w form a
copy of F5. Thus γ(ui) ∩ γ(uj) is a star so has at most n elements. Since each γ(x) has size at
least c′
(
n
2
)
, G′ has at least 4c′
(
n
2
)− (42)n > 4c(n2) edges if n is large enough.
Then G′ has n vertices and at least 4c
(
n
2
)
edges, so there exist a vertex v whose degree in G′
is at least 4c(n− 1). Let N denote the neighborhood of v in G′ and let N1, . . . , N4 be a partition
of N such that for every 1 ≤ i ≤ 4 and every vertex w ∈ Ni, vw ∈ γ(ui). Let X = U ∪ {v} and
S =
⋃4
i=1
(
Ni
2
)
, so that |X| = 5 and |S| ≥ 4(|N |/42 ) = 4(c(n−1)2 ). We claim that (X,S) is a cut in
(G, γ, F ). Suppose for contradiction that there exists some z /∈ X such that γ(z) ∩ S 6= ∅. Pick
{x, y} ∈ γ(z) ∩ S, then {x, y} ⊆ Ni for some 1 ≤ i ≤ 4. Now v, ui, x, y, z form a copy of F5, which
is a contradiction.
From these two cases we can see that (G, γ, F ) has a 5-cut of size at least
min
{
c
(
n
2
)
− n− 1
2
, 4
(
c(n− 1)
2
)}
.
Because G is F5-free, it follows that c ≤ 2/9 and therefore min
{
c
(
n
2
)− n−12 , 4(c(n−1)2 )} = 4(c(n−1)2 ).
5.3.3 A construction for the lower bound
To prove a lower bound on the chromatic threshold of the family of F5-free hypergraphs, we need
to construct an infinite sequence of F5-free hypergraphs with large chromatic number and large
minimum degree. Our construction is inspired by a construction by Hajnal [50] of a dense triangle-
free graph with high chromatic number. Hajnal’s key idea was to use the Kneser graph to obtain
large chromatic number. The Kneser graph KN(n, k) has vertex set
([n]
k
)
, and two vertices F1, F2
form an edge if and only if F1 ∩ F2 = ∅. We use an extension of Kneser graphs to hypergraphs.
Alon, Frankl, and Lova´sz [4] considered the Kneser hypergraph KNr(n, k), which is the r-uniform
hypergraph with vertex set
([n]
k
)
, and r vertices F1, . . . , Fr form an edge if and only if Fi ∩ Fj = ∅
for i 6= j. They gave a lower bound on the chromatic number of KNr(n, k) as follows.
Theorem 5.3.5. If n ≥ (t− 1)(r − 1) + rk, then χ(KNr(n, k)) ≥ t.
We first show that KNr(n, k) is F5-free for n < 4k.
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Lemma 5.3.6. If n < 4k, then KN3(n, k) is F5-free.
Proof. Say {a, b, c}, {a, b, d} and {c, d, e} are edges in KN3(n, k). Then by definition a, b, c, and d
are four disjoint k-sets in [n], which is impossible because n < 4k.
Proof of the lower bound in Theorem 5.1.1. Fix t ≥ 2 and  > 0. Pick k ≥ 2t and n = 3k+2(t−1)
and note that n < 4k. By Theorem 5.3.5, KN3(n, k) has chromatic number at least t and by
Lemma 5.3.6 is F5-free. For integers u, v, and w where n divides u, let U , V and W be disjoint
vertex sets of size u, v, and w respectively. Partition U into U1, . . . , Un such that |Ui| = un for each
i. Let H be the hypergraph with vertex set V (KN3(n, k)) ∪ U ∪ V ∪W and the following edges.
• For {S1, S2, S3} ∈ KN3(n, k), make {S1, S2, S3} an edge of H.
• For S ∈ V (KN3(n, k)), x ∈ Ui with 1 ≤ i ≤ n, and y ∈ V , make {S, x, y} an edge of H if
i ∈ S.
• For x ∈ U , y ∈ V , and z ∈W , make {x, y, z} an edge of H.
Notice that H has chromatic number at least t because KN3(n, k) is a subhypergraph.
Claim 1: H contains no subgraph isomorphic to F5.
Proof. Suppose {a, b, c}, {a, b, d} and {c, d, e} are the hyperedges of a copy of F5 in H. Notice that
the hypergraph induced by U, V, V (KN3(n, k)) ∪ W is 3-partite, apart from those edges within
KN3(n, k). Note that a 3-uniform, 3-partite hypergraph is F5-free, therefore any copy of F5
must contain an edge from KN3(n, k). If that edge is {a, b, c} then d must also be contained
in V (KN3(n, k)). But then c and d are both in V (KN3(n, k)), which means e must be as well. Be-
cause KN3(n, k) is F5-free, this is a contradiction. Similarly, {a, b, d} ( V (KN3(n, k)). Therefore,
{c, d, e} ⊆ V (KN3(n, k)), and without loss of generality b ∈ U and a ∈ V . Because {a, b, c} and
{a, b, d} are edges, b must be in both c and d, which contradicts the fact that {c, d, e} is an edge of
KN3(n, k).
Claim 2: The minimum degree of H is at least (1− ) 649
(|V (H)|
2
)
if |V (H)| is large enough.
Proof. Vertices in KN3(n, k) have degree at least k unv =
kuv
3k+2(t−1) . Since t is fixed, we can choose
k large enough that vertices in KN3(n, k) have degree at least (1 − /2)uv/3. Vertices in A have
degree at least vw, vertices in B have degree at least uw, and vertices in C have degree at least
uv. Thus the minimum degree of H is at least min
{
(1− /2)uv3 , uw, vw
}
. Choose u, v, and w
so that uv3 = uw = vw, we obtain that u = v and w = v/3 and the minimum degree is at least
(1− /2)u2/3. The number of vertices is u+ v +w+ (nk) = 73u+ (nk). Since u2/3 ≈ 6/49(7u/32 ), we
can choose u large enough so that the minimum degree of H is at least (1− ) 649
(|V (H)|
2
)
.
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We have proved that for every fixed t ≥ 2 and every  > 0, there is a constant N0 such that for
N > N0 there exists an N -vertex, 3-uniform, F5-free hypergraph with chromatic number at least
t and minimum degree at least (1 − ) 649
(|V (H)|
2
)
. By the definition of chromatic threshold, this
implies that the chromatic threshold of the family of F5-free hypergraphs is at least
6
49 .
5.4 Generalized Kneser hypergraphs
In Section 5.3.3, we used a generalization of the Kneser graph to hypergraphs to give a lower bound
on the chromatic threshold of the family of F5-free hypergraphs. In Section 5.5, we will use similar
constructions to give lower bounds on the chromatic threshold of the family of A-free hypergraphs,
for several other hypergraphs A. For some of these constructions, we will need a more general
variant of the Kneser hypergraph, which we explore in this section.
Sarkaria [92] considered the generalized Kneser hypergraph KNrs(n, k), which is the r-uniform
hypergraph with vertex set
([n]
k
)
, in which r vertices F1, . . . , Fr form an edge if and only if no
element of [n] is contained in more than s of them. Note that the Kneser hypergraph KNr(n, k) is
KNr1(n, k). Sarkaria [92] and Ziegler [110] gave lower bounds on the chromatic number of KN
r
s(n, k),
but Lange and Ziegler [73] showed that the lower bounds obtained by Sarkaria and Ziegler apply
only if one allow the edges of KNrs(n, k) to have repeated vertices. We conjecture that for KN
r
s(n, k),
a statement similar to Theorem 5.3.5 is true.
Conjecture 5.4.1. There exists T (r, s, t) such that if n ≥ T (r, s, t) + rk/s, then χ(KNrs(n, k)) ≥
t.
The following much weaker statement is sufficient for our purposes. The proof is similar to an
argument of Szemere´di which appears in a paper of Erdo˝s and Simonovits [50], and the proof of
Claim 1 is motivated by an argument of Kleitman [70].
Theorem 5.4.2. Let c > 0; then for any integers r, t, there exists K0 = K0(c, r, t) such that if
k ≥ K0, s = r − 1, and n = (r/s+ c)k, then χ(KNrs(n, k)) > t.
Before we prove this theorem, we need two definitions. A family F of subsets of [n] is monotone
decreasing if F ∈ F and F ′ ⊆ F imply F ′ ∈ F . Similarly, it is monotone increasing if F ∈ F and
F ⊆ F ′ imply F ′ ∈ F .
Proof of Theorem 5.4.2. Fix an integer t. We would like to prove that if k is large enough then it
is impossible to t-color KNrs(n, k). So let k be some integer and assume KN
r
s(n, k) can be t-colored.
Then the k-subsets of [n] can be divided into t families, F1, . . . ,Ft, such that F1 ∩ · · · ∩ Fr 6= ∅ for
all distinct F1, . . . , Fr ∈ Fi, 1 ≤ i ≤ t. For 1 ≤ i ≤ t, let F∗i = {A : A ⊆ [n],∃F ∈ Fi such that F ⊆
A}. Then F∗1 , . . . ,F∗t are monotone increasing families of subsets of [n]. Let w = s/r; since
s = r − 1, w = 1− 1/r. For a family F of subsets of [n], define the weighted size W [F ] of F by
W [F ] =
∑
F∈F
w|F |(1− w)n−|F |.
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Claim 1: For 1 ≤ ` ≤ t,W [∪`i=1F∗i ] ≤ 1− 1/r`.
Proof. We prove this by induction on `. For ` = 1, Frankl and Tokushige [56] showed that for a
family F of subsets of [n], if F1∩· · ·∩Fr 6= ∅ for all distinct F1, . . . , Fr ∈ F , thenW [F ] ≤ w = 1−1/r.
Now assume that the statement is true for `. Let U = ∪`i=1F∗i and L = F∗`+1. Then W [U ] ≤ 1−1/r`,
U is a monotone increasing family of subsets of [n], and L is a monotone decreasing family of subsets
of [n]. By the FKG Inequality,
W [U ∩ L] ≤W [U ]W [L].
Then
W [∪`+1i=1F∗i ] = W [U ∩ L] +W [F∗`+1] ≤ W [U ]W [L] +W [F∗`+1]
≤ (1− 1/r`)W [L] +W [F∗`+1] = 1− (1−W [F∗`+1])/r`.
Since W [F∗`+1] ≤ w = 1 − 1/r, we have 1 − (1 −W [F∗`+1])/r` ≤ 1 − 1/r`+1, so W [∪`+1i=1F∗i ] ≤
1− 1/r`+1.
Now we know that W [∪ti=1F∗i ] ≤ 1− 1/rt, so W [∪ti=1F∗i ] ≥ 1/rt. We also know that ∪ti=1F∗i is
the family of subsets of [n] whose size is less than k = n/(r/s+ c), so
W [∪ti=1F∗i ] =
∑
i< n
r/s+c
(
n
i
)
wi(1− w)n−i.
Since wn = nr/s >
n
r/s+c , by Chernoff’s inequality we have
∑
i< n
r/s+c
(
n
i
)
wi(1− w)n−i ≤ e−
(
c
r/s+c
)2
sn
2r = e
− c2s
2(r/s+c)r
k
.
Then if k is large and t is fixed, W [∪ti=1F∗i ] ≤ e−
c2s
2(r/s+c)r
k
< 1/rt which contradicts Claim 1. This
contradiction implies that for any fixed t, there is no choice of K0 such that for all k > K0 it is
possible to t-color KNrs(n, k). This completes the proof.
For an r-uniform hypergraph A, we want to construct an infinite sequence of A-free hypergraphs
with KNr(n, k) or KNrr−1(n, k) as a subhypergraph. This will imply that these A-free hypergraphs
have large chromatic number, but we must first show that for any integer k and for some choice
of n = n(k) one of KNr(n, k), KNrr−1(n, k) is A-free. We now show that KN
3
2(n, k) is T5-free and
S(7)-free under some conditions on n and k. Here T5 is a 3-uniform hypergraph with vertices
v1, v2, v3, v4, v5 and edges {v1, v2, v3}, {v1, v4, v5}, {v2, v4, v5}, {v3, v4, v5}, and S(7) denotes the
Fano plane (the S stands for Steiner Triple System.)
Lemma 5.4.3. If n < (3/2 + 1/4)k, then KN32(n, k) is T5-free.
Proof. If n < 3k/2, then KN32(n, k) has no edge and of course is T5-free. Assume n = (3/2 + )k
with 0 ≤  < 1/4, and suppose T5 is a subhypergraph of KN32(n, k). Since {v1, v4, v5}, {v2, v4, v5},
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(a) TK3(4) (b) S(7) (c) T5
Figure 5.2: Assorted Hypergraphs.
{v3, v4, v5} are edges of T5, the vertices v1, v2, and v3 all lie in v4 ∩ v5. Because |v4 ∩ v5| ≤ 2n−2k =
(1 + 2)k < 3k/2, by the pigeonhole principle, v1 ∩ v2 ∩ v3 6= ∅, which means {v1, v2, v3} is not an
edge, a contradiction.
Lemma 5.4.4. If n < (3/2 + 1/10)k, then KN32(n, k) is S(7)-free.
Proof. Just as in the proof of Lemma 5.4.3, assume n = (3/2 + )k with 0 ≤  < 1/10 and suppose
S(7) is a subhypergraph of KN32(n, k). Let A be a vertex in a copy of S(7) in KN
3
2(n, k) and let
{A,B,C}, {A,D,E}, {A,F,G} be its incident edges in the copy of S(7). Then B∩C,D∩E,F∩G ⊆
A. Since
∣∣A∣∣ = (1/2+)k, |B ∩ C|, |D ∩ E|, |F ∩G| ≥ (1/2−)k. Then since 3(1/2−) > 2(1/2+),
the pigeonhole principle implies that B ∩ C ∩D ∩ E ∩ F ∩ G 6= ∅. Now the copy of S(7) cannot
have an edge not containing A, a contradiction.
We will use Lemma 5.4.4 in Subsection 5.5.2 to provide a lower bound on the chromatic threshold
of the family of S(7)-free hypergraphs. Similarly, we will use Lemma 5.4.3 in Subsection 5.5.3 to
provide a lower bound on the chromatic threshold of the family of T5-free hypergraphs.
5.5 Open Problems and Partial Results
Many open problems remain; for most 3-uniform hypergraphs A the chromatic threshold for the
family of A-free hypergraphs is unknown. Interesting hypergraphs to study are those for which we
know the extremal number, ex(n,A), and we will examine a few of those here along with partial
results and conjectures. We conjecture that most of the lower bounds given by the constructions
in this section are tight.
5.5.1 T Kr(s)-free hypergraphs
Let TKr(s) be the r-uniform hypergraph obtained from the complete graph Ks by enlarging each
edge with r − 2 new vertices. The core vertices of TKr(s) are the s vertices of degree larger than
one. For s > r, let T Kr(s) be the family of r-uniform hypergraphs such that there exists a set
S of s vertices where each pair of vertices from S are contained together in some edge. The set
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S is called the set of core vertices of the hypergraph. For s ≤ r, let T Kr(s) be the family of
r-uniform hypergraphs such that there exists a set S of s vertices where for each pair of vertices
x 6= y ∈ S, there exists an edge E with E∩S = {x, y} (the definition is different when s ≤ r so that
a hypergraph consisting of a single edge is not in T Kr(s)). It is obvious that TKr(s) ∈ T Kr(s).
Recall that Tr,s(n) is the complete n-vertex, r-uniform, s-partite hypergraph with part sizes as
equal as possible. Mubayi [79] showed that if s > r then ex(n, T Kr(s)) = |Tr,s−1(n)| and ex(n,
TKr(s)) = (1 + o(1))|Tr,s(n)|. Recently, Pikhurko [81] has shown that for large n and s > r,
ex(n,TKr(s)) = |Tr,s−1(n)| and that Tr,s−1(n) is the unique extremal example. Because F5 is a
member of T K3(4) it follows that the chromatic threshold of T K3(4)-free hypergraphs is at most
(
√
41−5)/8. The following simple variation on the construction from Section 5.3.3 provides a lower
bound of 18/361 for both TK3(4)-free and T K3(4)-free hypergraphs.
Proposition 5.5.1. The chromatic threshold of T K3(4)-free hypergraphs is at least 18361 .
Proof. The proof is very similar to the proof in Section 5.3.3, we only sketch it here. Choose
k, n, u, v, w, U, V,W as in the proof of the lower bound of Theorem 5.1.1 in Section 5.3.3; that is
k, n, u, v, w are integers with n  u, v, w and U, V,W are disjoint sets of vertices of size u, v, w
respectively. Divide U into U1, . . . , Un so that |Ui| = u/n and divide V into V1, . . . , Vn such that
|Vi| = v/n. Let H be the hypergraph formed by taking KN3(n, k) and adding the complete 3-
partite hypergraph on U, V,W and the following edges. For S ∈ V (KN3(n, k)) and x ∈ Ui and
y ∈ Vj , make {S, x, y} an edge if i, j ∈ S. The minimum degree is maximized when u = v and
w = u/9, which gives minimum degree approximately uv/9 ≈ 18361 ·
(
N
2
)
, where N = u+ v+w+
(
n
k
)
is the number of vertices in the hypergraphs.
Let F be any hypergraph in T K3(4) and assume that F is a subhypergraph of H in which
c1, c2, c3, c4 are the four core vertices. Because any 3-partite hypergraph is T K3(4)-free, it is easy
to see that some edge of F must lie in KN3(n, k), and so there must be at least two core vertices in
KN3(n, k). If c1, c2 ∈ KN3(n, k) and c3 ∈ U ∪ V then c3 is in either Ui or Vi for some i. But then
i ∈ c1 ∩ c2 (recall that vertices in KN3(n, k) are k-sets) which contradicts the fact that c1 and c2
are contained together in some edge of KN3(n, k). Thus all four core vertices must be in KN3(n, k),
which is not possible because n < 4k.
This gives lower bounds on the chromatic thresholds of TK3(4)-free and T K3(4)-free hyper-
graphs and leads to the following questions.
Question 5.5.2. What is the chromatic threshold for TK3(4)-free hypergraphs? It is between
18/361 and 2/9. What is the chromatic threshold for T K3(4)-free hypergraphs? It has the same
lower bound as for TK3(4)-free hypergraphs, and because F5 ∈ T K3(4) the upper bound is (
√
41−
5)/8.
A similar construction provides a T K3(s)-free hypergraph for any s ≥ 5. We have not optimized
the values.
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Lemma 5.5.3. When s ≥ 5, the chromatic threshold of T K3(s)-free hypergraphs is at least
(s− 2)(s− 3)(s− 4)2
(s2 − 13)2 = 1−
13
s
+O(
1
s2
).
Proof. Fix t ≥ 2, k ≥ 2t, and let n = 3k + 2(t − 1). Notice that n < 4k. By Theorem 5.3.5, the
chromatic number of KN3(n, k) is therefore at least t. Fix N  (nk).
Partition N vertices into one part of size u and s− 2 parts of size x, for some u that is divisible
by n. Include as an edge each triple that has at most one vertex in each part. Further partition
the part of size u into n sets, U1, . . . , Un, each of size u/n. From the remaining s − 2 parts of
size x, choose two and designate them W1,W2; label the remaining s − 4 parts V1, . . . , Vs−4. Let
H be the 3-uniform hypergraph formed by taking the disjoint union of KN3(n, k) and the above
complete (s− 1)-partite hypergraph, and adding the following edges. If S ∈ V (KN3(n, k)), v ∈ Vi,
and v′ ∈ Vj for i 6= j, add the edge {S, v, v′}. If S ∈ V (KN3(n, k)) and u ∈ Ui and v ∈ Vj then add
the edge {S, u, v} if and only if i ∈ S.
Notice that H has chromatic number at least t, and that V (H) = N +
(
n
k
)
.
Claim 1: H contains no element of T K3(s) as a subgraph.
Proof. Suppose there is such a subgraph; then at least one core vertex must be contained in
V (KN3(n, k)), because an (s− 1)-partite graph is T Ks(3)-free. In that case, no core vertex can be
in W1 ∪W2 because there is no edge that contains a vertex from W1 ∪W2 as well as a vertex from
V (KN3(n, k)). There must therefore be at least 3 core vertices in V (KN3(n, k)), which means that
two of them must appear in an edge contained within V (KN3(n, k)). Suppose they are S1, S2. If
another core vertex is in U , say u ∈ Ui, then there must be an edge of H containing u and S1, and
there must be an edge containing u and S2. This implies that i ∈ S1 ∩ S2, which contradicts the
fact that S1 and S2 appear together in an edge of KN
3(n, k).
All core vertices must therefore be in V (KN3(n, k)) ∪ V , which means that there must be at
least four of them in V (KN3(n, k)). Because each pair of those four core vertices must appear
together in an edge, and that edge must be in KN3(n, k), those four sets must be pairwise disjoint.
This is impossible because n < 4k.
The minimum degree of this graph is approximately
min
{
1
3
(s− 4)ax+
(
s− 4
2
)
x2,
(
s− 2
2
)
x2, (s− 3)ax+
(
s− 3
2
)
x2
}
.
Notice that a vertex in W1 ∪W2 has degree strictly less than a vertex in KN3(n, k), and so they do
not enter into the above computation. This minimum is largest when u = 3(2s−7)xs−4 , which implies
that x =
(
s−4
s2−13
)
N . The minimum degree of H is then
(s− 2)(s− 3)
2
· (s− 4)
2
(s2 − 13)2N
2 =
(
1− 13
x
+O
(
1
s2
))
N2
2
.
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The construction in Lemma 5.5.3 has one part of “type” U (which is partitioned into n sets),
s−4 parts of “type” V (which are not partitioned, and whose vertices appear in edges that intersect
K), and two parts of “type” W (which are not partitioned and have no vertices that appear in
edges intersecting K). Using this strategy, one can generate similar constructions for TKr(s); the
above proof applies whenever there are x parts of type U , s− (r+ 1) parts of type V , and y parts
of type W , where x+ y = r and s− (r+ 1) + x ≥ r− 1. This last condition is needed for the edges
intersecting K.
Question 5.5.4. What is the chromatic threshold for TK3(s)-free hypergraphs for s > 3? It is
between (s−2)(s−3)(s−4)
2
(s2−13)2 = 1− 13s +O
(
1
s2
)
and
(
1− 1s−1
)(
1− 2s−1
)
= 1− 3s−1 + 2(s−1)2 . The upper
bound comes from Tr,s−1(n).
5.5.2 S(7)-free hypergraphs
Next, consider the Fano plane S(7). de Caen and Fu¨redi [42] showed that ex(n, S(7)) = (34 +
o(1))
(
n
3
)
. The extremal hypergraph for S(7), proven to be extremal by Fu¨redi and Simonovits [60]
and also by Keevash and Sudakov [68], is the hypergraph formed by taking two almost equal vertex
sets U and V and taking all edges that have at least one vertex in each of U and V . We can modify
the hypergraph from Section 5.3.3 to obtain a lower bound on the chromatic threshold of S(7)-free
hypergraphs.
Proposition 5.5.5. The chromatic threshold of S(7)-free hypergraphs is at least 9/17.
Proof. Fix t ≥ 2 and 0 <   1. Then by Lemma 5.3.5 there exists k sufficiently large that if
n = (3 + )k then KN3(n, k) has chromatic number at least t. Fix such a k, and fix N  (nk).
Partition N vertices into two sets, U and V , with |U | = 9N/17 and |V | = 8N/17. Further
partition U into n parts, U1, . . . , Un, each of size |U |/n. Include as an edge each triple that has
at least one vertex in each of U , V . Let H be the hypergraph formed by taking the disjoint
union of this hypergraph and KN3(n, k) and adding the following edges. For u ∈ Ui, u′ ∈ Uj , and
X ∈ V (KN3(n, k)) include {X,u, u′} as an edge if i, j ∈ X (recall that vertices in KN3(n, k) are
subsets of [n]). Let K = V (KN3(n, k)). Notice that H has chromatic number at least t, and that
V (H) = N +
(
n
k
)
.
Claim 1: H contains no subhypergraph isomorphic to S(7).
Proof. First notice that KN3(n, k) is S(7)-free because every pair of vertices in S(7) are in an edge,
which would require there to be 7 pairwise-disjoint k-subsets of [n]. Because n = (3 + )k, this
would be a contradiction. It is easy to see, by considering the partition U, (K ∪ V ), that if H
contains a copy of S(7) then it must involve an edge from H[K] (otherwise the extremal S(7)-free
hypergraph also contains a copy of S(7)). Call this edge {A,B,C}.
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There are four vertices in S(7) \ {A,B,C}, and at least one must be outside K. No more than
one can be in V because there is no edge with one vertex in K and two in V . No more than one
can be in U otherwise one of A∩B, A∩C, B ∩C is non-empty, which contradicts the assumption
that {A,B,C} is an edge of H[K]. Therefore, there must be either 5 or 6 vertices of S(7) in K.
Suppose v is a vertex of S(7) that is outside of K. Then v appears in three edges that overlap
only at v, say {v, S1, S2}, {v, S3, S4}, and {v, S5, S6}. At least one of these edges must contain two
vertices from K, but there is no such edge in H.
The minimum degree of H is at least
min
{
|U ||V |+
(|U |/3
2
)
, |U ||V |+
(|U |
2
)
, |U ||V |+
(|V |
2
)}
=
9
34
N2 − 3
34
N.
Question 5.5.6. What is the chromatic threshold of S(7)-free hypergraphs? It is at least 9/17
and at most 3/4, where the upper bound is from the extremal hypergraph of S(7).
5.5.3 T5-free hypergraphs
Recall that the 3-uniform hypergraph T5 has vertices A,B,C,D,E and edges {A,B,C}, {A,D,E},
{B,D,E}, and {C,D,E}.
Let B3(n) be the 3-uniform hypergraph with the most edges among all n-vertex 3-graphs whose
vertex set can be partitioned into X1, X2 such that each edge contains exactly one vertex from X2.
Fu¨redi, Pikhurko, and Simonovits [59] proved that for n sufficiently large the extremal T5-free
hypergraph is B3(n). It follows that the chromatic threshold for the family of T5-free hypergraphs
is at most 4/9.
Proposition 5.5.7. The chromatic threshold of T5-free hypergraphs is at least 16/49.
Proof. Fix t ≥ 2 and 0 <   1. Then by Lemma 5.3.5 there exists k sufficiently large that if
n = (3/2 + )k then KN32(n, k) has chromatic number at least t. Fix such a k, and fix N 
(
n
k
)
.
Partition N vertices into two parts, U and V , with |U | = 4N/7 and |V | = 3N/7. Further
partition U into n parts, U1, . . . , Un, each of size |U |/n. Include as an edge any triple with two
vertices in U and one in V . Let H be the hypergraph formed by taking the disjoint union of this
graph and KN32(n, k) and including the following edges. If X ∈ V (KN32(n, k)) and u ∈ Ui and
v ∈ V then let {u, v,X} be an edge if i ∈ X (recall that vertices of KN32(n, k) are subsets of [n]).
Let K = V (KN32(n, k)). Notice that H has chromatic number at least t, and that V (H) = N +
(
n
k
)
.
Claim 1: T5 is not a subhypergraph of H.
Proof. Let H ′ be the hypergraph obtained from H by deleting all edges contained in K, and let
X1 = K ∪U and X2 = V . It is now easy to see that H ′ is a subhypergraph of the extremal T5-free
hypergraph; if H contains a copy of T5 it must therefore involve an edge from K. If that edge is
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{A,D,E} (see the labelling of T5 above) then because {B,D,E} and {C,D,E} are edges of T5 it
must be the case that both of B,C are in K, but by Lemma 5.4.3 K does not span a copy of T5.
Similarly, neither {B,D,E} nor {C,D,E} can be contained in K.
We may therefore assume that {A,B,C} is contained in K. Because {A,D,E} is an edge,
and by Lemma 5.4.3, at least one of D,E is in U . Suppose that D ∈ Ui; then because {A,D,E},
{B,D,E}, and {C,D,E} are all edges of T5 it must be the case that i ∈ A∩B∩C. This contradicts
the assumption that {A,B,C} is an edge.
The minimum degree of H is at least
min
{
2|U ||V |
3
, |U ||V |,
(|U |
2
)}
=
8
49
N2 − 2
7
N.
5.5.4 Co-chromatic thresholds
There is another possibility when generalizing the definition of chromatic threshold from graphs
to hypergraphs: we can use the co-degree instead of the degree. If H is an r-uniform hypergraph
and {x1, . . . , xr−1} ⊆ V (H), then the co-degree of x1, . . . , xr−1 is |{z : {x1, . . . , xr1 , z} ∈ H}|. Let
F be a family of r-uniform hypergraphs. The co-chromatic threshold of F is the infimum of
the values c ≥ 0 such that the subfamily of F consisting of hypergraphs H with minimum co-
degree at least c|V (H)| has bounded chromatic number. More generally, the k-degree of x1, . . . , xk
is |{{zk+1, . . . , zr} : {x1, . . . , xk, zk+1, . . . , zr} ∈ H}| and we can define the k-chromatic threshold
similarly. Given a hypergraph H and subsets U, V,W of V (H), we say that an edge {u, v, w} is of
type UVW if u ∈ U, v ∈ V and w ∈W .
The co-chromatic thresholds of F5-free hypergraphs and TK
3(4)-free hypergraphs are trivially
zero because if the minimum co-degree of H is at least 10 then H contains a copy of TK3(4)
and a copy of F5. For the Fano plane, Mybayi proved [78] that for every  > 0 there exists n0
such that any 3-uniform hypergraph with n > n0 vertices and minimum co-degree greater than
(1/2 + )n contains a copy of S(7). In 2009, Keevash [67] improved this by proving that any
3-uniform hypergraph with minimum co-degree greater than n/2 contains a copy of S(7) for n
sufficiently large. Notice that the lower bound construction for the chromatic threshold described
above has non-zero minimum co-degree but the co-degree depends on the parameter t. We can
modify the construction to prove a better lower bound on the co-chromatic threshold of S(7)-free
hypergraphs.
Proposition 5.5.8. The co-chromatic threshold of S(7)-free hypergraphs is at least 2/5.
Proof. Fix t ≥ 2 and 0 <   1. Then by Lemma 5.4.2 there exists k large enough that if
n = (3/2 + )k then KN32(n, k) has chromatic number at least t. Fix N 
(
n
k
)
.
Partition N vertices into two parts, U and V , of size 3N5 and
2N
5 respectively. Include as an edge
any triple with at least one vertex in each part. Further partition U into n sets, U1, . . . , Un, each
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of size |U |/n. Let H be the hypergraph formed by taking the disjoint union of this hypergraph
with KN32(n, k) and including the following edges. Include any edge of type KUV , where K =
V (KN32(n, k)). For any X,Y ∈ K, if |X ∩ Y | < k − 4k then include every edge of the form
{X,Y, u} where u ∈ Ui for some i ∈ X ∪ Y . If |X ∩ Y | ≥ k − 4k then include every edge of the
form {X,Y, u} where u ∈ Ui for some i ∈ X ∩ Y . Notice that H has chromatic number at least t
and that V (H) = N +
(
n
k
)
.
Claim 1: The above hypergraph contains no subgraph isomorphic to S(7).
Proof. First notice that the complete bipartite 3-uniform hypergraph contains no copy of S(7).
Therefore, by considering the partition U, V ∪K, we can see that any copy of S(7) must contain
an edge induced by K. Call this edge {A,B,C}. It also follows from Lemma 5.4.4 that there is no
copy of S(7) completely contained in K.
Claim 1a: Any copy of S(7) intersects U (or V ) in at most one vertex.
Proof. Notice that for any edge e in S(7), every other edge intersects e in at exactly one vertex;
therefore for any copy of S(7) in H every edge contains one of A,B,C. If there were two vertices
of S(7) in U (or in V ) then the edge of S(7) joining them would be unable to intersect A,B, or
C.
Claim 1b: Any copy of S(7) contains no vertex from V .
Proof. Suppose for contradiction a copy of S(7) contains some vertex from V ; then by Claim 1a it
intersects V in exactly one vertex. Every vertex of S(7) is contained in three edges, but because
there is at most one vertex from U involved in the copy of S(7) there can be only one edge that
contains the vertex from V .
Any copy of S(7) must therefore have exactly six vertices in K and exactly one vertex in U .
Suppose they are A,B,C,D,E, F ∈ K and G ∈ Ui. Suppose also that the edges of S(7) induced
by K are
{A,B,C}, {A,E, F}, {C,D,E}, {B,D,F}.
Claim 1c: If {S1, S2, S3} is an edge in K then |Si ∩ Sj | ≤ k/2 + k for all i 6= j.
Proof. This follows from the definition of the hypergraph on K:
k = |S1| ≤ n− |S2 ∩ S3| = (3/2 + )k − |S2 ∩ S3|, so |S2 ∩ S3| ≤ k/2 + k,
and the claim follows through symmetry.
Claim 1d: The following intersections all have size at least 2k − 4k: A ∩D,B ∩ E,C ∩ F .
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Proof. We will prove that |A∩D| ≥ 2k−4k; the rest follow through symmetry. Because {B,D,F}
is an edge, D ⊆ (B ∩ F ) ∪ (B ∩ F ) ∪ (B ∩ F ). Also, because {A,B,C} is an edge, |A ∩ B| =
|A|−|A∩B| ≤ (k/2+k)−(k/2−k) = 2k. Similarly, because {A,E, F} is an edge, |A∩F | ≤ 2k.
Therefore,
|D ∩A| ≤ |A ∩B ∩ F |+ |A ∩B ∩ F |+ |A ∩B ∩ F | ≤ |A ∩B|+ |A ∩ F | ≤ 4k,
and so |D ∩A| ≥ |D| − 4k = k − 4k.
It follows from Claim 1d that S(7) cannot be a subgraph of H. Otherwise, the edges {A,D, u},
{B,E, u}, {C,F, u} would all appear, and by the definition of H, because the intersections men-
tioned in Claim 1d are large, it follows that i ∈ (A∩D)∩ (B ∩E)∩ (C ∩F ). In that case, however,
A ∩B ∩ C is not empty and so {A,B,C} is not an edge.
It remains only to compute the minimum degree of H. Vertices S1, S2 ∈ K have co-degree at
least k−4kn |U | if |S1 ∩ S2| ≥ k − 4k and at least k+4kn |U | otherwise. Vertices u1, u2 ∈ U have
co-degree at least |V | and vertices v1, v2 ∈ V have co-degree at least |U |. All other pairs of vertices
have co-degree at least |U | or |V |. The minimum co-degree is therefore at least
min
{
k(1− 4)
k(3/2 + )
|U |, |U |, |V |
}
=
{
2− 8
3 + 2
· 3
5
N,
3
5
N,
2
5
N
}
.
For some choice of , this is approximately 25 |V (H)|.
Question 5.5.9. What is the co-chromatic threshold of the Fano-free hypergraphs? It is between
2/5 and 1/2.
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