Every bounded self-ajoint operator is a real linear combination of 4 orthoprojections
Introduction
We consider here linear combinations of orthogonal projections P i , P * i = P 2 i = P i , on a separable infinite-dimensional Hilbert space H. It was proved in [5] that every bounded operator on H is a complex linear combination of 257 orhthoprojections. Later the author showed that every bounded self-adjoint operator A on H is a real linear combination of 9 orhthoprojections [4] . At the same time C. Pearcy and D. Topping proved that it is enough only 8 summands in the real combination [16] . Then it was established in [15] that the operator A is a real linear combination of 6 orhthoprojections. By modification of the proof in [15] , K. Matsumoto diminished the number of summands in such a decomposition to 5 items [12] . The fact that not every Hermitian operator can be decomposed into a linear combination of two orthoprojections is known for many years due to some symmetry property of a linear combination of two orthoprojections (see Proposition 2.1). The most simple example of such an operator is a Hermitian operator in 4 dimensional space with eigenvalues 0.9, 1, 1.01 and 1.0001. So it remains to consider real combinations of 3 or 4 orthprojections. It was proved in [17] that every diagonizable self-adjoint operators is a real linear combination of 4 orthoprojections. Using some simple manipulations with self-commutators in Theorem 3.1, we give a short possibly new proof of this result for every self-adjoint operator. It should be noted that the authors from [2] considered decompositions of operators into a linear combinations of 4 orthoprojections in von Neumann algebras, factors of type I. They formulated the same result as Theorem 3.1 but with reference in their proof to unpublished paper.
As a simple corollary of Theorem 3.1, we find that self-adjoint operator can be decomposed into an integral combination of 5 orthoprojections (the fact that was prove in [2] [Theorem 1(3b)] also), and into a real combination of 5 orthoprojections with infinite dimensional kernel and range.
In section 4 we give a class of operators for which there is no decompositions into a linear combinations of 3 orthoprojections. It appears that these are the operators of the form I + K, where I is the identity operator and K is an infinite-rank compact negative or positive operator.
It directly follows from our result that every bounded operator is a complex linear combination of 8 orthoprojections. We can not show that such a number is minimal. Instead of this we give in Corollary 4.4 an example of operator which is not a complex linear combination 4 orthoprojections.
At the end of the paper we consider finite-dimensional unitary space. For a Hermitian n × n matrix A, Y. Nakamura [13] proved that A is a linear combination of 4 orthoprojections, and it is a linear combination of 3 orthoprojections for n ≤ 7. Using ideas from infinite dimensional case, we find m × m matrices B m , m ≥ 76, a small norm perturbation of a scalar matrix, such that B m can not be presented as a linear combinations of 3 orthoprojection.
Throughout the paper X ≈ Y means that X is similar to Y and diag (a 1 , . . . , a n ) means a diagonal or block diagonal matrix with diagonal elements a 1 , . . . , a n from C or from algebra of bounded operator on a Hilbert space H. We denote by tr A the trace of A and by σ(A) its spectrum. All eigenvalues λ 1 (A), . . . , λ n (A) counting multiplicity of a Hermitian n × n matrix A will supposed to be arranged in increasing order, λ 1 (A) ≤ λ 2 (A) ≤ · · · ≤ λ n (A). Also we set 0 n = diag (0, 0, . . . , 0), and I n = diag (1, 1, . . . , 1). Identity operator on H will be denoted by I or I H and zero operator -by 0 H .
Preliminaries
Before we start with linear combinations of 4 orthoprojections, we remind some facts on linear combinations of two orthoprojections. Suppose P 1 and P 2 are orthoprojections on a Hilbert space H. If v ∈ H is an eigenvector of both P 1 and P 2 , then for every a, b ∈ R, it is an eigenvector of the operator A = aP 1 + bP 2 with eigenvalue λ ∈ {0, a, b, a+b}. It follows from [6] , that the inverse statement is also true, that is for µ ∈ {0, a, b, a + b} and h ∈ H, the equality Ah = µh yields h is an eigenvector of both operators P 1 and P 2 . Also every point x from σ(A) lies in the union of two segments [0, a] and [b, a + b] for |b| ≥ |a|:
Beside this, both x and a + b − x have the same multiplicity as eigenvalues of aP 1 + bP 2 or both are the approximate points of σ(aP 1 + bP 2 ).
A simple application of Proposition 2.1 leads to operator inequalities for linear combinations of two orthoprojections.
Corollary 2.2. Suppose there exists c ∈ R such that aP 1 + bP 2 ≤ cI. Then (a+b−c)PH ≤ aP 1 +bP 2 , where PH is the orthogonal projection on the subspacẽ
By induction the statement of Corollary 2.2 can be simply expanded to the following proposition on operator inequalities (see more discussion in [18, 3] ). Proposition 2.3. Let α i > 0, P i be an orthogonal projection in a Hilbert space H for every i = 1, . . . k, k ≥ 2. Suppose there exist c ∈ R such that the following inequality holds:
where PH is the orthogonal projection on the subspaceH = Im P 1 + · · · + Im P k .
For self-adjoint A, we shall denote by σ ess (A) the Weyl's essential spectrum of A, that is the set
where K is the set of all Hermitian compact operators. It consists of all limit points of σ(A) and all eigenvalues of A of infinite multiplicity.
Corollary 2.4. In the setting of Proposition 2.1 the following implications hold
For more general results on combinations of orthoprojections we refer the reader to nice surveys [1, 22] .
Main theorem
In this section we consider direct sums of Hilbert spaces and bounded operators on them. Let H = V ⊕ V , where V is a separable Hilbert space. We denote by L(H) the algebra of all bounded operators on H. Every operator from L(H) can be viewed as 2 × 2 block matrix. It is easy to show that for Hermitian operators
is a difference of two orthoprojections and the operator diag (T 2 , 2I V − T 2 )) is a sum of two orthoprojections [6] . For example defining orthoprojection Q 1 and Q 2 by the formulas 
Every Hermitian operator with 0 in the convex hull of its essential spectrum is a self-commutator [19] . Since 0 ∈ σ ess (A 1 + A 2 − λI), there exits an operator X, such that
We can suppose that X is invertible and X * X > (|λ| + 1)I, because of the invariance property of the commutator: [X * , X] = [X * + tI, X + tI], t ∈ C. Note that X * X and XX * are unitary equivalent, so diag (X * X, λI − XX * ) is a linear combination of 2 orthoprojections [14] , say aP 1 − bP 2 with a, b > X * X and a − b = λ. Whence, we have
with T = A 1 − X * X. Beside this, the operator diag (T, −T ) is a difference P 3 − P 4 of two orthoprojections multiplied by T . So for the number c = T ,
as required.
Corollary 3.2. Every bounded operator on a Hilbert space is a linear combination of 8 orthoprojections.
We call the orthoprojection P proper if dim Im P = dim Im (I − P ) = ∞. Proof. Suppose (3) holds and some of P i are not proper. By construction, cP 3 − cP 4 = diag (T, −T ). Whence if T is of infinite rank, then both P 3 and P 4 are proper. For T being of finite rank, we have P 3 and P 4 have a common eigenspace V 34 , dim V 34 = ∞ of the same eigenvalue α ∈ {0, 1}. Putting P 34 to be a proper orthoprojection on a subspace of V 34 andP i = P i + (−1) α P 34 , i = 3, 4, we see thatP 3 andP 4 are proper orthoprojections andP 3 −P 4 = P 3 − P 4 .
Suppose now P 1 is proper and P 2 is not proper. If rank P 2 < ∞ then it is a difference of two commuting orthoprojections and if rank (I − P 2 ) < ∞ then P 2 is a sum of two commuting orthoprojections. Whence A is a linear combination of 5 proper orthoprojections.
In view of symmetry it remains to consider only the case: both P 1 and P 2 are not proper. Then they should have a common eigenspace V 12 , dim V 12 = ∞, such that P i h = α i h for every h ∈ V 12 , i = 1, 2 and some α 1 , α 2 ∈ {0, 1}. Putting P 12 to be a proper orthoprojection on a subspace of V 12 andP i = P i + (−1) αi P 34 , i = 3, 4, we see thatP 1 andP 2 are proper orthoprojections and
Hence A is a linear combination of 5 proper orthoprojections. 
Counterexamples
Not every operator of the form I + K, where K is an infinite-rank compact operator is a linear combination of 3 orthoprojections. To prove this we have to show that for P 1 being orthoprojection, the difference I + K − α 1 P 1 is not a linear combination of two orthoprojection. Note that for proper P 1 with α 1 = 1, the spectrum σ ess (I + K − α 1 P 1 ) has exactly two points and if P 1 is not proper, then the corresponding essential spectrum has only one point. So we start with properties of linear combinations of two orthoprojections whose essential spectra contain at most two points.
(i) Let a ≤ b ∈ R, P 1 , P 2 be orthoprojections and suppose that σ ess (aP 1 + bP 2 ) = {x}. Then x ∈ {0, a, b, a + b}. Assume that this is not true, i.e. x / ∈ {0, a, b, a + b}. Applying Corollary 2.2, we obtain a + b − x ∈ {x} =⇒ x = (a + b)/2. In view of (1) this can be true only if a = b or a + b = 0. So x = a or x = 0. A contradiction.
We note that for a sequence of different numbers x 1 , x 2 , x 3 , . . . with every x i ∈ σ(aP 1 + bP 2 ) and lim i→∞ x i = x, we have here by Proposition 2.1 that all except may be two elements of the sequence a + b − x 1 , a + b − x 2 , . . . must be in σ(aP 1 + bP 2 ) and so the spectrum contains infinite number of points less than x and infinite number of points greater than x.
(ii) Let now σ ess (aP 1 + bP 2 ) = {x, y}, where 0 < x < y and 0 < a ≤ b. Then x + y = a + b or x ∈ {a, b}. Indeed, suppose the inverse is true, i.e. x + y = a + b and x / ∈ {a, b}. Since x < y and y ∈ σ(aP 1 + bP 2 ), then x < a + b. By Corollary 2.2, a + b − x ∈ σ ess (aP 1 + bP 2 ) and so a + b − x = x or a + b − x = y. The last equality is not valid by assumption, hence x = (a + b)/2 = a as in the previous paragraph. A contradiction.
We note that a+b = x+y yields also to the equality y = a+b and the number a+b has to be is an isolated point of σ(aP 1 +bP 2 ). Indeed, assuming the existence of different x i ∈ σ(aP 1 + bP 2 ), lim i→∞ x i = a + b, we see lim i→∞ (a + b − x i ) = 0, whence by Proposition 2.1, 0 ∈ σ ess (aP 1 + bP 2 ), which is not true by the initial assumption.
We shall use the following result on rank-one perturbation of a Hermitian compact operator [8] .
For every rank one orthogonal projection P and every t > 0, the set of eigenvalues
We note that for t < 0 the interlace property in the proposition is also true but in the inverse order: . . . , γ 3 ≤ µ 3 ≤ γ 2 ≤ µ 2 ≤ γ 1 ≤ µ 1 , see also more discussion in [21] . Proof. The main goal in the proof is to find a relation between coefficients in a decomposition of I − K into a linear combination of 3 orthoprojections if such a decomposition exists. And then prove that with such a relation the decomposition do not exist. Let us split a proof into several parts.
1. We assume
, where β 1 , β 2 , β 3 ∈ R and Q 1 , Q 2 and Q 3 are orthoprojections. If some of the coefficients, say β 1 and β 2 , are negative, then we have
So (1 − β 1 − β 2 )I − K is a linear combination of 3 orthoprojections with positive coefficients. PuttingK = K/(1 − β 1 − β 2 ), we conclude that there exists decomposition
where P 1 , P 2 , P 3 are orthoprojections, 0 ≤ α 1 ≤ α 2 ≤ α 3 ≤ 1 andK ≥ 0 is a compact self-adjoint operator of infinite rank. We denote B ij = α i P i + α j P j for i = j. The coefficient α 1 > 0 or otherwise α 1 = 0 and I −K = B 23 is a linear combination of two orthoprojection. Immediately we have σ ess (B 23 ) = {1}. This is the case (i) above with x = 1. But 1 is an approximate point of σ(B 23 ) and all but one points of σ(B 23 ) is less then 1 by definition. So I −K can not be a linear combination of two orthoprojections. Whence
Whence ker(I − P 3 ) ⊂ kerK. Considering restrictions of P 1 and P 2 ontõ H = Im(I − P 3 ), we see that restriction B 12 |H is a linear combination of two orthoprojections and at the same time B 12 |H = IH −K |H withK |H of infinite rank. So we come to a contradiction as in the case α 1 = 0 above.
2. Now we can prove that every P i is proper, i = 1, 2, 3. For example, if P 1 is of finite rank, then −K − α 1 P 1 is non-positive compact operator of infinite rank.
So B 23 = I −(K +α 1 P 1 ) can not be a linear combination of two orthoprojections (see the explanation of the case α 1 = 0).
If I − P 1 is of finite rank, then B 23 = (1 − α 1 )I + α 1 (I − P 1 ) −K. Hence σ ess (B 23 ) = {1 − α 1 } and the compact operator α 1 (I − P ) −K is finite dimensional perturbation of non-positive operator −K. So it has finite number of positive eigenvalues and infinite number of negative eigenvalues. This
Let α 2 + α 3 = 1, i.e. 1 is an isolated point of σ(B 23 ). We define
2 . This yields P 1 h = 0. So H ⊥ 23 ∈ Ker P 1 and H ⊥ 23 ∈ KerK. Therefore we can restrict every operator P 1 , P 2 , P 3 andK to H 23 , obtaining the decompositionÎ −K = α 1P1 + α 2P2 + α 3P3 on Hilbert space H 23 . In this decompositionK is obviously of infinite rank but the orthoprojectionsP 1 ,P 2 andP 3 might not be proper. We repeat the same argument from the part 2 of the proof and so we can assume without lost of generality that everyP i is proper, i = 1, 2, 3. Again α 2P2 + α 3P3 = (Î − α 1P1 ) −K, hence 1 must be in σ ess (α 2P2 + α 3P3 ) but by construction 1 / ∈ σ(α 2P2 + α 3P3 ). Therefore α 2 + α 3 = 1. 4. The remaining case is α 1 + α 2 + α 3 = 2. We remind that α j < 1 and α i ≤ α i+1 , hence α 2 + α 3 ≥ 4/3. In view of Corollary 2.2 from the inequality B 23 ≤ I, we have (α 2 + α 3 − 1)P Im P2+Im P3 ≤ B 23 , that is x ∈ σ(B 23 ) =⇒ x = 0 or x ≥ α 2 + α 3 − 1. So 0 is an isolated point of B 23 .
LetK be a diagonal operator diag (γ 1 , γ 2 , γ 3 , . . . ) in some orthogonal base of H and γ i ≥ γ i+1 , i ≥ 1. There exist k ∈ N such γ k+1 < 1 − α 1 . Since the operator I − α 1 P 1 ≥ (1 − α 1 )I, the operator I − α 1 P 1 − diag (0 k , γ k+1 , γ k+2 , . . . ) is invertible. Hence dimension n of the kernel of B 23 is at most k. Let V 23 = (Ker B 23 )
⊥ . We defineP 1 as a rank n orthoprojection onto a subspace of Im P 1 with the following property:
By construction, every operator P 1 −P 1 , P 2 and P 3 maps V ⊥ 23 into zero vector. Hence V ⊥ 23 is invariant under the act of these operators and so isǨ. As in the previous part we consider the restriction of the operators to the subspace V 23 marking corresponding operators with breve:Ȋ −K = α 1P1 + α 2P2 + α 3P3 . Since here α 2P2 + α 3P3 is invertible, we haveȊ −K − α 1P1 is invertible. On the other hand,
Also, according to the decomposition of V 23 into a direct sum,
the operatorȊ − α 1P1 has the diagonal form diag (I H1 , (1 − α 1 )I H2 ). The inequality (4) impliesȊ −K − α 1P1 ≥ (1 − α 1 )Ȋ, whenceKH 2 = 0 and sȏ K = diag (K ′ , 0 H2 ) subject to the decomposition (5). As a corollary we have that 1 is an approximated point of σ(α 2P2 + α 3P3 ) and this point is greater than α 3 and less than α 2 + α 3 and at the same time α 2 + α 3 − 1 = 1 − α 1 is an isolated point of σ(α 2P2 + α 3P3 ). ThereforeȊ −K − α 1P1 can not be a linear combination of two orthoprojections and this complete the proof of the part.
Corollary 4.3. Let K be non-negative compact operator of infinite rank. Then I + K is not a linear combination of three orthoprojections.
Proof. Suppose I + K = β 1 Q 1 + β 2 Q 2 + β 3 Q 3 , where for every i = 1, 2, 3, Q i is an orthoprojection. Replacing Q i with I − Q i when β i < 0, we can find new decomposition I + cK = α 1 P 1 + α 2 P 2 + α 3 P 3 with α i ≥ 0 and some positive c. The equivalent decomposition is
Since α 1 + α 2 + α 3 ≥ I + cK > 1, the decomposition (6) states that scalar operator minus compact operator is a linear combination of 3 orthoprojections, which contradicts Proposition 4.2. This completes the proof. We denote by i the imaginary unit √ −1 in C, by Re(x) and Im(x) corresponding real and imaginary parts of a complex number x.
Corollary 4.4. The operator of the form I − K − iK is not a complex linear combination of 4 orthoprojections.
Proof. Suppose the inverse and
and
By Proposition 4.2, every Re(c i ) = 0, i = 1, . . . , 4. Also
Thus for every i = 1, . . . , 4, Im(c i ) = 0 either. There exists k, such that Re(c k ) = Im(c k ), because I − K = −K. Evaluating I − K − Re(c k )/Im(c k )K by (7) and (8), we have that this operator is a real linear combination of orthoprojections P i , i = 1, . . . , 4, i = k, which is not true by Proposition 4.2 or by Corollary 4.3. Therefore I − K − iK is not a linear combination of 4 orthoprojections. Now we turn our attention to finite matrices. Impossibility to decompose I − K into a linear combination of 3 orthoprojections from Proposition 4.2 suggests the form of a matrix for which such a decomposition does not exist either. Before we start we recall that the interlace property from Proposition 2 is also true for Hermitian matrices. Following [9] we denote by λ k (A) the k-th smallest eigenvalue of the Hermitian matrix A counting multiplicity. We shall use well known Weyl's theorem on rank k perturbation of spectrum of a Hermitian matrix (see [9, Proof. The proof is by contradiction. The matrix A is not a linear combination of two orthoprojection by Proposition 2.1. So suppose A is a linear combination of 3 orthprojections, say A = α 1 P 1 + α 2 P 2 + α 3 P 3 . Let n be the size of A, n = 76. If one of the coefficients α 1 , α 2 , α 3 is negative, then using the procedure from the first part of the proof of Proposition 4.2, we come to a new matrix A 1 and the decomposition with positive coefficients,
where c = (|α 1 |+ |α 2 |+ |α 3 |− α 1 − α 2 − α 3 )/2. Note that in this case eigenvalues of A 1 can be calculated by formulas for eigenvalues of A in the formulation of Proposition 4.6 but with smaller value of parameter θ, which should be equal θ/(1 + c). We will not specify the parameter θ and so, without lost of generality, we may assume that every α i is positive, i = 1, 2, 3 and
Let us show that 9 ≤ rank P i ≤ n − 9 for every i = 1, 2, 3. It's enough to establish this for P 1 . At first, suppose k 1 = rank P 1 < 9. Since B 23 is a rank k 1 perturbation of A, we have that every eigenvalue of B 23 which does not coincide with γ 1 , . . . , γ 4 has multiplicity at most k 1 + 1 ≤ 9 and every γ i has multiplicity at least 18 − k 1 ≥ 10. Since B 23 is a linear combination of 2 orthoprojections, then by Proposition 2.1, γ 1 coincides with one of the numbers α 2 , α 3 and α 2 +α 3 or the number α 2 + α 3 − γ 1 is an eigenvalue of B 23 of the same multiplicity as γ 1 and so it coincides with γ j for some j = 1, . . . , 4. The same is true for γ 2 , γ 3 and γ 4 . Therefore, there exist i 1 , i 2 , i 3 , i 4 such that {i 1 , i 2 } = {i 3 , i 4 } and
In view of definition of γ i , the property (9) does not hold for any different sets {i 1 , i 2 } and {i 3 , i 4 }. So rank P 1 ≥ 9. Suppose now that rank P 1 > n − 9. Then B 23 = (A − I) + (I − P 1 ) and hence B 23 is a rank n − k 1 perturbation of A − I with n − k 1 < 9. The same reason as above shows γ i1 + γ i2 = γ i3 + γ i4 , which is not true by definition. So rank P 1 ≤ n − 9. In view of symmetry 9 ≤ rank P i ≤ n − 9 for every i = 1, 2, 3.
Thus 9 ≤ k 1 ≤ n − 9. By Theorem 4.5 for the matrix B 23 and α 1 P 1 , we have γ 1 = λ 5 (A) ≤ λ k1+5 (B 23 ). We fix some p ∈ N with λ p (B 23 ) ≥ γ 1 and define x * = λ p (B 23 ). Since B 23 is a linear combination of 2 orthoprojections, there exist only four possible cases for x * :
We consider all cases separately. Case 1) x * = α 2 . We use only the fact that α 2 ≥ γ 1 . Due to ordering,
So all nonzero eigenvalues of B 23 is greater or equal to α 2 + α 3 − γ 4 ≥ 2γ 1 − γ 4 > µ 4 . Since B 23 ≤ A, we have by monotonicity principle, λ 4 (B 23 ) ≤ µ 4 . In view of (10), we obtain that λ 1 (B 23 ) = · · · = λ 4 (B 23 ) = 0. On the other hand,
Applying now Proposition 2.3 to the linear combination α 1 P 1 + α 2 P 2 + α 3 P 3 , we conclude
that is µ 3 / ∈ σ(A) which is not true by definition of A. Therefore α 2 < γ 1 and so
Here we consider B 12 = A − α 3 P 3 . Since rank P 3 ≤ n − 9, then by Theorem 4.5 we have λ n (B 12 ) ≥ λ 9 (A) = γ 1 . So α 1 + α 2 ≥ γ 1 and α 2 ≥ γ 1 /2. Putting △ = γ 4 − γ 1 and substituting γ 1 for α 3 in (10), we obtain
If in addition P H23 = I, then B 23 is singular and so B 23 + α 1 I has an eigenvalue α 1 . With the property A ≤ B 23 + α 1 I this implies by monotonicity property that α 1 ≥ µ 1 and so automatically α 2 ≥ µ 1 . In view of (12) and B 23 +α 1 P 1 ≤ A, we conclude Im P 1 ∩ H 23 = ∅. So dim ker(B 23 ) = rank P 1 ≥ 9. Hence B 23 + α 1 I has the eigenvalue α 1 of multiplicity at least 9 that is α 1 = λ 9 (B 23 + α 1 I) ≥ λ 9 (A) = γ 1 . As a corollary we obtain α 2 ≥ γ 1 and this is case 1) which was considered above. Thus, P H23 = I. It follows immediately from (12) that (α 2 −△)I +α 1 P 1 ≤ A. So α 1 +α 2 −△ ≤ γ 4 . We mentioned in Preliminaries that the spectrum of a linear combination α 2 P 2 + α 3 P 3 of orthoprojections lies in the union of two segments:
where Q is some orthogonal projection and B △ is a Hermitian matrix with B △ ≤ △. We note that
By Corollary 2.2 for linear combination of orthoprojections P 1 and Q, we have
where H 1 = Im P 1 +Im Q. As we showed above, α 1 +α 2 ≥ γ 1 and
Combining (13) and (14), we obtain
that is σ(
So the spectrum of A must be in 4△ neighborhoods of the following three points 0, α 2 and α 3 . By conditions of the Proposition, the eigenvalues µ i of A satisfies the inequalities |µ i − µ j | > 8△ for i = j. So σ(A) contains a point that is not from the mentioned neighborhoods and therefore x * = α 3 . Case 3) x * = α 2 + α 3 . We note that in this case α 3 ≥ x * /2 and α 2 ≤ x * /2. Hence α 1 ≤ x * /2. It follows then
i.e. B 23 is invertible. On the other hand, B 23 ≤ α 3 P 3 + α 2 I and the last matrix has at least five pairwise orthogonal eigenvectors with eigenvalue α 2 since rank P 3 ≤ n − 9. This means λ 5 (B 23 ) ≤ α 2 . Let H µ be four dimensional subspace containing eigenvectors of A corresponding the eigenvalues µ 1 , µ 3 , µ 3 and µ 4 . Applying Courant-Fischer min-max theorem for the eigenvalue λ 5 (B 23 ), we get
where (v, w) means the inner product of corresponding vectors. So α 1 +α 2 ≥ γ 1 . Also γ 4 ≥ x * = α 2 + α 3 ≥ 2α 2 ≥ α 2 + α 1 . Combining these two inequalities, we obtain estimations on α 1 , α 2 and α 3 :
Thus the numbers α 1 , α 2 and α 3 are in △ neighborhood of 1/2. Using Proposition 2.1 and (16) to α 2 P 2 + α 3 P 3 , we get
Let H 2 = Im P 2 ∩ Im P 3 , the eigensubspace of B 23 corresponding the eigenvalue α 2 +α 3 . Since
Using monotonicity property, we conclude thatA − α 1 P 1 has at least k 1 eigenvalues which are not greater than γ 4 − α 1 and at least n − k 1 eigenvalues which are greater or equal
). In view of (18), we have λ k1+1 (B 23 ) = · · · = λ n (B 23 ) and dim H 2 = n − k 1 . We remind that B 23 is invertible. So rank P 2 + rank P 3 = n + dim H 2 = 2n − k 1 . Let us estimate the trace of A:
Subtracting (20) from (19), we get
This inequality is not valid by conditions of the Proposition. Therefore
Before we start with case 4) we remark that according to the proof of the cases 1)-3) the number x * can not belong to {α 2 , α 3 , α 2 + α 3 } for every p. So without lost of generality we assume that every eigenvalue λ of B 23 does not belong {α 2 , α 3 , α 2 + α 3 } as soon as it is greater or equal γ 1 . Also in case 1) we prove more strong statement that in all possible decompositions of A into a linear combination of 3 orthoprojection with positive coefficients, the value of α 2 has to be less than γ 1 .
We define x i = λ n−5+i (B 23 ), i = 1, . . . , 5. Since rank P 1 ≤ n − 9, then λ n−4 (B 23 ) ≥ γ 1 . So due to assumption, x i / ∈ {α 2 , α 3 , α 2 + α 3 } and α 2 + α 3 − x i ∈ σ(B 23 ) for every i = 1, . . . , 5. Also
From inequalities
we have λ 5 (B 23 ) ≥ γ 1 − α 1 > 0. Now we can estimate α i : x 1 ≥ γ 1 and 
Since α 1 > 0 and it is minimal element of {α 1 , α 2 , α 3 }, we get α 1 ≤ 2γ 4 /3 ≈ 2/3. So B 23 is invertible and by Proposition 4.1,
In addition to this the inequality
e. applying left part of inequalities (21),
and due to right part of inequalities (21), we have
We are going to localize eigenvalues of B 23 more accurately in order to use the same idea as in the case 2). Let
Counting multiplicity, the spectrum ofB 1 has at least k 1 points that are less or equal
and so by (22) ,
Let us count the number of different eigenvalues of B 23 in the segment [µ 2 , 1− 2△]. We denote them by t 1 , . . . , t s . The eigenvalue t i > α 2 in view of inequality (24) and t i = α 2 + α 3 since α 2 + α 3 ≥ 4/3. So t i = α 3 or t i > α 3 and α 2 + α 3 − t i ∈ σ(B 23 ). In the last case we see that
As we showed above the only possible eigenvalue of B 23 from the interval (γ 4 − α 1 + △, µ 2 ) is λ k1+1 (B 23 ), that is λ k1+1 (B 23 ) = α 2 + α 3 − t i . Therefore, s ≤ 2 and the set σ(B 23 ) ∩ (γ 5 − α 1 + △, 1 − 2△] has at most three points t *
with the properties t * 1 ≤ α 2 < µ 2 ≤ t * 2 and t * 1 + t * 3 = α 2 + α 3 . Hence 
Let h be the eigenvector of A with the eigenvalue µ r . We define the vector v by the formula v = P 1 h. It is a nonzero vector because µ r / ∈ σ(B 23 . Let P v be the orthogonal rank one projection defined by P v z = (z, v)v/ v 2 . The operator α 1 P v + α 2 P 2 + α 3 P 3 has the eigenvalue µ r with the eigenvector h by construction. Denoting B 3 = α 1 P v +B 23 , we have B 3 is a rank one perturbation of 
We note that every summand of (30) in brackets is nonnegative. Also one of eigenvalue of B 3 , say λ i * (B 3 ), coincides with µ 2 . From (26) we conclude that the corresponding expression in the brackets λ i * (B 23 ) − λ i * −1 (B 3 ) is greater than 4△. So the left part of (30) is greater 4△. Taking into account (25), we see that the right part of (30) is less or equal 2△. So the equation (30) is not valid and therefore A is not a linear combination of 3 orthoprojections in this case either. Proof. It is a direct application of the same arguments as the arguments to A in Proposition 4.6.
Concluding remarks.
1. The scheme of the proof of Theorem 3.1 can be directly applied to decompositions of finite matrices in unitary space, since every Hermitian matrix with zero trace is a self-commutator [20] . For example, for a 2n × 2n matrix A, we put λ = tr A/n and then take all steps according to the proof. If A is a 2n + 1 × 2n + 1 matrix, it is enough to consider the case A = diag (µ, A 1 ) with |µ| = A . Here the orthoprojections P i will be of the formP i = diag (1, P i ), i = 1, 3 andP i = diag (0, P i ), i = 2, 4 where P i are orthoprojections from the decomposition of A 1 into the linear combinations of 4 orthoprojections with the restriction a − c = µ on the coefficients in the proof of Theorem 3.1 .
2. In view of Proposition 4.6, it is interesting to know what is the maximal number n for which every Hermitian k × k matrix is a real linear combination of three orthoprojections providing k ≤ n. We suppose it is not greater than 25 since many cases of the proof of Proposition 4.6 can be applied directly for smaller value of n.
