Abstract. A derivative-free Quasi-Newton (DFQN) method previously published [J. Greenstadt, Math. Comp., v. 26, 1972, pp. 145-166] has been revised and simplified. The main modification has the effect of keeping all the successive approximants to the Hessian matrix positive-definite.
1. Introduction. The work to be described here is an extension of a previous attempt [1] to devise a derivative-free Quasi-Newton (DFQN) method, which does not make explicit use of difference approximations. Considerable improvements have been made, which have rendered the method much more robust and efficient than before.
As is usual, our problem is to minimize a function / of the argument x (which is a vector with N components). We assume that we have available only the value of f (for any x), but none of its derivatives. Part of our task is to estimate the gradient of/( = {df/dXj}) and its Hessian (= {d2f/dxidx}) using the available function values only. We shall denote the true values of the gradient and Hessian by g and G, respectively, and the estimates by g and G. Naturally, our reason for making these estimates is so that we may calculate a good step 5, according to Newton's famous formula:
(1.1) &=-G-xg-.
When G is positive-definite, forrhula (1.1) will always provide a descent direction, i.e., one in which/(x) initially decreases. The principal difficulty in [1] was that the computed estimate, G, was often not positive-definite (even when the true Hessian G was). One of the main improvements of the present revision is a reliable way of preventing this mishap.
2. Cycles of Steps. The overall sequence of steps, by which the minimum of f(x) is sought, is partitioned into subsequences, or cycles, of N steps each.1 Each such cycle is handled independently of all the others, so that the notation we shall use will, for convenience, ignore the fact that there is really a sequence of cycles.
In fact, we shall refer the various points {x¡}, reached in a given cycle, to the starting point (x0) of that cycle. The relative position vector t¡ within this cycle is then defined as follows:
TisXj-Xo (i=l,...,N).
Obviously, t0 = 0. Further, we shall mostly regard / as a function of t, rather than x.
We shall denote the step vectors within a typical cycle by { a¡}, with i = 1, . . . , N. Each step can also be defined in terms of a suitably normalized direction vector st, and a step length h¡. The sequence of successive relative positions {r(} within the cycle is, by definition, given by:
(2.2) Tt = V, + a,..
In turn, a¡ is given by: (2. 3) a,. = kfy.
The step length h¡ is to be found by a line search along s¡, starting from t,_j .
For convenience, we parametrize the line throughr(_1, and in the direction $,, using the parameter a., so that any position r(a(.) along this line is given by:
(2.4) r(a,.) = rM + a¡s¡.
On this basis, the function f(T(a¡)) can be denoted by Ffa), so that (It is not necessary, however, that F¡(ay') be the minimum of F¡(a¡).)
We define the step length as follows:
(2.7) Ä^ap).
The sequence of directions {s¡} is chosen as follows: (a) At t0 (the start of the cycle), we assume that we have estimates g0 and G, to the true values g(r0) and G. The (unnormalized) direction S j is calculated by the Newton formula: (31) 0(7) = Qo + rTg0 + VlttGt, where gQ and G are the approximations associated with the current cycle. After this cycle has been completed, the information gathered in regard to /(t) is to be used to update g0 and G. (These updates we shall denote by gfi and G*.) This will be done in such a way that Qít) will match /(r) on every step in the cycle. This updated Q (to be denoted by Q*) is defined quite analogously to (3.1):
(3.2) Q*(t) = Qt + TTg% + VittG*t.
3"Locally" means: On the set of points {t,}, (with i = 0, . . . , N) which make up a cycle.
Along the line defined by (2.4), Q*(t) depends only on a¡, so that for convenience, we shall define a function R¡(ct¡) as follows: (3.3) Rfi*,) = Ô* (r,_i + <¥,) and, by expanding Q*, we obtain: (3 4) *''(a/) = (Ô° + T^lët + ^lG*T'-l) + isfg$ + tfGVifc + HsfG%)a2.
The three expressions in parentheses will be denoted by a¡, b¡ and c¡, respectively, so that R¡ia¡) can be abbreviated to:
(3.5) Rlioii) = ai + biCLi + KcfiL2.
We are now ready to match up the data developed in the line search, and summarized in (2.6), with the local approximation (3.5). We shall require that: We may now regard the data gleaned in each Une search as summarized implicitly in the calculated values of af, b¡ and c¡. Referring back to their definitions, we may write:5 (3.8a) sho + «TGVi = b¡, (3.8b) sjG% = ct;
and we have thus generated conditions on gfi and G* in terms of the known quantities {s¡, t¡, b¡, c¡}. These conditions hold for / -I,. . . , N, i.e., for every step in the cycle.
We now introduce additive corrections to g0 and G, defined as follows:
(3.9b) G* = G + F.
Equations (3.8) can then be rewritten in terms of the new unknowns y and T:
(3.10a) sfy + sfrT¡_x = bt -sfg0 -sjGr, _ , = e" 4Because of (2.6) it may readily be proved that c¡ > 0.
It turns out that a(-need never be used. (3.14) sTy + sfrTi^x=ei = bi-sfg0.
Equations (3.10b) and (3.14) are the QN conditions for this problem.
4. Variational Derivation of T. After having completed a cycle of N steps, we consider next how to use the information collected to estimate the corrections y and T. In [1] , a functional was constructed, involving both quantities; and a variational procedure was used to derive formulas for both. However, there were serious ambiguities in that approach,6 so that we shall now depart from that scheme.
Our strategy will be to regard y as merely a (vector) parameter, and to concentrate at first on T alone. If G (and hence T) be regarded as a covariant tensor of second rank (as it is when thought of as a "metric"), then the simplest quadratic invariant involving T would be (with a convenience factor of të):
(4.1) % = Vi lr{G-xTG-xTT} (where the symbol Tr indicates the trace). We are not assuming V to be symmetric a priori, but will require it to come out that way.
To the bare functional <I>0, we must adjoin the QN constraints, as well as the symmetry constraint on T. We use the Lagrange multipliers {0¡}, {r¡¡} and A (a matrix). The complete functional is then:
Z îr/iîfrs,. -c(. + i} -Tr{ A(r -r7)}. i=i
We follow the method of solution described in [1] , but shall not go into detail here; the formula for T turns out to be:
'As emphasized to me by M. J. D. Powell. The various reductions follow from (2.11) and (3.13).
We next apply the remaining QN condition (3.14) to T and 7. Substituting for r from (4.3), we obtain: / (4.5) =Z Hfi^OrU + sJGt^sJGt^) + nfi^pBr^ } j = *,r£, GVl +Z8jisjGrl_x XsJGt^) + ntf Gr,_x. i
The last term above vanishes because of (3.13). The term preceding that vanishes too because regardless of the values of / and /, at least one of the factors is zero (again because of the conjugacy of the { s¡}). If we define : (4.6) 'li^iCr,..,, then we can write
We can greatly simplify (3.14), if we recall that the set of vectors {Gs¡} is complete. This means that we can expand the vector y as follows: (4.8) r=£ pjGsj i=i so that (4) (5) (6) (7) (8) (9) tfV-£l*V-*. /-■ and (3.14) reduces to:
(4.10) Pi+rUd^eL icense or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Since the { c¡} are known quantities, we need not concern ourselves further with the QN condition (4.4). On the other hand, the QN condition (4.10) involves two unknown quantities (viz., p¡ and 0¡) for each step. As we shall see, the constraints on {6¡} which are necessary to insure the positive-definiteness of G* will enable us to determine both quantities.
5. Maintenance of Positive-Definiteness. We shall first express G* directly in terms of G by applying the correction (3.9b) explicitly. We obtain, with the help of Our subsequent analysis will be greatly simplified if we transform G* as follows, to form B:
where S is defined as in (2.12). The elements of B are given by:
The reductions are based on the conjugacy relation (2.11). Further simplification may be effected by generalizing (3.13), based on the expression (3.12) for t¡. Since (rk_jGsm) is the same as is"\GTk_x), we need consider only the latter. Clearly, if k < m, this expression vanishes, since rfc_1 does not then contain sm. On the other hand, if k > m, then the surviving part of the inner product is ^m(i^Gsm) which, of course, is just equal to hm. We can summarize as follows: (5.14) X > min ßft. i
If we rewrite (5.13), we obtain:
which for /' = 1, . . . , N serves as a set of bounds on { I0fl}. (Clearly, fi¡ must be less than unity.) These bounds may be applied recursively, starting with 0^. Thus, for example:
etc. We shall next consider another method7 for bounding the 0's, related not to the eigenvalues of B, but to a sequence of principal minors of B.
If we define the matrix B¡ as follows: (5-25) <«W*?<O-0.)c, ( and again, 0¿ must be less than unity).
If this recursive process is continued until /' = N, we then have a positive-definite DN; hence a positive-definite BN; hence a positive-definite G*.
6. Selection of 6¡ and p¡. The remaining QN condition, Eq. (4.10) will now be used in conjunction with the constraints on {0,}, to effect unique choices for 6¡ and pt at each step. Clearly, for i = 1, we have the forced choice: (6.1) px = e, and, as remarked previously, dx does not enter into the problem at all.
For / > 1, our strategy will be to choose the p¡ of smallest magnitude, consistent with the constraint on 0¡. This strategy is in the same spirit of "minimal correction" which prompted the formulation of the selection of T as a variational problem.
If there were no constraints on the 0's, the choice would obviously be (6.2a) p; = 0 i> 1. (6-2b) 0, = e.Vr2., '
However, this strategy almost always leads to an indefinite G*, with catastrophic results (as observed in practice). This is the reason for applying the constraints to keep G* positive-definite. We now wish to choose p¡ as small as possible in magnitude consistent with (6.5) . This is a (trivial) linear programming problem, which may be solved graphically. In Figure 1 , the two oblique Unes bound the region of the (e, p) plane wherein (6.5) is satisfied. The heavy Une traces the minimum magnitude p.. within this region. This solution may be written as:
(6.6) p{ = sign(e,) x max(0, le,I -v¡) with this choice of p., 0f may now be determined from (6.4) . In this way, we have, so to speak, "apportioned" the increments to the corrections T and y in a natural manner by using the constraints on G*.
Thus, at the end of a cycle, we are in a position to update g0 and G, according to (3.9), (4.3) and (4.8). In addition, because g0 is assumed to vary linearly with x, we must perform a translation of it, to the new starting point. If we denote the translated value by g%*, we have (6.7) go* =g* + G*tn. 7 . Choice of {j3(} in Second Method. As a matter of experience the second method described in Section 5 for maintaining positive-definiteness turned out to be considerably the better. Hence, all of our results are for this method.
The choice of the (3's remains arbitrary. By way of a guide, we shall examine the effect of the 0-values on the determinant of G*. We have:
and, using (5.6):
But, from (2.15) and (2.14):
so that, finally:
Next, from (5.21), we have:
but it is clear from the form (5.20) of Qf that det Q{ = 1, so that
On the other hand, it is also clear from (5.21) that (7.7) det B¡ = det D¡ = (det B^) x </>.
which gives a recursion for det B¡, and since Bx = (¡>x, we conclude that:
Using all these results, together with the constraints (5.23), we can bound det G* below as follows:
Clearly, if some of the c's are small, det G* will be much smaller than det G since ßt < 1. Whatever the case, it is obviously advantageous to try to keep the determinants as large as possible. This means that the )3's should be fairly close to unity.
The most obvious way of "balancing" the 0's is to set them all equal to a predetermined constant. We may simply choose a value, once and for all, or make use of (7.9) as a guide to fitting a value to each problem. If all of the 0's are equal; (7.9) becomes:
Since we have no control over the factor within the brackets, we can ignore it, and concentrate our attention on ßN. If we demand that this factor should be no less than some fixed constant p, then we should set 0^ = p, so that:
which has the desirable property that ß gets closer and closer to unity as N gets larger. The value of p must be established by numerical experiment.
8. Numerical Results. We have performed our tests on many of the "standard" functions in the literature using the "standard" starting points. We list the names of these functions here, with appropriate references, and add any comments that serve to clarify our results (A^ is the number of arguments):
(1) Helical Valley [3] .
(2) Rosenbrock's Function [4] .
(3) Wood's Function [5] .
(4) Powell's Quartic Function [6] .
(5) Watson's Function [7] . This has been tested for A^ = 6 and 9.
(6) Chebyquad [8] . This has been tested.for N = 4, 6, 8 and 20. (7) Random Trigonometric Functions [3] . These are trigonometric polynomials whose coefficients are random variables (fixed, of course, for each case). The starting points are also random variables. Because of this, the behavior of each function so generated is unique and unpredictable, so that 3 runs were made for each case.
Runs were done forN= 3, 5, 10, and 20, and the number of function evaluations averaged. Those runs wherein the method converged8 to a minimum different from the predetermined one were ignored, since they do not support a fair comparison. All the runs shown to converge did so to the correct solutions.
(8) Biggs' Exponential Functions [9] . There are two functions, called EXP5 and EXP6 with 5 and 6 arguments, respectively.
In Table 1 are shown the numbers of function evaluations necessary for convergence for most of these functions, when the value ß is fixed independently of N. Since 0 < ß < 1, the five 0-values covering this range were tried. It is abundantly clear that, although fixing ß may be satisfactory when A^ (indicated in parentheses) is small, it is totally unsatisfactory for large N, as evidenced by the failures of convergence (marked "F") for Chebyquad and the trigonometric functions when N == 20. a For all functions but the random trigonometric functions, convergence was defined as requiring that g*G~'g < 10 .
For the trigonometric functions, it was defined as requiring that maxj( \x¡ -x0¡ I) < 10 , where x0 was the known location of the correct minimum. The results with ß determined from Eq. (7.11) are shown in Table 2 for nine representative values of p over its allowable range. Clearly, the performance is far better (since there are no failures) and the performance of the algorithm is relatively insensitive to the p-values. However, the value p = .5 seems slightly better than the others, so that this value was used for further runs.
For comparison with the results of Gill, Murray and Pitfield [10] (GMP) the convergence criterion was adjusted for each function, for termination when the difference between the function value at the end of a cycle and its known minimum value fell within the accuracy given by GMP. In Table 3 In Table 4 , the DFQN method applied to the random trigonometric functions is compared with the results quoted by Powell [11] for his 1964 method requiring no derivatives. As can be seen, the DFQN method is slightly worse, but manages to keep up for large N. An additional set of three cases for N = 50 was run, with the Tables 5 and 6 are shown the results for the Helical Valley and for Rosenbrock's Function. Not only is the convergence clearly superlinear near the solution, but the final estimate "GG" of the Hessian is quite close to that computed by central differences at the solution point. The output for Powell's function with a quartic minimum is given in Table 7 , and shows quite clearly that a method based on quadratic approximation hardly works at all near a higher-order minimum. The convergence is certainly not superlinear (barely linear!), and the final estimate for the Hessian is very far from the differenced estimate (which is very accurate). Oddly enough, the "Hadamard condition number", defined by:
has almost the same value for both estimates. Since G is, in reality, singular, the conjugacy relations (2.11) become impossible to maintain with sufficient accuracy.
Each time such a failure occurs, it is noted, and the total printed in the output, as shown. Table 3 Comparison of DFQN and GMP methods •18 Table 4 Comparison 9 . Discussion. Although the performance of the DFQN algorithm is creditable enough in most cases, it is clearly inferior to the GMP method for Chebyquad, EXP5
and EXP6.
The possibility of improving this type of algorithm by generalizing it has been outlined by Powell [12] . He terms these methods "¿-conjugate" methods.9 The relations (2.11) are retained, but the QN conditions, instead of being restricted to (3.10b) and (3.14), are generalized by Powell to:
where the coefficients {Cija} and the quantities {ra} ate known in terms of values of x and of/. {GfA is, of course, required to be symmetric. With these more general QN conditions, for example, it might not be necessary to achieve the conditions (2.6) in the Une search, thus rendering it possible to reduce the number of evaluations of f.
Or, with our notation for the Hessian, "G-conjugate". Powell reported mixed success with an algorithm he devised based on these ideas. His difficulties seemed to be a result of the lack of insurance, in conditions (9.1), that G* would be positive-definite. Moreover, Powell made no provision for estimating gg. If (9.1) is generalized further to: (9.2) ZCifaGTj+ZdtogSt = <lo> thus introducing more variables {^q,}, it would then be possible to constrain G* so as to maintain positive-definiteness, while at the same time having the QN conditions (9.2) strictly satisfied. This might be done along the lines of Section 6 (also suitably generalized); i.e., some norm of 7 would be minimized, subject to a set of inequality constraints on G*. The exact QN conditions would then be used to complete the solution for the updates. The first phase of the search we term the "trap" phase. Starting with a normalized direction vector s, we are evaluating F(ct) defined as/(r + as) as described in Section 2. Our first value (a = 0), we shall denote by a2, and the corresponding value of F(0) by F2. We then increment a to the value a3, and evaluate F3. (If s is the first step direction-viz., the Newton direction, then a3 is the value given by the Newton formula; however, in no case is a3 permitted to exceed unity. For the other directions in the cycle, a3 is estimated on the basis of the progress made in the first step-again, a3 cannot exceed unity.) If F3 < F2, the step a3 is doubled, a2 becomes ax, a3 becomes a2, and a new a3 is defined as a2 + 2(a2 -ax The "squeeze" itself is based on first fitting a quadratic to the three points PX,P2, and P3. The minimum of this quadratic will occur at a4, with ax < a4 < a3. When F4 is now evaluated it may be >F2. In this case, we perform a "cut", i.e., if, for example, a4 > a2, we compute1 x (Al) a5 = Viiax + a2) and "close" the interval, by discarding P3. Then PA becomes P3, and we evaluate Fs ; Ps then becomes the new P4. If F4 is again > F2, we repeat the process. Note that the "cut" is always on the side away from P4. When F4 <F2, we fit a cubic to the four pointsPX,P2,P3,P4. Let this cubic be centered around a4 as follows:
K(a) = c0+cxia-a4) + c2(o¡ -a4)2 + c3(a -a4)3
(with the c's having known values after the fitting). We can then solve for the minimum of nia), and we obtain the solution (for c2 ¥= 0):
where (A4) p = 3cxc3/c\, p is a dimensionless ratio, independent of the scaling of F or a, and, for a cubic, is bounded above by unity. 1° We shall henceforth denote the pair (o¡-, F¡) by P¡.
This device was originally suggested to the author by Dr. Y. Bard.
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The criterion for terminating the "squeeze" is based on the relative change in the estimated value of F'fa) from a4 to as. In this case, the estimates are based on «(a), and the values of n" at a4 and a5 turn out to be:
(A5a) k\cl4) = 2c2,_ (A5b) «>5) = 2c2Vl-p, so that:
(A6) k"s/k"4 = s/1 -p.
It can be shown that, when the values {ax,a3} do not bracket the maximum of «(a), then k¡ will be larger than «4. Hence, we can expect that the "normal"
state of affairs would be that the ratio in (A6) would be greater than unity, which means that p would be negative. Numerical tests have indicated that it is in fact reasonable to allow k" to increase by 20% but to restrict any decrease to 1%. This gives an allowable range for p as follows:
(A7) -.44 < p < .02
and when p is found to fall within this range, the squeeze is terminated.
The principal danger from rounding error occurs when the differences (Ft -F2 ) and (F3 -F2) are too small relative to lF2 I. Then, too many significant figures are lost, and the values of b and c become too inaccurate. This has the effect of spoiling the updates for g and G. Therefore, since the machine accuracy in this study is about 16 significant figures, the line search is terminated and no update is made when, (A8) minfF! -F2, F3 -F2) < 10"12 x F2 so that we can expect at least a few correct figures in our update. 
