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Abstrak 
Makalah ini mengkaji tentang estimasi regresi spline khususnya penggunaan pada data longitudinal. 
Data longitudinaladalah data yang mampu membedakan keragaman respon yang disebabkan karena 
pengukuran yang berulang. Kurva regresi spline diestimasi dengan menggunakan kuadrat terkecil. 
Terlihat bahwa taksiran kurva regresi spline untuk data longitudinal merupakan kelas 
pendugaan linear dalam observasi respon   ̃  dan sangat tergantung pada titik knotk1, 
k2, ..., kr. 
Keywords: data longitudinal, kuadrat terkecil, dan regresi spline. 
 
1. Pendahuluan 
Regresi nonparametrik digunakan apabila bentuk kurva regresi diasumsikan tidak 
diketahui. Regresi nonparametrik memiliki fleksibilitas yang tinggi dalam mengestimasi 
kurva regresi. Berbeda dengan regresi parametrik yang mengasumsikan bentuk kurva regresi 
diketahui seperti linear, kuadratik, kubik, eksponensial atau yang lainnya, pendekatan regresi 
nonparametrik tidak mengasumsikan bentuk awal dari kurva regresi. Sehingga diperlukan 
pendekatan dalam mengestimasi kurva regresi nonparametrik,salah satunya adalah metode 
spline. Eubank [4]  menyatakan spline merupakan salah satu model yang mempunyai 
interpretasi statistik dan interpretasi visual sangat khusus dan sangat baik, melalui pemilihan 
titik knot optimal Di samping itu, spline mampu menangani karakter data fungsi yang bersifat 
mulus (smooth) melalui pemilihan parameter penghalus optimal. 
Islamiyati (2010) menguraikan penggunaan regresi spline polynomial truncuted pada 
data cross sectional. Namun dalam perkembangan riset selama ini, telah banyak jenis data 
pengukuran yang diperoleh di lapangan, bukan hanya dalam bentuk cross sectional, 
diantaranya data longitudinal. Wu dan Zhang [9]  menyatakan data longitudinal adalah data 
pengamatan yang dilakukan terhadap n obyek yang saling independen, setiap obyek diamati 
secara berulang dan kontinu dalam kurun waktu tertentu, dimana pengamatan dalam obyek 
yang sama saling berkorelasi. Perbedaan struktur data tersebut menyebabkan perlu kajian 
tentang penggunaan regresi spline pada data longitudinal. 
Makalah ini mengkaji tentang estimasi kurva regresi spline pada data longitudinal, 
dimana metode estimasi yang digunakan adalah metode kuadrat terkecil, dengan memilih titik 
knot optimal berdasarkan nilai Gross Cross Validation (GCV) terkecil. 
 
2. Data Longitudinal 
 
Data longitudinal merupakan data yang diamati dan diukur berulangkali pada suatu 
interval waktu tertentu. Dibandingkan dengan data yang diperoleh pada studi cross sectional 
yang umumnya dilakukan pada bidang sosial dan ekonomi, dimana pengukuran  terhadap 
obyek hanya dilakukan sekali saja, maka data longitudinal memiliki keunggulan, yaitu 
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kemampuannya dalam mengenali pengaruh waktu pengukuran terhadap respon. Data 
longitudinal diasumsikan obyek-obyek saling independen satu sama lainnya, tetapi antara 
pengamatan di dalam obyek yang sama saling dependen, karena cenderung berkorelasi [3]. 
Dalam studi tentang data longitudinal, pada umumnya pengamatan dilakukan terhadap 
n obyek yang saling independen, dimana setiap obyek diamati secara berulang (repeated 
measurement) dalam kurun waktu yang berbeda. Misalkan ijt menyatakan pengamatan pada 
waktu ke-j dari obyek ke-i dan ijy menyatakan variabel respon pada waktu ijt , maka data 
longitudinal diberikan oleh (       )                      dimana in menyatakan 
banyaknya pengukuran berulang dari individu ke-i atau dapat ditulis dalam bentuk 
persamaan: 
      (   )                              (1) 
[9]. 
 
 
3. Model Regresi Spline 
 
Spline adalah potongan polinomial order p dengan titik bersama dari potongan-
potongan tersebut disebut dengan knot. Titik knot merupakan perpaduan dua kurva yang 
menunjukkan pola perubahan perilaku kurva pada selang yang berbeda. Penggunaan titik knot 
banyak digunakan dalam regresi nonparametrik, karena secara visual dapat menunjukkan 
setiap perubahan pola perilaku yang terjadi dalam interval waktu tertentu (Islamiyati, 2009). 
Misalkan pola perubahan yang terjadi pada data sebanyak lima pola perubahan, dimana titik 
terjadinya pola perubahan tersebut disebut titik knot. Pola perubahan yang terjadi, yaitu pola 
pertama cenderung naik, kemudian menurun pada pola kedua. Selanjutnya pola ketiga juga 
menunjukkan kecenderungan turun tetapi penurunannya berbeda dengan pola kedua. Pola 
keempat mengalami kenaikan kembali dan terus naik pada pola kelima tetapi dengan 
kecenderungan naik yang berbeda pula. Contoh ini menunjukkan bahwa dengan penggunaan 
regresi spline, sangat memungkinkan dalam satu data terdapat beberapa pola perubahan 
dalam setiap interval waktu berbeda. 
Spline orde p dengan knot 1 2, , , mk k kK  diberikan dalam fungsi f dengan bentuk: 
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[4]. 
Salah satu cara pemilihan titik knot optimal adalah menggunakan metode generalized 
cross validation (GCV). Kriteria GCV didefenisikan: 
    ( )  
    ( )
[          (   ( ))] 
, (3) 
dengan:  
MSE (k) =     ̃ ((   ( ))
 
(   ( )))  ̃   adalah titik knots,A(k) = 
 (   )        ( ) adalah matriks yang berukurannxn,                                     ̃  
(  ̃  ̃                  ̃)
 .  [5] 
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4. Taksiran Kurva Regresi Spline pada Data Longitudinal 
 
Data longitudinal yang diukur berulangkali berdasarkan waktu diberikan oleh 
(       )                     , dimana in menyatakan banyaknya pengukuran 
berulang dari obyek ke-i.Jika diberikan model regresi nonparametrik untuk data longitudinal 
maka diperoleh suatu bentuk seperti pada (1). 
Spline pada data longitudinal diberikan dengan bentuk persamaan : 
  (   )   ∑       
  
    ∑  (   ) (      ) 
  
    (4) 
Dimana 
           = titik knot 
  = jumlah orde 
    = pengaruh variabel waktu pada objek ke-i dengan pengulangan ke-j 
 =  parameter 
Spline orde  , dapat dimodelkan sebagai berikut: 
 
  (   )                   
          
  ∑  (   ) (      ) 
  
    (5)                                                                               
Menurut model spline pada (5), maka model regresi nonparametrik berdasarkan  (1)  dapat 
ditulis : 
  (   )  
                 
          
   (   ) (      )
 
    (   ) (      )
 
 
   (   ) (      )
 
           
   (6) 
 
yang dapat disajikan dengan bentuk matriks, yaitu: 
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Model matriks pada (7) dapat disederhanakan dalam bentuk: 
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Jika dituliskan dalam notasi matriks, dapat ditulis menjadi : 
 
 ̃    ̃    ̃               (8) 
 
Untuk memperoleh bentuk pendugaan  ̃dilakukan melalui metode kuadrat terkecil dengan 
cara meminimumkan Jumlah Kuadrat Galat (JKG): 
 
     ( ̃    ̃)
 
( ̃    ̃)  
        ( ̃    ̃)
 
( ̃    ̃)  
                  = [ ̃  ̃    ̃    ̃   ̃     ̃]. 
 
Selanjutnya diperoleh: 
 
  
  ̃
 =
 ( ̃  ̃   ̃    ̃  ̃     ̃)
  ̃
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                ̃       ̃  
 
Kemudian :  
 
     ̃       ̃= 0 
 
    ̃       ̃  
 
   ̃      ̃  
 
 ̂̃  (   )     ̃ atau    (   )     ̃ 
 
Akibatnya pendugaan kurva regresi   (   ) diberikan oleh: 
 
 ̃̂(           )      
                                       (   )       ̃=  A(           ) ̃ ;  
 
dengan matriks   A(           )   ( 
  )     
Terlihat bahwa pendugaan untuk kurva regresi spline untuk data longitudinal 
merupakan kelas pendugaan linear dalam observasi respon   ̃  dan sangat tergantung pada 
titik knot k1, k2, ..., kr. 
5. Kesimpulan 
Estimasi kurva regresi spline untuk data longitudinal dapat disajikan dalam bentuk: 
 ̃̂(           )                                              ( 
  )       ̃=  A(           ) ̃ ; 
dengan y  adalah variabel respon berorde 1N  diberikan oleh: 
1 2( , , , )
T
ry y y y . 
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