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EQUIVALENCE BETWEEN RADIAL SOLUTIONS OF DIFFERENT
PARABOLIC GRADIENT-DIFFUSION EQUATIONS AND
APPLICATIONS
MIKKO PARVIAINEN, JYVA¨SKYLA¨
JUAN LUIS VA´ZQUEZ, MADRID
Abstract. We consider a general form of a parabolic equation that generalizes both
the standard parabolic p-Laplace equation and the normalized version that has been
proposed in stochastic game theory. We establish an equivalence between this equation
and the standard p-parabolic equation posed in a fictitious space dimension, valid for
radially symmetric solutions. This allows us to find suitable explicit solutions for exam-
ple of Barenblatt type, and as a consequence we settle the exact asymptotic behaviour
of the Cauchy problem even for nonradial data. We also establish the asymptotic be-
haviour in a bounded domain. Moreover, we use the explicit solutions to establish the
parabolic Harnack’s inequality.
1. Introduction
In this paper we consider the following general version of the nonlinear parabolic equa-
tion
∂tu = c |Du|
κ div(|Du|p−2Du), (1.1)
with real parameters p > 1 and κ > 1−p, so that the homogeneity of the right-hand side
operator is always larger than 0. The constant c > 0 does not play any role for the given
equation since it can be eliminated by a time scaling, but it could be useful to play with
when the exponents vary, mainly when p →∞. Formally (1.1) is a nonlinear parabolic
equation, possibly degenerate or singular; moreover, for κ 6= 0 the right-hand side is not
a divergence-form operator. The equation gives the usual p-parabolic equation and also
the normalized p-parabolic equation, both will be briefly described below as a way of
motivating the general problem. Note that for p = 2 we get the equation ∂tu = |Du|
κ∆u.
We will discuss the initial-value problem in a bounded domain Ω ⊂ Rn, or in the whole
space Rn, n ≥ 2. Our main technical contribution is the reduction of the general equation
to the standard p-parabolic equation by an equation transformation. The equivalence
applies only to radially symmetric solutions but this will be enough to find suitable
special solutions of Barenblatt type. Moreover, this helps us to settle the long-time
behaviour of all solutions with continuous, bounded and compactly supported initial
data, as well as to establish the parabolic Harnack’s inequality.
Standard parabolic p-Laplace equation. The most popular model of evolution
equation of nonlinear diffusion type with gradient-dependent diffusivity is the so-called
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2parabolic p-Laplace equation (also known as p-parabolic equation for short):
∂tu = ∆pu := div(|Du|
p−2Du) .
It has been extensively studied for all values of the parameter p ∈ (1,∞). We use the
notation Du(x, t) to denote the spatial gradient of functions u(x, t), x ∈ Rn, n ≥ 1,
and t ∈ R. Note that for p = 2 we recover the classical heat equation. For p > 2 the
diffusivity |Du|p−2 vanishes for Du = 0 and therefore this is called degenerate or slow
diffusion, while for 1 < p < 2 we have |Du|p−2 → ∞ as |Du| → 0 and this is called
singular or fast diffusion.
The parabolic p-Laplace equation has a large literature covering existence and unique-
ness of weak solutions for suitable initial and boundary data, for problems posed in the
whole space or in bounded domains. Also regularity, asymptotic behaviour, free bound-
aries and other issues have been studied, see for example the monograph [DiB93], and
more recently [Vaz06, Urb08]. These works use the theory of weak solutions. Since
the equation (1.1) is in non-divergence form except in this particular special case, the
solutions in this paper are understood in the viscosity sense, see [CIL92, Gig06, OS97].
However, in the case of p-parabolic equation the notions of weak and viscosity solution
are equivalent for all p ∈ (1,∞) [JLM01].
The limit cases. Also the limit cases p = 1 and p =∞ have attracted attention, and
have posed problems that help motivate our work. The case p = 1 is a model for the so
called total variation flow
∂tu = ∆1u := div
(
Du
|Du|
)
and this equation appears for example in image processing, see [ABCM01]. However,
there is another model that involves the 1-Laplace operator, namely, the mean curvature
flow
∂tu = |Du| ∆1u := |Du| div
(
Du
|Du|
)
,
which is very important in differential geometry [ES91, CGG91], and in a number of
applications, like crystal growth. Here we find a first case of occurrence of the non-
divergence factor |Du|κ, with κ = 1.
The limit as p→∞ posed another problem [JK06] and opened up another perspective.
For a smooth p-harmonic function with nonvanishing gradient, a short calculation shows
that
∆pu = |Du|
p−2
∆u+ (p − 2) n∑
i,j=1
∂iu
|Du|
∂ju
|Du|
∂iju
 = 0.
This formula suggests that the factor |Du|p−2 could be disregarded (in this particular
instance), and attention could be concentrated on the operator between parentheses.
This can be made rigorous, since in the viscosity formulation of the p-Laplace equation,
we can disregard the test functions with vanishing gradient [JLM01]. Further, formally
dividing by p and passing to the limit p→∞ produces the normalized or game theoretic
version of the infinity Laplace operator
∆N∞u =
n∑
i,j=1
∂iu
|Du|
∂ju
|Du|
∂iju .
3Next we observe that eliminating factors of the form |Du|γ is not possible in the evolution
problem because of the presence of the left-hand side ∂tu. Therefore, the standard version
of the p-Laplace evolution equation can be written as
∂tu = |Du|
p−2 (∆u+ (p− 2)∆N∞u) ,
and it is not equivalent to the modified equation
∂tu = ∆u+ (p− 2)∆
N
∞u =: ∆
N
p u . (1.2)
The new p-Laplace operator ∆Np u, called the normalized or game theoretic p-Laplacian,
can be seen as an interpolation between the standard Laplace and ∆N∞, and has been
proposed in stochastic game theory as explained below.
Viscosity solutions. The works of Crandall, Evans, Giga, Ishii, Lions, Souganidis and
others established the theory of viscosity solutions and their connection to the stochastic
differential games and control theory in the early 80s. Recently, a connection between
the theory of stochastic tug-of-war games and normalized p-Laplace type equations
∆Np u = f
has been investigated. In the elliptic case 1 < p ≤ ∞, this connection was discovered
in the works of Peres, Schramm, Sheffield and Wilson [PS08, PSSW09]. For p = 1, see
[BCQ01, KS06]. In the parabolic case, it was shown in [MPR10] that solutions to (1.2)
can be obtained as limits of values of tug-of-war games with noise when the parameter
that controls the length of steps goes to zero. Solutions to equations of type (1.2) remain
solutions when multiplied by a constant, which can be a useful attribute in applications
to mathematical image processing [Doe11, ETT15]: then the brightness of the original
image does not affect the evolution itself. Heuristically speaking, the value of p in
(1.2) controls the strength of the diffusion to the direction of sharp changes (gradient
direction) compared to the diffusion to other directions when processing images using
this evolution.
Recently, equation (1.2) has been studied for example by Banerjee and Garofalo [BG13,
BG15], Juutinen [Juu14], Jin and Silvestre [JS17], Attouchi and Parviainen [AP], Ubostad
[Ubo], Berti and Magnanini [BM] as well as A. Bjo¨rn, J. Bjo¨rn and Parviainen [BBP].
The general equation (1.1) can be badly singular and thus requires a modification of the
definition of viscosity solutions as in [OS97], see also [IS95] and [Dem11]. C1,α-regularity
for (1.1) was established by Imbert, Jin and Silvestre in [IJS].
Outline of the paper. The above considerations motivate the study of the more
general form (1.1). In Section 2 we introduce a suitable concept of viscosity solution
taken from Ohnuma and Sato [OS97], and recall existence, uniqueness and comparison
results.
In Section 3 we present a transformation that works for radially symmetric solutions and
allows to reduce the general case of equation (1.1) to a version of the known p-Laplace
theory or its radial counterpart. Heuristically speaking, we show that the solutions to
the original problem can be interpreted as solutions to the divergence form p-parabolic
equation, but in an fictitious space dimension d given by
d− 1 = (n− 1)
κ+ p− 1
p− 1
. (1.3)
This is inspired by the works [PV12, PV13] about evolution flows driven by the infinity
Laplacian, where p = ∞ and d = 1. However, since d is not necessarily integer, the
4rigorous connection for p < ∞ requires looking at a weighted 1-dimensional divergence
form equation, Definition 4.1, for which the connection is established in Theorem 4.2.
The equivalence result then allows us to derive important explicit radial solutions to
(1.1) in the examples of Subsection 3.2: the exponential solutions, the Barenblatt type
solutions; and later in Section 6 we introduce the friendly giant type solutions.
As an application, using Aleksandrov’s reflection principle and the scaling properties of
the Barenblatt solution, we show in Theorem 5.2 that the viscosity solution to equation
(1.1) behaves asymptotically like a Barenblatt solution of the preceding p-Laplacian type.
The precise statement and the proof are given in Section 5. The result for the p-Laplace
equation was due to [KV88] and improved in [LPV06].
In Section 6 we consider the problem posed in a bounded domain with zero boundary
values. Again using an explicit solution that we call a friendly giant type solution, we
show that the viscosity solution asymptotically behaves like such a solution, see the
detailed statement in Theorem 6.5.
In Section 7, we establish Harnack type estimates. We use the Barenblatt type solution
for the expansion of positivity in the proof of Theorem 7.3. Combined with the oscillation
estimate Corollary 7.2, this yields the Harnack type estimate of Theorem 7.3. The final
Appendix gathers a number of technical arguments.
Notations and comments. It is sometimes convenient to re-parametrize the general
equation (1.1) in the form
∂tu = |Du|
γ (∆u+ (p− 2)∆N∞u) = |Du|
q−2 (∆u+ (p− 2)∆N∞u) , (1.4)
where γ = κ + p − 2 > −1 and q = 2 + γ = κ + p > 1. The value κ = 0 (γ = p − 2,
q = p) indicates the standard parabolic p-Laplace equation, while γ = 0 corresponds to
the parabolic flow driven by the normalized p-Laplacian. We can also see the equation
as a particular case of the general form ∂tu = F (Du,D
2u) for a certain F , but we will
not go far into this extra generality.
Finally, we point out that the problem becomes trivial in one space dimension. Indeed,
since then ∆pu = (|ux|
p−2 ux)x, equation (1.1) reduces to a standard parabolic q-Laplace
equation with the exponent q = κ+ p:
∂tu = |ux|
κ∆pu = (p − 1)/(q − 1)∆qu.
There is no need for a fictitious dimension in this case.
2. Viscosity solutions
Let Ω ⊂ Rn, n ≥ 1, be an open bounded set, and Θ ⊂ Rn+1 an open set. We define the
cylinder ΩT = Ω× (0, T ) and its parabolic boundary
∂pΩT = (Ω× {0}) ∪ (∂Ω× [0, T ]). (2.1)
Moreover, we will use cylinders of the form Qr,θ(x0, t0) = Br(x0)× (t0− θ, t0), so that in
particular Qr,rq(x0, t0) = Br(x0)× (t0 − r
q, t0). When no confusion arises, we may drop
the reference point and write Qr,rq . For a cylinder in one space dimension, we denote
Q1δ,δ(x0, t0) = (|x0| − δ, |x0|+ δ) × (−δ + t0, t0).
The definition of suitable viscosity solutions to (1.4) requires some care because the
operator may be singular. Nonetheless, a definition that fits our needs can be found in
5[OS97]. First set
F (Du,D2u) := |Du|q−2 (∆u+ (p− 2)∆N∞u) (2.2)
whenever Du 6= 0. We define F to be a set of functions f ∈ C2([0,∞)) such that
f(0) = f ′(0) = f ′′(0) = 0, f ′′(r) > 0 for all r > 0,
and moreover we require for g(x) := f(|x|) that
lim
x→0,x 6=0
F (Dg(x),D2g(x)) = 0.
Further, let
Σ = {σ ∈ C1(R) : σ is even, σ(0) = σ′(0) = 0, and σ(r) > 0 for all r 6= 0}.
Definition 2.1. A function ϕ ∈ C2(Θ) is admissible if for any (x0, t0) ∈ Θ with
Dϕ(x0, t0) = 0, there are δ > 0, f ∈ F and σ ∈ Σ such that
|ϕ(x, t) − ϕ(x0, t0)− ϕt(x0, t0)(t− t0)| ≤ f(|x− x0|) + σ(t− t0)
for all (x, t) ∈ Bδ(x0)× (t0 − δ, t0 + δ).
If Dϕ 6= 0, a C2-function is automatically admissible.
Definition 2.2. We say that ϕ touches u at (x0, t0) ∈ Θ from below if
(1) u(x0, t0) = ϕ(x0, t0), and
(2) u(x, t) > ϕ(x, t) for all (x, t) ∈ Θ such that (x, t) 6= (x0, t0).
The definition for touching from above is analogous.
Definition 2.3. A function u : Θ→ R ∪ {∞} is a viscosity supersolution to (1.4) if
(i) u is lower semicontinuous,
(ii) u is finite in a dense subset of Θ,
(iii) for all admissible ϕ ∈ C2(Θ) touching u at (x0, t0) ∈ Θ from below{
ϕt(x0, t0)− F (Dϕ(x0, t0),D
2ϕ(x0, t0)) ≥ 0 if Dϕ(x0, t0) 6= 0,
ϕt(x0, t0) ≥ 0 if Dϕ(x0, t0) = 0.
The definition of a subsolution u : Θ→ R ∪ {−∞} is analogous except that we require
upper semicontinuity, touching from above, and we reverse the inequalities above: in
other words if −u is a viscosity supersolution. If a continuous function is both a viscosity
super- and subsolution, it is a viscosity solution.
It is shown in [JLM01] that if q = p > 1, then the above notion coincides with the notion
of p-super/subparabolic functions, having a direct connection to the distributional weak
super/subsolutions as well. Moreover, if q ≥ 2, then viscosity solutions can be defined
in a standard way by using semicontinuous extensions, see Proposition 2.2.8 in [Gig06].
The following comparison principle is proved in [OS97, Theorem 3.1].
Theorem 2.4 (Comparison). Let Ω be a bounded domain. Suppose that u is viscosity
supersolution and v is a viscosity subsolution in ΩT . If
∞ 6= lim sup
ΩT∋(y,s)→(x,t)
v(y, s) ≤ lim inf
ΩT∋(y,s)→(x,t)
u(y, s) 6= −∞
for all (x, t) ∈ ∂pΩT , then v ≤ u in ΩT .
6Actually, the result is proved for the viscosity solutions of the more general form ∂tu =
F (Du,D2u) where F satisfies certain regularity and degenerate ellipticity conditions, see
[OS97, Section 2]. They apply in our case for p > 1 and q > 1.
This then implies the existence and uniqueness for the Cauchy problem for our problem
(1.4) by the Perron method [OS97, Theorem 4.9]. Below BUC refers to the space of
bounded and uniformly continuous functions.
Theorem 2.5 (Cauchy problem). Let u0 ∈ BUC(R
n). Then there exists a unique
viscosity solution u in the class BUC(Rn × [0, T )) to the problem{
ut = F (Du,D
2u), in Rn × (0, T )
u(x, 0) = u0(x), x ∈ R
n.
For a bounded open Ω ⊂ Rn with suitable regularity conditions a slight modification of
the Perron method also gives the existence of a unique viscosity solution to the Dirich-
let problem with continuous boundary values g (see [Gig06, Theorem 2.4.9]). Another
approach is to approximate the problem with a smoother one and to prove the existence
then by passing to the limit. To be more precise, combining Theorem 5.2 and 5.3, Lemma
5.4, Theorem 5.5 in [IJS], the following theorem holds for QT = B1 × (0, T ).
Theorem 2.6 (Dirichlet problem). Let g ∈ C(∂pQT ). Then there exists a unique vis-
cosity solution u ∈ C(QT ) to equation (1.4) posed in QT such that u = g on ∂pQT .
These solutions satisfy the C1,α interior regularity for equation (1.4) established by
Imbert, Jin and Silvestre in [IJS]. The Ho¨lder norm depends on the L∞ bound of the
solutions and the domains.
3. Radial solutions. Reduction to fictitious dimension
In this section, we derive explicit radial solutions to (1.4) by a functional transformation.
For more clarity, we introduce the transformation using formal computations. At the
end of the section a theory of radial solutions is done using this transformation and we
verify that the obtained formal solutions are indeed viscosity solutions.
3.1. Introducing the problem in the fictitious dimension. Let u be a smooth so-
lution to (1.4) which is radial with respect to the space variable, and has a non-vanishing
gradient for x 6= 0. With a slight abuse of notation, as usual in the literature, we also
use the same notation u to denote the solution in radial coordinates, i.e. u(x, t) becomes
u(r, t). Then, denoting by ur the radial derivative, we have |Du(x, t)| = |ur(r, t)|, and
∆u = urr +
n− 1
r
ur.
Thus
ut = |Du|
q−2 (∆u+ (p− 2)∆N∞u)
= |ur|
q−2 (urr +
n− 1
r
ur + (p − 2)urr)
= |ur|
q−2 (p− 1)(urr +
n− 1
(p− 1)r
ur)
=
p− 1
q − 1
|ur|
q−2
(
(q − 1)urr +
(n− 1)(q − 1)
(p− 1)r
ur
)
.
(3.1)
7On the other hand, we can write the usual q-Laplacian for the smooth radial function
with a non-vanishing gradient in space dimension d as
∆dqu := div(|Du|
q−2Du)
= |Du|q−2 (∆u+ (q − 2)∆N∞u)
= |ur|
q−2
(
(q − 1)urr +
d− 1
r
ur
)
,
(3.2)
where we recall that ∆N∞u =
∑
i,j
∂iu
|Du|
∂ju
|Du|∂iju denotes the normalized infinity Laplacian.
Note that as long as we restrict to functions u(r, t), the equations make sense even if n
and d are not integers. Comparing both formulas, and starting from equation (3.1), we
define the equivalent fictitious dimension d(n, p, q) as
d =
(n− 1)(q − 1)
p− 1
+ 1 =
(q − 1)n+ p− q
p− 1
. (3.3)
We may then write the radial equation in the form
ut =
p− 1
q − 1
|ur|
q−2
(
(q − 1)urr +
d− 1
r
ur
)
, (3.4)
which is formally the parabolic q-Laplace equation in d dimensions with the constant,
an equivalence that will lead to interesting conclusions. Some remarks first:
(i) This type of transformation was used in [PV12, PV13] when p =∞, but then d = 1
which makes things much easier. This is never the case here and we get d > 1 whenever
p, q > 1 and n > 1.
(ii) We have
d− n =
(n − 1)(q − p)
p− 1
.
Therefore, when q > p the fictitious dimension is larger than n, if q < p then d is less
than n, and if p = q there is naturally no change. Conversely, given d, n and p we can
get the needed exponent change as q − p = (p− 1)(d − n)/(n− 1).
(iii) The fictitious dimension may or may not be an integer. If d is an integer, then
(1.4) and (3.4) formally coincide in the case of the radial solutions with the q-parabolic
equation in d space dimensions ut = ∆
d
qu as shown by the above computations. The
equivalence of (1.4) and the 1-dimensional equation (3.4) in the case of the radial solutions
is discussed in Theorem 4.2.
(iii) If d is not an integer, the transformation still implies that u(r, t) satisfies a 1-
dimensional parabolic equation. This will be used below to construct examples that will
be quite useful in the sequel.
3.2. Examples. The transformation we have introduced is useful because it produces
interesting examples that we need later in the paper to settle the long-time behaviour of
general solutions, and to prove Harnack’s inequality.
Example 1. We consider the simplest case q = 2 where the right-hand operator has
linear homogeneity, and look for source-type solutions, i. e., solutions that start from
initial data consisting of a singularity. The fictitious dimension is now
d =
p+ n− 2
p− 1
> 1,
8and we see that (3.1) just becomes the heat equation in (formal) dimension d, but with
the factor p − 1 in the equation, which is absorbed into the time variable. From the
explicit fundamental solution of the heat equation, we derive the formal solutions
U(x, t) = C t−
d
2 exp
(
−
|x|2
4(p − 1)t
)
= C t
−n+p−2
2(p−1) exp
(
−
|x|2
4(p − 1)t
)
. (3.5)
These are the solutions obtained in [BG13] to ut = ∆u + (p − 2)∆
N
∞u. In case d is not
an integer this is only formal, but it can be shown that they are viscosity solutions, see
Proposition 4.4.
Example 2. For the other values q 6= 2, we get a different source-type solution that
comes from the Barenblatt-type solution [Bar52] of the standard parabolic q-Laplace
equation in d space dimensions. We will call the obtained solution a modified Barenblatt
solution. It is convenient to consider first the case q > 2 corresponding to slow diffusion.
The standard Barenblatt solution reads then
Bq,d(x, t;C) = t−d/λ
(
C −
q − 2
q
λ
1
1−q
( |x|
t1/λ
)q/(q−1)) q−1q−2
+
, (3.6)
where λ = d(q − 2) + q, the constant C > 0 can be chosen freely, and (·)+ means
max{·, 0}. Notice the property of compact support, and this property only depends on
the condition q > 2.
Using the value (3.3) and doing the time rescaling we arrive at a formal expression for
the source type solution of (1.4) of the form
Bq,d,p(r, t;C) := Bq,d(re1,
p− 1
q − 1
t;C) and
Bq,d,p(x, t;C) := Bq,d,p(|x| , t;C)
(3.7)
where e1 = (1, 0, . . . , 0). Sometimes we drop C, i. e., denote B
q,d,p(r, t) and Bq,d,p(x, t)
for simplicity.
The limit p→∞ can be taken in these examples, and it leads to the results of [PV12,
PV13] with d = 1.
Example 3. On the other hand, for 1 < q < 2 we have a fast diffusion Barenblatt
solution if λ remains positive, i.e., for d(q − 2) + q > 0, see [Vaz06] , page 192 or
[DGV11]. Because of the sign change the formula is now
Bq,d(x, t) = t−d/λ
(
C +
2− q
q
λ
1
1−q
( |x|
t1/λ
)q/(q−1))− q−12−q
,
which defines the time rescaled version
Bq,d,p(x, t;C) (3.8)
similarly as in (3.7). The outcome in (3.7) is the same, but in this example the solutions
do not have compact support, they have instead a tail with power-rate decay as |x| → ∞.
Let us examine the admissible range for p and q when q < 2. We have to impose the
condition
λ = d(q − 2) + q =
( (n− 1)(q − 1)
p− 1
+ 1
)
(q − 2) + q > 0 ,
9i.e.
q >
2d
d+ 1
which is equivalent to (n− 1)(2 − q) < 2(p − 1), i. e.,
2n < q(n− 1) + 2p. (3.9)
It follows that the range condition can be written as
q >
{
1 if p ≥ (1 + n)/2
2(n − p)/(n− 1) if 1 < p < (1 + n)/2.
(3.10)
Observe that 1 < (2(n − p))/(n − 1) < 2 whenever 1 < p < (1 + n)/2.
Conservation laws. (i) The change of dimension when q 6= p does not seem important
in the given formulas, but it has consequences for the physical interpretation as we will
see below. Let us point out a very important fact: the standard Barenblatt solution in
dimension d obeys the mass conservation with respect to the Lebesgue measure dx =
dS dr, so that in radial coordinates we have∫ ∞
0
Bq,d,p(r, t)rd−1dr = C, (3.11)
where C > 0 is a constant independent of time. We call this integral the d-mass. Note
that this fact is a consequence of the self-similar form of the Barenblatt solutions with
the self-similarity exponents given below.
The equation (1.4) is invariant under a scaling transformation of the form
T u(x, t) = Au(Bx,Ct) (3.12)
for real parameters A,B,C > 0. This formula transforms solutions into solutions if
C = Aq−2Bq. This leaves two free parameters which can be conveniently used in the
theory.
The conservation of the d-mass above is a consequence of the fact that the Barenblatt
solutions obey the above type scaling invariance with the extra d-mass condition A = Bd,
so that C = B(q−2)d+q i.e. u(x, t) = Bdu(Bx,Bλt).
(ii) When we try to write this conservation law for the modified Barenblatt solution
with respect to the n-dimensional measure we get∫ ∞
0
rσ Bq,d,p(r, t) rn−1dr = C, (3.13)
which means conservation of the moment taken with respect to the standard Lebesgue
measure with the weight w(r) = rσ where
σ = d− n =
(n− 1)(q − p)
p− 1
.
Initial singularity. In the same vein, the calculation for the n-mass gives∫ ∞
0
Bq,d,p(r, t) rn−1dr = C t−µ, µ =
d− n
λ
=
(n− 1)(p − q)
(p− 1)(d(q − 2) + q)
.
In view of the fact that the Barenblatt solution for q > 2 has a support that shrinks to
the origin as t → 0, we conclude that the initial data is a Dirac delta only if p = q. If
q > p the initial mass tends to infinity (infinite mass singularity), if q < p it tends to
zero (a mild singularity).
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Justification of the formulas. The derivation of the Barenblatt solutions is well
known for integer space dimensions, and they are weak solutions of the equation. We
need to justify that such claims hold when d is not an integer.
Here are the whole details of the formal pointwise computation of the solution. We
look for a nonnegative radial self-similar solution. We propose the form
v(r, t) = (βt)
−α
βw((βt)
− 1
β r) ,
where α and β are to be suitably fixed later, r, t > 0, and we assume that all the
derivatives below exist. We get
vt(r, t) = −
α
β
(βt)−
α
β
−1βw((βt)−
1
β r)−
1
β
(βt)−
α
β (βt)−
1
β
−1rw′((βt)−
1
β r)β
= −(βt)−
α+β
β (αw(R) +Rw′(R)),
where R := (βt)
− 1
β r. Moreover,
vr(r, t) = (βt)
−α+1
β w′(R), vrr(r, t) = (βt)
−α+2
β w′′(R).
Inserting this into vt = |vr|
q−2 ((q − 1)vrr +
d−1
r vr) we obtain
−(βt)−
α+β
β (αw(R) +Rw′(R))
=
∣∣∣(βt)−α+1β w′(R)∣∣∣q−2 ((q − 1)(βt)−α+2β w′′(R) + d− 1
r
(βt)−
α+1
β w′(R)
)
= (βt)
−α+2
β (βt)
− (α+1)(q−2)
β
∣∣w′(R)∣∣q−2 ((q − 1)w′′(R) + d− 1
R
w′(R)
)
.
We may eliminate the time dependence by choosing α + β = (α + 2) + (α + 1)(q − 2)
i. e., β = α(q − 2) + q > 0, and we get
−(αw(R) +Rw′(R)) =
∣∣w′(R)∣∣q−2 ((q − 1)w′′(R) + d− 1
R
w′(R)
)
.
Moreover,
−R1−α(Rαw(R))′ =
( ∣∣w′(R)∣∣q−2 w′(R)Rd−1)′R1−d, (3.14)
where (·)′ denotes the derivative with respect to R and we used( ∣∣w′(R)∣∣q−2 w′(R)Rd−1)′R1−d
=
(
sgn(w′(R))(q − 2)
∣∣w′(R)∣∣q−3 w′′(R)w′(R)Rd−1 + ∣∣w′(R)∣∣q−2w′′(R)Rd−1
+
∣∣w′(R)∣∣q−2w′(R)(d− 1)Rd−2)R1−d
=
∣∣w′(R)∣∣q−2 ((q − 1)w′′(R) + w′(R)d− 1
R
)
(3.15)
assuming w′(R) 6= 0; the vanishing gradient will need a special treatment later. For the
later use, we also remark that if w is extended through an even reflection w(R) := w(−R),
R < 0, then the above equation takes the form( ∣∣w′(R)∣∣q−2w′(R) |R|d−1 )′ |R|1−d = ∣∣w′(R)∣∣q−2 ((q − 1)w′′(R) + w′(R)d− 1
R
)
.
The choice α = d in (3.14) together with an integration gives
0 = Rw(R) +
∣∣w′(R)∣∣q−2 w′(R). (3.16)
11
A solution to this reads as
w(R) =
(
K −
q − 2
q
R
q
q−1
) q−1
q−2
+
and thus
v(r, t) = (βt)−
α
βw((βt)−
1
β r) = t−d/β
(
C −
q − 2
q
β
1
1−q
( r
t1/β
) q
q−1
) q−1
q−2
+
= t−d/λ
(
C −
q − 2
q
λ
1
1−q
( r
t1/β
) q
q−1
) q−1
q−2
+
,
where C = λ−d(q−2)/(λ(q−1))K and we recalled the earlier notation λ = β from (3.6).
Finally, letting u(x, t) := v(x, p−1q−1 t) solves, at least formally at this point, the equation
(3.4).
The presence of a free boundary where the regularity is limited for q > 2 implies that
a proof is needed to show that it is indeed a viscosity solution of the equation. In
Proposition 4.4 below we show that this is the case for all values of d > 1.
Other examples. Similar procedures can be applied to other families of explicit solu-
tions of the standard p-Laplace equation to produce new solutions of equation (1.4). For
instance, a simple solution that is sometimes used as a barrier is
u(x, t) = c(at+ x1 − b)
(p−1)/(p−2)
+
with p > 2, an arbitrary a > 0 and a convenient c = c(a, p), and any b ∈ R. This is a
one-dimensional traveling wave directed along the x1-axis (for any other direction we get
a solution by rotation of this one). In this case, the corresponding solution for equation
(1.4) is given by the same formula with p replaced by q, and we do not need any change
of dimension. We will not exploit the last example further in this paper.
4. Equation in 1-D. Basic results
The discussion of the last section motivates the study of the 1-dimensional parabolic
equation (3.4) i.e.
ut =
p− 1
q − 1
|ur|
q−2
(
(q − 1)urr +
d− 1
r
ur
)
. (4.1)
4.1. Recapitulation of the theory for integer d. Whenever d is an integer, the
equation (4.1) is just the standard q-Laplace equation in Rd for radial functions. Radial
viscosity solutions of the original equation transform into radial viscosity solutions of the
d-dimensional q-Laplace equation, cf. the estimate (A.2).
The theory of the standard d-dimensional q-Laplace equation is well-established and
for example the following holds:
(i) Given data u0 ∈ L
s(Ω), where s ∈ [1,∞) is any exponent there is a unique weak
solution of both problems (Ω bounded or Rd), the set of solutions forms a contraction
semigroup in Ls(Ω), see [Bar10, BC91, Bre73, DiB93, Rav70].
(ii) For bounded initial data, the solutions u are locally Cα in space and time for
some α ∈ (0, 1). Moreover, Du ∈ C
α,α/2
x,t , [DiB93]. Continuous data produce continuous
solutions up to the boundary in regular domains [DiB93, KL96, BBGP15]. For q ≥ 2 all
Ls(Ω)-solutions, s ≥ 1, are bounded; this is also true for 1 < q < 2 if q is not too small,
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q(d+1) > 2d. However, we emphasize that viscosity solutions are always continuous by
definition.
(iii) For q > 2 we have finite speed of propagation. We formulate it in the simplest
form: if Ω = Rd and the initial data are nonnegative, bounded and supported in a finite
ball BR0(0), then for all t > 0 the support of the solution u(·, t) is contained in a finite
ball of finite radius R(t) and R(t)→∞ as t→∞. The support of the solution increases
with time.
(iv) On the contrary, for 1 < q < 2 we have infinite speed of propagation: every
nonnegative, continuous and bounded weak solution of the stated problems defined in
Ω × (0, T ) will be either positive everywhere or identically zero for each 0 < t < T .
Actually, there is a time Te > 0 such that u(x, t) > 0 for every x ∈ Ω and 0 < t < Te
and u(x, t) = 0 x ∈ Ω and Te < t ≤ T . When Te < T then Te is called the extinction
time. It depends on the problem and on the initial data. Note that for the Cauchy-
Dirichlet problem in a bounded domain with zero lateral boundary data we may take
T = ∞ and Te is always finite. On the other hand, for the Cauchy Problem in R
d we
may take T =∞ (global solutions) and finite time extinction depends on q and the class
of data. Thus, if u0 ∈ L
1(Rd), then Te(u0) is finite whenever 1 < q < 2d/(d + 1), while
for 2 > q ≥ 2d/(d + 1) the conservation of mass holds. See more for example [Vaz06]
(Chapter 11) or [DiB93] (Chapter 7).
4.2. The case of non-integer d. Here we will establish the basic facts that will allow
us to work with the transformations of the viscosity solutions of equation (1.4). We will
choose to present the details for the Cauchy-Dirichlet problem with continuous initial
data. Below use the notation dz := |r|d−1 dr dt, the natural parabolic measure for this
problem.
Definition 4.1. Let 0 < T ≤ ∞ and 0 < R ≤ ∞. A function u ∈ C((−R,R)× (0, T ))
such that ur ∈ C((−R,R)× (0, T )), ur(0, t) = 0 is a continuous weak solution to (3.4) if∫
(−R,R)×(0,T )
uφt dz =
p− 1
q − 1
∫
(−R,R)×(0,T )
|ur|
q−2 urφr dz
for all φ ∈ C∞0 ((−R,R)×(0, T )). To get the definition of a continuous weak subsolution,
we replace equality by ≥ and test with φ ≥ 0. The definition for a continuous weak
supersolution is analogous except the inequality is reversed.
Above we have taken the rather strong regularity assumption for convenience, since
the corresponding viscosity solutions are even in C1,α and this will be the context where
we use the definition. Let us also remind that in the equivalence theorems below we
consider radial, and in the asymptotic results in the whole Rn, we assume boundedness.
Next we observe that the radial viscosity solutions of Section 2 and the 1-dimensional
continuous weak solutions we have introduced are the same. Observe that since we
assume in the next theorem that the function is radial and necessarily ur(0, t) = 0, then
we have even function with respect to r.
Theorem 4.2. Let u ∈ C(QT ), QT = BR×(0, T ), BR ⊂ R
n, 0 < R ≤ ∞, be a continuous
radial function, and q > 1. Then u is a viscosity solution to (1.4) in n-dimensions if and
only if v(r, t) := u(re1, t), r ∈ (−R,R), is 1-dimensional weak solution to (3.4) according
to Definition 4.1.
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We have decided to postpone the proof of this result to the appendix, see Propositions
A.3 and A.4, to give precedence to the asymptotic results in Section 5.
Remark 4.3. (i) In case d is an integer, similarly it holds that the radial viscosity
solutions in n-dimensions to (1.4) i.e.
ut = |Du|
q−2 (∆u+ (p− 2)∆N∞u)
are equivalent to the radial weak solutions to the parabolic q-Laplacian in d-dimensions
ut =
p− 1
q − 1
∆dqu.
(ii) A similar equivalence result also holds in the time independent case: Let u ∈ C(BR),
BR ⊂ R
n, 0 < R <∞, be a continuous radial function, q, p > 1, and f radial as well as
continuous up to the boundary. Then u is a viscosity solution to
|Du|q−2 (∆u+ (p − 2)∆N∞u) = f (4.2)
in n-dimensions if and only if v(r) := u(re1), r ∈ (−R,R), is 1-dimensional weak
solution to ∫
(−R,R)
fφ |r|d−1 dr = −
p− 1
q − 1
∫
(−R,R)
|ur|
q−2 urφr |r|
d−1 dr,
for all φ ∈ C∞0 ((−R,R)). If d happens to be an integer, then in the radial case the
viscosity solutions are equivalent with the weak solutions to the equation
p− 1
q − 1
∆dqu = f
where ∆dq denotes the standard q-Laplacian in d-dimensions.
Above we require for example u ∈ C((−R,R)), ur ∈ C((−R,R)), ur(0, t) = 0 in the
weak definition. The C1,α-regularity for viscosity solutions of (6.6) was proven in [BD12]
in the radial case; for the general case see [AR].
We now state a very remarkable property of this equation, in line with what was said
for the Barenblatt solutions.
Conservation law. By Theorem 4.2 radial viscosity solutions of the original equation
(1.4) coincide with the 1-dimensional solutions of the divergence form equation with
weights and thus have a conservation of mass property in the fictitious dimension d, i.e.,∫ ∞
0
u(r, t)rd−1 dr
is constant in time for all t > 0 under a suitable global condition. It is well known that
the conservation of mass fails even for the heat equation without a global condition, e.g.
exponential growth bound. Here, d need not be an integer. We do not know of any
conservation law of this type for general nonradial viscosity solutions.
The conservation law also holds in the singular range q < 2 as long as the range
condition (3.10) i.e. q > 2d/(d + 1) and a suitable global condition holds. Indeed, the
proof in [FDV14] also holds for our 1-dimensional equation. For the standard q-Laplacian
q > 2, see [DiB93], Chapter 7.
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4.3. Back to the Barenblatt solutions. From Theorem 4.2 it follows that the explicit
solutions given in Subsection 3.2 are viscosity solutions.
Proposition 4.4. The function Bq,d,p in (3.7) is a viscosity solution to (1.4) in Rn ×
(0,∞) for q > 2, and so is (3.8) whenever q < 2 and the range condition (3.10) holds.
If q = 2, p > 1, then a viscosity solution is given by (3.5).
Proof. By Theorem 4.2, it suffices to show that the solutions in the statement are
weak solutions according to Definition 4.1. Also observe that the definition of viscosity
solutions still applies since it is of local nature, and thus the initial singularity is not a
problem.
Case q = 2: First, since (3.5) is a smooth classical solution to (3.4), then this is
immediate in the case q = 2.
Case q 6= 2: Set
A(r, t) :=
(
C −
q − 2
q
λ
1
1−q
( r
t1/λ
)q/(q−1))
.
If A(r, p−1q−1 t) 6= 0, t > 0, r 6= 0, then B
q,d,p is a classical solutions to (3.4) by construction
and thus weak, and if r = 0 then (Bq,d,p)r(r, t) = 0 and one can directly verify the weak
definition at the vicinity of r = 0.
Moreover, if A(r, p−1q−1 t) = 0, t > 0, then (B
q,d,p)t and (B
q,d,p)r are continuous and one
can again directly verify the definition of the weak solution.
By Theorem 4.2, it suffices to show that (3.7) or (3.5) are weak solutions according to
Definition 4.1.
For completeness, we also give a more direct proof using the definition of viscosity
solutions.
A second proof of Proposition 4.4. We consider (x0, t0) ∈ R
n × (0,∞).
Case q > 2: Let
A(x, t) :=
(
C −
q − 2
q
λ
1
1−q
( |x|
t1/λ
)q/(q−1))
.
If x0 6= 0 and A(x0,
p−1
q−1 t0) 6= 0, then B
q,d,p immediately satisfies the definition of a
viscosity solution by the calculations in the examples of Subsection 3.2, since either
DBq,d,p(x0, t0) 6= 0 or B
q,d,p is identically zero in the neighborhood of the point (x0, t0).
Indeed, let ϕ touch Bq,d,p from below at (x0, t0) where DB
q,d,p(x0, t0) 6= 0. Then observe
that Dϕ(x0, t0) = DB
q,d,p(x0, t0), and D
2ϕ(x0, t0) ≤ D
2Bq,d,p(x0, t0). Thus
F (Dϕ,D2ϕ) ≤ F (DBq,d,p,D2Bq,d,p) = ∂tB
q,d,p = ∂tϕ.
If x0 = 0, then it holds that
lim
06=x→0
F (DBq,d,p(x, t0),D
2Bq,d,p(x, t0)) = ∂tB
q,d,p(0, t0)
= −
d
λ
(p− 1
q − 1
t0
)− d
λ
−1 p− 1
q − 1
C
q−1
q−2 < 0.
There is no admissible test function from below, cf. [OS97] Section 5. Hence the super-
solution property is automatically satisfied. On the other hand, since ∂tB
q,d,p(0, t0) < 0,
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then any admissible test function from above satisfies the definition of a viscosity sub-
solution.
If A(x0,
p−1
q−1 t0) = 0 (i.e. we are at the free boundary), then since
q−1
q−2 − 1 =
1
q−2 > 0, it
follows that
DBq,d,p(x0, t0) = 0 = ∂tB
q,d,p(x0, t0).
Thus for any test function ϕ touching u at (x0, t0) it holds that ∂tϕ(x0, t0) = 0 and thus
the definition of a viscosity solution is satisfied.
Case q < 2: First we observe that in this case A(x0,
p−1
q−1 t0) > 0, and DB
q,d,p(x0, t0) 6= 0
if x0 6= 0. In this case the Barenblatt solution is also classical, and the above argument
holds verbatim. Also the case x0 = 0 can be treated exactly as above.
Case q = 2: The solution (3.5)
U(x, t) = C t−
d
2 exp
(
−
|x|2
4(p − 1)t
)
is smooth and has nonzero gradient whenever x0 6= 0. In this case for any test function
ϕ touching U at (x0, t0) from below
∂tϕ(x0, t0) = ∂tU(x0, t0) = F (DU(x0, t0),D
2U(x0, t0)) ≥ F (Dϕ(x0, t0),D
2ϕ(x0, t0)).
The case of touching from above is similar. If x0 = 0, then again
lim
06=x→0
F (DU(x, t0),D
2U(x, t0)) = ∂tU(0, t0) < 0
and there is no test function from below. When testing from above, we always have
∂tϕ(0, t0) = ∂tU(0, t0) < 0, and the definition of the viscosity solution is automatically
satisfied.
5. Asymptotic behaviour in the whole space
We will now proceed with the study of the long time behaviour. We will establish
the asymptotic behaviour of the viscosity solutions of the general equation (1.4) in two
typical situations: the initial-value problem in the whole space, and the Cauchy-Dirichlet
problem with the zero lateral boundary data posed in a bounded domain. We point out
that the techniques can be applied to other situations as well.
5.1. Size estimates. We consider first the initial-value problem to equation (1.4) posed
in Rn and F is given by (2.2){
ut = F (Du,D
2u), in Rn × (0, T )
u(x, 0) = u0(x), x ∈ R
n, 0 ≤ u0 ∈ C0(R
n), u0 6≡ 0
(5.1)
with bounded and continuous solutions in the viscosity sense. C0(R
n) denotes the space
of continuous, compactly supported functions. By Theorem 2.5 we know that this prob-
lem has a unique viscosity solution.
We want to obtain first a rough estimate of the size of the solutions, and also the free
boundaries when q > 2. A direct comparison with the explicit solutions constructed in
Section 3 produces a first bound on the solutions. These estimates are correct for all
large times up to constant factors in view of the sharper results to follow.
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Theorem 5.1. Let u be a viscosity solution to the Cauchy problem (5.1) and the range
condition (3.10) holds.
(i) There are constants C, t1 > 0 such that
u(x, t) ≤ Bq,d,p(x, t+ t1;C) x ∈ R
n, t > 0. (5.2)
(ii) There are constants C1, t1 > 0 such that
u(x, t) ≥ Bq,d,p(x, t+ t1;C1) x ∈ R
n, t > t1 > 0. (5.3)
(iii) This means that for large times
‖u(·, t)‖∞ ∼ t
−α, α =
d
λ
=
1
q − 2 + (q/d)
, (5.4)
where d = (n(q − 1) + p − q)/(p − 1) is the fictitious dimension, λ = d(q − 2) + q, C1
depends on the initial data, and ∼ means up to a constant.
(iv) Moreover, when q > 2 the support of the solution will be contained for large times
in a ball of radius
R(t) = C2 t
α/d ,
α
d
=
1
d(q − 2) + q
. (5.5)
while for q < 2 the solution decays as |x| → ∞ like
u(x, t) ≤ C(t)|x|−q/(2−q), (5.6)
where C(t) is a given function of t.
Proof. Case q > 2: Since u0 ∈ C0(R
n), 0 6≡ u0 ≥ 0, we have Barenblatt type solutions
as in (3.7) denoted by Bl(x, t) := B
q,d,p(x−x0, t+1;Cl), Bu(x, t) := B
q,d,p(x−x0, t+1;Cu)
(lower, upper) such that
Bl(x, 0) ≤ u0(x) ≤ Bu(x, 0).
From the comparison principle, Theorem 2.4, it follows for (x, t) ∈ Rn × [0,∞) that
Bl(x, t) ≤ u(x, t) ≤ Bu(x, t).
This step fixes the size both from above and below with estimates that are proportional
for large times.
Case q ≤ 2: A modification has to be done to obtain the bounds from below since
Bl(x, t) does not have compact support. Here is the argument in short. Take a ball
BR(x0) where u0 is continuous and strictly positive, u0(x) ≥ c > 0. By continuity
of the solutions u(x, t) ≥ c/2 for x ∈ BR(x0) and 0 < t < t1. We now consider the
exterior space-time domain Et1 = (R
n \BR(x0))× (0, t1). We take a Barenblatt solution
Bl(x, t) := B
q,d,p(x − x0, t;Cl) centered at x = x0 with a very small mass parameter
Cl. In this way we may ensure that u(x, t) ≥ Bl(x, t) on the parabolic boundary of Et1 .
Since Bl(x, t) = 0 on Et1 ∩ {t = 0}, we only have to check the lateral boundary and this
holds if Cl is small enough. By the comparison principle on exterior domain for weak or
viscosity solutions
u(x, t) ≥ Bl(x, t) for x ∈ R
n, t = t1,
since by choosing small enough mass parameter, we can also guarantee that the inequality
holds on BR(x0)×{t = t1}. The same inequality is then true for t > t1. The conclusion
follows.
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The estimates of the previous theorem are sharp for the explicit solutions by a direct
inspection.
It is interesting to note the behaviour of the exponents α and α/d for large values of
the parameters since they serve to estimate the size of the solution and the spread rate
of the support. Thus, when q is very large, while p and n remain fixed, hence much
smaller, we have
d ∼
n− 1
p− 1
q, α ∼ q−1,
α
d
∼
p− 1
n− 1
q−2 ,
which amounts to very slow diffusion rates in a fictitious high dimension. On the other
hand, when p, q →∞ with q = kp we get
d ∼ (n− 1)k + 1,
α
d
∼
1
((n− 1)k + 2)q
.
We see that the fictitious dimension tends to constant, and α ∼ c(n, k)/q.
5.2. Sharp asymptotic convergence. Once the asymptotic size of the solutions is
estimated in the whole space, we proceed with the statement and proof of the precise
asymptotic behaviour.
Theorem 5.2. Let u be a viscosity solution to the Cauchy problem (5.1) and the range
condition (3.10) holds. Then, there is Barenblatt type solution as in (3.7) and (3.8) such
that
lim
t→∞
tα sup
x∈Rn
∣∣∣u(x, t)− Bq,d,p(x, t;C)∣∣∣ = 0. (5.7)
where α = d/λ. The constant C > 0 depends on the initial data in a non-explicit way.
Proof. We will give a proof of this result using ideas from [PV12, PV13] in the first
part, and lap number properties in the final argument.
Step 1: We will also need a version of Alexandrov’s reflection principle. Its proof, which
also applies to the equation (1.4), can be found in [Vaz07, Lemma 9.17, Proposition
14.27].
Lemma 5.3 (Alexandrov’s reflection principle). Let u be a viscosity solution to the
Cauchy problem (5.1) with compactly supported initial data u0 ∈ C0(BR(0)), u0 ≥ 0.
Then for all t ≥ 0 and all r > R it holds that
min
|x|=r
u(x, t) ≥ max
|x|=r+2R
u(x, t).
Moreover, r 7→ u(rθ, t), θ ∈ Sn−1, is nonincreasing for r > R.
The heuristic idea in the proof is to draw a hyperplane H through (R, 0, . . . , 0) that
divides Rn into two half spaces H+ and H−, H
+ containing BR(0). Then, we compare
in H+ the solution u(x, t) and u(pi(x), t) where pi(x) is the reflection with respect to the
hyperplane. Since the corresponding initial values are ordered and both solutions take
the same values on the hyperplane, then the solutions are ordered by the comparison
principle. In particular, letting ν = (1, 0, . . . , 0) this gives
u(−rν) ≥ u((2R + r)ν).
Then repeating the argument with respect to the other tangent hyperplanes gives the
result.
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For the nonincreasiness along rays let H be the hyperplane passing perpendicularly
trough the middle point of the segment [r1θ, r2θ] for r2 > r1 > R.
Step 2: We already have the rough estimates of Theorem 5.1. In order to get sharper
approach we need almost radiality for large times in the form used in [PV12, PV13]. We
use the previous statement: If spt(u0) ⊂ BR(0), then we have for all t ≥ 0 and all r > R
that
min
|x|=r
u(x, t) ≥ max
|x|=r+2R
u(x, t).
In order to reduce the gap 2R, we define the family of rescaled solutions
uκ(x, t) = κ
d
λu(κ
1
λx, κt) (5.8)
for variable scaling parameter κ > 1, and similarly Bκl , B
κ
u, where Bl,Bu are as in the
proof of Theorem 5.1. This is a particular case of transformation (3.12) where the d-mass
is conserved. These rescaled functions also solve the same equation (1.4), and since Bl
and Bu are invariant under this scaling, it follows that for any compact time interval
T/2 ≤ t ≤ T and q > 2 there is R∗ > 0 such that the support of u
κ(·, t) is contained in
BR∗ independent of κ, and that u
κ are uniformly bounded as well as continuous. In the
case q ≤ 2, the solutions no longer have a compact support but uniform boundedness
still holds.
Let ε > 0, and κ > 1 large enough so that Rκ := κ
− 1
λR = ε. Once we apply the above
inequality for the rescaled solutions, we get for r > Rκ
min
|x|=r
uκ(x, t) ≥ max
|x|=r+2Rκ
uκ(x, t).
Next we fix t = 1 and define
uκmin(r) = min
|x|=r
uκ(x, 1), uκmax(r) = max
|x|=r
uκ(x, 1).
By Lemma 5.3, they are nonincreasing functions for r ≥ ε, compactly supported in
BR∗(0), and satisfy
uκmax(r) ≥ u
κ
min(r) ≥ u
κ
max(r + 2ε)
for all r ≥ ε. From this, the boundedness, compact support, and uniform regularity for
solutions [IJS], it follows that there is a small error in d-mass:∫ ∞
0
(uκmax(r)− u
κ
min(r))r
d−1 dr ≤ Cε. (5.9)
We have thus arrived at a small asymptotic error in some integral norm that is propagated
in time. If q < 2, combine the above argument with the tail estimate obtained from (5.6)
to obtain (5.9).
Step 3: Let uκmin(r, t) and u
κ
max(r, t) be the radial solutions with the initial data given
by uκmin(r) and u
κ
max(r) respectively at t = 1. Then by the comparison principle for all
t ≥ 1, we have
uκmin(r, t) ≤ u
κ(x, t) ≤ uκmax(r, t) , (5.10)
where of course r = |x|.
Next we need to find asymptotics for the radial solutions uκmin(r, t), u
κ
max(r, t). If d were
an integer, we could use the results of [KV88], but since this is not necessarily the case
we derive the results for our equation in the next section. Let η > 0. Inspecting the
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proof of Proposition 5.7, as we can always choose κ and t0 large enough so that κ = t0/2
where t0 is as in the proof of Proposition 5.7, we get∣∣∣uκmin(r, 2) − Bq,d,p(r, 2, Cmin)∣∣∣ ≤ η,∣∣∣uκmax(r, 2) − Bq,d,p(r, 2, Cmax)∣∣∣ ≤ η.
Going back to the original scaling similarly as in the proof of Proposition 5.7, we get
asymptotic limits for the radial upper and lower bounds in (5.10), and further recalling
(5.9) to see that Cmax − Cmin is small, we obtain the claim.
5.3. Convergence of radial solutions via intersection comparison. For our gen-
eral equation d is not necessarily an integer, so the last item of the above proof must
be completed. We have to write down the proof of asymptotic convergence for the 1D
equation (4.1) that is satisfied by the radial solutions in the fictitious dimension. This
merits a careful consideration and explanation.
We could establish the result about the d-mass convergence as in the previous proof.
There are many techniques that have been used to establish the pointwise large time
asymptotic behaviour of solutions of parabolic equations. The one we use here works in
one dimension, or for radially symmetric solutions in several dimensions, and is based
on counting the evolution in time of the “number of intersections of two solutions”, a
rough idea that can be made precise with the names intersection number or lap number.
These concepts have been investigated in works by Sattinger [Sat69], Matano [Mat82],
Angenent [Ang88] and others, and were used by Galaktionov and the second author in a
number of papers, cf. [GV03]. The idea seems to go back to Sturm, [Stu36], so it is also
called Sturmian theory, [Gal04].
First we consider functions w(x) of the real variable x ∈ R and look for a count of the
number of sign changes by looking for finite sequences of points x1 < x2 < · · · < xk+1
such that w(xj)w(xj+1) < 0. This is called a sign-change sequence. We define the
counter
I(w) = sup{k ∈ N : there exists a sign-change sequence x1 < x2 < · · · < xk+1} (5.11)
and if there is no sign change we set I(w) = 0. Hence, the counter is a nonnegative
integer or plus infinity. In the case of two functions, we denote
N(t, u1, u2) = I(u1(·, t)− u2(·, t)).
The result we will use is the following improvement of the usual Maximum Principle.
Replacing the maximum principle by the elliptic (i.e. the one stated with elliptic or
Euclidean boundary instead of parabolic boundary) type comparison principle in the
proof of Theorem 4 in [Sat69], we obtain the Sturmian comparison principle.
Theorem 5.4 (Sturmian Comparison Principle for parabolic equations). Let u and u2
be two viscosity solutions with possibly different initial data to the Cauchy problem (5.1).
Then the counter N(t, u, u2) does not increase in time.
This explains the name intersection comparison in the name of the section. We have to
specify the equations to which the Sturmian comparison principle applies. The original
applications concerned solutions of the classical heat equation in 1D or with radial sym-
metry in several space dimensions. The application we use here is taken from [Vaz03]
where it is applied to the radial solutions of the porous medium equation. It is known
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to apply for example to p-Laplace equations [GB07] and reaction-diffusion equations
[QRV02].
Let us first note that when the initial counter is zero for the difference of two solutions,
then it is zero for all times and the two solutions being compared are ordered at all
times. This is a version of the usual comparison principle. The case that interests us
is when we consider two solutions, one of them is the solution under investigation, the
other one is the Barenblatt solution with the same d-mass, and we have N(0, u, u2) = 1,
and then the counter must be 1 or zero for all later times. But the result N(0, u, u2) = 0
would imply ordering, and by virtue of the conservation of d-mass this means that the
two solutions must be the same at that time, hence the same for all later times, and the
asymptotic behaviour is proved.
We have to examine the case where N(t, u, u2) = 1 for all times, and try to make the
asymptotic conclusion also in that case. We copy Lemma 17.2 from [Vaz03]. The lemma
also holds for our equation. In particular, the fact that the support of any nonnegative
6≡ 0 solution spreads with time and occupies any fixed ball follows by comparing with
the Barenblatt type solution in the case q > 2. The case q ≤ 2 can be completed using
the ideas of Theorem 5.1.
Lemma 5.5. Let u be a radial viscosity solution to the Cauchy problem (5.1) and the
range condition (3.10) holds. Then there exist time delays 0 < t1 < t2 such that if
ui(r, t) = B
q,d,p(r, t+ ti;C), i = 1, 2, and C is the d-mass of u, we have
N(t, u, u1) = N(t, u, u2) = 1. (5.12)
Moreover, we may choose the delays so that for all large t the list of signs of u − u1 is
−+, while the list for u − u2 is +−. Therefore, for all r small enough we have for all
large t
u2(r, t) < u(r, t) < u1(r, t). (5.13)
For the conclusion about the convergence of the solutions we need to pay more attention
to formula (5.12) and look for the relative position of the intersections of the three
solutions. Among other things the proof utilizes the conservation of mass. As pointed
out at the end of Section 4, the conservation of mass also holds in the singular range as
long as the range condition (3.10) holds.
Proposition 5.6. Let u be as in the previous lemma. Then, there is C > 0 such that
lim
t→∞
∫ ∞
0
∣∣∣u(r, t)− Bq,d,p(r, t;C)∣∣∣ rd−1dr = 0, (5.14)
and such that u and Bq,d,p have the same d-mass.
Proof. Let u1 and u2 be as in the previous lemma so that u, u1, u2 have the same
d-mass. For any t > 0 we denote by z1 the intersection of u(·, t) and u1(·, t), by z2 the
intersection of u(·, t) and u2(·, t), and by z the intersection of u1(·, t) and u2(·, t). By the
formulas of the Barenblatt solutions we see that N(t, u1, u2) = 1 and also observe that
z is known a priori. There are three cases to consider.
First case: Suppose that z1 > z. Looking at the graphs of the functions we see that u
must have gone under u2(r, t) before reaching r = z, and then z2 ≤ z. This means that
u lies between the two solutions for 0 ≤ r ≤ z2 and r ≥ z1, and moreover,
u(r, t) ≤ min{u1(r, t), u2(r, t)} for z2 ≤ r ≤ z1.
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Second case: Suppose that z2 < z = z1. This is similar to the first case.
Third case: Finally, z1 ≤ z ≤ z2. In this case we have
u2(r, t) ≤ u(r, t) ≤ u1(r, t) for 0 < r ≤ z1
u1(r, t) ≤ u(r, t) ≤ u2(r, t) for z2 ≤ r <∞.
Moreover,
u(r, t) ≥ max{u1(r, t), u2(r, t)} for z1 ≤ r ≤ z2.
Asymptotic mass analysis. We recall that u(r, t), u1(r, t), u2(r, t), as well as
Bq,d,p(r, t;C), have the same d-mass for all times. We want to prove that
lim
t→∞
∫ ∞
0
∣∣∣u(r, t) − Bq,d,p(r, t;C)∣∣∣ rd−1dr = 0.
Let us assume that we are in the third case above, other cases being similar. We estimate
the integral in the three regions I1 = [0, z1], I1 = [z1, z2], and I3 = [z2,∞]. In I1 and I3
we have u sandwiched between u1 and u2 so that
|u(r, t) − u1(r, t)| ≤ |u2(r, t) − u1(r, t)| ,
and moreover it can be easily seen that the d-mass of the right hand side goes to zero.
Assume that the integrals on both intervals are less than or equal to ε/4 for t ≥ tε. We
now estimate the integral in the middle interval as follows:∫
I2
|u(r, t)− u1(r, t)| r
d−1dr =
∫
I2
(u(r, t) − u1(r, t)) r
d−1dr
=
∫ ∞
0
(u(r, t) − u1(r, t)) r
d−1dr −
∫
I1∪I3
(u(r, t) − u1(r, t)) r
d−1dr ≤ 0 + 2ε/4.
Here, we used the order in the interval I2 and the equality of the total d-mass. The claim
follows.
Proposition 5.7. Let u be as in the previous lemma. Then, there is C > 0 such that
lim
t→∞
td/λ
∣∣∣u(r, t) −Bq,d,p(r, t;C)∣∣∣ = 0. (5.15)
Proof. Let u1, and u2 be as in the previous lemma, and let u, u1, u2 have the same
d-mass. By scaling we may assume that t = 1 and that the d-mass of the difference∣∣u(r, 1) − Bq,d,p(r, 1;C)∣∣ is small. To be more precise, we first choose t0 large enough so
that the d-mass of the absolute value of the difference is small. Then we consider the
rescaled function u(r, t) := uκ(r, t) in (5.8) with κ = t0. Also observe that d-mass of the
difference remains small in this rescaling.
Since we know that the solutions are uniformly bounded in L∞(R) by a comparison
argument similar to those in Theorem 5.1, the C1 regularity result, Theorem 1.1 in [IJS],
implies that the derivative of u(r, 1) − Bq,d,p(r, 1;C) is uniformly bounded. But then a
simple argument says that u(r, 1) − Bq,d,p(r, 1;C) is small in L∞(R).
By returning to the original scaling, we obtain the power factor td/λ.
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6. Asymptotic behaviour in bounded domains
In this section, we consider the equation defined in a bounded domain with zero Dirichlet
boundary conditions. We consider the problem
ut = |Du|
q−2 (∆u+ (p − 2)∆N∞u), in Ω∞,
u(x, 0) = u0(x), x ∈ Ω,
u(x, t) = 0, x ∈ ∂Ω,
(6.1)
where Ω∞ = Ω × (0,∞) where Ω is a bounded domain of R
n with smooth enough
boundary. We will always take q > 2 and p > 1, and u0 ≥ 0, u0 6≡ 0 bounded C
2(Ω)-
function.
The study of the behaviour of nonnegative solutions defined in a general bounded
domain is based on three ingredients: the existence of uniform bounds, the study of
the special solution on a ball, and a monotonicity condition that holds for nonnegative
solutions. We will be specially interested in the long-time behaviour.
6.1. Properties of solutions defined in a general bounded domain. We will follow
the outline of the proof of [Vaz04] for the porous medium equation with a number of
changes needed in our framework, so the proof is differently organized. We note that
some arguments are only sketched whenever they can be easily adapted.
• Monotonicity is a key property in our proofs of long-time behaviour. It takes the form
of a derivative bound that is in fact valid for all semigroups generated by a homogeneous
operator acting on a Banach space or a convex subset thereof. We state it as follows
Proposition 6.1. The nonnegative viscosity solutions of (6.1) satisfy
∂tu ≥ −
u
(q − 2)t
. (6.2)
in the sense of distributions. Recall that q > 2.
Sketch of proof. The original proof is done in [BC81], see also Lemma 8.1 in [Vaz07].
We briefly repeat the ideas: we denote by Stu0 the solution with initial data u0. Now we
recall that the rescaling implies that if u(x, t) is a solution then uk(x, t) = ku(x, k
q−2t)
is again a solution for all k > 0. This is equivalent to writing St(ku0) = kSkq−2t(u0), or
putting λ = kq−2:
St(λ
1
q−2u0) = λ
1
q−2Sλt(u0).
Then,
Sλt(u0)− St(u0) = λ
− 1
q−2St(λ
1
q−2u0)− St(u0)
= (λ
− 1
q−2 − 1)St(λ
1
q−2u0) + (St(λ
1
q−2u0)− St(u0)).
By the maximum principle the last summand is positive whenever λ > 1. Now observe
that for λ = 1 + ε > 1 we have for ε > 0 small
0 ≥ λ−
1
q−2 − 1 = −(1− (1 + ε)−
1
q−2 ) ∼ −
1
q − 2
ε
while λt − t ∼ tε. Taking the incremental quotient, (Sλt(u0) − St(u0))/(λt − t), and
passing to the limit ε→ 0 the result holds.
Note that the proof works for the viscosity solutions: observe that multiplying by a test
function above, integrating, and moving the difference quotient on the test function, we
get the statement in the sense of distributions.
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• Another main ingredient will be rescaling and the study of a new differential equation.
We perform the following change of variables
u(x, t) = t−
1
q−2 v(x, τ), τ = log(t) . (6.3)
The equation for v is
∂τv = |Dv|
q−2 (∆v + (p− 2)∆N∞v) +
1
q − 2
v. (6.4)
It follows that v(x, τ) ≥ 0 is defined for all τ > −∞. Moreover, we will see below that
v is uniformly bounded in x and τ as a consequence of the construction of the next
subsection.
6.2. Asymptotic behaviour in a ball. We consider now in detail the problem posed
in a ball Ω = BR(0). By scaling we may take R = 1 without loss of generality. Indeed,
if u(x, t) is a solution with space domain B1(0), then uR(x, t) = Au(x/R, t) is another
solution defined in BR(0) if and only if A
q−2 = Rq .
Separable solutions. We study radial separable solutions with zero lateral boundary
values having a form
U(x, t) = t
− 1
q−2V (|x|) (6.5)
sometimes called the friendly giant, or FG-type solution. This is a particular case of
(6.3) where the second factor is time-independent.
Theorem 6.2. The separable weak/viscosity solution (6.5) defined in B1(0) exists and
is unique in the class of positive profiles V .
Proof. Step 1: Preparation. Using the equation, recalling (3.2) and (3.15), we are led
to consider the stationary problem for V
0 =
V (y)
q − 2
|y|d−1 +
p− 1
q − 1
(
∣∣V ′(y)∣∣q−2 V ′(y) |y|d−1)′, (6.6)
for y ∈ (−1, 1). Using symmetry we will look for a bounded solution V of the equation
only in 0 < y < 1 with the conditions V ≥ 0, V ′ ≤ 0, and end point values
lim
y→0+
∣∣V ′(y)∣∣q−1 yd−1 = 0, V (1) = 0.
In order to prove the existence, we write for r ∈ [0, 1]
−
∫ r
0
V (y)
q − 2
yd−1 dy =
p− 1
q − 1
∣∣V ′(r)∣∣q−2 V ′(r)rd−1
i.e.
−
(
q − 1
p− 1
∫ r
0
V (y)
q − 2
(y
r
)d−1
dy
) 1
q−1
= V ′(r), (6.7)
and further for R ∈ [0, 1]∫ 1
R
(
q − 1
p− 1
∫ r
0
V (y)
q − 2
(y
r
)d−1
dy
) 1
q−1
dr = V (R). (6.8)
From here it follows that if we have a solution V ∈ C([0, 1]) for (6.8), then V ∈ C1([0, 1])
and limr→0+ V
′(r) = 0. Then reflecting V evenly to define V over the whole interval
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(−1, 1), the function U given by (6.5) is a weak solution according to Definition 4.1.
Theorem 4.2 shows that we have also constructed a viscosity solution to our problem.
Step 2: Existence. It remains to verify that (6.8) has a solution. Let
C = {u ∈ C([0, 1]) : u(1) = 0, u ≥ 0},
K = {u ∈ C : ||u||L∞(0,1) ≤M, ||u||L∞(0, 1
2
) ≥ m, |u(x)− u(y)| ≤M |x− y| , x, y ∈ [0, 1]}
where the q dependent constants M := M(q, d) and m := m(q, d) will be determined
in the course of the proof. The left hand side of (6.8) defines an operator T . Since
K is convex, closed and compact (by Arzela`-Ascoli), we can use Schauder’s fixed point
theorem to find a nontrivial solution if T : K → K is a continuous operator. To verify
this, observe that TV (1) = 0 and that for u ∈ K it holds that
|TV (R)| =
∣∣∣∣∣∣
∫ 1
R
(
q − 1
p− 1
∫ r
0
V (y)
q − 2
(y
r
)d−1
dy
) 1
q−1
dr
∣∣∣∣∣∣
≤M
1
q−1
∣∣∣∣∣∣
∫ 1
R
(
q − 1
p− 1
∫ r
0
1
q − 2
(y
r
)d−1
dy
) 1
q−1
dr
∣∣∣∣∣∣
=M
1
q−1
∣∣∣∣∣∣
∫ 1
R
(
r(q − 1)
d(q − 2)(p − 1)
) 1
q−1
dr
∣∣∣∣∣∣
≤
(
M(q − 1)
d(q − 2)(p − 1)
) 1
q−1
(1−R) ≤M
since r ≤ 1 and the last inequality holds for large enough M =M(q, d). This is because
q > 2, M
1
q−1 = MM
2−q
q−1 and M
2−q
q−1 can be made small by choosing large enough M .
Similarly, whenever R ∈ [0, 12 ], it holds that
|TV (R)| ≥ m
1
q−1
∣∣∣∣∣∣
∫ 1
1
2
(
r(q − 1)
d(q − 2)(p − 1)
) 1
q−1
dr
∣∣∣∣∣∣ ≥ m
for small enough m = m(q, d) > 0, and in particular we get a nontrivial solution.
Moreover, assume without loss of generality that R1 ≤ R2 and observe by a similar
computation as above that whenever V is Lipschitz with a constant M we have
|TV (R2)− TV (R1)| =
∣∣∣∣∣∣
∫ R2
R1
(
q − 1
p− 1
∫ r
0
V (y)
q − 2
(y
r
)d−1
dy
) 1
q−1
dr
∣∣∣∣∣∣ ≤M |R2 −R1| .
Finally,∣∣∣∣∣∣
∣∣∣∣∣∣
∫ 1
R
(
q − 1
p− 1
∫ r
0
V1(y)
q − 2
(y
r
)d−1
dy
) 1
q−1
−
(
q − 1
p− 1
∫ r
0
V2(y)
q − 2
(y
r
)d−1
dy
) 1
q−1
dr
∣∣∣∣∣∣
∣∣∣∣∣∣
L∞(0,1)
≤
∣∣∣∣∣∣∣∣∫ 1
R
(q − 1
p− 1
∫ r
0
|V1(y)− V2(y)|
q − 2
(y
r
)d−1
dy
) 1
q−1
dr
∣∣∣∣∣∣∣∣
L∞(0,1)
≤ C ||V1 − V2||
1
q−1
L∞(0,1) ,
and thus T is continuous.
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Step 3: Uniqueness. Note first that by scaling we can construct a separable solution in
a domain BR(0) for any R > 0 by means of the formula
UR(r, t) = t
− 1
q−2VR(r) , VR(r) = R
q/(q−2)V (r/R), 0 < r < R. (6.9)
Suppose now that U and U˜ are two solutions with profiles V (r) and V˜ (r) respectively.
First we construct the solution U1+ε of the separable form for domain B1+ε(0)× (0,∞)
by using on U the above rescaling from radius 1 to 1+ε. Taking a small enough t0 > 0 it
is easy to see that U˜(r, 1) ≤ U1+ε(r, t0) in B1(0). By the parabolic comparison principle
we get for every t > 0 and 0 < r < 1
U˜(r, 1 + t) ≤ U1+ε(r, t0 + t) ,
i.e.
V˜ (r) ≤
(
1 + t
t0 + t
)1/(q−2)
V1+ε(r) .
We pass to the limit t → ∞ to get V˜ (r) ≤ V1+ε(r). Now let ε → 0 and use the scaling
law (6.9) to get V˜ (r) ≤ V (r). The other inequality is obtained in the same way, hence
V˜ (r) = V (r).
The next result follows from the above considerations by using the equivalence result
of Remark 4.3 (ii), or the argument of Theorem 7.2 in [PV12] as in Step 6 of the next
section.
Corollary 6.3. The profile V > 0 is the unique nonnegative viscosity solution of the
stationary problem
|DV |q−2 (∆V + (p− 2)∆N∞V ) +
1
q − 2
V = 0, in B1(0), (6.10)
with zero Dirichlet boundary conditions.We have V ∈ C1,β(−1, 1), β ∈ (0, 1).
Remark on the fast case. If q ≤ 2, then we obtain no friendly giant type solution but
u(x, t) =
{
(t∗ − t)
− 1
q−2V (x) 0 ≤ t < t∗
0 t ≥ t∗
is a solution with a suitable V as shown in [OS97], Section 5, in 1-dimensional case.
This shows that the threshold in the bounded domain case for extinction in finite time
is q = 2.
• Using the above separable solution U , we obtain the decay rate of general radial
solutions as u(x, t) = O(t
− 1
q−2 ), and much more: we also obtain the precise asymptotic
behaviour of radial solutions.
Theorem 6.4. Suppose that u0 ∈ C
2(B1), u0(x) ≥ 0, u0 6≡ 0 for x ∈ B1(0), u0 radial
and u0(x) = 0 on x ∈ ∂B1(0). Then, the solution to (6.1) satisfies
lim
t→∞
t
1
q−2u(x, t) = V (|x|) , (6.11)
uniformly in x ∈ B1(0), and also
u(x, t) ≤ U(x, t) = t−
1
q−2V (|x|) (6.12)
for every x ∈ B1(0), t > 0. The positive bounded function V is the stationary solution
of Corollary 6.3.
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Proof. Step 1: Universal Boundedness. Arguing like in the comparison argument used
in the above uniqueness proof, we see that for every ε > 0 there is t0 > 0 such that
u(x, 0) ≤ t
−1/(q−2)
0 V1+ε(|x|), so that the comparison argument implies that
u(x, t) ≤ (t+ t0)
−1/(q−2)V1+ε(|x|) ≤ t
−1/(q−2)V1+ε(|x|) .
This is a uniform bound on all solutions of the problem.
Step 2: Rescaling and new equation. As indicated above in (6.3), we perform the change
of variables u(x, t) = t
− 1
q−2 v(x, τ), with τ = log(t), we get the equation for v
∂τv = |Dv|
q−2 (∆v + (p− 2)∆N∞v) +
1
q − 2
v. (6.13)
It follows that v(x, τ) ≥ 0 is defined for all τ > −∞. It is uniformly bounded in x and
τ by virtue of the universal estimate for u we have just proved.
Step 3: The limit exists and is positive as well as bounded. The monotonicity condition
(6.2) is equivalent to ∂τv ≥ 0 in distributional sense. This and boundedness imply that
there exists a limit
lim
τ→∞
v(x, τ) =W (x) ≤ V (|x|) (6.14)
at least in a pointwise sense in B1(0), since the limit is independent of ε. We haveW (x) ≥
0. In fact W (x) is strictly positive in Ω by a comparison argument applied to v(x, τ) by
comparing with small Barenblatt solutions used as subsolutions. The comparison first
proves that a point of positivity of the solution of v(x, τ0) stays positive for v(x, τ) with
τ > τ0. But it also proves that the positivity set of v(x, τ) expands with time to cover
all points of Ω, a connected set. We conclude that W (x) must be positive everywhere.
Step 4: Identification of the limit. Now we perform the comparison of Step (i) in the
other direction. Given our solution and any ε > 0 we can find a large t1 so that the
positivity set of u covers B1−ε/2(0). Then we choose t2 large enough so that
u(x, t1) ≥ t
−1/(q−2)
2 V1−ε(r) on B1−ε(0).
Taking these as initial functions, it easily follows by comparison of viscosity solutions in
B1−ε(0) × (t1,∞) that
u(x, t+ t1) ≥ (t+ t2)
−1/(q−2)V1−ε(r).
Note that the ordering also holds on ∂B1−ε(0). Passing in this inequality to the limit
t→∞ we get
lim
t→∞
t
1
q−2u(x, t) ≥ V1−ε(r).
Let now ε→ 0 and we get the convergence result (6.11) of the theorem. The regularity is
a consequence of the existence construction, see (6.7), and thus the proof is complete.
The result also implies that U is the minimal universal upper bound of the class of
solutions.
6.3. Asymptotic behaviour in a general bounded domain. The study of the as-
ymptotic behaviour in a general bounded domain, though more difficult, is based on
similar ideas.
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Theorem 6.5. (i) Let Ω be a bounded domain in Rn with C2 boundary and q > 2. Let
u be a viscosity solution to (6.1) posed in Ω∞ = Ω × (0,∞) with zero Dirichlet lateral
boundary conditions, and initial data u0 ∈ C
2(Ω), u0(x) > 0 for x ∈ Ω, and u0(x) = 0
on x ∈ ∂Ω. Then, we have
lim
t→∞
t
1
q−2u(x, t) =W (x) (6.15)
uniformly in x, where W is strictly positive and bounded. Moreover, u(x, t) ≤ U(x, t) :=
t
− 1
q−2W (x) for every x ∈ Rn, t > 0.
(ii) If Ω1 ⋐ Ω2 and W1,W2 are the respective limits, then W1 ≤W2.
(iii) If moreover Ω is starshaped then the profile W ∈ C1,β(Ω) is the unique positive
viscosity solution of the stationary problem
|DW |q−2 (∆W + (p− 2)∆N∞W ) +
1
q − 2
W = 0, in Ω (6.16)
with zero Dirichlet boundary conditions. The expression
U(x, t) = t
− 1
q−2W (x) (6.17)
is a particular viscosity solution to (6.1) posed in Ω∞ with zero Dirichlet lateral boundary
conditions. Note that U takes infinite initial data.
Proof. The Steps 1-4 below work for general bounded domains.
Step 1: Universal Boundedness. This follows from comparison with the friendly giant
type solution of the problem posed in a larger ball, Ω ⊂ BR(x0). Let us call the x
dependent part VR(|x − x0|). An easy comparison shows that for any solution u of our
problem we have
u(x, t) ≤ t−
1
q−2VR(|x− x0|) ≤ C t
− 1
q−2 .
This is indeed a universal estimate.
Step 2: Rescaling and new equation. This step is identical to the previous proof.
Step 3: The limit (6.15) exists and is positive as well as bounded. From the monotonicity
we get the existence of the limit W and it is a nonnegative, bounded function. The fact
that W is strictly positive everywhere in Ω follows by a comparison argument applied
to v(x, τ). It works exactly as in the radial case by comparing with small Barenblatt
solutions used as subsolutions during the period of time until the support reaches the
boundary (this is called expansion of the positivity set). We have proven (i).
Step 4: The limit is monotone with respect to the domain. Suppose that Ω1 ⊂ Ω2
with a positive distance from ∂Ω1 to ∂Ω2. Let u1 and u2 be solutions as above defined
respectively in Ω1 and Ω2. Repeating the comparison argument done in the radial case
we can get times t0, t1 > 0 such that
u1(x, t+ t1) ≤ u2(x, t) if t ≥ t0.
Then the respective limits satisfy W1(x) ≤W2(x). In particular, in order to get a lower
bound for W2, limit of a given solution, W1 may be chosen as the unique limit of the
radial case when we take as Ω1 a ball strictly contained in Ω.
Step 5: We now introduce the extra condition on the domain in order to improve the
results. Moving the origin of coordinates to the point that serves as basis of starshaped-
ness, we may define the domains Ωλ = {λx : x ∈ Ω} for all λ > 0. It follows that for
28
ε > 0
Ω1−ε ⊂ Ω ⊂ Ω1+ε.
We also define the rescalings of the solution much as in the radial case. We take
u1−ε(x, t) = Au(x/(1 − ε), t), A
q−2 = (1 − ε)q, to get another solution defined in Ω1−ε.
Given two solutions u, û and any ε > 0 we can find a large t1 so that the positivity set
of u covers Ω1−ε/2(0). Then we choose t2 large enough so that
u(x, t1) ≥ û1−ε(x, t1 + t2) on Ω1−ε(0),
since u is positive and continuous in the closure of Ω1−ε and û1−ε goes to zero as t→∞.
Taking these as initial functions, it easily follows by comparison of viscosity solutions in
Ω1−ε × (t1,∞) that
u(x, t+ t1) ≥ û1−ε(x, t+ t1 + t2) ,
since the ordering on ∂Ω1−ε also holds. Using this inequality and passing to the limit
t→∞ we easily get
W (x) ≥ Ŵ1−ε(x).
Let now ε → 0 we get comparison of the limit profile. Reversing the roles we get
uniqueness of the limit.
Step 6: W is a stationary viscosity solution. This is obtained using stability principle
for viscosity solutions in the uniform convergence, see Theorem 7.3 in [PV12]. The
Lipschitz regularity for the equation (6.13) used in Theorem 7.3 of [PV12] follows from
similar barrier arguments as in Section 4 of [JK06], see in particular Corollary 4.3 there,
and also Section 6 in [PV12].
Once we have a bounded solution of the elliptic equation, regularity theory, cf. [APR17,
AR], means that it will be C1,β up to the boundary.
Remarks. (1) We are not able to prove the uniqueness of positive solutions of the
elliptic problem in general domains. That would imply an asymptotic result as complete
as in the stated cases.
(2) Uniqueness of the positive limit profile is known in particular cases, like the standard
p-Laplacian (case q = p), see [DS87, Ana87] and for example [BK02].
7. A priori estimates
The next lemma is a counterpart of Proposition III.3.1 in [DiB93] or Proposition 4.7
in [Urb08]. However, as we already have the regularity estimates from [IJS], the proof is
simpler. We use the lemma in the proof of Harnack’s inequality in Theorem 7.3. In the
lemma and the following corollary, all the reference points for cylinders are the same,
and thus we drop them.
Lemma 7.1. Let u be a viscosity solution to (1.4) in QR,Rq . For γ ∈ (0, 1), there is
C > 1 that can be determined a priori only depending on n, p, q, γ such that the following
holds. Suppose that we are given ω0 > 1 such that for a0 = (1/ω0)
q−2
oscQR,a0Rq u ≤ ω0.
Define the sequences
Ri = C
−iR, R0 = R,
ωi = γωi−1,
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where i = 1, 2, . . .. Then for QRi,aiRqi where ai = (1/ωi)
q−2
QRi+1,ai+1Rqi+1 ⊂ QRi,aiR
q
i
, oscQ
Ri,aiR
q
i
u ≤ ωi.
Proof. First observe that QRi+1,ai+1Rqi+1 ⊂ QRi,aiR
q
i
⊂ . . . ⊂ QR,Rq holds as long as C
and γ will satisfy Cqγq−2 ≥ 1.
The case i = 0 holds by the assumption. Suppose then that the claim holds for i = k
i.e.
oscQ
Rk,akR
q
k
u ≤ ωk.
By setting
uk(x, t) :=
u(Rkx, akR
q
kt)− infQRk,akRqk
u
ωk
it holds that supQ1,1 uk ≤ 1 by the induction assumption. Then by [IJS, Lemma 2.3,
Lemma 3.1]
oscQ
Rk+1,ak+1R
q
k+1
u/ωk = oscQ
C−1,γ−(q−2)C−q
uk ≤ C˜(C
−1 + (γ−(q−2)C−q)1/2)
where C˜ = C˜(n, p, q) is the constant in the regularity estimates cited above. Choosing
C > max{2C˜/γ, (2C˜)2/qγ−1, γ−1} we get
oscQ
Rk+1,ak+1R
q
k+1
u ≤ C˜(
γ
2C˜
+
γ
2C˜
)ωk = γωk = ωk+1.
and Cqγq−2 > 1.
The standard iteration argument then implies the following corollary.
Corollary 7.2. Let u, ω0, a0, and R be as in the previous lemma. Then there exist
constants Cˆ = Cˆ(n, p, q) > 1 and α = α(n, p, q) ∈ (0, 1) such that for 0 < r ≤ R it holds
that
oscQr,a0rq u ≤ Cˆω0
( r
R
)α
.
Proof. Let γ,C, ak, Rk be as in the previous lemma. Choose an integer k such that
C−(k+1)R ≤ r < C−kR =: Rk.
By this and the recursive definition of ωk it follows that
ωk = γ
kω0 = γ
−1γk+1ω0 ≤ γ
−1γ
− log(r/R)
log(C) ω0 ≤ γ
−1
( r
R
)− log(γ)
log(C)
ω0.
By using Lemma 7.1, we get
oscQr,a0rq u ≤ oscQr,akrq u ≤ oscQRk,akRqk
u ≤ ωk.
Setting Cˆ = γ−1 and observing that
α := −
log(γ)
log(C)
∈ (0, 1)
since C > γ−1, the result follows from the previous estimates.
Next we demonstrate the use of radial solutions and prove Harnack’s inequality. The
standard proof utilizes the oscillation estimate and expansion of positivity using a radial
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comparison function. Thus having the above results at our disposal, the proof is the
same as that of Theorem 2.1 on p. 157 in [DiB93]; proof is in Chapter VI, Section 4.
Theorem 7.3. Let u ≥ 0 be a viscosity solution to (1.4) in Q1,1 and the range condition
(3.10) holds. Fix (x0, t0) ∈ Q1,1 and suppose that u(x0, t0) > 0. Then there exist
µ = µ(n, p, q) and C = C(n, p, q) such that
u(x0, t0) ≤ µ inf
Br(x0)
u(·, t0 + θ)
where
θ =
Crq
u(x0, t0)q−2
,
whenever B4r(x0)× (t0 − 4θ, t0 + 4θ) ⊂ Q1,1.
Proof. Let first q > 2. We consider the rescaled function
v(x, t) =
1
u(x0, t0)
u
(
x0 + rx, t0 +
trq
u(x0, t0)q−2
)
which is a solution to {
vt = |Dv|
q−2 (∆v + (p− 2)∆N∞v) in Q,
v(0, 0) = 1,
where Q := B4(0) × (−4C, 4C). Observe that Q is obtained of B4r(x0) × (t0 −
4θ, t0 + 4θ) in this rescaling. Now it suffices to show that there are θ0, µ0 > 0 so that
infx∈B1(0) v(x, θ0) ≥ µ0.
Step 1: Oscillation estimate. To this end, we consider the cylinders Qρ,ρq :=
Qρ,ρq(0, 0) := Bρ(0)× (−ρ
q, 0), ρ ∈ (0, 1), and
M(ρ) :=
{
supQρ,ρq v, ρ ∈ (0, 1)
1, ρ = 0
, N(ρ) := (1− ρ)−β
where β > 1 will be fixed later. Take ρ0 ∈ [0, 1) be the largest root for the equation
M(ρ) = N(ρ). Such a root exists since
M(0) = 1 = N(0), lim
ρ→1
M(ρ) <∞, lim
ρ→1
N(ρ) =∞,
and the functions are continuous on [0, 1). In particular,
sup
Qρ,ρq
v ≤ N(ρ), for all 1 > ρ > ρ0. (7.1)
By the continuity of v, there is within Qρ0,ρq0 a point (x
′, t′) such that
v(x′, t′) = sup
Q
ρ0,ρ
q
0
v = N(ρ0) = (1− ρ0)
−β .
(7.2)
Set R = 12 (1−ρ0) (i.e. R depends on the sup v) and QR,Rq (x
′, t′) = BR(x
′)× (t′−Rq, t′).
It holds that QR,Rq (x
′, t′) ⊂ Q 1
2
(1+ρ0),(
1
2
(1+ρ0))q
(0, 0) so that
sup
QR,Rq (x′,t′)
v ≤M(
1
2
(1 + ρ0)) ≤ N(
1
2
(1 + ρ0)) = 2
β(1− ρ0)
−β =: ω0 > 1. (7.3)
Since ω0 > 1, it holds that a0R
q = Rq/ωq−20 < R
q so that QR,a0Rq ⊂ QR,Rq and
sup
QR,a0Rq (x
′,t′)
v ≤ ω0.
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Thus the assumption of Lemma 7.1 is satisfied, and Corollary 7.2 is at our disposal. It
follows that there is Cˆ > 1, α ∈ (0, 1) such that
oscx∈Br(x′) v(x, t
′) ≤ Cˆω0
( r
R
)α
.
Let r = δR, x ∈ BδR(x
′) and observe by the previous estimate together with (7.2) that
for small enough δ > 0 it holds that
v(x, t′) ≥ v(x′, t′)− Cˆ
(δR
R
)α
2β(1− ρ0)
−β
≥ (1− Cˆδα2β)(1 − ρ0)
−β ≥
1
2
(1− ρ0)
−β =: η.
(7.4)
Observe that the choice of δ > 0 only depends on n, p, q, β.
Step 2: Expansion of positivity. Next we use the radial solution (3.7) to expand the
positivity by using the comparison principle. Without loss of generality we may assume
that (x′, t′) = (0, 0). We use the Barenblatt type solution from (3.7) i.e. Bq,d(x, p−1q−1t)
where
Bq,d(x, t) = t−d/λ
(
C −
q − 2
q
λ
1
1−q
( |x|
t1/λ
) q
q−1
) q−1
q−2
+
= t−d/λ
(q − 2
q
λ
1
1−q
) q−1
q−2
(
C −
( |x|
t1/λ
) q
q−1
) q−1
q−2
+
= bt−d/λ
(
C −
( |x|
t1/λ
) q
q−1
) q−1
q−2
+
,
with b =
(
q−2
q λ
1
1−q
) q−1
q−2
and C varies from line to line. The scaling u(x, t/aq−2)/a
preserves the solution. Thus choosing a = bν−1 we see that
Bq,d
(
x,
p− 1
q − 1
t
(bν−1)q−2
)
1
bν−1
=: Bq,d
(
x, S(t)
)
1
bν−1
= νS−d/λ(t)
(
1−
( |x|
S1/λ(t)
) q
q−1
) q−1
q−2
+
,
where ν is to be chosen later and C was chosen in a suitable manner, is a solution. Here
S(t) :=
p− 1
q − 1
t
(bν−1)q−2
.
The solution is also preserved by a translation of the t variable so that we can consider
the solution
B˜(x, t) := ν(S(t) + τ0)
−d/λ
(
1−
( |x|
(S(t) + τ0)1/λ
) q
q−1
) q−1
q−2
+
.
We intend to select ν and τ0 so that
spt B˜(·, 0) ⊂ BδR(0),
B˜(·, 0) ≤ η in BδR(0),
(7.5)
where η is as in (7.4). To guarantee the first requirement, it suffices to choose τ0 so that
(S(0) + τ0)
1/λ = (0 + τ0)
1/λ = δR,
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i.e. we can choose τ0 = (δR)
λ. Then we select ν so that the second requirement in (7.5)
is satisfied. To guarantee this, it suffices to choose ν so that
B˜(0, 0) = ν(S(0) + τ0)
−d/λ = ν((δR)λ)−d/λ ≤ η
i.e. we can choose ν = η(δR)d.
Next we fix β = d for the β in (7.4). Then we solve for the largest time t˜ with |x| = 2
for which B˜(x, t˜) = 0 from
1−
( 2
(S(t˜) + (δR)λ)1/λ
) q
q−1
= 0.
This gives
2λ − (δR)λ = S(t˜) =
p− 1
q − 1
t˜
(bν−1)q−2
.
In other words,
t˜ = (2λ − (δR)λ)
q − 1
p− 1
(bν−1)q−2
= (2λ − (δR)λ)
q − 1
p− 1
(
(q − 2)λ
1
1−q q−1
)q−1(
η(δR)d
)2−q
≥ (2λ − 1)
q − 1
p − 1
(
(q − 2)λ
1
1−q q−1
)q−1(1
2
(1− ρ0)
−d(δ
1
2
(1− ρ0))
d
)2−q
= (2λ − 1)
q − 1
p − 1
(
(q − 2)λ
1
1−q q−1
)q−1(
δd(
1
2
)d+1
)2−q
.
Above we recalled that R = 12(1− ρ0), δR <
1
2 and η =
1
2(1− ρ0)
−d, to see that there is
a uniform lower bound for t˜. With the choices of the parameters made above, we have
u ≥ B˜ on ∂p(B2(0)× (0, t˜)).
Setting θ0 := t˜, the comparison principle then implies that there is a uniform lower bound
µ0 such that infx∈B1(0) u(x, θ0) ≥ µ0 > 0, so that we have found θ0, µ0 as intended at
the beginning of the proof.
The case q ≤ 2 is rather similar, see [DiB93].
The above Harnack’s inequality implies the following corollary where θ is prescribed
independently of the solution. The proofs are similar to those in [DiB93], Theorem 2.2
and Corollary 2.1 on p.158–159.
Corollary 7.4. Let u ≥ 0 be a viscosity solution to (1.4) in Q1,1 and q > 2. Then
there exists C = C(n, p, q) such that for all (x0, t0) ∈ Q1,1 and for all r, θ such that
B4r(x0)× (t0 − 4θ, t0 + 4θ) ⊂ Q1,1 it holds that
u(x0, t0) ≤ C
{(rq
θ
) 1
q−2
+
( θ
rq
) d
q
[
inf
y∈Br(x0)
u(y, t0 + θ)
]λ
q
}
,
where λ = d(q − 2) + q. Under the same conditions, it also holds that∫
Br(x0)
u(x, t0) dx ≤ C
{(rq
θ
) 1
q−2
+
( θ
rq
) d
q
[
u(x0, t0 + θ)
]λ
q
}
.
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8. Below the range condition
The theory we have displayed solves a number of basic questions for the general (q, p)
equation (1.4), and at the same time leads to some open questions.
Next we discuss the role of the range condition
2n < q(n− 1) + 2p, (8.1)
in Rn. What happens for exponents below this range? Let us take q = p to simplify
matters. The range condition reads then
p > pc =
2n
n+ 1
.
It is well-known that for 1 < p < pc, the p-Laplacian theory undergoes a large number
of differences with respect to the case p > pc. One of them is the existence of solutions
that extinguish identically in finite time, cf. [Vaz06].
The property of extinction in finite time has been studied in great detail for the Porous
Medium Equation, ∂tu = ∆u
m, PME-m, and many results are described in the last
reference. In particular the critical exponent is mc = (n−2)/n for n ≥ 3. Many types of
solutions with finite time extinction can be constructed for 0 < m < mc, and a number
of them are reported in [Vaz06].
On the other hand, there is a transformation that maps radial solutions of the PME-
m in space dimension n into radial solutions of the p-Laplacian equation in a different
dimension,
n1 = (n− 2)
m+ 1
2m
,
provided that p = m+1. Note that both dimensions need not be integers, all calculations
are made for weighted 1-D equations. This surprising result has been established in
[ISV08] and the solution of the p-Laplacian equation that is produced is a function
u1(r
′, t) given by
∂r′u1(r
′, t) = Cr2/(m+1)u(r, t), r′ = r2m/(m+1) ,
where u(r, t) is a solution of the PME-m, and C is an inessential constant. Using the
PME critical value mc = (n − 2)/n and working out the details of the transformation,
we get the corresponding critical value for the p-Laplacian equation pc = 2n1/(n1 + 1).
In this way lots of extinguishing solutions can be obtained for the p-Laplacian equation
if 1 < p < pc.
For radial solutions the general (q, p) equation (1.4) reduces to the standard q-Laplacian
in the fictitious dimension d, so we conclude that our range condition (8.1) marks indeed
the border with the possible occurrence of extinction.
In the case of non-radial solutions, all these equations are not equivalent and the theory
has to be carefully developed.
Appendix A. Equivalence theorem
Here we prove the equivalence of viscosity and weak solutions stated in Theorem 4.2.
The proof is divided into two propositions, Propositions A.3 and A.4.
First, we recall uniqueness and comparison results for weak solutions.
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Lemma A.1. Let u and v be two weak solutions according to Definition 4.1 with
u, v, ur, vr ∈ C([−R,R] × [0, T )), R < ∞. If u = v on ∂p((−R,R) × (0, T )), then
u = v in (−R,R)× (0, T ).
Proof. Let u and v be two weak solutions. We test the weak formulations to u and v
with
φ(r, t) = χ0,t1h (t)(u(r, t) − v(r, t))
with
χh(t) := χ
0,t1
h (t) =

0 t ≤ h,
(t− h)/h, h < t ≤ 2h,
1, 2h < t ≤ t1 − 2h,
(−t+ t1 − h)/h, t1 − 2h < t ≤ t1 − h,
0, t1 − h < t.
By a standard approximation argument that we omit, this is admissible. We subtract
the weak formulations to obtain
p− 1
q − 1
∫
(−R,R)×(0,T )
(|vr|
q−2 vr − |vr|
q−2 vr) · φr dz =
∫
(−R,R)×(0,T )
(u− v)
∂φ
∂t
dz. (A.1)
We estimate∫
(−R,R)×(0,T )
(u− v)
∂φ
∂t
dz
=
∫
(−R,R)×(0,T )
(u− v)
∂(χh(u− v))
∂t
dz
=
∫
(−R,R)×(0,T )
(u− v)
(∂χh
∂t
(u− v) + χh
∂(u− v)
∂t
)
dz
=
∫
(−R,R)×(0,T )
(u− v)2
∂χh
∂t
dz +
∫
(−R,R)×(0,T )
χh
1
2
∂(u− v)2
∂t
dz.
Then we integrate by parts and pass to the limit∫
(−R,R)×(0,T )
(u− v)2
∂χh
∂t
dz −
1
2
∫
(−R,R)×(0,T )
∂χh
∂t
(u− v)2 dz
=
1
2
∫
(−R,R)×(0,T )
∂χh
∂t
(u− v)2 dz
=
1
2h
∫ 2h
h
∫
(−R,R)
(u− v)2 dz −
1
2h
∫ t1−h
t1−2h
∫
(−R,R)
(u− v)2 dz
h→ 0
= 0−
1
2
∫
(−R,R)
(u(r, t1)− v(r, t1))
2 |r|d−1 dr,
where at the last step we used the initial condition.
By using a well-known algebraic inequality on the right hand side of (A.1), and com-
bining the estimates, we obtain with C > 0
0 ≥
1
2
∫
(−R,R)
(u(r, t1)− v(r, t1))
2 |r|d−1 dr + C
∫
(−R,R)×(0,T )
|vr − vr|
q dz.
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Thus since the weight |r|d−1 > 0 whenever r 6= 0, we get u = v in (−R,R)× (0, T ).
The above proof also immediately gives L2-contraction property. Indeed, if the initial
values are u0, v0 and the lateral boundary values are the same, the last inequality in the
above proof reads as
1
2
∫
(−R,R)
(u0(r)− v0(r))
2 |r|d−1 dr
≥
1
2
∫
(−R,R)
(u(r, t1)− v(r, t1))
2 |r|d−1 dr + C
∫
(−R,R)×(0,T )
|vr − vr|
q dz
≥
1
2
∫
(−R,R)
(u(r, t1)− v(r, t1))
2 |r|d−1 dr.
Moreover, if we test with φ(r, t) = χ0,t1h (t) |u(r, t) − v(r, t)|
m−1 (u(r, t)−v(r, t)), 1 < m <
∞ instead, then a similar computation as above gives
1
m
∫
(−R,R)
(u0(r)− v0(r))
m |r|d−1 dr
≥
1
m
∫
(−R,R)
(u(r, t1)− v(r, t1))
m |r|d−1 dr +C
∫
(−R,R)×(0,T )
|u− v|m−2 |vr − vr|
q dz
≥
1
m
∫
(−R,R)
(u(r, t1)− v(r, t1))
m |r|d−1 dr.
To make this rigorous one would have to mollify in time.
A similar proof to the uniqueness also gives a comparison principle.
Lemma A.2. Let u be a weak subsolution and v a weak supersolution according to
Definition 4.1 with u, v, ur, vr ∈ C([−R,R]× [0, T )), R <∞. If u ≤ v on ∂p((−R,R)×
(0, T )), then u ≤ v in (−R,R)× (0, T ).
Proposition A.3. Let u ∈ C(QT ), QT = BR × (0, T ), BR ⊂ R
n, 0 < R ≤ ∞, be a
continuous radial function, and q > 1, p > 1. If v(r, t) := u(re1, t), r ∈ (−R,R), is
1-dimensional weak solution to (3.4) according to Definition 4.1, then u is a viscosity
solution to (1.4) in n-dimensions.
Proof. Since the case of sub- and supersolutions is analogous, thriving for a contra-
diction, we may assume that there is an admissible (according to Definition 2.1) test
function ϕ ∈ C2 touching u from below at (x0, t0) ∈ QT and one of the two cases holds{
ϕt(x0, t0)− F (Dϕ(x0, t0),D
2ϕ(x0, t0)) < 0, if Dϕ(x0, t0) 6= 0
ϕt(x0, t0) < 0, if Dϕ(x0, t0) = 0.
Consider first the case Dϕ(x0, t0) 6= 0, x0 6= 0. With the usual abuse of notation, we
keep using ϕ also when in spherical coordinates, and r > 0. Then it holds recalling u is
radial that
ϕt < F (Dϕ,D
2ϕ) = |ϕr|
q−2
(
ϕrr +
n− 1
r
ϕr +
1
r2
∆Sn−1ϕ+ (p− 2)ϕrr
)
≤ |ϕr|
q−2
(
(p− 1)ϕrr +
n− 1
r
ϕr
)
=
p− 1
q − 1
|ϕr|
q−2
(d− 1
r
ϕr + (q − 1)ϕrr
) (A.2)
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where ∆Sn−1 is the Laplace-Beltrami operator on n − 1-sphere. Next set φ(r, t) :=
ϕ(r x0|x0| , t). Since φ ∈ C
2, it is a 1-dimensional weak subsolution according to Definition
4.1 in some cylinder Q1δ,δ := Q
1
δ,δ(x0, t0) := (|x0| − δ, |x0| + δ) × (−δ + t0, t0) by the
computation (3.15) and (A.2). Then contradiction follows by a standard argument, i.e.
adding a constant m > 0 small enough such that ∅ 6= {φ+m > u} ⋐ Q1δ,δ and φr 6= 0 in
{φ+m > u}. Since φ+m ∈ C2 is also a weak subsolution and u is a weak solution, we
arrive at the contradiction recalling the comparison principle, Lemma A.2.
Consider then the case Dϕ(x0, t0) = 0, x0 6= 0, and let us assume, in the search of a
contradiction, that ut(x0, t0) = ϕt(x0, t0) < 0. Moreover, by [Gig06, Remark 2.2.7] we
may assume that Dϕ(x, t) 6= 0 whenever x 6= x0, and
lim
x0 6=x→x0,
F (Dϕ(x, t0),D
2ϕ(x, t0)) = 0.
By this and the counter assumption, denoting Qδ,δ = Bδ(x0)× (t0 − δ, t0), we have
ϕt < F (Dϕ,D
2ϕ)
in {(x, t) ∈ Qδ,δ : x 6= x0} for small enough δ > 0. Since u is radial and thus
∆Sn−1ϕ/r
2 ≤ 0, it follows by continuity of ∆Sn−1ϕ and by combining the calculations
(3.15) and (A.2) that
φt −
p− 1
q − 1
(
|φr|
q−2 φr |r|
d−1
)
r
|r|1−d < 0
in {(r, s) ∈ Q1δ,δ : r 6= |x0|}. Without loss of generality, we may take δ > 0 small enough
so that for the notational convenience r > 0. Using this with η ∈ C∞0 (Q
1
δ,δ), η ≥ 0, we
obtain∫
Q1δ,δ
|φr|
q−2 φrr
d−1ηr dr dt = lim
ρ→0
∫
Q1δ,δ\{(r,t) : ||x0|−r|≤ρ}
|φr|
q−2 φrr
d−1ηr dr dt
= lim
ρ→0
{
−
∫
Q1δ,δ\{(r,t) : ||x0|−r|≤ρ}
(
|φr|
q−2 φrr
d−1
)
r
η dr dt−
∫ t0
t0−δ
[
|φr|
q−2 φrr
d−1η
]|x0|+ρ
|x0|−ρ
dt
}
≤ −
q − 1
p− 1
∫
Q1δ,δ
φtr
d−1η dr dt =
q − 1
p− 1
∫
Q1δ,δ
φrd−1ηt dr dt,
where in the first step we used the dominated convergence theorem and the fact that
q − 1 > 0. This again implies that φ is a weak subsolution, and the contradiction is
obtained similarly as in the first case.
Finally, consider the case Dϕ(x0, t0) = 0, x0 = 0 (the weak solution has vr(0, t) = 0
so Dϕ(x0, t0) 6= 0 does not occur), and observe that the argument in the previous case
only utilized the equation at x 6= x0. Moreover, our test function in this case can be
taken to be of the form ϕ(x, t) = f(|x|) + g(t), [Gig06, Remark 2.2.7], which is a radial
C2-function in Rn. Thus it holds that ∆Sn−1ϕ = 0 outside the origin, and thus the
computation similar to (A.2), recalling d − 1 > 0, still holds. The contradiction then
follows similarly as before.
Next we show that a radial viscosity solution is a 1-dimensional weak solution.
Proposition A.4. Let u ∈ C(QT ), QT = BR × (0, T ), BR ⊂ R
n, 0 < R ≤ ∞ be a
continuous radial function, and q > 1. Then if u is a viscosity solution to (1.4) in
n-dimensions, it follows that v(r, t) := u(re1, t), r ∈ (−R,R), is 1-dimensional weak
solution to (3.4) according to Definition 4.1.
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Proof. This is a parabolic version of the proof in [JJ12]. Without a loss of generality,
we may assume in the proof that R <∞ and work out the proof in BR × (0, T ) even in
the case Rn × (0, T ). If u is a weak solution in BR × (0, T ) for all R < ∞, then it is a
weak solution in Rn × (0, T ).
First, suppose that q > 2. We will prove the weak supersolution property; the proof of
the subsolution property is similar. To be more precise, we show that v(r, t) := u(re1, t)
satisfies ∫
Q1T
vφt dz ≤
p− 1
q − 1
∫
Q1T
|vr|
q−2 vrφr dz (A.3)
where φ ∈ C∞0 (Q
1
T ), φ ≥ 0, where Q
1
T := (−R,R) × (0, T ). The C
1-conditions in the
definition are immediately satisfied: v(·, t) is C1-function and vr(0, t) = 0 because u is
C1 by [IJS], and u is radial.
Step 1: Regularization. Let us continue by showing that the inf-convolution uε of u,
uε(x, t) := inf
(y,s)∈QT
(
u(y, s) +
|x− y|2 + |t− s|2
2ε
)
, (A.4)
is a weak supersolution in
Qε =
{
(x, t) : dist((x, t), ∂QT ) > (2ε oscQT u)
1/2
}
.
First, it holds that uε is a semiconcave viscosity supersolution to (1.4). The Sobolev
derivatives ∂tuε,Duε exist and belong to L
∞
loc(Qε). Moreover, uε is semiconcave and
twice differentiable a.e. and satisfies
∂tuε ≥ |Duε|
q−2
(
∆uε + (p − 2)D
2uε
Duε
|Duε|
·
Duε
|Duε|
)
a.e. in Qε, and uε is still radial. For the properties of parabolic infimal convolutions, see
for example [Lin12]. Also observe that since q > 2, the interpretation of the right hand
side is clear also if Duε(x, t) = 0. It follows that in radial coordinates it holds similarly
as before
∂tuε ≥ F (Duε,D
2uε)
= |(uε)r|
q−2
(
(uε)rr +
n− 1
r
(uε)r +
1
r2
∆Sn−1(uε) + (p− 2)(uε)rr
)
= |(uε)r|
q−2
(
(p− 1)(uε)rr +
n− 1
r
(uε)r
)
=
p− 1
q − 1
|(uε)r|
q−2
(
(q − 1)(uε)rr +
d− 1
r
(uε)r
)
=
p− 1
q − 1
(|(uε)r|
q−2 (uε)r |r|
d−1)r |r|
1−d ,
(A.5)
a.e. in Qε. In particular, we may assume that r 6= 0, since {(r, t) : r = 0} is of measure
zero.
Since uε is semiconcave i.e. the function (x, t) 7→ uε(x, t) −
1
2ε
(|x|2 + t2) is concave in
Qε, we can approximate it by a sequence (ϕj) of smooth concave radial functions by
using the standard mollification. Denoting vε,j(r, t) := ϕj(re1, t) +
1
2ε
(|r|2 + t2), we can
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integrate by parts to obtain
−
∫
Q1T
(|(vε,j)r|
q−2 (vε,j)r |r|
d−1)rφdr dt =
∫
Q1T
|(vε,j)r|
q−2 (vε,j)r |r|
d−1 φrdr dt, (A.6)
for any nonnegative φ ∈ C∞0 (Q
1
ε) where Q
1
ε = {(r, t) ∈ Q
1
T : dist((r, t), ∂Q
1
T ) >
(2ε oscQ1T
u)1/2}. Since Duε and thus (vε)r are in L
∞
loc, the dominated convergence the-
orem implies
lim
j→∞
∫
Q1T
|(vε,j)r|
q−2 (vε,j)r |r|
d−1 φrdr dt =
∫
Q1T
|(vε)r|
q−2 (vε)r |r|
d−1 φrdr dt. (A.7)
Next, by concavity of ϕj we have (vε,j)rr ≤
1
ε and thus by the local boundedness of
(vε,j)r, we get
−(|(vε,j)r|
q−2 (vε,j)r |r|
d−1)r = − |(vε,j)r|
q−2
(d− 1
r
(vε,j)r + (q − 1)(vε,j)rr
)
|r|d−1
≥ −Cq−2(C(d− 1) |r|d−2 + (q − 1) |r|d−1 /ε).
Since d > 1, this is an integrable lower bound needed for Fatou’s theorem. Applying
Fatou’s theorem, we obtain
lim inf
j→∞
∫
Q1T
−(|(vε,j)r|
q−2 (vε,j)r |r|
d−1)rφdr dt
≥
∫
Q1T
lim inf
j→∞
− (|(vε,j)r|
q−2 (vε,j)r |r|
d−1)rφdr dt.
(A.8)
Since
lim inf
j→∞
− (|(vε,j)r|
q−2 (vε,j)r |r|
d−1)r = −(|(vε)r|
q−2 (vε)r |r|
d−1)r
almost everywhere, by using (A.6), (A.7) and (A.8) we obtain
p− 1
q − 1
∫
Q1T
|(vε)r|
q−2 (vε)r |r|
d−1 φr dr dt ≥
p− 1
q − 1
∫
Q1T
−(|(vε)r|
q−2 (vε)r |r|
d−1)rφ dr dt
≥ −
∫
Q1T
|r|d−1 ∂tvεφdr dt =
∫
Q1T
|r|d−1 vε∂tφdr dt, (A.9)
where the last inequality follows from (A.5). Thus we have accomplished (A.3) but so
far only for vε.
Step 2: Passing to the limit in the regularization. First choose cylindrical domains
Q′′ ⋐ Q′ ⋐ Q1ε. We start by showing that (vε)r is uniformly bounded in the weighted
Lq(Q′′). Take a cut-off function ξ : Q1ε → [0, 1], ξ ∈ C
∞
0 (Q
′) such that ξ ≡ 1 on Q′′.
Choose the test function φ = (M − vε)ξ
q in (A.9), where M = oscQ′ |uε|. Since the test
function is Lipschitz by the properties of infimal convolution and compactly supported,
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this is an admissible test function after an approximation argument. We have
∫
Q1T
|r|d−1 vε∂tφdx dt
=
∫
Q1T
|r|d−1 vε∂t((M − vε)ξ
q) dr dt
=
∫
Q1T
|r|d−1 vε(−∂tvεξ
q + (M − vε)∂tξ
q) dr dt
=
∫
Q1T
|r|d−1 (−
1
2
∂tv
2
εξ
q + vε(M − vε)∂tξ
q) dr dt
=
∫
Q1T
|r|d−1 (
1
2
v2ε∂tξ
q + vε(M − vε)∂tξ
q) dr dt ≤ C(p, n, q, ||vε||L∞(Q′)).
(A.10)
For
∫
Q1T
|r|d−1 |(vε)r|
q−2 (vε)r((M − vε)ξ
q)r dr dt
=
∫
Q1T
− |r|d−1 |(vε)r|
q ξq dr dt+
∫
Q1T
|r|d−1 |(vε)r|
q−2 (vε)r(M − vε)(ξ
q)r dr dt
we use Ho¨lder’s inequality. It follows recalling (A.9)–(A.10) that
∫
Q1T
|r|d−1 |(vε)r|
q ξq dr dt
≤ q
∫
Q1T
|r|d−1 ξq−1|(vε)r|
q−2(vε)rξr(M − vε) dr dt+ C(p, n, q, ||vε||L∞(Q′))
≤
1
2
∫
Q1T
|r|d−1 ξq|(vε)r|
q dr dt
+ C
∫
Q1T
|r|d−1M q|ξr|
q dr dt+ C(p, n, q, ||vε||L∞(Q′)).
Absorbing the first term on the right into the left, it follows that
∫
Q1T
|r|d−1 ξq|(vε)r|
q dr dt ≤ C = C
(
p, n, q, ||u||L∞(Q′)
)
. (A.11)
Hence, (vε)r is uniformly bounded with respect to ε in L
q(|r|d−1 dr dt,Q′). It follows that
there exists a subsequence such that (vε)r → v˜r weakly in L
q(|r|d−1 dr dt,Q′). Moreover,
choose a smooth test function such that sptφ ⊂ Q′ and observe that by the dominated
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convergence theorem since d > 1∣∣∣ ∫ T
0
∫ R
−R
φ |r|d−1((vε)r − vr) dr dt
∣∣∣ = lim
δ→0
∣∣∣∣∣
∫ T
0
∫
(−R,−δ)∪(δ,R)
φ |r|d−1 ((vε)r − vr) dr dt
∣∣∣∣∣
= lim
δ→0
∣∣∣∣− ∫ T
0
∫
(−R,−δ)∪(δ,R)
(φr |r|
d−1 + φ(d− 1) |r|d−2)(vε − v) dr dt
+
∫ T
0
{
δd−1(φ(vε − v))(−δ, t) − δ
d−1(φ(vε − v))(δ, t)
}
dt
∣∣∣∣
=
∣∣∣∣∣
∫ T
0
∫
(−R,R)
(φr |r|
d−1 + φ(d− 1) |r|d−2)(vε − v) dr dt
∣∣∣∣∣
≤ ||vε − v||L∞(Q′)
∣∣∣∣∣
∫ T
0
∫
(−R,R)
(φr |r|
d−1 + φ(d− 1) |r|d−2) dr dt
∣∣∣∣∣ .
Moreover the right hand side converges to zero as ε→ 0, so that v˜r = vr a.e. in Q
′. Then
similarly as in Theorem 5.3 in [KKP10], see also [LM07], it holds that the pointwise limit
v of bounded weak supersolutions vε is a weak supersolution.
Then consider the case 1 < q ≤ 2.
Step 1: Regularization. Again uε denotes the inf-convolution of u but now
uε(x, t) := inf
(y,s)∈QT
(
u(y, s) +
|x− y|qˆ
qˆεqˆ−1
+
|t− s|2
2ε
)
, (A.12)
for qˆ > q/(q−1). Then similarly as before in a.e. in Qε \{Duε = 0}, where the definition
of Qε is modified accordingly (see below), the function uε is a viscosity supersolution to
∂tuε ≥ F (Duε,D
2uε), and we have
∂tuε ≥ |Duε|
q−2
(
∆uε + (p − 2)D
2uε
Duε
|Duε|
·
Duε
|Duε|
)
=
p− 1
q − 1
(|(uε)r|
q−2 (uε)r |r|
d−1)r |r|
1−d .
However, if Duε(x, t) = 0, the meaning of the right hand side is no longer clear. There-
fore, we look at the regularized operator in order to integrate by parts using semicon-
cavity of uε and Fatou’s theorem, and the dominated convergence theorem with respect
to j as in the previous case. We obtain∫
Q1T
((|(vε)r|
2 + δ2)
q−2
2 (vε)r |r|
d−1)φr dr dt
= lim
j→∞
∫
Q1T
((|(vε,j)r|
2 + δ2)
q−2
2 (vε,j)r |r|
d−1)φr dr dt
≥ −
∫
Q1T
lim inf
j→∞
((|(vε,j)r|
2 + δ2)
q−2
2 (vε,j)r |r|
d−1)rφdr dt
=
∫
Q1T
−((|(vε)r|
2 + δ2)
q−2
2 (vε)r |r|
d−1)rφdr dt,
(A.13)
for φ ∈ C∞0 (Q
1
ε), φ ≥ 0. When passing to the limit δ → 0, we need to justify the
convergence also on the right hand side. Let xˆ and xε be as in Lemma A.5. Then by
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Lemma A.5
Duε(xˆ, tˆ) = (xˆ− xε)
|xˆ− xε|
qˆ−2
εqˆ−1
,
D2uε(xˆ, tˆ) ≤
{
(qˆ − 1) |xˆ−xε|
qˆ−2
εqˆ−1
I, if Duε(xˆ, tˆ) 6= 0,
0, if Duε(xˆ, tˆ) = 0.
Thus denoting rε := |xˆ− xε| and r := |xˆ| we have
−((|(vε)r|
2 + δ2)
q−2
2 (vε)r |r|
d−1)r
= −(|(vε)r|
2 + δ2)
q−2
2
(
(q − 2)(vε)rr(vε)
2
r
(
(vε)
2
r + δ
2
)−1
+ (vε)rr + (vε)r
d− 1
r
)
|r|d−1
≥ −C(q, qˆ, ε)
(
r(qˆ−1)(q−1)−1ε + r
(qˆ−1)(q−1)
ε
d− 1
r
)
|r|d−1 .
Since qˆ > q/(q − 1) so that (qˆ − 1)(q − 1) − 1 > 0, and since |r|d−2 is integrable, this
gives an integrable lower bound independent of δ. Thus by Fatou’s lemma
lim inf
δ→0
∫
Q1T
−((|(vε)r|
2 + δ2)
q−2
2 (vε)r |r|
d−1)rφdr dt
≥
∫
Q1T \{(vε)r=0}
lim inf
δ→0
(−((|(vε)r|
2 + δ2)
q−2
2 (vε)r |r|
d−1)rφ) dr dt
=
∫
Q1T \{(vε)r=0}
−(|(vε)r|
q−2 (vε)r |r|
d−1)rφdr dt
≥
q − 1
p− 1
∫
Q1T \{(vε)r=0}
−∂tvε |r|
d−1 φdr dt.
By Lemma A.5, it follows that −∂tvε ≤ 0 in {(vε)r = 0} so that∫
Q1T \{(vε)r=0}
−∂tvε |r|
d−1 φdr dt ≥
∫
Q1T
−∂tvε |r|
d−1 φdr dt =
∫
Q1T
vε |r|
d−1 ∂tφdr dt.
From this and passing to the limit with δ → 0 in (A.13), we obtain
p− 1
q − 1
∫
Q1T
|(vε)r|
q−2 (vε)r |r|
d−1 φr dr dt ≥
∫
Q1T
vε |r|
d−1 ∂tφdr dt.
Step 2: Passing to the limit in the regularization. This follows similarly as before. In
particular, techniques similar to those in Theorem 5.3 in [KKP10] do not utilize a lower
bound for q other than q > 1.
From Propositions A.3 and A.4, Theorem 4.2 immediately follows.
Next we state some auxiliary results used in the proof above. Let uε(x, t) be as in
(A.12). Denote r(ε) := (qˆεqˆ−1 oscQT u)
1/qˆ, and t(ε) := (2ε oscQT u)
1/2. It is well known
that for (xˆ, tˆ) ∈ Qε = {(x, t) : Brε(xˆ) ⋐ BR, (t− t(ε), t+ t(ε)) ⋐ (0, T )} there exists
xε ∈ Br(ε)(xˆ) and tε with
∣∣tˆ− tε∣∣ ≤ t(ε) such that
uε(xˆ, tˆ) = u(xε, tε) +
|xˆ− xε|
qˆ
qˆεqˆ−1
+
∣∣tˆ− tε∣∣2
2ε
.
It holds that uε ր u uniformly. By Alexandrov’s theorem, see [EG92, Section 6.4], and
semiconcacity of uε it follows that uε is twice differentiable a.e. We omit the proof of
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semiconcavity which is well-known, see for example [Kat15] or Lemma A.2 in [JJ12], and
instead derive the following explicit estimates.
Lemma A.5. Let 1 < q ≤ 2, uε as in (A.12), and xε, tε as above. Suppose that uε is
differentiable in time and twice differentiable in space at (xˆ, tˆ). Then
(i) it holds that
Duε(xˆ, tˆ) = (xˆ− xε)
|xˆ− xε|
qˆ−2
εqˆ−1
,
D2uε(xˆ, tˆ) ≤
{
(qˆ − 1) |xˆ−xε|
qˆ−2
εqˆ−1
I if Duε(xˆ, tˆ) 6= 0,
0 if Duε(xˆ, tˆ) = 0, and
(ii) if Duε(xˆ, tˆ) = 0 it follows that ∂tuε(xˆ, tˆ) ≥ 0.
Proof. Proof of (ii). There exists ϕ ∈ C∞0 (QT ) touching uε at (xˆ, tˆ) from below such
that ∂tϕ(xˆ, tˆ) = ∂tuε(xˆ, tˆ),Dϕ(xˆ, tˆ) = Duε(xˆ, tˆ) = 0. Further,
u(y, s) +
|x− y|qˆ
qˆεqˆ−1
+
|t− s|2
2ε
− ϕ(x, t) ≥ uε(x, t)− ϕ(x, t) ≥ uε(xˆ, tˆ)− ϕ(xˆ, tˆ) = 0.
Choose y = xε, s = tε, and write
ϕ(x, t)−
( |x− xε|qˆ
qˆεqˆ−1
+
|t− tε|
2
2ε
)
≤ u(xε, tε).
Since
ϕ(xˆ, tˆ) = u(xε, tε) +
|xˆ− xε|
qˆ
qˆεqˆ−1
+
∣∣tˆ− tε∣∣2
2ε
,
it follows that
(x, t) 7→ ϕ(x, t) −
( |x− xε|qˆ
qˆεqˆ−1
+
|t− tε|
2
2ε
)
has a maximum at (xˆ, tˆ). Thus, in particular
∂tuε(xˆ, tˆ) = ∂tϕ(xˆ, tˆ) =
tˆ− tε
ε
, Duε(xˆ, tˆ) = Dϕ(xˆ, tˆ) = (xˆ− xε)
|xˆ− xε|
qˆ−2
εqˆ−1
. (A.14)
Moreover, since Duε(xˆ, tˆ) = 0, it follows that xε = xˆ and by the definition of the inf-
convolution
u(x, t) +
|xˆ− x|qˆ
qˆεqˆ−1
+
∣∣tˆ− t∣∣2
2ε
≥ uε(xˆ, tˆ) = u(xˆ, tε) +
∣∣tˆ− tε∣∣2
2ε
.
Arranging the terms as
u(x, t) ≥ u(xˆ, tε) +
∣∣tˆ− tε∣∣2
2ε
−
|xˆ− x|qˆ
qˆεqˆ−1
−
∣∣tˆ− t∣∣2
2ε
we see that
φ(x, t) := u(xˆ, tε) +
∣∣tˆ− tε∣∣2
2ε
−
|xˆ− x|qˆ
qˆεqˆ−1
−
∣∣tˆ− t∣∣2
2ε
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touches u at (xˆ, tε) from below. Moreover, since u is a viscosity solution and
limxˆ 6=x→xˆ F (Dφ(x, tε),D
2φ(x, tε)) = 0 since qˆ > q/(q−1), it follows by this, xε = xˆ, and
(A.14) that
0 ≤ ∂tφ(xˆ, tˆ) =
tˆ− tε
ε
= ∂tuε(xˆ, tˆ)
as claimed.
Proof of (i). There exists ϕ ∈ C∞0 (QT ) touching uε at (xˆ, tˆ) from below such that
∂tϕ(xˆ, tˆ) = ∂tuε(xˆ, tˆ),Dϕ(xˆ, tˆ) = Duε(xˆ, tˆ), D
2ϕ(xˆ, tˆ) ≤ D2uε(xˆ, tˆ). Then recall that
the argument leading to (A.14) implies
Duε(xˆ, tˆ) = Dϕ(xˆ, tˆ) = (xˆ− xε)
|xˆ− xε|
qˆ−2
εqˆ−1
and also
D2ϕ(xˆ, tˆ) ≤
|xˆ− xε|
qˆ−2
εqˆ−1
(
(qˆ − 2)
xˆ− xε
|xˆ− xε|
⊗
xˆ− xε
|xˆ− xε|
+ I
)
.
The first equality above implies that if Duε(xˆ, tˆ) = 0 then xˆ = xε, and the second since
qˆ > 2 that D2ϕ(xˆ, tˆ) ≤ 0. If Duε(xˆ, tˆ) 6= 0, then the previous inequality implies
D2ϕ(xˆ, tˆ) ≤ (qˆ − 1)
|xˆ− xε|
qˆ−2
εqˆ−1
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