We present an approach for the coordination of a network of agents in a cyber-physical environment. The agents's dynamics are nonlinear, of arbitrary dimensions and possibly heterogeneous. The objective is to design resource-aware distributed control strategies to ensure a coordination task. In particular, we aim at ensuring the convergence of the differences between the agents' output variables to a prescribed compact set, hence covering rendez-vous and formation control as specific scenarios. We develop event-based sampling strategies for that purpose. Three scenarios are studied. We first focus on event-triggered control, in which case the agents continuously measure the relative distances with their neighbours and only update their control input at some time instants. This set-up is relevant to limit changes in control signals and therefore to reduce the resources usage of the actuators. A triggering rule is defined for each edge using an auxiliary variable, whose dynamics only depends on the local variables. We then explain how to derive time-triggered and self-triggered distributed controllers. These control strategies collect measurements and update the control inputs only at some discrete time instants, which save communication and computation resources. The existence of a uniform minimum amount of times between any two edge events is guaranteed in all cases, thus ruling out Zeno phenomenon. The analysis is carried out within the framework of hybrid systems and an invariance principle is used to conclude about coordination.
(or agents) of these large-scale systems to exchange information only with neighbouring units is valuable because it improves scalability and robustness in case of faults. On the other hand, latest technological advances are enabling scenarios in which computing and communication devices are an integral part of the physical processes to control. Despite this, most coordination algorithms ignore the resources limitations of these devices, while they may severely impact the desired agreement property. It is therefore essential to develop control strategies that take these constraints into account in their design. The problem can be addressed via the construction of event-based sampling strategies, see e.g., [10] , [22] , [23] , [24] , [34] . The idea is that each agent updates its control input only at a sequence of time instants which depends on the local variables, and not continuously. In that way, the energy expenditure of the actuators batteries is reduced, the actuators wear is slowed down, and the usage of the computation or communication resources may be limited, according to the type of implementation.
Several sampling paradigms exist in the literature depending on the way the sequence of sampling instants is defined: eventtriggered control ( [3] , [4] ), self-triggered control ( [36] ), timetriggered control; see below for more detailed discussions. These paradigms have been first proposed for single systems with a single feedback loop, see the survey [16] and the references therein. The multi-agent systems, on the other hand, are particularly challenging in this context. First, these systems are generally distributed as each agent has only access to its own state and the state of its neighbours (and not to the state of the overall system). Hence, it is necessary to design distributed feedback laws and triggering conditions, which only depend on the local variables. One of the main difficulties here is to ensure the existence of a strictly positive minimum amount of time between two successive triggering instants. The existence of such a time is essential for the controller to be realizable, as the hardware cannot tolerate arbitrarily close-in-time updates, as well as to rule out Zeno phenomenon. Second, the stability analysis often relies on a weak Lyapunov function, in the sense that the derivative of the Lyapunov function along the system solution is non-positive (as opposed to strong Lyapunov functions for which it is strictly negative-outside the attractor). This is an important difference with the vast majority of centralized stabilizing event-triggered control techniques, which require the knowledge of a strong Lyapunov function [31] . This point induces non-trivial technical difficulties, which also makes existing centralized event-triggering results not applicable for multi-agent systems.
Despite these difficulties, several event-based algorithms have been presented for the synchronization of multi-agent systems, considering event-and self-triggered control strategies (see [9] [10] [11] [12] , [20] , [22] , [23] , [34] , [37] to cite a few). The 0018-9286 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
number of works on the topic has been growing exponentially since the appearance of [10] and we do not aim at including an exhaustive survey of all the contributions. Nonetheless, it has to be noted that most results concentrate on specific agents' dynamics, typically single-or double-integrators. The work in [20] is one of the rare studies which deal with agents modeled by nonlinear systems: it addresses a particular type of interconnected feedback linearizable systems. There is currently a gap between the existing techniques for the coordination of nonlinear systems in continuous-time, and their implementation in a cyber-physical environment.
In this paper, we consider a network of strictly passive systems, which can have nonlinear, heterogeneous dynamics, and be of arbitrary dimensions. Note that passivity takes an outstanding role in problems of coordination control (see e.g., [5] [6] [7] , [25] , [35] ). Our objective is to design resource-aware distributed controllers, which ensure that the difference between the agents' outputs-which we call relative distancesconverge to a prescribed compact set, as in [2] . This general formulation encompasses rendez-vous and formation control as particular cases. To our purpose, we follow an emulation approach as we start from the distributed controllers proposed in [2] , which solve the problem in continuous-time, and we then design a triggering condition per edge to decide when to update the corresponding control input, like in [37] . To do so, we start from an energy-like Lyapunov function from [2] and we add a term that takes into account the "energy" associated with the sampling error. This addition is necessary to overcome the occurrence of the terms induced by the sampling that would disrupt the convergence of the algorithm. We let this extra term depend on clock variables (one per each edge in the network), which we introduce to regulate the sampling. We then synthesize the clock dynamics in such a way that the overall Lyapunov function computed along the trajectories of the system remains monotonically decreasing despite the sampling. We stress that, although the vast majority of the results available in event-based control of multi-agent systems is based on Lyapunov analysis and design, to the best of our knowledge this is the first time in the context of event-based control of networked systems that the candidate "physical" Lyapunov function is extended to take into account the "cyber part" of the system and gives rise to the triggering rule. In addition, to design the triggering rules based on a weak Lyapunov function as we do is interesting in its own right, and we foresee that the presented approach can be adapted to other control problems. Note that the idea to introduce clocks to define the triggering law is borrowed from [31] , where the stabilization of single nonlinear systems is studied.
We first assume that the relative distances are continuously available, in which case we derive event-triggered control laws. These controllers limit changes of the control inputs, which is useful to reduce the utilization of the battery by the actuators as well as to slow down the actuators wear, see e.g., [8] , [15] . On the other hand, this setup requires that the agents are equipped with local sensors, which measure the relative distance with their neighbour(s) at a high frequency, or that the agents communicate with their neighbours via a high-bandwidth communication channel. To relax this requirement, we explain how to modify the event-triggering rules to obtain time-triggered policies. In this scenario, any agent has access to its relative distances and updates its control input only at edge-dependent time instants, which saves computation and communication resources. These edge events can be periodic, but that is not necessary: we do allow aperiodic sampling. An explicit bound on the maximum allowable sampling period is proposed. On the other hand, time-triggered controllers may generate more edge events than necessary to ensure coordination as they do not adapt to the current state of the agents. To overcome this issue, we synthesize self-triggered controllers in which any agent has access to the relative distance as well as its time derivative and updates the corresponding sampled variables only at edge events. The next edge event is determined by the values of the relative distance and its time derivative at the last transmission. This scheme reduces the usage of the agents sensors or of the communication channel, and potentially of the agent CPU, as we will explain later. It typically generates more edge events compared to event-triggered control (but it does not require the continuous measurement of the neighbours relative distance) and less events than time-triggered control.
The existence of a uniform strictly positive lower bound on the inter-edge events is guaranteed in all cases. The overall systems are modelled as hybrid systems using the formalism of [14] and the analysis invokes an invariance principle from [14] . The application of a hybrid invariance principle in the context of distributed event-based control requires some extra care, but it is rewarding and proves itself to be a powerful analytical tool. In this respect we view this as an additional contribution of the paper.
The results are applicable to systems subject to input saturation, which is also a difference compared to most existing eventbased control results. We thus present simulation results for a network of two-dimensional linear systems subject to input saturations. Our preliminary works in [26] and [27] were dedicated to the rendez-vous for these particular systems. Compared to [20] , we address a different class of nonlinear systems as well as more general coordination tasks and we design time-triggered and self-triggered controllers based on a Lyapunov redesign.
The paper is organised as follows. Notations and preliminaries about the hybrid formalism of [14] are provided in Section II. The problem is stated in Section III and the eventtriggered control strategies are presented in Section IV. The time-triggered and the self-triggered controllers are respectively developed in Sections V and VI. Section VII proposes simulations results. The proof of the main theorem is detailed in Section VIII. Finally, Section IX concludes the paper. [14] ). The notation I denotes the identity matrix or application, and 1 and 0 are respectively the vector composed of 1 and 0 whose dimensions depend on the context. We use diag{a 1 , . . . , a n } to represent the diagonal matrix with constants a 1 , . . . , a n on the diagonal. The Kronecker product of two matrices A = [a ij ] ∈ R m×n and
II. PRELIMINARIES
We denote the distance of a point x ∈ R n to a set A ⊂ R n as
We recall the definition of the tangent cone to a set at a point (see Definition 5.12 in [14] ).
Definition 1: The tangent cone to a set S ⊂ R n at a point x ∈ R n , denoted T S (x), is the set of all vectors w ∈ R n for which there exist
We study hybrid systems of the form below [14] x ∈ F (x) for x ∈ C,
where x ∈ R n is the state, F is the flow map, G is the jump map, C is the flow set and D is the jump set. We recall some definitions related to [14] .
is locally absolutely continuous on I k = {t : (t, k) ∈ E}. We assume that: (i) C and D are closed subsets of R n ; (ii) F is defined on C, is outer semicontinuous and locally bounded relative to C, and F (x) is convex for every x ∈ C; (iii) G is defined on D, is outer semicontinuous and locally bounded relative to D. The hybrid arc φ : (1) is: nontrivial if dom φ contains at least two points; maximal if it cannot be extended; complete if dom φ is unbounded; precompact if it is complete and the closure of its range is compact, where the range of φ is rge φ := {y ∈ R n :
We introduce the following definition to denote systems which generate solutions that have uniform average dwelltimes.
Definition 2: System (1) generates solutions with a uniform semiglobal average dwell-time if for any δ ≥ 0, there exist τ (δ) > 0 and n 0 (δ) ∈ Z >0 such that for any solution φ to (1) 
for any (s, i), (t, k) ∈ dom φ with s + i ≤ t + k. We say that system (1) generates solutions with a uniform global average dwell-time when τ and n 0 are independent of δ.
We recall the following invariance definition (see Definition 6.19 in [14] ).
Definition 3:
A set S ⊂ R n is weakly invariant for system (1) if it is:
• weakly forward invariant, i.e., for any ξ ∈ S there exists at least one complete solution φ with initial condition ξ such that rge φ ⊂ S; • weakly backward invariant, i.e., for any ξ ∈ S and τ > 0, there exists at least one solution φ such that for some
Finally, we will use the following definition of set stability, see Definition 3.6 [14] .
Definition 4: The closed set S ⊂ R n is uniformly globally asymptotically stable for system (1) if the following holds.
(i) There exists α ∈ K ∞ such that for any solution x and
III. PROBLEM STATEMENT
Our objective is to construct distributed controllers to ensure the coordination of networked systems with limited resources. In particular, we consider N agents which are interconnected over a connected 1 undirected graph G = (I, E) where I := {1, . . . , N} is the set of nodes and E is the set of pairs of nodes connected by edges. The dynamics of the agents is given bẏ
where p i ∈ R n p and v i ∈ R n v i are the states, y i ∈ R n p is the output with respect to which strict passivity is assumed (see Assumption 1 below), u i ∈ R n p is the control input, f i and h i are locally Lipschitz functions such that h i (0, 0) = 0, and f i (0, u i ) = 0 implies that u i = 0, i ∈ I. We note that the dimension of v i is agent-dependent and that the agents dynamics may be different. Dynamical systems of the form of (3) can describe mechanical systems and vehicles (in which case p i and v i are typically the position and the velocity, respectively), as well as electrical devices to mention a few examples. To formally state our coordination goal, we need to introduce the relative distances, which are defined as, for any (i, j) ∈ E
The relative distances are the only measured quantities needed in the design of the controllers below (except for the selftriggered controllers for which we also assume that the relative velocities are measured, see Section VI). We want to ensure the convergence of every z ij , (i, j) ∈ E, to a prescribed compact set A ij ⊂ R n p , with A ij = A ji , as in [2] . The sets A ij can be the origin, in which case the objective is to ensure the agreement among the agents' variables p i 's, or it can be a vector different from the origin, in which case we achieve a formation control, to give a few examples. We follow an emulation approach to design the controllers. We first design the feedback laws u i , i ∈ I, in the ideal case where the agents have unlimited resources using the results of [2] . Afterwards, we take into account the resources constraints to which are subject the agents and we synthesize appropriate triggering strategies to preserve the desired coordination task in this context. Since we design the feedback laws using [2] , we need to make the following assumption on the v i -system, i ∈ I.
Systems that satisfy Assumption 1 have been widely investigated in the context of coordinating systems and appears in several applications ( [2] , [7] , [35] ). In continuous-time, the control input u i is defined as [2] 
where N i is the set of neighbours of the node i ∈ I, i.e., N i := {j ∈ I : (i, j) ∈ E}. The functions ψ ij : R n p → R n p , (i, j) ∈ E, are designed as ψ ij = ∇P ij where ∇P ij is the gradient of the designed function P ij : R n p → R ≥0 , which is required to satisfy the following properties:
According to [2] , the controllers in (6) guarantee that, for any (i, j) ∈ E, the relative distance z ij approaches the set A ij , which means that the coordination is achieved, as long as items (a)-(d) above hold and an extra assumption specified later is verified. Items (e)-(f) are used in the following to show that the uniform global asymptotic property ensured in [2] is preserved under sampling (see Remark 6 below). These conditions add no conservatism since ψ ij is designed by the user. Remark 1: The functions P ij are defined on R n p , which will lead to global stability properties in the next sections. The results of the paper can be adapted to handle the case where the P ij 's are defined on a subset of R n p as in [2] . Local stability properties would follow instead in this case, at the price of more technicalities.
In this paper, we take into account the resources limitations of the agents. For this purpose, we envision a setting where the agents update their control inputs and/or receive measurements from their neighbours only at some given time instants to be determined. In this case, we denote the control input in (6) aŝ u i which is defined by, for i ∈ Î
whereẑ ij is a sampled version of z ij , which is locally maintained by agent i. This variable is held constant between two successive updates, i.e.,ż ij = 0 and is reset to the actual value of z ij at the update time instant, which leads to the jump equationẑ
A sequence of update time instants will be assigned to each pair (i, j) ∈ E. These are time instants that are generated at agent i and that are triggered by measurements relative to neighbour j ∈ N i . Symmetrically, agent j will generate update time instants based on measurements relative to i. The triggering conditions will be such that the events generated by agent i relative to neighbour j and by agent j relative to neighbour i are the same. For this reason we term these instants as edge events, like in [37] . At each event of the edge (i, j) ∈ E, the agents i and j communicate with each other and both of them update the sampled variablesẑ ij andẑ ji according to (8) , which leads to an update of the control inputsû i andû j in view of (7) . Our goal is to define the sequence of edge events in order to save resources while still ensuring the desired coordination. We first present an event-triggered solution in which any agent knows its relative distance with any of its neighbours at any time instant and the corresponding part of the control input is only updated whenever a certain edge-dependent triggering condition is satisfied. As mentioned before, this paradigm is useful to limit changes in the control inputs and therefore may allow the actuators to reduce their resource utilization. We then use these results to derive time-triggered and selftriggered controllers to handle communication and computation limitations.
The proposed strategies ensure the existence of a uniform strictly positive amount of time between two successive events of a given edge. We do tolerate the occurrence of a finite number of simultaneous edge events for a given agent as in e.g., [10] , [23] . We assume that the agent hardware handles this situation by prioritizing the edge events, which typically leads to smalldelays in the control input. We do not address the analysis of the effect of these delays in this paper.
Remark 2:
We have not specified any requirement on the states v i , i ∈ I, for the coordination objective. We will see in the next sections that these variables converge to the origin. The extension to the case where v i has to converge to a prescribed time-varying vector v i as in [2] is left for future work. The reason is the following. In a realistic setting, only a sampled version of v i can be available to the agent i ∈ I. This sampling typically generates errors which affect the asymptotic convergence of v i to v i and leads to technical difficulties, as shown in [32] in the context of networked control systems. Consider for instance the case of multi-agent systems modeled as double integrators with friction, that is system
The sampled-data implementation considered in this paper would require a sampled-data control of the formû i =v r +â r + j∈N i ψ ij (ẑ ij ), thus requiring an additional sampling strategy for handling the new sampling errorsv r − v r ,â r − a r . In contrast with the nature of z, which is a state variable, v r and a r are exogenous signals and the sampling scheme would require a different treatment from the current one. Note though that our results directly apply when the v i 's are constant. In this case, following [2] ,ṗ i = y i + v i in (3), and only one sample is needed to generate v i since the latter takes a constant value.
IV. EVENT-TRIGGERED CONTROL

A. Triggering Conditions and Hybrid Model
Consider agent i ∈ I. To define the events associated with the edge (i, j) where j ∈ N i , we introduce an auxiliary variable φ ij ∈ R, which we call a clock. The idea is to reset φ ij to a constant value b ij > 0 after each event associated with (i, j) and to trigger the next one when φ ij becomes equal to a ij ∈ (0, b ij ). The constants a ij and b ij are designed parameters. Between two successive edge events, φ ij is given by the solution to the ordinary differential equation beloẇ
where σ ij is a strictly positive constant which will be specified in the following, ∇ψ ij (z ij ) is the induced matrix Euclidean norm of the matrix ∇ψ ij (z ij ) where ψ ij comes from (6) and we recall that z ij = p j − p i . Notice that φ ij strictly decreases on flows in view of (9) . The parameters a ij and b ij influence the length of the inter-event times. To take a ij small and b ij large typically helps enlarging the inter-event time, at the price of a degraded speed of convergence as the evolution of the variables v i depends on the sampled control input, see for an illustration the simulation results in Section VII. The clock φ ij can be locally implemented on agent i provided that continuous measurements of z ij are available, which is assumed to be the case in this section.
The dynamics of the agent i ∈ I can be described by the hybrid system beloẇ
whereû i is defined in (7) . The jump map in (10) means that only the pairs
; the others remain unchanged. We see that the control input updates are edge-dependent and distributed as desired. In the analysis that follows, it is essential that each agent i maintains a local sampled version of the measurement z ij , j ∈ N i , which is consistent with the local sampled version of the corresponding quantity z ji by the agent j. To be more specific, for (i, j) ∈ E, it must be true thatẑ ij (t, k) = −ẑ ji (t, k) for all (t, k) in the domain of the solution.
To guarantee this property, we make the following assumption. Assumption 2: The following hold for any (i, j) ∈ E.
The variablesẑ ij and φ ij are respectively initialized at the same values as −ẑ ji and φ ji .
Assumption 2 introduces no major conservatism as neighbouring agents can a priori agree on the constants a ij , a ji , b ij , b ji , σ ij , σ ji and the initial conditionsẑ ij and φ ij . Notice in particular that, in the analysis below, the initial condition for z ij must not necessarily be set equal to the measured quantity z ij . When Assumption 2 is not verified, the clocks φ ij and φ ji , (i, j) ∈ E, will be different and this will imply that the updates forẑ ij andẑ ji will occur at different times and that the two measurements are different. This causes an asymmetry in the control laws of the neighbouring agents i, j that may disrupt the convergence of the algorithms. Robustness of our algorithm to asymmetric initializations is an important open problem.
Remark 3: In different scenarios, item (ii) of Assumption 2 may be less critical. In fact, the scenario that was discussed above assumes that when the clock φ ij reaches a ij , the agent updatesẑ ij with the information collected by its sensor. A different scenario could be as follows. Assume that the two clock variables φ ij and φ ji , (i, j) ∈ E, are initially different until one of these, say φ ij , becomes equal to b ij (recall that b ij = b ji in view of item (i) of Assumption 2). At this time instant, we can envision the case in which agent i (the one whose clock variable has become equal to b ij ) notifies (without delay) agent j to update its own clock variable. Hence, (ẑ ij , φ ij ) and (ẑ ji , φ ji ) are updated respectively to (z ij , b ij ) and (z ji , b ij ). In that way, the pairs (φ ij ,ẑ ij ) and (φ ji , −ẑ ji ) are equal for all future times in view of 4 (10) and the convergence results presented hereafter do apply in this case.
Remark 4: The results of the paper cover the case where a single clock variable is associated to each edge, in which case Assumption 2 is no longer needed. In this set-up, the clock is used to update both control inputs associated to the corresponding pair of neighbours. The clock variable at each edge can be initialized to any value in the interval [a , b ], where 0 < a < b .
Remark 5: An implicit assumption throughout the paper is that the clock dynamics are not subject to any uncertainty such as drift or skew. Including such phenomena, or other alterations of the clock dynamics, would give rise to two distinct problems. On the one hand, the clock variables φ ij and φ ji would no longer be synchronized, even in the case in which they are initialized to the same value. To remedy this, one should implement a mechanism similar to the one introduced in Remark 3 in which synchronization messages between the clocks are exchanged each time one of the two neighbouring clocks resets its state. On the other hand, and more importantly, a drift in the clocks would lead to a substantial alteration of the sampling times at which the feedback information is collected from the neighbours. To counteract this effect, one should take into account such uncertainty in the analysis and design of the sampling algorithms (see Section III-A in [23] for related results in the case of self-triggered control algorithms of firstorder agents). Although this is an interesting problem, it goes beyond the scope of the paper and is left for future research.
In view of Assumption 2, we no longer need to distinguish φ ij from φ ji . We can therefore define a single clock φ instead, where is the index associated with the edge (i, j) ∈ E. A similar remark applies for the sampled variablesẑ ij andẑ ji aŝ z ij = −ẑ ji . For that purpose, we assign to each edge of E an arbitrary direction and we denote by M the number of edges of the graph G which we number. We define the incidence matrix D of G as D = [d i ] (i, )∈I×{1,...,M } with d i = 1 if the node i is the positive end of the th edge, d i = −1 if the agent i is the negative end of the th edge, and d i = 0 otherwise. In that way, we define, for the th edge corresponding to For the th edge corresponding to (i, j) ∈ E, we rewrite the dynamics in (9) aṡ
where σ := σ ij = σ ji , a := a ij = a ji and b := b ij = b ji (in view of Assumption 2). We similarly define A := A ij = A ji and P = P ij where (i, j) ∈ E is the th edge [recall that the sets A ij 's are introduced after (4) and the P ij 's are defined after (6)].
We are not ready yet to present a model of the overall system. Indeed, it appears that the map which defines the jump equation in (10) and which becomes with the notation introduced above, with E i the set of edge indices corresponding to the edges connected to agent i
is not outer semicontinuous because its graph is not closed. This is an issue because the outer semicontinuity of the jump map is a necessary condition for a hybrid system to be (nominally) well-posed (see Lemma 6.9 in [14] ), which is required to apply the invariance principles presented in Chapter 8 in [14] .
To overcome that issue, we redefine the jump map. We use the technique proposed in [33] for that purpose. Instead of doing it for the model of a single agent, we directly do it on a model of the overall system. Hence, we define the concatenated vectors p :
The system is modeled as follows:
where
In that way, when the clock φ is the only one which is equal to its lower bound a , the pair (φ ,ẑ ) is reset to (b , z ), while the others remain unchanged. In contrast to (12) , when several clocks have reached their lower bound, the jump map (14) only allows a single edge to reset its clock and its sampled variable.
Consequently, a finite number of jumps successively occurs in this case (with no flow in between), until all the concerned edge variables have been updated. A couple of remarks about system (13) need to be added. First, the map G in (14) is defined on R (2n p +1)M . When the states are in the jump set its definition is clear from (14) , when these are not in the jump set, i.e., when φ = a for any ∈ {1, . . . , M}, it reduces to the empty set. Second, G is indeed outer semicontinuous as its graph is given by the union of the graphs of the continuous mappings G , ∈ {1, . . . , M}, which are closed. We also note that G is locally bounded. As a consequence, since the flow map is continuous and the flow and the jump sets are closed, system (13) is (nominally) well-posed (see Theorem 6.30 in [14] ) and we will be able to apply the hybrid invariance principle in Chapter 8 of [14] to investigate stability.
B. Main Result
We are ready to state the main result of this section. The proof is provided in Section VIII.
Theorem 1: Consider system (13) and suppose the following holds.
(i) Assumptions 1 and 2 hold. (ii) There exist κ 1 , . . . , κ M ∈ (0, 1) such that, for any i ∈ I
and
where the σ 's come from (11) and deg i is the degree of agent i, i.e. the number of edges incident to agent i. 
. . , M},ẑ = z} is uniformly globally asymptotically stable. The fact that S is uniformly globally asymptotically stable for system (13) ensures that z converges to A, hence the desired coordination objective is guaranteed. Item (iii) in Theorem 1 is Assumption 1 in [2] (note that in our case z always lies in the range space of D T ⊗ I since the P 's are defined on R n p ). The validity of this condition depends on the set A. It is satisfied by important coordination tasks, such as rendez-vous and formation control (see, e.g., [2] , [5] ).
We see that we need an extra condition to hold compared to [2] , namely (16) (and also items (e) and (f) in Section III). It is satisfied when
for some C i ∈ R ≥0 and i ∈ I. Indeed, for each i ∈ I, it then suffices to take σ , ∈ E i , sufficiently small such that, for a given κ i ∈ (0, 1)
Inequality (18) is equivalent to (17), which, in turn, is equivalent to (16) . We notice that each agent only needs to know the number of its neighbours and the local constant C i to synthesize its constants σ in this case, ∈ E i . The knowledge of the agent degree can be achieved via an initial communication round during which the agents communicate their degrees to their neighbours. Remark 6: The fact that additional conditions are needed to prove the desired asymptotic property under the considered sampling effects is in agreement with the literature on the stabilization of nonlinear sampled-data systems. Indeed, we know from [19] that only semiglobal and practical stability can be ensured in general when emulating a globally asymptotically stabilizing continuous-time controller with fast sampling (under mild conditions). Additional properties on the system's dynamics are needed to preserve global asymptotic stability, like in Theorem 1.
As mentioned in Section III, we cannot guarantee the existence of a dwell-time for the overall system as several agents may update their control inputs at the same instant or the same agents may have several of its local triggering conditions simultaneously violated. However, we do guarantee the existence of a uniform (semiglobal) dwell-time for each edge event (see Section VIII-E), which in turn ensure the existence of a uniform semiglobal average dwell-time for the solutions of the overall system as stated in Theorem 1.
Remark 7: The stability property in Theorem 1 has a certain amount of nominal robustness according to Chapter 7 in [14] . Indeed, the auxiliary system derived from (13) and used to prove stability in Section VIII-C is (nominally) wellposed and a compact set is uniformly globally asymptotically stable for this system, it is therefore robust to the so-called ρ-perturbations, property which is transposed to system (13) . Nevertheless, robustness to asynchronous clocks (or to transmission delays in the context of Remark 4) requires further investigation and is left for future work.
V. TIME-TRIGGERED CONTROL
The results of the previous section rely on continuous measurements of the relative distances z , ∈ {1, . . . , M}, which may be demanding in terms of computation and communication resources. We relax this requirement in this section by constructing time-triggered controllers, which sporadically collect measurements and update the control inputs. We rely for that purpose on the event-triggering strategies developed in the previous section. These ensure the existence of a semiglobal dwell-time for each edge. In other words, there exists a strictly positive bound on the minimum time between two successive edge events, which depends on the ball of initial conditions (see Section VIII-E for more details). We could use these dwell-times as an upper-bound on the maximum allowable time between two edge events (MATE) to derive time-triggered strategies. However the fact that these constants depend on the ball of initial conditions render their implementation hard to achieve in practice, as each agent would need to know the initial conditions of the other agents (more precisely the constantδ in Section VIII-E which does depend on the agents' initial conditions) to compute its MATEs. To overcome this issue, we design the function ψ , ∈ {1, . . . , M}, such that the following property holds, in addition to those listed in Section III:
Property (19) is verified when ψ , ∈ {1, . . . , M}, is globally Lipschitz. We denote the MATE of edge ∈ {1, . . . , M} as T . The constant T is the time it takes for the solution θ to the differential equatioṅ
to decrease to a , like in [21] where the stabilization of single nonlinear systems is addressed. Equation (20) corresponds to (11) where ∇ψ (z ) is replaced by its upper-bound K . In that way, the dynamics of θ is independent of the state. The solution to the differential equation given the initial condition θ (0) = b verifies, for t ≥ 0, arctan(K θ (t)) = arctan(K b ) − (K /σ )t, from which it is inferred that
Since a , b can be chosen arbitrarily, the sampling interval can be changed, although it can never be larger than (σ /K )(π/2) in view of (21) . However, this choice might affect the speed of convergence of the system as the evolution of the velocities depends on the sampled control input.
To obtain a hybrid model of the system, we introduce the clock variable τ ∈ R, ∈ {1, . . . , M}, which represents the time elapsed since the last event for the edge . This variable has the following dynamics:
The constant can take any value in (0, T ] and corresponds to the required minimum time between two successive events of edge to prevent arbitrarily close-in-time updates. The definition of the jump set above allows to model the scenario where the edge events are not necessarily periodic, like in [21] , as jumps can occur whenever τ ∈ [ , T ].
We represent the overall system using the hybrid model belowṗ
where τ := (τ 1 , . . . , τ M ) ∈ R M . The function Γ is defined in a similar way as G in (13 
with, for
The result below follows from the proof of Theorem 1. Corollary 1: Consider system (23) and suppose the following holds. Corollary 1 means that the variable z is guaranteed to approach the prescribed compact set A as desired and the variable v converges to the origin. The main difference with Theorem 1 is that a uniform global average dwell-time is guaranteed to exist, as opposed to a uniform semiglobal average dwell-time in Theorem 1. This is possible due to the satisfaction of (19) .
VI. SELF-TRIGGERED CONTROL
The time-triggered implementation in the previous section is easy to implement but it has the drawback that the sampling at each edge ∈ {1, . . . , M} is independent of the current value of z and as such it might lead to some conservatism. On the other hand, the event-based control strategy of Section IV takes full advantage of z , measuring it continuously over the intersampling period. Self-triggered control offers a compromise between these two paradigms. The idea is to define the MATE based on the values of the relative distance and its time derivative at the last edge event. In that way, the MATE is adapted to the current state of the system, as opposed to the time-triggered implementation, and the relative distance is not continuously monitored as in event-triggered control, which allows for a reduced use of communication and possibly computation resources. Recall that in event-triggered control, for each ∈ {1, . . . , M}, the sampling is dictated by the clock variable φ that flows according toφ = −(1/σ )(1 + φ 2 ∇ψ (z ) 2 ). To prevent the continuous measurement of z , the idea here is to replace ∇ψ (z ) 2 with a suitable function λ , which only depends on the value of z and its time derivative at the last edge event.
A. Construction of λ
To preserve the properties ensured by the event-triggered controllers in Section IV, the function λ has to be an upper bound on ∇ψ (z ) 2 (just like K upper-bounds ∇ψ (z ) in Section V). In that way, we will be able to apply the same arguments as for event-triggered control to analyse stability. To derive such a bound, an estimate of z is needed. As a matter of fact, if two vector-valued maps z (t, k), z (t, k) are known for which, 5 for any (t, k) in the domain of the solution
then we can define λ as follows:
Remark 8: The on-line computation of (26) may be demanding. It may be possible to derive a simpler expression for λ on a case-by-case basis. Suppose n v i = 1 for any i ∈ I for instance. We can select the functions ψ such that ∇ψ is nonincreasing on R ≥0 (take sigmoid functions for instance), (26) becomes then λ (t, k) = (∇ψ (z (t, k))) 2 when z (t, k) > 0, λ (t, k) = (∇ψ (z (t, k))) 2 when z (t, k) < 0, and λ (t, k) = (∇ψ (0)) 2 when z (t, k)z (t, k) ≤ 0.
Due to the nonlinear and distributed nature of the system, it is not an easy task to find two bounding functions z (t, k), z (t, k) for z (t, k), hence we need to introduce a few additional assumptions.
Assumption 3: The following hold.
(i) There existsψ ∈ R such that for any ∈ {1, . . . , M} and
and a continuous function χ i : R 3 ≥0 → R which is nondecreasing in its second and third arguments, such that, for any
Item (i) of Assumption 3 introduces no conservatism as it can be ensured by design. For example, a map ψ with all the entries given by a sigmoid function satisfies this condition. Item (ii) of Assumption 3 is verified by many applications, such as mechanical systems where p i typically represents the position and v i the velocity, i ∈ I. It requires the dimensions of the systems to be the same but their dynamics can still be heterogeneous. The property in item (iii) of Assumption 3 is a growth condition on the differences of velocities v j − v j on flows. It covers the case where each agent admits an incremental input-to-state stability Lyapunov function (see Definition 5.1 in [1] ) as a particular case.
Consider the agents i and j connected by the edge ∈ {1, . . . , M}. Suppose that z = p i − p j (if not, z = p j − p i and the developments below similarly apply). Let q = (p, v,ẑ, φ) be a solution to (13) and (t k , k) ∈ dom q be such that φ (t k , k) = b . We assume that no other edge triggers an event until (t k+1 , k) ∈ dom q; we make this assumption without loss of generality only to simplify the presentation. For almost all t such that (t, k) ∈ dom q, in view of (3), (4) and item (ii) of Assumption 3
To bound z (t, k), we need to estimate the evolution of Δv (t, k). We use item (iii) of Assumption 3 for this purpose. We first note thatû i = ∈{1,...,M } d i ψ (ẑ ) in view of (7) and the definition of the matrix D in Section IV-A. Therefore, in view of item (i) of Assumption 3
We use the inequality above together with the fact that the function χ i in item (iii) of Assumption 3 is non-decreasing in its second and third arguments, to deduce that, for almost all t such that (t, k) ∈ dom q
We apply the comparison principle (see Lemma 3.4 in [18] ) and we obtain, for all (t, k) ∈ dom q
where η i (·, k) is the solution tȯ
Notice that Δv depends on η i , which only depends on the value of v i − v j at the last edge event (and on the (continuous) time), it is therefore available to agents i and j between two successive events of the edge . The expression of η i may be analytically determined when χ i allows it, otherwise η i is obtained by each agent by solving (32) on-line. We define the bounding maps for z (t, k) in (25) as follows, for any (t, k) ∈ dom q with t ≥ t k :
The terms z and z are then used in (26) to obtain λ .
B. Implementation of the Self-Triggering Rules
At each event of edge ∈ {1, . . . , M}, the corresponding control unit acquires the measurements z and Δv , it computes the control term −d i ψ (z ) as well as the next event associated with edge . To the latter end, the control unit must compute the bounding functions z , z according to (34) , the estimate λ as in (26) and then solveφ 35) to compute the time at which φ is equal to a .
C. Hybrid Model & Analytical Guarantees
To finalize our analysis, we model the closed-loop system under self-triggering control updates aṡ
. . , M} ϑ = 0 (36) where ϑ := (ϑ 1 , . . . , ϑ M ) and ϑ ∈ R is a clock used to trigger the events of edge ∈ {1, . . . , M}. The jump map H is defined similarly to (14) and (24) Δv ) is the time it takes for the solution to (35) to decrease from b to a . This constant may be analytically computed depending on the system dynamics, which helps saving CPU resources. Otherwise, (35) is solved on-line by the agents associated with edge , as already mentioned above.
The result below is a corollary of Theorem 1. Corollary 2: Consider system (36) and suppose the following holds.
(i) Items (i)-(iii) of Theorem 1 hold. (ii) Assumption 3 is guaranteed. System (36) generates solutions with a uniform semiglobal average dwell-time and the set 6 
. . , M},ẑ = z} is uniformly globally asymptotically stable.
VII. SIMULATION RESULTS
The objective is to ensure the rendez-vous of N = 5 identical agents when the graph is given by a line as depicted in Fig. 1 . The number of edges is M = 4 in this case. We consider the following agents' dynamics which are subject to input saturation:
is the saturated control input andū = 1 is the saturation level. We want to ensure the 6 In the definition of the set, ϑ ∈ [0, σ (b − a ) ]. This comes from the fact that the inter-edge event times are less than or equal the time it takes foṙ w = −(1/σ ) to decrease from b to a (in view of the comparison principle), which is equal to σ (b − a ), see also Section VIII-D. 
. . , N}, v i ∈ R and s ∈ R ≥0 . We design the control input u i as in (7) with ψ (z ) = (1/π) arctan(z ) for z ∈ R and ∈ {1, . . . , M}. Hence P (z ) = (1/π)(z arctan(z ) − (1/2) ln(1 + z 2 )). We see that items (a), (b) and (d) in Section III are verified. Noting that P is positive definite, continuous and radially unbounded, we apply Lemma 4.3 in [18] to deduce that item (c) in Section III holds. Item (e) in Section III is satisfied since ψ is globally Lipschitz. Furthermore, ψ is injective, which guarantees that item (f) in Section III holds. We notice that this choice of ψ , ∈ {1, . . . , M}, ensures that all the control inputs lie in the admissible range [−1, 1] as (1/π) arctan(R) = (−(1/2), 1/2) and the maximal degree of the agents is 2 (see Fig. 1 ).
Our aim is to design event-triggered, time-triggered and selftriggered controllers. We first concentrate on the synthesis of the event-triggered controllers. We therefore need to verify that the conditions of Theorem 1 hold. We select σ = κ i /4 with κ i = 1/4, a = 10 −3 , b = b, different values will be assigned to b, and we initialize the clock variables φ ij at the same values, so that Assumption 2 a fortiori holds. Hence item (i) of Theorem 1 is ensured. Noting that in our case (17) holds. Our choice of σ , ∈ {1, . . . , M}, guarantees (18), as consequence item (ii) of Theorem 1 is ensured. We note that item (iii) of Theorem 1 applies since A = {0} 5 (see Section III in [2] ). Consequently, the conclusions of Theorem 1 hold. To design time-triggered controllers, we also need to ensure (19) , which is the case by taking K = 1/π for ∈ {1, . . . , M}. We have selected T as in (21) and ε = T , which means that each sequence of edge events is T -periodic. Finally, we verify that Assumption 3 is verified by system (38) for the construction of the self-triggered controllers. Items (i) and (ii) of Assumption 3 hold withψ = 1/2.
An example of the evolution of p i and v i , i ∈ {1, . . . , N}, is provided in Fig. 2 , which has been obtained by using the eventtriggered controllers with b = 100. We see that the rendezvous is ensured and that all the v i 's converge to the origin as expected. Fig. 3 shows the state and the control input of agent i = 4 obtained using the three types of event-based controllers for b = 100. We have then simulated the system with the three types of controllers for 100 different initial conditions for which p is randomly distributed in [0, 5], v(0, 0) = 0,ẑ(0, 0) = D T p(0, 0), φ(0, 0) = b1, ϑ (0, 0) = T (z (0, 0), Δv (0, 0)) and τ (0, 0) is randomly distributed in [0, T ] for the time-triggered controllers (in order to avoid synchronous periodic events over the whole network), with a simulation time of 50 s and for different values of b. Table I provides the obtained averages of the total number of edge events, and the averages of the time it takes for z = (z 1 , . . . , z M ) to become less than 5% of its initial value, which we denote t 5% and which serves as a measure of the speed of convergence. The results show that the event-triggered and the self-triggered controllers generate a similar amount of events, which justifies the proposed design method of the self-triggered controllers in Section VI. Also, the self-triggered controllers give rise to less events compared to the time-triggered controllers, which is in agreement with the theoretical developments. On the other hand, less events typically leads to longer times t 5% , which can be explained by the fact that the control inputs are more often updated and the states thus converge faster. Table I also suggests that to increase the value of b reduces the number of edge events at the price of a longer convergence time. The parameter b (equivalently a and σ ), ∈ {1, . . . , M}, may therefore be adjusted to reduce the resources utilization at the price of a slower convergence speed.
The proposed control algorithms can be easily modified to address other coordination problems. For instance, if we want to ensure that the vector of relative distances z converges to a given fixed vector z r = (z r,1 , . . . , z r,M ) in the image of D T and not to the origin as above, we simply have to take ψ (z ) = (1/π) arctan(z − z r, ) and to replaceẑ byẑ − z r, . Hence, we need that each connected pair of neighbours knows the corresponding desired relative distance. An illustration of the (#:  NUMBER, ETC: EVENT-TRIGGERED CONTROL, STC: SELF-TRIGGERED  CONTROL, TTC: TIME-TRIGGERED evolution of p i and v i , i ∈ {1, . . . , N}, obtained using the event-triggered controllers is given in Fig. 4 for the same parameter values as above and b = 100 and z r = 1. Finally, we have tested the robustness of the control strategies when the constants a ij , a ji and b ij , b ji used to define the triggering instants are respectively different, hence generating asynchronous events. It appears that, for this specific example, simulations show that the coordination objective is ensured, suggesting that the proposed algorithms may have some robustness with respect to asynchronous updates, at least for this particular example. Plots are omitted as they are similar to the previous ones.
VIII. PROOF OF THEOREM 1
For the sake of convenience, we write system (13) aṡ
. . , M}φ = a }, and n q := n p N + n v + n p M + M .
A. Lyapunov Analysis
The analysis is performed relying on Lyapunov arguments. To this purpose, we introduce the function
The term U phys takes into account the physical component of the system and is an energy-like function of the form [2]
where S i and P respectively come from Assumption 1 and the definition of ψ in Section III. The term U cyber takes into account the cyber-physical nature of the system and it will be specified in the following. For q ∈ C, we obtain from Assumption 1
where Δy := y j − y i when j positive end of the edge and Δy := y i − y j when i positive end of the edge , and where we have exploited the fact that d i y i + d j y j = Δy . By definition of ψ
and Δy := (Δy 1 , . . . , Δy M ). We have Δy = (D T ⊗ I n p )y where y := (y 1 , . . . , y M ).
The interpretation of the expression (44) is clear. The use of sampled-data measurementsẑ , instead of the actual measurements z , causes the appearance of a perturbative term i∈I (û i − u i ) T y i in the derivative of the energy function U phys , potentially disrupting the achievement of the coordination. How this perturbation can be counteracted is explained by the introduction of the term U cyber in the Lyapunov function in (40)
We show that the update law for φ guarantees that the Lyapunov function U does not increase as far as q ∈ C. In fact, observe that, in view of (11) and (13) , for q ∈ C
The last term on the right-hand side above is upperbounded as follows 7 − ∈{1,...,M } φ (ψ (ẑ ) − ψ (z )) T ∇ 7 Here we use the inequality ab ≤ (ε/2)a 2 + (1/2ε)b 2 for any a, b ∈ R and ε > 0.
Overall, from (44) and (47)
(48)
We use the inequality − ∈{1,...,M } (ψ (ẑ ) − ψ (z )) T Δy ≤ ∈{1,...,M } {(1/2σ ) ψ (ẑ )− ψ (z ) 2 +(σ /2) Δy 2 } to obtain from (49) 
(52) We finally use (17) to derive
Let q ∈ D, g ∈ G(q), U phys (g) = U phys (q) since the function U phys only includes z and v that do not undergo jumps. On the other hand, the term U cyber satisfies, in view of (13)
where ∈ {1, . . . , M} is such that φ = a , i.e., g = G (z,ẑ, φ). As a consequence U cyber (g) = ∈{1,...,M }\{ } (1/2)φ × ψ (ẑ ) − ψ (z ) 2 ≤ U cyber (q). Hence, we conclude that
(55)
B. Completeness and Boundedness Properties of the Maximal Solutions
We now use the conclusions of Section VIII-A to prove the completeness of the maximal solutions to (39) as well as some boundedness properties which will be essential in the sequel.
We first show that any maximal solution to (39) is nontrivial. We verify for that purpose that F (q) ∈ T C (q) for any q ∈ C \ D in view of Proposition 6.10 in [14] , where T C (q) is the tangent cone to C at q (see Definition 1). Let q ∈ C \ D, if q is the interior of C, T C (q) = R n q and the desired property holds. If q ∈ C \ D and q is not in the interior of C, then necessarily there exists ∈ {1, . . . , M} such that φ = b . We suppose that there is a unique such for the sake of simplicity (similar arguments apply when it is not the case). In this case,
as the flow map of φ at q is strictly negative in view of (11) . Consequently, any maximal solution to (39) is nontrivial.
Let q be a maximal solution to (39). Since G(D) ⊂ C, we know from Proposition 6.10 in [14] that we only need to prove that q does not explode in finite (hybrid) time to ensure that q is complete. As a consequence of Assumption 1, item (c) in Section III and (40), for any q ∈ R n q , i∈I α S i ( v i ) + ∈{1,...,M } α P ( z A ) ≤ U (q). Noting that z A ≤ ∈{1,...,M } z A for any z = (z 1 , . . . , z M ), and using Lemma 2 in [31] , we deduce that there exists α U ∈ K ∞ such that α U ( (z, v) A×{0} nv ) ≤ U (q) for any q ∈ R n q . We know that U does not increase along the solutions to (39) in view of (53) and (55), thus, for all (t, k) ∈ dom q
which implies that there exists a constant Θ(q(0, 0)) ∈ R ≥0 such that, for any (t, k) ∈ dom q
since A×{0} n v is a compact set. Consequently, in view of (39)
for some Θ(q(0, 0)) ≥ 0 and any (t, k) ∈ dom q. Noting that v 1 ) , . . . , h N (v N )), h is continuous (as it is locally Lipschitz) and v is ensured to be bounded in view of (58), p may grow at most linearly during flows, which guarantees that it does not explode in finite time. Therefore, by Proposition 6.10 in [14] , we know that q is complete. Note that we do not guarantee a boundedness property for p contrary to the other variables: that is not needed to ensure the desired coordination objective as we will see.
C. Auxiliary System
The invariance principle in Theorem 8.2 in [14] applies to precompact solutions of the considered hybrid system, i.e., to maximal solutions which are complete and for which the closure of their range is bounded. Completeness of the maximal solutions to (39) has been established in Section VIII-B, however we have not proved the required boundedness property because of the p-component of the solutions. We overcome this issue by considering the auxiliary system beloẇ
which we denote by, for the sake of conveniencė
The difference with (13) is that the state p has been replaced by the relative distance z in (59), while the other state variables remain unchanged. This change of variable is not invertible: z = (D T ⊗ I)p and rank(D T ⊗ I) = rank(D) × rank(I) = (N − 1)n p = Nn p (rank(D) = N − 1 since the graph is connected, see Theorem 8.3.1 in [13] ). Nevertheless, we argue that to prove that the set S aux := {q aux : z ∈ A, v = 0, φ ∈ [a , b ] for ∈ {1, . . . , M},ẑ = z} is globally asymptotically stable for system (59) ensures that the set S defined in Theorem 1 is globally asymptotically stable for system (13) , as the (z, v,ẑ, φ)-system is independent of the variable p in view of (59). We can thus isolate and study the dynamics of the latter, provided that the maximal solutions to the p-system are complete, which is the case in view of Section VIII-B. We note that system (59) is (nominally) well-posed for the same reasons as system (13) is. Furthermore, the maximal solutions to (59) are complete in view of Section VIII-B and the closure of their range is bounded in view of (57), (58) and
Thus, the maximal solutions to (59) are precompact. In the following, we first show that the set S aux is globally stable for system (59), i.e., item (i) of Definition 4 holds. We will then use a hybrid invariance principle from Chapter 8 of [14] to show that this set is globally attractive.
D. Stability
We introduce U aux : R n qaux → R ≥0 which takes the same values as U (the only difference with U is its domain of definition, namely R n qaux instead of 8 R n q ). According to (5) and item (c) in Section III, we derive that, for any q aux ∈ C aux ∪ D aux
Let q aux be a solution to (60) and (t, k) ∈ dom q aux . From (53) and (55), U aux (q aux (t, k)) ≤ U aux (q aux (0, 0)). Hence 0) . The time between two successive jumps of system (59) cannot be bigger than the maximum time it takes the solutions tȯ θ = 1/σ to decrease from b to a for ∈ {1, . . . , M}, that is
Since h(0) = 0 and h is continuous, there exists α 3 0, 0) )). We similarly deduce that, for any (t, k) ∈ dom q aux ẑ(t, k) − z(t, k) ≤ ẑ(0, 0) − z(0, 0) + 2Mυα 3 • α −1 1 (U aux (q aux (0, 0))) . (63) We now upper-bound U aux (q aux (0, 0)). By using similar arguments as in (61) and the fact that φ ∈ [a , b ] on C aux ∪ D aux for ∈ {1, . . . , M}, there exists α 4 ∈ K ∞ such that
From item (e) in Section III,
We can therefore upper-bound as U aux (q aux (0, 0)) as
. . , M},ẑ = z}). Using this inequality together with (62) and (63), we conclude that there exists α ∈ K ∞ such that q aux (t, k) S aux ≤ α( q aux (0, 0) S aux ) for any (t, k) ∈ dom q aux : item (i) of Definition 4 holds.
E. Average Dwell-Time Solutions
Next step is to show that the solutions to (59) have a uniform semiglobal average dwell-time (see Definition 2). This property is important for practical reasons as explained in Section III, furthermore it will be useful to prove the desired attractivity property. To this end, we first study the (continuous) time interval between two successive events associated with a given edge. In other words, we investigate the time it takes for the clock φ to decrease from b to a in view of (11), for ∈ {1, . . . , M}.
Let δ > 0 and take a solution q aux to (60) such that q aux (0, 0) ≤ δ. According to (57), there existsδ > 0 (which depends on δ) such that, for any (t, k) ∈ dom q aux , for any ∈ {1, . . . , M}, z (t, k) ≤ (z(t, k), v(t, k) ) ≤δ. On the other hand, the time it takes from φ to decrease from b to a is lower bounded by the time it takes for θ , the solution to the differential equation beloẇ
to decrease from b to a , in view of (11) and according to the comparison principle (see Lemma 3.4 in [18] ). Note that the maximum in (66) is well-defined since ∇ψ 2 is continuous and since it is taken over a compact set. The aforementioned time interval 9 is a strictly positive constant τ (a , b , δ) in view of (66) (recall thatδ depends on δ). Consequently, the ordinary time between two successive events associated with the edge is lower bounded by τ (a , b , δ). Let q aux be a solution to (59) and (s, i), (t, k) ∈ dom q aux with s + i ≤ t + k. In view of the above developments, the number of events associated with the edge between (s, i) and (t, k), which can be written as a function n (s, t) of s and t, satisfies n (s, t)
where M is the number of edges. As a result, we conclude that the solutions to (60) 
F. Hybrid Invariance Principle
We now apply an invariance principle for hybrid systems, namely Theorem 8.2 in [14] .
We deduce from (53) and (55)
We note that u c and u d are non-positive and that U aux is continuous as required by Theorem 8.2 in [14] . Moreover, we have shown that any maximal solution to (59) is precompact. As a consequence, any maximal solution to (59) approaches the largest weakly invariant subset X of
where V := R n qaux and r ∈ U aux (V). Since u −1 c (0) = {q aux : q aux ∈ C aux and v = 0} (as ρ i is positive definite for any i ∈ I, see Assumption 1) and u −1 d (0) = D aux in view of (69), the set above is Let ξ ∈ X and q aux be a maximal solution such that q aux (0, 0) = ξ and q aux (t, k) ∈ X for any (t, k) ∈ dom q aux , which exists as ξ ∈ X and X is weakly forward invariant (see Definition 3). We proceed by contradiction to show that v(0, 0) = 0. Suppose ξ ∈ u −1 c (0), necessarily ξ ∈ D aux ∩ G aux (D aux ). The solution q aux experiences a finite number of jumps m ∈ {1, . . . , M} until all the clocks which are equal to their lower bound are reset (and all the variablesẑ with indices corresponding to the clocks that were reset are updated to z ). After the jumps, q aux (0, m) ∈ C aux \ D aux in view of (59). This implies that q aux (0, m) ∈ u −1 c (0) as otherwise q aux will no longer be in the set (71) (which is not possible as q aux (t, k) ∈ X for any (t, k) ∈ dom q aux ). As a consequence v(0, m) = 0 and, since v is not affected by jumps in view of (59), v(0, m) = v(0, 0) = 0, which contradicts the original claim that v(0, 0) = 0. As a result ξ ∈ u −1 c (0). Since v is not affected by jumps and since it must remain in u −1 c (0) almost all the time on flows, for any (t, k) ∈ dom q aux v(t, k) = v(0, 0) = 0.
This result has two consequences. First, for almost all t such that (t, k) ∈ dom q aux ,ż(t, k) = (D T ⊗ I)h(v(t, k)) = (D T ⊗ I)h(0) = 0, as h(0) = 0 by assumption. Since z does not undergo updates, for all (t, k) ∈ dom q aux z(t, k) = z(0, 0).
On the other hand, the domain of q aux is unbounded in both the t-direction and the k-direction. The latter comes from the fact that the clock variables φ 's, ∈ {1, . . . , M}, are monotonically decreasing with a decrease rate that is bounded away from zero. As a result, there exists a finite number of jumps k ∈ Z ≥0 after which all the clocks and the corresponding sampled variables have undergone a jump. In other words, there exists (t , k ) ∈ dom q aux suchẑ(t, k) = z(0, 0) for all (t, k) ∈ dom q aux with t + k ≥ t + k , in view of (73). Thus, for any (t, k) ∈ dom q aux with t + k ≥ t + k , in view of (45) U cyber (q aux (t, k)) = 0 (74) which will be important to determine the constant r in (70). A second consequence of (72) is that for almost all t ≥ t such that (t, k) ∈ dom q aux and t + k ≥ t + k 0 = f (0,û(t, k)) .
(75)
This implies thatû(t, k) = 0 for such (t, k), see below (3). Henceû(t, k) = −(D ⊗ I)Ψ(ẑ(t, k)) = 0, which holds during flows, entails that Ψ(ẑ(t, k)) belongs to the null space of D ⊗ I. Therefore Ψ(z(0, 0)) belongs to the null space of D ⊗ I, which implies that z(0, 0) ∈ A, in view of item (iii) of Theorem 1. Therefore, from (73), for any (t, k) ∈ dom q aux z(t, k) ∈ A.
The fact that z always lie in A and that v is always equal to 0 [according to (72) ] implies that the U phys is always equal to 0 along q aux , in view of the properties of P and S i (see Section III). On the other hand, we have that (74) holds. Consequently, since U aux (q aux (t, k)) = r for any (t, k) ∈ dom q aux in view of (70), necessarily r = 0. We have proved that the set U −1 aux (0) is globally attractive. We conclude by noting that any point q aux in U −1 aux (0) is such that v = 0, z ∈ A, φ ∈ [a , b ] and ψ (ẑ ) = ψ (z ) for ∈ {1, . . . , M}, in view of (5), item (c) in Section III, and the definition of C aux and D aux respectively. Noting that ψ (ẑ ) = ψ (z ) and z ∈ A implies thatẑ = z , for ∈ {1, . . . , M}, according to item (f) in Section III, we derive that U −1 aux (0) = S aux . Consequently, the set S aux is globally asymptotically stable for system (59). We conclude that this stability is uniform by invoking Theorem 7.12 in [14] , as S aux is compact and system (59) is nominally well-posed (see Definition 6.2 and Theorem 6.8 in [14] ).
IX. CONCLUSION
We have presented a method to design distributed controllers which ensure the coordination within a network of systems in a cyber-physical environment. Several scenarios have been investigated depending on the considered resource constraints, which we have translated as different sampling paradigms. One of the originalities of our approach is the use of auxiliary variables to define the sampling rules. This technique allows us to address a fairly general class of nonlinear networked systems, which can even be heterogeneous. The analysis is based on the hybrid formalism of [14] and we have used a hybrid invariance principle to prove that the desired coordination is achieved.
A key assumption in our work is the strict passivity of the v i -systems, i ∈ I. This property may be ensured by an internal feedback loop in some cases. We investigate in [30] the sampling of this loop using similar techniques as those employed in this paper. The presented work may also serve as a basis to address other coordination problems, like when the network topology is time-varying for instance, or when the v i 's have to follow a prescribed time-varying trajectories as mentioned in Remark 2. Another interesting problem occurs when the reference signal for the velocities is the same for all the agents but not known to all of them. In this case, each agent should reconstruct the reference from available measurements and the problem becomes challenging even in the presence of a constant reference. This problem should be tackled relying on distributed output regulation theory for passive systems as in e.g., [5] , [6] , [25] .
Another important point is the fact that we rely on the synchronization of the clock variables, in particular of the sampling-induced errors. Robustness analysis of our scheme to asynchronous transmissions is a challenging problem, some related results are available for specific classes of systems, see for instance Section III-D in [28] . On the other hand, an alternative would be to add clock synchronization mechanisms on top of our algorithms (see [17] for instance) and then to investigate the stability of the overall system.
