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Abstract
Let us consider a signed measure Q and a probability measure P such
that Q << P. Let D be the density of Q with respect to P. H represents
the set of zeros of D, g = 0 ∨ supH. In this paper, we shall consider two
classes of nonnegative processes of the form Xt = Nt + At. The first one
is the class of semimartingales where ND is a cadlag local martingale and
A is a continuous and non-decreasing process such that (dAt) is carried by
H ∪ {t : Xt = 0}. The second one is the case where N and A are null on
H and A.+g is a non-decreasing, continuous process such that (dAt+g) is
carried by {t : Xt+g = 0}. We shall show that these classes are extensions
of the class (
∑
) defined by A.Nikeghbali [6] in the framework of stochastic
calculus for signed measures.
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2Introduction
P.A.Meyer suggested the study of signed measures to generalize the famous
Paul Lévy’s theorem (which characterizes Wiener’s measure on Ω = C0(R+,R), as
the unique probability measure under which X and (X2t − t)t≥0 are martingales).
Such a study was conducted by J.R.Chavez ([3],1984), where a definition of a
martingale with respect to a signed measure instead a probability measure is given.
After him S.Beghdadi Sakrani ([2], 2003) proposed a study of stochastic calculus
for signed measures. From a definition of a martingale with respect to a signed
measure different of the definition used by J.R.Chavez, she defines a stochastic
integral with respect to a signed measure from which she extends some results
of the theory of stochastic calculus. For instance, she gives an Ito formula and
Girsanov theorem for signed measures.
It is well known that the processes of the following form:
Xt = Nt + At
where A is a non-decreasing and continuous process such that (dAt) is carried by
{t : Xt = 0}, have played a capital role in many probabilistic studies. For instance:
the family of Azema-Yor martingales, the resolution of Skorokhod’s embeding prob-
lem, the study of Brownian local times and the study of zeros of continuous mar-
tingales [1]. In this sense A.Nikeghbali in [6] has provided a general framework and
methods, based on martingale techniques, to deal with a large class of this type of
processes. More precisely, this class is denoted
(∑)
and is defined as follows.
Definition 0.1 Let (Xt) be a nonnegative local submartingale, which decomposes
as
Xt = Nt + At.
We say that (Xt) is of class
(∑)
if:
1. (Nt) is a cadlag local martingale, with N0 = 0;
2. (At)is a continuous non-decreasing process, with A0 = 0;
33. the measure (dAt) is carried by the set {t : Xt = 0}.
The aim of this paper is to extend in signed measures theory some results of
A.Nikeghbali [6] by defining two new classes of processes similar to the class
(∑)
.
Therefore in section 1, we shall give some general notations used in this paper. In
section 2, we shall establish the first class of processes by using uniquely the signed
measures theory which has been developed by J.R.Chavez. In section 3, we will
establish the second class of processes relying on the works of S.Beghdadi Sakrani.
1 Some notations
We start by giving some notations which will be used in this paper. Consider
a measure space (Ω,F∞,Q), where Q is a bounded signed measure. Let P be a
probability measure on F∞ such that Q << P. We shall always use the following
notations:
• Dt =
dQ|Ft
dP|Ft
where F is a right continuous filtration completed with respect
to P such that F∞ = ∨tFt. We shall consider that D is continuous in this
paper. Note also that D is a uniformly integrable martingale (see S.Beghdadi
Sakrani [2]).
• H = {t : Dt = 0}
• g = supH ; g = 0∨g; γt = 0∨sup{s ≤ t, Ds = 0}; gt = 0∨sup{s < t,Ds = 0}.
• G denotes the set of left endpoints of Hc.
• The smallest right continuous filtration containing (Ft) for which g is a stop-
ping time will be noted (F gt ). Then, the filtration (F
g
g+t) is well defined and
will be denoted (Ft+g).
• If X is an adapted process with respect to (Ft), we shall denote X˜ := X.+g.
• We shall note P
′
= |D∞|
E(|D∞|)
P.
Now, we shall introduce the first class of processes in next section.
42 Presentation of first class.
In this section, we will define a new class of nonnegative P-semimartingales
which is an extension of class (
∑
) defined by A.Nikeghbali in [6]. Note that for
reasons that we shall explain further, we shall use essentially the tools of stochastic
calculus for signed measure established by J.R.Chavez [3]. Therefore, we shall first
recall the following definition of a martingale with respect to a signed measure of
J.R.Chavez in [3].
Definition 2.1 We consider a measure space (Ω,F∞,Q), where Q is a bounded
signed measure. Let P be a probability on F∞ such that Q << P. (Ft)t≥0 is a
right continuous filtration, completed with respect to P such that F∞ = ∨tFt and
Dt =
dQ|Ft
dP|Ft
. We say that, a (Ft)t≥0-adapted process X is a (Q,P)-martingale if:
1. X is a P−semimartingale.
2. XD is a P−martingale.
Now we define the new class of semimartingales that we talked about above.
Definition 2.2 Let X be a nonnegative P-semimartingale, which decomposes as:
Xt = Mt + At.
We say that X is of class (
∑
(H)) if:
1. M is a càdlàg (Q,P)-local martingale, with M0 = 0;
2. A is a continuous non-decreasing process, with A0 = 0;
3. the mesure (dAt) is carried by the set {t : Xt = 0} ∪H.
Remark 2.1 If Q is a probability measure and if we take P = Q, then(∑
(H)
)
=
(∑)
.
Corollary 2.1 Let X = N + A be a process of the class (
∑
(H)) such that
H ⊂ {t : Xt = 0} and Ag = 0. Then, the process X˜ is of class
(∑)
.
5Proof. We have
X˜ = N˜ + A˜.
By assumptions A˜ is continuous, non-decreasing, vanishes at zero and d(A˜t) is
carried by {t : X˜t = 0}. Furthermore, DN is a P−local martingale since N is a
(Q,P)−local martingale. From the theorem (4.2.1) of J.Azema and M.Yor [1], N˜
is a P
′
−local martingale. Furthermore, N˜0 = Ng = 0. Indeed ∀t ≤ g, At = 0 since
A is a nonnegative and non-decreasing process with Ag = 0. Then, N is null on
H because H ⊂ {t : Xt = 0}. Hence, Ng = 0 and X˜ is of class
(∑)
. ✷
We have the following martingale characterization for the processes of class
(
∑
(H)).
Theorem 2.1 The following are equivalent:
1. the process X is of class (
∑
(H));
2. there exists a non-decreasing, adapted and continuous process C such that
for all locally bounded Borel function f , and F (x) =
∫ x
0
f(z)dz, the process
F (Ct)− f(Ct)Xt
is a (Q,P)-local martingale.
Proof. (1)⇒ (2)
First, let us assume that f is C1 and let us take Ct = At. An integration by parts
give:
f(At)Xt =
∫ t
0
f(Au)dXu +
∫ t
0
f
′
(Au)XudAu
=
∫ t
0
f(Au)dMu +
∫ t
0
f(Au)dAu +
∫ t
0
f
′
(Au)XudAu.
Since F (At) =
∫ t
0
f(Au)dAu, we get:
f(At)Xt − F (At) =
∫ t
0
f(Au)dMu +
∫ t
0
f
′
(Au)XudAu.
Hence,
Dt(f(At)Xt − F (At)) = Dt
(∫ t
0
f(Au)dMu
)
+Dt
(∫ t
0
f
′
(Au)XudAu
)
.
6But according to J.R.Chavez proposition 2 [3],
∫ t
0
f(Au)dMu is a (Q,P)−local
martingale. Then,
Dt
(∫ t
0
f(Au)dMu
)
is a P−local martingale. Moreover taking Yt =
∫ t
0
f
′
(Au)XudAu, we obtain after
an integration by parts:
DtYt =
∫ t
0
DsdYs +
∫ t
0
YsdDs
=
∫ t
0
DsXsf
′
(As)dAs +
∫ t
0
YsdDs
Since (dAt) is carried by the set {t : Xt = 0}∪H , we have
∫ t
0
f
′
(Au)DuXudAu = 0.
Thus, (DtYt)t≥0 is a P−local martingale. Therefore, (Dt(f(At)Xt − F (At)))t≥0
is a P−local martingale. Consequently, (F (At) − f(At)Xt)t≥0 is a (Q,P)−local
martingale. The general case when f is only assumed to be locally bounded follows
from a monotone class argument and the integral representation is still valid.
(2)⇒ (1)
First take F (a) = a; we then obtain that Ct − Xt is a (Q,P)-local martingale.
Next, we take F (a) = a2 and we get C2t −2CtXt is a (Q,P)-local martingale. From
Itô formula, we get:
C2t − 2CtXt = 2
∫ t
0
Csd(Cs −Xs)− 2
∫ t
0
XsdCs
Hence, we must have Yt =
∫ t
0
XsdCs is a (Q,P)-local martingale. Hence, DY is a
P-local martingale. An integration by parts give:
DtYt =
∫ t
0
YsdDs +
∫ t
0
DsdYs
DtYt =
∫ t
0
YsdDs +
∫ t
0
DsXsdCs
Since
∫ t
0
YsdDs is a P-local martingale, we get:∫ t
0
DsXsdCs = 0.
7Then, (dCt) is carried by {t : Xt = 0} ∪H .
Therefore, X is of class (
∑
(H)). ✷
One often needs to know when (F (At)− f(At)Xt)t≥0 is a true martingale. The
following corollary gives us an answers.
Corollary 2.2 Let X be of class (
∑
(H)) and of class D. If f is a Borel bounded
function with compact support, then (F (At)−f(At)Xt)t≥0 is a uniformly integrable
(Q,P)- martingale. Recall that a stochastic process X is said of class (D) if
{Xτ : τ <∞ is a stopping time} is uniformly integrable.
Proof. There exist two constants C > 0, K > 0 such that ∀x ≥ 0, |f(x)| ≤ C ,
and ∀x ≥ K, f(x) = 0. Moreover we have:
|Dt(F (At)− f(At)Xt)| = |Dt||(F (At)− f(At)Xt)|
≤ R|(F (At)− f(At)Xt)|
Because D is bounded. Consequently, we have
|Dt(F (At)− f(At)Xt)| ≤ RCK +RCXt;
now, since (RCK +RCXt)t≥0 is of class (D), we deduce that
(Dt(F (At)− f(At)Xt))t≥0 is a P-local martingale of class (D) and hence it is a
uniformly integrable martingale.
Therefore, (F (At)− f(At)Xt)t≥0 is a uniformly integrable (Q,P)-martingale. ✷
Now, we give two properties of class (
∑
(H)) in next proposition.
Proposition 2.1 1. If f is a nonenegative and locally bounded Borel function,
then ∀ X ∈ (
∑
(H)), (f(At)Xt)t≥0 is also of class (
∑
(H)) and its non-
decreasing part is (F (At))t≥0.
2. Let (X1t ), . . . , (X
n
t ) be processes of class (
∑
(H)) such that
〈X i, Xj〉t = 0 for i 6= j. Then
(
Πni=1X
i
t
)
t≥0
is also of class (
∑
(H)).
Proof.
81. According to theorem 2.1, (f(At)Xt−F (At))t≥0 is a (Q,P)− local martingale
which vanishes at zero. Moreover, (F (At))t≥0 is a continuous, non-decreasing
process which vanishes at zero since f is a nonnegative function. Then,
(f(At)Xt)t≥0 is of class (
∑
(H)) beacause, it is easy to see that (dF (At)) is
carried by H ∪ {t : f(At)Xt = 0}.
2. Since [X1, X2]t = 0, integration by parts yields:
X1tX
2
t =
∫ t
0
X1u−dM
2
u +
∫ t
0
X2u−dM
1
u +
∫ t
0
X1udA
2
u +
∫ t
0
X2udA
1
u.
∫ t
0
X1
u−
dM2u +
∫ t
0
X2
u−
dM1u is a (Q,P)− local martingale which vanishes at
zero. And
At =
∫ t
0
X1udA
2
u+
∫ t
0
X2udA
1
u is a continuous and non-decreasing process which
vanishes at zero. Moreover,
dAt = X
1
t dA
2
t +X
2
t dA
1
t
is carried by H ∪ {t : X1tX
2
t = 0}. Therefore, X
1X2 is of class (
∑
(H)). If
n ≥ 3, then [X1X2, X3]t = 0, and it follows by induction.
✷
Now, we shall give some examples of processes in the class (
∑
(H)).
Examples 2.1 1. Let M be a continuous (Q,P)− local martingale with respect
to some filtration (Ft)t≥0, starting from 0; then,
|Mt| =
∫ t
0
sgn(Ms)dMs + L
0
t (M)
is of class (
∑
(H)).
2. For any α > 0, β > 0, the process:
αM+t + βM
−
t
is also of class (
∑
(H)).
93. LetM be a (Q,P)− local martingale which vanishes at zero with only negative
jumps and let S its supremum process; then
Xt ≡ St −Mt
is of class (
∑
(H)).
Remark 2.2 If X is a cadlag, uniformly integrable (Q,P)-martingale (respec-
tively,a (Q,P)−local martingale) with respect to the filtration (Ft)t≥0. Then, (X˜t)t≥0
is a uniformly integrable P
′
−martingale (respectively,a P
′
−local martingale) with
respect to the filtration (Ft+g)t≥0.
Indeed by assumptions, XD is a right continuous, uniformly integrable
((Ft)t≥0,P)−martingale (respectively, local martingale) null onH . Then, applying
the quotient theorem of J.Azema and M.Yor [1], we obtain that: (sgn(Dt+g)X˜t)t≥0
is a P
′
−martingale with respect to the filtration (Ft+g)t≥0. Since D is a continuous
process, hence (sgn(Dt+g))t≥0 is a constant process. Concequently, (X˜t)t≥0 is a
P
′
−martingale with respect to the filtration (Ft+g)t≥0.
In next lemma, we should extend the Doob’s Maximal Identity obtained by
A.Nikeghbali and M.Yor [7] to the case of (Q,P)-martingales.
Lemma 2.1 Let X be a nonnegative, (Q,P)−local martingale such that:
lim
t→∞
Xt = 0.
Let us note: S˜t = supu≤t X˜u and S˜
T
t = supu≤t X˜u∧T . If S˜ is continuous, then for
any a > 0, we have
1. P
′
(S˜∞ > a|F
g
g ) =
(
Xg
a
)
∧ 1
2. For every stopping time T , P
′
(S˜T∞ > a|Fg+T ) =
(
Xg+T
a
)
∧ 1
Proof. From the remark 2.2, X˜ is a P
′
−local martingale with respect to the
filtration (Ft+g)t≥0. Moreover we have:
lim
t→∞
X˜t = lim
t→∞
Xt = 0.
Then applying the Doob’s Maximal Identity of A.Nikeghbali and M.Yor [7], we
get:
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1. P
′
(S˜∞ > a|F
g
g ) =
(
Xg
a
)
∧ 1
2. For every stopping time T, P
′
(S˜T∞ > a|Fg+T ) =
(
Xg+T
a
)
∧ 1
✷
Remark 2.3 If Q is a probability measure, and if we take P = Q, then we shall
obtain the Doob’s Maximal Identity obtained by A.Nikeghbali and M.Yor [7].
Now, we shall extend one of main resuts of A.Nikeghbali [6]. But first, do the
following notations: F (x) = 1 − exp
(
−
∫ +∞
x
du
ϕ(u)
)
, f(x) = −1
ϕ(x)
(1 − F (x)). We
remark that f is the derivative function of F . We also note: Mt = F (At)−f(At)Xt
and Mut = Fu(At)− fu(At)Xt with Fu(x) = 1− exp
(
−
∫ u
x
dz
ϕ(z)
)
, x < u.
Theorem 2.2 Let X be a process of class (
∑
(H)), with only negative jumps such
that A∞ =∞. Define (τu) the right continuous pseudo-inverse of (At+g).
τu ≡ inf{t ≥ 0;At+g > u}.
Let ϕ : R+ → R+ be a Borel function. Then, we have the following estimates:
P
′
(∃t ≥ g,Xt > ϕ(At)|F
g
g ) = Mg ∧ 1 (2.1)
and
P
′
(∃t ∈ [g, g + τu], Xt > ϕ(At)|F
g
g ) = M
u
g ∧ 1 (2.2)
Proof. Note that we can always assume that 1
ϕ
is bounded and integrable (see
proof of theorem 3.2 of A.Nikeghbali [6]). Hence from the theorem 2.1, we get that
M is a nonnegative, (Q,P)− local martingale. Therefore from remark 2.2, (M˜t) is
a nonnegative P
′
− local martingale (whose supremum is continuous since M has
only negative jumps). Moreover, (M˜t) converges almost surely as t→∞ because
it is a nonnegative martingale. Let us now consider (M˜τu):
M˜τu = F (u)− f(u)X˜τu.
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But since (dA˜t) is carried by the zeros of (X˜t) and since τu corresponds to an
increase time of A˜t, we have
X˜τu = 0.
Consequently,
lim
u→∞
M˜τu = lim
u→∞
F (u) = 0.
And hence
lim
u→∞
Mu = lim
u→∞
M˜u = 0.
Now let us note that if for a given t0 < ∞, we have X˜t0 > ϕ(A˜t0), then we must
have
M˜t0 > F (A˜t0)− f(A˜t0)ϕ(A˜t0) = 1
and we deduce that
P
′
(∃t ≥ g,Xt > ϕ(At)|F
g
g ) = P
′
(
sup
t≥g
Mt > 1|F
g
g
)
P
′
(∃t ≥ g,Xt > ϕ(At)|F
g
g ) = P
′
(
sup
t≥g
Mt
Mg
>
1
Mg
|F gg
)
Therefore from lemma 2.1, we get:
P
′
(∃t ≥ g,Xt > ϕ(At)|F
g
g ) = Mg ∧ 1.
As in proof of theorem 3.2 of A.Nikeghbali [6], it is enough to replace ϕ by the
function ϕu defined as
ϕu(x) =

 ϕ(x) if x < u∞ otherwise
to obtain the second identity of the theorem. ✷
Corollary 2.3 If in addition to the assumptions of the previous theorem, we have:
H ⊂ {t : Xt = 0} and Ag = 0. Then,
P
′
(∃t ≥ g,Xt > ϕ(At)) = 1− exp
(
−
∫ +∞
0
dz
ϕ(z)
)
(2.3)
and
P
′
(∃t ∈ [g, g + τu], Xt > ϕ(At)) = 1− exp
(
−
∫ u
0
dz
ϕ(z)
)
(2.4)
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Proof. It is enough to see that under these assumptions, we have:
Mg = 1− exp
(
−
∫ +∞
0
dz
ϕ(z)
)
and
Mug = 1− exp
(
−
∫ u
0
dz
ϕ(z)
)
.
Note that we could also use the corollary 2.1 for easily demonstrate this result.
✷
Now, we shall extend the corollary 3.6 of A.Nikeghbali [6].
Corollary 2.4 Let X be an adapted process with respect to the filtration (Ft)t≥0
which vanishes at zero. Assume that (Xt)t≥0 and (X
2
t −t)t≥0 are (Q,P)− local mar-
tingales. Let (St)t≥0 denote the supremum process of X. Then, for all nonnegative
Borel function ϕ, we have:
Q(∀t ≥ 0, St −Xt ≤ ϕ(St)) = Q(1) exp
(
−
∫ +∞
0
dx
ϕ(x)
)
(2.5)
Furthermore, if we let Tx denote the stopping time:
Tx = inf{t ≥ 0;St > x} = inf{t ≥ 0;Xt > x}
then for any nonnegative Borel function ϕ, we have:
Q(∀t ≥ Tx, St −Xt ≤ ϕ(St)) = Q(1) exp
(
−
∫ x
0
du
ϕ(u)
)
(2.6)
Proof. Let us note
G = σ(Xt, t ≥ 0).
According to theorem 1 of J.R.Chavez [3], we have:
if Q(1) = 0, hence Q|G = 0. In this case, the equalities of the corollary are
verified. Otherwise, 1
Q(1)
Q|G is a probability measure under which (Xt)t≥0 is a
Brownian motion. Then, (St−Xt)t≥0 is also of class (
∑
) with respect to 1
Q(1)
Q|G.
Consequently from the corollary 3.6 of A.Nikeghbali [6], we get:
1
Q(1)
Q(∀t ≥ 0, St −Xt ≤ ϕ(St)) = exp
(
−
∫ +∞
0
dx
ϕ(x)
)
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and
1
Q(1)
Q(∀t ≥ Tx, St −Xt ≤ ϕ(St)) = exp
(
−
∫ x
0
du
ϕ(u)
)
.
This completes the proof. ✷
Now, we shall study the distribution of A∞
Theorem 2.3 Let X be a process of class (
∑
(H)) and of class (D) such that
H ⊂ {t : Xt = 0} and Ag = 0. And define
λ(x) = E
′
[X∞|A∞ = x].
E
′
is the expectation with respect to P
′
. Assume that λ(A∞) 6= 0. Then, if we note.
b ≡ inf{u : P
′
(A∞ ≥ u) = 0},
we have:
P
′
(A∞ > x) = exp
(
−
∫ x
0
dz
λ(z)
)
, x < b.
Proof. Let f be a bounded Borel function with compact support; from corollary
2.2,
Mt = F (At)− f(At)Xt
is uniformly integrable (Q,P)− martingale. Hence, (M˜t = Mt+g)t≥0 is a
P
′
−martingale. Moreover M˜0 = 0 (see remark ). Then
E
′
[F (A∞)] = E
′
[X∞f(A∞)]. (2.7)
Now, since λ(A∞) > 0, if ν(dx) denote the law of A∞, and ν(x) = ν([x,∞[), (2.7)
implies: ∫ ∞
0
dzf(z)ν(z) =
∫ ∞
0
ν(dz)f(z)λ(z)
and consequently,
ν(z)dz = λ(z)ν(dz). (2.8)
Recall that b ≡ inf{u : P
′
(A∞ ≥ u) = 0}; hence for x < b,∫ x
0
dz
λ(z)
=
∫ x
0
ν(dz)
ν(z)
≤
1
x
<∞
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and integrating (2.8) between 0 and x, for x < b yields
ν(x) = exp
(
−
∫ x
0
dz
λ(z)
)
,
and the result of the theorem follows easily. ✷
Note that a martingale with respect to a signed measure Q in the meaning of
J.R.Chavez, is necessarily a P−semimartingale. It is for this unique reason that we
can apply stochastic calculus on this family of processes. But, a martingale with
respect to a signed measure Q defined by S.Beghdadi Sakrani, is not necessarily a
P−semimartingale. Hence, we can not do stochastic calculus on these processes.
However, S.Beghdadi Sakrani in [2] has established a theory of stochastic calculus
for signed measures taking into account our famous processes. Therefore, we shall
establish an extension of class
(∑)
in this theory.
3 Presentation of second class of processes.
In this section, we shall take P = |Q|, where Q is a signed measure such that
|Q|(Ω) = 1. It will be necessary to recall some properties of stochastic calculus for
signed measures before defining the new class of processes.
3.1 Some general properties of stochastic calculus for signed
measures.
We shall begin by give the following definitions.
Definition 3.1 Let X be an adapted process with respect to the filtration F .
1. X is called a Q−martingale if: E[|Xt|] < +∞, ∀t ≥ 0 and Q(XT ) = Q(X0)
for any bounded stopping time T .
2. X is called uniformly integrable Q−martingale if XD is a P-martingale which
is uniformly integrable .
3. X is a Q-local martingale if DX is a P-local martingale.
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Definition 3.2
1. An adapted process (Xt)t≥0 is said non-decreasing (resp. of finite variation)
with respect to Q if the process (X˜t)t≥0 = (Xg+t)t≥0 is non-decreasing (resp.
of finite variation) with respect to P.
2. A process Y is said Q−semimartingale if X = Y +A, where X is a uniformly
integrable Q−martingale and A is a process of finite variation with respect
to Q.
Now, we recall some properties of stochastic calculus for signed measures. we
begin by quoting the following proposition of J. Azema and M. Yor [1].
Proposition 3.1 Let (Vt)t≥0 be a (Fg+t)t≥0-optional process. There exists a unique
(Ft)t≥0-optional process (Ut)t≥0 which vanishes on H such that ∀t ≥ 0, Ug+t = Vt
and U0 = V0 on {g = 0}. That defines a function, ρ : V 7−→ U .
ρ is linear, nonnegative and preserves products.
Proof. (See J.Azema and M.Yor [1]) ✷
The following definition which appears in S. Beghdadi-Sakrani [2] defines the
stochastic integral with respect to the signed measure Q.
Definition 3.3 Let X be a uniformly integrable Q- martingale (resp. finite vari-
ation with respect to Q) and h, a progessive process such that:∫ t
0
h2g+sd〈Xg+.〉s < +∞, ∀t ≥ 0 (resp.
∫ t
0
|hg+s||dXg+s| < +∞). We define the
stochastic integral of h with respect to X under the signed measure Q by:
Q
∫ t
0
hsdXs = ρ(
∫ .
0
hg+sdX˜s)t. (3.1)
We note [X ]Q = ρ([X˜ ])..
Theorem 3.1 [X ]Q is the unique process adapted, right continuous, non-decreasing
on [g,+∞[ and null on H such that X2 − [X ]Q is a Q-local martingale.
Proof. (See S.Beghdadi Sakrani [2]) ✷
To end this subsection, we recall Itô theorem for signed measures.
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Theorem 3.2 (Itô Theorem)
Let X := (X1, . . . , Xd) be a vector of d right continuous Q-semimartingales and
F ∈ C2(Rd,R). Then F (X) is a right contuous Q-semimartingale. And for any
t ≥ 0,
F (Xt) = F (Xγt)+
∑
i
Q
∫ t
0
∂F
∂xi
(Xs)dX
i
s+
1
2
∑
i,j
Q
∫ t
0
∂2F
∂xi∂xj
(Xs)d[X
i, Xj]Qs (3.2)
Proof. (See S.Beghdadi Sakrani [2]) ✷
3.2 Definition of second class of processes.
Definition 3.4 Let (Xt)t≥0 be a nonnegative process, which decomposes as:
Xt = Nt + At
We say that (Xt)t≥0 is of class (
∑
s(H)) if:
1. (Nt)t≥0 is a cadlag, uniformly integrable Q-martingale and null on H
2. (At)t≥0 is a process which is continuous on ]g,∞[ and null on H such that:
A˜t = Ag+t is non-decreasing
3. the measure (dA˜t) is carried by the set {t : X˜t = 0}.
The following proposition provides the link that exists between the class (
∑
)
and the class (
∑
s(H)).
Proposition 3.2 If (Xt)t≥0 is of class (
∑
s(H)), then (X˜t)t≥0 is of class (
∑
).
Proof. Suppose that X = N + A is of class (
∑
s(H)). Hence, N is a uniformly
integrable Q-martingale. Then, according to the remark 2.2, N˜ is a uniformly
integrable P-martingale. But by hypothesis, A˜ is a continuous non-decreasing
process, with A˜0 = 0 and (dA˜t) is carried by the set {t : X˜t = 0}.
Then, (X˜t)t≥0 is of class (
∑
). ✷
The following theorem characterises the processes of class (
∑
s(H)).
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Theorem 3.3 The following are equivalent:
1. X = N + A is of class (
∑
s(H));
2. There exists an adapted process (Ct)t≥0 which is continuous on ]g,∞[, null on
H and non-decreasing with respect to Q such that for every locally bounded
Borel function f , the process
Q
∫ t
0
f(Cs)dCs − ρ(f(Cg+.))tXt
is a uniformly integrable Q-martingale. Moreover, (Ct)t≥0 is equal to (At)t≥0.
Proof. (1)⇒ (2)
X is of class (
∑
s(H)) ⇒ X˜ is of class (
∑
). According to the theorem 2.1 of
A.Nikeghbali [6], for every locally bounded Borel function f , we have:∫ t
0
f(Ag+s)dAg+s − f(Ag+t)Xg+t
is a uniformly integrable P-martingale with respect to (Fg+t)t≥0.
Hence from the quotient theorem of J.Azema and M.Yor [1],
ρ
( ∫ .
0
f(Ag+s)dAg+s − f(Ag+.)Xg+.
)
t
is a uniformly integrable Q-martingale with respect to (Ft)t≥0.
Then,
Q
∫ t
0
f(As)dAs − ρ(f(Ag+.))tρ(Xg+.)t
is a uniformly integrable Q-martingale. But X is null on H . Therefore we get,
Q
∫ t
0
f(As)dAs − ρ(f(Ag+.))tXt
is a uniformly integrable Q-martingale.
(2)⇒ (1)
Suppose that There exists an adapted process (Ct)t≥0 which is continuous on ]g,∞[,
null onH and non-decreasing with respect to Q such that for every locally bounded
Borel function f , the process
Q
∫ t
0
f(Cs)dCs − ρ(f(Cg+.))tXt
18
is a uniformly integrable Q-martingale.
Then we obtain that, ∫ t
0
f(Cg+s)dCg+s − f(Cg+t)Xg+t
is a uniformly integrable P-martingale with respect to (Fg+t)t≥0.
Then, by theorem 2.1 of A.Nikeghbali [6], (Xg+t) is of class (
∑
) and Cg+t = Ag+t,
∀t ≥ 0.
Hence, 

Xg+t −Ag+t is a uniformly intingrable local martingale
Cg+t = Ag+t
(dAg+t) is carried by {t;Xg+t = 0}
that implies,

ρ
(
Xg+. − Ag+.
)
t
is a uniformly intingrable Q− local martingale
ρ
(
Cg+.
)
t
= ρ
(
Ag+.
)
t
(dAg+t) is carried by {t;Xg+t = 0}
Therefore,

Xt − At is a uniformly intingrable Q− local martingale
Ct = At
(dAg+t) is carried by {t;Xg+t = 0}
Consequently, X is of class (
∑
s(H)). ✷
Remark 3.1 When f is nonnegative with f(0) = 0, this means that (f(At)Xt)t≥0
is of class (
∑
s(H)) and its non-decreasing process under the signed measure Q is
G(At) = Q
∫ t
0
f(As)dAs
.
indeed, by applying the theorem 2.2 of S.Beghdadi Sakrani [2], we get:
f(At)Xt = Q
∫ t
0
f(As)dNs + Q
∫ t
0
f(As)dAs.
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But, Mt = Q
∫ t
0
f(As)dNs is a uniformly integrable Q-martingale beacause, N is
too (see proposition 2.3 of sak). Moreover,
G(Ag+t) =
∫ t
0
f(Ag+s)dAg+s
is a non-decreasing process, (dG(Ag+t)) is a measure carried by {t; f(Ag+t)Xg+t =
0}, the processes M and G(A.) are null on H . Therefore, (f(At)Xt)t≥0 is of class
(
∑
s(H)).
The next proposition shows that the product of processes of class (
∑
s(H))
with vanishing quadratic covariations with respect to signed measure is again of
class (
∑
s(H)).
Proposition 3.3 Let (X1t ), . . . , (X
n
t ) be processes of class (
∑
s(H)) such that
〈X i, Xj〉Qt = 0 for i 6= j. Then Π
n
i=1X
i
t is again of class (
∑
s(H)).
Proof. Since 〈X1, X2〉Qt = 0, the theorem 2.2 of S.Beghdadi Sakrani [2] yields
X1tX
2
t =Q
∫ t
0
X2sdX
1
s +Q
∫ t
0
X1sdX
2
s .
Hence,
X1tX
2
t =Q
∫ t
0
X2sdN
1
s +Q
∫ t
0
X1sdN
2
s +Q
∫ t
0
X2sdA
1
s +Q
∫ t
0
X1sdA
2
s
N
′
t =Q
∫ t
0
X2sdN
1
s +Q
∫ t
0
X1sdN
2
s is a uniformly integrable Q-martingale null on H ,
A
′
t =Q
∫ t
0
X2s dA
1
s+Q
∫ t
0
X1sdA
2
s is a continuous process null on H and non-decreasing
with respect to Q and (dA
′
.+g) is carried by {t : X
1
t+gX
2
t+g = 0}. Then, (X
1
tX
2
t )t≥0
is of class (
∑
s(H)). If n ≥ 3, then 〈X
1X2, X3〉Qt = 0 and the proposition follows
by induction. ✷
The following theorem gives the Tanaka formulas for signed measures. It would
be useful for the examples.
Theorem 3.4 Let X be a right continuous Q−semimartingal. For all real a, we
have:
|Xt − a| = |Xγt − a|+Q
∫ t
0
sgn(Xs − a)dXs +Q L
a
t (X) (3.3)
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(Xt − a)
+ = (Xγt − a)
+ +Q
∫ t
0
1{Xs>a}dXs +
1
2
QL
a
t (X) (3.4)
(Xt − a)
− = (Xγt − a)
− −Q
∫ t
0
1{Xs≤a}dXs +
1
2
QL
a
t (X) (3.5)
where QL
a
t (X) = ρ
(
La. (X.+g)
)
t
and (Lat (X.+g))t≥0 is the classical semimartingale
local time of (Xt+g)t≥0.
Proof.
Since X is a continuous and (Ft)t≥0-adapted process, hence
(Vt = |X.+g − a| − |Xg − a|)t≥0 is a (Ft+g)t≥0-optional process. Then from the
proposition 3.1, there exists a unique (Ft)t≥0-optional process (Ut)t≥0, null on H
such that ∀t > 0, Vt+g = Ut+g and V0 = U0 on {g = 0}.
Since (|Xt − a| − |Xγt − a|)t≥0 is a (Ft)t≥0-optional process and
(|X. − a| − |Xγ. − a|)t+g = |Xt+g − a| − |Xγt+g − a|
= |Xt+g − a| − |Xg − a|
Because ∀t ≥ 0, γt+g = g.
Hence,
U. = |X. − a| − |Xγ. − a|
Then we have:
|Xt − a| = |Xγt − a|+ ρ(|X.+g − a| − |Xg − a|)t
but Xt+g is a P−semimartingal. Then, we can apply the usual Tanaka formula,
and we obtain,
|Xt − a| = |Xγt − a|+ ρ(
∫ .
0
sgn(Xs+g − a)dXs+g + L
a
t (X.+g))t, and
|Xt − a| = |Xγt − a|+ ρ(
∫ .
0
sgn(Xs+g − a)dXs+g + L
a
. (X.+g))t.
Therefore, we have:
|Xt − a| = |Xγt − a|+Q
∫ t
0
sgn(Xs − a)dXs +Q L
a
t (X)
We proceed in the same way to demonstrate the points (3.4) and (3.5). ✷
Let us recall the class R+ introduced by J.Azema and M.Yor [1].
21
Definition 3.5 Let (Yt) be a nonnegative process of the form Yt = Nt + At. We
say that (Yt) is of class R+ if:
1. the set {t : Yt = 0} is closed;
2. N is uniformly integrable martingale which is right continuous;
3. A is a continuous process which is non-decreasing and integrable such that
(dAt) is carried by {t : Yt = 0};
4. P(Y∞ = 0) = 0.
Now, we shall give some examples of processes in the class
(∑
s(H)
)
.
Examples 3.1 1. Let Y = N + A be an adapted process of class R+ with
respect to the filtration (F gt ) such that H ⊂ {t : Yt = 0} and Ng = 0. Then
Y is also of class
(∑
s(H)
)
with respect to the filtration (Ft).
Indeed Nt = Yt − At is a uniformly integrable martingale. Since g is a
stopping time in (F gt ), hence Nt+g = Yt+g − At+g is a uniformly integrable
martingale with respect to (Ft+g). Then by applying the quotient theorem, we
get that ρ(Ng+.)t is a uniformly integrable Q−martingale with respect to the
filtration (Ft). Therefore ρ(Yg+.)t = ρ(Ng+.)t+ρ(Ag+.)t is of class
(∑
s(H)
)
.
But Yt = ρ(Yg+.)t since H ⊂ {t : Yt = 0}. This completes the demonstration.
2. Let M be a continuous, uniformly integrable Q−martingale. Then,
|Mt| = Q
∫ t
0
sgn(Ms)dMs +Q L
0
t (M)
is of class
(∑
s(H)
)
.
3. Similarly, for any α > 0 and β > 0, the process
αM+t + βM
−
t
is of class
(∑
s(H)
)
.
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4. Let M be a right continuous, uniformly integrable Q−martingale vanishing
on H such that (Mg+t) is with only negative jumps. Let S be the supremum
process of (Mg+t). Then
Xt = ρ(S)t −Mt
is of class
(∑
s(H)
)
.
Now, we shall give some estimates and distributions for the pair (Xt, At).
Theorem 3.5 Let X be a process of the class
(∑
s(H)
)
, with only negative jumps,
such that A∞ = ∞. Define (τu) the right continuous inverse of (At+g).
τu ≡ inf{t ≥ 0;At+g > u}.
Let ϕ : R+ → R+ be a Borel function. Then, we have the following estimates:
P(∃t ≥ g,Xt > ϕ(At)) = 1− exp
(
−
∫ +∞
0
dz
ϕ(z)
)
(3.6)
and
P(∃t ∈ [g, τu + g], Xt > ϕ(At)) = 1− exp
(
−
∫ u
0
dz
ϕ(z)
)
. (3.7)
Proof. From the proposition 3.2, X˜ is of class
(∑)
. Since by assumptions,
X˜ is also a process with negative jumps such that A˜+∞ = +∞. Then applying
the theorem (3.2) of A.Nikeghbali [6], we get
P(∃t ≥ 0, Xt+g > ϕ(At+g)) = 1− exp
(
−
∫ +∞
0
dz
ϕ(z)
)
and
P(∃t ≤ τu, Xt+g > ϕ(At+g)) = 1− exp
(
−
∫ u
0
dz
ϕ(z)
)
.
Therefore
P(∃t ≥ g,Xt > ϕ(At)) = 1− exp
(
−
∫ +∞
0
dz
ϕ(z)
)
and
P(∃t ∈ [g, τu + g], Xt > ϕ(At)) = 1− exp
(
−
∫ u
0
dz
ϕ(z)
)
.
✷
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