The two most common censoring schemes used in life testing experiments are Type-I and Type-II censoring schemes. Hybrid censoring scheme is mixture of Type-I and Type-II censoring scheme. In this work we consider the estimation of parameters of log-normal distribution based on hybrid censored data. The parameters are estimated by the maximum likelihood method. It is observed that the maximum likelihood estimates can not be obtained in closed form. We obtain the maximum likelihood estimates of the unknown parameters using EM algorithm. We also propose approximate maximum likelihood estimates and these can be used as initial estimates for any iterative procedure. The Fisher information matrix has been obtained and it can be used for constructing asymptotic confidence intervals. The method of obtaining optimum censoring scheme is discussed. One data set is analyzed for illustrative purposes.
Introduction
Type-I and Type-II censoring schemes are the two most popular censoring schemes which are used in practice. They can be briefly described as follows; Suppose n units are put on a life test. In Type-I censoring, experiment continues up to a pre-specified time T . Failures after the time T are not observed. In Type-II censoring, the experiment continues till the R-th failure takes place, where R is a pre-specified integer and R ≤ n. Therefore, in Type-I censoring scheme, the number of failures is random and in Type-II censoring scheme, the experimental time is random.
A mixture of Type-I and Type-II schemes is known as the hybrid censoring scheme.
Suppose n identical units are put on a life test. The test is terminated when a pre-specified number R, out of n units have failed or a pre-determined time T , has been reached. Therefore, in hybrid censoring scheme, the experimental time and the number of failures will not exceed T and R respectively. It is clear that Type-I and Type-II censoring schemes can be obtained as special cases of hybrid censoring scheme by taking R = n and T = ∞ respectively. It has been used quite effectively in reliability acceptance sampling test in MIL-STD-781C [23] .
Epstein [10] first introduced the hybrid censoring scheme and analyzed the data under the assumption of exponential lifetime distribution of the experimental units. He also proposed a two sided confidence interval of the unknown parameter, without any formal proof. Fairbanks et al. [11] modified slightly the proposition of Epstein [10] and suggested a simple set of confidence intervals. Chen and Bhattacharya [4] obtained the exact one sided confidence interval based on the distribution of the maximum likelihood estimator of the exponential parameter. Drapper and Guttmann [7] also considered the same problem but from the Bayesian point of view, and obtained two sided credible interval of the mean lifetime using the inverted gamma prior. Comparisons and criticisms of the different methods can be found in Gupta and Kundu [12] . For some of the relevant references on hybrid censoring and related topics the readers are referred to Ebrahimi [8, 9] , Jeong et al. [14] , Childs et al. [5] , Kundu [16] , Banerjee and Kundu [3] , Kundu and Pradhan [18] and the references cited there.
It may be mentioned that although hybrid censoring scheme seems to be an important censoring scheme, but not much work has been done other than the exponential or Weibull distribution. In this paper we consider the hybrid censored lifetime data, when the lifetime follows two parameter log-normal distribution. The log-normal distribution has been used quite effectively in analyzing positively skewed data. Almost a book length treatment on log-normal distribution can be obtained from Johnson et al. [15] .
We first try to obtain the maximum likelihood estimators (MLEs) of the unknown parameters. It is observed that the maximum likelihood estimates can be obtained by solving two non-linear equations, but they can not be obtained in closed form. Although, the standard Newton-Raphson algorithm can be employed to solve the non-linear equations, but unfortunately it does not converge all the time even from good starting values. Instead, we suggest to use the EM algorithm to compute the MLEs. Finding the initial estimates is an important problem in any iterative procedure. We have proposed approximate MLEs, which have explicit expressions in terms of the observations and they can be used as initial guesses for any iterative procedure. Simulation study is carried out to compare the performance of the MLEs and approximate MLEs (AMLEs). A data set has been analyzed for illustrative purpose. Finding the optimum censoring scheme is an important problem. We discuss how to compare two different hybrid censoring schemes in terms of their information measures and hence find the optimum censoring scheme.
The rest of the paper is arranged as follows. The model and data are described in Section 2. The maximum likelihood estimators and approximate maximum likelihood estimators of the unknown parameters are provided in Sections 3 and 4 respectively. Simulation results are presented in Section 5. A data set is analyzed in Section 6. We discuss optimal censoring schemes in Section 7. Finally conclusions appear in section 8.
Model Description
It is assumed that the lifetime random variable Y has a log-normal distribution with the following probability density function (PDF)
If Y has the log-normal distribution (1), X = ln Y has the normal distribution with the PDF
Model (1) and Model (2) are equivalent models in the sense that the procedure developed under one model can be used for other model. Now we briefly describe the available data in a hybrid censoring scheme.
Suppose n identical units are put on life test. Then under hybrid censoring scheme, we have one of the following two types of observations;
Case I: {y 1:n < . . . < y R:n } if y R:n < T .
Case II: {y 1:n < . . . < y d:n } if d < R and y d:n < T < y d+1:n , where y 1:n < y 2:n . . . denote the observed ordered failure times of the experimental units.
Maximum likelihood estimators
In this section we discuss how to compute the MLEs of the model parameters µ and σ based on the observation given in Section 2. For clarity first we write down the likelihood function in Case I and Case II separately. The likelihood function in Case I is given by
and for Case II, it is given by
Here 0 ≤ d ≤ R. Note that (3) and (4) can be combined and they can be written as follows;
here r = R for Case I d for Case II and c = ln y R:n for Case I ln T for Case II (6) It may be noted that if d=0, the MLE does not exist. So from now on it is assumed that d > 0. Taking the logarithm of (5), we obtain
where x i:n = ln y i:n . Taking derivatives with respect to µ and σ of (7), we obtain
where
, Φ(·) and φ(·) are the cumulative distribution function (CDF) and the probability density function (PDF) of a standard normal variate respectively. Define
, then z * =z R in case I and z * =V in case II. It is clear that the likelihood equations are implicit in nature in both the cases. We need some numerical techniques to solve the simultaneous equations. We use the standard Newton-Raphson (NR) method, but unfortunately it does not converge all the times. We suggest to use the EM algorithm to compute the MLEs and it is described below.
EM Algorithm
The EM algorithm, originally proposed by Dempster et al. [6] , is a very powerful tool in handling the incomplete data problem. We treat this problem as a missing value problem similarly as in Ng et al. [24] . Let X = (x 1:n , . . . , x r:n ) be the observed data and U = (u 1 , . . . , u n−r ) be the censored data. For a given r, u 1 , . . . , u n−r are not observable. The censored data vector U can be thought of as missing data and W = (X, U ) forms the complete data. Let L c (w; µ, σ) be the log-likelihood corresponding to complete data. Then
In E-step one needs to compute the pseudo log-likelihood function given by
In M-step we maximize (11) with respect to µ and σ. Let (µ (k) , σ (k) ) be the estimate of (µ, σ) at the kth stage, then (µ (k+1) , σ (k+1) ) can be obtained aŝ
One of the advantages of using EM algorithm is that it gives a measure of information in the censored (missing) data in a natural way through the missing information principle. Louis [22] developed a procedure for extracting the observed information matrix when the EM algorithm is used. Note that Observed Information = Complete information − Missing Information (12) In this case, if we denote θ = (µ, σ) , X= the observed data, W = the complete data, I W (θ) = the complete information, I X (θ) = the observed information, I W |X (θ) = the missing information, then
The complete information matrix for the normal distribution is given by
where I * W |X (θ) = Information matrix of a single observation for a truncated normal distribution. It can be written as follows, see Ng. et al. [24] .
Thus the observed information matrix is give by
The asymptotic variance-covariance matrix of the maximum likelihood estimate ofθ can be obtained by inverting the observed information matrix I X (θ).
Approximate MLE
It is observed that the likelihood equations are not linear due to the presence of the term
. Tiku et al. [26] discussed some approximate solutions in similar cases of non-linearity introduced due to some term/terms. Balakrishnan et al. [1] used the Taylor's series expansion of the term for progressively censored data from Gaussian distribution.
Recently Kundu [16] and Banerjee and Kundu [3] also suggested similar approximations to compute the approximate MLEs of Weibull parameters when the data are hybrid censored.
We first consider approximate MLEs for Case I. We expand the function h(
in Taylor series. Considering only the first order derivatives and neglecting the higher order derivatives we get
where α = h(ν) − νh (ν) and β = h (ν) ≥ 0. So (8) can be written as
This implies
From (9) we have
This implies, on simplification,
Clearly, (14) is a quadratic equation in σ. The solution for σ is given bŷ
In this case one of the solutions will be positive and other one would be negative and we take the positive one. Onceσ is obtained, estimate of µ aŝ
The approximate MLEs can be used as initial estimates for the EM algorithm. We also study the performance of approximate MLEs through simulation study in the next section.
The observed information matrix for the approximate MLE can be determined as follows.
For Case II, we take the Taylor series expansion of h(V ) around ν = Φ −1 d+0.5 n+1
. Other derivations in Case II is similar to Case I. In this case
The observed information matrix can be easily obtained like as in Case I.
Simulation Study
In this section we carry out a simulation study to compare the performances of the MLEs and the AMLEs. We take µ = 4 and σ = 0.15 in all the ceases. The simulation is carried out for different choices of n, R and T values. For a particular set of hybrid censored data, the MLEs and AMLEs are obtained as described before. We replicate the process for 10000 times and report the average estimates, mean squared error (MSE) and 95% coverage percentage of asymptotic confidence intervals. The results are reported in Tables 1 -4 . In each Table, the first and second row represent the result for µ and σ respectively. From the simulation study it is observed that the AMLE performs well as per with the MLE. In fact they are very close to each other. As far as different choices of hybrid censoring schemes are concerned, (i) For fixed n and R, when T increases, the MSE decreases.
(ii) For fixed n and T as R increases, no specific pattern observed in MSE. It can be due to the fact that as R increases for fixed T , no additional information are gathered.
Data Analysis
In this section we analyze a data to illustrate our methodology. The data have been taken from Lawless [20] and shows the number of thousand miles at which different locomotive controls failed in a life test involving 96 controls. The test was terminated after 135,000 miles, by which time 37 failures had occurred. The failure times for the 37 failed units are: It is interesting to observe that the MLEs and AMLEs are same although there is a slight difference in the variance covariance matrices. One question arises whether the data fits log-normal distribution or not. To check for goodness of fit first we compute the KolmogorvSmirnov distance between the empirical distribution function and the fitted distribution function. It is 0.138 and the associated p value is 0.481. Since the p value is quite high, we cannot reject the null hypothesis that the data are coming from the log-normal distribution.
We further we provide PP plot in Figure 1 . In PP plot, the X-axis represents the Kaplan- For illustrative purposes, we analyze another generated data set. We have generated the following observations, from the above data set based on the hybrid censoring scheme As expected, we can see higher values in variance-covariance matrices when compared to Type-I Censoring. This is attributed to the fact that we had used fewer number of observations. In this case also, interestingly the MLEs and AMLEs are exactly the same, however, there is a slight difference in variance-covariance matrices as before.
Optimal Censoring Scheme
In the previous sections we have discussed statistical inferences of the unknown parameters for a given hybrid censoring scheme. In practice it is quite important to choose the optimum censoring scheme among all possible hybrid censoring schemes. Recently, finding the optimum censoring scheme has received some attention in the statistical literature. Some of the references for choosing optimal censoring schemes in different problems can be found in Lam and Kundu [17] .
Note that the class of all hybrid censoring schemes can be expressed as;
To find the optimum censoring scheme first we need to compare two different hybrid censoring schemes. Between two hybrid censoring schemes, it is natural to choose that particular hybrid censoring scheme which provides more information of the unknown parameters. Thus it is important to define the information measure for a given censoring scheme. A natural choice in such a case would be to compare the two Fisher Information Matrices. This is a very trivial task in case of a two parameter distribution if one parameter is already known. Because in such a case the whole exercise simply leads to the comparison of two real numbers. However, in most real life problems, both the parameters are unknown. In such cases, comparison of the two Fisher Information Matrices is not a trivial issue. One solution in this case could be to compare the traces or determinants of the two Fisher information matrices. This solution, though very simple, has an associated disadvantage that it is not scale invariant, see Gupta and Kundu [13] . Alternatively, Zhang and Meeker [27] proposed to compare the precision of 100p-th quantile estimators. Following their approach, Gupta and Kundu [13] , see Kundu [17] also, proposed a more general information measure
where V ((n, R, T ) p ) denotes the asymptotic variance of the 100p-th quantile point, obtained using the censoring scheme (n, R, T ) and W (·) is any non-negative weight function such that
To obtain the variance expression V ((n, R, T ) p ), we need to derive expected
Fisher information matrix. The expected Fisher information matrix is derived in Appendix.
It is clear that I(n, R, T ) is independent of p. The weight function W (·) depends on the practitioner, moreover Zhang and Meeker's information measure can be obtained as a special of (15), see Kundu [17] for more details about choosing the weight function W (·).
It is observed in the numerical study, although we could not prove it theoretically, that for fixed n and T as R increases or for fixed n and R as T increases the information measure (15) first increases and then it becomes constant. Moreover, if n = R, and as n and T increases, (15) increases. Therefore, among the different hybrid censoring sachems, if somebody wants to choose that particular scheme which provides the maximum (15), the obvious choice will be R = n = T = ∞. It seems, without some proper restrictions on n, R and T , the problem is of no use. In most of the practical situations, the obvious restrictions are on time and on the number of items used. We use the cost function approach similar as in Lam [18] and Lin et al. [21] . Let C 1 and C 2 denote the cost per unit time and per unit item respectively.
Ignoring other associated costs, the total cost involved for a given hybrid censoring scheme
To choose the optimum censoring scheme, the experimenter needs to know the unknown parameters. In practice, if it is completely unknown, the experimenter needs to perform some pilot study to approximate the unknown parameters. Therefore the problem boils down as follows: for a given C 0 , among the class of all possible (n, T ), which satisfy (16) find (n, R, T ), which has the maximum (15). It is not possible to find the optimum value analytically, we need to find it numerically. Note that this optimization problem can be solved in finite number of steps as follows:
• Step 1: Find n 1 , such that n 1 = max{n; C 2 n ≤ C 0 }.
•
Step 2: Find the corresponding T s, say T 1 , . . . , T n 1 , so that
. . , n 1 .
• Step 3: For each (n, T n ) find 0 < R n ≤ n, so that the hybrid censoring scheme (n, R n , T n ) provides the maximum (15).
• Step 4: Among all possible choices of (n, R n , T n ), for 1 ≤ n ≤ n 1 , choose that particular scheme which provides the maximum (15).
For illustrative purpose, let us consider the following example. Suppose µ = 0, σ = 1, dW (p) = 1 for all 0 ≤ p ≤ 1, and C 0 = 100, C 1 = 10 and C 2 = 12. In this case n 1 = 8. The information measure for different values of n, R and T are provided in the following Table   5 . Therefore, in this case the optimum censoring plan is (n, R, T ) = (7, 7, 1.6).
Conclusions
In this paper we have considered the classical inference procedure for the unknown parameters of the log-normal distribution when the data are hybrid censored. It is observed that the maximum likelihood estimators can not be obtained in closed form and we have proposed to use the EM algorithm to compute the maximum likelihood estimators. We have proposed the approximate maximum likelihood estimators also, which can be obtained explicitly. We compare the performances of the different methods by Monte Carlo simulations and it is observed that the performances are quite satisfactory. We have also addressed the problem of finding the optimum censoring scheme. Extensive tables for different optimal censoring schemes are available with the authors and then can be obtained on request.
× P (y R:n > T ) Table 3 : Average estimate, the corresponding MSE in parentheses and 95% coverage percentage for n = 25, T =65 Table 5 : Information measure I(n, R n , T n ) for (n, R n , T n ), 1 ≤ n ≤ n 1 . 
