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ABSTRACT
Phase-contrast imaging is a method of imaging widely used in biomedical research
and applications. It is a label-free method that exploits intrinsic differences in the
refractive index of different tissues to differentiate between biological structures un-
der analysis. The basic principle of phase-contrast imaging has inspired a lot of
implementations that are suited for different applications.
This thesis explores multiple novel implementations of phase-contrast imaging
in the following order. 1, We combined scanning Oblique Back-illumination Micro-
scope (sOBM) and confocal microscope to produce phase and fluorescence contrast
images in an endomicroscopy configuration. This dual-modality design provides co-
registered, complementary labeled and unlabeled contrast of the sample. We further
miniaturized the probe by dispensing the two optical fibers in our old design. And
we presented proof of principle demonstrations with ex-vivo mouse colon tissue. 2,
Then we explored sOBM-based phase and amplitude contrast imaging under differ-
ent wavelengths. Hyperspectral imaging is achieved by multiplexing a wide-range
supercontinuum laser with a Michaelson interferometer (similar to Fourier transform
vi
spectroscopy). It features simultaneous acquisition of hyperspectral phase and am-
plitude images with arbitrarily thick scattering biological samples. Proof-of-principle
demonstrations are presented with chorioallantoic membrane of a chick embryo, il-
lustrating the possibility of high-resolution hemodynamics imaging in thick tissue. 3,
We focused on increasing the throughput of flow cytometry with principle of phase-
contrast imaging and compressive sensing. By utilizing the linearity of scattered pat-
terns under partially coherent illumination, our cytometer can detect multiple objects
in the same field of view. By utilizing an optimized matched filter on pupil plane, it
also provides increased information capacity of each measurement without sacrificing
speed. We demonstrated a throughput of over 10,000 particles/s with accuracy over
91% in our results. 4, A fourth part, which describes the principle and preliminary
results of a computational fluorescence endomicroscope is also included. It uses a
numerical method to achieve sectioning effect and renders a pseudo-3D image stack
with a single shot. The results are compared with true-3D image stack acquired with
a confocal microscope.
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Introduction
Optical microscopy is a type of imaging system that uses light and a set of lenses
to magnify small objects for easier observation. Basic optical microscopes and more
complex variants have been proved tremendously useful in a lot of research and ap-
plications, and have fundamentally changed many of them. For example, optical
microscopy is the most powerful tool for biologists since its invention in 17th century.
Most of our knowledge of cellular and sub-cellular biology, or modern biology, is based
on observations through optical microscopes. Biomedical research and applications
have also been the main drive for the development of more powerful microscopes. In
this thesis, unless otherwise specified, the discussion of our new microscopy designs
is mostly concerned on potential biomedical applications.
Today, while you can still find basic microscopes in every school, lab, and hospital,
more complex and dedicated microscopy systems are being developed to improve the
performance of imaging or adapt to more applications. Interesting new hardware,
computation models, and optical designs allow researchers to get more information
with microscopes. For example, super-resolution microscopy techniques help biolo-
gists to see finer structures. Lots of novel designs commit to improving the imaging
speed such that faster biological dynamics can be observed to grow our understanding
of those evanescent phenomena. Also novel optical designs, sometimes together with
computational models, help people to see deeper in thick scattering tissues.
In the course of the last few years, I have had the fortune of working on many in-
2teresting optical microscopy projects. I started my journey with our home-developed
phase contrast imaging technique (OBM) and most of my projects are more or less
related to the principle phase contrast imaging, and hence the title of this thesis. In
the next section (1.1), I will review the principle and some typical implementations
of phase contrast imaging. After that, in section (1.2) I will briefly introduce the
projects I contributed to and how they are related to phase contrast imaging and to
each other.
1.1 Phase contrast imaging
1.1.1 What is phase contrast
One of the most common uses of optical microscopies, particularly for biological ap-
plications, is to image thin samples. Many such samples can be near-transparent and
exhibit negligible absorption. Thus conventional microscopes based on absorption
can no longer work very well with these samples. Under this condition, researchers
and engineers have utilized more contrast mechanisms to reveal these structures -
fluorescence labeling, reflection, and phase contrast, to name a few. They all have
distinct advantages and disadvantages, and are widely used for different biomedical
applications. However, in this section we will mostly introduce phase contrast imag-
ing, which is the central topic of this thesis. In later chapters we will also introduce
information of other related techniques when necessary.
In this thesis, phase contrast imaging is defined as imaging techniques that vi-
sualize the spatial distribution of optical path length (OPL) of a sample. OPL is
defined as OPL =
∫
C
n(`)d`, where C is the path through the material with spatially
varying index of refraction, n. Unlike absorption, reflection and fluorescence which
can be ’directly’ seen by human eyes or normal intensity cameras, phase is only vis-
ible after certain conversion. Thus the general principle behind all phase contrast
3techniques is to convert the phase variations to intensity variations. In this section
we will introduce some well-know strategies that help visualize the phase.
1.1.2 Review of phase contrast techniques
Phase contrast imaging itself is not a new idea. Early techniques like Foucault method
which uses a knife to block half of the Fourier plane to see the phase contrast can be
extremely simple and qualitative. New techniques today are getting more complicated
and quantitative. However, many theories and ideas behind these techniques are
quite universal. So we will start it by introducing some conventional phase contrast
techniques, since our new implementations are also heavily related to, or based on
some of the techniques we discuss here.
Zernike phase contrast
Zernike phase contrast is one of the oldest and most commercially successful tech-
niques for measuring thin, nearly transparent phase objects (Zernike, 1942). Zernike
found that in a trans-illuminating setup, the light can be divided into two groups: a
ballistic beam which does not interact with the sample and a diffracted beam which
does. Since the diffracted bean undergoes a pi/2 phase shift relative to the ballis-
tic beam, the two cannot interfere at the image plane. The diffracted intensity is
just overwhelmed by the much stronger ballistic intensity. Zernike found that adding
an additional pi/2 phase shift to the ballistic beam induces interference between the
diffracted and ballistic beams, revealing the phase image. This is accomplished by in-
troducing a phase mask in the Fourier plane, where the ballistic bean is concentrated
along the optical axis and the diffracted bean is essentially distributed all over the
aperture. For efficient separation of the two beams, the illumination must be spatially
coherent, which results in loss of power when using an incoherent light source like
a lamp. The intensity observed at the image plane is usually considered qualitative
instead of quantitative and is typically degraded by halo artifacts.
4Differential interference contrast
Differential interference contrast microscopy (DIC) (Nomarski, 1955) is a widely used
technique that generates phase-gradient contrast. This is actually different from the
original definition of phase contrast imaging as we described earlier. To be more
specific, phase contrast yields image intensity values as a function of OPL, while
phase-gradient contrast is sensitive to the spatial derivative of OPL. However, phase-
gradient contrast is widely referred to as phase contrast in literatures, and often
quantitative phase contrast images can be reconstructed from phase-gradient images
(theoretically two gradient images of x and y directions are needed for the reconstruc-
tion). Thus, in this thesis, unless we are emphasizing the difference between them,
we use phase contrast and phase-gradient contrast almost interchangeably.
Figure 1·1: Schematic of a DIC microscope and (a)exemplary phase-
gradient contrast and (b)phase contrast image of a human buccal mu-
cosa epithelial (cheek) cell, reprinted from (Arnison et al., 2004).
5In a typical DIC setup (see Fig 1·1), incoherent, linearly polarized illumination
passes through a Wollaston prism which splits the field into two laterally sheared
copies with orthogonal linear polarization states. After passing through the sample,
the fields traverse a second Wollaston prism which re-combines the fields which in-
terfere behind a second polarizer. The resulting image has a pseudo-3D relief effect
which gives the appearance of obliquely-illuminated topology. Nonlinear mixing of
amplitude and phase information and incompatibility with birefringent samples or
sample holders are well known disadvantage of DIC. Another disadvantage of both
Zernike and DIC techniques is that, phase and intensity information are mixed in the
images and therefore the phase measurement is not quantitative.
Digital holography
Holography is another phase imaging method where the object’s wavefront interferes
with a reference beam and the phase information is obtained from the recorded inter-
ference pattern (Cuche et al., 1999; Mann et al., 2005). The disadvantage of hologra-
phy is that it requires coherent illumination and thus suffers from speckle noise, which
greatly limits the usefulness of holography for phase contrast imaging. A white light
interferometer which greatly reduces speckle noise has been demonstrated(Bhaduri
et al., 2012). However, holography systems often require complicated (compared
with other phase contrast techniques) optical and mechanical design to generate sta-
ble path-length matched reference beam. In general, digital holography is less widely
used for phase contrast imaging because of its complicated hardware, computation
costs, and speckle noise.
Computational phase contrast
As we discussed in last paragraph, phase information can be reconstructed numer-
ically. Many recent quantitative phase imaging (QPI) techniques rely heavily on
computational phase retrieval algorithms. These techniques do not measure phase
6(even indirectly, like in digital holography). They often use prior information and
iterative optimization, and the reconstructions are never claimed to be ground truth
measurements, which differentiate themselves with other methods. However, this
does not mean they are incorrect. Actually, in many applications they have proved
to be very useful.
The most widely used phase retrieval algorithm is probably Gerchberg–Saxton
(GS) algorithm (Gerchberg, 1972). GS uses a pair of intensity images of the object
plane and the Fourier plane and estimates the phase information of the object from
the two images and additional priori constraints of support and nonnegativity (see
Fig. 1·2). Starting from an initial guess of the object, they perform Fourier transform
iteratively back and forth between the Fourier domain and spatial domain, and apply
the measured Fourier modulus and prior constraints in each domain to update the
estimation for the final output until some stopping criteria is met.
Figure 1·2: A block diagram of Gerchberg-Saxton algorithm.
Computational methods other than GS algorithm have also been gaining atten-
tion. For example, Fourier ptychographic microscopy (FPM) takes a series of images
7captured under different illumination angles to iteratively recover a sample’s phase
and amplitude (Zheng et al., 2013). Transport of intensity phase imaging uses im-
ages captured at different defocused planes to solve the transport of intensity equation
(TIE) and retrieve phase (Sheppard, 2004).
As we can see, computational phase contrast imaging techniques usually need
more than one intensity measurement and incur significant computation cost. Also
iterative error-reduction algorithms also suffer to randomness in the starting guess
and the optimization route (sometimes the iteration gets trapped in local minima).
In practice, the reconstruction result is highly dependent on the initial guess and
the quality of reconstruction is unpredictable. With many random initiations and
strong prior information, the reconstruction can be improved a lot. Thus there exists
a trade-off between the speed (fps) and the quality of reconstructed images.
Differential phase contrast
Differential phase contrast (DPC) is a non-interferometric phase contrast technique
achieved by using an asymmetric imaging procedure. In comparison to the other,
DPC is experimentally simple to implement and does not require much computation.
Perhaps because of its simplicity, DPC has been implemented in different ways, and
thus has many names.
Here, we group DPC implementations into two major categories depending on
which side (illumination/detection) the asymmetry is applied, sometimes referred to
as oblique illumination and oblique detection (see Fig. 1·3). An example of oblique
detection is given in Fig. 1·3 (a), which is similar to the Foucault method which
we mentioned earlier. This idea is also used in Schlieren microscopy(Lowenthal and
Belvaux, 1967). The principle behind these techniques can be found in (Yi et al.,
2006; Mertz, 2010; Goodman, 2005). More sophisticated Fourier plane phase and
amplitude masks are also designed to reveal phase contrast, like Hoffman contrast
8Figure 1·3: Schematic of (a) oblique detection DPC with pupil modu-
lation and (b) oblique illumination DPC with an LED array. Reprinted
from (Lu et al., 2016) and (Tian and Waller, 2015), respectively.
microscopy(Hoffman and Gross, 1975), pyramid phase microscopy (PPM)(Iglesias,
2011) and partitioned aperture wavefront imaging (PAW)(Parthasarathy et al., 2012),
where Fourier plane is divided into four subsections, forming four phase gradient
images on the camera, which can be used to calculate quantitative wavefront or phase.
However, most of these techniques require coherent or partially coherent illumination,
which limits both spatial resolution and illumination power. Laser illumination can
also bring in speckle noise.
Aforementioned two categories are both wide-field implementations. According
to principle of reciprocity, a scanning microscope is a time-reversed version of a wide-
field microscope. That is, given a camera based wide-field microscope, if each pixel in
the camera is replaced by a sequentially turned on incoherent illumination source, and
the illumination lamp is replaced by a single element detector of equal size, the net
result is a scanning microscope. With this principle, the oblique illumination setup in
9Figure 1·4: Schematic of a scanning oblique detection DPC micro-
scope, which uses a split detector to acquire phase-gradient contrast.
It can be seem as the reciprocal counterpart of the oblique illumination
DPC in Fig. 1·3(b). Reprint from (Hamilton and Sheppard, 1984).
Fig. 1·3(b) can be implemented in a scanning fashion, which was first demonstrated
in 1984 (see Fig.1·4).
1.1.3 Oblique Back-Illumination Microscopy
In last section we reviewed many phase contrast techniques. However, they only work
in the transmission geometry, which limits their applications to thin samples only,
such as cell monolayers or thin tissue slices. In some cases, slicing can significantly
change the original structure of the sample, and is often seen as an invasive procedure
in medical or clinical applications. Thus, a technique that provides phase contrast
images with thick samples is attractive.
Oblique back-illumination microscopy (OBM) is such a technique. OBM can
provide sub-surface phase-gradient and amplitude images from unlabeled tissue in
an en face geometry, meaning that it may be applied to arbitrarily thick samples.
Standard epi-detection microscopes deliver the illumination and collect the resultant
signal through the same objective. In a wide-field OBM, the illumination is instead
delivered by two diametrically opposed off-axis light sources situated outside the
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Figure 1·5: Schematics of OBM and sOBM setups. In the case of
OBM, illumination is delivered into a scattering sample via off axis
optical fibers. Oblique backscattered illumination traverses the focal
plane and is collected by the objective. In the case of sOBM, a scan-
ning laser beam is focused into a scattering sample. The illumination
traverses the focal plane and is backscattered, whereupon it is collected
by the off-axis fibers.
objective housing. The illumination undergoes multiple scattering events within the
tissue, and a portion of it comes back and gets collected by the objective, and is
ultimately imaged by the camera. The asymmetric positioning of the light sources
makes this back-illumination traverse the focal plane in an oblique manner, thus
leading to phase gradient contrast. We note that, even though OBM is configured in
a epi-detection geometry, it is in fact a transmission microscope in disguise - it uses
multiple scattering in tissue to convert epi-illumination into trans-illumination. The
theory of OBM is very similar to DPC with asymmetric illumination.
The aforementioned principle of reciprocity remains valid even if the sample is
highly scattering and/or has high absorption. sOBM is borne of this principle of
reciprocity (see Fig.1·5). In sOBM, scanning laser illumination is delivered into the
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sample via the objective and backscattered light is detected by two off-axis detectors.
Similar to the wide-field version, the difference of the two detected signals provides
phase gradient contrast, and the sum provides amplitude contrast. sOBM is theoreti-
cally similar to scanning DPC shown in Fig.1·4. A significant different though, is that
sOBM utilizes the thick scattering sample to redirect light to the surface of sample
(near object plane), thus the asymmetric detection happens in object plane (or planes
conjugate to object plane), but not Fourier plane (as in scanning DPC). The biggest
advantage of sOBM is still the ability to work with arbitrarily thick scattering sam-
ple. And an additional advantage is its extreme simplicity. It can be implemented
as a simple add-on with any standard scanning microscope, commercial or otherwise,
without any modifications to the microscope whatsoever (Mertz et al., 2014). These
advantages can be shown more clearly in the projects presented in later chapters.
1.2 Outline of the Thesis
The topic of this thesis is to report the development of three novel biomicroscopy
techniques based on basic phase contrast imaging principle.
In the first project, we explored using phase contrast to provide complementary
information to conventional fluorescence contrast in an endomicroscope. Background,
motivation and potential applications are introduced, followed by details of our ex-
periments. The setup we built combined sOBM and confocal microscope to produce
optical sectioned phase and fluorescence contrast images. This dual-modality design
provides inherently co-registered images of the labeled and un-labeled sample struc-
ture. And we further miniaturized our probe by dispensing the two optical fibers in
our old design. The new probe consists of only a 2.6mm-diameter micro-objective at-
tached to a 30,000-core flexible fiber bundle. We introduced our core pattern removing
algorithms for fiber-bundle based endomicroscopic images and then presented proof
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of principle demonstrations with ex-vivo mouse colon tissue. Novelties and drawbacks
of this setup are discussed.
Then we explored phase contrast imaging under different wavelengths. We first
introduced the motivation of why we wanted to do hyperspectral phase contrast
imaging, then reviewed some representative techniques for hyperspectral imaging. For
our setup, we developed a microscope based on Fourier transform spectroscopy and
sOBM that provides hyperspectral phase and amplitude images of thick, scattering
samples with high throughput. Images can be acquired at over 0.1Hz rates with a
spectral resolution better than 200cm−1, over a wide spectral range of 450–1700nm.
Proof-of-principle demonstrations are presented with the chorioallantoic membrane of
a chick embryo, illustrating the possibility of high-resolution hemodynamics imaging
in thick tissue, based on transmission contrast. We then briefly introduced potential
biomedical applications and end with a discussion of the pros and cons of this system.
In the third project, we focused on increasing the throughput of flow cytome-
try with the principle of phase-contrast imaging and compressive sensing. Technical
background and current applications of flow cytometry are introduced, followed by
our motivation and experiment details. In our phase-contrast based flow cytometer,
scattered light from flowing objects is sub-divided into user-defined basis patterns
by a deformable mirror on the pupil plane and routed to different detectors associ-
ated with each pattern. The patterns can be optimized to be matched to the object
features of interest, thus facilitating object identification and separation. Compared
to conventional scanning flow cytometers, our technique provides increased informa-
tion capacity without sacrificing flow velocity. By utilizing the linearity of scattered
patterns under partially coherent illumination, our cytometer can detect multiple ob-
jects in the same field of view. In our proof-of-concept demonstrations, we achieve
throughputs of over 10,000 particles/s, working at flow velocities of over 1m/s and
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with accuracy over 91%.
Also included is another project that is less related to phase contrast imaging. In
this last project, we aimed at developing a lensless, fiber bundle based endomicroscopy
that performs pseudo-3D fluorescence imaging. This is achieved by numerical mod-
eling and processing of a pair of simultaneously acquired single-shot confocal and
non-confocal images. Theories and exploratory experiment results with fluorescent
beads are presented in this thesis.
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Chapter 2
Dual-modality Endomicroscopy with
Phase and Fluorescence Contrast
This chapter is drawn substantially from the author’s previous publication (Ba et al.,
2016). C.B. and J.M. conceived of the idea. C.B. built the setup. M.P. and J.R.
prepared the mouse colon samples. C.B. performed the experiments and processed
the data. C.B. and J.M. discussed the results and contributed to the final manuscript.
In this project, we implemented phase contrast imaging in an endomicroscopic
configuration and combined it with fluorescence contrast imaging. We hope that the
added phase contrast modality can provide complementary information to conven-
tional fluorescence contrast. In the following sections, we will first review current
endomicroscopy techniques. Then we will introduce the principle and unique features
of our technique, followed by detailed description of our experiment. Results are given
and discussed.
2.1 Introduction
Endoscopy is the technique that uses a rigid or flexible probe that can go into a bodily
cavity, acquire real-time view of the tissues and transfer instruments for manipulating
or excising tissue for biopsy. It is widely used in the diagnosis of many diseases, like
colon cancer. Currently the standard procedures include initial observation followed
by biopsy, slicing and staining. The slices are then examined under high-resolution
microscopes by pathologists. However, this protocol is slow and introduces unneces-
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sary damage to the patient (sometimes the difficulty of differentiating benign from
cancerous tissues with macroscopic endoscope makes indiscriminate resection neces-
sary). Thus, a non-invasive diagnostic method that avoids biopsy is desirable.
This is where endomicroscopy comes in. While being thin and often flexible, they
can provide histology-like high resolution images, which allow high-quality observa-
tion of tissue microstructure in vivo and in real time without the need to excise
and fix the tissue. It can be inserted in conjunction with clinical endoscopes and
complements macroscopic visualization during screening, thus speeds up diagnosis
and minimizes damage to the patient. Currently there are many popular and widely
adopted designs of endomicroscopy and we will review some of them in this section.
2.1.1 Fluorescence endomicroscopy techniques
First we can look at some fluorescence based endomicroscopy techniques. Fluores-
cence is one of the most important sources of contrast in biological imaging and is
the basis of most modern biomicroscopy techniques.
Wide-field fluorescence endomicroscopy
First we can take a look at standard wide-field non-scanning fluorescence endomi-
croscopy (Muldoon et al., 2007). Excitation light from an LED source is delivered
through an fiber bundle (image guide in Fig. 2·1 left) and the emitted fluorescence is
collected by the same bundle. Then the proximal end is re-imaged by a CCD camera.
This design is relatively simple and mature, and has already been widely used in
clinical applications, especially for cancer detection (Pierce et al., 2008; Zhong et al.,
2009).
However, a drawback of this design (a trade-off of the simpleness) is that it does
not provide any optical sectioning, thus the acquired images can be blurred by out-
of-focus background signal. This is a big issue because endomicroscopy works in an
en-face geometry, facing very thick tissue. Usually the staining penetrates very deep,
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thus the background fluorescence can sometimes be overwhelmingly strong. Lacking
distal optics, it does not carry any penetration ability and can only image the topmost
surface layer of the tissue. And field of view and resolution are also limited by the
size of fiber bundle and the cores.
Figure 2·1: Schematic principle of wide-field fluorescence endomi-
croscopy (left) and confocal endomicroscopy (right), reprinted from
(Muldoon et al., 2007; Gmitro and Aziz, 1993).
Confocal fluorescence endomicroscopy
Approaches that does provide optical sectioning are also proposed, such as confocal
laser endomicroscopy (CLE) (Gmitro and Aziz, 1993; Thong et al., 2007). CLE (as
shown in Fig. 2·1 right) also uses a thin and flexible imaging fiber bundle to deliver
excitation light and collect fluorescence signal form the target tissue. But it has
a 4f imaging system at the distal end. The principle is same as standard confocal
microscopy, with the individual fiber cores serving the role of the confocal pinhole
(there is still a physical pinhole in front of the detector, but it conjugates to the fiber
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core instead of the PSF). Commercial implementations of CLE (Viellerobe et al.,
2006) have been adopted for applications ranging from disease developme1nt to drug
delivery to neuroscience (Hsiung et al., 2008; Li et al., 2014; Lee et al., 2010). And
it is also implemented in this project to provide fluorescence contrast with optical
sectioning.
Light sheet endomicroscopy
Another strategy to obtain optical sectioning in fluorescence imaging is light sheet,
where the excitation is limited to the focus plane, thus avoiding the generation of
out-of-focus background. This is typically done by illuminating the sample from
the side with a sheet-like beam generated by a cylindrical lens. It is conceptually
simple and has relatively high speed compared with scanning techniques like confocal.
The endomicroscopic implementation is shown in Fig. 2·2. However, the rigidity
and physical size of this probe design is considered moderately invasive. And the
illuminating from side schema with a protruding prism may not be suitable for many
applications.
Structured illumination endomicroscopy
Structured illumination is also widely used to achieve optical sectioning in fluores-
cence imaging(Neil et al., 1997; Bozinovic et al., 2008; Santos et al., 2009). In this
technique, the object is illuminated with spatially modulated intensity, often grid
patterns. A series of exposures are acquired while laterally translating the grid and
a reconstruction algorithm identifies the modulated component of the image series,
synthesizing the optically sectioned image. The sectioning power depends on the rate
of decay of grid contrast with defocus. It’s also worth mentioning that structured
illumination also brings information of higher spatial frequency into the detection
OTF thus improves the resolution. Endomicroscopic implementations of structured
illumination have been reported in multiple papers (Bozinovic et al., 2008; Ford et al.,
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Figure 2·2: MiniSPIM endomicroscope, reprinted from (Engelbrecht
et al., 2010).
2012b). This method usually has relatively high imaging speed but need more com-
putation time for the reconstruction.
Why we need more than fluorescence
In this section we introduced many fluorescence endomicroscopy techniques. Though
with great success in general biological world, fluorescence still has some limitations
- it generally requires labeling with an exogenous contrast agent, few of which are
approved for clinical applications. To be more specific, only fluorescein and indocya-
nine green (ICG) are approved by FDA in the US and EMA in the EU(Nguyen and
Tsien, 2013).
Another limitation is that fluorescence reveals only what is labeled. While such
specificity provides distinct advantages in many applications, it also presents disad-
vantages. Often, it is desirable to place the fluorescence in the context of its unlabeled
environment. For example, when imaging fluorescent labeled cells (often nucleus and
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other organelles) in tissue, it is often desirable to complement this with information on
the surrounding unlabeled extracellular matrix, collagen and vascular distributions,
cell morphologies (sizes, shapes and density), etc., all of which can provide pathology
signatures of their own (Welge et al., 2014).
In these cases, simultaneous fluorescence and label-free structural imaging be-
comes attractive (Joo et al., 2007). Our goal of this project is to build an endomicro-
scope that provides optical sectioned images of labeled and unlabeled con-
trast. We hope that the multi-modality images can contribute additional information
to endoscopic in-vivo diagnosis (of colon cancer, for example).
2.1.2 Label-free endomicroscopy techniques
In this section some imaging techniques that can provide label-free structural contrast
are introduced.
Reflection confocal endomicroscopy
A well-known label-free technique is reflection confocal microscopy (RCM). Similar
to confocal fluorescence microscopy, a pinhole conjugated to the focal spot is used to
reject back-reflected light from anywhere except the focal spot. RCM is widely used
for dermatological diagnosis. A fiber-optic-based implementation of RCM (FCRM)
is demonstrated in (Liang et al., 2001). This design adopted a fiber bundle to deliver
the illumination light and send back reflected light. In this original implementation a
regular microscope objective is used to demonstrate the principle, but it can be easily
replaced with a micro-objective. As a side note, in our final design of this project, the
reflection confocal contrast could be easily added in to give a third source of contrast.
OCT endomicroscopy
Another candidate for the label-free imaging is optical coherence tomography (OCT)
(Adler et al., 2007; Xi et al., 2012). OCT is an interferometric technique which uses
coherence gating to provide depth-resolved reflectivity. There are many implementa-
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Figure 2·3: Demonstration of fiber confocal reflectance microscope
(FCRM), reprinted from (Liang et al., 2001).
tions of OCT (time domain, spectral domain, etc.) and it has achieved considerable
commercial success, especially in the ophthalmic market. OCT has a special advan-
tage that it provides image in planes transverse to the tissue surface and thus acquired
images are directly comparable to standard histology, while most other techniques
with a reflection (en-face) geometry can only image in a plane parallel to the tissue
surface.
However, the two techniques above both produce signal derived from light backscat-
tered directly from the focal plane. That is, they intrinsically reveal only sharply vary-
ing structure in the axial direction, such as layered structure of retina or the surface
of skin, and cannot reveal more slowly varying structure (i.e. structures containing
spatial frequencies too low to cause light to reverse its direction). Unfortunately, bi-
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ological tissue is comprised mostly of such slowly varying structure since it is mostly
forward scattering (Tuchin, 2011). In addition, RCM and OCT both suffer from
speckle noise, which can compromise the information content of the acquired images.
Phase contrast endomicroscopy
Another candidate for label-free structural imaging is phase-contrast imaging, which is
widely used in biomedical applications because it can provide images of unlabeled and
almost transparent samples. However, most phase-contrast techniques are based on
trans-illumination geometries that can hardly be adopted for endomicroscopy. These
include most techniques we introduced in Chapter 1, including Normarski differential
interference contrast (DIC)(Nomarski, 1955), Zernike phase contrast (Zernike, 1942),
oblique illumination/detection (Yi et al., 2006; Mehta and Sheppard, 2009; Ou et al.,
2013; Parthasarathy et al., 2012) or holographic techniques (Mann et al., 2005). One
exception is phase-contrast OCT (Rylander et al., 2004), which operates in an en-face
geometry, but again is limited to imaging only sharply varying structures.
Figure 2·4: OBM endomicroscopy. Left: schematic of the setup with
LED illumination and wide-field camera. Right: exemplary phase-
contrast images of intestinal epithelium (b, d, f), epithelium in the
distal colon and small intestine (h). Reprinted from (Ford et al., 2012a).
To address the above limitations we introduced oblique back-illumination mi-
croscopy (OBM), which produces trans-illumination-based phase-gradient contrast in
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an en-face geometry, meaning it can be used with arbitrarily thick samples (Ford and
Mertz, 2013). Specifically, we showed that OBM can be configured in an endomi-
croscopy configuration with a flexible fiber bundle (see Fig. 2·4) (Ford et al., 2012a),
where it produces speckle-free images of slowly varying tissue structures that would
be impossible to observe with reflection-based contrast. However, the distal probe
optics we used in this previous configuration consisted of a 2.6mm micro-objective
flanked by two large-core (1mm) illumination fibers held together by a clasp, result-
ing in a probe size greater than 5 mm. Such a probe is too large, for instance, to be
threaded through the 3mm utility port of a standard gastroenterological endoscope.
It also precludes many potential research applications, such as in-vivo murine colon
imaging (Hariri et al., 2006). We note that large-core fibers were required here to
deliver sufficient LED illumination power to the sample. Laser illumination could
potentially have been delivered through much smaller core fibers, but this was found
to produce unacceptable speckle noise. In brief, an alternative method to OBM is
required to miniaturize our probe further.
In the next section we introduce an endomicroscope device based on a variant of
OBM called scanning oblique back-scattering microscopy (sOBM) (Mertz et al., 2014).
In this new design, we dispense with the flanking illumination fibers, meaning our
probe diameter is reduced to 2.6mm. Moreover, we complement the sOBM contrast
of our endomicroscope with simultaneous fluorescence contrast, yielding a versatile
dual-modality instrument of suitable geometry for clinical applications.
2.2 More on sOBM
sOBM, as its name suggests, is a scanning analogue to widefield OBM (see last chap-
ter for its information), which, according to the principle of Helmholtz reciprocity,
provides rigorously identical imaging (Mertz et al., 2014). In its original implemen-
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tation (strict reciprocal of OBM), focused laser light was delivered into the sample
through an objective and backscattered signal was detected via two flanking large-
core optical fibers. In our new implementation the flanking fibers are dispensed with,
and the backscattered signal is detected through the micro-objective itself, by pro-
jecting an image of the focal plane onto a quadrant detector. A schematic of the new
design of sOBM (without the fiber bundle) is illustrated in Fig. 2·5. The purpose
of the quadrant detector is to measure imbalances in the backscattered laser power
relative to the focus axis, in either of the lateral x or y directions, or both. These
imbalances are signatures of index-of-refraction gradients (phase-gradient contrast)
within the sample that tilt the focused laser beam one way or the other depending
on the direction of the gradient. We want to note that, this improved design not only
helps us further decrease the size of the probe, but also eases the imaging processing,
which we will discuss later.
We want to note that sOBM has intrinsic optical sectioning. Since gradients at
the focal point tilt the entire laser beam, whereas gradients increasingly upstream or
downstream from the focal point tilt only diminishing fractions of the laser beam. As
such, sOBM dominantly reveals only in-focus gradients. Said differently, objects must
be in focus to produce measurable gradients – otherwise the objects appear blurred
and gradients become washed out. More quantitative derivation of this property can
be found in (Giese et al., 2014).
The sOBM schematic in Fig. 2·5 is similar in concept to variants used in scanning
light ophthalmoscopy, for example with an offset confocal pinhole (Chui et al., 2013)
or with a split detector (Scoles et al., 2014; Cunefare et al., 2016). It is also akin to
scanning DPC with oblique detection (Hamilton and Sheppard, 1984; Kawata et al.,
1996; Amos et al., 2003), see Fig.1·4. It’s worth noticing that while the split detector
is located in an object plane in sOBM, it is located in a pupil/Fourier plane in DPC.
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Figure 2·5: Principle of sOBM based on differential split detection.
In-focus phase gradients at the laser focus deflect the laser beam and
lead to an asymmetric distribution of the backscattered light with re-
spect to the focus axis. This imbalance is detected by a differential
split detector. To obtain an image, the sample must be scanned, or the
laser light must be scanned and de-scanned (see setup).
Thus DPC is directly measuring the phase gradient with the shifted transmitted light
while sOBM is indirectly measuring the shifting of the backscattered light.
Another interesting side note - it was emphasized earlier that OBM and sOBM
should produce rigorously identical images owing to the principle of Helmholtz reci-
procity. But it was also noted that OBM, when operated with laser illumination
(as opposed to LED illumination), produced unacceptable speckle noise. Later we
will show that this speckle noise was mostly absent from our sOBM images, even
though our sOBM was operated with laser illumination. Why was that? This ap-
parent discrepancy is resolved by noting that our OBM and sOBM configurations
were, in fact, not exact reciprocal analogues. Ideal laser illumination corresponds
to single spatial-mode illumination. An exact reciprocal analogue sOBM would then
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have required single mode detection. But in our case, sOBM detection was performed
with a large-area quadrant detector, meaning our detection was highly multimode.
Had we replaced our large-area quadrant detector with four offset small pinholes, we
would have indeed observed significant speckle noise, but as it happened this speckle
noise was spatially averaged by our large-area detector so as to become effectively
negligible.
2.3 Methods
2.3.1 Experimental setup
Our dual modality endomicroscope is detailed in Fig. 5·2. The laser beam (Omicron
PhoxX 488nm) is directed through a polarized beam splitter and scanned by a pair
of galvanometric mirrors (Cambridge Technology). Then it is expanded by lenses
L1 and L2 to fill the back aperture of the objective (Olympus UMPlanFL W 10×,
NA=0.3). The beam is then focused into the proximal end of a flexible imaging fiber
bundle, whereupon it is transmitted by individual fiber cores. We used two type of
fiber bundle probes and the characteristics of both are shown in Table 2.1. Both the
fiber bundle and the micro-objective serve to relay the laser light into the sample,
producing a scanning focal spot of size roughly given by the core diameter divided by
the micro-objective magnification.
Two signals can be produced by this laser focus. The first is fluorescence, which
is epi-collected by the micro-objective and relayed by the fiber bundle back into the
microscope, whereupon it is de-scanned and relayed again into a pinhole (National
Aperture, 50µm), and detected through an emission filter by a photomultiplier tube
(Hamamatsu HC125-02). The net magnification from the microscope objective focal
plane to the pinhole is about 28×, meaning that the image of a single fiber core
at the pinhole plane is about 53µm, or slightly larger than the pinhole diameter.
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Figure 2·6: Schematic of our dual modality endomicroscope. PBS,
polarized beam splitter; GM, galvanometric mirrors; OBJ, microscope
objective; FB, fiber bundle; µOBJ, micro-objective; RP, reflective pin-
hole; EF, emission filter; PMT, photomultiplier tube; LP, linear polar-
izer; ND, neutral density filter; QD, quadrant detector.
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Table 2.1: Characteristics of Mauna Kea Technologies flexible fiber
bundle probes.
Probe Type GastroFlex Type Z GastroFlex UHD
Fiber bundle Fujikura FIGH-30-650S Fujikura FIGH-30-650S
Number of cores 30,000 30,000
Core diameter 1.9µm 1.9µm
Core separation 3.0µm 3.0µm
Core NA 0.3 0.3
Micro-objective NA 0.3 0.8
Micro-objective mag. 1× 2.5×
Working distance 70− 130µm 70− 130µm
FOV 600µm 240µm
Core interval 3.0µm 1.2µm
Probe tip diameter 2.5mm 2.6mm
Probe tip length 15.0µm 14.0µm
Probe length 3.0m 3.0m
The fluorescence is thus obtained in the same manner as a conventional scanning
confocal microscope, similar to (Viellerobe et al., 2006). As we noted before, the
light going through the reflection pinhole actually consists of both the fluorescence
and reflection component. Our setup can be easily modified to incorporate refleciton
confocal contrast as the third modality by replacing the emission filter to an adequate
dichroic and adding another PMT.
The second signal comes from the laser beam itself, or more precisely the portion of
the beam that traverses the focal plane and is redirected toward the sample surface
by multiple scattering, in a confined enough region about the focus axis that it is
collected by the micro-objective. This light is de-scanned and re-imaged onto the
pinhole plane in the same manner as fluorescence, but, unlike fluorescence, here we
are interested in detecting only multiply backscattered light and not ballistic light
(i.e. not singly backscattered light originating directly from the focal point). In fact,
the pinhole is reflective. The image of the multiply backscattered light is relayed
yet again onto a quadrant detector (SensL, MicroFC-60035-SMT 2×2, quadrant size:
6mm), where differences between the left/right or top/bottom quadrants yield sOBM
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signals corresponding to sample-induced phase gradients in the x or y directions.
For record purposes, we also tested with a Thorlabs quadrant detector (PDQ80A).
SensL is chosen since it has much higher responsivity below 500nm while Thorlabs
detector works much better in NIR range. The net magnification from the microscope
objective focal plane to the quadrant detector is 13×, meaning that the image of the
proximal face of fiber bundle at the quadrant detector is about 8 mm in diameter. We
note that the backscattered blue light at the quadrant detector is way stronger than
the generated fluoresce and an additional neutral density filter (OD=0.7) is inserted
before the quadrant detector to ensure it remains within its dynamic range.
2.3.2 Noise and correction
In this experiment we have some practical issues to consider. In particular, spurious
background light can be detected by the quadrant detector that can undermine the
sOBM signal. This does not come from singly back-reflected light from the laser
focus (i.e. what would normally be considered FCRM signal), because such light
either goes through the pinhole or gets relayed to the 1mm gap between the SensL
detector quadrants, and thus does not contribute to the sOBM image. By far, the
most significant background comes instead from specular back-reflections originating
from various optical interfaces in the illumination beam path. The most deleterious
of these are back-reflections originating from the fiber probe, such as the interfaces
at the proximal and distal ends of the fiber bundle (the former can be reduced by
using an immersion objective), and interfaces within the probe micro-objective itself.
For record purposes, I tested with a fiber bundle without distal micro-objective -
similar to the bundle used in a wide-field fluorescence endomicroscopy introduced
earlier. It also worked to give a phase-contrast image with a lens tissue sample, and
the back-reflection is greatly reduced.
To reduce these back-reflections as much as possible, we make use of two cross-
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polarizers (PBS and LP in Fig. 5·2). However this leads to only incomplete back-
ground rejection because the polarization of distal back-reflections becomes mostly
scrambled through the fiber bundle. Additional rejection must be performed numer-
ically by first acquiring a background image (no sample) and then systematically
subtracting this background from subsequent sOBM images. A similar background
subtraction is also performed with fluorescence images to reduce spurious autofluo-
rescence produced by the fiber-bundle.
2.3.3 Image Processing
Finally, there is the problem of the patterned appearance of the images caused by the
quasi-periodic distribution of the fiber cores. A straightforward method is to apply
Gaussian low-pass filter to blur out the grid(Go¨bel et al., 2004). However, to achieve
satisfactory core removal, the cut-off frequency will be relatively low that results in
resolution and contrast degradation. This problem becomes more severe when the
active core area are smaller. Another widely used technique is spatial frequency
filtering, where the component of periodic core pattern can be selectively removed
in spatial frequency domain (Dickens et al., 1999). This method works well with
strict periodic grid pattern, like in the case of glass fiber bundle imaging with perfect
hexagonal cores. However, in our case, the core pattern is not perfectly periodic thus
the corresponding component in frequency domain is an elliptical band with varying
wideness, which makes it difficult to be removed precisely.
To alleviate this, we applied an iterative segmentation-interpolation algorithm
that basically fills in the gaps between the fiber cores. The original version of this
algorithm can be found in (Ford et al., 2012b). The idea is to reserve core local
maximum (the peak value of each core) and interpolate with highly local low-pass
filtering. This method is very fast, retains the original intensity and suffers from
minimal loss of resolution and contrast. This algorithm has the advantages that
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it is fast (typically 2-3 iterations suffice to produce adequate results) and does not
sacrifice spatial resolution or sample contrast, as opposed to, for example, Gaussian
or median filtering. And the performance does not drop with the relative size of
active core area. We note that the original algorithm was designed for positive-only
images, whereas here sOBM produces both positive and negative values. We thus
modified the original algorithm to apply segmentation-interpolation to the positive
and negative components of the sOBM images separately, as described below.
Algorithm 1 Calculate Idecore from Iraw
Ipos = Iraw(Iraw > 0)
Ineg = Iraw(Iraw < 0)
while sum(abs(∆Ipos)) > threshold do
Ilp = LP (Ipos, α)
Idif = Ipos − Ilp
Idif = Idif (Idif > 0)
Ipos = Ilp + Idif
end while
while sum(abs(∆Ineg)) > threshold do
Ilp = LP (Ineg, α)
Idif = Ineg − Ilp
Idif = Idif (Idif < 0)
Ineg = Ilp + Idif
end while
Idecore = Ipos + Ineg
Note: α is usually set to be slightly larger than the size of a core (number of pixels)
in the image. And threshold can be set to 1% of sum(abs(Iraw))
As we mentioned previously, the improved design of the probe (replacing the two
flanking fibers with a quadrant detector) also eases the imaging processing. The
original OBM and sOBM with fibers to detect/deliver light always present a ”global
tilt” in the raw images (one side is brighter than the other), as a consequence of the
non-uniform illumination/detection. Thus a ”flattening” step (normalizing each raw
image by its Gaussian low-pass filtered version) is required to correct that tilt. In our
new design, the quadrant detector detects the de-scanned signal, thus the detected
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area is essentially following the illumination beam. This helps get rid of the global
tilt effect.
2.4 Results
2.4.1 Fluorescent beads in tissue phantom
To begin, we illustrate the benefits of our segmentation-interpolation algorithm de-
scribed above with a known object in a well-controlled scattering environment. We
first prepared a tissue-mimicking scattering phantom by heating a 30-ml solution
of 2% (w/v) agarose (Sigma A5093-100G) and 5% 2µm diameter polystyrene beads
(Polysciences 19814-15) in water to 75 degrees on a hot plate and then pouring the
mixture into a 60 mm × 15 mm cell culture dish (Corning 430166). Then we left it
to cool. Before it totally cool to room temperature, a few drops of 20 µm fluorescent
beads suspension (Phosphorex 2106Q) were dropped on the top surface. The optical
properties of the bulk medium are ls = 74µm, ls
∗ = 1mm and g = 0.93, according to
Mie theory. The indices of refraction of hydrated agarose gel and beads are 1.35 and
1.59, respectively. Imaging was performed through water.
Fig. 5·3 shows endomicroscope images of this sample. Fig. 5·3(a) and (b) are si-
multaneously acquired fluorescence and phase-gradient images after background sub-
traction. The residual pattern of the fiber bundle cores is readily apparent in Fig.
5·3(a) (it is less apparent in Fig. 5·3(b) because of background subtraction). This
residual pattern is largely removed in Figs. 5·3(c,d) by our segmentation-interpolation
algorithm, without significant loss in resolution or contrast. We note that the phase-
gradient image reveals some unevenness of the phantom surface.
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Figure 2·7: Simultaneous fluorescence (left) and sOBM (right) images
of 20µm beads in a scattering phantom, acquired with a 2.5× micro-
objective. Top and bottom panels correspond to images before and
after the application of segmentation-interpolation to remove pattern-
ing artifacts due to the fiber bundle cores (scale bar 24µm).
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2.4.2 Colon samples
The endomicroscope probe is designed for gastrointestinal imaging. Tissue imaging
experiments were performed with freshly excised mouse colon samples.
The colons were immediately excised after sacrificing the mouse and washed with
0.9% saline solution. They they were slit longitudinally and unrolled to expose the
epithelial lumen. To ensure that the scattering medium to be imaged by sOBM was
thick enough to re-direct laser illumination back toward the tissue surface by multiple
scattering (i.e. thicker than the transport mean free path), the colon tissue was
pinned onto a thick scattering non-fluorescent tissue phantom. To obtain fluorescence
contrast, the tissue was wet with a 10−4 mol/L solution of acridine orange (Invitrogen)
for 20 minutes prior to imaging.
Imaging was performed with two different fiber probes, equipped with 1× and
2.5× micro-objectives, leading to spatial resolutions of roughly 3.3µm and 1.3µm
respectively, defined by the fiber cores. The results are shown in Fig. 2·8, along with
overlays of the two contrasts. Our frame rate was 2 frames/s, limited by the speed of
our galvanometric scanners. The laser power incident on the tissue was less than 0.3
mW.
Clearly apparent in the images are cell nuclei revealed by fluorescence and the
brush border of the lamina propria mucosal layer revealed by sOBM. The latter pro-
vides morphological information that can potentially reveal tissue abnormalities not
accessible by fluorescence. We emphasize again that the fluorescence and phase-
gradient contrasts, while representing complementary sample information, are auto-
matically co-registered here because they arise from the same laser focus.
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Figure 2·8: Top row from left to right: fluorescence, phase-gradient
and combined images of mouse colon tissue labeled with acridine or-
ange, acquired with 2.5× micro-objective (scale bar 24µm). Bottom
row from left to right, fluorescence, phase-gradient and combined im-
ages of the same sample acquired with 1× micro-objective (scale bar
60µm).
2.4.3 Colon samples without the probe
To evaluate the degradation of our images caused by the use of the fiber probe (i.e. the
micro-objective and fiber-bundle relay), we removed the probe and obtained images
of the same tissue through the microscope objective alone (Olympus UPlanFL N
10×, NA=0.3). The results are shown in Fig. 2·9. These images have the same FoV
and can be directly compared with endomicroscope images obtained through the 1×
fiber probe. Despite the degradation in resolution and SNR (see discussion) caused
by the fiber probe, we can see that these images appear similar and reveal the same
structures.
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Figure 2·9: From left to right: fluorescence, phase-gradient and com-
bined images of labeled mouse colon tissue acquired directly through
the microscope objective with no fiber probe (scale bar 60µm). These
span the same FoV as the bottom row images in Fig. 2·8 and can be
used to evaluate the degradation caused by the fiber probe.
2.5 Summary
2.5.1 Novelties and drawbacks of current setup
In summary, we have demonstrated, for the first time to our knowledge, a dual-
modality endomicroscope that produces simultaneous, co-registered fluorescence (CLE)
and phase-gradient (sOBM) contrast. While successful, we note that our technique
is not without drawbacks.
The most egregious problem we faced came from the spurious back-reflected laser
light originating from optical interfaces within our device, particularly the interfaces
within the distal end of of the fiber probe. While we did our best to reject this
background optically and reduce it numerically, we were only moderately successful.
For example, while background subtraction is indeed effective at reducing, or even
eliminating, average background, it cannot reduce the shot noise associated with
this background which can compromise SNR (we note that our reference background
image acquired with no sample was temporally averaged to avoid introducing even
more noise from the background image itself). However, it should be mentioned
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that the fiber probes used for our demonstrations were not designed with sOBM
in mind. Perhaps future designs could incorporate improved anti-reflection coatings
to minimize back-reflections at the laser wavelength, or, better yet, an integrated
polarizer/quarter-wave-plate isolator.
Another difficulty we faced was that of limited depth penetration, which was re-
stricted in our case by the 60µm working distance of our fiber probes. But even if
this working distance had been extended, we would have been faced with the inher-
ent limitation of sOBM that it cannot penetrate deeper than the scattering length
of the laser illumination (same depth limitation as for standard DIC). For mouse
colon tissue illuminated by 488nm light, we estimated this to be somewhere on the
order of the probe working distance in any case. We also anticipate a few challenges
when performing actual clinical imaging, such as probe stability and en-face place-
ment, though these challenges are not new and seem to have been largely resolved in
commercial instrumentation for gastro-enterological imaging.
2.5.2 Future work and potential applications
There are some potential future work for this project.
As we mentioned, noises arising from distal end back reflection causes major degra-
dation of our image quality, although alleviated through the use of polarization rejec-
tion and background subtraction. We can further alleviate the back reflection problem
by replacing the micro-objective with a GRIN lens, which contains no internal optical
interfaces. Or, we can even directly image with a lens-less fiber bundle. This may be
giving up the optical sectioning but is very simple and seems to work in my initial
tests (it still provides phase contrast with a lens tissue sample).
Then we can easily add in more contrast modalities. Reflection confocal contrast
can be added in with an additional dichroic and detector after the pinhole. As we
mentioned, reflection, though with its own drawbacks, does provide more structural
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information (especially with samples that contain layered structures with strong back
scattering). And absorption based amplitude contrast, which is sum of left and right
channel, can be added in without any hardware modification to the original setup.
Amplitude contrast is very useful for visualizing RBCs and blood vessels.
The goal of this endomicroscope is to lay some groundwork for a potential fu-
ture clinical device. As we described earlier, complementary labeled and unlabeled
contrast can provide additional information for cancer diagnosis. Morphologically, a
cancerous cell is often characterized by a large nucleus and having an irregular size
and shape. While the nucleus can often be visualized clearly by a fluorescence only
endomicroscope, the size and shape of a cell is less visible on the labeled contrast
image. We hope that in-vivo cancer diagnosis can be made easier by utilizing our
additional lable-free contrast.
A second potential application is for in-vivo murine colon imaging (Hariri et al.,
2006). Murine animal models are widely used in biomedical and clinical research.
Colon cancer mice models(Bresalier et al., 1987) are developed and used for charac-
terization and treatment studies. Our miniaturized probe is physically small enough
for in-vivo monitoring cancer development and treatment process in these models.
Replacing the micro-objective with GRIN lens can even decrease the probe size.
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Chapter 3
Fast hyperspectral phase and amplitude
imaging
This chapter is drawn substantially from the author’s previous publication (Ba et al.,
2018b). C.B. and J.M. conceived of the idea. C.B. built the setup. J.T prepared
the mouse colon samples. C.B. prepared the chick embryo samples. C.B and J.T.
performed the experiments. C.B. processed the data. C.B. and J.M. discussed the
results and contributed to the final manuscript.
3.1 Introduction
3.1.1 Motivation: Kramers-Kronig relation
As we described in last chapter, sOBM is a powerful tool for acquiring phase and
amplitude contrast images with thick scattering samples. In this chapter we will
describe an sOBM-based hyperspectral imaging technique. Before we get into the
details of the experiment, we want to explain why we were interested in acquiring
phase contrast images under different wavelengths.
Materials generally have dispersion, which means speed of light is a function of
wavelengths. And materials often also have absorption, which means amplitude of
light exponentially decreases when traveling in given material. These two effects
can be modeled with a complex refractive index, where the real part represents the
dispersion and the imaginary part represents the absorption, often written as N(ω) =
n(ω) + i · κ(ω). This can be seen more clearly if a plane wave travels a distance of x
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and becomes
E = E0e
i(N(ω)ω
c
x−ωt) = E0ei(n(ω)
ω
c
x−ωt)e−κ(ω)
ω
c
x.
The n(ω) links to a frequency dependent phase shift and the κ(ω) links to a expo-
nential attenuation of the amplitude.
In 1920s, H. A. Kramers and R. de L. Kronig published this important analytical
relation between the real and imaginary part of the refractive index, later known as
Kramers-Kronig, or KK relation. It also applies to other physical systems with causal
responses. The full mathematical derivation of KK relation can be found in many
textbooks. Here I want to provide some basic logic of KK relation and relate that to
the motivation of our project.
Assume we have a short light pulse (temporal domain) passing through a material
with certain thickness. According to Fourier transform theory, the width of light
spectrum is relatively wide. Assume that material has a strong absorption peak
within the range of the light spectrum and the peak is an ideal delta function, which
means that a specific wavelength component gets removed when the light pulse travels
through. Removing that one specific frequency is equivalent to subtracting a pure
sinusoidal wave from the original signal in the time domain. If we do that subtraction
without much thoughts, we find that the output becomes temporally infinite on both
sides, which is acausal and against physical reality. To preserve the causality in this
case, the other wavelength components in the output pulse must get phase shifted
(their amplitudes are not changed) in such a way that they still add up to produce a
causal pulse after the absorption event. These phase shifts are not random and must
obey certain rules to achieve that effect. Earlier we described that the phase shifts
happen due to the real part of the complex refractive index (n(ω)) and the absorption
profile is represented by the imaginary part (κ(ω)). Thus given any materials, the
causality requires the n(ω) and κ(ω) to be linked in a determined manner. Or speak
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it differently, when either of the real and imaginary part is known, the other part can
be calculated.
KK relation states that
n(ω) = 1 +
c
pi
∞∫
0
α(ω′)
ω′2 − ω2dω
′
, where α(ω) = 2κ(ω)ω
c
is the attenuation, or absorption spectrum. Then something
interesting appears with this relation. Assume we have a more natural absorption
peak with certain width centered at ω0 (see Fig. 3·1). By doing the integral at each
ω, the corresponding n(ω) will show a sharp change around the absorption peak.
Figure 3·1: A simulated plot to show the KK relation when the ma-
terial has a relatively strong and sharp absorption peak.
Many biological materials have different absorption profiles and do have strong
absorption peaks at certain wavelengths. Some examples are shown in Fig. 3·2.
According to Fig. 3·1, these strong absorption peaks must go hand in hand with
sharp varying nω within the neighboring wavelength window. We note that with our
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phase contrast imaging technique, we may be able to visualize these changes in nω.
Figure 3·2: Absorption spectrum of some biological materials.
Reprinted from (Ma˚rtensson Jo¨nsson, 2015).
Another important question here is: since we have the KK relation, why not
simply do absorption measurements? One possible answer is that in an epi-detection
configuration, absorption measurements appear as small negative signals in a bright
background, and are thus likely to be low SBR and SNR (see amplitude images in
(Ford et al., 2012a) for example). We hope that phase contrast would give us better
images in the relevant wavelength ranges. And though the phase contrast is closely
linked to absorption, the relation between them is far from linear and the images are
visually very different. In the hyperspectral imaging community, people have studied
absorption, reflection or fluorescence spectrums, but very few study phase contrast.
We hope that hyperspectral phase contrast can reveal some new information for some
types of samples.
3.1.2 Review of HSI techniques
Hyperspectral imaging (HSI) combines traditional imaging with spectroscopy to pro-
vide simultaneous spatio-spectral information in the form of a 3D (x,y,λ) image
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cube(Hagen and Kudenov, 2013; Gao and Smith, 2015). The contrast of HSI can
originate from absorption, reflection and fluorescence. HSI generally covers a con-
tiguous portion of the light spectrum with more spectral bands and higher spectral
resolution than multispectral imaging (such as RGB cameras). HSI has been widely
used in astronomy(Jacquinot, 1954), food analysis(ElMasry et al., 2012), and other
domains(Lelieveld et al., 2015; Norris et al., 2016).
HSI has also been quickly gaining interest in biomedical optics. For example, HSI
provides diagnostic information about the tissue physiology, morphology, and compo-
sition. However, the highly scattering nature of biological tissue poses a challenge for
conventional spectral acquisition methods. In this section, we will start by introduc-
ing some conventional hyperspectral imaging techniques and discuss why they may
or may not be suitable for imaging biological samples.
Depending on the image cube acquisition mode, HSI is generally based on one of
four distinct strategies (Fig. 3·3).
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Figure 3·3: Four basic HSI strategies. Reprinted from (Gao and
Smith, 2015)
Point-scanning spectrometry
This strategy employs a conventional prism based spectrometer to measure spectral
information (λ) at a spatial location (x, y), followed by scanning across all locations
to fill out the image cube. The most common technique using this strategy is hy-
perspectral confocal microscopy (HSCM)(Sinclair et al., 2006) (see Fig. 3·4). The
microscope is based on a standard laser scanning confocal microscope. However, the
detector behind the pinhole is replaced with a spectrometer where the photons are
dispersed by a prism and imaged by a linear detector array. HSCM has already been
commercialized and widely used in live cell imaging(Vermaas et al., 2008).
The major advantage of HSCM is its intrinsic optical sectioning, reducing the
crosstalk between adjacent voxels. However, the diffuse fluorescence light from tissue
cannot be efficiently focused into slit-based spectrometers(Sinclair et al., 2006; Lerner,
2006), causing signal collection efficiency to be low. This poses a typical trade-off
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between SNR and resolution. To be more specific, longer acquisition time or less
spectral channels can help increase the SNR, while sacrifices the temporal or spectral
resolution respectively.
Figure 3·4: Schematic of the hyperspectral confocal microscopy.
Reprinted from (Sinclair et al., 2006)
Pushbroom spectrometry
The second strategy, often referred to as pushbroom spectrometry, collects one (x, λ)
slice of the image cube each time, thus only one spatial (y) dimension needs to be
scanned. A representative modality is shown in Fig.3·5. A tissue sample illuminated
by the light source is projected through a front lens into an entrance slit, which only
passes light from a narrow line. After collimation, a dispersive element splits the light
into a series of narrow spectral bands that are then focused onto a detector array.
Slit width controls the amount of light entering the spectrograph. Thus, each line
(1D) of the targeted area on a tissue sample is projected as a image (2D) onto the
detector, with one spatial dimension and one spectral dimension. By scanning over
the tissue specimen or moving the camera across the tissue sample in a pushbroom or
line-scanning fashion, an HSI camera collects 2D images for adjacent lines, creating
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Figure 3·5: Schematic of a pushbroom hyperspectral imaging system.
The reflection/fluorescence is collected through an entrance slit, dis-
persed by a prism and imaged onto a 2D detector array. Reprinted
from (Lu and Fei, 2014)
a 3D hyperspectral image cube.
Compared to HSCM, hyperspectral line-scanning microscopy scans only along one
spatial dimension and uses more pixels thus can achieve higher throughput and faster
acquisition speed. However, since it is still using slit and prism based spectrometer,
the issue of low photon efficiency remains.
Wavelength-scanning spectrometry
The third strategy is referred to as wavelength-scanning spectrometry. In this strat-
egy, a set of 2D spatial images (x, y) are sequentially acquired with a set of bandpass
filters, which scan across all wavelengths (λ)(Gat, 2000). Wavelength scanning is
usually achieved with an adjustable filter (such as a filter wheel) or an electrically
tunable filter, such as a mechanically tuned Fabry–Perot etalon, a liquid-crystal tun-
able filter (LCTF), or an acousto-optic tunable filter (AOTF). Switching times of the
various approaches range from 1 s for the filter wheel, to 100 ms for the LCTF and
mechanically tuned Fabry–Perot, and to 10 to 50µs for the AOTF.
There are two types of tunable-filter-based HSI devices depending on the location
of the filters: illumination-side, where the tunable filters are mounted in front of a light
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source(Favreau et al., 2014), and detection-side, where tunable filters are in front of a
detector(Akbari et al., 2012). In most cases, the illumination-side filtering techniques
are advantageous over the detection-side counterparts, since the illumination-side
filtering presents less dose of illumination on the sample to achieve a given SNR.
Compared to HSCM, wavelength-scanning spectrometry has faster acquisition
speed, but lacks in optical sectioning. A practical advantage is that, this method
can provide live images before completing the acquisition of the full image cube,
which is helpful for aiming and focusing. Unless highly sophisticated switching mech-
anism is designed(Snively et al., 1999; Gebhart et al., 2007), mechanical switching
of the filters is quite slow. It also has this drawback of limited selections of spectral
resolution and range (by available bandpass filters). Finally, the tunable bandpass
filter also discards photons out of the passband, and require quasi-collimated light,
thus the photon efficiency is still not high.
Snapshot imaging spectrometry
The fourth strategy, referred to as snapshot imaging spectrometry, acquires the en-
tire 3D image cube in a single exposure, leading to a dramatic improvement in light
throughput compared to scanning-based systems. Within this category, a represen-
tative technology is image mapping spectrometry (IMS)(Gao et al., 2010), where the
spectral layers of the image cube are mapped to different zones on a large format
CCD camera with a customized mapping mirror (termed image mapper) and a prism
(see Fig. 3·6). The advantage of IMS is speed. And since the data in IMS is obtained
directly, it requires little image processing and reconstruction. However, even with
the large number of pixels, the throughput is usually still not enough to achieve high
spatial and spectral resolution.
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Figure 3·6: Schematic of the image mapping spectrometry. Differ-
ent spectral components of the original image are mapped to different
regions of the large format CCD camera. Reprinted from (Gao et al.,
2010)
3.1.3 HSI based on Fourier transform spectroscopy
Most strategies we introduced in last section acquire spectrum by mapping spectral
domain onto spatial domain. Fourier Transform Spectroscopy (FTS) is, on the other
hand, mapping spectral domain onto temporal domain. FTS is typically based on a
two-beam interferometer, most originally designed by Michelson in 1891. Although
many other interferometers have been developed to suit more specific applications,
the general theory behind them is similar, and we adopt a conventional Michelson
interferometer in this project as well. The principles behind it and implementation
details can be found in many optics textbooks(Griffiths and De Haseth, 2007), thus
not detailed here.
Combining imaging with FTS to achieve HSI is not a new idea. Such technique is
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Figure 3·7: Schematic of an imaging Fourier transform spectrometer.
A series of images are acquired with different locations of the moving
mirror. The interferogram of each spatial location is Fourier trans-
formed to get the corresponding spectrum. Reprinted from (Bennett
et al., 1993).
often called Fourier transform infrared (FTIR) imaging or imaging Fourier transform
spectrometer (IFTS)(Bennett et al., 1993; Rafert et al., 1995; Horton, 1996) (see
Fig.3·7). In FTIR imaging, a standard Michelson interferometer based FTS is used
to acquire spectrum of each spatial pixel sequentially, in the aforementioned point-
scanning way. IFTS uses a camera to collect a series of images as a function of
interferometer optical path difference, and the spectral images are then transformed
to frequency domain as the final image cube by fast Fourier transform. The operation
is closer to the wavelength-scanning method, but scanning in a different domain.
However, the interferometers in both methods are mostly on the detection side of the
sample (see more examples in (Li and Chan, 2010; Jin et al., 2017)), often requiring
specialized interferometers to increase collection efficiency (Choi et al., 2014; Harvey
and Fletcher-Holmes, 2004).
A better strategy, when dealing with scattering tissue, is to perform spectral dis-
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crimination on the illumination side of the sample rather than the detection side. A
particularly fast solution involves frequency multiplexing (e.g. (Liao et al., 2015)),
wherein different wavelengths in a broadband illumination beam are tagged with dif-
ferent modulation frequencies. A single, large-area photodiode can then be used to
efficiently collect the scattered signal, and the spectral information can be retrieved
by temporal Fourier transformation. In our design, the spectrometer is on the illumi-
nation side of the sample, greatly facilitating alignment and enhancing throughput.
Moreover, multiplexing provides the so-called “Fellgett advantage”(Fellgett, 1949),
which is beneficial in the long wavelength range where detectors are noisy.
In this project, we combined illumination-side FTS with scanning oblique back-
illumination microscopy (OBM)(Ford et al., 2012a). OBM is a technique that pro-
vides simultaneous, optically-sectioned phase and amplitude contrast in arbitrarily
thick scattering samples, and can be implemented as an add-on with any scanning
microscope(Mertz et al., 2014; Ba et al., 2016). We note that, although HSI has been
successfully used to extract spectral information arising from absorption (Lewis et al.,
1995; Lee et al., 2012), reflection(Li and Chan, 2010), fluorescence emission(Sinclair
et al., 2006; Radosevich et al., 2008) and Raman scattering(Zhang et al., 2012; Gar-
bacik et al., 2012) in various modalities, it has, to our knowledge, not been demon-
strated with phase imaging techniques.
3.2 Methods
3.2.1 Experimental Setup
Our setup is shown in Fig. 3·8. A supercontinuum laser (Fianium WL-SC-400-4)
provides broadband illumination ( 400nm to 2400nm; power at the sample less than
200mW), which is directed to a scanning Michelson interferometer where a mov-
ing mirror is mounted on a piezoelectric translation stage (nPoint nPX300). The
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modulated illumination is then sent to a homebuilt scanning microscope compris-
ing a resonant x-y galvanometer (Cambridge Technology, CRS 12kHz and 6215H).
Following the principle of sOBM, the back-scattered illumination is detected off-axis
through two 1.5mm-core fibers (Thorlabs FP1500ERT) onto which mini-prisms (Ed-
mund Optics #32-526) are optically cemented. The left/right signals are detected
with photodiodes (PD1 and PD2) and digitized (National Instruments 5734), leading
to a frame rate at 256× 256 pixels of 92 fps in bidirectional mode.
We note that the wide spectrum of the laser is beyond the range of most commer-
cial detectors. So we used two types of detectors - Si detectors (Thorlabs PDA36A)
or InGaS detectors (Thorlabs, PDA20CS) depending on the wavelength range.
To correct for the intensity fluctuations arising from the laser itself, a third pho-
todiode (PD3) records the laser power for reference. Also, to validate our FTS tech-
nique, we introduced an auxiliary illumination path through a bank of 17 bandpass
filters (Edmund Optics, Hard Coated OD 4 Series, center wavelengths 600nm to
1000nm with step size and bandwidth both 25nm), mounted on 3 motorized filter
wheels (Thorlabs, FW102C/FW212C) programmed with an Arduino micro-controller
(see Fig. 3·9). Switching between interferometer and programmable-filter paths is
effected with a pair of flip mirrors.
When the bandpass filter (BF) pathway (see Fig 3·9) is selected, a set of 2 × 17
hyperspectral images is acquired within 20s, with spectral resolution 25nm limited by
the bandpass filters. When the FTS pathway is selected, we linearly scan the moving
mirror at 10µm/s and continuously acquire images for 10s, obtaining 920 frames with
a total mirror travel of 100µm. This raw image cube is then processed to reconstruct
the hyperspectral image cube.
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Figure 3·8: Schematic of our FT-OBM system. FM, flip mirror; MI,
Michelson interferometer; BS, 90/10 beam splitter; RS, resonant scan-
ner; PD, photodiode. Additional long/short pass and neutral density
filters are not shown explicitly. The division is computed numerically.
Signals from PD1 and PD2 undergo identical processing procedures.
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Figure 3·9: Schematic of the bandpass filter pathway. Three filter
wheels are controlled by an Arduino board. Commends can be sent
with the connected number keypad.
Figure 3·10: (a) Picture of our setup acquiring (b) image of bone
fracture callus tissue under cellular strains. Note that no hyperspectral
reconstruction is involved in this experiment.
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3.2.2 FTS data processing
Before starting the reconstruction, a few parameters are worth calculating. From
sampling theory, the minimum detectable wavelength is twice the optical pathlength
difference step size, λmin = 2∆OPD, which in our case is about 434nm. The spectral
resolution is then given by ∆ν = 1/OPDmax and ∆λ = λ ·∆ν/ν. In our experiment,
since we perform two-sided scans with the Michelson interferometer, the maximum
OPD is 100µm, yielding a spectral resolution of about 10nm at 700nm. Note that
there are some trade-offs in FTS arising from the above equations. For example,
better spectral resolution could be achieved by scanning the stage further, sacrificing
acquisition speed. Then, if you want to keep the speed, you can choose to have less
pixels or do a one-sided scan (sacrificing SNR).
Then we want to reconstruct the hyperspectral image stack. We notice that the
temporal trace of each spatial pixel is exactly an interferogram of that pixel. The
processing of an FTS interferogram is detailed in (Griffiths and De Haseth, 2007).
Here, interferograms obtained for all pixels are apodized with a Blackman-Harris
window, phase corrected, zero padded and Fourier transformed by FFT. The spectra
are obtained by taking absolute values. We note that, all the pixels can be transformed
in a parallel manner with a GPU (Li and Xiao, 2015) to increase the processing speed.
Hyperspectral images are then constructed by binning the spectra into user-
defined wavelength ranges. For comparison, the spectral binning can be set to 25nm,
thus leading to reconstructed images that are theoretically equivalent to those ob-
tained with the bandpass filter pathway, differing only in acquisition time and SNR.
3.2.3 OBM image processing
Finally, for each pair of raw images in a given wavelength range (in either FT- or
BF-OBM), we construct phase and amplitude images. To do this, raw images are
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first normalized by Gaussian low-pass-filtered versions of themselves to correct for
the globally non-uniform illumination, thus ‘flattening’ the images. The normalized
images are then summed to produce an amplitude-only image, or subtracted and
divided by the sum to produce a phase-only image (more precisely, a phase-gradient-
only image – see 1.1.3 for more details). The two contrasts can be readily overlaid
since they are inherently co-registered. One thing to note is that, since the amplitude
image is derived from the summed signals, it is positive only, and does not exhibit
out-of-focus background rejection.
3.3 Results and discussion
3.3.1 System characterization
To verify the performance of our system, we imaged a solid PTFE (Teflon) block,
which is usually considered wavelength-neutral. For this measurement, we acquired
128× 128 images to double our sampling rate (fps), corresponding to a 217nm min-
imum detectable wavelength. Each spectrum shown in Fig. 3·11 is averaged over
128 consecutive pixels (one row). When an Si detector is used, the reconstructed
spectrum spans 440nm to 1000nm, limited by the laser output and detector wave-
length range. When an InGaS detector is used, this range is extended to beyond
1700nm. Note that when imaging aqueous biological samples, an additional 1300nm
shortpass filter is introduced in the illumination path to avoid excessive absorption.
Figure 3·11 shows spectra of a solid-state 660nm laser (Si detector) and of the super-
continuum laser sent through a 1000/25 bandpass filter (InGaS detector), confirming
theory-limited spectral resolution.
As a side note, the 660 nm laser was also used to characterize the stability of the
motor. To be more specific, since the wavelength is known and fixed, we can scan
the motor and use the interferogram to calculate the real motor speed. When the
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Figure 3·11: Laser spectra measured with a Teflon block sample. (a)
Neutral spectral envelope of the supercontinuum source measured with
Si detector and InGaS detector separately. (b) 660 nm solid-state laser
measured with Si detector, showing a FWHM of ¡7nm. (c) Spectrum
of bandpass filtered (1000/25) supercontinuum laser, measured with
InGaS detector, showing a FWHM of 35nm.
precision of motor is not enough or the PID parameters are not optimized, the speed
can vary during the travel. This kind of velocity instability can cause serious phase
wrapping and failure in the spectrum reconstruction.
3.3.2 In-vivo imaging of blood oximetry
A chick embryo chorioallantoic membrane (CAM) was imaged to demonstrate the
ability of our setup to image intact biological samples in vivo.
The developing chick embryo is a commonly studied organism in developmental
biology. The CAM is a specialized, highly vascularized membrane structure. In our
experiment, we stored the fertilized chicken eggs (Carolina Biological Supply Co.
139290) in an incubator at 37◦C and 50% humidity. The eggs were turned daily
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to prevent fusion of the CAM and the shell membrane. Imaging was performed at
embryonic day 9 and 10. A piece of the shell and shell membrane was removed
to expose the CAM and a layer of saline water was dripped over the expose area.
Following imaging, the embryos were euthanized by hypothermia by storage in−15◦C.
This treatment is in accordance with the guidelines if the Institutional Animal Care
and Use Committee of Boston University.
Imaging of CAM was performed with a water immersion objective (Olympus UM-
PlanFL W 10×, NA=0.3). Figure 3·12 shows an example of raw and processed
OBM images. The raw images are obtained by FTS, reconstructed with a 500-600nm
passband. Individual bubble-like vacuoles in the stromal cells clearly visible in the
phase-gradient image are almost invisible in the absorption contrast image. And
blood vessels can be clearly seen both in the phase and amplitude image. As a side
note, in the real-time (92 fps), individual RBCs are also clearly visible flowing rapidly
in the vessels. Even a roughly parabolic velocity profile can be observed. However,
the processed images are only 0.1 fps thus all the flowing dynamics is just blurred out.
In many applications, this low frame rate can be quite limiting and can even causes
artifacts and noises when the living sample moves during the 10s acquisition time.
But as we said, there is an intrinsic trade-off between the resolution (spatial/spectral)
and the speed, given a limited information throughput.
We can see that the blood vessels appear dark in the amplitude image, as the result
of hemoglobin absorption. To highlight this feature, we reconstructed the absorption
coefficient of hemoglobin based on the measured diameter of the blood vessel (see Fig.
3·12d), where two regions inside and outside of the blood vessel, each 3 × 3 pixels
in size, were used to calculate the transmission ratio. Our reconstructed absorption
spectrum roughly lies between the oxygenated and de-oxygenated spectra reported
in the literature (Prahl, 1999). A flaw of this estimation is that, the area outside of
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Figure 3·12: An example showing the raw and processed OBM im-
ages of a CAM sample. Scale bar: 100µm. (a,b) A pair of raw OBM
images acquired by FT-OBM and reconstructed at 500-600nm. (c,d,e)
Processed phase-only, amplitude-only and combined contrast image,
respectively. (f) Reconstructed hemoglobin absorption coefficient.
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the blood vessel may also have spectrally non-uniform absorption, especially in NIR
region.
It should be emphasized that the optical imaging of blood oximetry in arbitrarily
thick tissue and with high spatial resolution is not always straightforward. Alterna-
tive techniques, such as optical coherence tomography (OCT), are based on reflec-
tion contrast and thus rely on strong, specular-like refection from the back walls of
blood vessels to enable the illumination to perform a double-pass through the vessels.
Moreover, coarse spectral binning is required to avoid undermining axial resolution(Yi
et al., 2013). In contrast, OBM is inherently based on transmission contrast (Ford
et al., 2012a). The illumination performs a single pass though the blood vessels, and
spatio-spectral resolution is not compromised. Moreover, OBM is speckle-free.
3.3.3 SNR advantage
In addition to the practical advantage that spectral scanning with an interferometer
is faster than with a battery of bandpass filters, FT-OBM offers a more fundamental
speed advantage. Specifically, it is well known that, for conditions of equal power,
acquisition time, and spectral resolution, multiplexing provides no SNR advantage
when the detection is shot-noise limited. But in our case, FT-OBM does not sys-
tematically reject light with bandpass filters, and thus utilizes power more efficiently
than BF-OBM, enabling reduced acquisition times for equal SNR. To demonstrate
this, we made comparisons of FT-OBM and BF-OBM images over equal fields-of-view
(FOVs), where a 25nm numerical passband was applied to our FT-OBM reconstruc-
tions. Dual-contrast images in two wavelength bands are overlaid in Fig.3·13. The
images from both techniques are similar, as expected, but the noise level of FT-OBM
is manifestly lower than that of BF-OBM even though the total acquisition time for
the former was half that for the latter, over the same frequency range. For exam-
ple (white squares), at 600nm some blood vessels are apparent in amplitude but not
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so much in phase due to increased noise. At 800nm where blood absorption is re-
duced, the amplitude contrast disappears while the phase contrast improves. Note
that since the signals in phase-gradient images vary about zero, we report here only
their standard deviations (std).
Figure 3·13: Comparison of dual-contrast images acquired with FT-
OBM and BF-OBM at 600nm and 800nm. FT-OBM images exhibit
lower noise levels, as illustrated by the std in the featureless zones
indicated by black squares. Scale bar: 100µm.
3.3.4 Extended spectral range
To demonstrate the capacity of our system to image over an extended spectral range,
we imaged a mouse colon sample. A freshly excised colon was slit along its length and
opened to expose the intestinal glands in the epithelial lumen. The tissue was placed
60
Figure 3·14: Comparison of phase-contrast only images of mouse
colon sample at 600nm and 1200nm. Scale bar: 100µm.
on a Teflon block to ensure that the scattering medium was thick enough to re-direct
laser illumination back toward the surface. Colon sample imaging was performed with
an air-immersion objective (Olympus LUCPlanFL 20×, NA=0.45). The same FOV
was imaged with both Si and InGaS detectors, enabling us to evaluate the effect of
longer wavelengths on phase contrast – see Fig. 3·14. Manifestly, the noise was not
significantly worsened at longer wavelengths despite the use of noisier detectors (in
accord with the Fellgett advantage). More interestingly, the contrast also appeared
similar and the maximum penetration depths were found to be roughly the same,
about 100µm, beyond which phase contrast was lost. A possible explanation is that
the reduced scattering at longer wavelengths, while enabling more ballistic light to
arrive at the focal plane, produces less scattered signal from this focal plane. The
two effects seem to roughly counterbalance as wavelength is increased.
As an aside, we note that when performing FT-OBM at longer wavelengths, in-
tentional undersampling can be used to double the acquisition rate. This technique
is widely used for sampling bandpassed signals(Vaughan et al., 1991). Specifically,
the modulation frequency associated with 1300nm is more than half that associated
with 780nm. Thus, sampling at half of Nyquist rate required for 780nm, which causes
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aliasing, nevertheless does not cause overlap in the useful spectral range. This en-
ables us to double the scan speed of the moving mirror, which in turn enables us to
halve the acquisition time without sacrificing spectral resolution. Alternatively, we
can hold the acquisition time fixed and double the spectral resolution.
Another issue to consider when dealing with such a broad wavelength range is the
issue of chromatic dispersion of the microscope components themselves. Depending
on the application, this can be advantageous, giving rise to an effective extended
depth of field, or it can be disadvantageous, when spectral co-registration is required.
It should be noted that in our case, this issue did not appear to be significant.
3.4 Summary
In summary, we have demonstrated a high resolution FTS-based HSI technique that
is able to retrieve spectral information from scattering tissue in a simple and robust
manner, providing both phase and amplitude contrast.
The most important problem we faced in this project comes from noise. Noise in
our system mainly arises from three sources: laser power fluctuations, laser spectrum
noise and cross-channel shot noise from multiplexing. Regarding the first source,
a supercontinuum laser is intrinsically very noisy. Moreover, our laser pulse rate
(40MHz) is only five times our imaging pixel rate (∼8MHz), meaning that in the
absence of synchronization (the case here), the number of pulses per pixel can vary. To
alleviate this problem, we introduced a third photodiode to directly monitor the laser
power and serve as a normalizing reference. Unfortunately, this cannot correct for
pulse-to-pulse intra-spectrum variations endemic to the supercontinuum generation
process in microstructured fibers (Corwin et al., 2003). Our only recourse to alleviate
this laser spectrum noise is to use broader passbands when binning our spectra, thus
performing wavelength averaging at the cost of degraded spectral resolution. Finally,
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another fundamental noise comes from multiplexing itself. When multiplexing, shot-
noise is uniformly distributed across all the spectral bands. As such, spectral regions
where the signal is weak are subject to increased shot noise from regions where the
signal is strong. Application of spectrum shaping filters in the illumination arm of
instrument may contribute to resolve this issue; however, this is beyond of the scope
of our present work.
Indeed, despite its issues and drawbacks, FT-OBM seemed to quite clearly out-
perform BF-OBM in all respects. In particular, for equal acquisition time, spectral
range and resolution can be easily adjusted simply by adjusting FTS scan range and
sampling rate, which is not the case when using a fixed set of bandpass filters But
the key advantage of FT-OBM comes from its use of large, non-imaging detectors,
allowing it to readily access broad wavelength ranges with high collection efficiency,
and making it particularly adapted to HSI in thick, scattering tissue.
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Chapter 4
High-throughput flow cytometer with
scattered light
4.1 Introduction
This chapter is drawn substantially from the author’s previous publication (Ba et al.,
2018a). W.S., T.B., and J.M. conceived of the idea. W.S. built the setup. C.B.
performed the experiments. C.B. processed the data. C.B. and J.M. discussed the
results and contributed to the final manuscript.
In this project we focused on increasing the throughput of flow cytometry with the
principle of phase-contrast imaging and compressive sensing. Technical background
and current applications of flow cytometry are introduced, followed by our motivation
and experiment details. By utilizing the linearity of scattered patterns under partially
coherent illumination, our cytometer can detect multiple objects in the same field of
view. In our proof-of-concept demonstrations, we achieve throughputs of over 10,000
particles/s, working at flow velocities of over 1m/s and with accuracy over 91%.
4.1.1 Review of flow cytometry techniques
Flow cytometer is a powerful tool used for the counting, classifying and sorting the
cells. In a typical flow cytometer, a sample containing cells or particles is suspended
in a fluid and injected into a microfluidic channel. Particles flow through a laser beam
and the scattered light or fluorescence is used to characterize the particles. Signals
from tens of thousands of cells can be quickly measured and analyzed by computer,
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which is much faster than conventional manual examination.
In this section we will first review some commonly used flow cytometry techniques.
conventional scattering/fluorescence based flow cytometry
Conventional flow cytometry uses fluorescent or scattered light to measure multiple
parameters of cells or organisms, which are used for identification and quantifica-
tion(Tuchin, 2011). Examples of its broad biological and medical applications include
disease diagnosis (such as Leukemia)(Alix-Panabie`res and Pantel, 2013), quantifying
waterborne bacteria in drinking water(Hammes et al., 2008), and monitoring the im-
mune status of patients by measuring populations of immune cells(Perfetto et al.,
2004).
The basic structure of a flow cytometer that combines both modalities is shown
in Fig 4·1. Laser is the most common illumination source. Scattered light is usually
used to estimate the size of the particle, and fluorescence is used when biological
specificity is needed.
Laser source
Forward Scatter (FS)
Side Scatter (SS)
Fluorescence
Figure 4·1: Schematics of a basic flow cytometer that measures three
parameters.
Throughput and classification performance are two important properties that
characterize flow cytometry performance. Conventional flow cytometers are gener-
ally pursuing high speed and throughput. However, tradeoffs exist. For example, the
most common scanning flow cytometers (SFC) based on light scattering measure only
two parameters, the amount of forward scatter (FS) and the amount of side scatter
(SS)(Shvalov et al., 1999). Analysis of these two parameters can provide basic size
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and granularity information, which can be used for cell classification. Since only two
detectors are required, this type of flow cytometer can be very fast, allowing flow
velocities on the order of meters per second and very high throughput. However,
since the amounts and ratio of FS and SS is a complex function of particle internal
structure, orientation, refractive indexes of the particle and of the medium, etc., and
the information contained in only two parameters is inherently not enough to recover
all those information, classification is generally rudimentary.
imaging flow cytometry
A straightforward way to improve classification performance is to increase the number
of measured parameters. This is the premise behind imaging flow cytometers (IFC,
see Fig. 4·4), which rely on a variety of imaging techniques to acquire actual images
of cells or organisms (Han et al., 2016; Blasi et al., 2016). These images, particularly
when acquired at high resolution, can significantly improve classification performance
because of their increased information content. But IFCs are almost always based
on the use of cameras, which impedes throughput of the system due to lower frame
rates. Even with the fastest cameras available (frame rates in the kHz range), flow
speeds of meters per second are completely unattainable.
Figure 4·2: Schematics of a fluorescence based imaging flow cytome-
ter.
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To increase throughput, interesting variants of IFC have emerged making use of
spectral information in addition to spatial information (Golan et al., 2012b; Golan
et al., 2012a). For example, ultrafast IFC can be obtained using time-stretch spec-
trometers, providing amplitude(Goda et al., 2012) or phase (Wong et al., 2014) im-
ages, though at the cost of technical complexity.
Even with ultra-high imaging speed, the efficient analysis of multidimensional im-
age data can be challenging. With the ability to acquire tens of thousands images
per second, computer power and efficiency of algorithm becomes the next bottle-
neck. Even with Moore’s law, we never have enough computer power. In some cases,
dedicated computational hardware is needed(Goda et al., 2012).
Figure 4·3: A CNN-based deep learning data analysis framework for
IFC. Images from the IFC are uniformly resized, and input directly into
the neural network, which is trained on the classification task. The
learned features can be used for visualization task. Reprinted from
(Eulenberg et al., 2016).
In terms of algorithms, there are generally two types. One uses prior knowledge
to construct features of the examined particles, including size, circularity, major axis,
etc. Then machine learning methods or PCA can be used to analyze/classify the
particles(Saeys et al., 2016; Jo et al., 2015). This is the framework of more conven-
tional computer vision techniques. On the other hand, more and more researchers
are adopting CNN-type deep learning models, which requires little prior knowledge
or feature construction, but can perform better in many scenarios(Eulenberg et al.,
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2016) (see Fig.4·3). This is a little beyond the scope of this thesis. However, we can
see that it is still a very challenging task to analyze high throughput multidimensional
data.
4.1.2 Compressive imaging
An alternative strategy to increase information content involves not necessarily in-
creasing the number of measured parameters, but the information contained within
each parameter, by making the parameters as orthogonal as possible. As an example,
polarimetry-based flow cytometers measure the four orthogonal components of the
Mueller matrix and achieve 200 cell/s throughput rates(Strokotov et al., 2011). An-
other strategy combines pupil engineering with IFC(Zheng et al., 2009), making use
of filters in the pupil plane to selectively enhance sample features of interest. These
are generally used in conjunction with cameras, since their applications generally do
not require high throughput.
Increasing the information content of the measurements is also often thought
as compressing the given amount of information into less numbers. Compressive
sensing (CS) is such a technique. CS is based on this idea from signal processing
and information theoryb - signals, images, and other data often contain some type
of structure that enables compressive representation and processing. Current state-
of-the-art compression algorithms employ a decorrelating transform to compact a
correlated signal’s energy into just a few essential coefficients below the Nyquist limit
(Wakin et al., 2006).
And compressive imaging is just applying the CS principle to compress image data.
Rather than measuring pixel samples of the scene under view, the inner products
between the scene and a set of test functions are measured. The set of random test
functions plays a key role, making each measurement a random sum of pixel values
across the entire image. Then the original image can be reconstructed from much
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fewer measurements than the number of pixels. One implementation of this idea is
the matched-filtering single-pixel camera(Takhar et al., 2006; Duarte et al., 2008).
Figure 4·4: Schematics of a single-pixel camera. Incident light
field (corresponding to the desired image) is reflected off a digital-
micromirror device (DMD) array whose mirror orientations are mod-
ulated in pseudorandom patterns. Each different mirror pattern pro-
duces a voltage at the single photodiode. Reprinted from (Wakin et al.,
2006).
The disadvantage of compressive imaging is that, usually a lot of patterns and
measurements are needed in order to reconstruct the images, so the speed is limited
and computational cost is high.
However, in certain applications like flow cytometry, image reconstruction may
not be necessary. The final output we want is particle type or count rather than
the real image. It is demonstrated that the compressed measurements can be directly
used for classification and target recognition(Davenport et al., 2007; Ota et al., 2018),
skipping the expensive image reconstruction and computer vision based analysis for
higher speed and throughput, which is also the idea used in this project.
In this work, we describe a label-free computational flow cytometer based on the
matched-filter compressive imaging principle. We do not obtain the original images
of our sample, but rather we detect a few (here four) parameters that are selected to
enable optimal task-based classification of particular groups of particles. This idea
is a generalization to the single-pixel strategy presented in (Copeland et al., 2016),
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except that instead of compressing the image to a single pixel, we compress it to a
small number of pixels, so that we significantly increase the information content of
each measurement without sacrificing acquisition speed.
4.1.3 Partially coherent illumination
A unique feature of our design is that we use partially coherent illumination. Since
coherence is needed for the generation of scattering patterns, FS/SS flow cytometers
and scattering-pattern-based IFCs almost always make use of lasers, which provide
fully coherent illumination (Tycko et al., 1985; Huang et al., 2018). But full coher-
ence can lead to spurious interference between multiple particles within the field of
view (FOV), confounding signal interpretation. In other words, full coherence limits
the number of particles that can be monitored at any given time to a maximum of
one. And the speckle noise generated by laser decreases the SNR thus worse the
classification performance.
On the other hand, if the illumination is partially coherent, with coherence area
only slightly larger than the particle size, then particles from different regions of the
FOV produce scatter patterns that do not interfere but rather add linearly in intensity
(See Fig.5·1). And speckle noise is also absent in our experiments.
This property of linearity enables us to detect and identify multiple particles si-
multaneously within a much wider FOV without danger of crosstalk, thus allowing
higher throughput. For example, we demonstrate count rates of over 10,000 parti-
cles/sec for two types of particles with high classification sensitivity. Theoretically we
can achieve higher throughput still by further increasing the FOV and flow velocity,
both of which are feasible.
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Figure 4·5: Schematics of the scattering patterns with fully and par-
tially coherent illumination. Fully coherent laser illumination causes
scattered light from different particles to interfere. With partially co-
herent illumination, patterns add linearly, facilitating the identification
of multiple particles within a large FOV.
4.2 Methods
4.2.1 Setup
Our matched-filter compressive imaging (MFCI) flow cytometry setup is illustrated
in Fig.5·2, and is based on a standard widefield microscope design. A Thorlabs
625nm LED sends light through a 5× objective to provide trans-illumination. The
spatial coherence area of the illumination is adjusted with a simple adjustable iris
in the illumination Fourier plane, such that the illumination is fully coherent over
the scale of the particles of interest, but incoherent across different particles. The
scattered light produced by one or more particles is then collected by a 20× 0.46 NA
Olympus objective. The scattering pattern is projected onto a pupil plane, where
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Figure 4·6: (a) Schematic of our MFCI flow cytometry setup. Dotted
lines indicate imaging- conjugate planes. For simplicity, the camera
that images the DM plane is not shown. (b) Schematic of four basis
patterns on the DM. Actuator tilts are applied such that each group
of similarly tilted segments redirects light onto an associated detec-
tor/channel. (c) Image of the DM plane without the application of
actuator voltages (i.e. flat). The size of the bright spot is an indication
of spatial coherence range, controlled by the adjustable iris.
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a reconfigurable deformable mirror (DM, Boston Micromachines Corp. Hex-1011)
subdivides the pupil plane into four non-overlapping user-defined basis patterns. The
DM mirror is comprised of 337 hexagonal segments, each supported by three surface-
normal actuators that allow independent control of tip-tilt and piston. In other words,
the light incident on each segment can be steered to an arbitrary direction (Stewart
et al., 2007). The light incident on each of the four basis patterns is then routed
to four different directions, specifically four different quadrants of a high-speed 2×2
array detector (quadrant detector, QD, SensL). Each quadrant integrates the incident
intensity over a 6×6mm2 area. To help equalize the signals, a square neutral density
filter is placed in front of one of the quadrants (the one with the strongest signal)
to ensure the detectors operate within their dynamic range. The signals are then
independently amplified and acquired by a 4-channel high-speed data acquisition
board (NI, PCI 6110). Downstream classification/counting is performed with only
the signals from these four channels. In addition, to verify our result, a Thorlabs
CCD camera is configured to directly image the flow channel. Flow is provided
by a syringe pump (Harvard Apparatus) applied to a custom polydimethylsiloxane
(PDMS) microfluidic flow channel, of transverse width of 500µm and axial depth of
25µm. The signals are first sampled at 5MHz, low-passed, and then downsampled to
200kHz, thus achieving an adequate balance between temporal resolution and signal-
to-noise ration (SNR).
4.2.2 Pattern optimization
A key component of our MFCI strategy is the design of the non-overlapping matched
filters in the detection pupil plane (i.e. the DM tilt patterns). In this work, proof-of-
principle demonstrations are performed with polystyrene beads of diameters 6µm and
10µm (Polysciences, Inc.). Ideally, the filters are designed to maximize the difference
between signals produced by each particle type. Since the particles (beads in this
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Table 4.1: Tested illumination iris sizes and annuli geometries.
iris sizes 1 1,2 1,2,3
annuli combination label annuli geometriesch1 ch2 ch3 ch4
1 1 2 3,4,5 6-
2 1 2,3 4,5,6,7 8-
3 1 2,3,4 5,6,7,8 9-
4 1,2 3 4,5 6-
5 1,2 3,4 5,6,7 8-
6 1,2 3,4,5 6,7,8 9-
7 1,2,3 4 5,6,7 8-
8 1,2,3 4,5 6,7,8 9-
9 1,2,3 4,5,6 7,8 9-
Note: numbers in this table correspond to the annuli patterns on the DM from
inside to outside. For example: 1 means the central segment and 12 means the out
most ring. Iris in Fig. 5·2(c) is covering 1,2 patterns.
case) are circularly symmetric, the filters too are chosen to be circularly symmetric,
in the shape of annuli of user-defined inner and outer radii. We then performed a grid
search with different combinations of annuli geometries and illumination iris sizes (see
Table. 4.1) such that the signal changes caused by the two types of particles produce
minimum linear correlation.
This (manual) filter calibration process could be time-consuming. However, once
optimized, the filters then remain static. It should be noted that once optimized, the
DM could even be replaced by a low-cost interchangeable diffractive optical elements
(DOEs). The advantage of using a reconfigurable DM here is that it facilitates the
task-based filter search for fast prototyping.
4.2.3 Reconstruction
Because of the linear property of our system, when multiple particles appear in the
same FOV, the detected (intensity) signals are linear combinations of the signals
generated by individual beads, which can be written as S(t) = T ·Np(t), where Np(t) is
the number of particles at time t (here a 2×1 vector), S(t) is the four signals measured
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at t (a 4×1 vector), and T is the scattering matrix comprising the characteristic basis
signals produced by each type of particle (a 4 × 2 matrix). This linear relationship
allows us to formulate the identification process as a straightforward linear inverse
problem: Np(t) = T
−1S(t). Though a simple pseudo-inverse can provide reasonable
results, we also make use of a priori information. Specifically, the number of particles
in the FOV is known to be a non-negative integer. We can impose this constraint
on the least-squares computation to improve robustness. This problem is known as
an overdetermined box-constrained integer least squares (OBILS) problem, and we
applied the MILES algorithm(Chang and Zhou, 2007) to perform the reconstruction.
We note that MILES is fast when there are only two types of particles, though the
efficiency is expected to decrease exponentially with increasing number of particle
types (that is, OBILS is a NP-hard problem).
It should be emphasized that the accurate classification of multiple particles in
the same FOV is not always straightforward. Conventional flow cytometers can only
monitor single particles at a time and rely on a variety of techniques to prevent
particle clustering(Di Carlo et al., 2007). With IFCs, the counting process can be
done using computer vision or deep learning algorithms(Xie et al., 2018) at increased
computation cost. Even so, frames with multiple/clustered particles are generally
intentionally discarded to avoid erroneous readings(Goda et al., 2012).
4.2.4 Pattern optimization and reconstruction with machine learning
As we stated before, the cumbersome basis pattern optimization process can also
be automated by using machine learning. A simulated study is carried out with
a tensorflow farmework (see Fig. 4·7). Two know basis patterns are assumed and
then a synthetic image is generated as a linear combination of these two basis pat-
terns. Theoretically we only need two DM patterns to reconstruct the two numbers.
Each measurement consists of two numbers, each number is the spatial integration of
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Figure 4·7: Schematic of a tensorflow framework for automated pat-
tern optimization with machine learning.
element-wise multiplication of the DM pattern and the synthetic image. Note that
DM pattern behaves like an intensity mask, which is similar to our experimental
setup. The unknown parameters in this framework are: the two DM patterns and
the reconstruction matrix W . To find the optimum values for these parameters, an
optimization goal needs to be set. In machine learning, the goal is usually set to
minimize the value of a loss function, that takes a smaller value when the result gets
more ’correct’. Here the function is defined as
L(Y, Yˆ ) =
1
1 +
∑n
1 yi
||Y − Yˆ ||2
, where Y is the ground truth, Yˆ is the estimation and yi’s are the elements in Y .
And the whole optimization problem can be written as:
DM opt1 , DM
opt
2 ,W
opt, bopt = arg min
DM1,DM2,W,b
L(Y, Yˆ )
, where DM1 and DM1 are the two DM patterns to be optimized, W and b are the
parameters to reconstruction numbers from the measurements.
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Figure 4·8: Tensorflow optimization process and results. (a) Loss
trends down with increased number of iterations, but the process is
very bumpy. (b) and (c) are the two optimized DM patterns. (d) and
(e) are plots of the center row of pixels in (b) and (c), respectively.
The optimization process and results are shown in Fig. 4·8. Since the degree
of freedom (DOF), which usually means number of trainable parameters in machine
learning, is pretty high, the training process is very bumpy. We know that there
are numerous solutions that could achieve zero loss in this simulation. But their
robustness against noise and their practical feasibility is still under question. We
then made some modifications to this original framework.
First we added noise to the input images. Freshly generated Poisson (shot) noise
and random Gaussian noise are added to the images when they are about to be
fed into the model. This will help the framework to learn more robust solutions.
Another thing to note here: in this original framework we overlooked some realistic
considerations. Specifically, each DM segment can only tilt to redirect light to one of
the detector, thus the values of DM patterns must be binary (only take value 0 or 1)
and the two patterns must be non-overlapping. To fulfill this requirement, we added
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three regularization terms to the original loss function to form the following updated
loss function:
R1 =
1
N
∫
DM1 ∗DM2dxdy
R2 = ||W ||2
R3 =
1
N
2∑
i=1
∫
DMi ∗ (1−DMi)dxdy
L(Y, Yˆ ) =
1
1 +
∑n
1 yi
||Y − Yˆ ||2 + β1 ·R1 + β2 ·R2 + β3 ·R3
The goal of R1 is quite self-explanatory. It takes smaller values when the overlapping
between the two patterns gets small. Thus it forces non-overlapping. The second
term is less straightforward. It implicitly promotes orthogonality between the two
channels. And it simultaneously forces non-overlapping and binary values. R3 looks
more complicated but essentially is just asking for binary values. A good combination
(β1, β2, β3) of these three terms can help restrict the optimized DM patterns to be
realistic while maintaining the correctness of the reconstruction. Note that in the
training process, all values in the DM patterns are limited to [0,1].
It can be seen in the Fig.4·9 that the noises and regularization terms indeed forced
the optimized patterns to be closer to what we would expect (the underlying true basis
patterns). The training process also reveals less local minimum traps and thus has a
much smoother decline. The code used for this simulated pattern optimization study
is available in the Appendix of this thesis.
4.3 Results
We begin by evaluating the performance of our MFCI flow cytometer with low flow ve-
locity, in order to validate our data processing algorithms and classification accuracy.
The raw signals are first corrected for background levels (measured with no particles
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Figure 4·9: Tensorflow optimization with the three regularization
terms. In the simulation, β1 = β2 = β3 = 5. We note that the re-
sults are robust against reasonable changing of these parameters.
in the flow channel), different amplifications and the ND filter, thus arriving at the
corrected signals (S(t)). The characteristic vectors for each type of particle, embodied
by the scattering matrix T , are predetermined from the calibration procedure. As
explained above, S(t) is a linear combination of the characteristic vectors weighted by
the numbers of beads (Np(t)). A simple least-square (LS) fit can be applied to S(t)
to infer the number and types of particles within the FOV (see Fig.4·10(b,c)). By
plotting a histogram of each trace, we observe that the inferred numbers are clustered
about non-negative integers, as expected.
The LS results with non-negative integer constraint are also shown (Fig.4·10(d,e)),
as are a set of ground truth images acquired by the CCD camera, provided for com-
parison (these ground-truth images are acquired at a very low velocity to obtain
well-resolved images). We manually counted the numbers and types of particles in
each ground-truth image and compared with the results obtained from reconstruc-
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Figure 4·10: This figures shows (a)corrected signals from the four
channels and (b)conventional least square (LS) reconstruction result
applied to the signals in (a). Two traces representing the number of
6µm beads and 10µm beads are shown in (b) and (c), respectively. To
the right of each trace is the corresponding histogram, showing that
most numbers cluster about non-negative integers.
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Correct Correct Incorrect
   Recon result (No. 6µm, No. 10µm)                  
  Ground truth (No. 6µm, No. 10µm)    
(0,1)                  (2,0)                   (1,1)                    (7,0)                    (1,1)
(0,1)                  (2,0)                   (2,1)                    (6,0)                    (1,1)
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Figure 4·11: (d) and (e) are the LS reconstruction results with non-
negative integer constraint. (f) compares our reconstruction results
with results obtained from ground truth images. Five example images
(acquired by the CCD camera) are shown, associated with the red dot-
ted lines in (d) and (e). A reconstruction is considered accurate when
both number and types of beads are correct. We achieved 91% accuracy
in this experiment.
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tion. The reconstruction results were found to be correct for 91% of the images (134
images were processed), where a discrepancy in either the number or type of particle
constituted an error. In other words, our MFCI strategy provides a classification ac-
curacy on par with image-based FC. To confirm that four detection channels provided
greater classification accuracy than two channels, we attempted classification using
only ch1 and ch2. This led to a poorer classification accuracy systematically worse
than 40%.
4.3.1 Flow velocity and throughput estimation
But the key advantage of our MFCI strategy over image-based FC is its throughput.
While IFC throughput is limited by the camera frame rate, in our case we use detectors
that can operate well over MHz rates. We demonstrate this throughput advantage
by increasing flow velocity (see Fig.4·12). Although our pump provides a constant
debit (volume/sec), we found that the local flow velocity varied somewhat at different
locations along the channel (laminar flow is assumed), presumably due to structural
imperfections in our channel. A “findpeaks” function (MATLAB) was applied to the
number-of-beads curve (LS with constraint) to obtain heights and widths of the peaks
(Fig.4·12(a) – note that the 10µm beads were processed similarly though the data is
not shown). A plot of the histogram of the peak widths allowed us to estimate the
local average bead transit time to be 64µs. Since the transit length of our rectangular
FOV is about 80µm, we estimate the local flow velocity to be about 1.25m/s, much
faster than can be achieved with an IFC, and on par with flow velocities attained
with conventional scanning FCs.
Then we estimate the throughput of the system. This is done by simply summing
the heights of all the peaks found earlier (see Fig.4·12(a)). The resulting throughput
is over 10,000 particles/s. We confirmed that the concentration ratio of the two bead
types (6µm:10µm) remained about 4.67, which is close to the ratio of 4.79 measured
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at slow flow velocity.
Median = 64μs
Pass length = 80μm
Est. Velocity = 1.25m/s
6μm
10μm
(a)
(b) (c) total 
Figure 4·12: Estimation of flow velocity and throughput. (a) Number
of 6µm beads, with peaks indicated. (b) Distribution of the width of the
peaks. The median peak width is used to estimate local flow velocity.
(c) Estimated throughput is obtained by summing the peak values in
(a), and inferred to be more than 10,000 particles/s.
4.3.2 Extended depth of field
Yet another advantage of our MFCI strategy compared to an IFC relates to depth
of field (DOF). Specifically, when particles are out of focus in an IFC, they become
blurred. Such blurring hinders accurate classification and imposes severe constraints
on the maximum channel depth. In our case, defocus leads to (quadratic) phase
changes of the scattered field in the DM plane, not amplitude changes. While such
phase changes, in turn, lead to a spreading of the signal powers at the detection
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plane, we are insensitive to such spreading because our detectors are large in area
(6× 6mm2). In other words, the measured signals are quite insensitive to defocus.
To illustrate this advantage, we compared signals obtained with the quadrant
detector and the camera when defocusing two static 10µm beads mounted on a slide
(see Fig. 4·13). We reconstructed the number of beads using our MFCI procedure and
compared this to the contrast (standard-deviation/mean) calculated in the red-circled
area in the image stack. We note that these two curves do not strictly represent
DOF but are close proxies that allow us to compare the robustness of each setup
against defocus. We observe that image contrast almost completely disappears at
50µm defocus, meaning any image based classification/count algorithm would fail.
In contrast, the particle number reconstructed by our technique continues to remain
accurate, suggesting a much improved robustness against defocus and a capacity to
work with channels even greater than 100µm in depth (in our demonstration, the
channel depth was 25 µm). In other words, MFCI allows us to probe not only large
sample areas, but also large sample volumes, enabling higher throughput still.
4.4 Summary
4.4.1 Novelties and drawbacks of current setup
In summary, we have demonstrated a MFCI flow cytometer where basis pupil patterns
are “matched” to the samples of interest. The technique combines the increased
information capacity of image-based FCs with the increased throughput capacity
of conventional non-image-based FCs. Specifically, a high throughput capacity is
enabled not only by our use of fast detectors (as opposed to a camera), but also by
the ability of our device to classify multiple particles within a same FOV. This last
advantage comes from our use of partially coherent illumination (as opposed to laser
illumination) designed to ensure signal linearity. Moreover, our system provides much
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Position (µm)
Figure 4·13: Comparison of the depth of field (DOF) allowed for
MCFI flow cytometry versus camera-based widefield imaging (IFC).
Top trace shows reconstructed particle number as a function of defocus
(correct answer is 2). Bottom trace shows image contrast within red-
circle delimited FOV (also shown are representative images associated
with dashed lines).
larger DOF than image-based FCs, allowing the monitoring of particles throughout
larger flow volumes, also facilitating higher throughput and enabling classifications
rates of 10,000 particles/s with flow velocities of over 1m/s. Moreover, since our
sampling rate was much faster than necessary for our demonstrations, we can easily
tolerate faster flow velocities than what we reported. Thus I think this system still
has potential for higher throughputs (at least multiple folds) simply by improving the
design of the pump and microfluidic channel to achieve higher flow velocity.
Another feature of this system is low cost. All the components used in this setup
(except the deformable mirror) incur relatively low hardware cost. Here, we used
a specialized tip-tilt DM to search for and apply our matched-filter patterns. In
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practice, this could be done more cost-effectively with diffractive optics elements,
pre-calibrated experimentally or designed based on a physical model of the scattering
of interest. We estimate the total hardware cost to be at least an order lower than
current commercial models with similar performance. And our system also incurs
low computation cost. The compressive measurements can be viewed as engineered
features from a machine learning point of view. Classification and quantification based
on simple least square fitting performed pretty well already in our demonstration.
One limitation of our technique is that it requires labor-intensive searching of
the optimal basis patterns. In our proof-of-concept demonstration the problem was
reduced to finding optimal sizes of the annulus-shaped DM patterns. However, de-
signing optimized patterns becomes more challenging when the particles become more
varied or structured. This problem is directly analogous to the kernel design prob-
lem in machine learning, where the goal is to maximally separate data in a high-
dimensional space with as few coefficients as possible. In future work, we plan to
derive basis pupil patterns using a machine learning model for automated optimiza-
tion. The initial simulation has already been performed with a Tensorflow framework
(see Chapter 4.2.3).
Another drawback of our current design of the MFCI FC is low sensitivity. In
this proof of principle experiment we only used two types of polystyrene beads, which
are highly diffracting given their refractive index (about 1.6). However, when the
refractive index of the particles gets closer to that of the fluid (biological cells in
water), the SNR will be much lower and the classification results will worsen.
4.4.2 Future work and potential applications
In the next step, we plan to reconfigure the system with a laser illumination and
different patterns such that an interferometric measurement can be made by over-
lapping scattered light with ballistic light. This supposedly will boost the SNR a lot
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(about
√
Eb/Es, where Eb is the amplitude of ballistic field and Es is the amplitude
of scattered field). Improved sensitivity will enable us to work with less diffractive
particles like biological cells.
Our setup features very high throughput and relatively high quantification accu-
racy. This makes it suitable for quantifying number of different groups of particles
in given fluid. For example, concentration and ratio of different types of cells (RBC,
WBC, platelets, etc.) in a blood test is important clinical information. Concentration
of some groups of bacteria in water is a vital parameter when evaluating quality of
drinking water(Prest et al., 2013). Similarly the microbial data can also be used for
monitoring waterbody health(Besmer et al., 2014).
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Chapter 5
Pseudo 3D imaging with a fluorescence
lensless endomicroscopy
This chapter is less related to phase imaging and is not published. C.B. and J.M.
conceived of the idea. C.B. developed the theory, built the setup, performed the
experiments and processed the data.
In this project we aimed at developing a lensless, fiber bundle based endomi-
croscopy that performs pseudo 3D fluorescence imaging. This is achieved by numeri-
cal modeling and processing of a pair of simultaneously acquired single-shot confocal
and non-confocal images. Theories and exploratory experiment results are presented
here.
5.1 Introduction
The development of high resolution, 3D imaging endomicroscopy has been gaining
interest, due to needs in in vivo studies of neuronal dynamics and interactions in
deep brain tissue. Optical sectioning, or the capability of out-of-focus rejection, is
the key requirement to perform any 3D imaging (Mertz, 2011).
Traditional 3D imaging techniques like confocal laser scanning microscopy (CLSM)
and multiphoton microscopy are usually limited by penetration depth in this applica-
tion. Light sheet microscopy, which illuminates the sample with a thin laminar sheet
of light thus only excites fluorescence on the selected plane, has been considered a
good candidate for its good sectioning power and high resolution shown in many stud-
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ies (Huisken et al., 2004; Verveer et al., 2007; Truong et al., 2011), including whole
brain imaging (Ahrens et al., 2013; Mertz and Kim, 2010). However, it is restricted by
infeasibility of the side-on illumination in many scenarios, and it usually only works
effectively with highly transparent samples. One way to circumvent this restriction
is to incident the light sheet obliquely into the sample from the top, instead of on
the side (Holekamp et al., 2008), but the penetration depth (150 µm) is no better
than traditional confocal microscopy in this case. Another attempt to overcome the
restriction is to build endomicroscopy with miniaturized grin lens and prism to form
light sheet inside the sample (Engelbrecht et al., 2010). However, this design is highly
invasive considering the size of the whole probe, and such design also poses difficulty
to achieve 3D imaging because the light sheet is fixed relative to the objective. An-
other widely used optical sectioning technique is structured illumination microscopy
(SIM), where the sample is illuminated with a series of phase-stepping grid patterns
and optical sectioned result can be synthesized with certain processing. SIM can be
combined with both rigid type (Karadaglic´ et al., 2002)and fiber bundle based endo-
scopes (Bozinovic et al., 2008) to achieve optical sectioning deep in sample. However,
these techniques are usually highly susceptible to the grid pattern distortion gener-
ated during transmission through the probe or cause by sample movement. HiLo
endomicroscopy (Santos et al., 2009; Ford et al., 2012b)was proposed to solve this
problem by applying random speckle illumination instead of any fixed pattern, thus
provides robust optical sectioned images of the focal plane. However, most types of
endomicroscopies adopting micro-objectives can hardly perform 3D imaging for lack
of minimally invasive scanning mechanism. Most widely used 3D endomicroscopies
are based on OCT and are designed neither for brain imaging nor for fluorescence
imaging (Adler et al., 2008; Adler et al., 2009).
In this chapter we present a lensless fiber bundle based endomicroscopy that is
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capable of obtaining pseudo 3D image without scanning the probe. The idea of
this technique is to use two detectors, one with pinhole and another without, to
form confocal and nonconfocal image of the proximal end of the fiber bundle. The
intensity ratio of an object in this two images is almost explicitly determined by its
distance to the probe tip, or the distal end of the fiber bundle. Thus we can achieve
optical sectioning by only retaining objects with same intensity ratio, which means
on the same depth, and reject other out-of-selected-depth information. By sweeping
the depth we look at, a 3D stack can be obtained. We first verified this technique
by comparing the result to the 3D image stack acquired by a standard confocal
microscopy in clear agarose phantom. After that we conducted an in situ experiment
in mouse brain. The drawback of this technique is that, it can only work in samples
with non-overlapping distinct objects, like sparse beads in agarose or neuron cells in
brain tissue.
5.2 Methods
5.2.1 Pseudo 3D principle
As described previously, the benefit of this technique is that it provides out-of-
selected-plane signal rejection. To introduce the idea, let’s first look at the imaging
property of this system. Assuming unity intensity, we model the illumination beam
as Gaussian beam with the waist at the fiber tip:
I(~ρ, z) =
2
piw2(z)
exp
[
− 2|~ρ|
2
w2(z)
]
where
w(z) = w0
√
1 +
(
z
z0
)2
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is the beam width at depth z. The Rayleigh length, or depth of focus is z0 =
piw02
λ
and the divergence angle, which equals to NA of the fiber, is θ0 = NA =
λ
piw0
(Saleh
and Teich, 1991). According to measurement, the NA of the core is 0.27 with working
wavelength λ = 488nm, so the effective waist of the beam is w0 = 0.57µm.
The point spread function (PSF) of such an imaging system is product of its
illumination and detection PSFs. For the confocal pathway (with detection pinhole
conjugate to the illumination core), according to reciprocity, the detection PSF is
same as the illumination PSF, assuming the pinhole size is well adjusted to match
the resolution of the objective. Since only one core is illuminated and detected each
time, the w0,s equals to the effective waist we have and Rayleigh length is fairly small
(2.1µm). s denotes for single core here. With the assumption that objects are mostly
further than Rayleigh length (z  z0,s), we can get the PSF of this confocal pathway:
PSFc(~ρ, z) = [Is(~ρ, z)]
2 =
(
A
z2
)2
exp
(
−2Api · |~ρ|
2
z2
)
where A = 2piw0,s
2
λ2
is a constant only related to the system. Now consider the non-
confocal pathway. The illumination PSF is the same while the detection is without
pinhole. Using reciprocity we know the detection PSF is equivalent to illumination
through the whole bundle, i.e. all cores. In this case w0,a is the radius of the bundle
so the region of interest is much smaller than it (|~ρ|  w0,a) and the Rayleigh length
is much larger than z (z0,a  z). a denotes for all cores here. The final imaging PSF
of the nonconfocal pathway can be written as:
PSFn(~ρ, z) = Is(~ρ, z)Ia(~ρ, z) =
AB
z2
exp
(
−Api · |~ρ|
2
z2
)
where B = 2
piw0,a2
is a constant only related to the system. With the PSFs, we can
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easily write the imaging equation for both pathways:
Ic(~ρ1) =
∫ ∫
PSFc(~ρ1 − ~ρ0, z0)C(~ρ0, z0)d2~ρ0dz0
In(~ρ1) =
∫ ∫
PSFn(~ρ1 − ~ρ0, z0)C(~ρ0, z0)d2~ρ0dz0
where C(~ρ0, z0) is the fluorescence concentration distribution.
As the simplest case, now assume we have a point object located at (0, zi), thus
C(~ρ0, z0) = δ(0, zi), where zi denotes the depth of interest. We take two images Ic(~ρ1)
and In(~ρ1) simultaneously. The intensity distributions of this object on two images
will be given by corresponding PSFs. With the consideration that individual cores
serve as effective pixels of the image and most objects are far away from the fiber tip
compared to the size of single core, we assume |~ρ|  z. Then the intensity ratio of
this object on two images is given by:
α(zi) =
PSFn(~ρi, zi)
PSFc(~ρi, zi)
≈ B
A
zi
2
. Now we can see that this ratio is exclusively dependent on depth. Thus any objects
with the same intensity ratio are on the same plane.
To acquire sectioned image of this plane, we apply the following mask to the
confocal mode image:
Mask(~ρ1, α(zi)) = exp(−β|Ic(~ρ1) · α(zi)− In(~ρ1)
Ic(~ρ1) · α(zi) + In(~ρ1) |
γ)
where β and γ are parameters related to how fine the rejection works, or how large the
axial resolution is. What this mask does is that, for the objects on the selected depth,
the mask value is close to 1 so the objects are reserved, signal from other depths get
much smaller mask values so get blocked. After applying this mask we can have the
sectioned image of selected depth zi: Isection(~ρ1, zi) = Ic(~ρ1) ·Mask(~ρ1, α(zi)). Figure
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5·1 shows the principle of this numerical sectioning technique.
Since we can acquire sectioned image of any depth of interest, sweeping the ratio
α(zi) and applying corresponding masks can lead to a stack of sectioned images of
different depths, thus forming the 3D image stack.
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Figure 5·1: Pseudo 3D principle illustration.
5.2.2 Experimental setup
Our pseudo 3D endomicroscopy setup is illustrated in Figure 5·2. The laser beam
(Omicron PhoxX 488, 80mW) is directed by the dichroic mirror (Semrock FF506-
Di02-25x36) and raster scanned by the galvanometer mirror (Thorlabs GVS001), and
then expanded by L1 and L2 to fill the back aperture of the objective (Olympus
LUCPlanFL 40x, 0.6 NA). L1 and L2 are lens with focal lengths of 100mm and
250mm respectively. Then the laser beam is focused onto the proximal end of the
fiber bundle (Fujikura, FIGH-10-350S). This fiber bundle has 10,000 cores with an
active diameter of 325 µm. The distal end of fiber bundle goes directly into the sample,
without any micro-objective or grin lens on the tip. The generated fluorescence from
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the sample is again transmitted through the fiber bundle, spectrally filtered by the
dichroic mirror and another emission filter (Semrock FF01-525/50M), focused by lens
L3 (175mm) and then evenly separated by a beam splitter (Thorlabs, BS016). One
pathway leads to a detector (Hamamatsu, HC125-02) behind an adjustable aperture
(Thorlabs, SM1D12SZ), which locates at the conjugate plane of the objective focal
plane and serves as a pinhole as in standard laser scanning confocal microscopy.
The other pathway leads to the second detector without aperture thus forming a
nonconfocal scanning microscopy.
5.2.3 Image Processing
The first step in processing is background subtraction. In nonconfocal pathway, the
free space between beam splitter and PMT actually contains reflection mirror and
inevitably brings in background light. (In our setup, most optical components are
crowded roomed in a 40cm× 40cm box so the PMT cannot be positioned perfectly.)
Also, both the core and cladding material is autofluorescent, which introduces ex-
traneous background in the raw images. And the autofluorescence depends on laser
power level. So in our experiment, after finding the region of interest, we first adjust
laser power and amplification of the PMT and other electronics to have adequate
dynamic range. Then we fix the settings and take some images. Before moving to
other regions, we pull out the probe and take a pair of images without sample, serving
as background. In this way, we are usually free to adjust laser power and amplifica-
tion during observing and acquiring images and background acquired under the same
settings can be easily subtracted.
Then, the primary preprocessing before performing pseudo 3D sectioning is re-
moving the core grid pattern. A more detailed description of this problem can be
found in Chapter 2.
When designing the depth-sensitive mask we described, we deducted 0.15 from the
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Figure 5·2: (a) Pseudo 3D endomicroscopy setup. DM, dichroic
mirror; GM, galvanometer mirror; OBJ, objective; FB, fiber bundle;
EF, emission filter; BS, beam splitter; PMT, photomultiplier tube.
(b)Representative confocal and (c) nonconfocal images of fluorescent
lens paper. Scale bar 50µm.
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Figure 5·3: Fluorescent beads in clear phantom. (a) Confocal mode
image after background subtraction. (b) Nonconfocal mode image after
background subtraction. (c) Confocal mode preprocessed image. (d)
Nonconfocal mode preprocessed image.
whole mask, truncate the negative values and renormalized the mask to have maxi-
mum of 1. This is for a practical reason that some out-of-plane signals are so strong
that even after the original mask attenuation they are still not rejected. Another
adjustment during making 3D stack is that, we enhance the intensity of sectioned
plane according to the its depth. This is easy to achieve because the attenuation is
also directly related to the depth according to the PSF functions. (For medium with
known absorption and scattering, these effects can also be took into account and be
corrected.)
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5.3 Preliminary results
Figure 5·3 shows images of fluorescent beads (20 µm, phosphorex) in clear agarose
phantom, with both confocal and nonconfocal mode, before and after preprocessing.
These beads are sparsely located at different depths in the phantom. Temperature
changes during making the phantom leads to the size unevenness of the beads. It can
be seem the core removal algorithm keeps most features of the original image without
significantly degrading the resolution and contrast.
Comparing figure 5·3 (c) and (d) we can see that confocal mode has better res-
olution. Beads have visually smaller sizes and are less blurred. And in both modes
resolution degrades with depth. Beads located deeper are visually larger and more
blurred. Both effects can be easily explained by exponential component of PSFs of
the system. Another fact is that nonconfocal mode can see further. Some deep beads
are almost indiscernible in confocal mode image. This is because in confocal mode
the intensity decrease with z4 while in nonconfocal mode the decrease speed is much
slower at z2.
Figure 5·4 show comparison of pseudo 3D image stack and CLSM images of the
same volume. The CLSM we use is confocal mode of the same setup without fiber
bundle.
97
Figure 5·4: Pseudo 3D images (a, c, e, g, i) and corresponding CLSM
images (b, d, f, h, j). In this case the depths of sectioned images are
roughly 30um, 60um, 90um, 120um, and 150um, respectively.
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5.4 Discussion
Although we only performed proof-of-principle demonstration with beads in a clear
phantom. Some pros and cons should still be discussed about this setup.
For endomicroscopes, being lensless can be both beneficial and disadvantageous.
It usually means lower cost and no optical sectioning. Although in our case sectioning
can be achieved numerically, the resultant pseudo-3D images are still far less sharp
than images acquired by a confocal microscope with real optical sectioning.
It can be easily noticed that overlapping objects will cause problem in this de-
sign. With simple simulation, we found two same fluorescent beads overlapping in z
direction will be retrieved as one bead located between the original two. And large
objects will block anything below it from being properly retrieved. This restricts the
application of this design to only sparse objects.
Ultimately we hope this design can be used for in vivo studies of neuronal dynamics
and interactions in deep brain tissue.
Appendix A
Appendix
A.1 Tensorflow code for DM pattern optimization
First we try to create two scatter patterns (intensity).
In [ ]: # Define meshgrid first.
import numpy as np
N = 101
nx, ny = (N, N)
x, y = np.linspace(-50,50,nx), np.linspace(-50,50,ny)
xv, yv = np.meshgrid(x, y)
In [ ]: # Define the two functions to form patterns
from scipy.ndimage.filters import gaussian_filter
def create_round_pattern(r, sigma):
pattern = ((xv**2+yv**2)<=r**2)*1.0
return gaussian_filter(pattern, sigma = sigma)
def create_annular_pattern(r1, r2, sigma):
pattern = ((xv**2+yv**2)<=r2**2)*((xv**2+yv**2)>=r1**2)
return gaussian_filter(pattern, sigma = sigma)
In [ ]: # Create two specific patterns and a uniform background
p1 = create_round_pattern(6,2)
p2 = create_annular_pattern(15,18,2)
background = 1*np.ones((N,N))
Next we generate a set of training examples. There are 400 images in total.
In [ ]: # Generate an image with num1 of p1 and num2 of p2
def generate_image(num1, num2):
img = background + num1*p1 + num2*p2
return img
imgs,y = np.zeros((400,101,101)),np.zeros((400,2))
ind = 0
for num1 in range(20):
for num2 in range(20):
imgs[ind] = generate_image(num1, num2)
y[ind,:] = num1, num2
ind += 1
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In [ ]: # Normalize all images and rename the imgs for easy read.
X_train = imgs/imgs.max()
Y_train = y
Now we start to build the model in tensorflow.
First we define this function which creates placeholders for the input (X) and output
(Y). The shape of X (N by N) and Y (2 values) must be specified for the placeholders.
In [ ]: import tensorflow as tf
No_types = 2
def create_placeholders():
X = tf.placeholder(tf.float32, [N, N])
Y = tf.placeholder(tf.float32, [No_types])
return X,Y
In [ ]: from tensorflow.python.framework import ops
from random import shuffle
import matplotlib.pyplot as plt
# default parameters work well, tuning could make the results better.
def model(X_train, Y_train, beta1 = 1, beta2 = 1, beta3 = 1,
learning_rate=0.01, lr_decay = False,
num_epochs=101, verbose = 20, random_seed=0):
# to be able to rerun the model without overwriting tf variables
ops.reset_default_graph()
# to keep results consistent (tensorflow seed)
tf.set_random_seed(random_seed)
# m is the number of training images we have
m = X_train.shape[0]
# To keep track of the cost at each step
costs = []
# create input and output placeholders
X, Y = create_placeholders()
# assume we have two filters to optimize
No_filter = 2
# each DM pattern is N by N, initialized and limited to (0,1)
DM_patterns = tf.get_variable("DM_patterns", [No_filter, N, N],
initializer=tf.random_uniform_initializer(0.4,0.6),
constraint=lambda x: tf.clip_by_value(x, 0, 1))
# this is the matrix to retrieve the number of patterns
weights = tf.get_variable("weights", [No_filter, No_types],
initializer=tf.random_uniform_initializer(0,10) )
# this is the bias term for the retrieval process
# should be 0 if there is no background
biases = tf.get_variable("biases", initializer = tf.zeros([1, No_types]))
# Then we define the forward propagation
# the image is element-wise multiplied by each DM pattern
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L1 = tf.multiply(X, DM_patterns)
# integration of each pattern, equivalent to signals on the detectors
L2 = tf.reduce_sum(L1, [1,No_types])
# reshape the signal to shape [1,2]
L2 = tf.reshape(L2, [1,No_filter])
# output is linearly related to the signals (as described in Chapter 4)
out = tf.matmul(L2, weights) + biases
# Here we define the optimization goal
cost = tf.losses.mean_squared_error(Y, tf.squeeze(out))/(tf.reduce_sum(Y)+1)
regularizer1 = tf.reduce_mean(tf.multiply(DM_patterns[0], DM_patterns[1]))
regularizer2 = tf.nn.l2_loss(weights)
regularizer3 = tf.reduce_mean(tf.multiply(DM_patterns[0], \
tf.ones([N,N])-DM_patterns[0])) + tf.reduce_mean(tf.multiply( \
DM_patterns[1], tf.ones([N,N])-DM_patterns[1]))
cost_total = cost + beta1 * regularizer1 + beta2 * regularizer2 \
+ beta3 * regularizer3
# if apply exponential learning rate decay or not
if lr_decay:
# count the number of steps taken.
global_step = tf.Variable(0)
start_learning_rate = learning_rate
# calculate learning rates using exponential decay
learning_rates = tf.train.exponential_decay(start_learning_rate,
global_step, m*num_epochs,0.6,staircase=True)
# assign the optimizer
optimizer = tf.train.AdamOptimizer(learning_rates).minimize(cost_total,
global_step=global_step)
else:
optimizer = tf.train.AdamOptimizer(learning_rate= \
learning_rate).minimize(cost_total)
init = tf.global_variables_initializer()
with tf.Session() as sess:
sess.run(init)
# start a new epoch, each epoch trains through all images once
for epoch in range(num_epochs):
# to calculate total cost of this epoch
epoch_cost = 0.
# randomize the order to present images in this epoch
order = [i for i in range(m)]
shuffle(order)
for i in order:
# the input image is added with some noise
(tmp_X, tmp_Y) = X_train[i,:,:] + np.random.poisson( \
X_train[i,:,:])/20+np.random.randn(N,N)/50, Y_train[i,:]
# run the session and evaluate the optimizer and cost_total
# return the cost of this single image
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_ , temp_cost = sess.run([optimizer, cost_total], \
feed_dict={X:tmp_X, Y:tmp_Y})
# to calculate total cost of this epoch
epoch_cost += temp_cost
# record the total costs of epoches
costs.append(epoch_cost)
if verbose and epoch%verbose==0:
print ("Cost after epoch %i: %f" % (epoch, epoch_cost))
# plot the cost
plt.figure(figsize=(5,4))
plt.plot(np.log(np.squeeze(costs[3:])))
plt.ylabel(’log cost (a.u.)’)
plt.xlabel(’iterations ’)
plt.title("Learning rate =" + str(learning_rate))
plt.show()
# return the final optimized DM patterns
return sess.run(DM_patterns)
In [ ]: # define a function to visualize optimized DM patterns
def plot_DM_pattern(DM_patterns):
fig, axes = plt.subplots(2, 2, figsize=(8, 8))
axes[0, 0].imshow(DM_patterns[0,:,:])
axes[0, 1].imshow(DM_patterns[1,:,:])
axes[1, 0].plot(DM_patterns[0,int(DM_patterns.shape[1]/2),:])
axes[1, 1].plot(DM_patterns[1,int(DM_patterns.shape[1]/2),:])
Run this to see optimization result without the regularization terms.
In [ ]: DM_patterns = model(X_train, Y_train, beta1=0, beta2=0, beta3=0)
plot_DM_pattern(DM_patterns)
Run this to see optimization result with the regularization terms.
In [ ]: DM_patterns = model(X_train, Y_train, beta1=5, beta2=5, beta3=5)
plot_DM_pattern(DM_patterns)
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