The generalized-α time-marching method provides second-order accuracy in time and controls the numerical dissipation in the high-frequency region of the discrete spectrum. This method includes a wide range of time integrators. We increase the order of accuracy of the method while keeping the unconditional stability and the user-control on the highfrequency numerical dissipation. The dissipation is controlled by a single parameter as in the original method. Our high-order schemes require simple modifications of the available implementations of the generalized-α method.
Introduction
Chung and Hulbert in [4] introduced the generalized-α method for solving hyperbolic equations arising in structural dynamics. The method has second-order accuracy in time, unconditional stability, and user-control on the high-frequency numerical dissipation. Consequently, the method has been widely used for various applications. The Newmark-β method introduced in [9] is second-order accurate in time. However, the numerical dissipation cannot be controlled and the numerical solution is too dissipative in the low-frequency region. The generalized-α method improves on the φ method of Wilson [10] , the φ 1 method of Hoff and Pahl [7] , and the ρ method of Bazzi and Anderheggen [1] . These methods are second-order accurate and attain high-frequency dissipation but still have some low-frequency damping.
The generalized-α method generalizes the well-known HHT-α method of Hilber, Hughes, Taylor [6] and the WBZ-α method of Wood, Bossak, and Zienkiewicz [11] . That is, setting the parameters in generalized-α method to particular values, the method reduces to either the HHT-α or WBZ-α methods. The generalized-α method produces an algorithm which provides an optimal combination of high-frequency and low-frequency dissipation in the sense that for a given value of high-frequency dissipation, the algorithm minimizes the low-frequency dissipation; see [4] . To the authors' best knowledge, all these methods including the generalized-α method are limited to second order accuracy in time while the high-order Lax-Wendroff, RungeKutta, Adams-Moulton, and backward differentiation schemes (see [3] ) lack the explicit control over the numerical dissipation of the high frequencies. Thus, we propose a k-step form of the generalized-α method that delivers 2k accuracy in time for problems of second derivatives in time. The main idea of our generalization is to add higher-order terms as the residuals obtained by solving auxiliary systems as well as adopting higher-order terms in Taylor expansions used in the generalized-α method. More precisely, to gain 2k order of accuracy, we build an algorithm that consists of 3n equations. For each set of three equations, we solver a system for a variable and update the other two explicitly. We then study the spectral properties of the resulting amplification matrix to determine the unconditional stability region. The resulting system has control over the high-frequency numerical dissipation as well as the same unconditional stability region as the secondorder scheme. The revisions to an implemented generalize-α code are simple and the method remains highly efficient. The rest of this paper is organized as follows. Section 2 describes the problem under consideration. Section 3 presents the main idea of the fourth-order generalized-α method. We prove the fourth-order accuracy in time and the unconditional stability region. Section 4 discusses our method for 2k-order accuracy by introducing the unconditional stability region as well as the numerical dissipation control parameters. Concluding remarks are given in Section 5.
Problem Statement
We consider the second-order ordinary differential equation (ODE)
where u 0 is the initial solution and v 0 is the first derivative of solution at the initial state. We choose the time marching intervals between 0 = t 0 < t 1 < · · · < t N = T where T is the final time and define the time step-size as τ n = t n+1 − t n . We also denote the approximation of U (t n ),U (t n ),Ü (t n ), by U n , V n , A n respectively. The generalized-α method for solving (2.1) at time-step n is given by:
2a)
with the initial solution U 0 = u 0 , the initial velocity V 0 = v 0 , the initial acceleration A 0 = −λU 0 , and
, this reduces to the generalized-α method to solve the hyperbolic problems; see [4] . In order to control the numerical dissipation, the following parameter definitions are used
where, ρ ∞ ∈ [0, 1] is the user-defined control parameter.
Fourth-order generalized-α method
The equations (2.2b) and (2.2c) imply a sub-step time-marching for the generalized-α method and affect the order of accuracy. To obtain these two equations we use a Taylor expansion, and as a result they limit the accuracy of the method as they imply truncation error of O(τ 3 ). To overcome this limitation, we derive these representations by applying a higher-order accurate Taylor expansion; see also the discussion in [5] . For this purpose, let L a (s) denotes the a-th order derivative of the function s in time. Thus, for instance, to derive a fourth-order generalized-α method, we propose a method based on solving
with updating conditions
2) where
Assuming sufficient smoothness of the solution on the time interval under analysis and by taking three derivatives from the first equation of (3.1) with respect to time, we readily 3
The initial data are also obtained by using the given information on U 0 and V 0 as
3.1. Order of accuracy in time Herein, we determine the conditions on the parameters γ 1 and γ 2 to guarantee the fourth-order accuracy of the scheme in the form of (3.1). We have the following result. Theorem 1. Assuming that the solution is sufficiently smooth with respect to time, the method in (3.1) is fourth-order accurate in time given
Proof. Substituting (3.2) into (3.1), we obtain a system of equations for each time step as
where
Thus, the amplification matrix G is
This matrix-matrix multiplication results in upper-block diagonal matrix. The high-order unknowns
, associated with the lower block on the diagonal, are required to be second-order accurate. The upper block on the diagonal also leads to second-order accuracy. Then, we obtain the fourth-order accuracy by adding the highorder terms through the upper off-diagonal block to our solution. Thus, we analyze each 4 block to introduce corresponding parameters. For any arbitrary amplification matrix, we can state the following
where the coefficients are invariants of the amplification matrix as G 0 = 1, G 1 is the trace of G, G 2 is the sum of principal minors of G, and G 3 is the determinant of G. By using a Taylor series expansion, we obtain
(3.10)
10) is second-order accurate in time. Then, we consider the other three equations in (3.1) and (3.2). Then, we have
where the term R defined as a function of
This term is a residual and we neglected it in the analysis. Thus, by following a similar approach, we can verify that the remaining terms are of the second-order accuracy in time. Then, we add the residuals to the second-order accurate solution, in order to have the truncation error of O(τ 5 ) and consequently, a fourth-order accurate scheme in time. This completes the proof.
Stability analysis and eigenvalue control
In order to have an unconditionally stable method, we bound the absolute values of the eigenvalues of amplification by one. For this purpose,by considering λτ 2 as one term, we first calculate the eigenvalues of (3.8) for the case σ = λτ 2 → 0 as
The boundedness of λ 5 and λ 6 in (3.12) implies the conditions α 1 ≥ . For the case of σ → ∞, we show in Figure 1 the stability region for two cases in which α 1 is constant as well as when it is equal to α 1 . Hence, to achieve unconditional stability, the corresponding parameters can be set to
To provide the control on the numerical dissipation, following closely the analysis on the second-order generalized-α method in [2, 4, 8] , we use two other parameters β 1 and β 2 to set the complex part of the eigenvalues equal to zero when σ → ∞. Thus, we have
(3.14)
Then, we set user-controlled parameters ρ
and use the following definitions to propose the method:
Remark 1. The amplification matrix when σ → ∞ is a block matrix and it has two sets of eigenvalues. Two of the eigenvalues equal to ρ ∞ 1 , one is zero and the other three equal to ρ ∞ 2 . We omit the details for brevity. Therefore, by choosing 0 ≤ ρ 
Higher-order accuracy in time
In general, for k ≥ 2, we obtain the 2k-th order generalized-α method by solving and updating the system using the following
2) where we have
For k = 1, 2, this reduces to the second-and fourth-order generalized-α methods, respectively. Using a similar argument to the one we described in the proof of Theorem 1, we can establish higher-order schemes in the form of (4.1) and (4.2). To seek p-th order (p ≥ 4) scheme, we substitute (4.2) into (4.1) and obtain a system written in a matrix form
Therefore, the amplification matrix is L −1 R.
Theorem 2. For u that is sufficiently smooth in time, the scheme defined by (4.1)-(4.3) for the ODE (2.1) is of 2k-order accurate in time provided
Proof. The amplification matrix corresponding to the scheme is a block matrix shown in Figure 3 corresponding k = 5. Each block is a 3 × 3 matrix where the blue blocks are zero. The green blocks also have similar entries to the entries of the amplification used in the second-order generalized-α method. Hence, the terms used in (3.9) can be calculated separately for each block and considering the higher-order terms to have a second-order accuracy. Consequently, after solving the whole system, we have a truncation error of O(τ 2k+1 ). 
Stability analysis and control on dissipation
To study the eigenvalues of the amplification matrix (4.4), we refer to the sketch that Figure 3 presents, where we can obtain all the eigenvalues by calculating the eigenvalues of each green block. Hence, we propose the following for the parameters (follow a similar logic to the one we describe in Section 3. where the eigenvalues of block i approaches to ρ ∞ i when σ → ∞.
Concluding remarks
We propose a new class of higher-order generalized-α methods that maintain all the attractive features of the original generalized-α for hyperbolic systems.. In particular, at each time step, we obtain a 2k order of accuracy in time by solving k matrix systems consecutively and implicitly. We then update the other 2k variables explicitly. The dissipation control is also provided by introducing parameters corresponding to each set of equations.
