The heat capacity of N-dimethylaminodiborane was determined in the temperature range from 17° to 285°K by m eans of an adiabatic calorimeter. A first-order solid-solid transition was found at 199.9 ± 0.1 O K , with a latent heat of 7794 abs j mole-I. The triplepoint temperaturc was found to be 218.4 ± 0.2°K , and the heat of fu sion to be 1,408 ± 30 abs j mole-I. The measurements of the heat of vapo ri zation at 271.60 0 K (94.3 mIll Hg) y ielded 30,119 ± 30 abs j m ole -I. The results of the vapor-press ure m eas urem ents from 220° to 290 0 K can be represen t ed by the equation log lOJ! mmU. = 406.5734/ 7'+ 5.2095614 X 10-2 7' + 1.01048 X 10-5 TL l.390588 X 10-7 1'3 -1l.63086.
Introduction
Many boron hydrides and other boron-containing compounds arc relatively unstable and undergo various disproporLionation r eacLions. These equilibria are complicated in many cases by Lhe large number of differen t compounds produ ced in the reaction. The d earth of thermodynamic information regarding th ese substan ces prevents compu tation of Lhe degree of thermal and chemical sta bility. Also, there is considerable interest in these materials from the standpoints of their structure and of practical application s. In view of t hese considcrations, a program of thermodynamic s tudy was initiated to aid in the better under standing of boron-containing compounds. This pap er deal s with Lhe determination 01' h eat capacity, h ea L s of fu sion, vaporization, and transition, and vapor pressure, and with the computation of the th ermal properti es of N-dimethylaminodiborane, (CH3h NB2H 5 • 
. Apparatus and Method
Measurements of the heat capacity and the heats of fusion and transition were carried ou t in an adiabatic calorimeLer similar in design to that described by So uLhard and Brickwedde [1) 1 . Th e details of the design and operation of the calorimeter have been previously given by Scott et al. [2] .
In the measurements of the gross (sample plus con tainer) heat capac iti es at the lower temperatures, where the heat-capacity curve has a large curvature, the temperature interval of heating, t:"T, was made small in order to minimize the curvatlll'e correction; from 17° to 30 0 K t:"T was 1 to 3 deg, from 30° Lo 60 0 R it was in creased from 3 to 5 deg, and above 1 Figures in brackets indicate t1,e li teratu re references at t he end of this paper.
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60 0 R it was as much as 8 d eg. Also, in. the transition range (discussed in section 4 of this paper) t:"T was made small to obtain as closely as possible th o shape of the heat-capacity curve, as well as to minimize the curva ture co rrection . The curvature corr ections [2] were made whenever signifLcan t USlllg t he relalion .. , (1) wher e Z is the hea t capacity, Tm the m ean temperature of the temperature interval t:"T, and Q t he energy input. The net h eat capaciLies ,vere obtained by subtracting tb e tare (emp ty container) heat capacities from the gross h eat capacities after the necessary curvature corrections have been made. The tare heat capacities at the temperatures of the observed gross heat capacities were obtained by fom'-point Lagrangian interpolation [3] in a table of smoothed tare hea t capacities given at I-deg intervals.
At the higher temperatures, where th e vapor prcssure became significant, corrections were applied to the net heat capacities for the heat of vaporization and for the mass of vapor in the filling tube. The corrections were determined by using the followin g relation [4] Cnet-Tm ddT {~~[V-(m -ml)VC] }-z (~;t
where Csatd is the molal heat capacity of the condensed phase at saturation pressure, M the molecular weigh t of the material, Cnet t he n et heat capacity, p t he vapor pressure at Tm, V the volume of the calorimeter m the total mass of sample, m t the mass of vapor i~ t he filling tube, Vc the specific volume of the condensed phase, and l the heat of vaporization of unit mass of sample at Tm. This correction at the highest t emperature (285°K) of the measurements amounted to 0.15 percent.
The h eat-of-vaporization experiments were made in another adiabatic calorimeter similar in design to those described by Osborne and Ginnings [5] and by Aston et al. [6] . The details of the design and operation can be found in these references.
For the vapor-pressure m easurements, the calorimeter used in the heat-capacity experiments was connected to a mercury manometer, which was read by means of a mirror-backed calibrated glass scale. The calorimeter served as a thermostated container, and the vapor-pressure measurements were generally made at successively higher temperatures. As no provision was made to stir the sample, several measurements were made at successively lower temperatures as a check on the equilibrium of the sample. These two series of results, one obtained going up and the other going down the temperature scale, did not differ significantly. The pressure readings were converted to standard mm Hg (g . 980.665 cm sec-2 , temperature = O°C) on the basIs that the local gravity is 980.076 cm sec-2 • Temperatures above 90 0 K were determined in accordance with the International Temperature Scale [7] . Below 90 0 K , a provisional scale was used, which is based on a set of platinum resistance thermometers calibrated against a helium-gas thermometer [8] . All electrical instruments and accessory equipment were calibrated at the Bureau. The atomic weights used were based on the values given in the 1952 Report of the Committee on Atomic Weights of the American Chemical Society [9] .
. Sample and Its Purity and Heat of Fusion
About 200 ml of t.he material was originally received in a break-seal ampoule; after degassing, by r epeated freezing , pumping, and melting, approximately one-half of this material was transferred by vacuum distillation into a weighing flask for calorimetric studies. The sample in the weighing flask was degassed further, first by pumping at about -70°C and later by freezing, pumping, and melting three times. Following this treatment the sample (59.0725 g) was transferred immediately into the calorimeter.
The puri ty of the sample was determined prior to th e heat-capacity measurements from its equilibrium melting t emperatures. In this method all the impurity is assumed to remain in the liquid phase and not to form a solid solu tion with N -dimethylaminodiborane, and Raoult's law of solution is assumed to b e applicable throughout the whole range of impurity concentration . The observed equilibrium melting temperatures are plotted versus the reciprocal of the corresponding fractions of the material melted, 1/F'. The fraction melted is obtained from th e energy input, heat capacity, and heat of fusion. The product 202 of the cryscopic constant, t:.H r /RT,2p, and the slope of the temperature versus l /F curve is the mole fraction impurity. In the cryscopic constant, t:.l-I r is the h eat of fusion, R the gas constant, and T tp the triplepoint temperature. aThe temperatures given are accurate to O.OloK . When ever temperatures are ex pressed to t he fourth decimal, the last t wo figures a re significant only i n t he measurement of small temperature differences.
b E xtrapolated .
The heat of fusion was determined in the usual manner by heating continuously from a temperature a few degrees below the triple-point temperature to just above it and by correcting for heat capacity and for premelting caused by the presence of impurity. (Certain amounts of material are already melted at temperatures just below the triple-point temperature. The amount melted is dependent upon the impurity content, the cryoscopic constant, and the closeness of the temperature to the triple-point temperature. ) The experimental heat capacities in the region just b elow the triple-point temperature were found to have apparently higb values caused by the premdting of the sample. The premelting corrections cal cula ted from the impurity content did no t seem to correct the observed heat capacities satisfactorily. The final values of heat capacity in this region (see table 6 ) were obtained after revising the observed values by a combination of premelting correction and extrapolation. These corrections were not particula.rly accura.te, consequently the heat capacities are believed to have la.rge errors, probably a.s much as several percent. The calculated value of the heat of fusion , which is relatively small, has a large percentage uncertainty resulting from the inaccuracies in the heat capacity and premelting corrections.
The results of the heat-of-fusion measurements and computations are summarized in table 2. Considering the various known sources of uncertainties, such as premelting and heat capacity corrections mentioned in the previous paragraph, energy measurements, heat leaks, and mass of sample, the heat of fusion is probably accurate to ± 30 abs j mole-I. 
T ABLE 2. Molal heat oj fusion oj N-dimethylaminodiborane

Heat Capacity and Heat of Transition
Measurements of the heat capacity were made from about 17 0 to 285 0 K ; corrections for curvature (see eq 1) and vaporization (sec eq 2) were applied to the observed values whe.rever significant. The equation for the liquid density reported by Burg and Randolph [10] , based on their experimental measurements, wa s used in making the vaporization COlTections. The density equation was extended below its experimental temperature range whenever required. As the corrections become smaller at. lower temperatures (at the highest temperature of the measurements, 285 0 K , the vaporization correction was 0.15 percent of the net heat capacity), the error in the extrapolation is considered to have negligible effect on the final observed h eat-capacity values given in table 3 and figure 1 .
The values given in table 3, although corrected for vaporization and curvature wherever significant, have not been corrected for pl'emelting in the region just below the triple-point temperature. As mentioned in section 3, considerable premelting effects were observed in the apparently high values of heat capacity. In calculating the final smoothed values of heat capacities given in table 6 of section 7, the observed values were first revised by a combination of premelting correction and extrapolation. The revisions made are believed to be highly inaccurate, consequently the uncertainty in the heat capacity of this region may be as high as several percent. At other r egions of temperature, except below about 60 0 K, the heat capacity is probably accurate to ± 0.2 percent. Below 60 0 K the probable error in the values is believed to increase to about 1 percent largely due the smaller tempera ture interval of heating, smaller energy input, and decreased sensi tivity of the thermometer.
Because of the rolatively low heat of fusion and the large premel ting effect observed, the solid-solid transition occurring between 195 0 and 205 0 K was origill!Llly though t to arise from the me] ting of a eutectic mixture. A close examination of the heat capacity between 200 0 K and the triple-point tem- • T m is the mean temperature of the heating interval. b 'rhe telnperatures gi ven are accu rate to ±O.O1 0 K. Figures beyond the second decimal are significan t onl y insofar as small temperature differences are con· cerned.
, 'I'hese arc apparently h igh values obtained in the temperatme region of the solid·solid transition and t he triple pOUlt.
. (1) 88 I Ru n
.. (see table 3 , runs 6 and 8) suggest that the peak or the transition temperature is 199.9 ± 0.1° K. The latent heat associated with the transition was estimated from the enthalpy change from 190 0 to 205 0 K and the extrapolated heat capacity in this region to be 7794 abs j mole-I.
. Heat of Vaporization
The heat-of-vaporization experiments were made at 271.60 0 K (94.3 mm H g). The experimentally determined quantity "I, the energy input per mole of sample collected [11] , is related to the molal heat of vaporization !:IF/y, by the expression dp M1 y="I-TV dT (3) where V is the molal volume of the liquid, T the absolute temperature of vaporization, and p the vapor pressure. The molal volume of the liquid was obtained by extrapolating, a few degrees, the density equation (0 0 to 25° C) given by Burg and Randolph [10] . The temperature derivative of the vapor pressure, dp /dT, was obtained by different.iating with respect to temperature the vapor-pressure equation (eq 4). The results of the heat-of-vaporization measurements and computations are summarized in table 4. Considering various known sources of error and the precision of the measurements, a probable error of ± 30 abs j mole-I is assigned to the heat of vaporization. The heat of vaporization computed ill accordance with the Clapeyron equation gave 29,900 abs j mole-I, which is in fair agreement with the experimental value obtained. Tn the computation the vapor was assumed to follow the Berthelo t equation of state, the constants (Tc= 485° K and Pc= 36 atm) of which were estimated according to T b= 2/3T c and the method describ ed by Wald en [12] , respectively. The sources of the dp /dT and the molal volume of the liquid phase were those mentioned in the previous paragraph.
. Vapor Pressure
The results of the vapor-pressure measurements, made from about 220° to 290 0 K , can be represented by the equation 10gIO Prom Hg=406.5734/ T +5.2095614 X 10-2 T + 1.01048 X 10-5 T 2-1.390588 X 10-7 ]'3-11.63086.
The constants were detm'mined by the method of least squares. In column 4 of 
reported by Burg and R andolph [10] based on their experimental results from about -36° to 50° C. Attempts were made to carry out vapor-pressure measurements at higher temperatures in an isoteniscope. However, it was found that even at 300 0 K the vapor pressure increased, presumably due to decomposition, over an extended time in the isoteni- • Equation (4).
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scope. The average increase over several days was about 0.01 mm Hg per hour at this temperature. Consequently, the results with the isoteniscope have not been considered in this paper.
Derived Thermal Properties
Empirical equations were fitted to the observed heat capacities and the deviations from the equa- (7) -i1'(S7'-S ooK)satd dT+ i7' V (clp/dT)satd ciT. (8) In these expressions !1Htr is the heat of transition Tt r the temperature of transition, and V the molal volume of the condensed phase. Other symbols have the usual or previously defined significance. The equations were evaluated, except between 190° a~d 220° K , .by r:umeric~l integration using four-polllt Lagranglan mtegratlOn coefficients [3] . Bet,~een 190° and. 220° K , the. enthalpy change was obtallled by summlllg the experlmental input enerO'ies in runs that were made continuously through either or both of the two first-order transitions. This procedure was particularly necessary for evaluating the enthalpy change in the temperature region that included th e triple-point temperature. As mentioned in section 3, the premelting corrections were highly uncertain and, although the measurements o~ th.e to~al energy involved were precise, the energy dlstnbutlOn between melting and heat capacity may be inaccurate. In the interval from 190° to 205° K, as given in table 7, the enthalpy changes for runs 6.and 8 were 9570.4 and 9573.8 abs j mole-I, respectlvely. From 210° to 220° K which includes the triple-point temperature, runs 1', 7, and 8 gave 2656.1, 2657.7, and 2660.3 abs j mole-I, respectively, for the enthalpy change. In run 8 the heat-.
. , capaCIty expenments were made continuously from ~88.1789° to 221.5915° K, which gave 12861.9 abs ] mole-I for the enthalpy change in the interval 190° to 220° K. Upon taking 9570.4 and 2656.1 abs j mole-I, which have been obtained under optimum experimental conditions, for the enthalpy changes for the intervals 190° to 205° K and 210° to 220° K resp ectively, the enthalpy change for the in tervai 205° to 2lO° K becomes 635.4 abs j mole-I. The en~ropy changes for the corresponding temperat~re lllterva~s (see t~ble 7) were obtained by summmg the vanous !1H/ Tm's, where Tm is the mean temperature of the heating interval. In the interval 190° to 205° K, runs 6 and 8 gave 47.923 and 48 .154 abs j deg-I mole-I, respectively. As!1H and correspondingly t~e !1Twere small.er in run 6, ~he entropy change of thIS run was usedlll constructlllg table 6. For the interval 205° to 2lO° K, the entropy change was obtained by merely dividing the enthalpy change (635.4 abs j mole-I) by the mean temperature (207.5°K). For the interval 2lO° to 2200K , runs 1, 7, and 8 gave 1.2.263 , 12 .274 , and 12.297 abs j deg-I mole-I, respectively. The value 12.263 abs j deg-I mole-I of run 1 was selected for constructing the table.
T he entropy of N-dimethylaminodiborane in the ideal gas state at 1 atm and 271.60 o K was evaluated from the data, and the computations are summarized in table 8. To make the gas-imperfection correction the N-dimethylaminodiborane vapor was assumed to follow the Berthelot equation of state. The uncertainty of ± 0.6 abs j deg-I mole-I given for the entropy in the ideal-gas state was obtained by statistically combining the estimated uncertainties in the entropy of liquid N-dimethylaminodiborane at 271.60 o K and in the entropy of vaporization. The uncertainty in the gas-imperfection correction was assumed negligible. 
