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Abstract
In this paper, we focus our attention on linear time invariant continuous time linear systems
with one input and one output (SISO LTI systems). We consider the problem of constructing
a reduced order system via truncation of the original system. Given a SISO strictly proper
transfer function T (s) of McMillan degree N and a strictly proper SISO transfer function Tˆ (s)
of McMillan degree n < N , we prove that Tˆ (s) can always be constructed via truncation of
the system T (s). The proof is mainly based on interpolation theory, and more precisely on
multipoint Padé interpolation. Moreover, new results about Krylov subspaces are developed.
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1. Introduction
All the matrices considered throughout this paper have coefficients in the field C,
or in the polynomial ring C[λ], in which case they are called λ-matrices and denoted
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A(λ), B(λ), . . . We use A,B, . . . exclusively for constant matrices. For two scalar
polynomials α(λ) and β(λ), the symbol α(λ)|β(λ) means that α(λ) divides β(λ).
Let us consider the following standard state-space model{
x˙(t) = Ax(t)+ Bu(t),
y(t) = Cx(t)+Du(t), (1)
with input u(t) ∈ Cm, state x(t) ∈ CN , output y(t) ∈ Cp, and with system matri-
ces A,B,C,D that belong to respectively CN×N , CN×m, Cp×N and Cp×m. Unless
specified differently, we assume here that there is only one input and one output, i.e.
m = p = 1. Without loss of generality, we assume that the system is controllable and
observable since otherwise we can always find a smaller dimensional model that is
controllable and observable, and that has exactly the same transfer function. A qua-
druple of matrices (A,B,C,D) is called a realization of the proper transfer function
T (s) if T (s) = C(sI − A)−1B +D. A realization (A,B,C,D) of a transfer func-
tion T (s) is minimal if and only if the pair (A,C) is observable and the pair (A,B)
is controllable. The McMillan degree of T (s) is the dimension N of the matrix A of
any minimal realization of the proper transfer function T (s) = C(sI − A)−1B +D.
When the system order N is too large for solving various control problems within
a reasonable computing time, it is natural to consider approximating it by a reduced
order system{ ˙ˆx(t) = Aˆxˆ(t)+ Bˆu(t),
yˆ(t) = Cˆxˆ(t)+ Dˆu(t), (2)
driven with the same input u(t) ∈ Cm, but having a different output yˆ(t) ∈ Cp and
state xˆ(t) ∈ Cn. The matrix Aˆ belongs to Cn×n. For the same reasons as above,
we will assume that the realization (Aˆ, Bˆ, Cˆ, Dˆ) of the reduced order model Tˆ (s)
is minimal. The degree n of the reduced order system is also assumed to be much
smaller than the degree N of the original system. The objective of the reduced order
model is to reduce the dimension of the state-space (of dimension N) of the system to
a lower dimension n in such a way that the “behavior" of the reduced order model is
sufficiently close to that of the full order system. For a same input u(t), we thus want
yˆ(t) to be close to y(t). One shows that in the frequency domain, this is equivalent
to imposing conditions on the frequency responses of both systems [1]: we want to
find a reduced order model such that the transfer functions of both models, i.e.
T (s)=C(sIN − A)−1B +D,
Tˆ (s)=Cˆ(sIn − Aˆ)−1Bˆ + Dˆ,
are such that the error ‖T (·)− Tˆ (·)‖ is minimal for the H∞ norm. A particular way
of constructing a reduced order model is the following truncation technique.
Definition 1. The transfer function Tˆ (s) .= Cˆ(sIn − Aˆ)−1Bˆ + Dˆ of McMillan de-
gree n, with m inputs and p outputs, is constructed via truncation of the transfer
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function T (s) = C(sIN − A)−1B +D (with m inputs and p outputs) of McMil-
lan degree N if and only if there exist projecting matrices Z,V ∈ CN×n such that
ZTV = In and
{Aˆ, Bˆ, Cˆ, Dˆ} = {ZTAV,ZTB,CV,D}. (3)
If we change the state-space coordinate basis of the system (1) by choosing
x˜ = Sx,
with the matrix S ∈ CN×N invertible, the system (1) is equivalent to the system
{ ˙˜x = A˜x˜ + B˜u
y = C˜x˜ + D˜u, (4)
where
{A˜, B˜, C˜, D˜} = {SAS−1, SB,CS−1,D}. (5)
Because the matrix D does not depend on the dimension N of the state-space, it
does not play any role in the model reduction framework. From now on, we therefore
assume that D = Dˆ = 0. A rational transfer function T (s) is called strictly proper
when lims→∞ T (s) = 0, i.e. when D = 0. A triple of matrices (A,B,C) is called a
realization of the strictly proper transfer function T (s)when T (s) = C(sI − A)−1B.
It can be shown that the reduced-order system Tˆ (s) can be constructed via the
truncation technique from T (s) if and only if there exists a state-space coordinate
basis in which the matrices of the original system T (s) are (see for instance [2] for a
proof)
A =
[
A11 A12
A21 A22
]
B =
[
B1
B2
]
C = [C1 C2] , (6)
and the matrices of the reduced-order model are taken to be
Aˆ = A11, Bˆ = B1, Cˆ = C1.
For instance, from Eqs. (3) and (5), we can choose the projecting matrices ZT ∈
Cn×N and V ∈ CN×n to be respectively the first n rows of S and the first n columns
of S−1, where S is the coordinate basis change that put the original system in the
form (6).
It is known that several existing model reduction techniques, such as modal trun-
cation [3], balanced truncation [1], ADI method [4], and multipoint Padé interpola-
tion [5], use a truncation technique to construct the reduced order transfer function.
The purpose of this paper is to show that every strictly proper SISO transfer function
of McMillan degree n can be constructed by truncation of any strictly proper SISO
transfer function of McMillan degree N > n. Moreover, we give an explicit way of
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constructing the projecting matrices Z and V . The proof is based on the multipoint
Padé technique discussed in the SISO case in [5,6]. In the MIMO case, we refer to
[7,8] for first results in this direction.
The contents of this paper are as follows. In Section 2, some general results are
given about Krylov subspaces and embedding of matrices. In Section 3, we solve
the problem of finding a reduced order model that interpolates the original model at
some given frequencies, up to a given order. A first solution to this problem is already
known as the multipoint Padé method (see [5,9]), but we think that our derivation of
the solution gives new insights in the problem. This will permit us, in Section 4, to
solve the problem of finding projectors Z and V such that a reduced order transfer
function Tˆ (s) can be constructed via truncation of an original transfer function T (s).
Some concluding remarks are developed in Section 5.
2. Some general results
A necessary condition for a transfer function Tˆ (s) = Cˆ(sI − Aˆ)−1Bˆ to be ob-
tained by truncation of T (s) = C(sI − A)−1B is that the matrix A is equivalent to a
matrix having Aˆ as a submatrix. This problem of embedding of matrices has already
been solved and the main results are recalled in Section 2.1. In Section 2.2 we prove
some results about Krylov subspaces that will be useful in the sequel. We first need
the following definition.
Definition 2. The invariant polynomials of a square matrix A ∈ CN×N are the poly-
nomials h1(A), . . . , hN(A) appearing on the diagonal of the canonical Smith form
of the polynomial matrix sIN − A and satisfying h1(A)| · · · |hN(A).
2.1. Embedding of polynomial matrices
We say that A(λ) is λ-embeddable in B(λ) whenever B(λ) is equivalent to a
λ-matrix having A(λ) as a submatrix. The following theorem has been proved inde-
pendently by [10,11].
Theorem 3. Let the matrices A ∈ CN×N and Aˆ ∈ Cn×n with invariant polynomials
(including trivial invariant polynomials)
h1(A)| · · · |hN(A), h1(Aˆ)| · · · |hn(Aˆ),
with the following convention
hn+1(Aˆ) = hn+2(Aˆ) = · · · = hN(Aˆ) = 0.
Then Aˆ is a principal submatrix of some similarity transform of A if and only if the
two following relations hold:
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h1(A) | h1(Aˆ) | h1+2(N−n)(A),
h2(A) | h2(Aˆ) | h2+2(N−n)(A),
...
h2n−N(A) | h2n−N(Aˆ) | hN(A),
and
degree (h1(A) · · ·hN(A)) = N, degree
(
h1(Aˆ) · · ·hn(Aˆ)
)
= n.
Let us consider a minimal transfer function T (s) = C(sI − A)−1B of McMillan
degree N with m inputs and p outputs. The observability and controllability of T (s)
implies that h1(A) = · · · = hN−i (A) = 1, where i = min(m, p).
Let (A,B,C) be a minimal realization of the strictly proper SISO transfer func-
tion T (s) of McMillan degree N . From the minimality assumption of (A,B,C),
only one invariant polynomial of sIN − A can be different from 1. Let (Aˆ, Bˆ, Cˆ) be
a minimal realization of the strictly proper SISO transfer function Tˆ (s) of McMillan
degree n < N . For the same reason as above, sIn − Aˆ must have only one invariant
polynomial different from 1. A consequence of Theorem 3 is that there exists always
a state-space realization of T (s), say (A,B,C), such that Aˆ is a principal submatrix
of A. Indeed, the conditions of Theorem 3 are trivially satisfied. It remains to prove
in the SISO case that there exists a state-space realization (A,B,C) of T (s) such
that not only Aˆ is a principal submatrix of A, but also that Cˆ is a submatrix of C and
Bˆ of B. This is what we prove in this paper. On the other hand, in the MIMO case,
the conditions of Theorem 3 may not be satisfied. This more general case will not be
treated here.
2.2. Some facts about Krylov subspaces
Most of the results of this section are very close to those developed in [12]. Let
T (s) = C(sI − A)−1B be a continuous time, linear time invariant transfer function
of McMillan degree N , with one input and one output.
Definition 4. For any matrix X ∈ CN×k , the subspace Im(X) is defined to be the
linear subspace spanned by the columns of X. In order to keep our notation consis-
tent, we will use this definition also in the case X is a single vector. We define the
Krylov subspace of order k ∈ N0, written Kk(A,B), as
Kk(A,B) = Im([B,AB, . . . , Ak−1B]).
If k  0, then we define
Kk(A,B) = {0}.
Two well-known matrices of a SISO transfer function T (s) = C(sI − A)−1B
with A ∈ CN×N are the controllability matrix Contr(A,B) ∈ CN×N and the observ-
ability matrix Obs(A,C) ∈ CN×N defined by
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Contr(A,B) .= [B, . . . , AN−1B], Obs(A,C) .=


C
...
CAN−1

 .
Lemma 5. Consider an arbitrary pair of matrices (A,B) with A ∈ CN×N and B ∈
CN×1. Consider N polynomials of degree at most N − 1,
φj (x) =
N−1∑
i=0
αi,j x
i, 1  j  N.
Define the matrix M ∈ RN×N such that
M(i, j) = αi−1,j , 1  i, j  N.
If M is invertible (i.e. if the polynomials are independent), then
Im ([φ1(A)B, . . . , φN(A)B]) =KN(A,B).
Proof. Because the functions φj (x) are polynomial and of finite degree, they are
analytic in a neighborhood of the spectrum of A and the functions φj (A) are well
defined. The proof of the lemma now follows from the following equation
[φ1(A)B, . . . , φN(A)B] = [B, . . . , AN−1B]M,
and the fact that M is invertible. 
Remark 6. By Cayley–Hamilton and by considering the Jordan canonical form of
the matrix A ∈ CN×N , it is well known that any function φ(·) analytic in a neigh-
borhood of the spectrum of A, denoted by (A), can be written as a polynomial
function of A of degree N − 1. Hence, the polynomial form of the functions φi is
quite general.
This leads us to the following definition.
Definition 7. Let A be a square matrix of dimension N , let φ(·) be a function an-
alytic in a neighborhood of the spectrum of A, the polynomial function of minimal
degree, r(·) (obtained via Cayley–Hamilton), such that the matrices r(A) and φ(A)
are equal, is called the interpolating polynomial of φ(·) with respect to the matrix
A ∈ CN×N .
Lemma 8. Consider an arbitrary pair of matrices (A,B) with A ∈ CN×N and B ∈
CN×1. Let φ(·) be any function such that the matrix φ(A) ∈ CN×N is invertible.
Then
φ(A)KN(A,B) =KN(A,B).
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Proof. By Cayley–Hamilton,
φ(A)KN(A,B) = r(A)KN(A,B) ⊂KN(A,B),
where r(A) is the interpolating polynomial of φ(A). By invertibility of φ(A),
dim(φ(A)KN(A,B)) = dim(KN(A,B)).
Equality of the two subspaces follows. 
Definition 9. An interpolation set I
I = {(s1, m1), . . . , (sr , mr)},
is defined as a set of couples (si , mi) where the points si ∈ C ∪∞ are distinct and
the indices mi ∈ N0. The size of the interpolation set I , denoted by s(I ) is defined
as
s(I ) =
r∑
i=1
mi.
An interpolation set I is called an T (s)-admissible interpolation set when no
interpolation point si is a pole of T (s). A minimal T (s)-admissible interpolation set
is a T (s)-admissible interpolation set of size N , where N is the McMillan degree
of T (s).
Definition 10. A couple of T (s)-admissible interpolation sets (I1, I2), denoted by
I1 = {(z1, µ1), . . . , (zr1, µr1)}, I2 = {(w1, ν1), . . . , (wr2 , νr2)},
is called a separation of I if the set of points of I is the union of those of I1 and
I2 and if their corresponding indices add up. By that, we mean that for each couple
(sk,mk) ∈ I belonging to I1 and I2 we have
zi = wj = sk ⇒ µi + νj = mk,
and for each couple (sk,mk) ∈ I belonging to only one set I1 or I2, we have (e.g. for
I1)
zi = sk ⇒ µi = mk.
As a consequence, we have
s(I1)+ s(I2) = s(I ).
A separation (I1, I2) is called symmetric when s(I1) = s(I2).
The quantities occurring in Contr(A,B) and Obs(A,C)
γA,B(∞, k) .= Ak−1B, δA,C(∞, k) .= CAk−1 (7)
can be seen as “moments” of (sI − A)−1B and C(sI − A)−1 about infinity. Simi-
larly, we define the moments about a finite expansion point λ ∈ C
γA,B(λ, k)
.= (λI − A)−kB, δA,C(λ, k) .= C(λI − A)−k. (8)
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Definition 11. Let I be a T (s)-admissible interpolation set. For any state-space
realization (A,B,C) of T (s), we define the generalized controllability matrix CA,B
to be
CA,B(I )
.= [γ (s1, 1), γ (s1, 2), . . . , γ (s1, m1), γ (s2, 1), . . . , γ (sr ,mr)],
and generalized observability matrix to be
OA,C(I )
.=


δ(s1, 1)
δ(s1, 2)
...
δ(s1, m1)
δ(s2, 1)
...
δ(sr ,mr)


. (9)
Let us introduce a final notation. Let (A,B) be a pair of matrices with A ∈ CN×N
and B ∈ CN×1. If si /= ∞ is not an eigenvalue of A, then define the matrix Ai ∈
CN×N by
Ai = (siI − A)−1, Bi = (siI − A)−1B.
If si = ∞, then define
Ai = A, Bi = B.
The following lemma is a straightforward consequence of the partial fraction ex-
pansion of a rational matrix. It will prove to be useful in the sequel.
Lemma 12. Consider an arbitrary pair of matrices (A,B) with A ∈ CN×N and
B ∈ CN×1. Let i and j be two non-negative integers such that i + j  1.
(1) If s1 /= ∞, s2 /= ∞ and s1 /= s2, then
Im(Ai1A
j
2B) ⊂Ki (A1, B1)+Kj (A2, B2). (10)
(2) If s1 /= ∞ and s2 = ∞, then
Im(Ai1A
j
2B) ⊂Ki (A1, B1)+Kj−i+1(A2, B2). (11)
(3) (a) If s1 = s2 /= ∞ then,
Im(Ai1A
j
2B) ⊂Ki+j (A1, B1). (12)
(b) If s1 = s2 = ∞ then,
Im(Ai1A
j
2B) ⊂Ki+j+1(A,B). (13)
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Proof. The third part of the lemma is obvious. Let us prove the two first parts.
First, we suppose that s1 /= s2 and that s1 and s2 are both different from ∞. We
obtain by partial fraction expansion the identity
(s1I − A)−1(s2I − A)−1=(s1I − A)−1 1
s2 − s1
+ (s2I − A)−1 1
s1 − s2 . (14)
By recursively applying this equation, we find that
(s1I − A)−i (s2I − A)−j = 1
s2 − s1 (s1I − A)
−i (s2I − A)−j+1
+ 1
s1 − s2 (s2I − A)
−i+1(s2I − A)−j (15)
=
i∑
k=1
αk(s1I − A)−k +
j∑
l=1
βl(s2I − A)−l , (16)
where the last equation is obtained by recursively applying Eq. (15). The coefficients
αi and βj are not explicitly given here. The important point is that they depend only
on the points si and sj , i.e. they are the same for any matrix A. Moreover, it is clear
that the coefficients related to the highest moments of the partial fraction expansion
of (s1I − A)−i (s2I − A)−j , i.e. αi and βj , are different from zero. Multiply both
sides of Eq. (16) by B, and Eq. (10) is satisfied.
Secondly, suppose that s2 = ∞. Then,
(s1I − A)−1A = −I + s1(s1I − A)−1. (17)
By recursively applying this equation to (s1I − A)−iAj and following the same
reasoning as before, we find that
Im((s1I − A)−iAjB)⊂Ki (A1, B1) if i > j, (18)
Im((s1I − A)−iAjB)⊂Ki (A1, B1)+Kj−i+1(A,B) if i  j . (19)
Hence, Eq. (11) is satisfied. 
Another proof of the following lemma may be found in [13].
Lemma 13. Let T (s) be a strictly proper SISO LTI transfer function of McMillan
degree N with a state-space realization T (s) = C(sI − A)−1B. Let
I = {(s1, m1), . . . , (sr , mr)},
be a minimal T (s)-admissible interpolation set. Then
(1) Im
(
CA,B(I )
) = Im (Contr(A,B)).
(2) Ker
(
OA,C(I )
) = Ker (Obs(A,C)).
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Proof. In the sequel, we drop the subscripts A,B,C. We prove only the first state-
ment, the second one follows by transposition. For simplicity, we suppose that there
is no point at infinity. This case can be treated similarly but with more tedious nota-
tion. The proof consists of showing that the condition of Lemma 5 is satisfied.
From the set I , define ∀1  i  mi
γ˜ (1, i) .= γ (s1, i),
where γ (λ, k) is defined in Eqs. (8) and (7).
Define ∀2  i  r ∀1  k  mi ,
γ˜ (i, k)
.=

i−1∏
j=1
A
mj
j

 γ (si, k).
Define the matrix
C˜(I ) = [γ˜ (1, 1), γ˜ (1, 2), . . . , γ˜ (r,mr)].
As a consequence of Lemma 12, we obtain
Im
(
C˜(I )
)
= Im (C(I )) .
Now, we use Lemmas 5 and 8. The matrix
N =
r∏
i=1
(Ai)
−mi C˜(I ),
satisfies the condition of Lemma 5 because every column is a polynomial function of
A of a different order, with degree smaller thanN . Hence, Im(N)= Im(Contr(A,B)).
By Lemma 8, Im(N) = Im (C(I )). This concludes the proof. 
Lemma 14. Consider an arbitrary pair of matrices (A,B) with A ∈ CN×N and
B ∈ CN×1. Let X be a right invariant subspace of A. If
Im(AiB) ⊂Ki (A, B)+X, (20)
then, ∀k ∈ N,
Im(Ai+kB) ⊂Ki (A, B)+X.
Proof. Let us prove it for k = 1.
Im(Ai+1B)=A Im(AiB)
⊂AKi (A, B)+ AX
⊂Ki (A, B)+ Im(AiB)+X
=Ki (A, B)+X.
An easy induction will complete the proof. 
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Lemma 15. Let T (s) be a strictly proper SISO transfer function of McMillan degree
N . Let X (resp. Y) be a right (resp. left) invariant subspace of A of dimension K .
Let the columns of the matrix X ∈ CN×K (resp. Y ∈ CK×N) be a basis of X (resp.
Y). Let I be a T (s)-admissible interpolation set of size N −K, denoted again by
I = {(s1, m1), . . . , (sr , mr)}.
Let the triple (A,B,C) be a minimal realization of T (s). Then
(1) rank
([
X CA,B(I )
]) = N .
(2) rank
([
Y
OA,C(I )
])
= N .
Proof. Only the first part of the lemma will be proved, the second one follows by
transposition. As a consequence of Lemma 13,
rank
(
CA,B(I )
) = N −K.
Indeed, the T (s)-admissible interpolation set I may be seen as a subset of a minimal
T (s)-admissible interpolation set of T (s). Hence, the columns of CA,B(I ) must be
linearly independent. Let us consider the first column of CA,B(I ). The matrices Ai
and Bi associated with the point si are defined as usual. Suppose that
dim
(
X+Km1(A1, B1)+ · · · +Kmr (Ar, Br)
)
= q < K +m1 + · · · +mr = N.
Then, necessarily, ∃1  p  r and 0  kp  mp − 1 such that
Im(Akpp Bp)⊂X+Km1(A1, B1)+ · · · +Kmp−1(Ap−1, Bp−1)
+Kkp (Ap, Bp). (21)
Some care must be taken when sp = ∞. Firstly, suppose that sp = ∞ and kp = 0.
Then, multiply both sides of Eq. (21) by A. From Lemmas 12 and 14, and Eqs. (18)
to (19), we obtain the following relations:
Im(AB)⊂AX+ AKm1(A1, B1)+ · · · + AKmp−1(Ap−1, Bp−1)
⊂X+Km1(A1, B1)+ · · · +Kmp−1(Ap−1, Bp−1)+ Im(B)
=X+Km1(A1, B1)+ · · · +Kmp−1(Ap−1, Bp−1),
where the last equation comes from Eq. (21) with sp = ∞ and kp = 0. But this
implies that
dim (KN(A,B))  q < N.
This contradicts the fact that the pair (A,B) is controllable.
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If sp = ∞ and kp > 0, then
Im(Akp+1B)⊂AX+ AKm1(A1, B1)+ · · · + AKmp−1(Ap−1, Bp−1)
+AKkp (A,B)
⊂X+Km1(A1, B1)+ · · · +Kmp−1(Ap−1, Bp−1)
+Kkp (Ap, Bp)+ Im(AkpB)
=X+Km1(A1, B1)+ · · · +Kmp−1(Ap−1, Bp−1)
+Kkp (Ap, Bp),
and again, the transfer function T (s) is not of McMillan degree N .
Suppose now that ∀1  i  p, si /= ∞, and multiply again both sides of Eq. (21)
by Ap. From Lemmas 12 and 14, we find that
Im(Akp+1p Bp)⊂X+Km1(A1, B1)+ · · · +Kmp−1(Ap−1, Bp−1)
+Kkp (Ap, Bp). (22)
This implies that
dim
(
KN(Ap,Bp)
)
 q < N.
But, from Lemma 15, dim
(
KN(Ap,Bp)
) = N . This is impossible.
Finally, suppose that ∃1  i  p such that si = ∞. From our previous discussion,
i < p. For simplicity, suppose that s1 = ∞. In such a case, by following the same
reasoning as before,
Im(Akp+1p Bp)⊂ApX+Km1(A,B)+ ApKm2(A2, B2)+ · · ·
+ApKmp−1(Ap−1, Bp−1)+Kkp (Ap, Bp)+ Im(Akpp Bp)
⊂X+Km1(A,B)+Km2(A2, B2)+ · · ·
+Kmp−1(Ap−1, Bp−1)+Kkp (Ap, Bp).
This is again a contradiction with the controllability of the pair (A,B). 
3. Model reduction via rational interpolation
If T (s) and Tˆ (s) are both strictly proper transfer functions, necessarily,
T (∞) = Tˆ (∞).
As explained in the introduction, in the model reduction framework, we generally
suppose that the original transfer function and the reduced order transfer function
are both strictly proper. This leads to the following definition.
Definition 16. Let T (s) be a strictly proper SISO transfer function of McMillan
degree N . Let Tˆ (s) be a strictly proper SISO transfer function of McMillan degree
n. We are given one T (s)-admissible interpolation set I of size 2n, denoted by
I = {(s1, m1), . . . , (sr , mr)}.
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We say that T (s) interpolates Tˆ (s) at I when the following conditions are satisfied:
(1) ∀1  i  r such that si /= ∞ ,
T (s)− Tˆ (s) = O(s − si)mi . (23)
(2) If ∞ is not a point of I , then
lim
s→∞
(
T (s)− Tˆ (s)
)
= 0. (24)
(3) If ∞ is a point of I , say sk = ∞, then
lim
s→∞
(
T (s)− Tˆ (s)
)
smk = 0. (25)
Let us consider a minimal realization (A,B,C) of T (s) and a minimal realization
(Aˆ, Bˆ, Cˆ) of the reduced order transfer function Tˆ (s). Writing Eq. (23) is equivalent
to imposing the mi first coefficients of the Taylor expansions of Tˆ (s) and T (s) about
si to be equal, i.e. ∀1  k  mi ,
Cˆ(siIn − Aˆ)−kBˆ = C(siIN − A)−kB.
Eq. (24) is automatically satisfied when the transfer functions T (s) and Tˆ (s) are both
strictly proper. Eq. (25) is equivalent to imposing the mk first Markov parameters
of both transfer functions to be equal, i.e. ∀0  i  mk − 1,
CˆAˆi Bˆ = CAiB.
Hence, an interpolation set of size 2n corresponds to 2n+ 1 interpolation condi-
tions, one of them being trivially satisfied for any couple of strictly proper transfer
functions. Generically, the solution of minimal McMillan degree of (23) is unique
and of degree n. For the cases where this does not hold, we refer to [14]. For a
more complete treatment of the interpolation problem of rational matrix functions,
we refer to [15] and references therein.
In this paper, we are given a strictly proper SISO transfer function of McMillan
degree N and a transfer function of McMillan degree n < N . The objective consists
of finding the projecting matrices such that the transfer function of smallest McMil-
lan degree can be constructed via truncation of the other transfer function. In trying
to solve this problem, it turns out that all the interpolation problems we will have
to consider will admit only one transfer function of minimal McMillan degree, and
that this McMillan degree will be the half of the size of the interpolation set. Hence,
there is no need to consider particular cases here. This will become clear in the proof
of Theorem 20. From now on, we suppose therefore that there is only one solution
of McMillan degree n of the interpolation conditions given in Definition 16, with
s(I ) = 2n. We call this solution Tˆ (s) = Cˆ(sIn − Aˆ)−1Bˆ.
Lemma 17. Let T (s) = C(sIN − A)−1B be any strictly proper SISO transfer func-
tion and let I be a T (s)-admissible interpolation set. Let Tˆ (s) = Cˆ(sIn − Aˆ)−1Bˆ be
any strictly proper SISO transfer function. Then Tˆ (s) interpolates T (s) at I if and
only if either of the following two equivalent conditions hold:
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CCA,B(I ) = CˆCAˆ,Bˆ (I ), OA,C(I )B = OCˆ,Aˆ(I )Bˆ. (26)
Proof. It is simply another way to write down the interpolation conditions of
Definition 16. 
Lemma 18. Let T (s) = C(sIN − A)−1B be a strictly proper SISO transfer func-
tion. Let I be a T (s)-admissible interpolation set and (I1, I2) be a symmetric sep-
aration of I . If the strictly proper SISO transfer function Tˆ (s) = Cˆ(sIn − Aˆ)−1Bˆ
interpolates T (s) at I, then
OA,CCA,B = OCˆ,AˆCAˆ,Bˆ . (27)
Proof. Define Ai and Bi as usual, and consider one element of the matrix equality
(27). We have to prove that
CA
k1
i A
k2
j B = CˆAˆk1i Aˆk2j Bˆ. (28)
From Lemma 12, we can rewrite this equation by partial fraction expansion as a
linear combination of Eq. (26). This completes the proof of the lemma. 
Lemma 19. Let T (s) = C(sIN − A)−1B be a strictly proper SISO transfer func-
tion of McMillan degree N . Let I be a T (s)-admissible interpolation set of size 2n
and (I1, I2) be a separation of I . Suppose that Tˆ (s) = Cˆ(sIn − Aˆ)−1Bˆ is a strictly
proper SISO transfer function of McMillan degree n, which interpolates T (s) at I.
Then
OA,CACA,B = OCˆ,AˆAˆCAˆ,Bˆ . (29)
Proof. Define Ai and Bi as usual, and consider again one element of the matrix
equality (29). We have to prove that
CA
k1
i AA
k2
j B = CˆAˆk1i AˆAˆk2j Bˆ. (30)
The idea is that using partial fraction expansion it is possible to rewrite Eq. (30) as a
linear combination of Eqs. (26) and (27).
The point at infinity requires more care. We show it for instance when Ai = A.
From Definition 11, this implies that one of the points of I1, say s1,1 is equal to ∞.
Then, ∀u, 1  u  m1,1,
CAu−1B = CˆAˆu−1Bˆ.
If Aj = A, then the point ∞ is also a point of I2, say s2,1 = ∞. Then, ∀v, 1  v 
m2,1
CAv−1B = CˆAˆv−1Bˆ.
Clearly, the point ∞ must be a point of I , say s1 = ∞. Because (I1, I2) is a separa-
tion of I , m1,1 +m2,1 = m1, and ∀w, 1  w  m1,
CAw−1B = CˆAˆw−1Bˆ. (31)
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Now, k1 + 1 + k2  m1,1 +m2,1 − 1 = m1 − 1, and equality (30) follows from
Eq. (31). This concludes the proof for the case Ai = Aj = A. Suppose now that
Aj = (sj I − A)−1 and Ai = A. Then, ∀v, 1  v  m2,j ,
CAvjB = CˆAˆvj Bˆ.
From partial fraction expansion, it follows then that
CAk1AA
k2
j B = −CAk1Ak2−1j B + sjCAk1Ak2j B
Now, Eq. (30) follows from Lemmas 18 and 17. This completes the proof for
Ai = A. The case Ai /= A is easier. 
This leads us to the main result of this section.
Theorem 20. Let T (s) = C(sIN − A)−1B be a strictly proper SISO transfer func-
tion of McMillan degree N . Let I be a T (s)-admissible interpolation set of size
2n and let (I1, I2) be a symmetric separation of I . Suppose that Tˆ (s) = Cˆ(sIn −
Aˆ)−1Bˆ is a strictly proper SISO transfer function of McMillan degree n, which
interpolates T (s) at I. Then Tˆ (s) can be obtained by truncation of T (s) with
ZT = O
Cˆ,Aˆ
(I1)
−1OC,A(I1), V = CA,B(I2)CAˆ,Bˆ (I2)−1. (32)
Moreover, Tˆ (s) is the unique transfer function of minimal Mc Millan degree n that
interpolates T (s) at I .
Proof. I1 and I2 is a separation of a minimal Tˆ (s)-admissible interpolation set.
From Lemma 13, the matrices O
Cˆ,Aˆ
(I1) and CAˆ,Bˆ (I2) are invertible. From Lemmas
17 to 19, it is easy to check that conditions (3) of Definition 1 are satisfied with Z
and V defined in Eq. (32). Uniqueness immediately follows. 
In other words, if the SISO strictly proper transfer function Tˆ (s) of McMillan
degree n interpolates the SISO strictly proper transfer function T (s) of degreeN > n
at an interpolation set of size larger than 2n, then Tˆ (s) can be obtained from T (s)
by a projection technique. Now, we have to consider the case when the interpolation
set between T (s) and Tˆ (s) is of size less than 2n (i.e. when the McMillan degree
of T (s)− Tˆ (s) is less than or equal to 2n). This special case where the McMillan
degree drops will be treated in the next section.
4. Model reduction via truncation
The following lemma is well known in the literature (see for instance [16] and
references therein for a proof).
Lemma 21. Let the pair of matrices A ∈ CN×N and C ∈ C1×N be observable. Let
X be a right invariant subspace of A of dimension K and let the matrix X ∈ CN×K
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be full rank withX = Im(X). Define the matrices A˜ ∈ CK×K and C˜ ∈ C1×K by the
following equations:
AX = XA˜, CX = C˜.
Then, the pair (C˜, A˜) is observable and
(A˜) ⊂ (A). (33)
Remark 22. Since changing the basisX toXS results in a transformed pair (S−1AS,
S−1C), it is always possible to choose the basis X of the invariant subspace X such
that the pair (A˜, C˜) is in observable canonical form (see for instance [1]).
Theorem 23. Choose T (s) = C(sIN − A)−1B, an arbitrary strictly proper SISO
transfer function of McMillan degree N . Choose Tˆ (s) = Cˆ(sIn − Aˆ)−1Bˆ, an arbi-
trary strictly proper SISO transfer function of McMillan degree n < N . Then Tˆ (s)
can be constructed via truncation of T (s).
Proof. By a recursive argument, it is not difficult to see that this theorem is true for
every N > n if and only if it is true for N = n+ 1. We therefore prove it for N =
n+ 1 only. The proof is constructive: we construct Z and V such that the conditions
of Definition 1 are satisfied. Define
T (s)
.= n(s)
d(s)
, Tˆ (s)
.= nˆ(s)
dˆ(s)
,
where d(s) and dˆ(s) are monic polynomials of degree n+ 1 and n, and where
degree (n(s)) < n+ 1 and degree (nˆ(s)) < n. Because the McMillan degree of T (s)
is n+ 1 and that of Tˆ (s) is n, the polynomials n(s) and d(s) are coprime, and nˆ(s)
and dˆ(s) are coprime as well. Define the error transfer function E(s) to be
E(s)
.= T (s)− Tˆ (s) = n(s)dˆ(s)− nˆ(s)d(s)
d(s)dˆ(s)
.= nE(s)
dE(s)
,
with
K = degree
(
gcd
(
d(s), dˆ(s)
))
degree (dE(s)) = 2n+ 1 −K
degree (nE(s)) < 2n+ 1 −K.
We can write
gcd
(
d(s), dˆ(s)
)
=(s − β1)ν1 · · · (s − βp)νp ,
p∑
i=1
νi=K.
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Without loss of generality we can also write
d(s)=(s − β1)n1 · · · (s − βq)nq
dˆ(s)=(s − βˆ1)nˆ1 · · · (s − βˆq)nˆqˆ ;
where ∀1  i  p,
βˆi = βi, min(ni, nˆi) = νi .
Clearly, E(s) has 2n−K + 1 zeros, with at least one zero at ∞. Those zeros are the
points where Tˆ (s) interpolates T (s). More precisely, we can write
nE(s)=κ(s − α1)σ1 · · · (s − αz)σz ,
z∑
i=1
σi=2n+ 1 −K − σz+1,
where σz+1 ∈ N0 is the multiplicity of the zero at ∞ of E(s). Indeed, it is not diffi-
cult to check from our definitions that
lim
s→∞ T (s)s
σz+1 = κ,
where κ ∈ C is the gain of the transfer function E(s). Moreover, T (s) and Tˆ (s) have
K poles in common. If K = 0, then Tˆ (s) can be constructed by truncation of T (s)
via rational interpolation (see Theorem 20). We now suppose that K > 0.
Clearly,K  n and from Lemma 21, it is always possible to find a full rank matrix
X1 ∈ C(n+1)×K such that the following relations hold:
AX1 = X1A˜, CX1 = C˜,
where
C˜ = [1, 0, . . . , 0], A˜ =


−a1 1 0 . . . 0
−a2 0 1 . . . 0
...
...
...
...
−aK−1 0 0 . . . 1
−aK 0 0 . . . 0


, (34)
where
sK + a1sK−1 + · · · + aK = (s − β1)ν1 · · · (s − βp)νp .
This is indeed the observer canonical form associated to the common spectrum
of T (s) and Tˆ (s). Similarly, ∃Xˆ1 ∈ Cn×K such that the following relations hold:
AˆXˆ1 = Xˆ1A˜, CˆXˆ1 = C˜.
Now, let us focus our attention to the 2n−K + 1 interpolation conditions. If σz+1 =
1, we define the interpolation set I to be
I
.= {(α1, σ1), . . . , (αz, σz)}.
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Otherwise, σz+1 > 1, and we then define I to be
I
.= {(α1, σ1), . . . , (αz, σz), (∞, σz+1 − 1)}.
Clearly, I is a T (s)-admissible set of size 2n−K . We separate this set into two
T (s)-admissible sets. The first one, I1, is of size n and the second one, I2, is of size
n−K . Define
Y
.= OA,C(I1), Yˆ .= OAˆ,Cˆ (I1), X2
.= CA,B(I2), Xˆ2 .= CAˆ,Bˆ (I2).
From Lemma 15, the matrices Yˆ and
Xˆ
.= [Xˆ1, Xˆ2]
are invertible. Finally, define
X = [X1, X2].
Now, we check that
CX = CˆXˆ, YB = Yˆ Bˆ, YX = Yˆ Xˆ, YAX = Yˆ AˆXˆ. (35)
To verify the first part of Eq. (35),
CX = [CX1, CX2] = [CˆXˆ1, CˆXˆ2] = CˆXˆ,
where the last equation follows from the construction of X1 and Xˆ1 and Lemma 17.
The second part of Eq. (35) follows from Lemma 17. Finally,
YX = [YX1, YX2].
Let φ(A) be a polynomial function of A, then
Cφ(A)X1 = CX1φ(A˜) = CˆXˆ1φ(A˜) = Cˆφ(Aˆ)Xˆ1,
where the matrix A˜ ∈ CK×K is defined in (34). Hence, YX1 = Yˆ Xˆ1 and the third
part of Eq. (35) follows from Lemma 18. For the same reasons, YAX1 = Yˆ AˆXˆ1,
and the fourth part of Eq. (35) follows from Lemma 19. Take then
V
.= XXˆ−1, ZT .= Yˆ−1Y.
With such a choice of the projectors, Eq. (3) of Definition 1 are satisfied. Hence,
Tˆ (s) can be constructed from truncation of T (s). 
5. Concluding remarks
Generically, two SISO transfer functions T (s) and Tˆ (s), of order n+ 1 and n
respectively, do not have common poles. Hence, almost every strictly proper SISO
transfer function of McMillan degree n can be obtained from a strictly proper SISO
transfer function of McMillan degree N > n via multipoint Padé interpolation. This
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implies that a reduced order transfer function constructed via multipoint Padé may
yield an error of arbitrarily large norm. As a consequence, the interpolation points
must be chosen with care when trying to construct a reduced order transfer function
via multipoint Padé.
There are many open questions. Given a strictly proper SISO transfer function
T (s) of McMillan degree N , and a strictly proper SISO transfer function Tˆ (s) of
McMillan degree n < N , we have constructed one set of projecting matrices Z and
V such that Tˆ (s) can be obtained from truncation of T (s). The solution set for the
matrices V and Z is certainly much larger, but is not known yet. For instance, when
there are more than 2n interpolation points we can choose any subset of 2n zeros to
construct a pair of projectors V and Z.
A more practical question about multipoint Padé approximation is how to find
interpolation conditions that ensure to have a global error bound between the orig-
inal and the reduced order transfer functions? For instance, is it possible to find
an easy characterization of the interpolation points between a transfer function and
a reduced order system obtained by balanced truncation or optimal Hankel norm
approximation technique? How to choose interpolation points such that the reduced
order transfer function is stable, is also not yet answered.
As already pointed out in Section 2, the MIMO case is more complicated and will
be treated in a subsequent paper.
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