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Abstract
In this paper we apply the representation theory of the Lie algebra sl2(C) to the problem of describing Hessian nilpotent
polynomials, which are important in the theory of the Jacobian Conjecture. In the two variable case we describe them as the
maximal and minimal weight vectors of the irreducible representations of sl2(C). For the first time this gives a characterization of
the Hessian nilpotent polynomials in terms of linear differential operators.
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1. Introduction
A homogeneous polynomial f (X1, X2, . . . , Xn) whose Hessian matrix is nilpotent is called Hessian nilpotent.
Hessian nilpotent polynomials are important in the theory of the Jacobian Conjecture.
The techniques of invariant theory and representation theory so far have not been applied to the Jacobian
Conjecture. In this paper we explore the idea that this could be done by describing classes of Hessian nilpotent
polynomials.
We formulate the two dimensional case of the problem entirely in terms of the representation theory of the Lie
algebra sl2(C) and prove, in particular, that the Hessian nilpotent polynomials are the maximal and minimal weight
vectors of the irreducible representations of sl2(C).
A quote from the paper [6] seems appropriate:
Bei der Wichtighkeit, welche die Hesse’che Covarianten eines Form fur diesen hat, haben wir die Untersuchung
wieder aufgennomen. . .
The Jacobian Conjecture states that a polynomial map
f : Cn → Cn
has a polynomial inverse if and only if the Jacobian Condition is satisfied:
det(J ( f )) ∈ C∗
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where J ( f ) is the Jacobian matrix of f . If f is invertible, then the Chain Rule implies that det J ( f ) ∈ C∗, so to prove
the Conjecture one must prove that if f satisfies the Jacobian Condition then f has a polynomial inverse.
In their basic paper on the Jacobian Conjecture [1] Bass, Connell, and Wright proved that the Conjecture follows
if it can be proved to hold for polynomial mappings of the form
f (Xk) = Xk + Hk, 1 ≤ k ≤ n
where H1, H2, . . . , Hn are homogeneous polynomials of degree d ≥ 2.
They also proved that the Jacobian Condition for such maps f is equivalent to the condition that
J (H)n = 0
that is, that the Jacobian matrix of H is nilpotent.
A remarkable theorem of de Bondt and van den Essen [3] asserts that the Jacobian Conjecture follows if it holds
for homogeneous polynomial maps with symmetric Jacobian matrix. An application of the Poincare´ Lemma shows
that the Jacobian Conjecture holds if it holds for all gradient mappings
f (Xk) = Xk + ∂F/∂Xk, 1 ≤ k ≤ n
where F is a homogeneous polynomial. The Jacobian matrix of a gradient map is the identity plus the Hessian matrix
(∂2F/∂X i∂X j )
so finally the Jacobian Conjecture follows if it holds for all gradient mappings of homogeneous polynomials of degree
two or more whose Hessian matrices are nilpotent.
To prove the Jacobian Conjecture, it is sufficient to invert the gradient map of any Hessian nilpotent polynomial.
In Section 2 below we study polynomials which are induced in the obvious sense from polynomials in fewer
variables. We study this relation, and prove (Theorem 2.1) that it always gives rise to Hessian nilpotent polynomials.
In Section 3 we give a careful treatment of the two variable case, formulating all our results in terms of the
representation theory of the Lie algebra sl2(C). Our aim is to make it as clear as possible how the results in this case
can be generalized to higher dimensions. We show that the Hessian nilpotent polynomials in this case are the maximal
and minimal weight vectors for the irreducible representations of sl2(C).
In Section 4 we pose and discuss several questions which we think are of interest.
This results of this paper were strongly influenced by the work of A. van den Essen and M. de Bondt, and we thank
them heartily for their support and encouragement.
2. Induced polynomials
In this section we give a precise definition of polynomials which are induced from polynomials in fewer variables,
and prove that they are always Hessian nilpotent. A somewhat more general definition could be made, but we do not
see the need for it. A version of this construction was given by Zhao in [10].
Let n be a positive integer, and let n = n1n2 be a factorization of n, with n1 > 1 and n2 ≥ 1. Let f (X) be a
homogeneous polynomial in n variables, and let g(T ) be a homogeneous polynomial in n2 variables. Let
L1 = a1x1 + a2x2 + · · · + an1xn1
· · ·
Ln2 = a1xn−n1+1 + · · · + an1xn
where the coefficient vector (a1, . . . , an1) is isotropic (the dot product of the vector with itself is zero). If
f (x1, . . . , xn) = g(L1, . . . , Ln2)
then f is induced from g.
If f is a homogeneous polynomial, denote the Hessian of f by h( f ).
Theorem 2.1. If f is induced from g as above, then h( f )2 = 0, and in particular f is Hessian nilpotent.
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Proof. Observe that the Hessian matrix h( f ) of f breaks up into an n2-by-n2 array of n1-by-n1 blocks, each consisting
of a second partial derivative of g times an element of the matrix
A = [aia j ]
so that h( f ) is the Kronecker product A ⊗ h(g).
By the isotropy, A2 = 0. Then
h( f )2 = (A ⊗ h(g))2 = A2 ⊗ h(g)2 = 0. 
Corollary 2.2. Assume that the number of variables 2n is even. Any homogeneous polynomial in the ring
C[x1 + i x2, x3 + i x4, . . . , x2n−1 + i x2n]
is Hessian nilpotent.
3. The two variable case: Representations of sl2(C)
For results about Lie algebras we refer to [2,4,7–9]. In what follows, a bar over an expression indicates complex
conjugation.
It is well known that a homogeneous polynomial in two variables with nilpotent Hessian must have the form (C is
a constant):
C(X + iY )N or C(X − iY )N .
We will prove this by using the representation theory of sl2(C): our concern is to formulate all our results in terms
of Lie algebras in order that it will be clear how these results may be generalized.
A basis for sl2(C) which is defined over the integers is
X =
[
0 1
0 0
]
, Y =
[
0 0
1 0
]
, H =
[
1 0
0 −1
]
.
A basis for sl2(C) with the same commutation relations as this basis is called a standard basis. We will use the
standard basis [5]:
Z = 1/2
[
1 i
i −1
]
, Z = 1/2
[
1 −i
−i −1
]
, W =
[
0 −i
i 0
]
.
Notice that W is the complexified tangent vector(
d/dt
[
cos(t) −sin(t)
sin(t) cos(t)
])
t=0
=
[
0 −1
1 0
]
to the rotation group SO(2) at the identity of SO(2).
We organize several properties of this basis in the following theorem.
Recall [9] that there is a unique irreducible representation V (N ) of every degree N of sl2(C). V (N ) is a direct sum
of one-dimensional weight spaces Vλ, each consisting of the scalar multiples of an eigenvector v with eigenvalue λ:
W · v = λv.
Theorem 3.1. (i) We have commutation relations:
[W, Z ] = 2Z
[W, Z ] = −2Z
[Z , Z ] = W.
(ii) The action of W on the weight space Vλ of the irreducible representation of degree N is given by
W ((X + iY )N−k(X − iY )k) = (N − 2k)(X + iY )N−k(X − iY )k, k = 0, . . . , N .
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(iii) The eigenvalues λ of W for the degree N representation are N , N − 2, N − 4, . . . ,−N.
(iv) Generators for the one-dimensional weight spaces Vλ of the degree N representation are
(X + iY )N−k(X − iY )k, k = 0, 1, . . . , N .
(v) We have
W (X + iY ) = X + iY W (X − iY ) = −(X − iY )
Z(X + iY ) = 0 Z(X − iY ) = X + iY
Z(X + iY ) = X − iY Z(X − iY ) = 0.
Proof of (i). We will prove the first commutation relation: the proofs of the other two are similar.
[W, Z ] =
[
0 −i
i 0
]
1/2
[
1 i
i −1
]
− 1/2
[
1 i
i −1
] [
0 −i
i 0
]
= 1/2
[
1 i
i −1
]
+ 1/2
[
1 i
i −1
]
=
[
1 i
i −1
]
= 2Z . 
Proof of (ii). By induction on N and k. 
Proof of (iii). This is clear from (ii). 
Proof of (iv). Again, this follows from (ii). 
Proof of (v). Straightforward calculation. For example: we have Z(X) = (1/2)(X+ iY ), and Z(Y ) = (1/2)(iX−Y ),
so
Z(X + iY ) = Z(X)+ iZ(Y ) = (1/2)(X + iY )+ i(1/2)(iX − Y ) = 0. 
The next theorem gives a characterization of the Hessian nilpotent polynomials in the two variable case. Our
concern is to linearize the problem by formulating it in terms of Lie algebras, in the hope that by doing this we can
make the formidable problems in higher dimensions more tractable.
Theorem 3.2. If f (X, Y ) is a homogeneous polynomial of degree N ≥ 2, the following are equivalent:
(i) f is Hessian nilpotent.
(ii) f = C(X + iY )N or f = C(X − iY )N .
(iii) f is a highest or lowest weight vector for the degree N irreducible representation of sl2(C).
(iv) h( f ) = CZ or DZ, where C and D are homogeneous polynomials in X and Y .
We will give two proofs of (i) implies (ii).
First proof of (i) implies (ii):
If f (X, Y ) is Hessian nilpotent then H( f ) = det(h( f )) = 0 and ∆( f ) = 0. The Hessian is the functional
determinant of the first partials of f , so there is a homogeneous polynomial F(X, Y ) such that
F( fX , fY ) = 0.
F is a product of linear forms, so there is a relation
A fX + B fY = 0
where A and B are constants. This implies that f is a power of a linear form:
f = (aX + bY )N .
Since the Laplacian of f is zero a2 + b2 = 0, so after pulling out a constant
f = C(X + iY )N or f = C(X − iY )N .
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Second proof of (i) implies (ii):
Again the Hessian and the Laplacian of f must vanish:
fxx fyy − f 2xy = 0 and fxx + fyy = 0.
Thus
f 2xx + f 2xy = ( fxx + i fxy)( fxx − i fxy) = 0.
If
fxx + i fxy = 0
integrate with respect to x : fx + i fy = C(y).
Substituting back and using homogeneity we see that C = 0 so we can argue as in the first proof, and similarly if
fxx − i fxy = 0.
Proof of (ii) iff (iii):
This is part of the previous theorem.
Proof of (ii) implies (iv): We can make the assumption of (ii). If f = C(X + iY )N :
h( f ) =
[
CN (N − 1)(X + iY )N−2 CN (N − 1)(X + iY )N−2i
CN (N − 1)(X + iY )N−2i CN (N − 1)(X + iY )N−2(−1)
]
= C(X, Y )
[
1 i
i −1
]
= C(X, Y )Z .
And similarly in the other case.
Proof of (iv) implies (i):
Because Z2 = 0, this is clear.
An element v of an sl2(C) module is primitive if v is an eigenvector of W and Z(v) = 0. Our previous results
imply the
Corollary 3.3. If f (X, Y ) is a homogeneous polynomial, the following conditions are equivalent:
(i) f is Hessian nilpotent.
(ii) f is primitive or f is primitive.
Recall [9] that in representations of an arbitrary simple Lie group it is the primitive elements which are highest
weight vectors.
4. Concluding remarks
In this paper we have raised two questions which we think deserve further study.
The result in Section 2, about Hessian nilpotent polynomials induced from polynomials in fewer variables, in fact
says that such a polynomial is not only Hessian nilpotent, but also that h( f )2 = 0. Does this condition characterize
induced polynomials?
In Section 3 we showed that the Hessian nilpotent polynomials in two variables are highest weight vectors for the
irreducible representations of the Lie algebra sl2(C). How generally is this true?
It is unlikely that Hessian nilpotent polynomials always arise as highest weight vectors. However, it is very
likely that Hessian nilpotent polynomials are distributed in the one-dimensional weight spaces Vλ of the irreducible
representations of sln(C) according to some pattern, and that this could help greatly with their classification. To what
extent is taking the Hessian compatible with the differential operators in sln(C)?
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