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Abstract
This paper deals with a state feedback H∞ control problem for linear time-invariant discrete-time descriptor systems with norm-bounded
parametric uncertainties. To this end, bounded real lemma (BRL) is extended on the class of uncertain descriptor systems. The control
design procedure based on the conditions of BRL for uncertain descriptor systems is proposed. Numerical example is included to illustrate
the effectiveness of the present result.
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1 Introduction
Descriptor systems also referred to as singular systems
become a subject of interest for many researchers in
the last few decades. It turns out that descriptor sys-
tems representation is a general case of a state-space
one. Descriptor systems found their various applica-
tions in different sciences, for example, in economics,
biology, electrical engineering, etc (see [5,6] and ref-
erences therein). Mathematically a descriptor system
is a combination of dynamic and algebraic equations.
In discrete-time case, a specific behavior such as non-
causality may occur while solving system’s equations,
due to presence of algebraic constraints in the system’s
model. Motivated by this fact, many efforts have been
made towards developing methods to solve a number
of control problems. Among them are admissibiliza-
tion, filtering, control design, etc [5,11].
Problems of sensitivity reduction or external distur-
bance attenuation are well-known in modern control
theory. The H∞ control problem is one of the most
popular among them. In this case, a disturbance is as-
sumed to be a square summable sequence. The H∞
norm of the closed-loop systems stands for the sys-
tem’s gain from the input to the controllable out-
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put and is required to be less than a given scalar
γ > 0. There are a lot of different approaches for
solving this problem for discrete-time descriptor sys-
tems [2,7,10,11,12,13]. To this end, several versions
of BRL have been proposed in literature to solveH∞
performance analysis problem. All of the results men-
tioned above deal with uncertainty-free discrete-time
descriptor systems.
RobustH∞ control problem for discrete-time descrip-
tor systems with parametric uncertainties is investi-
gated in [3,4,8,11]. The paper [4] deals with linear
discrete-time descriptor systems with polytopic-type
parametric uncertainties. The obtained conditions are
bilinear, so the iterative procedure of control design
with γ-value minimization is given. In [3,8,11] norm-
bounded uncertainties are under consideration. The re-
sult obtained in [3] is also based on bilinear matrix
inequalities (BMI) while solving the control design
problem. Results from [8] and [11] have several dis-
advantages. In both papers theH∞ performance anal-
ysis for linear discrete-time descriptor systems with
uncertainties in all the system’s matrices is not rep-
resented. In [11] the proposed algorithm of H∞ con-
trol problem solution, based on nonlinear matrix in-
equalities approach, is difficult to compute. The ap-
proach described in [8] requires auxiliary matrix vari-
ables and fails for high order systems. So the problem
of numerically effective robustH∞ control design for
discrete-time systems with norm-bounded uncertain-
ties in terms of linear matrix inequalities (LMI) is an
open problem.
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This paper presents a new approach to robust H∞
control problem for discrete-time descriptor systems
in terms of LMI. The proposed method is based on the
modified BRL, proved in [7]. The obtained conditions
are linear over unknown parameters and numerically
effective.
The paper is organized as follows. In the Section 2,
basic definitions and background are introduced. Main
results of the paper, consisting of the bounded real
lemma in terms of LMI and suboptimal robust control
procedure for uncertain systems, are represented in the
Section 3. In the Section, 4 numerical examples are
given.
2 Preliminaries
In this section, main definitions, concepts, and the-
orems from the theory of descriptor systems are
given [5,11].
A state-space representation of discrete-time descrip-
tor systems is
Ex(k+1) = Ax(k)+B f (k), (1)
y(k) =Cx(k)+D f (k) (2)
where x(k)∈Rn is the state, f (k)∈Rm and y(k)∈Rp
are the input and output signals, respectively,
E, A, B,C and D are constant real matrices of appro-
priate dimensions. The matrix E ∈ Rn×n is singular,
i.e. rank (E) = r < n.
The following denotations are used throughout the pa-
per:
• In in an identity n×n matrix;
• σ(A) stands for the maximal singular value of the
matrix A: σ(A) =
√
ρ(A∗A),where A∗ is the Her-
mitian conjugate of the matrix A;
• sym (A) stands for symmetrization of the matrix A:
sym (A) = A+AT.
Definition 1 The system (1) is called admissible if it
is
(1) regular (∃λ : det(λE−A) 6= 0),
(2) causal (degdet(λE−A) = rank E),
(3) stable (ρ(E,A) = max |λ |λ∈z|{det(zE−A)=0} < 1).
Regularity stands for existence and uniqueness of the
solution for consistent initial conditions [5]. Here-
inafter, we suppose that the considered systems are
regular.
Definition 2 The transfer function of the system (1)–
(2) is defined by the expression
P(z) =C(zE−A)−1B+D, z ∈ C. (3)
For the singular matrix E there exist two nonsingu-
lar matrices W and V such that WEV = diag(Ir,0)
(see [5]).
Consider the following change of variables:
V−1x(k) =
[
x1(k)
x2(k)
]
(4)
where x1(k) ∈ Rr and x2(k) ∈ Rn−r.
By left multiplying of the system (1) on the matrix W
and using the change of variables (4), one can rewrite
the system (1)–(2) in the form
x1(k+1) = A11x1(k)+A12x2(k)+B1 f (k), (5)
0= A21x1(k)+A22x2(k)+B2 f (k), (6)
y(k) =C1x1(k)+C2x2(k)+D f (k) (7)
where
WAV =
[
A11 A12
A21 A22
]
, WB =
[
B1
B2
]
,
CV =
[
C1 C2
]
. (8)
Matrices W and V can be found from the singular
value decomposition (SVD)
E =U diag(S,0)HT.
Here U and H are real orthogonal matrices, S is a
diagonal r×r-matrix, it is formed by nonzero singular
values of the matrix E. Then, matrices W and V may
be defined as
W = diag(S−1, In−r)UT, V = H.
The representation (5)–(7) is called SVD equivalent
form of the system (1)–(2) (see [5]).
Consider an input signal in the following form:
f (k) = Fcx(k)+h(k) (9)
where Fc ∈ Rm×n is a constant real matrix, h(k) is a
new input signal. The equation (1) turns to
Ex(k+1) = (A+BFc)x(k)+Bh(k). (10)
Definition 3 The system (1) is called causally con-
trollable if there exists a state feedback control in
the form (9) such that the closed-loop system (10) is
causal.
2
The system (1) is causally controllable if
rank
[
E 0 0
A E B
]
= rank E +n.
Definition 4 The system (1) is called stabilizable if
there exists a state feedback control in the form f (k) =
Fstx(k) such that the pair (E,A+BFst) is stable.
For more information about causal controllability and
stabilizability see [5].
The following results will be used below.
Lemma 1 (Petersen [9])
Let the matrices M ∈Rn×p and N ∈Rq×n be nonzero,
and G = GT ∈ Rn×n. The inequality
G+M∆N+NT∆TMT 6 0 (11)
is true for all ∆ ∈Rp×q: ‖∆‖2 6 1 if and only if there
exists a scalar value ε > 0 such that
G+ εMMT+
1
ε
NTN 6 0. (12)
Lemma 2 (Schur [1])
Let
X =
[
X11 X12
XT12 X22
]
where X11 and X22 are square matrices.
If X11 > 0, then X > 0 if and only if
X22−XT12X−111 X12 > 0. (13)
If X22 > 0, then X > 0 if and only if
X11−X12X−122 XT12 > 0. (14)
The following results are based on the modified
bounded real lemma for descriptor systems in SVD
equivalent form.
Denote Ad =WAV , Bd =WB,Cd =CV , Dd = D.
Lemma 3 [7] The system (1) is admissible and
‖P(z)‖∞ < γ
if there exist matrices L ∈ Rr×r, L > 0, Q ∈ Rr×r,
R∈Rr×(n−r), S∈R(n−r)×(n−r), and a sufficiently large
scalar α > 0 such that

Φ11 ΓAd ΓBd ΦT41 0
ATdΓ
T Φ22 ΠBd ATdΓ
T ΦT52
BTdΓ
T BTdΠ
T −γ2Im BTdΓT ΦT53
Φ41 ΓAd ΓBd −Q−QT 0
0 Φ52 Φ53 0 −Ip

< 0 (15)
where
Φ11 =− 12 Q− 12 QT, Φ22 =ΠAd +ATdΠT−Θ,
Φ41 = L−Q− 12 QT, Φ52 =Cd +αCdΠAd ,
Φ53 = Dd +αCdΠBd ,
and Θ=
[
L 0
0 0
]
,Π=
[
0 0
0 S
]
, Γ=
[
Q R
]
.
Remark 1 In [7] the modified bounded real lemma
is given in assumption that D = 0. Using the same
algorithm as in [7], one can get the similar conditions
for D 6= 0, given in the Lemma 3.
Remark 2 The scalar parameter α > 0 in [7] is as-
sumed to be sufficiently large. This is required to ne-
glect possible risk of conservatism.
3 Problem Statement and Main Results
Consider the following discrete-time descriptor sys-
tem:
Ex(k+1) = A∆x(k)+B∆ww(k)+Buu(k), (16)
y(k) =C∆x(k)+D∆ww(k) (17)
where x(k) ∈ Rn is the state, w(k) ∈ Rq is the input
disturbance, y(k) ∈Rp is the output, u(k) ∈Rm is the
control input. The matrix E is singular, i.e. rank E =
r < n. A∆ = A+MA∆NA, B∆w = Bw +MB∆NB, C∆ =
C+MC∆NC, D∆w = Dw+MD∆ND.
The matrix ∆ ∈ Rs×s is unknown norm-bounded,
i.e. ‖∆‖2 6 1 (or Frobenius norm-bounded matrix
as ‖∆‖2 6 ‖∆‖F ). Note that ‖∆‖2 := σ(∆) 6 1 iff
∆T∆6 Is.
Assume that
(1) the system (16) is causally controllable;
(2) the system (16) is stabilizable;
(3) a scalar value γ > 0 is known.
The H∞ performance analysis problem is formulated
as follows.
Problem 1 Suppose that Bu = 0 and the pair (E,A∆)
is admissible for all ∆ from the given set. For the given
3
scalar γ > 0 the problem is to check the condition
‖P∆(z)‖∞ < γ
where
P∆(z) =C∆(zE−A∆)−1B∆+D∆.
The H∞ control design problem is defined as
Problem 2 For the given scalar γ > 0 the problem is
to find a state-feedback control
u(k) = Fx(k),
for which the closed-loop system
Pcl∆ (z) =C∆(zE− (A∆+BuF))−1B∆+D∆
is admissible and
‖Pcl∆ (z)‖∞ < γ.
Introduce the following denotations:
Ad =WAV , Bwd =WBw, Bud =WBu, Cd =CV ,
Dwd = Dw, NdB = NB, M
d
A =WMA,
NdA = NAV , M
d
C = MC, N
d
C = NCV
where W and V are nonsingular matrices, which trans-
form (16)–(17) into the SVD equivalent form.
3.1 Bounded real lemma for descriptor system with
norm-bounded parametric uncertainties
First we start from H∞ robust performance analysis.
As mentioned above in Remark 2 conservative behav-
ior depends on the choice of α . However, it’s difficult
to obtain reliable conditions onH∞ performance anal-
ysis for an uncertain system with a nonzero value of
α . So, it’s assumed that the scalar α = 0. It means that
the conditions obtained below are possibly conserva-
tive and not necessary but still applicable. The solution
of Problem 1 is defined by the following theorem.
Theorem 1 The system (16)–(17) is admissible and
|||P∆|||∞ < γ for all ∆ from the given set if there exist
a scalar ε > 0 and matrices Q ∈ Rr×r, R ∈ Rr×(n−r),
S ∈ R(n−r)×(n−r), L ∈ Rr×r, L > 0 such that
[
Σ+ εNT1 N1 M1
MT1 −εI4s
]
< 0. (18)
Here
Σ=

Σ11 ΓAd ΓBwd ΣT41 0
ATdΓ
T Σ22 ΠBwd ATdΓ
T CTd
BTwdΓ
T BTwdΠ
T −γ2Im BTwdΓT DTd
Σ41 ΓAd ΓBwd −Q−QT 0
0 Cd Dd 0 −Ip

,
Σ11 =− 12 Q− 12 QT, Σ41 = L−Q− 12 QT,
Σ22 =ΠAd +ATdΠ
T−Θ,
M1 =

ΓMdA ΓM
d
B 0 0
ΠMdA ΠM
d
B 0 0
0 0 0 0
ΓMdA ΓM
d
B 0 0
0 0 MdC MD

, N1 =

0 NdA 0 0 0
0 0 NdB 0 0
0 NdC 0 0 0
0 0 ND 0 0
 ,
Θ=
[
L 0
0 0
]
,Π=
[
0 0
0 S
]
, Γ=
[
Q R
]
.
Transform the expression (15) for the system (16)–
(17), noting that α = 0. We get the inequality
Σ+ sym (M1∆N1)< 0. (19)
Applying Lemmas 1 and 2 to the inequality (19), we
get
Σ+
1
ε
M1MT1 + εN
T
1 N1 < 0,
Σ+ εNT1 N1−M1(−εI4s)−1MT1 < 0,[
Σ+ εNT1 N1 M1
MT1 −εI4s
]
< 0.
Consequently, the conditions of the Lemma 3 hold
true for the system (16)–(17), it means that its norm is
bounded by the positive scalar value γ , i.e. ‖P∆(z)‖∞<
γ.
3.2 Robust H∞ control design procedure
The Theorem 1 is based on SVD equivalent form of the
system (16)–(17). It should be noted, that feasibility
of (18) does not depend on choosing W and V , as
such matrix transformations are invariant. The derived
conditions can be used for solving robustH∞ control
problem 2 as follows.
Theorem 2 For a given scalar γ > 0 Problem 2 is
solvable if there exist matrices L ∈ Rr×r, L > 0, Q ∈
4
Rr×r, R ∈ Rr×(n−r), S ∈ R(n−r)×(n−r), Z ∈ Rn×m, and
a scalar ε > 0 such that[
Λ+ εMT2 M2 N2
NT2 −εI4s
]
< 0 (20)
where
M2 =

0 (MdA)
T 0 0 0
0 0 (MdC)
T 0 0
0 (MdB)
T 0 0 0
0 0 (MD)T 0 0
 , (21)
N2 =

Γ(NdA)
T Γ(NdC)
T 0 0
Π(NdA)
T Π(NdC)
T 0 0
0 0 0 0
Γ(NdA)
T Γ(NdC)
T 0 0
0 0 (NdB)
T (ND)T

, (22)
Λ=

Λ11 ΛT21 Λ
T
31 Λ
T
41 0
Λ21 Λ22 ΛT32 Λ21 Λ
T
52
Λ31 Λ32 −γ2Iq Λ31 ΛT53
Λ41 ΛT21 Λ
T
31 −(Q+QT) 0
0 Λ52 Λ53 0 −Iq

, (23)
where
Λ11 =− 12 Q− 12 QT, Λ21 = AdΓT+BudZTΩT,
Λ31 =CdΓT, Λ41 = L−Q− 12 QT,
Λ22 =ΠATd +AdΠ
T+ΦZBTud +BudZ
TΦT−Θ,
Λ32 =CdΠT, Λ52 = BTwd , Λ53 = D
T
d .
Θ=
[
L 0
0 0
]
,Π=
[
0 0
0 S
]
,Φ=
[
0 0
0 In−r
]
,
Ω=
[
Ir 0
]
, Γ=
[
Q R
]
.
The gain matrix can be obtained as
F = ZT
[
Q−T 0
−S−TRTQ−T S−T
]
V−1. (24)
Consider the system, dual to (16)–(17). Then, the
closed-loop dual system goes to
ETx(k+1) = (AT∆+F
TBTu )x(k)+C
T
∆w
′(k), (25)
y′(k) = BT∆wx(k)+D
T
∆ww
′(k). (26)
If the system (25)–(26) is admissible and its H∞
norm is less than γ , then Problem 2 is solved for the
system (16)–(17). Applying Lemma 1 to the system
(25)–(26) we obtain (20) where
Λ21 = AdΓT+BudFdΓT, (27)
Λ22 =ΠATd +AdΠ
T+ΠFTd B
T
ud +BudFdΠ
T−Θ. (28)
Introduce the following linear change of variables[
Q R
0 S
]
FTd = Z. It implies that
[
Q R
]
FTd =
[
Ir 0
]
Z
and
[
0 0
0 S
]
FTd =
[
0 0
0 In−r
]
Z. Substituting it into
(27) and (28) we get Λ21 and Λ22 entries from (23).
As the inequality (20) holds, then the (1,1) entry im-
plies the matrix Q is invertible. We also suppose, that
the matrix S is invertible. If it does not hold, there ex-
ists a scalar ε ∈ (0,1), such that the inequality (20)
holds true for the scalar matrix S¯ = S+ εIn−r. So, we
can use S¯ instead of S.
As pointed out before, Q and S are invertible. So the
feedback gain Fd for the closed-loop system (25) is
Fd = ZT
[
Q−T 0
−S−TRTQ−T S−T
]
. Note that Fd =FV . By
the inverse change of variables we get F from (24).
This completes the proof.
Remark 3 The conditions of the Theorem 2 allow to
formulate γ–optimal control problem as follows
find: minγ on the set{L,Q,R,S,Z,ε} subject to (20).
If Problem 2 is solvable and minimal value of γ = γ∗
is found, then ‖Pcl∆ (z)‖∞ 6
√
γ∗.
Remark 4 The obtained solution of robust H∞ con-
trol problem is conservative due to the aforementioned
assumption α = 0. In spite of this fact, in particular
cases the solutions with less conservatism can be ob-
tained.
The first case is when the system’s parameters satisfy
the following conditions:
rank ET= rank
[
ET,CT,NTC
]
,
rank E = rank [E,Bw,MB] .
In this case the terms multiplied by α in Φ52 and Φ53
entries in (15) are identical to zero for all α . In this
case the solution of the Problem 2 is non-conservative.
The second case corresponds to uncertainties only in
matrix A. Then Φ52 and Φ53 entries for the system in
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(15) become
Φ52 =Cd +αCdΠAd +αCdΠMdA∆N
d
A , (29)
Φ53 =Dwd +αCdΠBwd .
Matrices Λ in (23), M2, and N2 from the Theorem 2
take the following form:
Λ52 = BTwd +αB
T
wdΠA
T
d +αB
T
wdΦ
TZBTud ,
Λ53 = DTd +αB
T
wdΠC
T
d ,
M2 =

0 (MdA)
T 0 0 0
0 0 0 0 0
0 (MdA)
T 0 0 0
0 0 0 0 0
 ,
N2 =

Γ(NdA)
T 0 0 0
Π(NdA)
T 0 0 0
0 0 0 0
Γ(NdA)
T 0 0 0
0 0 αBTwdΠ(N
d
A)
T 0

.
Due to the fact that Theorem 2 provides only sufficient
but not necessary conditions, the value α should be
chosen carefully.
4 Numerical example
Consider the following system.
E =

1 0 0
0 0 0
2 0 1
, A =

−0.25 0 0
−0.5 0.5 2
0.75 −1 −1.5
, Bu =

0
0
1
,
Bw =

0 0
0.1 0
0.2 0.1
, C = [ 2 2 0 ], Dw = [ 0.01 −0.5 ].
The matrix A is assumed to be uncertain with ∆ ∈
[−1; 1] and
MA =
[
0.1 −0.1 0.05
]T
, NA =
[
0 0.1 0.1
]
.
The system is causal but not stable. The generalized
spectral radius of the nominal system is ρ(E,A) = 2.5.
The H∞ control problem is solved using YALMIP.
The system has uncertainties only in the matrix A. So
we can apply algorithm from the Theorem 2 and from
remark 4. We are also able to compare the proposed
method with methods derived in [4,8,11]
In [4] polytopic-type uncertainties are under con-
sideration. To apply the proposed algorithm the
system is transformed to a polytopic-type uncertain
system with A1 =

−0.25 −0.1 −0.01
−0.5 0.51 2.01
0.75 −1.005 −1.505
 and
A2 =

−0.25 0.1 0.01
−0.5 0.49 1.99
0.75 −0.995 −1.495
. An auxiliary vari-
able E0 is chosen as E0 =
[
0 e2 0
]T
, where e2 is a
scalar. The initialization step for different values of µ
leads to infeasible problem.
As the system has uncertainties only in the matrix A,
we may apply methods derived in [8,11] to solve ro-
bustH∞ control problem. An auxiliary matrix is cho-
sen similar to the method described above. Algorithm
from [8] leads to infeasible problem. Method from
[11] is not applicable in YALMIP due to nonlinear
constraints.
Minimization of γ by the Theorem 2 method gives us
γ(1)min = 1.9093,
K1 =
[
0.2055 1.0702 1.4786
]
.
The spectral radius of closed-loop systems lies be-
tween
0.24736 ρ(E,A∆+BuK1)6 0.3480.
So, the closed-loop system is admissible for all ∆ ∈
[−1; 1], and its H∞ norm is ‖Pcl1∆ (z)‖∞ 6 2.0089.
Minimization of γ using conditions from Remark 4
for α = 1000 gives us γ(2)min = 1.1848,
K2 =
[
−0.4887 1.8633 4.4607
]
.
The spectral radius of closed-loop systems lies be-
tween
0.48356 ρ(E,A∆+BuK1)6 0.5008.
Its H∞ norm is ‖Pcl2∆ (z)‖∞ 6 1.1044.
The evaluation of γmin depending on the choice of α
is shown on Fig. 1.
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Fig. 1. Minimized robust H∞ performance with respect to
different α .
5 Conclusion
In this paper, a new approach to robust H∞ con-
trol problem for discrete-time descriptor systems
with norm-bounded uncertainties is presented. The
obtained conditions based on strict LMIs are nu-
merically effective. Due to the fact that proposed
methods are sufficient but not necessary the conser-
vatism may appear while solving the control design
problem. However, the conditions are still applicable.
The method of conservatism reduction is proposed
for particular case with uncertainties only in the
matrix A. The effectiveness of proposed methods is
illustrated on the numerical example. The numerical
example shows that the algorithm is still applicable
when other methods fails.
Acknowledgment
This work was financially supported by the Gov-
ernment of the Russian Federation (Grant 074-U01)
through ITMO Postdoctoral Fellowship program.
References
[1] Boyd, S., Ghaoui, L.E., Feron, E., and Balakrishnan, V.
(1994). Linear Matrix Inequalities in Systems and Control
Theory, SIAM Studies in Applied Mathematics, Philadelphia,
Pennsylvania.
[2] Chadli M., Darouach M. (2012). Novel bounded real lemma
for discrete-time descriptor systems: Application to H∞
control design. Automatica, 48, 449–453.
[3] Chadli M., Darouach M. (2014). Further Enhancement
on Robust H∞ Control Design for Discrete-Time
Singular Systems. IEEE Transactions on Automatic
Control, 59 (2), 494–499.
[4] Coutinho D., de Souza C.E., Barbosa K.A. (2014). Robust
H∞ control of discrete-time descriptor systems in Proc. of
European Control Conference, 1915–1920.
[5] Dai L. (1989). Singular Control Systems, Lecture Notes
in Control and Information Sciences, New York, Springer-
Verlag.
[6] Duan G.-R. (2010). Analysis and Design of Descriptor Linear
Systems, Advances in Mechanics and Mathematics, Vol. 23,
Springer.
[7] Feng Yu., Yagoubi M. (2013). On state feedback H∞ control
for discrete-time singular systems. IEEE Transactions on
Automatic Control, 58 (10), 2674–2679.
[8] Ji X., Su H., and Chu J. (2007). Robust state feedback H∞
control for uncertain linear discrete singular systems. IET
Control Theory Appl., 1 (1), 195-200.
[9] Petersen, I.R. (1987). A stabilization algorithm for a class
of uncertain linear systems. Systems and Control Letters, 8,
351–357.
[10] Rehm A., Allgo¨wer F. (2002). An LMI Approach towards
H∞ Control of Discrete-time Descriptor Systems in Proc. of
American Control Conference, 614–619.
[11] Xu S., Lam J. (2006). Robust Control and Filtering of
Singular Systems, Lecture Notes in Control and Information
Sciences, Berlin, Springer-Verlag.
[12] Yung C.F.,Wang C.C., Wu P.F., Wang Y.S. (2008). Bounded
real lemma for linear discrete-time descriptor systems in Proc.
17th IFAC World Congress, 9982–9986.
[13] Yung C.F. (2008). H∞ control for linear discrete-time
descriptor systems: state feedback and full information cases
in Proc. 17th IFAC World Congress, 10003–10008.
7
