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1. INTRODUCTION 
In this article we will derive sufficient conditions for nonoscillatory solu- 
tions to the generalized, nonautonomous, delay logistic equation 
to exist, where r(t) and g(t) are positive, continuous functions defined on 
[0, co), g(t) < t, K is a positive constant, and a is a positive constant, c1# 1. 
The logistic equation dx/dt = rx( t)( 1 - x( t)/K) has long been of interest 
in the field of mathematical ecology in modeling single species growth. In 
this equation, x(t) is the total number of individuals in the population, 
r>O is a constant that measures the intrinsic growth rate of the popula- 
tion, and K>O is the environmental carrying capacity. No immigration or 
emigration is assumed, and other characteristics uch as age structure and 
gestation are assumed to be not significant. An analysis of the logistic equa- 
tion indicates that its solutions are monotone functions of time t, and that 
lim , _ m x(t) = K if x(0) > 0. The literature on this subject is quite extensive. 
For example, see the book by Freedman [6] both for its coverage of the 
subject and for its extensive bibliography. 
However, instead of converging monotonically to some value K> 0, 
population levels both in the laboratory and in the field tend to display 
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oscillatory behaviour. As a result, several modifications to the logistic 
equation have been proposed. 
One such modification is to consider the intrinsic growth rate r and the 
environmental carrying capacity K as functions of time t. See Coleman [3] 
and Coleman, Hsieh, and Knowles [4] for an analysis of this situation. As 
well, Arrigoni and Steiner [ 1 ] explicitly solve the logistic differential equa- 
tion dx/dt = r(t) x(t)( 1 - x”(t)/K) with a generalized nonlinearity and time 
dependent coefficients in order to analyze logistic growth in a fluctuating 
environment. Finally, Beuter, Wissel, and Halbach [Z] discuss a controlled 
rotifer population where there is a fluctuating carrying capacity. 
From another perspective, Gilpin and Ayala [7] demonstrated that 
Drosphilu growth curves follow an asymmetrical pattern modelled by the 
generalized logistic equation dx/dt = rx(t)[ 1 - (x(t)/K)‘]. See Gilpin, Case, 
and Ayala [S], Mueller and Ayala [12], and Rosen [14] for further 
discussion and results concerning this @model equation. 
The existence of features such as gestation in natural systems leads us to 
consider the introduction of time delays into the logistic equation. For an 
excellent introduction to functional differential equations, see the book by 
Driver [S]. The subject of oscillation of scalar systems with delay 
arguments is also quite extensive, and we refer to the book by Ladde, 
Lakshmikantham, and Zhang [ 111 for a detailed study of the subject. 
The delay logistic equation 
dx 
z=r(t)x(t) l- ( zy) t>O (1.2) 
is known as Hutchinson’s equation when r and K are positive constants 
and when g(t) = t - r for a positive constant t. Hutchinson’s equation has 
been investigated by several authors; see for example May [ 131, Wright 
[15], Kakutani and Markus [lo], and Jones [9]. 
The question of oscillation or nonoscillation of solutions of the delay 
logistic equation (1.2) has been investigated by Zhang and Gopalsamy 
[16], who give sufficient conditions for the oscillation or nonoscillation of 
( 1.2) when r(t) and g(t) are positive, continuous functions on [0, cc) and 
K is a positive constant. These conditions are 
5 
t 
if !&I 
1 
r(s) ds > - all solutions of (1.2) oscillate, 
1-m n(f) e 
and 
s , T- if lim 1 r(s) ds < - a nonoscillatory solution to (1.2) exists. I---n: n(r) e 
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Henceforth we will consider the generalized, nonautonomous, delay 
logistic equation dx/dt = r(t) x( t)( 1 - x( g( t))/K)a, introducing an asym- 
metry into the system in a manner different from Gilpin’s e-model. The 
intrinsic growth rate r(t) and the time delay t - g(t) are both functions of 
time. To avoid limiting CI to quantities such that (- 1)” = - 1, we consider 
the equation in the form (1.1). The purpose of this article, then, is to 
consider the existence of nonoscillatory solutions to the generalized, non- 
autonomous, delay logistic equation (1.1). 
We will see that notwithstanding the criteria for all solutions of (1.2) 
being oscillatory, Eq. (1.1) will always have a nonoscillatory solution for a 
wide variety of situations, including some for which 
5 
, 
lim r(s) ds = co. 
r-m n(r) 
A change in variables of the form y(t) = (x(t)/K- 1) in (1.1) gives us the 
equation 
y’(t)= --r(t)(l + Y(f)) y(g(t)) IYMm-‘. (1.3) 
Oscillation or nonoscillation of (1.3) is equivalent to oscillation or non- 
oscillation of ( 1.1). 
Note that since x(t)>0 in (l.l), y(t)> -1 in (1.3). In particular, 
1 + y(t) >O will always hold in (1.3). 
2. THE CASE WHERE 1; T(S) ds < 00 
We consider Eq. (1.3) for t 3 to, where a>O, but cr#l. For tat0 the 
delay function g(t) is assumed to be continuous, nondecreasing, and 
g(t) Q t. In addition, lim,, o. g(t) = cc must hold. The function r(t) is 
nonnegative and continuous for t 2 to, and it satisfies the condition 
j; r(s) ds = R, where 0 < R < co. 
THEOREM 2.1. Under the conditions given above, Eq. (1.3) has a positive, 
nonoscillatory solution bounded away from zero. 
Proof: Since we are considering positive solutions, we can write (1.3) in 
the form 
4 z= --r(t)(l + r(t)) y”Mt)). (2.1) 
For the proof we use the Tychonov-Schauder fixed point theorem. Let % 
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denote the locally convex space of continuous functions on [to, x ) with 
the topology of uniform convergence on compact sets of R. 
Define the set S c %? as follows: 
y is nonincreasing 
y(t) = c, i(,<t< T 
Here C, > 0 is defined so that [C, + 11~2:~ ’ < exp( - 1; Y(S) ds) and T is 
suffkiently large so that g(t) 2 to for t 2 T. We denote l:, Y(S) ds by R(r), 
and as has been mentioned, we denote lim,..,, j:, r(s) ds by R. Since 
r(t) 2 0, R(t) < R. 
Such a constant C, exists since the function h(A) = (2 + 1 )i.” ’ is 
monotone increasing, with h(0) = 0 and h( 1) = 2. Since 0 < e R < 1, there is 
a value A0 such that A(&) = e-R. Then let C, be any constant satisfying the 
inequality 0 < C, 6 I.,, and [C, + 11 Cl,- ’ < e R necessarily follows. 
Note here also that since r(t) 2 0 and T 3 to, we have that j> r(s) ds < 
{:, r(s) ds = R(t). 
S c % is nonempty since y(t) = C, is in S. In addition, S is closed 
in %?. We shall now show that S is convex. Let y,(t) and JJ?(~) be in S 
and let i. be a constant such that 0 < i. 6 1. Clearly ly, + (1 - 1.) yz is non- 
increasing and equals C, for t < T. In addition, I.!‘, + (1 - A) y2 is easily 
seen to satisfy the condition 
(~~,,+(l-i)v,)(r)~C,exp(-i: r(s)d.y] for t>T. 
Then 
~-v,k(t)) + (1 - 2) yzk(t)) d eR(,, AYl(l) + (1 - lb) .vz(t) = R,,, 
nYl(t) + (1 - 1”) Y?(t) ily2(t) + (1 -i) y*(t) e 
so S is indeed convex. 
Now define F: S + Q? as follows: for y E S define 
1 
C% for Odt<T 
(F.,.)(t)= c exp _ 
I 
( 1 
f rb)(l + Y(S)) y”Ms)) ds 
4 
for r >, T. 
T Y(S) 
(F,.)(t) is clearly continuous, nonincreasing, and satisfies (F,.)(f) = C, for 
0 d t < T, and (F,)(t) < C, for t 3 T. 
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Since y(t) Q C,, we have by definition of C, that ((y(s) + 1) y” - l(s)) 6 
eeR< 1. 
Then 
s 
’ My(s) + 1) v”k(s)) ds < r 
\ 
Ed R r(s) Ads)) ds 
r Y(S) J T Y(S) I I 6 e J -ReR(s)r(s) ds < s r(s) ds T T 
since y(g(s))/y(s) d eRCS) and since R(s) 6 R. So (F,)(t) z C, exp( -J; r(s) ds) 
holds for t 3 T. 
Also, 
(F&W) = exp (F,)(t) ( J r + r(sMs) + 1) y”(g(s)) ds L?(t) Y(S) > 
So (F,Mt)Y(F,)(t) G e R(r) holds for t > T. Thus FS c S. 
Now S, being bounded above by C, and below by C,e-R, is clearly 
uniformly bounded. We will next show that ((F,): y E S) is equicontinuous 
on compact sets of [to, co). 
Let S1 < S2 be elements of R, and let S, = max( T, Si) for i = 1, 2. Then 
I(F,W,) - (FJ(s,)l = I - (F,)(%)l 
= C, exp - I (J sI r(s)(l + y(s)) Y%(s)) d  T Y(S) 
-exp - ( J .5z r(s)( 1 + Y(S)) yak(s)) d  r Y(S) )I 
=C,exp - 
( j 
$1 r(s)(l + y(s)) .YMs)) ds 
T J’(S) > 
6C, l-exp I J 
sz -rMl + Y(s)) Y”k(s)) ds 
Sl Y(*T) 
-r(s)ds -+O 
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as S, - S2 uniformly, since r(s) is uniformly continuous on compact sets. 
On compact sets, then, the rate of convergence is independent of y, so 
((F,.): y E Sj is equicontinuous on every compact set in [to, co). Given the 
inherited topology on S, we can apply the Ascoli-Arzela theorem to 
conclude that m is compact in S. 
Then we can apply the Schauder fixed point theorem to get a fixed point 
,I’* of F. This y* solves Eq. (2.1) by the definition of the operator F. 
Note that in addition to the existence of a nonoscillatory solution to 
(1.4) we also have a lower bound to that solution, namely C,e - R, where 
C, has been suitably chosen. As we have observed, C, can be as large as 
E.,,, where I, solves the equation (I. + 1 )A” ~ ’ = e - R, 1 
EXAMPLE 2.1. Consider the equation y’(t) = - ( 1 + y( t)/r2) y3( t - z ). 
Here r(t) = l/t’, and for to > 0, jz Y(S) ds J% ds/s” = l/t,< cci. The other 
conditions of Theorem 2.1 being satisfied, there exists a nonoscillatory 
solution to this equation which is bounded away from zero. 
3. THE CASE WHERE j; r(s) ds= z 
In this section we consider Eq. (1.3) under the same conditions as in Part 
two, except that now fz I(S) ds= co. Under these conditions, we first 
obtain the result that if a nonoscillatory solution exists, it tends to zero as 
t-co. 
THEOREM 3.1. Assume the conditions of Theorem 2.1 are true, except 
that jz r(s) ds= CQ. Then all nonoscillatory solutions y(t) of Eq. (1.3) will 
satisfy lim f _ ^u y( t ) = 0. 
Proof. First we consider the case when the solution y(t) > 0 
for all t greater than some t,>O. Let T=u*(t,), where u*(t)= 
sup{s : g(s) = t}. T exists since lim,_ o. g(t)= cc. Note that when y(t)>O, 
y(g(t)) IY*-‘kw)l = Ywt)), so we can write (1.3) in the form (2.1). 
Then for t 3 T, both y(t) and y( g(t)) > 0, so 
y’(t) = --r(tMt) + 1) .f(g(t)) G 0. (3.1) 
Thus lim,, o y(t) = y > 0 exists. Now we will assume y > 0 and get a 
contradiction. 
For all t> T, y(t) and y(g(t)) zy, so (y(t) + l).f(g(t)) ay’(y + 1). 
Integrating (3.1) from T to ? we get 
y(t) = Y(T) - j’ r(s)(y(s) + 1) y”k(s)) ds 
T 
f y(T) - y”(y + 1) j: r(s) ds. 
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If we take the limit t - co, the right hand side tends to - co, so we have 
lim,-, y(t) < - co, contradicting our hypothesis, namely that y(t) is even- 
tually positive. 
Therefore y = 0, and positive solutions to (1.3) will tend to zero as t 
tends to infinity. 
Next, we consider the case where y(t) is eventually negative. 
If y(t) is eventually negative, there is some T,,>O such that 
- 1 < y(t) < 0 and y( g(t)) < 0. Then dy/dr > 0 for t > T,. Let T, be suf- 
ficiently large so that g(t) > T, for t 2 Ti. Since y( g(t)) < 0 for t > T, we 
must consider dy/dt= --r(t)(l + y(t)) y(g(t)) ly”-‘(g(t))l, ta T1. 
Then lim,, Js y(t) = -j? exists, where 1 > b > 0. Suppose B # 0. 
Since dy/dt > 0 for t B T, and y( g( t)) G -B for t B T, we have that 
$2 -r(t)(~(t)+ l)(-B)(P”-‘)=r(t)(y(t)+ 1)8* (3.2) 
for t B T,. Since lim,,, y(t) = - /? and y(t) is nondecreasing, then for any 
t>O, thereexistsa T,>T, such that tBT,implies(y(t)+l)>(l-P-s). 
So for E < 1 - B, t > T, along with (3.2) gives us 
&ar(t)(l -B-E)/?“. 
Integrating from t to T we get 
Now since ic T(S) ds = co, we have that y(t) - cc as r - co, contradicting 
our hypothesis on y(t), namely that y(t) is eventually negative. Therefore, 
p = 0, and the theorem is proved. 1 
Next, we give sufficient conditions for the existence of a nonoscillatory 
solution to (1.3) when S19p r(s) ds= co. 
THEOREM 3.2. Assume the conditions of Theorem 3.1 are true. Then 
the generalized, nonautonomous delay logistic equation (1.3) always has 
a nonoscillatory solution when u# 1, lim,, m St, r(s) ds = 00, and 
lim,, m ficl, r(s) ds < X, where 0 < X -C 00 for all t 2 t,. 
Proof: We will show that a positive nonoscillatory solution exists using 
the Tychonov-Schauder fixed point theorem. Since we are considering only 
positive values for y(g(t)), we can again use the equation in form (2.1). Let 
$9 denote the locally convex space of continuous functions on [to, co) with 
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the topology generated by uniform convergence on compact sets of 
[to, cc). Note here that Y > 0 since r(t) > 0. 
Define the subset S c W as follows: 
i 
J’ is nonincreasing 
Y(f) = c, t,,<t<t, 
s= JlEg: C,>v(t)>,C,exp (-~,~r(s)d.~) t,<t-cx 
I 
4’(df)) <e,” 
r(t)’ ’ 
where C, is such that 1 >C,>O, and (C,+ 1)Cz ‘d l/c)“, and t,>O is 
such that jh,,, r(s) ds< X for t 2 t,. Such a C, exists by an argument 
similar to that used in Theorem 2.1. 
Now S c % is nonempty and closed in C. Also note that S is uniformly 
bounded since all elements are bounded above by C, and below by zero. 
In addition, we see that S is convex by using an argument similar to that 
used in Theorem 2.1. 
Now define F: S-V as follows: for J+E S define 
(6 J(f) = 
r(sWs) +l( Y”(.&) 1 d.s) for rat, 
/ 
CX O<r<t, 
Clearly (F,)(t) is continuous, nonincreasing, and satisfies (F,.)(r) = C, for 
t d t, . Also, (F,.)(t) < C, for t 3 t, Since J$ t ) 6 C, we have by the detini- 
tion of C, that ((y(s)+ 1) .)~“~~‘(g(s))),< l/eF d 1. So 
since YE S implies Y(g(s))/.vb) d ex So (F, )(t) 2 exp( - j;, r(s) k) holds. 
As well, 
r(.~N)‘(s) + 1) y3 ‘(g(.s)) y(g(s)) 
?,(J) 
ds 
rf < exp 
!, 
4s) .vk(.~)) ds” 
R(Q eXyb) ) 
So (F,.)( g( t))/( F,.)(r) < ex- holds also. Thus FS c S. 
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Now, as we have already observed, S is uniformly bounded. In addition, 
we can show that FS is equicontinuous on compact sets of [to, co) by 
applying the same arguments we used in the proof of Theorem 2.1. Then, - 
we can apply the Ascoli-Arzela theorem to conclude tht FS is compact 
in S. 
We can now apply the Tychonov-Schauder fixed point theorem to 
conclude that F has a fixed point y* in S. By the definition of F, y* is a 
solution of (1.4), and y* is nonoscillatory by its inclusion in S. 
The proof of the theorem is complete. 1 
EXAMPLE 3.1. Let r(t) = r > 0. Then the equation 
y’(t)= -r(l +v(t)) y’(t-7) 
satisliesj;Rrds=co, andJ:-,rds=rz<co. 
By applying Theorem 3.2, we see that the equation 
y’(t) = -41 + Y(f)NY’(f - 7)) 
has a nonoscillatory solution for any z > 0. 
EXAMPLE 3.2. Consider the equation 
y’(t)= -$yg(l +y(t))y%-7) 
which has an analytic solution y(t)= l/t. Here r(t) = (t - r)3/t( 1 + t), and 
lim,, m J$,, 4s) ds = co is true. Thus the conditions of Theorem 3.2 may be 
sufficient for the existence of a nonoscillatory solution to (1.3), but they are 
certainly not necessary, since in this example jict, r(s) ds = cc holds true. 
The presentation of necessary conditions for the existence of nonoscillatory 
solutions to (1.3) remains an open problem. 
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