マルチプロジェクタディスプレイの高解像度化の研究 by 和田  幹生
マルチプロジェクタディスプレイの高解像度化の研
究












Enhancement of Image Resolution by Superimposed
Projection Using Multiple Projectors
Mikio Wada
Abstract
This paper is concerned with the method of realizing a single high-resolution image by super-
imposing multiple images projected by different projectors. Recently, it has been theoretically
shown that the so called super-resolution of multiple projectors, i.e., the realization of a spa-
tially higher-resolution image than a single projector, is made possible by the superimposition
of different projector images, although it was argued to be impossible in a previous literature.
In this paper, the image quality of the images realized by the method is investigated, which has
not been discussed in detail in the community.
There is another method of generating a single high-resolution image using multiple projec-
tors, which places the projected images in a tiled manner on a screen. This method has been
well studied and already in use. As compared with this method of tiled image projection, the
method of superimposed image projection, which is discussed in this paper, has the following
advantages. First, superimposed projection is superior in the scalability of the projection sys-
tem. Second, superimposed projection could increase also the resolution with respect to depth
(i.e., image brightness). On the other hand, superimposed projection has the following clear
disadvantages. First, in order to improve spatial image resolution, it is necessary to obtain accu-
rate position of each pixel of each projector image on the screen. Second, the increase in image
resolution realized by superimposed projection is not proportional to the number of projectors
used.
Thus, there are several advantages and disadvantages in the method of realizing a high-
resolution image by superimposed projection, and the value of the method remains unclear
from an application point of view. Then, the goal of this paper is to investigate image quality
of the images realized by the method, which can be used as materials for further discussion.
The case is mainly considered here where the projector images are determined such that the L2
norm of the difference between the target image to be realized and the realized image on the
screen.
First, it is investigated how the brightness structures of the target image affect the image qual-
ity of the images realized by superimposed projection. The result is that for images that have
dark, fine structures (e.g., thin lines and dots) in front of a bright background, the image quality
tends to be better as compared with their reversals with respect to brightness (i.e., images that
have bright, fine structures). Typical examples are text images; a text image containing black
letters in a white background tends to be more accurately realized than an image containing
white letters in a black background. This tendency is considered to be due to the asymmet-
ric nature of superimposed projection; the image brightness can only be added and cannot be
subtracted.
Next, the relation between the overall brightness of the target image and the image quality
of the realized image is investigated. The result is that as the overall brightness increases, the
spatial resolution of the realized image tends to decrease. This is because the degrees of freedom
in the determination of the projector images tend to decrease once the overall brightness of the
target image is beyond a certain level. Since there is a range for the brightness of each pixel of
each projector image, it comprises inequality constraints on the optimization of the L2 norm for
determining the projector images.
Moreover, this phenomenon, the deterioration in image quality with the increasing overall
image brightness, is also affected by the brightness structures of the target image, which is
mentioned above. Specifically, for a text image containing black letters in front of a white
background, the effect of overall image brightness on the image quality tends to be large (mean-
ing worse quality), whereas for an image containing white letters and a black background, it
tends to be small. The underlying theory behind this is that the brightness structures of the
target image affect the determination of the projector images by the optimization; for the black-
letter-white-background image, the inequality constraints are more likely to be evoked than the
white-letter-black-background image.
In addition to theoretical discussions accompanied with simulation-based experiments, sev-
eral experiments based on a real system and real images are shown that were conducted to
confirm the results below. Furthermore, a novel calibration method based on the phase shift
method is presented, and it is shown that the method can realize more accurate calibration than
conventional methods.
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ス型関数を用いることにする．このときの P̄pj の分布と P̄iの分布を図 2.4に示す．すると，










































f p (x) ≡
µkp
π

































































[x1, x2, · · · ]T
)
≡ [ f p (x1) , f p (x2) , · · · ]T , (2.18)
と定義すると，式 (2.14)は最終的に次のように表せる:



































(p = 1,2, · · · ; j =





















Dp ≡ Fp (Bp) (2.24)
とする．このとき，式 (2.21)は次のように表せる:














図 2.5:インパルス画像 R̃hの例 図 2.6:インパルスを並べた画像の例
この手法ではまず事前に，1つのピクセル hの明るさだけをある値とし，それ以外のピ






(p = 1,2, · · · ; j = 1, 2, · · · )
について∥∥∥R̃h − R̂∥∥∥2→ min (Dpmin ≤ Dpj ≤ Dpmax (p = 1,2, · · · ; j = 1,2, · · · )) . (2.27)
これはピクセル hのインパルスを最もよく再現する最適近似である．全てのピクセル h =
















































さらに，本稿では Ppj 上の点の座標と P̄
p
j 上の点の座標が 2次元射影変換で関係付けら



















































































ができる．ある直線 Lの正領域をΦ (L)と表すことにすると，図 3.4の凸多角形は次のよ
うに表される:








































) ∩ Φ (LS1 ) ∩ Φ (LS2 ) ∩ Φ (LS3 ) ∩ Φ (LS4 ) . (3.4)
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この式で表される手順を図 3.5に示す．図のように，P̄pj について P̄i を構成する直線との





































像を投影するとき，n枚目のパターン画像の画像座標 (u, v)の明るさ B (u, v,n)を次式のよ
うに決める:
B (u, v,n) = Bbias+ Acos
(






ただし Bbias,Aは定数，φ (u, v)はパターン画像の各ピクセルについて定める初期位相であ





0=n 1=n 2=n 3=n
図 3.8:位相シフト法で使用するパターン画像（N = 4, φ (u, v) = µv）







標 (x, y)の明るさを B̂ (x, y,n)とする．プロジェクタとカメラのレスポンス関数を線形と仮
定すると，式 (3.5)より B̂ (x, y,n)は次のように表せる:
B̂ (x, y,n) = B̄bias(x, y) + Ā (x, y) cos
(






ただし φ̄ (x, y)は初期位相とする．カメラのレスポンス関数とは，カメラの画像面の放射
照度を入力，カメラ画像の明るさを出力とする一般的に非線形な関数を示す．あるカメラ
画像座標 (x0, y0)に注目して，そのピクセルの明るさ B̂ (x0, y0,n)を nに対してプロットす
ると図 3.10のようになる．ここで，得られたデータに図 3.11のように正弦波をあてはめ，






B̂ (x, y,n) , (3.7)


















φ̄ (x, y) = tan−1
−∑N−1n=0 B̂ (x, y,n) sin 2πN n∑N−1




式 (3.9)で推定した φ̄ (x, y)は，カメラ画像座標 (x, y)に対応するパターン画像座標 (u, v)の



































0=n 1=n 2=n 3=n
図 3.12:パターン画像が投影されていない領域がカメラ画像に含まれる場合

















フト法で得られた対応座標を c (x, y)とする．このとき，カメラ画像内の隣接する 4ピクセ
17










ル (x1, y1)，(x2, y2)，(x3, y3)，(x4, y4)からなる四角形と，入力画像内の c (x1, y1)，c (x2, y2)，
c (x3, y3)，c (x4, y4)からなる四角形の関係が，局所的に射影変換で関係付けられると仮定
する．この 2つの四角形の関係を図 3.13に示す．カメラのレンズ歪み [18]を考慮すると
この仮定は適切ではないが，局所的には妥当であると言える．c (x1, y1)‐c (x4, y4)からな
る四角形の内部に存在する，対応するカメラ画像座標を推定しなくてはならない点を，図
3.13に ◦で示した．仮定より，これらの点に対応するカメラ画像座標は (x1, y1)‐(x4, y4)と































ンの奥行きは連続的に変化する．そのため，パターン画像に設定した初期位相 φ (u, v)が





































り，そのため式 (3.6)は厳密には成り立たない．実際，得られたデータ B̂ (x, y,n)に正弦波
をあてはめることで推定した B̄bias(x, y)，Ā (x, y)は真値とは程遠い値となる．しかし，こ
のとき推定した φ̄ (x, y)は真値に非常に近い値を取る．
これを示すために簡単なシミュレーションを行った．まず，カメラおよびプロジェクタ
のレスポンス関数を次式で表されると仮定した:
ρ (β) = αβγ. (3.10)
ただし α，γは定数とする．このような過程の元で得られるカメラ画像の明るさを用いて




定波形を見ると，B̄bias(x, y)，Ā (x, y)については観測波形とかけ離れた値が推定されてい
るが，初期位相 φ̄ (x, y)については正しい値が推定できていることがわかる．B̄bias(x, y)，
Ā (x, y)，φ̄ (x, y)について，シミュレーションに実際に用いた真値と推定した値を表 3.1に






B̄bias(x, y) Ā (x, y) φ̄ (x, y)
真値 120 100 2






























































































標の (x1, y1)，(x2, y2)，(x3, y3)，(x4, y4)の点がそれぞれ入力画像座標の c (x1, y1)，c (x2, y2)，































Input image Camera image
),( 11 yx
),( 11 yxc ),( 22 yxc







図 3.13に示した位相シフト法の場合と同じように，c (x1, y1) − c (x4, y4)からなる四角形と
(x1, y1) − (x4, y4)からなる四角形の関係が局所的に射影変換で関係付けられると仮定する．



























するカメラ画像座標を (x (u, v) , y (u, v))とすると，パターン画像の (u, v)の明るさ B (u, v,n)
を次式で決めることになる:
B (u, v,n) = Bbias+ Acos
(






ただし，B (u, v,n)は N回投影・撮影を行ううちの n回目のパターン画像の明るさを表し，


















座標 (x, y)のピクセルについて得られる対応座標の値が (x, y)となる．実際には幾何学的
キャリブレーションに誤差が生じるため，得られる対応座標の値は誤差 (dx,dy)を伴った






















イスケールとして表示したものである．つまり，d = 0のピクセルは黒に，d = 0.5のピク






















































うことでD1，D2，· · · と B̂の関係を同定できることがわかる．このとき，Fp (·)は式 (2.18)
のように定義されているため，f pに何らかの関数を仮定することでB1，B2，· · · から B̂を
計算できるようになる．そこで，Bpと B̂の対応を用いて，関数 f pを同定することにする．
本稿では f p (·)を多項式関数と仮定し，p番目のプロジェクタについて f p (·)の各項の係
数を推定する．p番目のプロジェクタ以外の全てのプロジェクタへの入力画像を，全ての
ピクセルの明るさが 0の画像とすると，式 (3.15)は次のように表せる:




式に示す最適化を非線形最適化により行うことで， f p (·)の各項の係数を推定する． f p (·)
の各項の係数について ∑
n








け目標とする画像に近いかと考える．目視による主観的評価の他に，式 ( 2.23)の L2ノル
ムの大きさによっても評価する．以下では重畳投影によって得られる解像度を向上させた
画像を重畳画像と呼ぶ．









まず，式 (2.18)で定義したプロジェクタのレスポンス関数 Fp (·)を，全てのプロジェク
タについて傾き 1の比例関数とする．このとき式 (2.21)は次式で表される:

























(p = 1,2, · · · ; j = 1,2, · · · )を決定する．
これにより各プロジェクタへの入力画像 Bp (p = 1,2, · · · ,N)が決定される．



















(a) Desired image (b) Overlay image (N=1) (c) Overlay image (N=3)







































































































































































使用プロジェクタ数NをN = 5とし，図 4.6に示した黒文字画像と白文字画像の放射輝
度を α倍した画像を目標画像として，係数 αを変化させながら画像合成を行った．














をプロットする．黒文字画像を用いた場合の，目標画像，α = 1の場合，α = 4の場合に
対してプロットした図を図 4.14に示す．白文字画像を用いた場合の同様の図を図 4.15に
示す．図 4.14について α = 1の場合と α = 4の場合を比較すると，α = 1の場合の方が
ずっとよく目標画像の値を再現していると言える．一方，図 4.15について α = 1の場合
と α = 4の場合を比較すると，α = 1の場合の方がよく目標画像の値を再現していると言
えるが，黒文字画像を用いた場合ほど両者の違いは顕著ではない．
こうした現象の原因は，αを変えたときの入力画像を比較すると明らかとなる．黒文字
画像を用いて，α = 1とした場合の各プロジェクタへの入力画像を図 4.16に，α = 4と







ていると言える．一方 α = 4とした場合は入力画像はいずれも全体的に明るく，α = 1と
した場合のような偏りが小さいと言える．これらのことから，α = 1のときと α = 4のと
きでは，明らかに入力画像に許される自由度が異なっていることがわかる．
一方，白文字画像を用いた場合はそのような傾向は弱い．白文字画像を用いて，α = 1
とした場合の各プロジェクタへの入力画像を図 4.18に，α = 4とした場合の各プロジェク
タへの入力画像を図 4.19に示す．黒文字画像を用いて α = 1とした場合に見られたプロ


















































































































































































































































































































































∥∥∥R̃i − R̂i∥∥∥ (0 ≤ Bpj ≤ 255 ∀p, j) . (4.6)
ただし Bpj はピクセル P
p
j の明るさであり，R̃iは R̃の i番目の要素，R̂iは R̂の i番目の要素
とする．このとき，最小化されるノルムの計算に寄与するが最適化の対象とされない入力














化はMATLAB-7.1の lsqlinを用いて行った．lsqlinの呼び出し時間をMATLAB の profiler

















FF1Aを 8台使用し，製作した台に 4台ずつ固定した．このプロジェクタは LEDを光源と
し，画像をDLPにより投影する．図にProjector towerと示されているものがこの台にあた
る．プロジェクタの入力画像は 800[pixel]×600[pixel]である．図中にはカメラが 2種示さ
れているが，キャリブレーション用にはビデオカメラ SONY製 HANDYCAM HDR-HC7
を用いた（以下キャリブレーションカメラと呼ぶ）．キャリブレーションカメラのカメラ
画像は 720[pixel]× 480[pixel]である．検証用カメラにスチルカメラ Nikon製デジタル一
眼レフカメラD80を使用し，レンズに SIGMA製マクロレンズ APO MACRO AF 150mm

































































表 5.1:幾何学的キャリブレーションにおける各ピクセルの誤差 dの平均 [pixel]
プロジェクタ番号 位相シフト法 空間コード化法
1 1.927× 10−1 2.097× 10−1
2 3.592× 10−2 8.164× 10−2
3 3.752× 10−2 9.943× 10−2
4 1.035× 10−1 1.194× 10−1
5 4.637× 10−2 1.816× 10−1
6 6.727× 10−2 3.725× 10−1
7 5.136× 10−2 1.136× 10−1























したレスポンス関数 f p (·)を次に示す:
f 1 (x) = −2000.31x6 + 3948.79x5 − 157.631x4
−5648.02x3 + 5596.02x2 − 96.7744x + 49.7942,
f 2 (x) = 1036.69x6 − 4741.95x5 + 9567.00x4
−11202.7x3 + 7238.70x2 − 142.900x + 49.8937,
f 3 (x) = −217.369x6 − 1237.35x5 + 5613.36x4
−8981.20x3 + 6829.29x2 − 158.855x + 56.9684,
f 4 (x) = −7362.60x6 + 18052.1x5 − 12967.2x4
−1407.67x3 + 6046.43x2 − 277.997x + 80.2773,
f 5 (x) = −5944.46x6 + 15875.3x5 − 13839.5x4
+1760.43x3 + 3708.37x2 − 1.40255x + 48.5056,
f 6 (x) = −7955.37x6 + 21269.4x5 − 19218.0x4
+4341.85x3 + 3008.50x2 + 77.5763x + 47.3147,
f 7 (x) = −2145.74x6 + 3779.02x5 + 755.998x4
−6331.22x3 + 5797.13x2 − 154.342x + 60.1222,
f 8 (x) = 3787.03x6 − 15020.6x5 + 24118.2x4













して式 (2.21)を同定することができた．そこで，式 (2.23)に示した不等式制約付 2次最
適化問題を最急降下法で解いて，目標画像に対する入力画像を求めた．これにより，キャ
リブレーションカメラ画像の中央の 160[pixel]× 120[pixel]の範囲に相当するスクリーン












る．実験はプロジェクタ台数 Nを N = 3として最適化を行って入力画像を決定した場合
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(a) Desired image (b) Overlay image (N=3) (c) Overlay image (N=8)
(d) Overlay image (N=3) (e) Overlay image (N=8)
図 5.5:図 4.2(a)を目標画像とした場合の実験結果画像．(a)目標画像．(b)N = 3の場合の
重ね合せ画像 (キャリブレーションカメラ)．(c)N = 8の場合の重ね合せ画像 (キャリブレー




図 4.2(a)を目標画像として重畳投影を行った結果を図 5.5に，図 4.6(a)を目標画像とし
て重畳投影を行った結果を図 5.6に，図 4.6(b)を目標画像として重畳投影を行った結果を





プロジェクタを 3台用いた場合と 8台用いた場合の解像度を比較するため，図 5.6(d)，











(a) Desired image (b) Overlay image (N=3) (c) Overlay image (N=8)
(d) Overlay image (N=3) (e) Overlay image (N=8)
図 5.6:図 4.6(a)を目標画像とした場合の実験結果画像．(a)目標画像．(b)N = 3の場合の
重ね合せ画像 (キャリブレーションカメラ)．(c)N = 8の場合の重ね合せ画像 (キャリブレー
ションカメラ)．(d)N = 3の場合の重ね合せ画像 (検証用カメラ)．(e)N = 8の場合の重ね
合せ画像 (検証用カメラ)．
(a) Desired image (b) Overlay image (N=3) (c) Overlay image (N=8)
(d) Overlay image (N=3) (e) Overlay image (N=8)
図 5.7:図 4.6(b)を目標画像とした場合の実験結果画像．(a)目標画像．(b)N = 3の場合の
重ね合せ画像 (キャリブレーションカメラ)．(c)N = 8の場合の重ね合せ画像 (キャリブレー
ションカメラ)．(d)N = 3の場合の重ね合せ画像 (検証用カメラ)．(e)N = 8の場合の重ね
合せ画像 (検証用カメラ)．
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(a) Overlay image (N=3) (b) Overlay image (N=8)
図 5.8:図 5.6(d)，(e)の一部の拡大













度の画像を投影できている．そして，図 5.11と図 5.12を見ると，いずれも α = 5の場合
で画像のシャープネスが失われているように見える．
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(a) Overlay image (α=1) (b) Overlay image (α=5)
図 5.10:図 4.2(a)を目標画像とした場合の実現画像．(a)α = 1の場合．(b)α = 5の場合．
(a) Overlay image (α=1) (b) Overlay image (α=5)
図 5.11:図 4.6(a)を目標画像とした場合の実現画像．(a)α = 1の場合．(b)α = 5の場合．
(a) Overlay image (α=1) (b) Overlay image (α=5)
図 5.12:図 4.6(b)を目標画像とした場合の実現画像．(a)α = 1の場合．(b)α = 5の場合．
α = 1の場合と α = 5の場合を詳細に比較するために，図 5.13に赤線で示した領域の
明るさをプロットした．黒文字画像を目標画像とした場合に得られた画像についてプロッ
トした図を図 5.14に，白文字画像を目標画像とした場合に得られた画像についてプロッ





















α = 1の場合よりも α = 5の場合の方が線が太くなっていると言える．一方図 5.15では，




クタを使用しているが，そのうちの 3台分を示した．黒文字画像を用い，α = 1の場合の
入力画像を図 5.16に，α = 5の場合の入力画像を図 5.17に示す．4.3節で得られた結果と
同じように，図 5.16では文字の近傍ところどころに明るさが大きい点や小さい点が存在
しているが，図 5.17ではそうした傾向は弱い．つまり，α = 1のときには各プロジェクタ
が放射するエネルギの比率の偏りが大きいが，α = 5のときにはその偏りが小さくなって
いる．
また白文字画像を用い，α = 1の場合の入力画像を図 5.18に，α = 5の場合の入力画像































図 5.16:黒文字画像（α = 1の場合）の入力画像
図 5.17:黒文字画像（α = 5の場合）の入力画像
図 5.18:白文字画像（α = 1の場合）の入力画像
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とする．Cの内部から任意に取得した 2点を (xa, ya)，(xb, yb)とし，それぞれに対応する















 (0 ≤ ν ≤ 1) . (A.2)
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図 A.1:単位球の中心から単位球表面を見たときに，その角度内に含まれる表面積

























ν (h31x̄a + h32ȳa + h33)


















の係数の和が 1となるので，(xc, yc)は (xa, ya)と (xb, yb)を結ぶ線分上
の点である．Cは凸であるため，(xc, yc)はC内部の点ということになる．従って，(x̄c, ȳc)
も C̄内部の点であると言える．これらは νの値に関わらず成り立つため，C̄の内部から任
意に選んだ 2点を結ぶ線分が C̄に内包されることになる．定義が満たされたことにより，
C̄が凸であることが示された．
A.3 凸図形同士の共通部分の凸性の証明
2つの凸図形C1，C2の共通部分をC3とし，C3が凸であることを証明する．C3の内部
から任意の 2点を選ぶと，それらは必ずC1の内部の点であり，C2の内部の点でもある．
選んだ 2点を結ぶ線分は，C1が凸であるためC1に内包され，またC2も凸であるためC2
にも内包される．C1にもC2にも内包されているため，この線分はC3に内包されている．
こうして，凸である図形同士の共通部分が凸であることが示された．
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