We investigate the use of prospective likelihood methods to analyze retrospective case-control data where some of the covariates are measured with error. We show that prospective methods can be applied and the case-control sampling scheme can be ignored if one adequately models the distribution of the error-prone covariates in the case-control sampling scheme. Indeed, subject to this, the prospective likelihood methods result in consistent estimates and information standard errors are asymptotically correct. However, the distribution of such covariates is not the same in the population and under case-control sampling, dictating the need to model the distribution flexibly. In this paper, we illustrate the general principle by modeling the distribution of the errorprone covariates using the skewnormal distribution. The performance of the method is evaluated through simulation studies, which show satisfactory results in terms of bias and coverage. Finally, the method is applied to the analysis of two data sets which refer, respectively, to a cholesterol study and a study on breast cancer.
Introduction
The problem of erroneously measuring variables is common in many scientific areas, as, for example, in biology, epidemiology, econometrics. It has long been recognized that ignoring the presence of measurement errors in statistical analyses can lead to bias of estimators, reduced power of tests and inaccurate coverage probabilities of confidence intervals (Armstrong, 2003) . To alleviate these problems, many correction techniques have been proposed, see Carroll In this paper, we take up the consideration of measurement error analysis for population-based case-control studies. Our goal is to develop a likelihood approach to this problem. In keeping with much of the literature in casecontrol studies, we will take a prospective approach, i.e., compute maximum likelihood estimators and make likelihood inferences ignoring the case-control study and treating the data as if it arises from a random sampling framework.
This problem and approach, while seemingly simple, have not been considered in detail in the literature. Our main theoretical result is to show that, if one properly models the distribution of the error-prone covariates in the casecontrol sampling scheme, then prospective likelihood estimation and inferences are asymptotically correct.
Section 2 describes our notation, and in Section 2.2 we show a feature about prospective approaches to case-control data, namely that the distribution of the mismeasured covariates in the population differs from that in the casecontrol sampling scheme. This suggests the need for flexible families for this distribution in the case-control sampling scheme. While our point is quite general, we focus here on the skewnormal family of distributions (Azzalini, 1985) . Section 3 reviews the various methods we will compare.
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In Section 4, we show the new result, i.e. that if the distribution of the error-prone covariates is properly modeled in the case-control sampling scheme, then likelihood approaches are asymptotically valid. This point is related to a general discussion in Carroll et al. (1995) , where the Authors do not actually consider the case of a prospective likelihood analysis of measurement error data, and especially they do not note the essential modeling requirement.
Section 5 gives the results of simulation studies that indicate the strength and applicability of prospective likelihood methods for measurement error models in case-control data. Finally, Section 6 illustrates the results of the application of our method to the analysis of two data examples. The first refers to a study on blood cholesterol level as risk factor for coronary heart disease, while the second one refers to a study about nutrition habits and occurrence of breast cancer.
Models 2.1 Notation
Suppose that case-control data are available. Let D be the case (D = 1) or control (D = 0) status. Let X be the set of covariates which are not directly observed. Instead of X, the mismeasured variables W are observed. Other variables Z can be observed with no measurement error. Suppose that D is related to X and Z through the so-called disease model, whose density function is f D|XZ (d|x, z; β). In case-control studies, the logistic regression model is typ- 
Distribution of X in the case-control sampling scheme
The usual approach to the analysis of case-control data is to ignore the casecontrol sampling scheme and to pretend that the data are collected according to a prospective sampling design. In the case of no measurement error, the equivalence between a prospective and a retrospective analysis of case-control data is proved by Prentice and Pyke (1979) 
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In the measurement error context, since X is a latent variable, care must be taken in formulating a likelihood analysis if one wishes to pursue methods that ignore the case-control sampling scheme. Indeed, the distribution of X is the population does not equal that of X in the case-control sample. To see this, consider Figure 1 . We generated 10,000 observations from the scalar variable X distributed according to a mixture of Lognormal(−2.3, 0.9) and Lognormal(−1.5, 0.9), with mixing weights 0.8 and 0.2. We performed casecontrol sampling, according to the probability of disease given by the logistic 
Likelihood Methods
The likelihood approach for measurement error correction has received less attention in the measurement error literature with respect to alternatives. This is mainly due to its computational complexity and to the difficulties in checking the parametric assumptions it requires, especially that of the unobserved variables X. Nevertheless, some recent results have shown the advantages of the likelihood method, mainly based on the large sample optimality properties of the corresponding estimators (Schafer and Purdy, 1996; Küchenhoff and
Carroll, 1997).
Here we pursue the idea of ignoring the case-control sampling scheme and applying standard likelihood methods. We will show in Section 4 that, as long as we adequately model the distribution of X in the case-control sampling scheme, then prospective likelihood methods lead to consistent estimation and correct inference. From the discussion in Section 2.2, however, it is clear that a flexible family of distributions is required.
Here is how a consistent prospective likelihood approach can be implemented. Suppose that n independent observations from (D, W, Z) are available. Then, the likelihood is obtained by integrating out the product of the model densities with respect to the unknown quantity X
The integral is replaced by a sum if X is a discrete random variable.
The parameters in (1) cannot usually be estimated without additional information about the measurement error model. Suppose that extra information is available in terms of internal validation data. This means that, for a small group of m subjects, m << n, observations from (D, X, Z) are recorded. To A. Guolo take account of this, the likelihood has the following expression 
T , µ, σ, α are, respectively, the location, the scale and the shape parameter and φ(·) and Φ(·) are the standard normal density and distribution functions. The exposure model can be easily extended to include error-free variables Z. Note once again that we will use this parametric family as one possible model for the distribution of X in the case-control sampling scheme.
As we show in Section 4, the use of the skewnormal distribution in place of the exact distribution of X is justified as long as the skewnormal is a good approximation of the distribution of X in the case-control sampling scheme.
Section 4 Theoretical Context 9 4 Theoretical Context
Let the number of cases and controls be n 1 and n 0 = n − n 1 , respectively.
Moreover, suppose that n 1 /n remains fixed as n → ∞. For simplicity, suppose that there are no error-free variables Z, although the results can be easily extended to include them. Let f X,cc (x) be the actual density function for X in the case-control sampling scheme, and let f X (x, ξ) be a parametric family of density functions. Then, in practice, as long as f X (x, ξ) is a good approximation of f X,cc (x), a prospective likelihood analysis of the case-control data is legitimate. More precisely, in the Appendix we show the following result.
in the population, and define β * 0 = β 0 + log(n 1 /n 0 ) − log(π 1 /π 0 ). Suppose that n 1 /n remains fixed as n → ∞ and that the distribution of X in the case-control sampling scheme is f X (x, ξ) for some
T . Let θ be the prospective likelihood estimate of θ. Then θ is consistent for θ. Further, standard error estimates for β 1 derived from prospective likelihood information-based calculations are at worst asymptotically conservative.
Simulation Studies
We performed different simulation studies in order to evaluate the behaviour of the likelihood approach to correct for measurement error affecting X, when the distribution of X is flexibly modeled by the skewnormal (SN). The results are compared to those derived from the likelihood approach where the distribution of X is the actual one in the case-control sampling scheme (LIK), to those provided by the RC method (RC) as well as to the naive results (NAIVE), that is, the ones obtained by ignoring the presence of measurement error. Our
A. Guolo interest focuses on the parameter β 1 .
For simplicity, suppose that the unobservable and mismeasured X is scalar.
Extensions to the multi-dimensional case are straightforward from a theoretical point of view, while they can lead to an increased computational complexity because of the difficulties in solving the integrals in the likelihood expression
(1) or (2). Moreover, suppose that there are no error-free variables Z.
Details
In our simulation studies we generate sets of case-control data of size n = We fix (β 0 , β 1 )
The measurement error is assumed to be multiplicative, W = X exp{U}, with The optimization algorithm requires finding reasonable initial estimates of parameters. We considered the naive estimators as initial estimate of the disease model parameters (β 0 , β 1 ). With respect to the exposure model we calculated moment-based estimators of the parameters using the additional data.
As explained in Section 4, the use of a flexible distribution as an alternative to the real distribution of X in the case-control sample is justified as long as the approximation is good in the case-control sampling scheme.
In the simulation studies we performed, an empirical evaluation shows that the skewnormal distribution is a satisfactory solution in that it is close to the distribution of X in the case-control sampling scheme. This behaviour is shown in Figure 2 . We plotted the density function of X in the case-control sample (solid line), derived from 10000 observations generated from a mix- 
Results
In Tables 1-3 we report the results of the simulation studies performed to test the behaviour of the correction techniques, when X follows one of the abovementioned distributions, mixture of lognormals, χ 2 1 and Weibull, and with three increasing amounts of measurement error.
The measurement error correction techniques we focus on are compared with respect to bias (Bias) and standard error (s.e.) of the corresponding estimators of β 1 . Moreover, the associated standard deviations of these quantities are reported in parentheses. Finally, we compute the empirical coverage of confidence intervals. The (1 − α)% confidence interval is computed as β 1 ± z α/2 times the estimated standard error of β 1 , where β 1 is the estimate provided by the adopted correction technique or the naive analysis and z α is the α th quantile of the standard normal distribution. We focus on α = 0.05 and α = 0.1.
The estimated standard error of the RC estimator is computed using the bootstrap, with 1000 bootstrap samples. For the maximum likelihood estimator, instead, both when the actual distribution of X or the skewnormal distribution are used to model the exposure, and for the naive estimator we refer to the estimated standard error provided by the Hessian matrix.
First of all, the simulation results highlight the need for correction techniques in order to improve the naive analysis. In fact, the naive approach experiences considerable bias of the estimator of β 1 and nominal levels of confidence intervals that overestimate the empirical coverages, sometimes seriously.
This situation is emphasized under a χ 2 1 or a Weibull distribution for X and it gets worse as the measurement error variance increases. In this cases, RC provides less biased estimators, although they are affected by a larger variance. This variance obviously increases for larger measurement error variance.
However, outside the first scenario where X is assumed to follow a mixture of lognormal distributions, also RC experiences poor coverages of confidence intervals.
When applying the likelihood approach to error correction, instead, the advantages are seen in all the examined situations. Consider first the likelihood approach based on the actual distribution for X in the case-control sample. As expected from our theory, simulations results indicate that the method globally performs very satisfactorily, mainly if we consider the coverage of confidence intervals as evaluation criterion. Moreover, these results do not seem to be affected by the increasing variance of meausurement error. If we focus now on the flexible approach we suggest to correct for measurement error, simulation results are encouraging. The use of the skewnormal as a flexible tool to describe the distribution of X is satisfactory in order to correct for measurement error in all the examined situations. The method provides an estimator of β 1 which has bias and standard error comparable to those from the likelihood approach based on the actual distribution of X. This behaviour is maintained also under increasing values of the measurement error variance. If we consider the empirical coverages of confidence intervals, the method provides values that are close to the nominal ones. They are almost always close to those provided by the likelihood approach based on the actual distribution of X.
Small discrepancies are related to the specification of a Weibull distribution for X, under large meausurement error variance.
Examples
In this section, we report the results of the application of our flexible approach to measurement error correction in situations referred to two different data sets. The first example refers to a cholesterol study, while the second to a study on breast cancer.
A Cholesterol Study
The first data set refers to a study on the risk of coronary heart disease (CHD) as a function of blood cholesterol level. These data are extracted from the Lipids Research Clinics study, which was previously discussed by Satten and Kupper (1993) . Later, a portion of these data, involving men aged 60-70 who do not smoke, for a total of 256 records, have been analyzed by Roeder et al. We analyzed the same data, by using the likelihood approach with the distribution of X flexibly modeled through the skewnormal. We randomly selected the complete data from (Y, X, W ) as the 10%, 15%, 20% and 25% of the data set, in order to evaluate the change of the results with respect to the amount of additional information provided. The fitted skewnormal results in a good approximation for the distribution of X, as can be seen in Figure 3 with reference to complete data equal to 15% and 25% of the data set. Our 
A Breast Cancer Study
The second data set we focus on refers to the NHANES-I Epidemiologic Study We analyzed the same data, by using the likelihood approach with the distribution of X flexibly modeled through the skewnormal. We assume that the measurement error variance is known and equal to 0.171. The analysis provides an estimate of the influence of saturated fat on risk cancer equal to -3.26 (s.e.= 1.59). This estimate indicates a negative effect of saturated fat intake on the risk of breast cancer, smaller and less variable than the one provided by RC. The associated 95% confidence interval ranges from -6.39 to -0.14. With respect to variables Z, our analysis indicates that the age, the poverty index ratio, the body mass index and the menopausal status of the subjects are significant predictors of risk.
Conclusions
We have investigated the use of prospective likelihood methods in the analysis of case-control data with measurement error affecting a covariate X. We showed that properly modeling the distribution of the mismeasured covariates in the case-control sampling scheme results in asymptotically valid inferences.
Because of the fact that the distribution of X in the population differs from that in the case-control sampling scheme, we proposed to use flexible families of distributions for X, illustrating with the skewnormal family of distributions.
Simulations indicate that the prospective likelihood approach can work very well in terms of corrections for bias and achieving nominal confidence levels. The method not surprisingly works better than such standard devices as regression calibration. Thus, properly constructed, likelihood analysis of case-control studies subject to covariate measurement error is a viable option. A : Proof of Theorem 1
A.1 Prospective Formulation
To prove the asymptotic validity of the method, make the following definitions.
be the density function of X in the case-control study.
According to the methodology, we parameterize the density of X in the case control study as f X,cc (x) = f X (x, ξ).
The prospective loglikelihood function, in which we explicitly indicate the dependence on the data for clarity, is
where m(·) is a known and arbitrary function of β 1 and x. The most common
The score function is
scheme. Specifically, we must show
A.2 Proof of (3) Showing (3) directly algebraically as in Carroll et al. (1995) is complex.
Instead, our approach is to define a new "pretend" study that is an actual prospective study, and show that the expectation of the derivative of the loglikelihood in this alternative sampling framework is exactly the right hand side of (3), which hence equals zero by properties of likelihood functions.
Consider a random sample from the population, but let δ = 1 mean that (D, W ) are observed while δ = 0 means that they are not. Suppose that a correctly specified parameterized model f X|δ=1 (x, ξ, |δ = 1) is available for the density function of X given δ = 1. The probability of observing (D, W ) is
Marginally, in this sampling scheme,
an easy calculation shows that the observed data satisfy pr(D = 1|X, W, δ = 1) = H{β * Further, with a slight abuse of notation, since W is independent of D given X, and since δ depends only on D, we have that
f X|δ=1 (x|δ = 1).
However,
In other words, f X (x, ξ) is the properly parameterized version of f X|δ=1 (x|δ = 1) in this alternative sampling scheme. Collecting terms, we see that
and thus
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Because this is a proper likelihood function of observed data in the parameters
However, because δ is a function of D alone and is independent of W given D,
the last step following from some detailed algebra. Thus, (5) means that
which is the same as (5), and hence (7) shows (3).
A.3 Inference
For inference, two steps are required. The first is the basic information equality.
That is, we need to show that
where I F is the Fisher information matrix. However, in the alternative sampling framework, because (4) is a proper likelihood function, we must have In practice, asymptotic inference would be based on assuming the asym-
Because of (8) 
