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Veins can carry ore minerals and can seal fluid 
pathways for hydrocarbons and are therefore of 
economic importance. Veins are a proxy to the 
conditions that led to their formation and they are 
structural markers that contain information on later 
geological activity. The aim of this thesis is to 
improve our understanding of fracture and seal 
processes leading to the formation of veins and the 
effect of these processes on subsequent reactivation 
or deformation of veins. In particular we want to 
understand how the strength and elastic behaviour 
of vein material and vein walls controls a series of 
developing veins and how this behaviour affects the 
interaction of later fracture and sealing events. We 
also investigate how such fracture and sealing 
processes affect deformation in low-permeability 
argillaceous rocks and how they create and maintain 
transient permeability structures during later 
deformation. To tackle this problem, a dual approach 
was followed, on the one hand, through a study of 
the veining at the Nkana copper and cobalt (Cu−Co) 
deposit in Zambia and, on the other hand, through 
numerical fracture and sealing modelling 
experiments using the Discrete Element Method 
(DEM).  
The Central African Copperbelt in Zambia and D.R. 
Congo is the largest and highest-grade sediment-
hosted Cu−Co producing metallogenic province in the 
world. The Nkana deposit is situated in the 
Chambishi-Nkana structural basin in the eastern part 
of the Zambian Copperbelt. Sulphide mineralisation 
in the Copperbelt Orebody Member of the Katanga 
Supergroup occurs disseminated in the host rock, in 
nodules and several generations of veins.  
First a basin-scale structural analysis of the 
southeastern part of the Chambishi-Nkana basin is 
carried out to refine existing geodynamic models and 
to better define the structural framework at the 
Nkana deposit. Lateral basin-scale lithofacies 
variations in the Copperbelt Orebody Member are 
identified in this study, ranging from carbonaceous 
mudrocks to argillaceous dolomites. Deformation in 
the Chambishi-Nkana basin is mainly by folding on 
multiple scales. This folding and tectonic cleavage 
development is interpreted to have occurred during 
single NE-SW oriented shortening in the Pan-African 
Lufilian orogeny. Fold geometries are non-cylindrical 
as NW dipping periclinal folds often arranged en 
echelon and interfering laterally. A clear strain 
gradient, increasing from NW to SE, is observed at 
the southeast side of the Chambishi-Nkana basin. 
This gradient is interpreted as the result of, on the 
one hand, an inclined megascale fold trend with 
abundant parasitic folding intersected by a horizontal 
topography and, on the other hand, gradual changes 
in lithology of the Copperbelt Orebody Member from 
NW to SE. 
Abundant veining is observed in the carbonaceous 
mudrock lithofacies at Nkana. In total nine distinct 
vein generations can be identified, that are 
associated with various stages during progressive 
folding and cleavage development as a result of the 
Pan-African Lufilian orogeny. The study then focuses 
on geometrical, (micro)structural and geochemical 
investigation of two vein generations at Nkana: 
Barren bedding-parallel fibrous dolomite veins of 
type I and bedding-parallel elongate−blocky to blocky 
dolomite-quartz veins with abundant Cu-Co 
mineralization of type II. 
Measurements of type I vein spacing and thickness 
distributions show that these veins are closely spaced 
and form up to ten volume percent of the host rock. 
The veins show a continuum between antitaxial and 
unitaxial growth morphologies. Microstructural 
investigation clarify that the veins have very smooth 
vein walls and that dolomite fibres show a degree of 
growth competition. The veins are interpreted to 
have formed as horizontal extensional veins with 
many growth increments, always located on the vein 
walls. The observed spacing distribution of type I 
veins indicates a minor degree of clustering on top of 
an essentially random process. The spacing 
distribution of the veins could be explained either by 
the existence of very small differences in the 
stress−state and tensile strength between vein 
material, vein wall and host rock or by the effect of 
stress shadows around open fractures in the 
Copperbelt Orebody Member prohibiting failure of 
nearby type I vein walls. 
The type I veins were most likely formed during 
burial diagenesis before significant compressive 
tectonic stresses were applied to the rocks. The 
horizontal extensional hydrofractures leading to type 
I veins were most probably formed due to seepage 
forces by fluid overpressuring in an effective 
extensional Andersonian stress regime (in which the 
minor principal effective stress axis is vertical). They 
are interpreted to be crack-seal veins with 
incremental openings that were of such a size to 
cause a limited amount of growth competition in the 
fibres. 
Type II veins are intimately related to folding of type I 
veins and contain abundant Cu−Co ore 
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mineralisation. These veins are bedding-parallel with 
slickenfibres over elongate-blocky to blocky growth 
morphologies. The growth morphologies and 
deformation microstructures in type II veins can be 
correlated to different stages during progressive 
folding of the veins. We investigate how exactly the 
deformation of pre-folding type I veins leads to 
significant enrichment of the ore in transient 
permeability structures related to folding of these 
veins, as exemplified in the type II veins. High 
viscosity contrasts of type I veins with the mudrocks 
has led to high amplitude single- and multilayer 
folding in poly- to disharmonic sequences. The dense, 
closely spaced populations of type I veins then 
resulted in multilayer folding and space 
accommodation problems during fold lock-up, 
creating transient permeability structures and 
intense Cu−Co sulphide mineralisaƟon in these 
zones.  
The internal strain distribution in folded type I veins 
is diagnostic of a high contribution of flexural flow. 
This strain was accommodated mainly through 
intergranular bookshelf rotation and in minor 
amounts through intracrystalline bending of initially 
orthogonal dolomite fibres. Flexural flow folding was 
thus caused by a planar mechanical anisotropy 
initially perpendicular to the boundaries of the 
single-layers, highlighting that the complexity of 
internal fabric in veins should be taken into account 
in models of folding. 
As a second part of this work, a parametric numerical 
study was carried out using the Discrete Element 
Method (DEM). From a methodological point of view, 
a numerical laboratory is developed that allows the 
deformation of isotropic and anisotropic numerical 
rock analogues under changing stress-states. The 
DEM model captures the brittle-elastic behaviour of 
rock reasonably well. By introducing layering or 
texture in the numerical model, an anisotropy in 
mechanical response can be reproduced that is 
similar to that in real rocks.  
Several fracture and sealing numerical experiments 
are conducted. In these experiments, we 
systematically vary the competence of host rock, vein 
and vein wall while repeatedly fracturing and sealing 
the model. A first series of experiments concerns a 
classic three-layer problem of a competent layer in 
an incompetent matrix. Secondly, these experiments 
are repeated on numerical specimens with a layered 
transversely isotropic matrix. In a third experiment, 
the effects of a rotation in the remote stress field on 
fracture processes in a transversely isotropic rock are 
studied. 
The model results indicate that the relative strength 
of host rock, vein material and vein walls determines 
what the morphology of the developing vein system 
will be. If veins and vein walls are stronger than host-
rock domains, braided vein patterns originate in the 
numerical experiments. Conversely, crack-seal or 
ataxial veins are obtained if the vein and vein wall 
strength is low relative to that of the host rock or 
when the vein walls are weak relative to other 
parameters in the model. Most importantly, a 
transition can be observed in the vein patterns, 
changing from localised composite veining to 
delocalised, braided vein patterns depending on the 
vein strength and critical competence contrasts are 
obtained. The tensile strength of the different 
components is hence a strong determining factor of 
the morphology of the developing vein system. 
Spaced distributions of crack-seal veins are also 
observed in the DEM experiments. Such spaced 
development of crack-seal veins is only observed 
when differences in tensile strength of the vein and 
host rock material is very small, leading to creation of 
a spaced network of crack-seal veins, as for example 
seen in type I veins at Nkana. 
V 
Samenvatting 
Aders kunnen ertsmineralen bevatten en kunnen 
vloeistofpaden afsluiten voor migrerende 
koolwaterstoffen. Ze zijn daarom van economisch 
belang. Aders reflecteren hun eigen 
vormingscondities en zijn structurele indicatoren die 
informatie kunnen verstrekken over de geologische 
geschiedenis na hun vorming. Het doel van deze 
thesis is om een beter begrip te verkrijgen van de 
spleetvormings- en helingsprocessen (“fracture and 
sealing”) die leiden tot de vorming van 
adersystemen. Daarnaast wil deze studie beter 
begrijpen hoe deze processen de latere vervorming 
van adersystemen beïnvloeden. In het bijzonder 
trachten we te achterhalen hoe de sterkte en het 
elastische gedrag van het adermateriaal en de 
aderwanden de ontwikkeling van het adersysteem 
beïnvloeden en wat het effect is van de sterkte en 
elasticiteit op interactie met latere spleetvorming en 
heling. We onderzoeken ook hoe spleetvorming en 
helingsprocessen de vervorming van laag-
permeabele kleirijke gesteenten beïnvloeden en hoe 
vergankelijke permeabiliteitstructuren kunnen 
ontstaan en onderhouden worden. Om deze vragen 
te beantwoorden werd een tweeledige aanpak 
gevolgd. Enerzijds werd een studie gedaan van de 
aders in de Nkana koper en cobalt (Cu-Co) 
ertsafzetting in Zambia en anderzijds werden 
numerische experimenten uitgevoerd met de 
zogenaamde Discrete Element Method (DEM). 
De Centraal Afrikaanse Copperbelt in Zambia en D.R. 
Congo is de grootste en meest rijke Cu−Co 
metallogenetische provincie in sedimentaire 
gesteenten in de wereld. De Nkana ertsafzetting 
situeert zich in het zuidoosten van het Chambishi-
Nkana bekken in de oostelijke Zambiaanse 
Copperbelt. De ertsmineralisatie bestaat 
hoofdzakelijk uit sulfides in het Copperbelt Orebody 
Lid van de Katanga Supergroep en komt 
gedissemineerd voor in het gesteente, in nodules en 
verschillende adergeneraties. 
Eerst wordt een structurele analyse op bekkenschaal 
uitgevoerd in het zuidoostelijke deel van het 
Chambishi−Nkana bekken om de bestaande 
geodynamische modellen te verfijnen en om een 
structureel raamwerk te bieden voor de Nkana 
ertsafzetting. In het Copperbelt Orebody Lid zijn 
significante laterale lithofaciesvariaties herkend, die 
variëren van koolstofrijke klei- en siltsteen tot 
kleirijke dolomiet. De vervorming in het Chambishi-
Nkana bekken voltrekt zich voornamelijk door 
plooiing van de gesteenten op meerdere 
grootteordes. Deze plooiing en de ontwikkeling van 
tektonische splijting wordt geïnterpreteerd als het 
gevolg van een enkele NE-SW georiënteerde 
verkorting tijdens de Pan-Afrikaanse Lufilische 
orogenese. De plooigeometrie is bij uitstek niet-
cylindrisch en de plooien komen voor als noordoost 
duikende periclinale plooien die vaak en echelon 
geschikt zijn en lateraal met elkaar interfereren. Een 
duidelijke verkortingsgradiënt is te zien in het 
zuidoostelijke deel van het Chambishi-Nkana bekken, 
met toenemende verkorting van NW tot SE. De 
interpretatie voor deze gradient is dat hij het gevolg 
is van twee zaken. Enerzijds doorkruist een schier 
horizontale topografie een NW duikende 
grootschalige plooistructuur met overvloedige 
parasitaire plooistructuren. Anderzijds is er een 
graduele lithologische verandering in het Copperbelt 
Orebody Lid van NW naar SE. 
Grote hoeveelheden aders komen voor in het 
koolstofrijke klei- en siltsteen lithofacies in Nkana. Er 
kunnen in totaal negen adergeneraties 
onderscheiden worden, die allemaal in verband 
houden met verschillende fases in de progressieve 
vervorming en splijtingsontwikkeling die het gevolg 
was van de Pan-Afrikaanse Lufilische orogenese. De 
studie spitst zich verder to op geometrisch, 
microstructureel en geochemisch onderzoek naar 
twee van deze adergeneraties: niet economisch 
gemineraliseerde laagparallelle fibreuze 
dolomietaders van type I en laagparallelle ‘elongate-
blocky’ tot ‘blocky’ aders met zeer rijke Cu-Co 
mineralisatie van type II. 
Spatiërings- en diktemetingen van de type I aders 
tonen dat deze aders dicht gespatieerd zijn en tot 
meer dan 10 percent van het gesteentevolume 
uitmaken. Uit een microstructurele analyse blijkt dat 
de aders een continuüm vertonen tussen ‘antitaxiale’ 
en ‘unitaxiale’ groeimorfologie. Daarnaast zijn de 
aderwanden zeer recht en vertoont de fibreuze 
dolomiet een duidelijke maar gelimiteerde 
groeicompetitie. De interpretatie is dat deze aders 
zich vormden tengevolge van een iteratieve 
laagnormale opening met vele individuele groei-
evenementen die steeds op de aderwand 
plaatsvonden. De aderspatiëring tussen verschillende 
type I aders duidt op een zekere mate van groepering 
die zich volstrekt bovenop een voornamelijk 
willekeurig proces. Zo’n spatiëring kan verklaard 
worden op twee manieren. Ofwel bestaan er kleine 
verschillen in de spanningstoestand en treksterkte 
tussen ader materiaal, aderwand en gesteente, ofwel 
verhindert de spanningstoestand rond open spleten 
in het gesteente de opening van nabije zwakheden, 
zoals de aderwanden van type I aders. 
De type I aders werden waarschijnlijk gevormd 
tijdens begravingsdiagenese vooraleer significante 
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compressieve tektonische spanningen aanwezig 
waren in het gesteente. De laagnormale opening van 
horizontale spleten kan verklaard worden door de 
aanwezigheid van vloeistofgradiënten (‘seepage 
forces’) die het gevolg zijn van vloeistofoverdrukken 
in een spanningsregime van effectieve rek (‘effective 
extensional stress-state’) waarbij de effectieve 
minimale spanningsrichting vertikaal is. Het 
voorkomen van vast bitumen in de aders suggereert 
een link met processen die koolwaterstoffen 
genereren. 
Type II aders bevatten, in tegenstelling tot type I 
aders, veel Cu-Co ertsmineralisatie. Deze type II 
aders vertonen een intiem verband met de plooiing 
van type I aders. De aders zijn ook laagparallel en 
hebben een groeimorfologie die verschilt van 
‘slickenfibre’ over ‘elongate-blocky’ tot ‘blocky’. 
Microstructurele observaties tonen dat de 
groeimorfologie en vervormingstructuren in type II 
aders verband houden met verschillende fases 
tijdens de progressieve vervorming van type I aders. 
Deze studie onderzoekt hoe de vervorming van type I 
aders juist kan leiden tot grote ertsaanrijkingen in 
vergankelijke permeabiliteitstructuren, zoals 
geïllustreerd in de type II aders. Het hoge 
viscositeitcontrast van de type I aders met de 
gesteenten leidde tot het poly- tot disharmonisch 
plooien van een-lagige en meer-lagige sequenties 
met zeer hoge amplitudes. Het dense en dicht 
gespatieerde voorkomen van type I aders in het 
gesteente zorgde ervoor dat ruimteproblemen 
ontstonden tijdens finale fases van plooiing, 
waardoor vergankelijke permeabiliteitstructuren 
ontstonden en intense Cu-Co sulfide mineralisatie 
zich in deze permeabiliteitstructuren kon vestigen.  
De inwendige distributie van de verkorting in de 
geplooide type I aders is typisch voor een verhoogde 
contributie van het ‘flexural flow’ mechanisme, dat 
een manier is om verkorting te accommoderen. De 
verkorting werd vooral opgenomen door 
intergranulaire ‘boekrek’ rotatie van fibreuze 
dolomiet, en in mindere mate door intercrystallijne 
buiging van de initieel rechte fibreuze 
dolomietkorrels. De interne verdeling van de 
verkorting van type I aders was dus vooral een gevolg 
van het bestaan van een planaire mechanische 
anisotropie die initieel loodrecht stond op de 
aderwanden. Deze observaties tonen de complexiteit 
aan van het interne maaksel in aders. Deze 
complexiteit wordt best in rekening gehouden bij het 
verklaren van plooiing. 
In het tweede gedeelte van dit werk wordt een 
parametrische numerische studie uitgevoerd, door 
middel van de Discrete Elementen methode (DEM). 
Een numerisch laboratorium wordt ontwikkeld 
waarbij zowel isotrope als anisotrope numerische 
gesteenteanalogen kunnen vervormd worden onder 
veranderende spanningsvelden. Het DEM model 
vertoont een bros-elastisch gedrag onder vervorming 
dat redelijk realistisch is. Door het introduceren van 
numerische gelaagdheid of textuur in het model, 
kunnen we een mechanisch gedrag reproduceren dat 
rrdelijk gelijkaardig is aan dat van anisotrope 
gesteenten  
Vervolgens worden verschillende experimenten 
uitgevoerd van spleetvorming en heling. In deze 
experimenten variëren we systematisch de sterkte 
van het gesteente, het adermateriaal en de 
aderwand. Een eerste reeks experimenten behandelt 
een klassiek drie-lagen probleem van een sterke laag 
in een minder sterke matrix. Een tweede reeks 
experiment herhaalt dit concept in een gelaagde 
transvers isotrope matrix. Een derde experiment 
behandeld de effecten van de rotatie van het 
spanningsveld ten opzichte van de anisotropie in het 
gesteente op het spleetvormingsproces. 
De modelleerresultaten tonen aan dat de relatieve 
sterkteverschillen tussen gesteente, adermateriaal 
en aderwand sterk bepalen wat voor geometrie en 
morfologie ontstaat in het zich ontwikkelende 
adersysteem. Indien het adermateriaal en de 
aderwand sterker is dan het omringende gesteente, 
ontstaan vlechtende aderpatronen. Indien echter het 
adermateriaal en de aderwand zwak zijn ten opzichte 
van het gesteente of wanneer de aderwanden zwak 
zijn, dan ontstaan typische ‘crack-seal’ of ‘ataxial’ 
patronen. Hierbij zijn de individuele spleetvormingen 
sterk gelokaliseerd in reeds bestaande aders. Een 
belangrijke observatie is dat er geleidelijke 
overgangen bestaan in de aderpatronen, van 
gelokaliseerde tot gedelokaliseerde vlechtende 
adersystemen. Deze overgang gebeurt op een 
kritische relatieve sterkte waarde. Uit deze 
experimenten begrijpen we dat de reksterkte van de 
verschillende componenten een belangrijke 
bepalende factor is in het type adersysteem dat zich 
ontwikkelt. 
Gedistribueerde adersystemen worden ook 
geobserveerd in de DEM experimenten. Het 
ontwikkelen van een welbepaalde spatiëring in 
‘crack-seal’ veins gebeurt enkel indien de verschillen 
in reksterkte van het adermateriaal en het gesteente 
bijzonder klein zijn. Dit kan dan leiden tot 
adersystemen die een bepaalde spatiëring vertonen, 
zoals gezien voor de type I aders in Nkana. 
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1.1. General state of the art 
Fractures are brittle deformation features across 
which the cohesion has been lost. They can be 
heterogeneous permeability enhancing features, 
allowing rapid (advective) transport of fluids over 
potentially long distances. Fractures provide a 
permeability structure to the rock system that is 
transient because open fractures can simply close 
(relax) or be sealed by mineral precipitation. Veins 
are formed when mineral precipitation takes place in 
fractures, for example due to changes in fluid 
pressure, temperature or fluid geochemistry. A vein 
system in this work is defined as multiple veins that 
show similar characteristics and that were formed 
under similar conditions. Veins can both carry ore 
minerals as well as seal fluid pathways for 
hydrocarbons and are therefore of economic 
importance. Several studies have investigated the 
way fractures seal, either through numerical 
modelling and microstructural work (e.g. Hilgers et 
al., 2001; Nollet et al., 2005; Wendler et al., 2009, 
2015; Ankit et al., 2013, 2015) or through laboratory 
experiments (e.g. Nollet et al., 2006; Okamoto et al., 
2010; Okamoto and Sekine, 2011). This 
microstructural, experimental and numerical work 
has shown that the type of growth morphologies that 
develop are mainly a function of the ratio of crystal 
growth (sealing rate) versus fracture opening (Hilgers 
et al., 2001; Nollet et al., 2005, 2006; Passchier and 
Trouw, 2005; Ankit et al., 2015; Lander and Laubach, 
2015). 
Importantly, veins are structural markers that help in 
unravelling the deformation history of an area 
(Blenkinsop, 2000; Passchier and Trouw, 2005; Bons 
et al., 2012) and can also give insights into the 
evolution of stress-states (Van Noten et al., 2011, 
2012) as well as the history of the incremental strain 
axis (Durney and Ramsay, 1973). For example, if veins 
are fibrous, the orientation of the grains and solid 
inclusion trails in the veins can elucidate the opening 
history and kinetic evolution of the rock mass (Cox, 
1987; Urai et al., 1991; Hilgers and Urai, 2005; Nollet 
et al., 2005; Passchier and Trouw, 2005). Combined 
with insights into the geochemical conditions leading 
to formation of the veins (e.g. Evans and Battles, 
1999; Elburg et al., 2002; Tonguç Uysal et al., 2007; 
Barker et al., 2009; Wagner et al., 2010; Debruyne et 
al., 2013b, 2016), this can also allow a reconstruction 
of P-T-t-X pathways during a complete deformation 
cycle (e.g. Boullier and Robert, 1992; Meere, 1995; 
Kenis et al., 2000; Verhaert et al., 2004; Slobodník et 
al., 2006; Wiltschko et al., 2009; Nollet et al., 2009; 
Mazzarini et al., 2010; Depoorter et al., 2014; 
Dewaele et al., 2014; Gasparrini et al., 2014; Gomez-
Rivas et al., 2014; Jacques et al., 2014a). Therefore, in 
a broad sense, veins are proxies for the conditions 
that led to their formation and the geological activity 
that follows. 
The orientation, position and shape of veins is 
controlled by fracture mechanics (Pollard and Segall, 
1987; Anderson, 2005; Passchier and Trouw, 2005; 
Bons et al., 2012). Understanding the fracture 
processes is therefore paramount in understanding 
the veins themselves. Failure criteria such as the 
Griffith and Mohr-Coulomb failure criteria are often 
used to describe the brittle failure of homogeneous 
isotropic rocks (Zhao, 2000; Anderson, 2005; Hoek, 
2006; Cox, 2010). Most crustal rocks and their 
material properties however, are strongly 
heterogeneous. This anisotropy directly affects the 
mechanical behaviour of rocks and several 
approaches exist to capture the essence of the 
failure under anisotropy (cf. Pei, 2008). Nevertheless, 
it is not known whether fracturing is always required 
for vein formation. For example, crystal diffusive 
growth through crystallisation forces can also cause 
large mineral precipitations within a rock, leading to 
considerable debate in the literature on its 
importance as a vein forming mechanism (Scherer, 
1999; Means and Li, 2001; Elburg et al., 2002; Bons 
and Montenari, 2005; Hilgers and Urai, 2005; Steiger, 
2005a, 2014; Bons et al., 2012). 
The state of stress which occurs at failure controls 
the orientation and type of developing fractures, be 
it as extensional (mode I), shear (mode II/III) or 
extensional−shear fracturing (mixed mode; 
Blenkinsop, 2008). The effective stress–state in 
low−permeability upper− to mid−crustal 
environments is affected by several factors. It is 
evidently directly affected by lithostatic and remote 
tectonic stresses. In addition, both hydrostatic and 
hydrodynamic effects of changes in fluid pressures 
strongly influence the effective state of stress 
through a poro-elastic response (Hillis, 2001; 
Mourgues and Cobbold, 2003; Cobbold and 
Rodrigues, 2007; Mourgues et al., 2011; Philipp, 
2012). Coupled changes in stress-states and fluid 
pressures can result in strong changes in differential 
and mean stresses, sometimes leading to triaxial 
effective stress inversions (Sibson, 1998, 2000; 
Barnhoorn et al., 2010; Cox, 2010; Van Noten et al., 
2012). Such processes more easily drive rocks to 
failure and they are often associated with episodes of 
regional veining and formation of ore deposits 
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(Sibson, 1998, 2000; Cox, 2005, 2010; Mourgues et 
al., 2011; Van Noten et al., 2011, 2012). A good 
understanding of these poro-elastic processes is also 
of great importance in more accurately predicting 
(induced) hydro−fracturing of anisotropic sequences 
such as shales (Hillis, 2001; Mourgues and Cobbold, 
2003; Cobbold and Rodrigues, 2007; Rozhko, 2007, 
2010; Rozhko et al., 2007; Mourgues et al., 2011) 
Poro-elastic processes are particularly important in 
fine-grained mechanically anisotropic or transversely 
isotropic rocks such as shales (Healy, 2009, 2012) 
where overpressuring can easily be obtained 
(Swarbrick, 2001). Most sedimentary rocks in 
low−permeability mid−crustal environments show a 
distinct anisotropy or transverse isotropy in their 
mechanical response (Nova, 1980; Pei, 2008; 
Debecker and Vervoort, 2009; Vervoort et al., 2012). 
An isotropic property is one which is identical in all 
directions whereas the directional dependency of a 
given rock property is termed anisotropic. Transverse 
isotropy is obtained when rock properties are 
symmetric about an axis normal to the plane of 
isotropy, typically obtained in layered sedimentary 
rocks. Both anisotropic and transversely isotropic 
rocks are typically most compressible orthogonal to 
layering and least compressible parallel to it (cf. 
Debecker, 2009). It is important to note that the 
degree of heterogeneity within a rock and the 
directional dependency of rock properties are all 
scale dependent. A material that appears anisotropic 
and homogeneous on the scale of a hand specimen, 
can prove to be isotropic and heterogeneous in 
composition microscopically. The heterogeneity and 
anisotropy in the host rock also strongly determines 
the way pore fluids contribute to the poro-elastic 
response of a rock under stress (Chen and Nur, 1992; 
Bourne, 2003; Hu and Angelier, 2004; Guéguen and 
Sarout, 2009; Healy, 2009, 2012). In this sense, an 
important question is how such coupled poro-elastic 
effects externalise into vein systems and what the 
influence of anisotropy is on the development of a 
vein system. 
The mechanical behaviour of a rock is not constant in 
time and space because material properties and the 
internal geometry of the system can change 
progressively. This can happen for example through 
diagenesis and metamorphism. In particular, sealing 
processes can change the material properties of the 
host rock and induce heterogeneities as well, as is 
the case for both precipitation of vein infill and 
cementation of host rocks. These sealing processes 
cause progressive changes in elasto-mechanical 
parameters which in turn affect subsequent 
deformation of the system. The sealing of fractures 
and cementation of the host rock can also influence 
the distribution and characteristics of developing and 
interacting vein networks (as studied by e.g. Caputo 
and Hancock, 1999; Holland and Urai, 2010; Virgo et 
al., 2013, 2014a). These authors have shown that the 
strength of veins is important in particular for the 
interaction between a propagating fracture and an 
existing vein or for the location of iterative fracture 
and sealing events in a veined host rock. 
Nevertheless, most stochastic models of fracture and 
vein distribution mechanisms mainly invoke 
processes related to fracturing (Brooks Clark et al., 
1995; Gillespie et al., 1999; Bai and Pollard, 2000; Bai 
et al., 2000; André-Mayer and Sausse, 2007). The 
developing fracture network is then influenced by a 
number of factors including the effects of stress 
shadows, crack-tip shielding and saturation (Bunger 
et al., 2013; Bunger and Peirce, 2014; Bunger and 
Cardella, 2015) or by self-organising processes 
(Spyropoulos et al., 2002; Merino, 2006). 
Understanding how properties of the rock system are 
changed by sealing can allow us to more correctly 
predict how vein networks develop and to more 
reliably use the vein network morphology as a proxy 
for formation conditions. Unfortunately, not much is 
known on the strength of vein materials and the 
mechanical heterogeneity they provide to the host 
rock. 
The most well-known fracture and sealing mechanism 
is the crack−seal mechanism (Ramsay, 1980). Here, 
fracturing and sealing occurs iteratively in the same 
locality within a single vein, thus leading to 
incremental vein growth. In this study, however, we 
use ‘fracture and sealing’ in a broader sense to 
include any sequence of fracturing and sealing in the 
rock volume. This definition includes spaced and 
dispersive vein systems, so that growth increments 
do not necessarily occur within one vein, but can also 
occur in a series of veins. 
Theoretical models on the development of vein 
systems have been proposed where the relative 
strength of the vein material, the host rock matrix 
and the vein wall interface are key in determining the 
location of the next fracture event as well as how it 
will propagate (Caputo and Hancock, 1999; Holland 
and Urai, 2010). If the vein is mechanically equal or 
stronger than the host-rock and always sealed, 
repeated fracturing will be strongly delocalised, 
leading to the so called crack-jump mechanism in 
host rock (Caputo and Hancock, 1999; Caputo, 2010). 
Such a mechanism can lead to anastomosing vein 
systems and veins that are extremely closely spaced 
(Caputo and Hancock, 1999; Holland and Urai, 2010). 
Conversely, weak vein material can cause fracturing 
to preferentially occur within existing veins, causing 
ataxial fracturing with stretched crystals (Durney and 
Ramsay, 1973; Passchier and Trouw, 2005). 
Alternatively, if only the vein wall interface is weak, 
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localised fracturing can occur in that location, leading 
to typical crack-seal veins involving iterative localised 
fracturing and sealing on one growth surface 
(asymmetric syntaxial veins or unitaxial veins) or on 
two growth surfaces (antitaxial veins; cf. Durney and 
Ramsay, 1973; Passchier and Trouw, 2005; Bons et 
al., 2012). Vein growth morphologies in this work are 
defined by the nature of the growth surfaces, where 
antitaxial represents two growth surfaces, syntaxial a 
single growth surface and ataxial a non-localised 
growth surfaces (Bons, 2000; Hilgers et al., 2001; 
Passchier and Trouw, 2005). Unitaxial veins are 
therefore asymmetric syntaxial veins. We use the 
term median zone or surface (Oliver and Bons, 2001; 
Bons and Montenari, 2005; Bons et al., 2012) in 
favour of median line. 
The mechanical behaviour of the interface between 
veins and host rock matrix is of great interest for 
fracture and sealing processes. The behaviour of bi-
material interfaces has been studied from a 
mechanical point of view in engineering sciences (e.g. 
Biot et al., 1983; He and Hutchinson, 1989; 
Hutchinson and Suo, 1992; Banks-Sills and Ashkenazi, 
2000; Cooke and Underwood, 2001; Parmigiani and 
Thouless, 2006; Kim et al., 2008; Langer et al., 2010; 
Patrício and Mattheij, 2010; Philipp et al., 2013; 
Strom and Parmigiani, 2014). These studies often 
approach the interface problems from a continuum 
mechanics viewpoint and general insights can be 
transferred to geological materials. Geological 
interfaces provide potential weakness planes to a 
rock and can mark a contrast in elasto-mechanical 
properties, leading to potential stress state switches 
(e.g. Bonafede and Rivalta, 1999; Hu and Angelier, 
2004; Zhang et al., 2007; Kavanagh and Pavier, 2014). 
Such a mechanical interface is also present at the 
contact between two different lithologies and is 
therefore also important with respect to failure of 
anisotropic or transversely isotropic materials (Nova, 
1980; Liao et al., 1997; Tien and Kuo, 2001; Pei, 
2008; Debecker and Vervoort, 2009; Tavallali and 
Vervoort, 2010a, 2010b; Vervoort et al., 2012). 
It is clear that veins can form bodies with different 
competences, elastic properties and rheology than 
that of the matrix in which they occur. Such contrasts 
in elastic material properties and elastic 
incompatibilities can cause changes in local stress 
states and strongly influence the behaviour of the 
rock under remote stresses (Hu and Angelier, 2004; 
Gudmundsson et al., 2010; Langer et al., 2013; 
Philipp et al., 2013). Fractures propagating in a matrix 
will hence interact with veins in the host rock as 
observed from abundant studies on the mechanical 
interaction of fractures with other mechanical 
heterogeneities (Zhang and Jeffrey, 2006; Zhang et 
al., 2007; Tentler and Amcoff, 2010; Sarmadivaleh, 
2012; Sesetty and Ghassemi, 2013; Bunger and 
Peirce, 2014; Sarmadivaleh and Rasouli, 2014; Peirce 
and Bunger, 2015). Specifically for veining, recent 
numerical modelling has indeed shown that strength 
and stiffness contrasts influence the propagation of 
fractures and that relative strength contrasts of vein 
and host rock material can cause different 
vein−fracture interacƟon styles (Virgo et al., 2013, 
2014b). 
Most veins are strongly heterogeneous and show a 
high degree of internal complexity. The textural 
complexity of veins is highlighted by the insights into 
fracture and seal growth mechanisms from 
microstructural and micro-geochemical 
investigations of various vein systems (Laubach et al., 
2004; Barker et al., 2006; Laubach and Ward, 2006; 
Barker and Cox, 2011; Becker et al., 2011; Hooker et 
al., 2013). Growth morphologies and mineralogy can 
vary laterally along veins (Passchier and Trouw, 2005; 
Cervantes and Wiltschko, 2010; Gale et al., 2010; 
Hooker et al., 2014). An evolution from delocalised 
towards localised fracturing occurs as more and 
more fracture and seal events accumulate in the vein 
system (Cervantes and Wiltschko, 2010; Becker et al., 
2011) with delocalised and ataxial fracturing 
occurring near vein tips and more localised fracturing 
in the middle. In addition, partial sealing of fractures 
also strongly influences the strength of veins and 
causes disturbances in the local stress field (Lander 
and Laubach, 2015). These insights show that it is 
important to take into account the textural and 
morphological heterogeneity in veins in models of the 
strength of veins. In particular, only few studies have 
investigated what the influence of vein textures is on 
folding of veins (Zhang et al., 1993; Hippertt and 
Tohver, 2002; Kocher et al., 2006; Toimil and 
Fernández, 2007). Therefore, we investigate the role 
of vein textures in folded veins. 
Veins can reflect periods of transient increased 
permeability in a rock system resulting from fluid 
transport along fractures or faults (e.g. 
Gudmundsson, 2000; Bons, 2001; Mazzarini et al., 
2010; Liteanu and Spiers, 2011; Bons et al., 2012; 
Philipp, 2012; Smith et al., 2014; Worden et al., 
2015). In addition, the folding of competent layers 
and veins is often seen to create transient 
permeability structures during orogenesis (Evans and 
Fischer, 2012). The associated fluid mobility then 
potentially leads to mineral and/or ore deposits and 
veins concomitant to various folding phases (Jessell 
et al., 1994; Suchy et al., 2002; Evans and Fischer, 
2012; Jacques et al., 2014a, 2014b). Viscosity 
contrasts and anisotropy within rocks strongly 
control the type of folding and amplitude−height 
evolution of folds (Ramsay, 1967; Hudleston and Lan, 
1993; Lan and Hudleston, 1996; Schmalholz and 
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Podladchikov, 1999, 2000, 2001; Kocher et al., 2006; 
Hobbs et al., 2008, 2010, 2011; Schmalholz, 2008; 
Treagus and Hudleston, 2009; Hudleston and 
Treagus, 2010; Evans and Fischer, 2012; Schmalholz 
and Schmid, 2012). A better understanding of how 
the deformation of veins contributes to the 
development of such transient permeability during 
folding can help to constrain conditions of ore 
deposits. New insights into the strain-
accommodating mechanisms during folding of veins 
and of the coupling with the occurrence of certain 
transient permeability structures can also provide 
better constraints on the way fluids mobilise during 
folding (Hobbs et al., 2008; Evans and Fischer, 2012). 
1.2. Research aims and research 
questions 
The aim of this thesis is to improve our understanding 
of fracture and seal processes leading to the 
formation of vein systems and the effect of these 
processes on subsequent reactivation or deformation 
of vein systems. Based on the state of the art 
concerning fracture and seal processes and their 
influence on progressive deformation, we can put 
forward the following research questions: 
 How does the strength and elastic behaviour of 
vein material and vein walls control a developing 
vein system? In particular what is the effect of 
the strength of the vein material on the 
interaction of the veins with later fracture 
events? What are the effects of seal processes 
on fracture and vein distributions? 
 Are there typical critical ratios or factors in 
stress-states, as well as elastic and strength 
parameters that produce certain vein system 
morphologies or vein distributions? Can we use 
such critical factors and resulting vein system 
morphologies as a predictive, interpretative 
tool? 
 What is the role of internal vein fabric and host-
rock anisotropy on development of the vein 
system during ongoing fracture and sealing? 
What is the effect of vein fabric and host-rock 
anisotropy on subsequent deformation of these 
vein systems? 
 How do veins resulting from these fracture and 
seal processes affect deformation in low-
permeability argillaceous rocks and hence the 
creation and maintenance of syn-orogenic 
transient permeability? 
More specific and detailed research questions are 
outlined in the introductions to the different sections 
of this thesis. 
1.3. Approach to the research and 
organisation of the thesis 
Fracture and seal processes in mid-crustal low-
permeability environments are difficult and 
expensive to be studied in situ through drilling. 
Consequently, we rely on the acquisition and 
interpretation of geophysical or seismological data 
and on the study of exhumed fossil vein systems or 
ore deposits. An array of multiple consecutive vein 
generations allows us to reconstruct changes in 
geological conditions with a relatively high time 
resolution. To this end, we chose an ore deposit with 
multiple crosscutting vein generations of which we 
can constrain mineralisation processes and 
deformation mechanisms relatively well. The Nkana 
Cu−Co deposit in Zambia provides an excellent case 
study to investigate vein forming processes in three 
dimensions (Brems et al., 2009; Muchez et al., 2010). 
Abundant, closely spaced pre-folding bedding-parallel 
veins in mudrocks at Nkana allow the investigation of 
fracture and seal events under relatively simple 
Andersonian stress states. Furthermore, these veins 
were subsequently deformed during a mountain 
building event, coinciding with the generation of 
many other fracture, fault and vein generations. This 
provides us with the opportunity to characterise how 
veins resulting from these seal processes affect the 
creation of later syn-orogenic transient permeability 
in mudrocks. They also allow us to decipher the 
relationship between effective stress-state and 
development of veins (at the Nkana deposit), which 
ultimately contributes to our understanding of the 
coupled effects of progressive changes in effective 
stress-states and material properties in brittle to 
brittle-ductile crustal environments. 
A fossil analogue study results in a single 
parameterisation of the processes at hand. Through 
numerical modelling we can explore a larger part of 
the parametrical space of these processes. In 
particular, a modelling approach opens the path for a 
systematic study of the effects of changing effective 
stress states and elasto-mechanical material 
parameters on the development of vein systems. To 
this end, we use the numerical Discrete Element 
Method (DEM), which is frequently used in modelling 
of geological and material science problems (Cundall 
and Strack, 1979; Place et al., 2002; Pöschel et al., 
2005; Luding, 2008; O’Sullivan, 2011). The DEM is a 
mesh free method for spatial discretisation of 
numerical space, using discrete elements that can 
interact with each other when strains or stresses are 
applied to the model. Discrete element codes have 
the advantage that they can model failure without 
assumptions on constitutive behaviour of materials 
and any predisposition regarding where and how 
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cracks may occur and propagate. We will set up a 
calibrated numerical discrete element laboratory that 
is able to deform numerical brittle to brittle-ductile 
rock analogues under a given effective stress state 
and changing elasto-mechanical properties. Such an 
approach allows us to investigate what the critical 
factors are in stress-states, elastic and strength 
parameters to yield certain vein distributions. 
Ultimately, we will investigate whether these critical 
factors and resulting vein system morphologies can 
be used as a predictive, interpretative tool. The 
bedding-parallel veins at Nkana provide a test-case to 
compare numerical results with what is observed in 
nature.  
This work is hence subdivided into two major parts: 
part A is conceived as a case study on veining at the 
Nkana Cu-Co deposit in Zambia and part B develops 










2. Introduction  
The Central African Copperbelt is the largest and 
highest-grade sediment-hosted copper and cobalt 
(Cu−Co) producing metallogenic province in the 
world (Fig. 1). It hosts over 80 deposits with the 
largest Co reserves in the world (>60%) and more 
than 152 million metric tonnes of contained Cu 
(Zientek et al., 2010) or ca. 200 million metric tonnes 
according to Hitzman et al. (2012). Many studies in 
the Central African Copperbelt have focused on 
deposit-specific metallogenetic processes. Recent 
review articles agree on a multi-stage evolution with 
multiple (re)mobilisation stages, often deposit-
specific (Cailteux et al., 2005; Selley et al., 2005; 
Haest and Muchez, 2011; Hitzman et al., 2012). It is 
clear from these integrated studies that orogenic 
deformation plays a significant role in formation and 
enrichment processes in many of the mineral 
deposits. However, many unknowns remain on the 
exact links between enhanced fluid flow, the 
resulting ore formation and the deformation 
processes. To gain further insights into the link 
between the processes at hand, we investigate the 
deformation styles at the Nkana Cu−Co deposit 
(Kitwe, Zambia) and explore the links with the wide 
variety of folds and multiple vein generations that 
can be observed. 
2.1. Research approach 
First, a basin-scale structural analysis is performed to 
test, elaborate and refine models proposed by others 
(Jordaan, 1961; Brems et al., 2009; Croaker, 2011). 
Important in this regard is the lithological build-up of 
the deposit. Lithostratigraphic studies were 
previously carried out in the Zambian part of 
Copperbelt (Clemmey, 1974; Fleischer et al., 1976) 
and more recently applying a sequence stratigraphic 
approach (Bull et al., 2011). Detailed 
sedimentological and lithofacies descriptions have 
been made for a small part of the Nkana-Mindola 
deposit (Porada and Druschel, 2010). In this study, 
the basin-scale lithofacies variations are 
characterised further to investigate the influence of 
lithology on fabric development, deformation style 
and veining. 
In many deposits of the Central African Copperbelt, 
the Cu−Co ores are oŌen associated with diﬀerent 
vein generations (Mendelsohn, 1961a; Sweeney et 
al., 1986; McGowan et al., 2003, 2006; Selley et al., 
2005; Roberts et al., 2010; Sillitoe et al., 2010; 
Hitzman et al., 2012; Van Wilderode et al., 2013a, 
2015; Torremans et al., 2013, 2014). A detailed study 
of the relation between veins and progressive 
deformation can teach us more precisely how and 
when exactly ore forming fluids were able to 
precipitate. We therefore aim at refining the existing 
models of the veining history (Brems et al., 2009; 
Muchez et al., 2010; Croaker, 2011; Debruyne et al., 
2013a; Van Wilderode et al., 2015) through a 
microstructural study. We propose a model for 
formation of several vein generations and their 
relation to Cu−Co ore deposition during progressive 
basin evolution and deformation.  
Of particular interest is a first generation of bedding-
parallel veins at the Nkana-Mindola Cu−Co deposit 
(Brems et al., 2009; Muchez et al., 2010; Croaker, 
2011). These ubiquitous, closely spaced veins were 
interpreted by these authors to be pre-folding in 
nature and were intensely folded (Brems et al., 2009; 
Muchez et al., 2010; Croaker, 2011). In this study, we 
investigate how the formation and deformation of 
these pre-orogenic veins can lead to significant 
enrichment of the ore in transient permeability 
structures related to folding of these veins. A better 
understanding of the role such pre-orogenic veins 
play in ore genesis, may allow us to better constrain 
the conditions of comparable ore deposits in fine-
grained (meta)sediments. 
The evolution of the mineralising fluids at Nkana 
indicates a complex metallogenesis with multiple 
mineralisation and (re)mobilisation stages (Muchez 
et al., 2010; Croaker, 2011). This fluid evolution and 
vein formation conditions can be further constrained 
by existing geochemical data on the veins and 
additional C-O stable isotope data. Combined with 
the renewed structural framework and a refined 
veining history, the transient fluid flow evolution and 
its link with progressive deformation can be assessed. 
Better knowledge of coupling between macroscopic 
deformation mechanisms and observed veins and 
ore minerals can also lead to insights into distribution 
of fluid flow and ultimately how the (re)mobilisation 
of ore minerals occurs (cf. Evans and Fischer, 2012). 
Folding is important in creating transient permeability 
structures and the associated mobility of fluids. 
Therefore, a good understanding of strain-
accommodating mechanisms during folding is 
necessary to constrain fluid mobility (Evans and 
Fischer, 2012). The kinematics of folding of 
competent single-layers have been intensely studied, 
showing significant complexity in strain 
accommodating mechanisms during folding, 
primarily due to a complex interplay of layer 
thickness, rheology contrast, degree of anisotropy, 
progressive changes in mechanical properties, strain 
rate and other parameters (Ramsay, 1967; Fletcher, 
1974; Shimamoto and Hara, 1976; Treagus and 
Treagus, 1981; Schmalholz and Podladchikov, 1999, 
2001; Schmid and Podladchikov, 2006; Hobbs et al., 
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2008, 2010; Kocher et al., 2008; Huang et al., 2010; 
Schmid et al., 2010). A number of ideal reference 
cases have been put forward for the internal strain 
distribution in symmetrically buckled, competent, 
isotropic single-layers within a viscous or power-law 
matrix. These are typically tangential-longitudinal 
strain, flexural flow and flexural slip (Ramsay, 1967; 
Hudleston and Lan, 1993; Bastida et al., 2003; 
Bobillo-Ares et al., 2006; Twiss and Moores, 2007). 
Natural examples of folded, competent, isotropic 
single-layers in an incompetent viscous matrix 
generally show a strain distribution compatible with 
dominant tangential-longitudinal strain (Hudleston 
and Treagus, 2010; Evans and Fischer, 2012). Using 
numerical modelling, Hudleston et al. (1996) 
demonstrated that only the aggregate response of a 
highly anisotropic medium may approximate that of 
pure flexural flow. However, extremely high 
anisotropy parallel to the shear plane is normally only 
seen in incompetent layers with a pervasive slaty 
cleavage fabric. This lead Hudleston et al. (1996) to 
question whether flexural flow actually occurs in 
naturally folded, competent single-layers. 
An important research question of this study is what 
the effects are of vein fabric and host-rock 
anisotropy on deformation of these vein systems. In 
order to understand the kinematics and strain 
accommodating mechanisms during folding of single-
layers in a viscous or power-law matrix, intensive 
numerical modelling efforts were carried out in the 
last decade (e.g. Schmalholz and Podladchikov, 2000, 
2001; Kocher et al., 2006; Schmalholz, 2006, 2008; 
Hobbs et al., 2008, 2010; Schmid et al., 2010; Huang 
et al., 2010; Hobbs and Ord, 2012; Schmalholz and 
Schmid, 2012). Many of these studies investigate 
how anisotropy within single-layers and the 
geometry of multiple transversely isotropic layers 
influences the folding instability and kinematics (e.g. 
Lan and Hudleston, 1996; Fletcher, 2005; Toimil and 
Griera, 2007; Kocher et al., 2008). From these 
studies, it is clear that the assumption of mechanical 
isotropy within single layers is an oversimplification, 
often with important influence of anisotropy both 
along and across competent single-layers, or in an 
aggregate response. In addition, we know that the 
internal fabric of folded single-layers in nature, in 
particular that of veins, shows significant complexity 
(Zhang et al., 1993; Hippertt and Tohver, 2002; 
Kocher et al., 2006; Toimil and Fernández, 2007; 
Toimil and Griera, 2007). It is, though, to date still 
poorly understood how exactly the internal fabric 
influences folding. 
We therefore aim to constrain the fold kinematics by 
which strain is accommodated in the folded bedding-
parallel veins, quantify the internal strain distribution 
and estimate the rheology at the time of 
deformation. Because the initial fabric of the folded 
fibrous veins is known, it allows to study how the 
internal microfabric influences the folding 
mechanism and quantify how much the fabric 
controls strain accommodation during folding. The 
study thus contributes to a better understanding of 
the role of the internal fabric and anisotropy during 
folding of competent single-layers. 
2.2. Workflow and layout 
In the following sections, we first describe the 
geodynamic and geological setting of the Central 
African Copperbelt and the Nkana deposit in 
particular. Most of the ore mineralisation and veining 
at Nkana is hosted within one given 
lithostratigraphical unit and its surrounding 
lithologies. We therefore first characterise this 
lithological unit. Consequently, we define the 
structural framework of the regional geology through 
a detailed regional structural analysis. The various 
vein generations at Nkana are then macroscopically 
described and their microscopic vein fabric analysed, 
with respect to the deformational framework. In 
particular a detailed characterisation of two early 
vein generations is carried out. Ultimately, all the 
observations on these veins lead to a kinematic 
interpretation and discussion on their formation 
mechanisms. Modified parts have been published in 
Torremans et al. (2014). 
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3. Geological and geodynamic setting 
 
3.1. The Central African Copperbelt 
The Central African Copperbelt straddles the border 
between Zambia and D.R. Congo (Fig. 1). This 
metallogenetic province contains many world class 
Cu−Co deposits, generally hosted in the Katanga 
Supergroup and situated within the Lufilian orogenic 
arc. The locations of ore deposits mentioned in this 
study are indicated in Fig. 2. 
Basement rocks to the Katanga Supergroup are 
exposed in the Kafue basement inlier and smaller 
surrounding inliers, consisting of the Lufubu 
Supergroup and Muva Supergroup and various pre-
Katangan granites (Garlick and Brummer, 1951; 
Mendelsohn, 1961a). The oldest Lufubu Supergroup 
is a sequence of metasedimentary and metavolcanic 
rocks in the eastern part of the Copperbelt with 
Paleoproterozoic igneous crystallisation ages 
(Rainaud et al., 2005b). The Paleoproterozoic Konona 
Group of the Muva Supergroup unconformably 
overlies the Lufubu Supergroup and consists 
predominantly of deformed quartzites and 
metapelites (Garlick, 1961a; Daly and Unrug, 1982; 
Johnson et al., 2005; De Waele et al., 2006). Thick 
quartzites form prominent ridges in the landscape 
and form about half of the entire Muva Supergroup 
(Garlick, 1961a; De Waele et al., 2006). Extensive 
pre-Katanga granitoids intrude both systems and 
represent positive elements in the paleotopography 
(Mendelsohn, 1961a). 
The Neoproterozoic to early Cambrian Katanga 
Supergroup nonconformably overlies these basement 
rocks. The youngest intrusive body into basement 
rocks is the A-type Nchanga Red Granite, of which 
magmatic zircons in quartzite of the Katanga 
Supergroup were dated at 883 ± 10 Ma by U−Pb 
SHRIMP (Armstrong et al., 2005). This age provides a 
maximum age for sedimentation of the Katanga 
Supergroup, which is subdivided in the Roan, Nguba 
and Kundelungu Groups (Cailteux et al., 1994a). Fig. 3 
shows the stratigraphic subdivision used in this paper 
(Cailteux et al., 1994a; Selley et al., 2005; Bull et al., 
2011). The lowermost Mindola Clastics Formation of 
the Roan Group contains conglomerates, sandstones 
and arkoses that were deposited during intracratonic 
continental rifting in fault-bounded sub-basins 
(Tembo et al., 1999; Bull et al., 2011). 
Subsequently, the overlying Copperbelt Orebody 
Member (COM) of the Kitwe Formation hosts the 
main Cu−Co mineralisation in Nkana-Mindola. It 
represents the first transgressive surface above the 
red bed sediments of the Mindola Clastics Formation. 
The rest of the Kitwe Formation marks rift climax 
with concomitant fault linkage interpreted as a sag-
phase in the rifting (Cailteux et al., 1994b; Selley et 
al., 2005; Batumike et al., 2007a; Bull et al., 2011). 
The top of the Roan Group contains evaporate 
sequences which are laterally extensive in the NW 
part of the Congolese Copperbelt, but less so in 
Zambia (Bull et al., 2011). The upper Roan Group and 
Mwashya Group reflect more quiescent conditions in 
basin development (Cailteux et al., 1994a, 2007; 
Porada and Berhorst, 2000a; Selley et al., 2005; Bull 
et al., 2011). 
The overlying Nguba and Kundulungu groups contain 
carbonates and siliciclastics with two regionally 
extensive basal glaciogenic diamictites (Batumike et 
al., 2006, 2007a). These units reflect continued basin 
development that lead to proto-oceanic rifting of 
Afar/Red Sea type (Kampunzu et al., 1991, 2000; 
Tembo et al., 1999; Porada and Berhorst, 2000b; Key 
et al., 2001a; Batumike et al., 2007b). In the Zambian 
Copperbelt, widespread small gabbroic to dioritic sills 
and dykes occur in the Katangan Supergroup, in 
particular in the Upper Roan and lowermost Nguba 
groups (Kampunzu et al., 2000). These mafic bodies 
are constrained between ca. 735 and 765 Ma, based 
on several lines of evidence (Fig. 4). A 765 ± 5Ma 
U−Pb SHRIMP age was obtained on zircons in mafic 
volcanics at the top of the Roan Group in the western 
foreland of the Copperbelt (Key et al., 2001a). Dating 
of several geochemically similar gabbro sills in Upper 
Roan Group rocks yielded ages between 745 ± 7.8 
Ma and 752.6 ± 8.6 Ma (Barron et al., 2003). In 
addition, mafic porphyries and breccias in contact 
with the glaciogenic Grand Conglomerate diamictite 
at the base of Nguba Group are dated at 735 ± 5 Ma 
(Key et al., 2001a). These ages place constraints on a 
minimum age for the extensional tectonics and 
normal faulting associated with this rifting phase 
(Buffard, 1988; Tembo et al., 1999; Kampunzu et al., 
2000; Batumike et al., 2007a). Detrital muscovites in 
the Biano Group of the Kundulungu in the foreland 
age were dated at 573 ± 5 Ma and provide a 
constraint on minimum age of sedimentation in the 




Fig. 1. Geological map of the central part of the Central African Copperbelt. Geology is adapted from François 
(1974) and Thieme and Johnson (1981). Antiform traces are compiled from Brock (1961) and Jackson et al. 
(2003). Basement subdivision in Kafue basement inlier is based on De Waele et al. (2006). Names of the 




Fig. 2. Locations of ore deposits in the Central African Copperbelt that are mentioned in this study. Legend is the 
same as Fig. 1 except for basement rocks to the Katanga Supergroup that have been combined and are shown in 
grey. 1: Bwana Mkubwa, 2: Luanshya, 3: Baluba, 4: Nkana, 5: Chibuluma, 6:Chambishi SE, 7: Chambishi, 8: 
Mwambashi B, 9: Mufilira; 10: Chingola A-F, 11: Nchanga, 12: Konkola, 13: Musoshi, 14: Kipushi, 15: Luiswishi; 
16: Kansanshi. 
Inversion from extensional to compressional 
tectonics led to formation of the Pan-African Lufilian 
Arc during the Lufilian orogeny (Cosi et al., 1992; 
Kampunzu and Cailteux, 1999a; Porada and Berhorst, 
2000b). A compilation of important tectono-
metamorphic event ages is shown in Fig. 4. At 
present, the Lufilian Arc is a northward convex 
oroclinal belt. Fig. 1 shows the extent of the Lufilian 
Arc, with anticlinal fold traces showing the change in 
trend along strike. Its arcuate shape was recently 
interpreted as being the result of orogenic bending 
only after development of the first compressive 
brittle structures in the orogen (Kipata et al., 2013). 
Variable deformation styles are observed throughout 
the arc, both transverse and parallel to the orogen. 
Therefore, the Lufilian Arc is often subdivided in 
different tectonic domains (Fig. 1). Of interest here 
are (1) the external fold-and-thrust belt or Outer 
Lufilian, (2) the Domes region or Western Middle 
Lufilian and (3) the Eastern Middle Lufilian or Eastern 
Zambian Copperbelt (De Swardt and Drysdall, 1964; 
Daly et al., 1984; Jackson et al., 2003; Selley et al., 
2005; Kipata et al., 2013). 
In most of the western part of the Outer and Middle 
Lufilian domains, deformation occurs predominantly 
by complex thrusting and folding and is considered to 
be influenced by salt tectonics without significant 
basement involvement (Jackson et al., 2003; Selley et 
al., 2005). Conversely, in the eastern Middle Lufilian 
zone, around the Kafue basement inlier and also 
northwards of that, deformation in the Katanga 
Supergroup is mainly by folding (Porada and 
Berhorst, 2000b; Selley et al., 2005). This type of 
deformation has been described as thick-skinned 
deformation above deep crustal ramps (Coward and 




Fig. 3. Stratigraphic column of the Katanga 
Supergroup (excluding Kundulungu Grp.) and 
underlying basement rocks, reproduced from Bull et 
al. (2011). The predominant lithological 
characteristics are indicated in symbols. Grp: Group; 
Sub Grp: Subgroup, Fm: Formation. 
Only in some localities have shear zones been 
observed, involving both Katanga Supergroup and 
basement rocks (Coward and Daly, 1984; Daly et al., 
1984; McGowan et al., 2006). This contrasts with the 
Domes region westward from the Luswishi Dome 
(Fig. 1), where deformation is more intense with 
recumbent folding under higher tectono-
metamorphic conditions. There, basement rocks are 
often involved in the deformation, bounded by shear 
zones resulting in complex nappe structures (Cosi et 
al., 1992; Kampunzu and Cailteux, 1999a; Porada and 
Berhorst, 2000b; Torrealday et al., 2000; Bernau et 
al., 2012). Hence, the deformational style is highly 
variable within the orogen. The Nkana deposit is 
situated in the Eastern Middle Lufilian zone. 
Timing of tectono-metamorphic events in the Lufilian 
orogeny is still not well constrained (Fig. 4). Inversion 
and deformation of the Katanga basin occurred 
during the Lufilian Orogeny starting from 560 to 500 
Ma (Hitzman et al., 2012), with the main phase of the 
orogeny estimated between 560 to 530 Ma (Selley et 
al., 2005). The oldest greenschist metamorphic ages 
are given by a 592 ± 22 Ma U–Pb monazite age for 
eclogite facies metamorphism and 585.8 ± 0.8 Ma 
from 40Ar–39Ar metamorphic biotite (Rainaud et al., 
2005a). Peak metamorphism is constrained by dating 
of talc-kyanite whiteschist metamorphism in the 
Domes region in NW Zambia at ca. 530 – 525 Ma 
(John et al., 2004; Rainaud et al., 2005a). These ages 
are a 529 ± 2 Ma monazite age and 524 ± 3 Ma to 
532 ± 2 Ma U−Pb ages (John et al., 2004), very 
comparable to a 531 ± 12 Ma U−Pb monazite age by 
Rainaud et al. (2005a). Authigenic muscovite and 
biotite 40Ar-39Ar and Rb-Sr ages of ca. 498 to 465 Ma 
are interpreted to represent post-orogenic cooling 
(John et al., 2004; Rainaud et al., 2005a) in 
agreement with the 510 to 450 Ma Rb-Sr muscovite 
ages from Cosi et al. (1992). 
Several attempts were made to date Cu and U 
mineral phases. In general, two regional copper 
mineralising fluid phases were identified in the 
Copperbelt, with an early diagenetic phase and a late 
burial to metamorphic phase (Muchez et al., 2008; El 
Desouky et al., 2009). Re-Os dating on copper 
sulphides indicate ore formation during early to 
intermediate burial diagenesis, with a large variety of 
ages being noted (Barra et al., 2004; Barra, 2005; 
Muchez et al., 2015). The timing of disseminated 
mineralisation is difficult to place in the metallogenic 
history, leading to discussion on its time of initial 
deposition (Sillitoe et al., 2010; Hitzman et al., 2012; 
Muchez et al., 2015). Recently, Cu mineralisation in 
the Domes region was dated at ages much older than 
the Katanga Supergroup, ranging from 1084 to 




Fig. 4. Selected age constraints on tectono-
metamorphic events before, during and after 
deposition of the Katanga Supergroup with 
interpretation of the major events. Age data are 
shown with error of 2σ and compiled from Barra et al. 
(2004), Barra (2005) and Muchez et al. (2015) for 
Re−Os daƟng; Decrée et al. (2011) for U dating; Cosi 
et al. (1992), Hanson et al. (1993), Key et al. (2001b), 
Barron et al. (2003), John et al. (2004), Master et al. 
(2005); Rainaud et al. (2005b), Armstrong et al. 
(2005a) and Johnson et al. (2007) for various igneous 
and tectono-metamorphic events and Frimmel et al. 
(2011) for the timing of the Petit and Grand 
Conglomérat. The base of the Nguba and Kundulungu 
Groups are defined by the base of the Grand 
Conglomérat and the Petit Conglomérat respectively. 
An overview of the data and references used in this 
figure is shown in Appendix D. 
Two uranium mineralisation events were dated in the 
Copperbelt, at 652.3 ± 7.3Ma and 530 ± 5.9 Ma 
dated by SIMS U−Pb on uranium minerals (Decrée et 
al., 2011). These two events are characterised by 
hydrothermal signatures of highly saline basinal 
brines (ca. 652 Ma) and syn-metamorphic signatures 
at peak metamorphic temperatures (ca. 530 Ma; 
Eglinger et al., 2013, 2014a, 2014b). Re−Os daƟng of 
various phases of (probably syn-orogenic) 
molybdenite in the Domes region revealed ages of 
ca. 525−535 Ma (Nowecki, 2014). These ages are 
very similar to Re-Os dating of molybdenite in 
amphibolite facies metamorphic rocks in the Domes 
region, dated between 538.9−479.1 Ma (Sillitoe et 
al., 2015). Several Re-Os ages between 682 ± 28 and 
230 ± 36 Ma were obtained by Muchez et al. (2015), 
interpreted as replacement by younger phases, 
disturbance of the Re−Os system or polymorph 
transitions in chalcocites. Schneider et al. (2007) 
dated (Re-Os and Rb-Sr) Kipushi at ca. 451 Ma, 
distinctly post-orogenic and in the regime of post-
orogenic cooling. Re-Os dating on molybdenite in 
veins at Kansanshi yielded ages of 512 ± 1.2 Ma and 
502.4 ± 1.2 Ma, corroborated by SHRIMP U-Pb dating 
of 511 ± 11 Ma on monazite in these veins 
(Torrealday et al., 2000). Although some direct ages 
on copper and uranium mineralisation exist, there 
are only a few constraints to pinpoint the 
mineralisation ages of the abundant economic 
copper and uranium ore deposits in the Copperbelt. 
 
Fig. 5. (A) Schematic geological map showing the 
Central African Copperbelt, straddling the border 
between Zambia and the Democratic Republic of 
Congo (cf. Fig. 1). The inset shows the position of this 
map in Central Africa. (B) Geological map of the 
southeast end of the Chambishi-Nkana structural 
basin, modified after an unpublished 2008 geological 
map of Mopani Copper Mines Plc. Four mine shafts 
and three open pits are indicated. Mbr: Member; Fm: 
Formation. 
3.2. The Chambishi-Nkana Basin 
and Nkana deposit 
The Nkana mine is situated near Kitwe in the Eastern 
Middle Lufilian/Eastern Zambian Copperbelt (Figs. 1; 
2 and 5). It lies on the western side of the Kafue 
basement inlier, often referred to as the Kafue 
Anticline (Selley et al., 2005; Hitzman et al., 2012). 
More specifically, the mine lies on the south-eastern 
side of the Chambishi-Nkana Basin, with Katanga 
Supergroup metasediments partially surrounded by a 
variable suite of basement rocks (Bard and Jordaan, 
1963). Its longest diameter is 40 km and the 
Chambishi-Nkana Basin consists of a succession of 
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large-scale folds on the order of 10³-104 m. The 
south-east end of the Chambishi-Nkana Basin is 
characterised by a large-scale first-order synclinal 
fold with a wavelength of ca. 6000 m (Fig. 6). This 
fold is plunging towards the north-west and reversing 
its plunge when approaching the north-western side 
of the Chambishi-Nkana Basin at the Chambishi and 
Mwambashi B mines (Bard and Jordaan, 1963; Selley 
et al., 2005; Brems et al., 2009). 
The Nkana mine is developed from 4 shafts: Mindola 
North, Mindola, Central and South (Fig. 5). Mining 
operations at Nkana Central and South are 
contiguous for 6.1 km along strike. To the north, 
Nkana Mindola and Nkana Mindola North comprise 
an additional 6.4 km, separated from Nkana Central 
by the 1.2 km Kitwe barren gap and bounded to the 
north by the Ichimpe barren gap (Fig. 6). Several sub-
economic zones are found in the Chambishi-Nkana 
Basin, always concomitant with lateral facies 
changes, typical for the eastern Zambian Copperbelt 
(Annels, 1989; Selley et al., 2005). In addition, several 
open pit mines were or are producing. Two open pit 
mines are referred to in this study, at Nkana Mindola 
(mine section 1) and at Nkana South (mine section 8 
in Fig. 6). 
 
Fig. 6. Geological map of south-eastern part of the 
Chambishi-Nkana structural basin showing mine 
shafts and open pits mentioned in this study 
(modified after Mopani Copper Mines Plc., 2009). The 
numbers indicate the mine sections that were studied 
in detail (see further). Also indicated on the map is 
the spatial distribution of the different lithofacies 
within the Copperbelt Orebody Member, as described 
in detail in Section 1. 
The Nkana Cu−Co deposit has been subject to 
research on the general setting of the deposit 
(Jordaan, 1961; Bard and Jordaan, 1963; Fleischer et 
al., 1976), lithofacies and paleo-environments 
(Clemmey, 1974, 1978; Gunatilaka, 1977; Porada and 
Druschel, 2010), Cu−Co metallogenesis (Brems et al., 
2009; Croaker, 2011), U mineralisation at Nkana 
Mindola (Decrée et al., 2011; Eglinger et al., 2013) 
and more geochemical investigations on the source 
of metals and the nature and evolution of fluids 
leading to Cu−Co mineralisation (Muchez et al., 2010; 
Croaker, 2011; Debruyne et al., 2013b; Van 
Wilderode et al., 2013a). The general setting and 
nature of ore deposit is therefore well known.  
The Cu−Co mineralisaƟon at Nkana occurs primarily 
as sulphides and is hosted by the 10 to 20 m thick 
Copperbelt Orebody Member (COM) and adjacent 
parts of overlying and underlying formations (Fig. 3). 
The ore mineralisation occurs disseminated in the 
host rock, in nodules and in or associated with 
several generations of veins (Brems et al., 2009; 
Muchez et al., 2010; Croaker, 2011). Previous studies 
have shown that the vein generations characterise 
major mineralisation/(re)mobilisation stages that are 
linked to the geodynamic evolution (Muchez et al., 
2010; Croaker, 2011). This is in agreement with most 
recent literature for the Central African Copperbelt, 
which suggests a deposit-dependent metallogenetic 
history with multiple mineralisation and 
remobilisation stages before, during and after the 
Lufilian orogeny (e.g. Cailteux et al., 2005; Kampunzu 
et al., 2009; Haest and Muchez, 2011; Hitzman et al., 
2012; Turlin et al., 2016). A strong link between ore 
forming processes and tectonic deformation is shown 
on a macroscopic scale by enrichment of ore in fold 
hinges (Brems et al., 2009). Metamorphic grades at 
Nkana reached upper greenschist to lower 
amphibolite facies. 
Attempts have been made to date the ore deposition 
at Nkana through Re−Os on sulphides and U−Pb 
dating on uraninite. These ages and their relation to 
tectono-metamorphic events are summarised in Fig. 
4. A five-point Re−Os isochron age of 583 ± 24 Ma 
was obtained by Barra et al. (2004) or later a seven-
point age of 576 ± 41 Ma (Barra, 2005). These ages 
are a combination of disseminated and pre-folding 
veinlet carrolite, chalcopyrite and bornite of various 
stratigraphic intervals in three deposits, Nkana, 
Chibuluma and Nchanga (Barra, 2005). A Re−Os 
molybdenite age of 525.7 ± 3.4 Ma was obtained for 
a sample of a late chalcopyrite-bearing vein at Nkana 
(Barra, 2005; Selley et al., 2005). Uranium 
mineralisation was briefly exploited in the past 
(Darnley et al., 1961; Jordaan, 1961; Decrée et al., 
2011; Eglinger et al., 2013). Uranium oxides are 
associated with brannerite, Cu−(Co) sulphides and 
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molybdenite, disseminated in the matrix, in 
carbonate veins (Jordaan, 1961) and veins with 
anhydrite, dolomite and quartz (Fleischer et al., 
1976). They are interpreted to have crystallised at 
higher temperatures synchronous to deformation 
and related to metamorphic fluid circulation dated at 
530.1 ± 5.9 Ma by U−Pb SIMS dating on U−bearing 
minerals (Decrée et al., 2011; Eglinger et al., 2013). 
This age is within error of an older U−Pb age of 
522 ± 15 Ma age on fracture-related U mineralisation 
at Nkana Mindola (Darnley et al., 1961). These ages 
are indistinguishable from age constraints of peak 
metamorphism in various deposits in the Domes 
region (Fig. 4). Therefore, at least part of the Cu-Co 





Several underground crosscuts and boreholes were 
studied at Nkana South (ncrosscuts = 7, nboreholes = 8), 
Nkana Central (ncrosscuts = 2, nboreholes = 2) and Mindola 
(ncrosscuts = 2, nboreholes = 5) as well as the Nkana South 
open pit and Nkana Mindola Open pit (Fig. 6) (Fig. 5). 
Boreholes at Mindola are always collared in the top 
of the Mindola Clastics Formation and drilled at 0° 
inclination through steeply inclined strata (60° – 80° 
in Fig. 11). These boreholes are situated in different 
parts of the Nkana Mindola mine between 1274m 
and 1541m depth relative to the headgear of the 
shaft at Nkana Mindola and lie between two barren 
areas (Kitwe barren gap and North Shaft barren gap; 
Fig. 6). Production boreholes at Nkana South and 
Central have variable inclination and a core diameter 
of 3.3 cm whereas those in Nkana Central and 
Mindola were 5 cm in diameter. All holes are semi-
continuous. A list of boreholes and sections that 
were used in this study is given with position data in 
the appendix. 
Petrographic and microstructural observations were 
carried out on 82 oriented thin sections that were 
obtained in a new field campaign (2012), in addition 
to 76 thin sections available from an extensive 
sample collection of two previous studies at Nkana 
(Brems et al., 2009; Muchez et al., 2010). Samples 
were stained with Alizarine Red-S and K-
hexacyanoferrate to examine Fe-content and type of 
carbonates (cf. Dickson, 1966). The samples were 
investigated under incident and transmitted light 
microscopy. Cold cathode luminescence (CL) was 
carried out using a Techosyn Cold Cathode 
Luminescence Model 8200 Mk II (KU Leuven) 
combined with a Nikon microscope and a ProgRes 
C10 image capturing system. Working conditions 
were between 7 to 13 kV and 400 to 900 µA with a 
beam width of 5 mm at a vacuum of 5.5 Pa. Image 
capture time varied greatly to represent the view 
under microscope, and CL images in this study have 
exposure time of ca. 2000 ms in a darkroom.  
Carbon and oxygen isotope analyses were carried out 
at the University of Erlangen-Nürnberg under 
supervision of prof. dr. M. Joachimsky. Carbonate 
powders of selected samples were obtained using a 
dental microdrill after petrographic investigation of 
the samples. The powders were reacted with 103% 
phosphoric acid at 70°C using a Gasbench II 
connected to a ThermoFinnigan Five Plus mass 
spectrometer. All values are reported in per mil (‰) 
relative to V-PDB by assigning δ13C and δ18O values of 
+1.95‰ and -2.20‰ to the NBS19 standard and -
46.6‰ and -26.7‰ to the LSVEC standard, 
respectively. Reproducibility and accuracy was 
monitored by replicate analysis of laboratory 
standards calibrated to NBS19 and LSVEC and is 
better than ± 0.04‰ for δ13C and ± 0.06‰ for δ18O 
(1σ). Oxygen isotope values of dolomite were 
corrected using phosphoric acid fractionation factors 
for dolomite (Rosenbaum and Sheppard, 1986). 
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5. Lithofacies variation of the Copperbelt Orebody Member 
 
In this section we describe the lithofacies of the 
Copperbelt Orebody Member (COM), the upper part 
of the underlying Mindola Clastics Formation and the 
lower part of the overlying Rokana Evaporites 
Member at Nkana South, Central and Mindola (Fig. 
3). The majority of Cu-Co mineralisation and veins 
occur within these units. It is for this reason that we 
describe them in detail. The term lithofacies is used 
as a distinct set of mappable units on the mine scale, 
based on a petrographical study. Previous studies 
have shown that the COM, often referred to as the 
Ore Shale, is characterised by strong lateral 
lithofacies variations, mainly by a variation in 
carbonate content and grain size and amount of 
siliciclastic content (Annels, 1989; Cailteux et al., 
1994a; Selley et al., 2005; Bull et al., 2011). 
Four main lithofacies assemblages are recognised in 
the COM at the Nkana deposit: (1) carbonaceous 
mudrock, (2) argillaceous dolomite, (3) a transitional 
lithofacies between the previous two and (4) massive 
white dolomite. These lithofacies assemblages 
represent sections through the COM at different 
localities in the Nkana deposit. Five representative 
borehole lithologs of the argillaceous dolomite are 
shown in Fig. 8, together with their total Cu and Co 
contents. In addition, a composite section of the 
carbonaceous mudrock lithofacies is given in Fig. 8, 
based on several underground sections and 
boreholes (overview in appendix). 
5.1. Spatial distribution 
of the lithofacies 
The spatial distribution of the different lithofacies is 
indicated on Fig. 6. The indicated distribution is 
evidently a rough approximation as there is a strong 
lateral lithofacies variability in the COM. From north 
to south the Copperbelt Orebody Member is 
characterised subsequently by (1) strongly cemented 
argillaceous dolomites at Nkana Mindola, (2) massive 
dolomites in the Kitwe Barren Gap, (3) turning into a 
transitional lithofacies north of Nkana Central (also 
noted by Bard and Jordaan, 1963) and (4) ultimately 
gradually changing to a carbonaceous mudrock 
lithofacies with high fissility at Nkana Central and 
South. Several patches of transitional lithofacies are 
present in various areas of Nkana South and Central. 
5.2. Lithofacies descriptions 
5.2.1. Carbonaceous mudrock 
lithofacies 
This lithofacies association consists of a 
carbonaceous dark grey to black laminated to finely 
bedded pelites and siltstone. A pronounced shaly 
fabric is often developed, explaining why the 
mudrocks have been termed “Ore Shale” member or 
formation in the majority of the literature. 
Petrographic study shows that the mineralogy 
consists of quartz, muscovite, biotite, dolomite, K-
feldspar (mainly microcline), and minor orthoclase, 
pyrite and chalcopyrite, bornite and pyrrhotite and 
accessory apatite and zircon (Brems et al., 2009; 
Muchez et al., 2009). Accessory layers with fine-
grained sandstone are found, mainly containing 
quartz. Abundant organic matter occurs in the host 
rock, in the form of disseminated solid bitumen 
inclusions elongated along shaly cleavage (Fig. 7C). A 
considerable amount of total organic carbon has 
been analysed in whole-rock analyses of the 
carbonaceous mudrock at Nkana South, with total 
organic carbon contents between 0.13% and 3.54% 
(Selley et al., 2005; Croaker, 2011). 
The top of the Mindola Clastics Formation directly 
beneath this lithofacies occasionally shows 
dolomitised crossbedding (Fig. 7A). The lowermost 
part of the COM generally consists of a strongly 
altered sequence of variable thickness, named the 
Contact Shale. Towards the top of the COM, a gradual 
transition is seen towards a more interbedded dark 
grey siltstone to fine grained sandstone (Fig. 8). At 
the top of the unit, an alternation between lighter 
gray carbonaceous bands and darker grey finer 
grained siltstone is also present. In addition, at the 
top, nodules up to 10 cm in diameter occur in the 
matrix that reveal strain shadows of dolomite and 
quartz elongated parallel to local tectonic cleavage 
(Fig. 7B). Subsequently, the lithofacies shows a 
gradual coarsening upwards sequence towards the 
meta-arkoses and quartzites of the Rokana 
Evaporites Member (Fig. 3). 
5.2.2. Argillaceous dolomite 
lithofacies 
The first lithological unit of the argillaceous dolomite 
lithofacies are laminated to finely interbedded 
siltstones, mudstones and dolomites, locally termed 
Schistose Ore. The basal 0.5 m section generally 
contains an alternation of pure, massive and 
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internally structureless white dolomites on the one 
hand and black clay− to siltstones on the other (Fig. 
9A). The dolomites show a sucrosic texture as 
equigranular mosaics of euhedral crystals, generally 
in the 100 – 150 µm size, with limited twinning. Some 
of the siltstone beds are light grey and characterised 
by increased dolomite content, often occurring as a 
pervasive cementation in more coarse-grained bands 
of mm size to 2 cm. Locally, the Mindola Clastic 
Formation close to the COM reveals dolomitised 
cross-bedding with internal layering inclined at 15° 
relative to S0 (Fig. 9A). 
Nodules containing dolomite, quartz, pyrite and 
chalcopyrite are often localised in contorted 
dolomite layers with chickenwire textures and 
dewatering structures. 
Unit 2 is locally termed Low Grade Argillite and is 
characterised by a sudden loss of the dolomitic bands 
that occur in the lowermost lithofacies of the COM 
(Fig. 9B). The unit is a brown to dark grey clay− to 
siltstone. It is generally massive and homogeneous 
but occasionally, a shaly fabric is developed on the 
mm-scale. Minor small quartz and dolomite nodules 
no larger than 0.5 cm occur. These nodules are 
elongated along a secondary cleavage and reveal 
strain shadows with predominantly chalcopyrite. 
Sedimentary features are observed, such as load 
casts or nodules sagged into locally contorted layers 
with undisturbed layers above. In addition, abundant 
dyke-like structures are observed, often filled with 
quartz, dolomite and Cu−Co sulphides. Chalcopyrite 
and bornite are finely disseminated and mostly 
associated with rare dolomite layers. 
A strong increase in ferroan dolomite characterises 
the overlying lithological unit 3. This unit shows 
thickly interbedded massive white dolomites, light 
grey dolomitic siltstones and dark grey siltstones, 
hence the local name Banded Ore (Fig. 10A). Ore 
mineralisation is strongly associated with the 
dolomite layers. These layers are 0.5 cm up to 5 cm 
thick and often associated with anhydrite (Fig. 10B). 
Locally this facies is thicker with more dolomitised 
layers, whereas in other places, dolomitisation can be 
more scarce. 
Fig. 7 (right side). Sedimentological and lithological 
observations of the carbonaceous mudrock lithofacies. 
(A). Top of the Mindola Clastics Formation showing 
dolomitised crossbedding. (B) Nodules with strain 
shadows aligned with the tectonic cleavage S2 
(dashed lines) near the top of the COM. Bedding and 
S1 cleavage is indicated in full line. (C) Incident double 
polarised light microphotograph of carbonaceous 
mudrock at Nkana South. The reflecting solid bitumen 
takes up a significant part of the matrix (grey) and is 




Fig. 8. Lithologs of sections at Nkana Mindola (typical argillaceous dolomite) and Nkana South (typical 
carbonaceous mudrock). Logs at Nkana Mindola are from boreholes, whereas only a composite generalised 
litholog is shown for Nkana South, due to the generally deformed nature of the rocks. Correlations between 
boreholes are based on observed lithological contacts. Total Cu and Co values in % are given in blue and red 
respectively, reproduced from data provided by Mopani Copper Mines Plc. These analyses were carried out on 
drill core halves in sections generally 10 – 15 cm long and averaged over the length of the section. MCF: Mindola 




Fig. 9 (left side). Sedimentological and lithological 
observations of the dolomitic argillite lithofacies 
(sections 2 and 3; Fig. 6). Stratigraphic up is indicated 
A) Contact between the Mindola Clastics Formation 
and the COM. The lowermost part of unit 1 is 
characterised by an alternation of white equigranular 
dolomite and dark grey siltstone. B) Contact between 
units 1 and 2 is marked by a sudden loss of the white 
dolomitised beds that characterise unit 1 (arrow B). 
The siltstone beds in unit 1 show intraformational 
folding (arrow A), whereas those in unit 2 do not. C) 
Unit 5 showing interbedded thick white dolomites and 
siltstones. The siltstone beds are intensely folded and 
floating in a dolomite matrix (arrow C). Occasionally, 
the siltstone beds are not continuous, both in 
siltstone beds that are folded (arrow A) and not 
folded (arrow B). MCF: Mindola Clastics Formation; 
COM: Copperbelt Orebody Member.  
This intensely dolomitised lithofacies gradually 
changes into a thinly interbedded siltstone or fine 
sandstone, locally termed Cherty Ore. The basal part 
of unit 4 often reveals more massive siltstones, 
whereas the section becomes more laminated and 
interbedded upwards. At the top, bedding is 
pronounced by alternating brown grey silica-rich 
fine-grained layers and more light grey to 
dolomitised layers (Fig. 10D). Many dyke-like 
structures crosscut multiple layers, both upwards 
and downwards. The brown siliceous layers are 
generally barren and Cu-Co mineralisation is only 
found when dolomite occurs in the layers (Fig. 10D). 
A significant lateral variability is observed in the exact 
nature and thickness of unit 4. 
Unit 5 consists of interbedded thick white dolomites 
and light grey to dark grey clay− and siltstones to 
fine-grained carbonaceous sandstones (Fig. 9C). The 
base of this horizon is used as a marker horizon by 
mine geologists, termed No1 marker, as it is present 
throughout the extent of the argillaceous dolomite 
lithofacies (Clemmey, 1978; Porada and Druschel, 
2010). Coarse-grained siliciclastic layers are often 
intensely dolomitised and form a strong contrast 
with unit 4 (Fig. 10A). Claystone layers consist of 
abundant biotite. Cu−Co sulphides are abundant in 
this unit, either coarse-grained and disseminated or 
in lenses, most often in the dolomite layers. The 
lowermost 0.5 to 1.5 meters of this unit are highly 
deformed and show contorted, wavy and folded 
bedding, with abundant load casts, dish and pillar 
structures and sediment-dykes crosscutting multiple 




Fig. 10. Sedimentological and lithological 
observations in drillcores of the dolomitic argillite 
lithofacies (at Nkana Mindola). Cores are 2.8 cm in 
diameter and borehole logs are given in Fig. 8. A) 
Sucrosic equigranular dolomite interbedded with 
dolomitic biotite rich layers. Unit 5 in borehole 
ME1224. B) Coarse grained anhydrite and dolomite 
interbedded with mudstones. Layers are 
polyharmonically folded. Unit 3 in borehole ME1220. 
C) Alternating white sucrosic dolomite and siltstone 
layers that are heavily contorted. Structures filled 
with white dolomite are crosscutting siltstone layers 
perpendicular to layering (arrows). Chalcopyrite and 
bornite are largely constrained to the white dolomite 
layers. Base of unit 5 (No1 marker horizon) in 
borehole ME1220. D) Folded mudstone layers in unit 
4 that are very rich in biotite, alternating with white 
dolomite rich layers containing abundant chalcopyrite 
and bornite. Elongate sulphides have their long axis 
aligned along a tectonic cleavage S2. Unit 4 in 
borehole ME1215. E) Anydrite nodules with rims of 
biotite and pyrite. Unit 7 in borehole ME1224. 
The amount of dolomite layers in unit 5 gradually 
decreases upwards. Concomitantly, lithologies 
change gradually from a laminated to interbedded 
clay− and siltstone towards an increasingly massive 
and homogeneous clay− to siltstone facies. The 
overlying unit 6 lacks macroscopically visible 
dolomite layers. Mineralisation occurs disseminated 
in the host rock and in stringers along bedding 
planes. 
In units 1, 3 and 5, bedding is often wavy and 
contorted. Siltstone layers show minor 
intraformational folding embedded in dolomite (Fig. 
9B, C; Fig. 10B, D). The top unit 7 of the COM and the 
transition towards overlying meta-arkoses and 
quartzites of the Rokana Evaporites Member are very 
similar in both the carbonaceous mudrock and 
argillaceous dolomite lithofacies. This unit 7 and the 
Rokana Evaporites Mbr and are continuous across 
the entire deposit. 
5.2.3. Transitional lithofacies 
A transitional facies is observed at Nkana Central and 
various other places in the Nkana area. Laterally, the 
carbonaceous mudrock lithofacies grades into a 
dolomitised siltstone to fine-grained sandstone 
lithofacies. Generally, this transition is situated a km 
north of Nkana Central (Fig. 6), however, patches of 
transitional lithofacies are found in places around 
Nkana Central (e.g. borehole CE555 in Nkana Central 
at 100mN; De Cleyn, 2009). The argillaceous 
dolomite and carbonaceous mudrock are therefore 
end-member cases of a lithological continuum. 
5.2.4. Massive dolomite lithofacies 
Other lithofacies associations are recognised at 
Nkana. The most important is a massive white, 
occasionally silicious dolomite, studied by other 
authors (Jordaan, 1961; Bard and Jordaan, 1963; 
Clemmey, 1974, 1978; Croaker, 2011). These studies 
have found that this lithofacies is associated with so-
called subeconomic ‘barren gaps’ in the COM and 
always lies on inferred basement palaeohighs, for 
example the Kitwe barren gap between Nkana 
Mindola and Nkana Central and the Ichimpe barren 
gap to the north of Nkana Mindola (Fig. 6). In these 
places, the Mindola Clastics Formation is much 
thinner to almost non-existent and transitions 
towards the lithofacies association at Nkana Mindola 
are very rapid (Jordaan, 1961). Important alteration 
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by talc, tremolite and anhydrite sometimes affects 
this dolomite (Porada and Berhorst, 2000a; Bull et al., 
2011; Croaker, 2011). 
5.3. Interpretations 
5.3.1. Palaeoenvironments 
The COM hence shows a strong lateral lithofacies 
variation. Conversely, other units in the Roan Group 
do not show such strong lithological variations (Bull 
et al., 2011) besides the thickness variations in the 
underlying Mindola Clastics Formation in relation to 
palaeogeographic highs (Selley et al., 2005; Bull et al., 
2011; Croaker, 2011; Hitzman et al., 2012). The 
conglomerates, quartzites and arkoses in the 
Mindola Clastics Fm were interpreted as fluvial 
deposits (Selley et al., 2005). 
The argillaceous dolomite lithofacies reveals features 
that are typical for a high exposure index (Tucker and 
Wright, 1990), such as desiccation cracks and 
pseudomorphs after evaporative minerals. Cracks 
filled with quartz and dolomite crosscut layers both 
downward and upward (also noted by Porada and 
Berhorst, 2000a). These are interpreted as 
subaqeous syneresis cracks, thought to form at 
shallow depths in wet clayey sediments (e.g. Pratt, 
1998). Porada and Druschel (2010) envisage that the 
argillaceous dolomite at Nkana Mindola was 
deposited in inter- to supratidal, very occasionally 
sabkha environments. Clemmey (1978) and Sweeney 
and Binda (1989) interpret the succession as 
alternating subaerial exposure under high 
evaporation rates and subaqueous conditions. In his 
interpretation, Clemmey (1978) reconstructed five 
depositional cycles for the Nkana Mindola deposit: 
sedimentation began with an initial transgression to 
subtidal subaqueous conditions followed by the 
establishment of lagoonal to lacustrine conditions 
and ultimately a return to marine conditions. 
We envisage a low energy depositional environment 
for the carbonaceous mudrock lithofacies, based on 
the lack of sedimentary features and fine grained 
nature of the rocks. Such a facies association could 
either be developed in a deep marine environment 
or in subtidal shallow marine settings in more 
restricted basins (Arthur and Sageman, 1994). No 
internal bedding features are developed and no 
evidence was found for subaerial exposure, as 
opposed to the facies assemblage at Nkana Mindola. 
The existence of evaporative anhydrite and gypsum 
nodules points to shallow settings. We therefore 
interpret the carbonaceous mudrock as formed by 
quiet subtidal sedimentation (also e.g. Bull et al., 
2011) in restricted fault-bounded sub-basins (cf. 
Selley et al., 2005) that ultimately lead to 
evaporation and hypersaline conditions for abundant 
evaporative nodules to form (Garlick and Fleischer, 
1972; Annels, 1974; Bull et al., 2011). The massive 
white dolomite lithofacies has been interpreted by 
other authors as carbonate-rich shallow-water 
sediments forming reefs on palaeotopographic highs 
in inter- to supratidal conditions (Garlick and 
Fleischer, 1972; Clemmey, 1974; Fleischer, 1984; Bull 
et al., 2011). Similar massive dolomites on basement 
highs have been identified at other deposits in the 
Eastern Zambian Copperbelt (Garlick, 1961b; Garlick 
and Fleischer, 1972; Fleischer et al., 1976; Annels and 
Simmonds, 1984).  
5.3.2. Relation to basin evolution 
Recently, a sequence-stratigraphic study was carried 
out on the Roan Group strata in the Chambishi-
Nkana basin near the Chambishi SE mine (Bull et al., 
2011). The authors interpret the base of the COM as 
an abrupt transgressive surface (TS) with the lower 
portion of the COM (5 to 6 m) as a thin transgressive 
systems tract (TST). Evaporitic nodules occur in the 
upper portion of the COM so that the maximum 
flooding surface (MFS) lies within the lower portion 
of the COM. The COM represents the first reducing 
environment above the siliciclastic conglomerates, 
quartzites and meta-arkoses of the Mindola Clastics 
Formation (Bull et al., 2011). The member is 
interpreted as the first and major transgressive event 
of multiple transgressive-regressive cycli in the 
Katangan Supergroup in an evaporitic environment, 
ultimately leading to the observed cyclic evaporitic 
marginal marine succession of the Kitwe Formation 
(Garlick, 1961b; Clemmey, 1974; Unrug, 1988; 
Cailteux et al., 1994a; Bull et al., 2011). The 
transgressions over basement occurred in fault-
bounded subbasins characterised by half-graben 
geometries (Selley et al., 2005). Selley et al. (2005) 
concluded that subeconomic white dolomite 
bioherms (i.e. barren gaps in many studies) are 
consistently associated with structural and thickness 
perturbations in rocks of the Mindola Clastics 
Formation especially above anomalously thin zones, 
caused by synrift faults, trough margins and 
basement highs. The clear and often abrupt lateral 
facies changes in correspondence with the basin 
geometries as observed in this study and others 
indicate that sediment deposition in the Mindola 
Clastics Formation and COM (Fig. 3) was strongly 
determined by the subbasin geometries. Later on 
more laterally similar conditions developed basin-
wide, as evidenced by similarities in Rokana 
Evaporites and overlying units throughout the Nkana 
region. The other Roan Group environments 
represent sedimentation in a more contiguous mixed 
clastic and carbonate-barred basin margin of an 
intracontinental basin (Bull et al., 2011). 
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6. Structural analysis of the Nkana area in the Chambishi-Nkana Basin 
 
Multiple outcrops were analysed 14km along strike in 
the Chambishi-Nkana Basin. Each of the outcrop 
areas is assigned a number (from 1 to 13) and the 
different outcrop sections are indicated in Fig. 11 and 
often referred to in the text by their respective 
numbers. Orientation data of structural elements is 
given in Fig. 11 and Table 1 and a basin-wide 
overview of the orientations is shown in Fig. 12. 
Most measurements were taken in underground 
crosscuts through the ore body. In underground 
outcrops, focus was put on veins and associated 
deformation features in the COM and closely 
adjacent parts of under− and overlying formations. A 
structural mapping was also conducted at the Nkana 
South open pit, resulting in a geological map and 
cross-section of the NW pit face of the open pit (Fig. 
13). Overview photographs are shown in Fig. 15 and 
Fig. 14. This open pit exploits a supergene mineral 
deposit containing malachite, heterogenite, goethite 
and azurite, amongst others. Structural features are 
still well preserved despite intense laterite alteration 
dissolving carbonate veins and hypogene sulphide 
mineralisation. Geological maps of two typical 
outcrops at Nkana South are given in Figs. 16 and 17. 
Two 3D visualisations of lateral cross-sections 
through the orebody are presented in Figs. 19 and 20 
to illustrate large-scale folds. 
6.1. Nature of fabric and polarity 
Foliation planes described in this text are lithological 
bedding, S0, a strong bedding-parallel cleavage fabric, 
S1 and tectonic cleavage fabric, S2. Only very locally is 
a crenulation cleavage, S3, developed, always closely 
related to shear zones. The intersection lineation, Li, 
indicates the intersection of S0/S1 and S2.  
A strong, shaly cleavage, S1, is developed in the 
carbonaceous mudrock to siltstone lithofacies of the 
COM (Fig. 22). Ultimately, it is related to the bedding, 
S0, as also observed in thin sections. At Nkana 
Mindola, S1 is generally not strongly developed (Fig. 
25). Gradual appearance of this shaly cleavage 
coincides with the lithofacies transition towards 
carbonaceous mudrock around Nkana Central 
southwards. Bedding-cleavage S1-S2 angular 
relationships and stratigraphic way-up structures, 
such as trough crossbedding and scours in the top of 
the Mindola Clastics Formation (e.g. Fig. 7A), show 
equal polarity. The structural and stratigraphic 
polarity are thus concordant. 
The tectonic cleavage, S2, is not as strongly developed 
as S1 in the incompetent layers of the carbonaceous 
mudrock lithofacies of the COM (Fig. 22). Generally, 
S2 cleavage is developed by the diffuse and 
discontinuous alignment of micas and sulphides (Fig. 
23B). Sometimes elongated authigenic dolomite and 
quartz grains lie parallel to the S2 cleavage (Fig. 23A). 
In the argillaceous dolomite, S2 is mainly visible by 
strong alignment of disseminated micas and 
sulphides in siliciclastic layers and especially 
prominent in layers of replacive coarse-grained 
dolomite in units 1, 3 and 5 of the argillaceous 
dolomite lithofacies (Fig. 7). No significant cleavage 
refraction could be observed in any lithofacies of the 
COM. In the literature, the carbonaceous mudrock 
lithofacies is almost always referred to as ore “shale”. 
However, the lithofacies is best described as an 
argillite because of the development of a tectonic 
fabric, reworking the shaly fabric. 
A more distinct S2 cleavage is developed in the top 
unit of the COM (unit 7, also locally named Hanging 
Wall Argillite). It shows a strong, often slaty and 
anastomosing S2 cleavage development axial planar 
to 2nd and 3rd order folds. It is developed in siltstones 
to fine-grained sandstones intercalated with 
metapelites (Fig. 24C) with marginal fanning 
occurring around fold hinges (Fig. 24C). The 
quartzites and arkoses of the overlying Rokana 
Evaporates Member and underlying Mindola Clastics 
Formation do not show significant mesoscopic 
cleavage development. Refraction of S2 cleavage is 
occasionally seen across folds in metapelite layers 
between thick quartzites and arkoses although the 
refraction angle is very low (Fig. 24). 
A strong disjunctive S2 cleavage is developed locally, 
in the highest strain domains of the carbonaceous 
mudrock lithofacies at Nkana Central and South. This 
disjunctive cleavage occurs throughout the southern 
parts of the study area, in outcrops 6, 7, 10 and 12 at 
Nkana South, but also in outcrop 5 at Nkana Central 
(see Fig. 11 for locations). Spacing of the strongly 
anastomosing cleavage is in the order of several 
centimetres up to 10 or 20 cm. Abundant Cu−Co 
sulphides or micas are aligned along these cleavage 
planes. A slaty cleavage is occasionally developed 
when S1 is sub-parallel to S2, i.e. ca. 230/90 (Table 1). 
Occasionally a sub-vertical transposition S2 cleavage is 
present of ptygmatically folded, S1-cleavage-parallel 
veins that subsequently show extensional features 
such as pinch-and-swell or boudinage. Faults locally 






Fig. 11 (left). Overview of studied sections in the SE of 
the Chambishi-Nkana Basin. Lower-hemisphere 
equal-area stereoplots of combined orientation data 
of all measured sections. Lower-hemisphere equal 
area stereoplots of various structural elements. Data 
and statistics on S1 and S2 (including β-girdles and π-
axes) are given in Table 1. 
Fig. 12 (below). All orientation data at Nkana South, 
Central and Mindola. Contouring is done by the Fisher 
distribution. A) Poles-to-S1 foliation have a maximum 
density at 047/07. B) Poles-to-S2 foliation have a 
maximum eigenvector of the distribution at 043/07. 
 
Generally, the intersection lineation is poorly 
developed. Li could only be confidently measured in 
the Nkana South open pit and was difficult to 
measure in underground crosscuts through the COM. 
This is firstly because S2 cleavage is generally only 
developed by disperse alignment of micas and 
sulphides and not often distributed in discrete 
microlithon and cleavage domains. Secondly, where 
the units have developed a slaty to disjunctive 
cleavage, ground conditions in the crosscuts were 
generally too poor to allow for detailed and confident 
analysis of Li markers. 
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Fig. 13. (A) Geological map of the west side of the Nkana South open pit (section 8 in Fig. 11). Lower hemisphere 
equal-area stereoplots refer to particular zones in the pit. Data and statistics on zones, girdles and π-axes-to-S1-




Outcrop  Attitude 
(mean) 
Data n β-girdle π-axis Shape (K) Strength (C) 
Nkana all own data  230/75 S0-S1 226 139/85 319/05 2.48 2.27 
Nkana all own + Clara (2009)  229/73 S0-S1 241 139/90 319/00 2.16 2.19 
Nkana all own  229/89 S2 75   2.51 3.05 
Section 1 (MMOP; Clara (2009)) 213/43 S0-S1 15   7.07 4.99 
Section 2 (Mindola 2630N X/C) 244/60 S0-S1 5   3.82 7.03 
Section 3 (Mindola 3900S X/C) 052/85 S0-S1 7   1.31 7.34 
Section 4 (Central 480S decline) 243/76 S0-S1 14  328/21 1.23 3.30 
Section 5 (Central 1450N X/C) 258/78 S0-S1 23  346/08 4.35 2.10 
 066/88 S2 12  349/81 2.20 3.79 
Section 6 (South 910N X/C) 223/78 S0-S1 31  313/01 7.26 2.32 
 050/83 S2 20  321/08 1.74 3.51 
Section 7 (South 473N X/C) 041/80 S0-S1 26  130/08 1.13 2.80 
 311/80 S2 8  316/67 1.17 2.93 
Section 8 (South open pit)        
zone 1  227/64 S0-S1 15     
zone 2  220/81 S0-S1 17     
zone 3  225/69 S0-S1 8     
zone 4  236/56 S0-S1 4     
zone 5  239/47 S0-S1 5     
zone 6  237/61 S0-S1 26     
zone 1 & 2  223/71 S0-S1 32 131/83 311/07 0.69 3.7 
zone 2 & 3  222/75 S0-S1 25 130/82 310/08 0.65 3.89 
zone 3 & 4  228/64 S0-S1 12     
zone 4 & 5  239/51 S0-S1 9 145/87 325/03 1.48 3.85 
zone 5 & 6  237/59 S0-S1 31 333/81 153/09 1.01 3.08 
zone 4, 5 & 6  237/58 S0-S1 35 333/80 153/10 1.14 3.15 
South open pit fold train  230/64 S0-S1 75 138/87 318/03 1.29 2.96 
South open pit fold train  218/84 S2 24 218/84    
South open pit fold train  299/08 Li (S1/S2) 14     
Section 9 (South 16S-70S X/C) 312/00 S0-S1 10 132/90 312/00 0.88 4.16 
Section 10 (South 190S X/C) 234/85 S0-S1 17  312/66 2.80 2.87 
Section 11 (South 1230S X/C) 223/56 S0-S1 12  288/33 3.79 3.17 
Section 12 (South 3460S X/C) 216/82 S0-S1 15  296/51 2.81 3.94 
Table 1. Orientation summary data and statistical distribution data for sections at Nkana (cf. Woodcock and 
Naylor 1983). Location of sections is indicated in Fig. 11. MMOP is Mindola Open Pit; X/C is mine crosscut. The π-
axis-to-S1-cleavage and β-girdle of the S1-cleavage are only shown where relevant. 
 
Fig. 14. Profile view towards the northwest side of the Nkana South open pit, taken August 14th 2012. The COM is 
the black layer, showing isoclinal folding and pinched out fold hinges. Compare with Fig. 13B for geology in profile 
section. 
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6.2. Multiple order folding along 
the eastern limb of the 
Chambishi-Nkana Basin 
Several orders of folds are developed at Nkana. A 
1st order syncline structure with a wavelength of 
ca. 6 km is developed on the southeast termination 
of the Chambishi-Nkana Basin (Fig. 6), with the study 
area situated on its eastern limb. It is shallowly 
plunging to the northwest (Bard and Jordaan, 1963; 
Brems et al., 2009), showing an undulatory profile 
with successive axial depressions and culminations 
(Jordaan, 1961). Many (sub)-hectometre scale 
2nd order folds are developed along this 1st order 
fold. Outcrop patterns of these 2nd order folds in 
Figs. 6 and 13 show M-type folds in the southeast 
and S- or Z-type folds on the southwest and 
northeast limbs of the 1st order syncline, respectively. 
The 2nd order folds are decorated by 3rd order folds 
on the scale of several meters, mainly developed in 
the more competent Rokana Evaporites Member and 
Nchanga Quartzite Member (Fig. 24). Ultimately, 
4th order folding reveals wavelengths of centimetre 
to decimetre scale, predominantly developed in the 
COM (Figs 25 and 27A). 
 
Fig. 15. Aerial view of the Nkana South open pit mine 
(image obtained 29/10/2012, © DigiGlobe, Google 
Earth). Outline of the carbonaceous mudrock 
lithofacies of the COM is indicated in red (dashed) 
lines. The dark area in the image is the COM.  Fold 




Fig. 16. Geological map of section 7 at 3220L around 473N crosscut in Nkana South. This section intersects a 
doubly-plunging (periclinal) NW-SE trending 2nd order fold geometry. Several 3rd order parasitic folds are present 
along the crosscuts. Stereoplot shows measurements in 473N crosscut, with the pole-to-bedding plunging 8° 




Fig. 17. Geological map of section 9 in Fig. 11 featuring 16N, 35S, 70S crosscut on 3140L at Nkana South. The 
lower-hemisphere stereoplot shows several shallow dipping reverse faults trending NW-SE (e.g. Fig. 27A). Folds 
are tight to isoclinally folded and the COM is often pinched out (cf. like in Fig. 14). The folds are arranged en 
echelon and are slightly periclinal. 
 
Fig. 18. Interpretation with respect to fold-geometries 
on a published geological map on the 3360L at Nkana 
South. Geological map modified from Brems et al. 
(2009). 
6.2.1. Nkana South 
Deca- to hectometre scale 2nd order folds 
characterise sections 6 to 12 at Nkana South. These 
folds are upright to occasionally overturned with 
slight NE verging asymmetry and tight to isoclinal 
interlimb angles. Fold trains show wavelengths of ca. 
50m (e.g. Fig. 14). A succession of such folds is seen 
in the Nkana South open pit (section 8 in Fig. 11; Figs. 
13B and 14) and underground for sections 7 to 9 at 
the same location (Figs. 16 and 17). 
In the Nkana South open pit, 3rd order M-, S- and Z-
type folds are developed on the northeast verging 2nd 
order folds in the Rokana Evaporites Member and 
the Kafue Arenites Member (Figs. 13 and 14). The S2 
cleavage is always axial planar to the folds. Poles-to-
S1-cleavage of individual folds developed in the 
formations overlying the COM show reasonable 
great-circle β-girdle distributions (zones 1 and 2 or 
zones 4, 5 and 6; dashed lines in Fig. 13). Similarly, 
for the entire fold sequence at the Nkana South open 
pit, the mean β-girdle of all combined poles-to-S1-
cleavage yields an attitude of 87/138 with a girdle-
like distribution, as indicated by a shape parameter 
of 1.29 with a strength of 2.96 (Table 1; Fig. 13; 
(Woodcock and Naylor, 1983). Folds reveal hinge 
thickening, leading to class 1C folds (Ramsay, 1967). 
In contrast, the COM in zones 3 and 4 of the open pit 
is isoclinally folded with an extremely angular fold 
hinge (Fig. 14). This is reflected in poles-to-S1-
cleavage being strongly clustered around 19/038 (Fig. 
13; Table 1). Intense hinge thickening is seen in the 
COM. 
Poles-to-S2-cleavage show slight NE vergence of axial 
planes, as indicated by the mean S2 cleavage plane 
(84/219) and its pole to mean S2 cleavage (06/039). 
Measured S2 values for the Nkana South open pit are 
31 
strongly (C = 4.12) clustered with a mean plane at 
219/84 (K = 2.98; Fig. 13; Table 1). The intersection 
lineation is quite variably sub-horizontal to gently 
NW or SE plunging. The pole of this β-girdle plunges 
03/318 (Fig. 13). On average, Li plunges 299/08 in the 
Nkana South open pit (Fig. 13 and Table 1). 
Occasionally, pinch-and-swell geometries are 
observed in overturned limbs. 
6.2.2. Nkana Central and Mindola 
Second order folds gradually become more open to 
the north of Nkana Central shaft and show 
progressively lower wavelengths and interlimb angles 
northwards. The lateral spacing between 2nd order 
folds decreases from less than 100 m near Nkana 
South (Figs. 13 and 17) to several hundreds of meters 
near Nkana Central (Fig. 11). The 2nd order folds in 
outcrops 4 and 5 are developed on a scale of several 
hectometres. Similarly, the anticline in outcrop 13 
shows a moderately open fold developed on the 
scale of 500-600 meter (Fig. 19). Parasitic fold 
development on the limbs of 2nd order folds is also 
less frequent and at lower amplitudes and 
wavelengths than at Nkana South. Although folds are 
more open at Nkana Central, angular fold hinges also 
characterise the COM (Fig. 19). The strike of the folds 
is somewhat more north-directed, as indicated by 
the π-axis-to-S1-cleavage (section 5 in Fig. 11). In 
addition, the S2 cleavage also strikes more 
northward. Folds are still shallowly plunging with the 
π-axis-to-S1-cleavage plunging 04/348 (section 5; Fig. 
11; Table 1) and with a fold hinge line plunging 
07/345 (section 13; Fig. 19). 
The northernmost observations at Mindola in 
outcrops 1 to 3 show strong clustering of S1 cleavage 
data (Fig. 11 and Table 1). At Mindola in the NW, 
beds are broadly warping on the northern normal 
limb of the 1st order syncline, as shown by poles-to-
bedding in Fig. 11. No high-amplitude secondary 
folding is developed at Mindola. 
 
 
Fig. 19. Schematic block diagram (view towards the 
SW) of the COM between 2700L and 3300L (in feet) 
and between 1700mN and 2400mN in Nkana Central. 
Block diagram is based on a reconstruction from 
geological maps, boreholes and subsection plans of 
Mopani Mines Plc in the Vulcan® software. This fold is 
termed the “Zero anticline” in local mine 
nomenclature. The COM is indicated in grey and 
underlying formations (including basement rocks) in 
red. The light grey plane represents the horizontal 
plan of 3300L level. The COM is strongly pinched out. 
Small parasitic folds evolve into major folds from SE 
to NW as an en echelon fold system, further 
described in the text. 
 
 
Fig. 20. Schematic block diagram (view towards the 
SW) between 2500L and 3300L and between 1000mN 
and 1500mN in Nkana Central. Block diagram is 
based on a reconstruction from geological maps and 
subsection plans of Mopani Mines Plc in the Vulcan® 
software. The COM is indicated in grey and various 
underlying formations (including basement rocks) in 
red. The light grey plane represents the horizontal 
plan of 3300L level. In the NE, a strongly developed 
parasitic 2nd order fold is seen with multiple 3rd order 
folds. This 2nd order fold gradually dies out towards 





Fig. 21. Simplified illustration of concepts of fold linkage. (A) Direct fold linkage. (B) En echelon fold linkage. (C) 
Bifurcation fold linkage. 
 
6.2.3. Periclinal fold geometries 
At Nkana South and Central, 2nd and 3rd order folds 
are non-cylindrical and often doubly plunging. The 
intersection lineation varies between gently NW or 
SE plunging, averaging 299/08 (Fig. 13; Table 1). 
Similarly, the π-axes-to-S1-cleavage plunge both to 
the NW and SE for several outcrops along the eastern 
limb of the Chambishi-Nkana Basin (Figs. 11 and 13). 
The total variation in Li and π-axes-to-S1-cleavage is 
ca. 15° (Table 1). Importantly, the abundant 3rd and 
4th order folds plunge in the same direction as their 
parent 2nd order anticline (Fig. 16). A doubly plunging 
undulating fold hinge line was directly observed in 
section view on the SW face of outcrop 8 (Fig. 11). 
Doubly plunging folds and undulating fold hinge lines 
lead to elongate periclinal dome-shaped geometries 
in geological maps near outcrops 7 and 9 (Figs. 16 
and 17). 
The periclinal fold geometries at Nkana interact along 
strike, leading to fold linking and bifurcation. The 
different possible types of fold linkage are 
exemplified in Fig. 21. A first example of fold 
bifurcation occurs at outcrop 13 near Nkana Central 
(Fig. 19). Initially, at 1500N, a moderately open 2nd 
order fold is developed on the scale of 500-600 
meter, with a fold hinge line plunging 07/345. A small 
3rd order fold is developed on the SW limb of this 2nd 
order anticline (Fig. 19). Down plunge, this parasitic 
fold gains amplitude and wavelength to become a 2nd 
order fold plunging ~10° in the same direction. 
Concomitantly, the northern anticline decreases in 
size. Ultimately, at 3000N, the two anticlines are 
equal in amplitude and wavelength. This structure 
can be seen as a left lateral bifurcated anticline by 
lateral linkage of one fold with two other folds 
(Ghosh and Ramberg, 1968). A second example, at 
outcrop 14, reveals complex fold patterns in a fold 
train of parasitic 3rd order folds along the 
southwestern limb of a 2nd order fold (Fig. 20). This 
parasitic fold train gradually decreases in importance 
towards the Northwest, dying out on the limbs of the 
lower order fold. As a final example, the geological 
map of 3360L mining level at Nkana South published 
by Brems et al. (2009) shows curved axial traces, 
elongate periclinal folds and both lateral en echelon 
linkage and bifurcation fold linkage (outcrop 14; Fig. 
18). Previous studies at Nkana have identified similar 
variability in fold hinge lines with plunges between 
20° to 40° northwest and local steepening, flattening 
and reversing of fold hinge attitudes (Jordaan, 1961; 
Bard and Jordaan, 1963). Many of the periclinal fold 
geometries are hence arranged as a left or right 
lateral en echelon series of folds, showing bifurcation 
linkage or en echelon linkage, with frequent 
structural saddles in between 2nd order folds. 
6.2.4. Fourth order folds 
At Nkana South and Central abundant bedding-
parallel veins show single-layer or dis- and 
polyharmonic multilayer folding (Fig. 27A). Folding is 
on the 4th order showing wavelengths between 0 and 
40 cm. At Nkana Mindola, many intraformational fold 
trains are observed, particularly in units 1, 3 and 5 of 
the COM (Fig. 25). These folds are mainly developed 
by the thin silty layers (up to 3 cm thick) with 
intermittent dolomite showing considerable 
thickness variations in between folded siltstone 
bands. The fold trains show dis− to polyharmonic 
multilayer folding but also change laterally from 
straight undeformed segments into folded segments 
(Fig. 25). These folds consistently reveal subvertical 
to slightly N-verging axial planes clearly expressed by 
an S2 cleavage, along which sulphides are aligned. 
However, many of the siltstone and dolome bands 




Fig. 22. ‘Carbonaceous mudrock’ (argillite sensu 
strictu) lithofacies of the COM showing a strong 
bedding-parallel shaly S1 foliation. A gentle axial 
planar tectonic cleavage S2 is developed, mostly only 
developed by discontinuous alignment of micas and 
sulphides. Pencil for scale. 
 
Fig. 23. Micro-photographics of fabric elements in the 
carbonaceous mudrock lithofacies at Nkana South. A) 
Crossed polar showing muscovite, biotite and quartz 
with long axis parallel to S2 foliation. B) Shaly S1 fabric 
with bedding-parallel dolomite veins. A weak S2 
foliation is developed. 
6.3. Faults and shear zones 
Many bedding surfaces in the COM and Rokana 
Evaporites Member show slickensides with mica, 
chlorite and tremolite slickenfibres and abundant 
bedding-parallel slickenfibre veins. These slickenlines 
have a pitch between 70° and 90° and are orthogonal 
to local fold hinge lines and π-axis-to-S1-cleavage (Fig. 
26). Lineations formed by the slickenfibre step edges 
are subhorizontal to plunging 20°, either NW or SE, 
parallel to the local π-axis-to-S1-cleavage (Fig. 26). At 
Nkana Mindola, dolomite slickenfibre-veins are 
predominantly present in dolomite-rich coarser-
grained units 1, 3 and 5. 
Low angle reverse faults are recognised in the 
Mindola Clastics and Kitwe Formations at Nkana 
South and Central. Two well-exposed low-angle 
reverse faults at outcrop 9 (Fig. 11) show 10 m fault 
displacements at an angle of 15°, yielding 
stratigraphic displacements of up to 3 or 4 m. These 
low-angle faults show laminated veins parallel to the 
fault surface and cut off folded bedding-parallel veins 
and disjunctive S2 cleavage planes (Fig. 27A). Fault 
movements are almost pure dip-slip, with a pitch of 
85S for talc slickenlines on a 203/103 fault and 87S 
for tremolite slickenlines on a 203/13 fault (Fig. 11 
and Fig. 27). 
In addition to these low-angle reverse faults, high 
angle faults are observed, mostly with normal and 
occasionally reverse shear sense. Fig. 27 shows such a 
steeply dipping fault at outcrop 7, with inferred 
normal shear sense from several subvertical 
arrowhead veins with high aspect ratios that straddle 
the fault surface (Fig. 27). The fault is also marked by 
fault-parallel laminated veins. Similar examples are 
found in outcrops 8 and 10. Displacements along 
individual faults are small, on the decimetre to cm 
scale, also for higher levels at the Nkana deposit 
(Jordaan, 1961; Bard and Jordaan, 1963).  
Several broader steeply dipping shear zones with 
chaotic veining are found in the COM at Nkana South 
and Central. At outcrop 4 in Nkana Central, a 50 cm 
thick zone shows highly disturbed and folded internal 
bedding between undisturbed planes (Fig. 27E). The 
zone is dipping 74/254 parallel to both S1 and S2 
cleavage. The deformed zone has developed the 
same shaly cleavage fabric as the surrounding units 
and reveals folded bedding-parallel veins. In addition, 
S2 cleavage is disturbed relative to its attitude outside 
the shear zone (Fig. 27E). 
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At Nkana South and Central, many S2 cleavage planes 
reveal evidence of shear. Small displacements are 
observed in veins that are cut by S2 planes, which 
cannot be attributed to diffusive mass transfer 
(Blenkinsop, 2000). In the hinge zones of high strain 
chevron folds, steeply inclined shear zones are found 
sub-parallel to axial planar S2 cleavage, especially in 
the COM (e.g. Figs. 13 and 27). 
 
Fig. 24 (this page, right). Third order folds in the 
Rokana Evaporites Member. A) A steep (reverse?) 
fault developed on the limb of a 3rd order fold. B) 3rd 
order parasitic folding in sandstones with a 
wavelength of around one meter. C) Slightly NE 
verging anticline. Almost no cleavage refraction can 
be observed between beds of the Rokana Evaporites 
Member. 
 
Fig. 25 (next page, left). Intraformational folding of 
siliciclastic layers (mudstone, siltstone) in dolomite in 
unit 5 of the argillaceous dolomite at Nkana Mindola. 
The multilayer folding is poly- to disharmonic. The 
orientation of the tectonic cleavage is subvertical or 
dipping steeply NW. Chalcopyrite and bornite occur 
disseminated and in patches. Occasionally, siliciclastic 
beds are laterally interrupted or broken up (arrows). 
 
Fig. 26 (next page, right). A) Dolomite slickenfibres 
parallel to S1 cleavage in the limb of a 3rd order fold 
developed in the Rokana Evaporites Member in the 
Nkana South open pit (section 8). Slickenfibre steps 
reveal reverse slip and the slickenline lineation (pitch 
of 80) is sub-orthogonal to the local π-axis-to-S1-
cleavage plunging 9° westwards. Slickenfibre step 
lineations (dashed lines) are plunging 35 towards 
312. (B) Dolomite slickenfibres on a S1 cleavage plane 
in the limb of a 2nd order fold developed in the COM. 
C) Dolomite slickenfibres with a slickenfibre step pitch 
of 26 on the S1 plane 83/248 in the Rokana Evaporites 








6.4. Interpretation of macro− and 
mesostructural elements 
6.4.1. Fabric development and 
tectonic foliation 
Development of the tectonic S2 cleavage is 
interpreted as co-genetic with folding, based on the 
following observations. Throughout the area, S2 is 
always axial planar to the local folds (Fig. 11). 
Moreover, in all crosscuts, the π-axis-to-S1-cleavage 
lie on the mean S2 plane to within 5 degrees deviance 
(Table 1). The attitude of Li corresponds quite well to 
calculated π-axis-to-S1-cleavage for each of the 
separate zones in the Nkana South Open Pit (Fig. 13; 
Table 1). The variability which is observed in the 
intersection lineation orientation can be explained by 
similar variability in the cleavage attitude and by the 
non-cylindrical nature of the folds. 
The strongly clustered combined S2 data in Fig. 12 
demonstrates that S2 is very consistent over the 
length of the eastern limb of the Chambishi-Nkana 
structural basin between Nkana Mindola and Nkana 
South (K = 2.51 and C = 3.05; Table 1). A mean S2 of 
229/88 for all measurements combined (n = 75), 
indicates a sub-vertical S2 cleavage that is consistent 
with the regional SW-NE structural grain of the 
orogen (Kampunzu and Cailteux, 1999b; Porada and 
Berhorst, 2000a; Selley et al., 2005). In addition, the 
combined π-axis-to S1-cleavage at Nkana lies very 
close to the mean S2 cleavage plane, at 229/73 (Fig. 
12; Table 1). Moreover, the mean Li attitude of the 
combined fold train at the Nkana South open pit 
deviates only slightly from the orientation of the 
calculated mean fold axis (Fig. 13). The folding and S2 
cleavage development are therefore interpreted to 
have occurred during a single NE-SW oriented 
shortening. 
U-Pb SIMS dating of U-bearing minerals that were 
syn-tectonic to this single shortening event revealed 
ages of 530.1 ± 5.9 Ma (Decrée et al., 2011; Eglinger 
et al., 2013). In addition, a Re−Os molybdenite age of 
525.7 ± 3.4 Ma was obtained for a sample of a 
chalcopyrite-bearing vein at Nkana that was late-
tectonic to the shortening (Barra, 2005; Selley et al., 
2005). This places the NE-SW oriented shortening 
event during the Lufilian orogeny. 
6.4.2. Bedding-parallel shear 
Abundant evidence for bedding-parallel shear is 
observed. The high slickenline pitch angles on 
bedding-surfaces or slickenfibre veins coincide with 
β-girdles of bedding. Slickenfibres are reverse slip in 
normal limbs of the folds (e.g. Figs. 13 and 26). These 
observations are indicative of flexural slip folding, 
most prominently in the limbs of chevron type folds 
(Tanner, 1989; Couples et al., 1998). This flexural slip 
accommodates the tight to isoclinal chevron type 
folding producing strongly pinched out hinge zones 
as for example observed in Fig. 14.  
6.4.3. Timing of faulting 
Faults with displacements up to 10 or 20 m were 
observed in the deposit (Jordaan, 1961; Bard and 
Jordaan, 1963; Brems et al., 2009; Croaker, 2011). 
However, generally, fault displacements are much 
lower, based on our observations. Low and high 
angle normal and reverse faults are generally 
observed to be late, postdating folding and S2 
development, based on their truncation of folded 
bedding parallel veins (Fig. 27), their relation with S2 
cleavage (Fig. 27) and the lack of folded faults. These 
faults were therefore activated at least after the fold 
amplification stage of 4th order folds and during or 
after late homogeneous shortening of folds (see later 
sections). 
The local parallelism between fault and fold attitude 
is high, leading to NW−SE trending features. This is 
exemplified in section 5 (1450N X/C crosscut; Fig. 11) 
and section 9 (16S X/C crosscut; Figs. 11 and 17). 
Fault attitudes are parallel to bedding strike across 
2nd and 3rd order folds, as shown by the coincidence 
of the π-axis-to-S1-cleavage and Li with fault planes 
for several outcrops (Fig. 11). Although no definitive 
conclusion can be made whether these NW-SE 
trending faults represent a distinct deformation 
phase or not, this indicates that for both folding and 
later faulting the orientation of the intermediate 
stress component, σ2, was the same and that σ1 and 
σ3 were in the same plane. Nevertheless, late high 
angle normal faults show sub-vertical extensional 
‘arrowhead’ veins along fault planes. Such vein 
geometries indicate a horizontal σ3 during a phase 
where the fault was active and are therefore 
consistent with a late-tectonic inversion towards an 
extensional Andersonian regime (Cox et al., 2001; 
Blenkinsop, 2008). 
6.4.4. Rheology contrast 
The viscosity contrast between COM and surrounding 
formations is lower in Nkana Mindola compared to 
Nkana South. The sometimes intense hinge 
thicknening in the COM indicates class 2 or 3 folds 
(cf. fold classification of Ramsay, 1967). The fold 
geometries in the under− and overlying formaƟons 




Fig. 27. (A) Low angle reverse fault in 16S crosscut (section 9 in Fig. 11) displacing folded bedding parallel veins. 
The fault is orientated 13/203 and mineralised by dolomite and quartz. (B) High angle normal fault with dolomite 
arrowhead veins in 473N crosscut at section 7 near Nkana South (Fig. 16). Slickenlines indicate an almost purely 
dip slip shear component. This fault is developed in the southern limb of a 2nd order anticline, with the anticlinal 
fold hinge towards the right of the photograph. (C) Talc showing slickenlines along a low angle reverse fault in 
19S X/C at Nkana South. Slickenlines indicate an almost purely dip slip shear component. (D) Tremolite 
slickenlines on vein wall of S1-parallel dolomite vein that was altered to tremolite. Bedding is 60/231. Indicates a 
component of shear parallel to bedding (during or after alteration took place). E) Intraformational shear zone in 
the COM at section 4. F) Shear zone in the COM at section 5. The S1 foliation is indicated in yellow. 
  
38 
In the carbonaceous mudrock lithofacies, bedding-
parallel veins and subsequent overgrowth 
generations are often strongly buckled and folded or 
sheared in 4th order folds. They behave as competent 
beds in an incompetent matrix. Similarly, buckling 
indicates a rheological contrast between dolomitic 
layers and siltstone layers. Accommodation in Nkana 
was mainly via folding on multiple scales, with 
relatively little accommodation of deformation via 
faulting. The predominance of folding is true for most 
deposits in the Eastern Zambian Copperbelt 
(Mendelsohn, 1961a; Selley et al., 2005; Hitzman et 
al., 2012) except perhaps for Nchanga (Fig. 2), with 
detachment faults and fault-propagation folds, 
strongly influenced by the presence of the Nchanga 
granite (McGowan et al., 2003, 2006). 
6.4.5. Apparent strain gradient along 
the eastern limb of the 
Chambishi-Nkana Basin 
The main observations of the large scale structure 
are illustrated in an interpretative block diagram in 
Fig. 28. The deformation intensity varies significantly 
over the extent of the study area: numerous tight, 
isoclinal folds at Nkana South gradually becoming 
more open towards the NW, north of Nkana Central 
and ultimately showing broad warping of relatively 
undisturbed and steeply inclined beds at Mindola. A 
general strain gradient is therefore identified from 
NW to SE. This gradient can be explained by a 
combination of two factors. 
First and foremost, the strain gradient is a geometric 
effect: essentially, a transect is made through a 
dipping megascale fold. The 1st order syncline dips 
20° NW and intersects with a low relief highland 
topography (Figs. 11 and 28). The hinge zone of this 
1st order syncline is intersected at Nkana South, 
showing high strain, tight to isoclinal, high amplitude 
2nd and 3rd order M-type folding. Subsequently 
towards the NW, the topography intersects the 1st 
order fold limbs progressively further away from the 
fold hinge (Fig. 28). Parasitic, slightly asymmetric, S- 
and Z-folds are abundant at Nkana South and Central 
close to the hinge zone of this 1st order syncline. 
However, the amplitude gradually decreases and 
distance between folds increases away from the 
hinge zone of the larger fold (Fig. 11). Ultimately, the 
Nkana Mindola deposit is situated far into the limb of 
the 1st order syncline (Fig. 28). Parasitic folds are, 
however, still present, as evidenced by widely spaced 
asymmetric sinuisoidal indents in the outcrop pattern 
of the Upper Roan Group between Nkana Central 
and Mindola open pit (Fig. 11). 
Secondly, a strong lithofacies variation lies parallel to 
the strain gradient (cf. Fig. 6), leading to a change in 
the macroscale build-up of the multilayer sequence. 
The COM is characterised subsequently by (1) 
strongly cemented, competent, sub- to intertidal 
dolomites at Mindola, (2) over talc-tremolitic massive 
dolomites in the Kitwe Barren Gap, (3) returning to 
an intermediate dolomitic argillite facies north of 
Nkana Central and (4) ultimately gradually changing 
to shale or siltstone with high fissility along S1 and S2 
at Nkana Central and South. Other units in the 
multilayer sequence do not show such strong 
lithological variations except for large thickness 
variations in the underlying Mindola Clastics 
Formation, in relation to palaeogeographic highs 
(Selley et al., 2005; Bull et al., 2011; Croaker, 2011; 
Hitzman et al., 2012). 
 
Fig. 28. Interpretative schematic block diagram of the 
SE part of the Chambishi-Nkana Basin, showing 1st 
order synclinal structure plunging 20 – 30° to the NW. 
Only Lower Roan Group stratigraphy is shown with 
the top of the Lower Roan Group exposed and the 
COM represented by the thick black line. Third order 
folds are tight to isoclinally folded in the South 
generally opening up towards the North. The COM at 
South Orebody behaves ductily and is pinched out or 
fault-bounded in the fold hinges and folds sometimes 
reveal reversed plunges. Towards the North, the 
lithofacies of the COM changes to a more competent 
unit with the Nkana Mindola and Mindola North 
shafts excavating the north-eastern limb of the 
second order syncline. 
These changes in the multilayer configuration could 
have significantly influenced the fold behaviour 
(Ramsay, 1967; Frehner and Schmalholz, 2006; 
Treagus and Fletcher, 2009; Hudleston and Treagus, 
2010). The increased fissility and intensity of shaly 
fabric development at Nkana Central and South 
increases the degree of anisotropy in the multilayer 
sequence. Such high anisotropies influence the finite 
amplitude evolution of multilayer folding by more 
rapidly increasing amplitudes during fold 
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amplification (Price and Cosgrove, 1990; Hudleston 
and Treagus, 2010; Hobbs et al., 2011).  
In addition, changes in multilayer configuration and 
relative layer viscosities and anisotropies can 
influence the nature and occurrence of parasitic 
folding (Muhlhaus et al., 1998; Treagus and Fletcher, 
2009; Hudleston and Treagus, 2010). Recent 
numerical modelling has shown that the amplitudes 
of parasitic folds decrease from hinge to inflexion 
point of larger scale folds (Frehner and Schmalholz, 
2006). This explains the observed decrease in 
amplitude from Nkana South to Central. 
Nevertheless, 4th order folding of competent 
bedding-parallel veins in the COM shows extremely 
high amplitudes, certainly in the multilayer systems. 
Frehner and Schmalholz (2006) have shown that a 
high number of thin competent layers generate 
higher amplification rates than sequences with less 
layers and therefore require less strain to develop 
high amplitude parasitic folds. 
The composition of the COM itself not only influences 
parasitic folding of layers on the 4th order scale. It 
also influences the amplitude of the multilayer system 
on the larger scale. Fold trains in the carbonaceous 
mudrock lithofacies generally show very high 
amplitudes, leading to abundant chevron fold types 
and fold accommodation structures. Multiple viscous 
layers that are strictly confined are seen to produce 
high fold amplification rates for the entire sequence 
(Treagus and Fletcher, 2009). In particular, the 
thickness of the competent layers has a significant 
influence on the fold amplitude of the multilayer 
sequence (Treagus and Fletcher, 2009). The COM 
contains abundant thin competent veins and in 
addition, the top unit (Hanging Wall Argillite unit) of 
this Member shows a cm alternation between sand- 
and siltstones. Therefore, it is plausible that the 
abundance in thin competent units greatly 
influenced the fold amplitude of the larger multilayer 
system, leading to the chevron fold geometries 
observed today at Nkana South and Central. 
6.4.6. Non-cylindricity and 
interference of fold 
geometries 
Folds at Nkana reveal non-cylindrical elongate 
periclinal fold geometries, sometimes arranged en 
echelon. As there is no evidence for two deformation 
phases, the interference and lateral linking and 
bifurcation of folds at Nkana is interpreted as linear-
linkage, en–echelon-linkage and bifurcation linkage 
during progressive folding in one phase of 
deformation. The question arises then, why the 
folding at Nkana are arranged as non-cylindrical fold 
geometries with fold linkage and bifurcation 
structures. 
Fold linkage by linear, en-echelon or bifurcation 
linkage is mechanically feasible and is thought to be a 
common process during progressive shortening and 
fold growth (Schmid et al., 2008; Bretis et al., 2011; 
Grasemann and Schmalholz, 2012). These studies 
and other similar numerical modelling experiments 
also show that fold axial planes in multilayer 
sequences are mostly curved and not parallel to each 
other (Schmalholz and Schmid, 2012).  
In addition to various forms of fold linkage, 
culminations and depressions along fold hinges are 
shown to be natural phenomena in 3D fold 
development, even in plane strains (Muhlhaus et al., 
1998; Schmid et al., 2008; Grasemann and 
Schmalholz, 2012). A single folding phase can 
therefore also produce culminations and depressions 
in the fold hinges. Plunge variations as in Fig. 16 arise 
from lateral fold interaction during growth, and can 
then lead to structural saddles and en echelon 
periclinal geometries (cf. Treagus and Treagus, 1981; 
Lisle et al., 2010). In addition, folds propagate along 
fold hinge when growing under increasing strain and 
angular hinge migration of folds naturally leads to 
periclinal geometries (Treagus and Treagus, 1981; 
Hudleston and Treagus, 2010). Indeed, initial 
geometrical heterogeneities, differences in layer 
thickness and perturbations at layer interfaces can 
strongly influence the fold shapes during progressive 
folding (Schmalholz and Schmid, 2012), although 
other factors can also contribute to irregularities in 
folds, during progressive fold development (Hobbs 
and Ord, 2012). For example, Bretis et al. (2011) 
argue through comparison of mechanical numerical 
models of Schmid et al. (2008) that initial 
perturbations have a strong influence on the nature 
of lateral linkage during fold growth and interaction. 
Individual fold segments are linked only when they 
occur under a critical distance from each other, 
argued by Gasemann & Schmalholz (2012) to be 
around one-half of the low-amplitude fold 
wavelength, otherwise laterally propagating folds 
grow past each other without mechanical linking 
interaction. This wavelength dependence can explain 
why similar linking geometries exist in Nkana South 
and Central, despite large difference in fold 
wavelength. In addition, when fold hinges are far 
apart, folds still interact and can lock up each other, 
preventing further propagation and causing them to 
align en echelon (further apart than approximately 
half their maximum wavelength according to 
Cosgrove, 1998).  
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6.4.7. Intraformational folds  
at Nkana Mindola 
Abundant microfolding occurs in the argillaceous 
dolomite lithofacies at Mindola (Fig. 25). Porada & 
Druschel (2010) interpret the fold trains at Nkana 
Mindola as surface morphological features created 
solely by synsedimentary folding of dolomite mats, 
but do note that the microfolds reveal asymmetry 
and show ‘preferred orientation of ridges’. Clemmey 
(1978) also interprets these fold trains as 
synsedimentary in origin, although having formed in 
a more cohesive substrate. Complexly contorted 
layers – or enterolithic layering – are indeed common 
in dolomites that are formed in evaporative 
environments (Tucker and Wright, 1990) either 
because of continued anhydrite growth within the 
sediment or because the anhydrite replaces gypsum 
crusts that grew upon contorted algal mats (Hardie, 
1987). 
However, purely syn-sedimentary features would not 
produce folding (1) with the attitude of fold axial 
planes consistently parallel to a tectonic S2 cleavage 
over such wide areas and (2) wavelengths correlating 
with the thickness of the strata involved. Therefore, a 
tectonic origin is the most logical explanation for the 
intraformational multilayer microfolding in the 
argillaceous dolomite lithofacies at Nkana Mindola. A 
similar example of a tectonic origin for 
intraformational multilayer microfolding is observed 
in the Permian Castile evaporates in Texas, USA. 
There, folding of evaporate gypsum layers 
intercalated with siltstone beds is interpreted to be 
due to viscous-elastic layer-parallel shortening 
(Kirkland and Anderson, 1970; Kirkland and Evans, 
1980; Alexander and Watkinson, 1989). 
6.4.8. Evidence for influence of 
basement and basin 
architecture on deformation 
Selley et al. (2005) investigated the basin 
architecture of the Chambishi SE, Chibuluma and 
Mwambashi B deposits in the Chambishi-Nkana Basin 
in detail (for locations see Fig. 2), using formation 
thickness isopach maps to infer basement structures. 
The authors revealed a clear correlation between 
fault-bounded basement highs, thickness variations in 
the Mindola Clastics Formation and concomitant 
facies changes in the Kitwe Formation above inferred 
palaeohighs. In their analysis, the basin architecture 
showed two structural trends: predominantly NW 
and sometimes WNW. Selley et al. (2005) concluded 
that the geometry and distribution of sediments 
appear to be related to the geometry of halfgraben 
structures and their bounding faults in the Mindola 
Clastics Formation, also suggested earlier by several 
other authors (Garlick, 1961b; Mendelsohn, 1961a; 
Fleischer et al., 1976).  
Structural elements covariate strongly along the 
eastern limb of the Chambishi-Nkana Basin although 
combined measurements reveal a high degree of 
coherence. The co-variance in each of the individual 
sections is strong (Fig. 11) despite significant local 
trend variations along the SE part of the Chambishi-
Nkana Basin. In addition, the S2 cleavage is always 
axial planar to local folds, as well as fault orientations 
and L1 lineations, despite the ca. 20° variability in the 
fold plunge direction (compare variation in 
orientations in Fig. 11 relative to Fig. 12). The trend 
observed in this study for the 1st order syncline at 
Nkana is NW (318°, Table 1, Fig. 11), whereas to the 
northwest of Nkana Mindola this trend becomes 
WNW (ca. 300°, Fig. 11). This variation is in 
accordance with observations of Selley et al. (2005) 
of trends in the basement structures. Because the 
Chambishi-Nkana Basin contains normal half-graben 
fault structures trending exactly WNW and NNW, 
these structures therefore likely influenced the 
development of folding trends at Nkana.  
It therefore appears that folding at the Nkana deposit 
was parallel to and locally strongly influenced by the 
pre- to early Katangan basin architecture. The basin 
architecture also had a large influence on lithofacies 
distribution of the early Katanga Supergroup 
sediments (Selley et al., 2005; Bull et al., 2011; 
Hitzman et al., 2012). These observations agree with 
the observations that inherited extensional basin 
geometries can play a significant role in controlling 
structure development during later shortening 
(O’dea and Lister, 1995). 
A comparison of basement and basin trends can be 
made for other deposits in the Eastern Middle 
Lufilian (Fig. 1). Folding trends are always parallel to 
the inferred basin trends in the local Chambishi-
Nkana Basin (Fig. 2), being NW in Chambishi SE 
(Selley et al., 2005), NNW at Chibuluma (Winfield and 
Robinson, 1963) and NW in the Mwambashi B 
deposit (Selley et al., 2005). A correlation between 
folding and structural basin architecture trends is 
also present in other deposits outside the Chambishi 
Nkana Basin. More towards the north, at Konkola, a 
305 WNW basin trend line from thickness contours 
of footwall formations trends parallel to the 
directions of the fold pattern (Schwellnus, 1961; 
Ralston, 1963; Selley et al., 2005; Torremans et al., 
2013). In addition, WNW basin trends occur at 
Nchanga coinciding with the folding style there as 
well as EW striking high angle normal faults in the 
basement topography (McGowan et al., 2003, 2006). 
In the Eastern Zambian Copperbelt, local fold 
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patterns are therefore generally parallel to the local 
basin architecture, despite differences in the basin 
trends between the deposits. 
Pre-existing structures in a basin inherited from, for 
example, a rifting stage, commonly influence further 
evolution of a sequence during shortening (O’dea 
and Lister, 1995; Holdsworth et al., 1997; Bailey et 
al., 2002; Potma and Betts, 2006). The presence of 
basement buttresses can control whether a 
sequence deforms through inversion of original basin 
related normal faults or through folding of the cover 
sequence (Bailey et al., 2002). In their study, Bailey et 
al. (2002) concluded that shortening was primarily 
accomplished by folding in the presence of basement 
buttresses, whereas in their absence, more 
shortening was accomplished by inversion of old 
normal faults.  
6.4.9. Comparison in the Eastern 
Zambian Copperbelt and 
implications for tectonic style 
The existence of structural saddles and apparent 
superposition of two fold trend directions has 
classically been described as “crossfolding” in the 
Zambian Copperbelt. More specifically, the NE-SW 
alignment in culminations and depressions in NW-SE 
trending fold hinges was often interpreted as the 
syntax of early NE and late NW directions of folding 
(Garlick, 1961b; Bard and Jordaan, 1963; Fleischer et 
al., 1976). Such structures have by some authors 
been attributed to a D3 Chilatembo deformation 
phase, either late in or posterior to the Lufilian 
orogeny (Kampunzu and Cailteux, 1999b; Kampunzu 
et al., 2009; Kipata et al., 2013). These 
interpretations must be reassessed, considering 
newly developed insights into the nature of 
progressive deformation and fold development 
(Fletcher, 1995; Hudleston and Treagus, 2010; Hobbs 
et al., 2011; Grasemann and Schmalholz, 2012; 
Hobbs and Ord, 2012; Schmalholz and Schmid, 2012). 
More specifically, the orientation of the fold hinge 
line is governed by the deformation-rate tensor, 
either in coaxial or non-coaxial deformation, which 
can lead to the existence of wavelengths parallel to 
the intermediate deformation-rate in this tensor, as 
discussed by Hobbs et al. (2011). Additionally, recent 
numerical modelling has shown that multiple 
dominant wavelengths can easily be developed in 
one folding phase (Muhlhaus et al., 1998; Schmid et 
al., 2008; Hobbs et al., 2011; Grasemann and 
Schmalholz, 2012). These insights show that the 
development of structural saddles and NE-SW 
alignment in culminations and depressions in the 
NW-SE trending fold hinges can well be explained by 
a single deformation phase. 
Non-cylindrical periclinal fold geometries and 
different types of fold linkage are observed 
throughout the Eastern Zambian Copperbelt (see Fig. 
2 for locations), from Konkola in the NW to Luanshya 
in the SE (Garlick, 1961b; Jordaan, 1961; Schwellnus, 
1961; Bard and Jordaan, 1963). At the Chambishi 
mine, fold hinges attain variable NW or SE plunges in 
overturned 3rd order folds that are arranged en 
echelon on the limb of a SW dipping 1st order 
monoclinal structure (Garlick, 1961b). In Chibuluma, 
fold hinges plunge 7° – 10° towards 330 to 320 
(Winfield and Robinson, 1963). Various types of fold 
linkage can be inferred at Chambishi (e.g. Figure 93 in 
Garlick, 1961b). Linkage of 1st order NW and WNW 
folding occurs at the Luanshya and Baluba deposits 
(Mendelsohn, 1961a). Therefore, it is clear that the 
results identified in this study are common in these 




7. Veining at the Nkana mine 
 
7.1. Vein generations 
Several vein generations are found at the deposit, 
previously studied with respect to the metallogenetic 
model of the ore deposit (Brems et al., 2009), the 
geochemistry of Cu−Co mineralising fluids (Muchez 
et al., 2010), REEY characteristics of the gangue 
carbonates (Debruyne et al., 2013b) and the source 
of metals (Van Wilderode et al., 2013b; Van 
Wilderode, 2014). Previous studies have identified 
three consecutive broad categories of vein 
generations: (1) ‘pre-folding layer-parallel veins’, (2) 
‘irregular crosscutting veins’ crosscutting folded 
bedding parallel veins, and (3) ‘late massive veins’ 
(Brems et al., 2009; Muchez et al., 2010). Veins are 
most abundant in the carbonaceous mudrock to 
siltstone facies in the south of the Nkana deposit. In 
this study, we identify two generations within the 
‘pre-folding layer-parallel veins’ category of Brems et 
al. (2009) and Muchez et al. (2010). A strict definition 
of grain aspect ratio is maintained, where grains are 
only fibrous when aspect ratio is >10:1 (Oliver and 
Bons, 2001; Passchier and Trouw, 2005; Bons et al., 
2012). 
The following vein generations are recognised in (or 
in formations close to) the carbonaceous mudrock 
lithofacies of the COM, indicated by roman numerals 
I to IX. 
 Bedding-parallel fibrous dolomite veins (I): 
Type I veins (Fig. 29). They are continuous for several 
meters along strike, closely spaced and up to 6 cm 
thick. 
 Bedding-parallel veins (II): Type II veins are 
bedding-parallel, showing generally tortuous 
contacts with S0/S1. Type II veins mostly overgrow 
type I veins but can also occur separately with 
respect to type I veins. They often sandwich a type I 
vein. The occurrence of these veins is restricted to 
intermediate to high strain sections in the 
carbonaceous mudrock lithofacies. The veins are 
composed of ferroan dolomite, chalcopyrite, bornite, 
chalcocite, quartz, biotite, muscovite and minor 
other Cu−Co sulphides.  
 S2 cleavage-parallel veins (III): Several other 
vein generations crosscut these two bedding-parallel 
vein generations. Both type I and II veins are crosscut 
by veins parallel to the axial planar S2 cleavage. These 
type III veins are generally thin (< 1 cm) and 
discontinuous and mostly occur in high-strain areas 
of the carbonaceous mudrock lithofacies of the COM. 
They show variable growth morphologies, as (1) 
slickenfibre veins, (2) blocky sub- to euhedral veinlets 
and (3) dilational jogs. Their mineralogy consists of 
micas, chlorite, Cu−Co sulphides, quartz and 
carbonates. The veins are co-aligned with stringers of 
sulphides, micas and chlorite in the host rock. The 
veins sometimes occur along discrete disjunctive S2 
cleavage planes. 
 Blocky dolomite and quartz veins (IV): Type IV 
veins occur in the COM and are characterised by 
blocky growth morphologies of dolomite and quartz. 
They crosscut folded type I veins and folded S1 
cleavage. In steeply dipping limbs of 2nd and 3rd order 
folds, the veins lie parallel or at a low angle to S1 and 
S2. Crosscutting relations with other veins were not 
observed. The veins mainly consist of large milky-
white blocky dolomite and quartz that are often 
inter-grown, following a particular mosaic like fabric. 
Biotite and muscovite are also present in these veins. 
The veins carry only minor ore minerals, mainly in the 
form of chalcopyrite and bornite. 
 Blocky anhydrite−rich ferroan calcite veins 
(V): Type V veins consist of ferroan calcite, quartz, 
anhydrite, Cu−Co sulphides and minor amounts of 
microcline, muscovite, chlorite, tremolite. These 
veins are mainly found in the Mindola Clastics 
Formation and in sandstone−dominated lithologies of 
the COM. Type V veins are planar, continuous for 
several meters in outcrop (> 10 m) and between 2 
mm and 7 cm thick. The veins are generally shallowly 
dipping. Type V veins are crosscut by slickenfibre 
veins of tremolite parallel to S2 cleavage. The veins 
reveal boudinage and pinch-and-swell structures in 
overturned limbs of 3rd order folds. Type V veins are 




Fig. 29. Folded bedding-parallel veins at Nkana South. All outcrops are sub-vertical in WSW-ENE oriented 
crosscuts, perpendicular to the strike of S1. (A) Tight to ptygmatic polyharmonic 4th order folds of type I veins 
decorate a 3rd order antiformal structure. Fold axial planes are upright and sub-parallel to that of the 3rd order 
fold (parallel to pencil). A disjunctive cleavage is developed, causing contrasting sinistral and dextral apparent 
displacements of buckled veins along axial cleavage planes. (B) Strongly asymmetric parasitic low-amplitude folds 
of thin type I veins with S1 cleavage dipping 45NE. (C) Single-layer fold of a 4 cm thick type I vein. (D) Saddle reef 
accumulation of chalcopyrite, minor dolomite and quartz in type II veins between folded multilayer type I veins, 
near syn- and antiformal hinges. (D, E & F) Multilayer folding of type I and II veins. Fold amplitudes increase as 
the spacing between veins decreases, leading to chevron type folding in F. 
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Fig. 30. Linedrawings of type VI veins in 910N crosscut at Nkana South. Cleavage (in red) is a subvertical 
transposition cleavage of highly strained and ptygmatically folded S1 and S2. These type VI veins consist of 
mottled carbonate, quartz, muscovite, tremolite, chalcopyrite, bornite and minor other sulphides. 
 S2-discordant texturally massive veins (VI): 
Large, texturally massive veins of type VI are 
observed crosscutting vein generations I to III. 
Crosscutting relations with type IV veins were not 
observed. These veins are discordant to S2 cleavage 
and the dip of the veins is highly variable (Figs. 30 
and 31). They are only observed in the carbonaceous 
mudrock lithofacies, in sections characterised by high 
strain. They consist of ferroan calcite, quartz, 
muscovite, biotite, feldspar, anhydrite and various 
sulphides. Sulphides include chalcopyrite, pyrrhotite, 
bornite, carrolite, pyrite, pentlandite and 
molybdenite. The sulphides occur as massive, 
irregular masses and are quite abundant. Muchez et 
al. (2010) have observed hornblende and diopside in 
these veins. Geometrical characteristics of the veins 
are quite variable. On the one hand, low angle 
dipping to subhorizontal veins are observed as pods 
of 30 cm up to 1.4 m thick, continuous for several 
meters in outcrop (Fig. 31). They are in contact with 
type V blocky ferroan calcite veins in the Mindola 
Clastics Formation. In these low angle veins, no 
obvious slickenfibre or shear related geometries 
were recognised on the vein walls. Several parallel 
subhorizontal host rock fragments occur in some of 
the veins (e.g. Fig. 31). On the other hand, steeply 
dipping veins show irregular geometries (Fig. 30). 
These high angle veins often show a constriction of S2 
cleavage close to the vein relative to cleavage 




Fig. 31. Linedrawing of thick type VI vein discordant to 
S1 and S2 cleavage (subparallel to each other) in 473N 
crosscut at Nkana South. The vein is continuous with 
a subhorizontal type V vein (left side of the drawing) 
and parallel to smaller subhorizontal veins with the 
same mineralogy. 
 Veining related to low angle reverse faults 
(VII) and high angle reverse and normal faults (VIII): 
Along some low angle reverse faults (Fig. 27A) and 
high angle reverse and normal faults (Fig. 27B), 
laminated veins are found with dolomite, quartz, 
tremolite and talc (Fig. 27A to D). These laminated 
veins contain abundant host-rock slivers (Fig. 27B). 
Several subvertical arrowhead veins are recognised 
along a high angle fault, indicating normal shear 
sense (Fig. 27B). These fault-related veins show only 
minor Cu−Co ore mineralisation. 
 Bedding-normal veins (IX): Barren bedding-
normal lensoid carbonate and quartz veins occur in 
more competent beds of the Mindola Clastics 
Formation. These closely spaced veins have a high 
aspect ratio and stop at the lithological interface 
between siltstones and sandstones (Fig. 32). 
Competent beds containing these veins show mullion 
structures (Fig. 32) cf. Kenis et al. (2005a) and Van 
Noten et al. (2011). Crosscutting relations with other 
vein generations could not be established. 
 
Fig. 32. Bedding-normal carbonate veins (type IX) in 
the top of the Mindola Clastics Fm at section 7 in 
Nkana South (see Fig. 6).  
7.2. Geometric observations of 
type I and II veins 
7.2.1. Deformation styles of type I 
veins  
The particular deformation style of type I veins is a 
function of their position within 2nd and 3rd order 
folds and the relative angle between bedding-parallel 
S1 cleavage and axial-planar S2 cleavage. Type I veins 
are poly-harmonically folded as 4th order parasitic 
folds across 3rd order sub-decametre scale folds, both 
as single-layer isolated folds (Figs. 29A to 29C) or as 
multilayer fold sequences (Figs. 29D to 29F). Single-
layer folds can be very tightly folded, generally with 
wavelengths under 10 cm (Fig. 29C). This is 
particularly true for Nkana South. More northwards 
in Nkana Central, 2nd and 3rd order folds are generally 
more open, so that deformation and 4th order folding 
of type I veins is generally less intense. Multilayer 
fold sequences range from disharmonic (Fig. 29D) 
over poly-harmonic (Fig. 29E) to harmonic folds (Fig. 
29F). Fold interference patterns are observed in 
some of the multilayer fold sequences (Fig. 29E). Fold 
amplitudes in most multilayer systems are very high 
relative to single-layer folds of similar thickness and 
wavelength (e.g. compare Figs. 29C and 29F). The 
multilayer amplitudes decrease as the spacing 
between veins decreases, as seen from Figs. 29D to 
29F. Axial planes of 4th order folded type I veins are 
generally aligned with the axial-planar S2 cleavage of 
the lower-order folds they occur in (Fig. 29A). 
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When S1 is horizontal, the folded veins are symmetric 
with maximal amplitudes. In this case, the folds 
generally show sub-vertical axial planes sub-parallel 
to each other (Figs. 29A and 29B). With increasing 
dips, starting from ca. 20° to 50°, the parasitic fold 
amplitude decreases and fold asymmetry increases 
away from fold hinges of lower-order folds (compare 
Figs. 29A and 29B). Individual folds become more and 
more asymmetric as S- or Z-folds with axial planes 
verging in the same direction as the axial plane of the 
lower-order folds (Fig. 29B). Where bedding is steep 
along 2nd or 3rd order folds (> 65°) bedding-parallel 
shearing occurs rather frequently, especially when S1 
is at a low angle to a steeply dipping S2 (Fig. 42). 
Shear zones are difficult to continue macroscopically 
within the host rock and seem to die out in the host 
rock (Fig. 42). Shear displacements are generally 
under 20 cm and die out macroscopically within the 
host rock (Fig. 42). Both reverse and normal faults 
are observed, which is not unexpected if the shearing 
is at a low angle to the bedding. These shear zones 
cause duplex structures of type I vein slabs (Fig. 42). 
The duplex structures generally only form if veins are 
not folded or folded at very low amplitude to 
wavelength ratio. In this last case, shear zones are 
not subsequently folded and crosscut the folds. 
Macroscopically undeformed type I veins are mainly 
present in steeply dipping sequences. Occasional 
pinch-and-swell or boudinage segmentation of type I 
veins is observed in cases where limbs are steep to 
locally overturned. 
7.2.2. Slickenfibres and slickenlines 
on the vein-shale contact in 
type I and II veins 
Type I and II veins occasionally reveal evidence for 
slip along the vein-host rock interface, as evidenced 
by mica, chlorite and dolomite slickenfibres with a 
well-developed concomitant slickenline lineation 
(Figs. 39 and 40). Duplex horizons are often straddled 
by slickenfibres and a slickenline lineation as well. 
Conversely, little to no slickenlines or -fibres were 
observed near fold hinges of 4th order folded type I 
veins (Figs. 33B and 43). Where the slickenside 
surfaces were exposed in outcrop, the orientation of 
the slickenline lineation is sub-orthogonal to the fold 
hinge lines (Fig. 39). The lineation caused by dolomite 
slickenfibre step edges is usually sub-parallel to the 
local fold hinges (e.g. into the field of view of the thin 
section in Fig. 39). 
7.2.3. Saddle reef type II veins 
Type II veins can show saddle reef structures near 
the fold hinges of the folded type I veins. These 
saddle reef structures most often occur in multilayer 
systems (Fig. 29D), where thickness variation in the 
saddle reefs is quite often extreme as exemplified by 
the milky white dolomite accumulation in Fig. 39. 
Commonly, important accumulation of sulphide 
minerals is concomitant with the type II dolomite in 
these saddle reefs (Fig. 29D), as already noted by 
Brems et al. (2009) and Muchez et al. (2010). 
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8. Vein fabric and microstructural analysis 
 
The vein fabrics and microstructures of the vein 
generations are described in this section. The focus 
lies strongly on type I and II veins. We will show that 
these vein generations were the first to form and 
give insight into the conditions before and during 
folding. Vein generations III and VII to IX are not 
treated as not enough representative samples were 
taken of these vein generations. 
8.1. Type I veins 
8.1.1. Vein morphologies and 
mineralogy 
Type I veins are monomineralic veins, solely 
composed of ferroan dolomite fibres. In vein 
segments in which post-precipitation deformation is 
minor or even absent, the dolomite fibres are sub-
orthogonal to the vein wall, within 5 degrees 
deviance (Figs. 33A and 33B). Dolomite fibres reveal 
length-to-width aspect ratios of > 10:1, mostly 
between 10:1 and 20:1, classifying them as fibres 
(sensu Oliver and Bons, 2001; Bons and Montenari, 
2005; Passchier and Trouw, 2005; Bons et al., 2012), 
although elongate-blocky grains are sometimes 
found in thinner veins. A continuous range of vein 
growth morphologies is observed, from symmetric 
antitaxial with a pronounced median surface (Fig. 
33C), over increasingly more asymmetric antitaxial 
(Fig. 33B) up to completely asymmetric unitaxial 
fibrous veins with a single growth surface (Fig. 33A) 
(cf. terminological discussions in Passchier and 
Trouw, 2005; Bons et al., 2012 and references 
therein). Dolomite grains show small changes in fibre 
width across the veins (Fig. 33). Vein walls reveal 
extremely low tortuosity relative to S0/S1 and where 
type I veins are overgrown by later generations, this 
vein-vein contact is also remarkably smooth and 
parallel to local S0/S1 (Fig. 33B). Veins wedge out 
symmetrically between S1 foliation planes. 
 
Fig. 33 (top right). Photomicrographs under crossed polars. (A) Very coarse grained chalcopyrite (cpy), dolomite 
and quartz (Q) in type II vein overgrowths of a unitaxial type I vein. (B) Antitaxial fibrous dolomite in type I vein 
overgrown by sub- to euhedral blocky dolomite, quartz (Q) and chalcopyrite (cpy). (C) Blocky to elongate-blocky 
type II dolomite and quartz overgrowing a single-layer folded antitaxial type I vein (H136 in Fig. 43). Fold hinge is 
to the top right. (D) Deformation of type I dolomite fibres is through a combination of intracrystalline deformation 
by bending and bookshelf rotation, with corresponding shear angle ψ and shear γ. ψbending is defined as the angle 
caused by bending of an initially straight fibre between its start− and endpoint. ψbookshelf is then defined as ψtotal - 
ψbending. Type I fibre edges are recrystallised in some cases, as observed from type II CL hues and chalcopyrite 
along fibre edges, yielding somewhat more serrated grain boundaries in this image. The position of Fig. 33C 
within the fold is shown in Fig. 43. 
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Veins are not always symmetrical about the median 
surface. Composite veins occur with multiple median 
lines. Crystals either abut strictly to this median 
surface or occasionally transgress it in optical 
continuity and with unchanged thickness, typical of 
antitaxial growth morphologies. Occasionally patches 
of host rock occur along the median surface. An 
internal foliation, representing S1, is developed in 
these host-rock fragments. 
All type I veins show dull to occasionally bright 
yellowish brown luminescence under the given 
working conditions (Figs. 34 and 40B). Two types of 
variation in hue and saturation of the luminescence 
are visible in some veins. Firstly, CL variations parallel 
to the long axis are distinctly zoned with straight 
edges, sometimes spanning the entire length of the 
fibre (Fig. 34B and C). Colours vary between a bright 
luminescent yellowish brown to a more dull 
luminescent light brownish CL colour (Fig. 34C). 
Secondly, gradual CL variations occur along the 
growth direction, varying from dull luminescent 
dusky brown up to bright luminescent yellowish 
brown (Fig. 34A). 
Type I veins at the top of the COM are located more 
on the contacts between lithologies. Here, extreme 
growth competition is seen, with the crystal growth 
vector away from a dolomitic host rock, towards a 
siliciclastic host rock (Fig. 35A). The vein dolomite 
grew epitaxially on the host-rock dolomites, with 
initial grain size similar to that of the host-rock 
dolomite (Fig. 35B). Vein walls with the dolomitic 
host rock are irregular and influenced by the grain-
scale heterogeneity of the host rock. Conversely, 
large euhedral blocky quartz crystals of up to 200 µm 
have grown from the opposite siliciclastic vein wall 
and interlock with the dolomite crystals (Fig. 35A). 
8.1.2. Quantifying growth 
competition 
The crystal growth direction and existence of growth 
competition in a vein can be identified by studying 
the average grain width across a vein, with increased 
width indicating the general growth direction (Fisher 
and Brantley, 1992; Hilgers and Urai, 2002; Nollet et 
al., 2005, 2006). Because dolomite has strong growth 
speed anisotropy (Dickson, 1993; Davis et al., 2010), 
it is expected that growth competition is driven by 
this anisotropy, leading to occlusion of less-
favourable grains (Bons et al., 2008). The relative 
growth rate of crystals relative to the vein opening 
rate of the fractures determines the growth 
morphology that can develop (Fisher and Brantley, 
1992; Oliver and Bons, 2001; Nollet et al., 2005). In 
addition, the smoothness of the vein walls 
determines whether the crystal geometry will reflect 
the opening vector of the fractures (Urai et al., 1991; 
Hilgers et al., 2001; Nollet et al., 2005, 2006). 
 
 
Fig. 34. Variations in cold cathodoluminescence (CL) 
patterns in type I veins. Intensities are different 
between the images because of differences in 
exposure time, to highlight internal CL variations. 
Abbreviations include cc: replacive calcite; cpy: 
chalcopyrite; I and II indicate type I and II dolomite. 
(A) Gradual variation in CL intensity along the growth 
path of the type I dolomite fibres, becoming brighter 
luminescent from median line to final growth surface. 
(B) and (C) Fibrous type I vein overgrown by a blocky 
type II dolomite vein. Opaque minerals in the type II 
vein and partly intruding the type I vein are 
chalcopyrite and bornite. Distinct variations of CL 
intensity are visible within a given fibre, perpendicular 
to the fibre long axis. 
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Fig. 35 (left). Photomicrographs under crossed polars 
of type I veins at the top of the COM, in which higher 
lithology contrasts occur. Veins are folded and S2 
cleavage is indicated. (A) Bedding-parallel syntaxial 
type I vein with elongate-blocky dolomite on the 
lithological contact between dolomite and siltstone. 
(B) Zoom into the syntaxial type I vein. Position of the 
image is indicated in A. Dolomite grew epitaxially on 
host rock dolomite and shows intense growth 
competition. The opposite vein wall with the siltstone 
shows sub- to euhedral quartz grains. 
 
 
Fig. 36 (above right). Analysis of dolomite fibre width 
in several type I veins. IGS: initial growth surface, FGS: 
final growth surface. 
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A quantification was done of the along-axis changes, 
by measuring the orthogonal fibre width, Wo, 
perpendicular to the long axis of the dolomite grains. 
This was carried out on grains devoid of (static) 
recrystallisation or alteration, using the image 
analysis program JMicrovision (Roduit, 2007, 2012). 
Results presented in Fig. 36 show a binned 
distribution of W0. The maximum Wo observed in the 
analyses near the final growth surface is 1.5 mm. 
Growth competition is manifested by the evolution of 
normal Wo distributions near the initial growth 
surface and an increase in arithmetic mean of Wo 
towards the final growth surface of antitaxial veins 
(Fig. 36). Distributions at the final growth surface 
have a distinct positive skew, resembling lognormal 
distributions. A similar WO evolution is seen in both 
antitaxial veins (H117 and H133 in Fig. 36) and in 
type I veins with a single growth surface (H128 and 
H131 in Fig. 36), so that both end-member growth 
morphologies of type I veins reveal growth 
competition. Hence, in most samples, a strong 
competitive crystal growth occurs near the initial 
crack surface with widening of crystals and occlusion 
of others whose optical axes are not favourably 
oriented. 
8.1.3. Solid bitumen along dolomite 
fibres 
Solid bitumen occurs at the edges of dolomite grains 
in many but not all type I veins. In unaltered samples, 
these opaque dust rims consist of well developed, 
semi-continuous trails contiguous to the fibre grain 
boundaries (Fig. 37 and Fig. 38). The dust rims are 
generally abundant near the initial growth surface 
and then diminish in size and number away from that 
surface (Fig. 37). Due to this fact, the bitumen often 
macroscopically accentuates the median surfaces, as 
darker vein centres evolving towards quite sugary 
white dolomite near the vein rims. The dust rims 
straddle grain boundaries all the way around 
euhedral crystal shapes near median surfaces and 
hence occur in different orientations (Fig. 37). SEM 
EDS analysis reveals elevated Fe, C, Mg and O 
content, but no S, Cu or Co peaks. It can therefore be 
excluded that these rims consist of Cu−Co sulphides. 
Pressure solution seams are absent. 
 
 
Fig. 37. Plane polarised light photomicrograph. Solid bitumen (arrows) is found along dolomite fibres (dol) in type 
I veins. The solid bitumen is generally more abundant near the median surface (in the middle of the image), in 
comparison to the rest of the vein. Larger opaque spots are chalcopyrite (cpy), also localised around the median 
surface and associated with later dolomite phases. 
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Fig. 38. Photomicrographs of type I veins under 
double polarised incident light. Solid bitumen (arrows) 
occurs along type I dolomite fibres. 
8.1.4. Deformation-related fabric 
and microstructures 
Strain in the folded single-layer veins is mainly 
accommodated by a combination of both 
intracrystalline and intergranular deformation in the 
dolomite fibres. In fold hinges only a limited amount 
of strain is present. There is no evidence for dilation 
of the outer arc, no large ‘extrados’ infill of later 
dolomite generations under cathodoluminescence, 
neither is there any indication for strong localised 
contraction in the inner arcs of the fold hinges 
through dissolution seams, stylolites, increased 
twinning, more intense grain boundary mobility, 
recovery processes or other intracrystalline 
deformation features (Fig. 43). 
 
 
Fig. 39 (above). (A) Single-layer folded antitaxial type I vein sandwiched between overgrowths of milky-white type 
II veins. (B) Top view of hand specimen of the area in red dashes in A, showing chlorite slickenlines. (C) Thin 
section under crossed polars with the fold hinge towards the right. Fibres are ferroan dolomite and opaque phase 
is chalcopyrite. The vein walls are lined by muscovite and chlorite slickenlines perpendicular to the fold hinge line 
(in red). Area within white dashed lines is shown in Fig. 40. 
 
Fig. 40 (left). Growth morphologies of type II 
dolomite, under crossed polars (A) and CL (B), that 
are optically continuous with type I dolomite under 
plain polarised light. The type I – II contact is straight 
and first growth of type II dolomite shows euhedral 
blocky dolomite with well-developed growth facets as 
evidenced from the zoned CL pattern. This first zoned 
generation is cut off by a second blocky dolomite 
generation gradually changing to strongly curved 
dolomite, forming slickenfibres with reverse slip 
sense. See Fig. 39C for location (white dashed box). 
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Intergranular deformation microstructures 
Abundant intergranular deformation occurs in the 
form of collective deviation of dolomite fibres 
relative to the orthogonal position, yielding bookshelf 
geometries (Fig. 41). The bookshelf geometries are 
most easily observed near the transition of fibrous 
type I dolomite and elongate-blocky to blocky type II 
overgrowths. Under CL, an abrupt change from dull 
orange luminescent type I dolomite to dull dark red 
luminescent type II overgrowth is apparent (Fig. 41). 
Where fibres show a bookshelf geometry, this 
change in luminescence is always arranged en 
echelon in neighbouring fibres, whilst remaining 
remarkably straight and perfectly perpendicular to 
the fibre long axis, as illustrated in Fig. 41 and 
schematically in Fig. 44. The bookshelf geometries 
can also readily be observed on vein walls of type I 
veins without type II overgrowths, but only in cases 
where later alteration in the veins is minor. These 
microstructures are interpreted as a collective 
rotation of fibres along parallel shear planes, in this 
case the low tortuosity grain boundaries, termed 
bookshelf rotation (cf. Mandl, 1987). 
Bookshelf rotation of dolomite fibres occurs in the XZ 
plane of displacement relative to the fold 
displacement framework (Fig. 44). The fibre rotation 
occurs in equal amounts on both vein walls of 
antitaxial type I veins as seen in Fig. 33B. The rotation 
becomes more intense as the layer inclination 
relative to the fold axial plane increases, as shown in 
Fig. 43, but is also visible in segments that are farther 
away from the fold hinges (Fig. 33A). The bookshelf 
geometry is, however, conspicuously absent in the 
fold hinges (Fig. 43). The sense of bookshelf rotation 
is opposite in both limbs of a folds (Figs. 43 and 44B). 
Where folded veins are symmetrical, variation in 
fibre attitude is also symmetrical across the fold 
hinges (Fig. 43). Fibres are always orthogonal to the 
layer in the fold hinges. 
Near the edges of type I veins, the bookshelf rotation 
is accompanied either by local deformation of the 
host-rock or by concomitant growth of type II 
dolomite (Fig. 41). Some type I fibres have grown 
optically continuous into the type II elongate-blocky 
to blocky overgrowth under polarised light (Figs. 39 
to 41). The type II dolomite generally reveals a 
portion of continued fibre growth, up to a certain 
horizon of change in growth morphology, from 
fibrous to elongate-blocky or blocky dolomite (Figs. 
33B, 40 and 41). Under CL, grain boundaries between 
bookshelves occasionally reveal a recrystallised zone 
of type II dolomite with concomitant sulphides along 
the boundaries, often up to the median surface (Figs. 
33B, 40 and 41). Some twin generations in the fibres 
do not continue across the type I-II contact in CL 
colour, whereas others do. The latter are hence 
interpreted to postdate growth of type II 
overgrowths (Figs. 40 and 41B). Unfortunately, later 
alteration often obscures observations near the vein 
wall (e.g. the bright yellow luminescent calcite in Figs. 
40 and 41 or vein wall alteration in Fig. 33C). 
 
Fig. 41. (A) CL image showing bookshelf rotation of 
dull orange luminescent type I fibres in the XZ plane 
of displacement (see Fig. 44A) and brown to dark red 
dull luminescent type II dolomite, in the limbs of 
single-layer folds. Bright yellow luminescent calcite is 
later alteration. (B) Transition between type I and II 
dolomite showing bookshelf rotation under plane 
polarised light and under CL. 
Intracrystalline deformation microstructures 
Some dolomite fibres are strongly curved. These 
curved parts show concomitant intracrystalline 
deformation (Fig. 33C). In general, the intracrystalline 
deformation microstructures are found to be most 
common and intense in the fold sections with the 
highest curvature (Fig. 33C). Conversely, in relatively 
undeformed veins, the intensity of intracrystalline 
deformation is much lower (Fig. 33A). 
Firstly, undulatory extinction occurs in the fibres. 
When curved, the birefringence variation is always 
sub-perpendicular to the fibre long axis at any given 
location, as observed in Fig. 33C with more subtle 
birefringence variation in Fig. 33B. Secondly, a 
characteristic feature is the occurrence of series of 
subgrains parallel to the fibre long axis, as 
schematically represented in Fig. 44C. In thin sections 
parallel to the fold profile (i.e. the XZ-plane of 
displacement) the subgrains are elongated, but in XY 
sections subgrains form a pattern of rhombs. 
Subgrains therefore appear as elongated prisms with 
their two long axes parallel to the fold profiles (see 
Fig. 44C for 3D interpretational sketch). Thirdly, many 
secondary fluid inclusion planes (FIPs) lie parallel to 
the subgrains, i.e. parallel to the fibre long axis. Other 
FIPs are perpendicular to the fibre long axis, always 
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restricted to a given fibre, either continuous across 
or stopping halfway through the fibre (inset in Fig. 
44A). The latter can be classified as pseudo-
secondary FIPs, although it is difficult to state with 
certainty whether they are growth or deformation 
related based on purely petrographic observations 
(Van den Kerkhof and Hein, 2001). Fourthly, zoned 
variations in CL tone lie parallel to the fibre long axis, 
in some cases corresponding to subgrain boundaries 
and/or FIPs. However, in both cases, these features 
are also found without a clear relation to each other, 
hence a genetic link is not necessarily indicated. 
Finally, relatively little twinning occurs in the folded 
veins and no differences could be observed in density 
of twinning between inner and outer fold arcs or fold 
limbs and hinges. Some deformation twinning thus 
seems to have occurred prior to folding, as clearly 
shown by curved twinning in dolomite type I fibres. 
 
Fig. 42. Sub-vertical mining face perpendicular to the 
strike of S1 and S2 cleavage and fold hinge lines. (A) 
Highly curved anastomosing disjunctive S2-cleavage 
planes (yellow lines), lined with Cu−Co sulphides, 
micas and chlorite. The cleavage planes crosscut 4th 
order folded type I veins, causing contrasting 
apparent displacements up to 10 cm. Pencil is parallel 
to disseminated micas and sulphides in the host-rock 
matrix aligned along S2 cleavage. (B) Duplex fault 
system of type I veins. S1 bedding-parallel cleavage is 
vertical and at a low angle or parallel to the S2 axial-
planar cleavage. 
8.2. Type II veins 
8.2.1. Mineralogy 
The type II dolomite is invariably much duller 
luminescent than that of the type I fibres, always 
showing variable ranges of dull chocolate brown to 
dark red luminescence (cf. Figs. 40 and 41). This can 
serve as a diagnostic property, as the change from 
type I to type II veins is not always clear 
macroscopically or under the polarised microscope 
(e.g. Fig. 41). The dolomite in type II veins occurs in a 
variety of growth morphologies, with euhedral blocky 
(Figs. 33 and 39C) or elongate-blocky grains (Fig. 
33B), or more rarely as curved fibrous (Fig. 39C) or 
slickenfibre growth morphologies (Fig. 40). Often, 
multiple growth morphologies sequentially follow 
each other within a single type II vein (e.g. Figs. 39 
and 40). Despite the morphological variety, type II 
gangue dolomite is generally much more sub- to 
euhedral blocky as opposed to type I fibres. 
The evolution in the type II veins towards blocky 
euhedral morphologies often coincides with intense 
sulphide mineralisation. A clear trail of solid inclusions 
of dust, Cu−Co sulphides or host-rock material 
frequently occurs along the contact between type I 
and type II veins (Figs. 33B and 41). The type II veins 
carry important amounts of Cu sulphides as opposed 
to the barren mono-mineralic dolomite type I veins 
(Figs. 33A, 33B and 39). In those rare cases where 
Cu−Co sulphides occur within the fibrous type I vein, 
they are always situated close to the median surface 
or host rock and accompanied by later phases such 
as authigenic quartz, muscovite or type II dull brown 
to red luminescent dolomite, all of which have 
recrystallised or replaced the original fibres (Figs. 33B 
and 41B). Quartz generally forms euhedral blocky 
selvages on the vein walls. 
8.2.2. Microfabric 
Growth morphologies in type II veins often show a 
particular pattern. Firstly, the contact between type I 
and II veins is often concomitant with a change in 
growth morphology, from fibrous to blocky grains. 
Type II overgrowths generally retain the type I fibre 
width only for a couple of tens of micrometers (50 – 
100 µm; Figs. 33B, 39 and 40), subsequently leading 
to a sub- to euhedral blocky vein gangue dolomite. 
Quite often, extreme amounts of grain size increase 
are observed (>10 times), with blocky crystals that 
can laterally span multiple type I fibres (e.g. Fig. 40A). 
Secondly, many veins subsequently show transitions 
in growth morphology from the euhedral blocky type 
II dolomite towards strongly curved elongate-blocky 
or sometimes fibrous dolomite growth morphologies 
near the final growth surface in the veins (Figs. 33, 39 
and 40). These morphologies are related to 
slickenfibres and slickenline lineations in the fold 
limbs. An opposite trend in growth morphologies was 
not observed in this study. Where type II dolomite 
becomes elongate-blocky or fibrous, grains reveal a 
clear change in growth direction through curvature 
of dolomite fibres gradually changing in orientation 
from initially perpendicular up to parallelism with the 
vein wall (Fig. 39). These curved crystals lack 
intracrystalline deformation features. In most cases, 
the curvature attitude in the type II overgrowths is 
opposite on both sides of a given limb, as 
demonstrated in Figs. 33B and 39. 
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The final growth surfaces on the vein walls are often 
lined with mica and chlorite slickenfibres or by 
dolomite slickenfibres (Figs. 39 and 40). This occurs 
on both type I and II veins. The mica or chlorite 
slickenfibres commonly reveal identical birefringence 
in all grains along a slickenfibre surface, indicating a 
strong preferred orientation. The curvature of 
elongate-blocky to fibrous type II dolomite and the 
nature of slickenfibre steps generally indicate reverse 
slip shear sense on opposite sides of folds. 
 
 
Fig. 43. Crossed-polars thin section scans of four well-oriented and representative folded veins used in 
measurements to produce Figs. 56 to 61. Sections were cut perpendicular to local fold hinge lines (XZ plane of 
displacement; Fig. 44B). The white rectangle indicates the area pictured in Fig. 33C. 
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The type I – II contact often reveals intense and 
localised deformation features in dolomite. Dolomite 
grains generally show an increase in deformation 
twinning, undulose extinction, subgrains and 
fracturing near the I – II contact, both at the top of 
type I fibres and during first growth of type II 
dolomite (Fig. 40). Fig. 41B shows localised 
deformation twinning at the top of type I dolomite 
fibres that abruptly ends at the contact between type 
I and II dolomite whereas other generations of 
deformation twins crosscut this surface and clearly 
postdate formation of type II dolomite. Additionally, 
abundant twinning is seen near the transition of type 
I and II dolomite but at a certain point this twinning 
disappears in the type II overgrowths with a 
concomitant change in growth morphology towards 
strongly curved growth (Fig. 40). The curvature of 
dolomite grains or shear sense at type I – II contacts 
can either show similar (Fig. 41A) or opposite (Figs. 
33B and 39) shear sense relative to bookshelf 
rotation of type I fibres. 
 
 
Fig. 44. (A) Schematic overview of bookshelf rotation, 
with parallel micro-faulting along grain boundaries 
and concomitant rotation of fibres (Mandl, 1987). 
Illustrated microstructural observations are dull red 
luminescent dolomite and sulphides precipitating 
later along grain boundaries, two orthogonal fluid 
inclusion planes and formation of subgrains parallel 
to the long axis of the dolomite fibres. (B) 
Displacement reference framework used in this study 
and schematic overview of internal fabric of folded 
type I veins in the XZ plane of displacement, 
perpendicular to the fold hinge line. (C) 3D sketch of 
collective rotation of dolomite fibres, with layer-
parallel simple shear deformation. Blow-out shows 
elongated subgrains parallel to the long axis of the 
dolomite fibres relative to the XYZ framework. 
 
Fig. 45. Thin section scans of type IV veins under 
crossed polars. A) Type IV vein intersecting folded S1 
cleavage. Large sub- to anhedral dolomite grains 
constitute the majority of the vein, up to 2 mm in size. 
A quartz vein crosscuts the type IV vein (top right, in 
shades of grey) and anastomoses within the type IV 
vein. B) Vein consisting of large subhedral dolomite 
grains, up to 5 mm in size and interstitial quartz 
between dolomite crystals. In both A and B, dolomite 
grains consist of euhedral inclusion-rich inner zones 
and inclusion-free outer edges that render the grains 
sub- to anhedral macroscopically. The quartz 
postdates the inclusion-rich dolomite in the veins but 
is strongly intergrown with the inclusion-free 
dolomite overgrowths. Only minor Cu sulphides are 
found in the veins. 
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8.3. Type IV veins 
Macroscopically, type IV veins reveal intergrowths of 
large carbonate grains floating in a matrix of quartz 
(Fig. 45). Euhedral blocky ferroan dolomite grains are 
up to a cm in diameter in size, often with 
rhombohedral crystal habit (Figs. 45 and 46). The 
cores of dolomite grains are dark brown dull 
luminescent and sugary milky white in appearance. 
They are full of bright luminescent fluid inclusions (FI) 
with rhombohedral negative crystal shapes. 
Conversely, the outer zones of the dolomite crystals 
are chocolate brown to blood-red luminescent and 
completely devoid of FI (Fig. 46A to C). Non-
luminescent quartz occurs as a later phase, clustered 
in between the dolomite grains (Fig. 46). Dolomite 
rims form interlocking rhombohedral shapes with 
quartz (Fig. 46A, C). Quartz often shows foam 
textures in 90° contacts with the dolomite crystals 
and 120° grain boundary angles (Fig. 46A, B). Some 
quartz crystals reveal undulose extinction and 
subgrains, with planes of tiny (< 2 µm) fluid inclusion 





Fig. 46 (previous page). Microstructures and fabric of type IV mosaic veins. A) Inclusion−free dolomite with well-
developed crystal shapes interfingering with quartz (arrows). Quartz grains are at an angle of 90° to dolomite and 
often show angles of 120° between adjacent quartz grains. Deformation twinning occurs in the inclusion−rich 
dolomite (top left) but not in the inclusion−free parts (arrows). B) Well developed rhombohedral euhedral grains 
of inclusion−rich dolomite show rims of inclusion−free dolomite. Quartz is intermitant to dolomite and shows 
angles of 90° to the dolomite. Twinning is mainly developed in the inclusion−rich dolomite and rare in the 
inclusion−free dolomite. C) Quartz within a type IV dolomite vein. Dolomite adjacent to the quartz is 
inclusion−free. The edges of the inclusion−rich dolomite on both sides of the quartz−rich part are complementary 
to each other, suggesting re-opening of an existing vein and precipitation of quartz and the inclusion−free 




Fig. 47 (left). Photomicrographs of type V veins under 
crossed polars. (A) Type V vein sampled at the top of 
the Mindola Clastics Formation, near the COM 
(section 7 of Fig. 11). Euhedral ferroan calcite several 
mm in size show significant deformation twinning 
and undulose extinction. A thin quartz selvage is 
found on the vein wall, epitaxially grown on the host 
rock quartz grains. (B) Euhedral calcite with minor 
quartz that is generally close to the vein wall. Cu 
sulphides are interstitial to the calcite and occur 
disseminated within the vein. (C) Deformed type V 
vein in mudrock lithofacies of the COM. Shear planes 
bound the vein (top) and elongate-blocky calcite 
slickenfibres are present on the shear planes. 
Towards the middle of the vein, blocky euhedral 
crystals are found with abundant deformation 
twinning and intense undulose extinction. (D) Type V 
vein in the COM. Subhedral calcite shows high degree 
of crystal plastic deformation, with bent deformation 
twinning, undulatory extinction to the point where 
subgrains start to form in the larger grains. Sulphides 
occur on the edges of the calcite grains. The siltstone 
host rock is completely replaced by ferroan calcite. 
8.4. Type V veins 
Quartz, calcite and Cu−Co sulphides in type V veins 
are several mm’s up to a cm in diameter (Fig. 47). 
Much of the vein gangue material is euhedral bright 
yellow luminescent blocky ferroan calcite (Fig. 47). 
Significant amounts of anhydrite are found, i.e. up to 
15% of the vein volume. Cu−Co sulphides consist of 
chalcopyrite, bornite, chalcocite and minor carrollite, 
pyrrhotite and pentlandite. Also molybdenite was 
observed in these veins (Muchez et al., 2010). The 
sulphides are interstitial to the carbonate and quartz 
crystals and occur disseminated in the veins (an 
excellent example is the opaque fraction shown in 
Fig. 47B). The ferroan calcite is orange to pink or 
fuchsia in colour. The vein walls are highly tortuous 
and irregular. In some of the veins, a thin quartz 
selvage less than 0.4 mm thick occurs on the vein 
walls (e.g. Fig. 47A). Quartz grains in the selvage grew 
epitaxially on the host rock quartz grains. Some 
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quartz crystals grew epitaxially on the quartz selvage 
as large cm size blocky grains into the gangue of the 
vein. Quartz in the selvage shows undulose 
extinction. The contact between selvage and blocky 
calcite is highly irregular and tortuous and the 
selvage shows a large variation in thickness. In some 
veins, calcite is optically continuous with anhedral 
masses of replacive ferroan calcite in the host rock 
(in turn associated with porphyroblasts of tremolite 
and muscovite). In addition, luminescence colours of 
the replacive calcite in the host rock and those in 
type V and VI veins are exactly the same.  
Significant crystal plastic deformation has affected 
the calcite (Fig. 47C and D). Calcite grains show 
intense twinning, with twins that are bent or 
offsetting each other (Fig. 47C and D). Calcite also 
shows strong undulatory extinction in the veins, up 
to the point that distinct subgrains are formed (Fig. 
47A, C and D). Blocky localised extinction bands occur 
rather frequently (sensu Derez et al., 2015). In some 
of the veins, elongate-blocky calcite crystals occur at 
a low angle to the vein wall, showing abundant host 
rock inclusions (Fig. 47C), indicating significant shear 
components near the host rock contact. Towards the 
middle, crystals are generally more blocky euhedral, 
often showing ideal 120° angles between grains (Fig. 
47A and B). 
8.5. Type VI veins 
Type VI veins are microscopically identical to type V 
veins. Veins are dominated by blocky euhedral 
crystals of several cm to tens of cm of ferroan calcite, 
quartz, anhydrite, muscovite, biotite, anhydrite, 
microcline and albite. The calcite in these veins is 
often bright orange to bright fuchsia in colour and 
bright yellow to orange luminescent. Ore 
mineralisation occurs in the form of pyrite, 
chalcopyrite, bornite, carrolite, pyrrhotite, 
pentlandite and molybdenite. 
8.6. Calc-silicate alteration 
Pervasive calc-silicate alteration has affected both 
the carbonaceous mudrock and the argillitic dolomite 
lithofacies. This alteration is characterised by 
pervasive replacement of quartz and ferroan 
dolomite in the host rock to ferroan calcite and 
tremolite. At the base of the black carbonaceous 
mudrock facies, an intense alteration zone (ca. 0 – 4 
m) is found with laminated to massive tremolitic 
shales and dense silicified shales, locally termed the 
Contact Shale. The extent of the alteration zone is 
shown for two sections in the mine in Fig. 16 and Fig. 
17. Alteration fronts interfinger with the black 
carbonaceous mudrock facies at Nkana South (Fig. 
48). The degree of calc-silicate alteration diminishes 
towards the top of the COM. 
 
Fig. 48. Alteration front in the carbonaceous black 
shale lithofacies at Nkana South. Pervasive 
replacement occurs of ferroan dolomite and quartz in 
the host rock to tremolite and ferroan calcite. Dashed 
lines indicate S1 cleavage. 
8.6.1. Alteration fabrics in host rock 
Tremolite occurs as disseminated poikiloblasts in the 
host rock, most commonly as decussate aggregates 
of acicular to lozenge-shaped crystals (Fig. 49A; Fig. 
50A, B and C), sometimes as mutually crosscutting 
conjugate sets (Fig. 49A). In the more fine-grained 
shales, tremolite poikiloblasts also occur as well 
developed and randomly oriented sheaf-like clusters 
with a long axis observed up to 3 cm (Fig. 50A and C). 
This morphological texture is typical for amphibolite 
‘garbenschiefers’ (Biermann, 1977; Passchier and 
Trouw, 2005), giving the rocks a mottled appearance 
in hand specimen. Generally, tremolite blasts show 
straight and sharp grain boundaries (Fig. 50A, B and 
C). Quartz and chlorite form pseudomorphs after 
tremolite often as patches in the host rock (Fig. 50B). 
Abundant replacive ferroan calcite is associated with 
tremolite and talc alteration. It is absent in unaltered 
parts. The calcite is bright yellow luminescent and 
generally anhedral and inclusion rich (Fig. 49B; Fig. 
50C). In pervasively altered, carbonate-rich parts, 
calcite is completely replacing dolomite (Fig. 49B; Fig. 
50C). In less severely altered parts, replacive calcite 
occurs disseminated or in diffuse patches, generally 
more abundant in carbonaceous and coarser grained 




Fig. 49 (left). Calc-silicate alteration in carbonaceous 
mudrock lithofacies of the COM at Nkana South. A) 
Completely altered, lowermost part of the 
carbonaceous mudrock (‘Contact Shale’). Two distinct 
orientations of acicular tremolite porphyroblasts are 
present, at an angle of 120°. B) S2 cleavage 
crenulating S1 cleavage. Crenulation microfolds are 
preserved as solid bitumen within bright yellow 
luminescent ferroan calcite that is associated with 
tremolite. All host-rock dolomite is replaced by this 
calcite phase. Lowermost part shows a S2 cleavage 
parallel type III vein with blocky ferroan calcite and 
quartz. Host rock domains are preserved in the vein 
as solid bitumen inclusion trails across and through 
several calcite and quartz grains. 
 
Host rock S1 and S2 cleavage domains are included in 
the anhedral replacive calcite and subhedral 
tremolite poikiloblasts (Fig. 50A). Growth of tremolite 
and anhedral calcite is post-kinematic with respect to 
S1 foliation and late- to post-kinematic with respect to 
development of S2 foliation (Fig. 49A, B; Fig. 50A, B). 
Included cleavage domains generally retain both 
nature and orientation of foliation fabric, such as a 
slightly anastomosing S1 foliation and development 
of spaced S2 cleavage (Fig. 49B; Fig. 50C). Locally, 
calcite contains inclusions of microfolds of 
crenulation cleavage domains (Fig. 49B). Where 
replacive calcite is more patchy, it encloses 
muscovite and biotite concordant with the local S2 
attitude.  
Strain caps of chlorite, biotite and muscovite occur 
on some porphyroblasts, where others in the same 
thin section are clearly devoid of posterior strain 
features (Fig. 50A). Strain shadows of euhedral 
blocky ferroan calcite are occasionally developed 
when the long axis of tremolite blades lies parallel to 
S1 (Fig. 50A). Replacive calcite occasionally shows 
undulose extinction and/or deformation twinning of 




Fig. 50 (left). Crossed polarised light 
photomicrographs of calc-silicate alteration features. 
Anh: anhydrite; cc: calcite; cpy: chalcopyrite; trem: 
tremolite; chl: chlorite. A) Randomly oriented sheaf-
like clusters of tremolite poikiloblasts. Tremolite 
contains inclusions of ferroan calcite. S1 cleavage 
orientation does not change within the poikiloblast. If 
the poikiloblasts are aligned with S1 cleavage, blocky 
ferroan calcite is present as strain shadows and strain 
caps consist of biotite and muscovite. B) Pervasive 
alteration of host rock (right) and veins (centre and 
left). Tremolite porphyrobasts are acicular to lozenge-
shaped in the veins. In the host rock, dark patches of 
quartz and chlorite are present as pseudomorphs 
after tremolite. The tremolite overgrows chlorite and 
chalcopyrite in the veinlets. Tremolite is also 
deformed in some cases, in other parts tremolite 
porphyroblasts are undeformed. C) Tremolite 
poikiloblasts up to a cm in length grow from a small 
vein. Tremolite growth is post-kinematic to S1 and S2 
cleavage and prior to small veinlets of ferroan calcite. 
Host rock is almost completely replaced by anhedral 
calcite with abundant inclusions of solid bitumen. D) 
Type I antitaxial vein of fibrous dolomite that is 
almost completely altered to acicular to bladed 
tremolite, talc, muscovite and anhedral ferroan 
calcite. 
8.6.2. Alteration fabrics in veins 
Tremolite porphyroblasts are post-kinematic to 
folding of type I and II veins and late- to post-
kinematic to development of disjunctive S2 cleavage 
and type III slickenfibre veins. More specifically, 
tremolite blasts are post-kinematic to type II vein 
slickenfibre shear zones. Often, the alteration 
assemblage reveals little deformation where 
unaltered dolomite in type I, II and II veins reveals 
undulatory extinction, deformation twins, fine 
extinction bands, blocky localised extinction bands 
(sensu Derez et al., 2015), and multiple generations 
of secondary fluid inclusion planes (Fig. 51A, D and 
E). All deformation microstructures in type I, II and III 
veins are therefore overprinted by the alteration 
assemblage. 
Alteration in vein gangue of type I, II and III veins 
consists of undisturbed decussate aggregates of 
randomly oriented euhedral muscovite and acicular 
to fibrous tremolite (Fig. 50C). Replacive anhedral 
ferroan calcite generally forms irregular masses with 
numerous inclusions of tremolite and muscovite (Fig. 
51A, D and E). The alteration often follows the 
structural grain of existing vein fabric. For example, 
dedolomitisation fronts are revealed by the 
differential protrusion of alteration in adjacent fibres, 
where alteration fronts are bounded by grain 
boundaries (Fig. 51D and E). Alteration fronts are 
63 
generally revealed starting from the vein walls and 
median zones, intruding along dolomite fibres into 
the vein gangue (Fig. 51A, E; Fig. 52). Alteration is 
also more intense near the median surfaces (Fig. 
50D; Fig. 51C). In addition, higher amounts of large 
euhedral tremolite and muscovite are present near 
median zones that show abundant dust rims or host 
rock slivers, relative to median zones that do not. 
Veins are sometimes severely altered whereas host 
rocks show only little evidence of calc-silicate 
alteration and ferroan calcite growth (Fig. 51A) but in 
other cases, the inverse is true (Fig. 52). 
Original dolomite is most often preserved in the 
middle of the veins (Fig. 51A, B, C and E; Fig. 52). 
Alteration ‘columns’ between vein walls are regularly 
observed, indicating localised protrusion of alteration 
(Fig. 52). Many incomplete reactions are visible. 
Relics of dolomite are included in calcite and 
tremolite, in optical continuity with laterally 
unaltered dolomite (Fig. 51A and E). Diffuse and 
discontinuous trails of dust are included in replacive 
tremolite, calcite and muscovite. The inclusion trails 
crosscut grains of different mineralogy. Solid 
inclusion trails are preserved within altered veins 
indicating the prior fibrous nature of type I veins (Fig. 
53). Their general attitude is continuous with dust 
rims along unaltered dolomite fibres in type I veins. 
These solid inclusion trails can therefore be used to 
infer the pre-alteration fibre attitude. 
Type IV, V and VI, S2-cleavage discordant, veins show 
large euhedral ferroan calcite with exactly the same 
CL tones and texture as the ferroan calcite occurring 
in the altered host rock. Occasionally, veins reveal 
diffuse vein walls, with calcite crystals extending 
beyond the vein walls, in (optical) continuity with 
replacive calcite in the host rock. Nevertheless, most 
type IV, V and VI veins do not contain tremolite or 
talc within the vein gangue. Tremolite and talc are 
sometimes observed along low- and high-angle shear 
zones, revealing slickenline striations in association 
with tremolite (Fig. 27C and D). Subvertical tremolite 
slickenfibre veins crosscut type V veins. 
Fig. 51 (right). Calc-silicate alteration of type I veins. 
A) Calc-silicate alteration front on the vein wall with 
tremolite and muscovite engulfed by anhedral 
replacive calcite. B) Quartz grains along the median 
line. C) Alteration is focussed along the median line 
with anhedral replacive calcite engulfing acicular 
tremolite and minor muscovite. D) Talc alteration 
within fibres, protruding according to the structural 
grain of the fibrous growth morphology. E) Calc-
silicate alteration front on vein wall, with muscovite 









Fig. 52 (top left). Type I vein, near fold hinge. 
Alteration ‘columns’ of tremolite, muscovite and 
replacive ferroan calcite, delineated by white lines, 
between vein wall and median line. Median line of the 
type I vein is indicated by dashed line. Large parts of 
the vein are completely unaffected by the calc-silicate 
alteration. Replacive calcite porphyroblasts are 
twinned and show undulose extinction. 
Fig. 53 (bottom left). Plane polarised (A) and crossed 
polarised (B) light photomicrograph of a completely 
altered type I vein (top side). Solid inclusion trails are 
preserved within altered veins indicating the prior 
fibrous nature of type I veins. The original dolomite in 
the type I vein is completely replaced by ferroan 
calcite and tremolite, while retaining the solid 
inclusion trails. 
8.7. Stable isotopes 
Carbon and oxygen isotopes of single phase 
carbonates at Nkana were analysed before (Brems, 
2007; Clara, 2009; De Cleyn, 2009; Muchez et al., 
2010). These analyses by other authors are 
reclassified into the vein and alteration carbonate 
phases, using new insights of this study. Values of 
various host-rock dolomites at Nkana were analysed 
by Croaker (2011) and published in Selley et al. 
(2005). The host rocks that were analysed by Croaker 
(2011) are the argillaceous dolomite lithofacies, the 
carbonaceous mudrock lithofacies and the white 
massive dolomite lithofacies (i.e. “barren gap” in 
Croaker, 2011). In addition, carbonates from the 
Mindola Clastics Formation were also analysed. All 
these analyses were obtained by micro-drilling host 
rocks. 
A small number of new C and O isotope analyses was 
carried out on type I and II veins. Results of both new 
and reclassified published results are then shown in 
Fig. 54 and listed in Table 2. Sample powders were 
obtained by diamond micro-drilling. All values are 
reported in per mil (‰) deviation from V-PDB. 
Petrographic re-assessment of analysed nodules 
under CL shows alteration in some of the nodules, 
generally focussed on the rims (Fig. 55) although 
completely altered nodules also occur. The relative 
positions of the drilling locations in the nodules are 
indicated in Fig. 54C. Results in Fig. 54C and D are 
subdivided according to the different vein types. In 
some S2 discordant veins it was unclear from the 
hand specimen or descriptions by previous authors 
(Brems, 2007; Clara, 2009; De Cleyn, 2009; Muchez 
et al., 2010) to which vein generation these veins 
would belong in our vein classification (Table 2). 
Therefore, they were simply grouped as S2-cleavage 
discordant veins (Fig. 54B, D and E). 
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Fig. 54. C and O stable isotope values in ‰ deviation from V-PDB for host rock and veins in the Nkana South, 
Central and Mindola deposits. The 1σ reproducibility error in the measurements is smaller than the size of the 
symbols. Abbreviations are: COM: Copperbelt Orebody Member; MCF: Mindola Clastics Formation – Footwall 
Sandstone Member. (A) Host rock carbonates at Nkana. Dashed areas marked with asterisk are reproduced from 
Selley et al. (2005) and Croaker (2011). (B) All single phase carbonates. (C) Nodules, either unaltered dolomite or 
altered calcite or mixing of the two. (D) Unaltered veins at Nkana. (E) Altered veins in the Nkana deposit, all 
characterised by bright orange to yellow luminescent ferroan calcite that is strongly associated with development 
of tremolite (i.e. cctrem). 
Petrographic analysis of samples analysed by Clara 
(2009) show that her analyses were drilled in host-
rock domains. Many of these host rocks were 
however completely recrystallised by yellow 
luminescent calcite or by dull red luminescent 
dolomite, often associated with muscovite and 
tremolite. These analyses are indicated as 
recrystallised host rock in Fig. 54D. After careful 
petrographic observation we found that many of the 
veins analysed by previous authors also show signs of 
calc-silicate alteration and that they were drilled in 
the replacive ferroan calcite that is associated with 
the calc-silicate alteration. These analyses are shown 
in Fig. 54E. Solid bitumen is observed on the edges of 
dolomite grains in type I veins. It is inevitable that 
some of this bitumen is included in the powders used 
for analysis. 
All δ18O values for nodules and veins fall between 
−13.58 ‰ and −18.35 ‰ which is a δ18O range of 
−4.77 ‰, whereas δ13C values vary between −24.56 
and −5.26 ‰ (Fig. 54B). Both type I and II dolomite 
veins show δ13C values between −20.60 and 
−15.17 ‰. Carbon isotopic signatures lie around 
−19.75 ‰ for most type I veins and around −15.40 ‰ 
for most type II veins (Fig. 54D). 
 
Fig. 55. CL image of a nodule in carbonaceous 
mudrock lithofacies. Dark red dull luminescent 
dolomite is replaced by bright orange luminescent 
ferroan calcite on the rims and along grain 
boundaries. Calcite is also present in patches in the 
host rock. 
Altered type I and II veins show δ13C values between 
−13.56 and −10.97 ‰, delined by the ‘altered veins’ 
field in Fig. 54E. These are all measurements of the 
ferroan calcite (cctrem) that is strongly associated with 
calc-silicate development. 
  
Sample Min Mine Location pos (m) Host Feature (previous authors)  Feature (this paper) δ
18O δ13C 
CE08AC05 D Central CE570 161.00 COM HWA Nodules Nodule -15.96 -21.94 
CE08AC02 D Central CE570 142.40 COM HWA Nodules Nodule (centre) -16.37 -24.56 
CE08AC34 D Central CE555 147.00 COM HWA Nodules  Nodule (centre) -14.99 -23.09 
CE08AC03 D/C Central CE570 143.60 COM HWA Nodules Nodule (centre) - altered -15.73 -17.24 
CE08AC12 D/C Central CE570 281.30 COM CM Nodules Nodule (centre) - altered -16.04 -16.54 
CE08AC02 C Central CE570 142.40 COM HWA Nodules Nodule (edge) - altered -15.61 -15.57 
CE08AC03 C Central CE570 143.60 COM HWA Nodules Nodule (edge) - altered -15.55 -15.17 
CE08AC12 C Central CE570 281.30 COM CM Nodules Nodule (edge) - altered -17.02 -11.30 
CE08AC34 C Central CE555 147.00 COM HWA Nodules Nodule (edge) - altered -15.04 -15.93 
NS06DB44* D South 162S 3360L  COM CM  Type I -16.06 -19.52 
NC12KT05* D South 480S D 3140L  COM CM  Type I -13.58 -19.52 
NC12KT10* D South 480S D 3140L  COM CM  Type I -14.05 -19.56 
NS12KT01* D South 190S 3435L  COM CM  Type I -15.25 -20.43 
NS12KT08* D South 190S 3435L  COM CM  Type I -16.15 -16.72 
CE08AC06 D Central CE570 189.80 COM HWA LPV Type II -17.07 -15.22 
NS06DB15 C South NS0168 89.70 COM CM Irregular vein Type II -15.35 -15.46 
NS06DB17 C South NS0168 97.90 COM CM Irregular vein Type II -15.32 -15.17 
NS06DB19 D South NS0168 110.90 COM CM Irregular vein Type II -16.54 -15.76 
NC12KT10* D South 480S D 3140L 29.20 COM CM  Type II -13.70 -20.60 
NS06DB16 D South NS0168 95.35 COM CM Massive vein S2-cleavage discordant (Type IV) -15.53 -13.61 
NS06DB16 D South NS0168 95.35 COM CM LPV S2-cleavage discordant (Type IV) -15.88 -14.70 
CS08AC02 C Central 1000S 2140L  COM CM Massive vein S2-cleavage discordant (Type V/VI) -15.84 -13.55 
NS06DB40 C South 90S 3360L 0.10 FWS Massive vein S2-cleavage discordant (Type V/VI) -17.78 -5.26 
NS06DB40 C South 90S 3360L 0.10 FWS Massive vein S2-cleavage discordant (Type V/VI) -17.09 -6.49 
Table 2. O and C stable isotope data. All values are in per mil (‰) relative to the Vienna PDB standard. New measurements in this study are marked with *. Other analyses are 
reproduced from Muchez et al. (2010) and Clara (2009). Sample features have been re-assessed using newly gained insights in this study. A comparison is given between 
features in this study and the assignment of nodules/veins by Muchez et al. (2010). Abbreviations are: COM: Copperbelt Orebody Member; AD: Argillitic dolomite lithofacies; 
CM: Carbonaceous mudrock lithofacies; HWA: Hanging Wall Argillite, a local mining terminology for unit 7 of the COM; FWS: Footwall Sandstone at the top of the Mindola 
Clastics Formation; C: ferroan calcite; D: ferroan dolomite; LPV: ‘layer-parallel vein’ sensu Brems et al. (2009) and Muchez et al. (2010). Locations sometimes refer to 
boreholes, namely boreholes CE570, CE555, NS0168 and ME1082. 
 Sample Min Mine Location pos (m) Host Feature (previous authors)  Feature (this paper) δ
18O δ13C 
CE08AC20 C Central CE570 340.20 COM CM LPV Altered (Type II) -16.41 -11.89 
CE08AC22 C Central CE570 352.45 COM CM LPV Altered (Type II) -16.62 -12.64 
CE08AC23 C Central CE570 354.50 COM CM LPV Altered (Type II) -16.29 -12.26 
CE08AC40 C Central CE555 283.00 COM CM LPV Altered (Type II) -16.67 -11.67 
CE08AC41 C Central CE555 283.80 COM CM LPV Altered (Type II) -16.77 -11.51 
CE08AC41 C Central CE555 283.80 COM CM LPV Altered (Type II) -16.91 -11.52 
CE08AC06 C Central CE570 189.80 COM HWA LPV Altered (Type II) -17.92 -11.49 
CE08AC44 C Central CE555 178.70 COM HWA LPV Altered (Type II) -18.35 -10.97 
CE08AC29 C Central CE570 421.80 COM HWA Silica vein Altered (Type II) -14.14 -12.69 
NS06DB02 C South NS0168 7.90 COM CM Irregular vein Altered (?) -16.94 -12.97 
NS06DB03 C South NS0168 15.60 COM CM LPV Altered (Type II) -15.10 -11.96 
NS06DB09 C South NS0168 49.50 COM CM Irregular vein Altered (?) -15.00 -11.87 
NS06DB10 D/C South NS0168 54.75 COM CM LPV Altered (Type II) -15.29 -12.57 
NS06DB10 D/C South NS0168 54.75 COM CM Irregular vein Altered (Type II) -15.80 -13.33 
NS06DB18 C South NS0168 106.60 COM CM Irregular vein Altered (?) -15.30 -13.56 
CE08AC10 C Central CE570 236.20 COM CM Massive vein Altered (S2-cleavage discordant) -17.11 -9.06 
CE08AC14 C Central CE570 322.90 FWS Massive vein Altered (S2-cleavage discordant) -17.12 -8.16 
CE08AC15 C Central CE570 323.60 FWS Massive vein Altered (S2-cleavage discordant) -16.73 -10.08 
CE08AC42 C Central CE555 289.05 COM CM Massive vein Altered (S2-cleavage discordant) -17.21 -8.48 
NS06DB08 C South NS0168 38.00 FWS Massive vein Altered (S2-cleavage discordant) -16.79 -8.92 
ME08EC06 D Mindola ME1082 66.00 COM AD  Replacive authigenic blocky dolomite -16.88 -9.64 
ME08EC08 D Mindola ME1082 67.80 COM AD  Replacive authigenic blocky dolomite -17.07 -10.57 
ME08EC07 C Mindola ME1082 66.70 COM AD  Replacive authigenic calcite -17.04 -10.57 
ME08EC15 C Mindola ME1082 77.90 COM AD  Replacive authigenic calcite -16.03 -11.87 
ME08EC14 C Mindola ME1082 76.20 COM AD  Replacive authigenic calcite -16.17 -12.20 
ME08EC32 C Mindola ME1082 72.80 COM AD  Replacive authigenic calcite -16.48 -10.00 
Table 2 continued. 
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9. Kinematic interpretation of type I and II veins 
In this section, we unravel a kinematic interpretation 
for type I and II veins using the macroscopic and 
microstructural observations of previous sections. 
9.1. Internal strain distribution in 
the folded type I veins 
From the microstructural observations, it was seen 
that originally bedding-parallel type I veins were 
subsequently folded into single-layer and multilayer 
folds. Investigation of the microfabrics in these 
folded type I veins has led to the recognition of two 
main strain accommodating micro-mechanisms. The 
first mechanism is intergranular deformation through 
bookshelf rotation of dolomite fibres (Fig. 44) and 
the second is intracrystalline deformation through 
bending of the fibres, undulose extinction and 
formation of subgrains parallel to the fibre long axis 
(Fig. 33C and D). 
Microstructures in the fold hinges of folded type I 
veins show a remarkable absence of strain 
accumulation, with no evidence for large-scale 
pressure solution, twinning or other intracrystalline 
deformation features (Fig. 43). There is also no 
microstructural evidence for any strain gradient 
between the inner and outer vein wall at the hinges 
(Fig. 33C and Fig. 43). Conversely, deformation in the 
limbs is higher by intracrystalline bending and 
intergranular bookshelf rotation of type I dolomite 
fibres (Fig. 33C and D). Shear deformation is 
therefore localised in the limbs. In addition, 
bookshelf rotation is always with a reverse shear 
sense relative to the initially orthogonal orientation 
on opposite sides of the fold hinges (Fig. 39 and Fig. 
43). Hence, all these observations point to a strain 
field that complies with that of flexural flow folding, 
concentrating strain in fold limbs and 
accommodating little or no strain in fold hinge zones, 
as opposed to folding by tangential-longitudinal 
strain. 
9.2. Progressive deformation 
The variation in fold amplitude across 2nd and 3rd 
order folds (Fig. 29) agrees with parasitic fold 
development in a single progressive deformation 
history of a multilayer sequence, yielding the largest 
amplitudes when layer inclination is parallel to the 
main contraction direction (Treagus and Fletcher, 
2009; Hudleston and Treagus, 2010; Hobbs et al., 
2011). The observed extension structures (i.e. pinch-
and-swell geometries; boudins) in steeply dipping to 
slightly overturned limbs most probably relate to 
stretching of fold limbs during progressive closure of 
2nd and 3rd order folds to isoclinal and slightly 
overturned folds, with the veins acting as material 
lines rotating from the shortening towards the 
extension field during progressive deformation 
(Passchier and Trouw, 2005). 
It is clear that during progressive folding, type I veins 
behaved as competent layers in an incompetent 
matrix, leading to buckling and low angle thrusting. 
Thickness variation along the folds, the 
characteristics of the type I to type II transition, the 
inferred growth direction of type II overgrowths, and 
the progressive changes in growth morphology of 
type II veins, all suggest that type II veins grew syn-
kinematically during progressive 2nd and 3rd order 
folding. 
Numerical modelling of folding has led to the 
recognition that the progressive fold evolution of a 
single layer comprises of a number of stages: (1) 
initial layer-parallel shortening, (2) the nucleation of 
a buckling instability, (3) a fold amplification and (4) 
pure shear deformation due to locking up of the folds 
(Schmalholz and Podladchikov, 2000, 2001; 
Schmalholz, 2006; Hudleston and Treagus, 2010). 
These stages can be recognized in the 
microstructural evolution of the type I and type II 
dolomite veins. 
Early bedding-parallel shear 
Where present, the contact between type I and II 
veins localises shear strain, with increased twinning 
and subgrain development, both at the top of type I 
veins as well as during first growth of type II veins. 
Often the first tens of µm of crystal growth of type II 
veins show highly deformed and curved crystals, a 
large grain-size reduction and abundant deformation 
twinning and other intracrystalline deformation 
features (Fig. 40). These observations all indicate 
low-displacement bedding-parallel shear strain. The 
shear sense of the type I-II contact does not change 
across fold profiles. This indicates that bedding-
parallel shearing must have occurred during initial 
layer-parallel shortening, both before and during first 
growth of the type II veins, before any significant 
buckling and fold amplification took place. 
A stage of high transient permeability 
In almost all type II veins, an important stage of 
blocky euhedral growth follows the early shear. 
Starting from the type I-II contact towards the host-
rock vein wall, type II veins often show a change from 
small grain sizes and fibrous morphologies, rapidly 
increasing in grain size towards more elongate-blocky 
and ultimately euhedral blocky grains (Figs. 33A, B 
and 40). Consequently, many type II veins are 
dominated by euhedral blocky growth morphologies 
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in dolomite and quartz selvages, with grains that are 
devoid of solid inclusions or dust rims and that reveal 
well-developed growth facets. 
These observations point to intense growth 
competition starting from the initial growth surface 
(the type I – type II contact) and are indicative for a 
sustained vein opening, inferring a vein-wall 
separation rate exceeding crystal growth. Minerals 
with anisotropy in crystal growth vectors, such as 
dolomite (Dickson, 1993), can reveal growth 
competition by widening and occlusion of crystals 
when growing unimpeded into open cavities. This 
indicates the general growth direction – but not 
necessarily the exact orientation. The resulting type 
of growth morphology mainly depends on the 
opening rate of veins relative to the growth speed of 
the gangue minerals and the smoothness of vein 
walls (Urai et al., 1991; Hilgers et al., 2001; Oliver and 
Bons, 2001; Nollet et al., 2006, 2009). Therefore, 
growth of gangue minerals in type II veins started at 
the onset of or even before bookshelf rotation of the 
type I fibres due to flexural flow folding and 
continued with open cavity growth during 
progressive buckling and fold amplification. 
Occasionally, several inclusion trials of Cu−Co 
sulphides and micas lie parallel to the vein walls and 
the type I – type II contact. In addition, multiple 
euhedral blocky dolomite generations are recognised 
under cold cathodoluminescence, each generation 
cutting off existing deformation features or growth 
facets of previous dolomite stages (Fig. 40). These 
observations indicate multiple opening and closing 
episodes (cf. Barker et al., 2006). 
The highest volumes of Cu−Co sulphides are 
associated with this euhedral blocky dolomite stage 
in type II veins, whereas Cu−Co sulphides are absent 
in type I veins and minor in early and late shearing 
stages in the folded single-layers. This means that a 
large portion of Cu-Co sulphide mineralisation at 
Nkana precipitated after buckling instability was 
already created and thus primarily occurred during 
the fold amplification stage, creating transient 
permeabilities necessary for deposition of large 
quantities of Cu-Co sulphides (cf. Evans and Fischer, 
2012). 
Curved fibres and flexural slip components  
towards fold closure 
Many type II veins subsequently reveal a change 
from the euhedral blocky dolomite towards strongly 
curved elongate-blocky, sometimes fibrous dolomite 
slickenfibre growth morphologies with slickenlines on 
the vein walls (Fig. 39 and Fig. 40). Although caution 
should be taken when interpreting kinematics from 
curved fibrous veins (Williams and Urai, 1989; Urai et 
al., 1991; Hilgers et al., 2001; Bons et al., 2012), the 
fibres are undeformed and show a progressive 
curvature from orthogonal up to parallelism with the 
vein walls and S1 cleavage, ultimately forming 
slickenfibre geometries (Fig. 39C). No twinning or 
subgrains are seen in the curved dolomite. In 
addition, there is an absence of jagged grain 
boundaries or briquette structures typical for ataxial 
veins, where fracturing is randomly distributed within 
the vein (Hilgers and Urai, 2002). Solid inclusion trails 
can directly track the opening direction of a vein (cf. 
de Roo and Weber, 1992; Koehn and Passchier, 
2000), but these were not found in the type II veins. 
Considering these lines of evidence, we interpret 
these type II fibres to have grown during progressive 
folding. The progressive folding is strongly reflected 
in the curvature of type II dolomite grains. In 
addition, the curvature direction of the type II 
(slicken)fibres is interpreted to reflect to a high 
degree the opening direction. 
This final growth stage in type II veins is consistent 
with that expected in flexural-slip folding, as 
evidenced from a reverse shear sense in slickenfibres 
on opposite sides of folds, a sub-parallelism of 
slickenfibre steps with the local fold hinge lines and 
slickenline lineations perpendicular to these fold 
hinge lines. Therefore, a component of flexural slip 
acted in some veins complementary to the initial 
flexural flow in the accommodation of the overall 
strain during folding. Where fold limbs are steep to 
sub-vertical, shear zones are formed at low angle to 
bedding, yielding duplex structures of type I veins. 
These duplexes are typical for flexural slip along 
bedding planes (Tanner, 1992). Hence, in some folds 
simple shear strain may be homogeneously 
distributed through the layer in flexural flow folds. In 
others, it may be more inhomogeneously distributed 
with slip localised on the layer boundary (flexural 
slip) rather than distributed within the layer itself 
(Ramsay, 1967 p392; Tanner, 1989). The return from 
euhedral blocky to fibrous and shear-related growth 
morphologies, indicates that this flexural slip stage 
represents the onset of locking up of the folds (cf. 
Hudleston and Treagus, 2010), especially in 
multilayer sequences in which chevron-type folding is 
common. 
9.2.1. Effects of multilayer folding 
All multilayers show extremely high-amplitude 
harmonic folding, often leading to chevron-type folds 
having amplitudes two to three times as large as 
those in single-layer folds of similar thickness (e.g. 
compare Fig. 29C to Fig. 29F). Such amplitude 
differences can be understood as an intrinsic effect 
of multilayer folding, where growth rates of folds 
during fold amplification are higher than those in 
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single layers (Frehner and Schmalholz, 2006; Schmid 
and Podladchikov, 2006; Treagus and Fletcher, 2009). 
In addition, folds in an anisotropic matrix propagate 
well into the matrix and therefore do not die out as 
quickly away from the stiff layer as in an isotropic 
matrix (Kocher et al., 2006, 2008; Hudleston and 
Treagus, 2010). 
As the spacing between veins decreases (Figs. 29D to 
29F) multilayer fold trains show an increase in fold 
amplitude and a change in multilayer behaviour. 
Some multilayers at Nkana show extremely high 
amplitude chevron type folding (Fig. 29F). In this case, 
spacing of the veins is small, with the volume of 
matrix being close to the volume of veins. Therefore, 
these folded vein sequences are interpreted as ‘true 
multilayers’ (cf. Schmid and Podladchikov, 2006; 
Hudleston and Treagus, 2010). However, more 
frequently, folded stacks of type I veins yield 
disharmonic to polyharmonic folds, with a larger 
spacing between folded bedding-parallel veins, 
although still relatively closely spaced (Fig. 29D to F). 
These veins can be considered as ranging more 
towards independent single layer folds (cf. Schmid 
and Podladchikov, 2006). 
There is a distinct difference in the amount and type 
of accommodation structures in type II veins between 
single-layer folds and true multilayer folds. The most 
intense thickness variations in type II veins are 
observed in the true multilayer sequences in both 
syn- and antiformal structures (Fig. 29), creating 
euhedral blocky dolomite, quartz and coarse grained 
sulphides, which can be interpreted as open cavity 
growth in dilatational sites, i.e. saddle reefs. The 
observed slip along bedding planes and curved fibre 
growth are typical of flexural slip in a multilayer 
chevron-type fold model, which creates potential for 
dilatational sites in fold hinges (Ramsay, 1974; 
Hodgson, 1989; Cox et al., 1991; Forde and Bell, 
1994; Windh, 1995; Couples et al., 1998). In the case 
of dis- to polyharmonically folded veins, a similar 
interpretation can be made, with more irregularly 
localised creation of dilatational sites. 
9.2.2. Later deformation of folded 
type I and type II veins 
In high strain areas at Nkana, disjunctive S2-cleavage 
planes crosscut folded type I veins and also type II 
veins. Many of these cleavage planes are very 
strongly mineralised by sulphides, quartz, dolomite 
and micas. This observation and the inconsistent and 
contrasting displacements of folded veins along one 
disjunctive cleavage plane (Fig. 42A) indicate 
diffusion mass transfer processes during progressive 
homogeneous shortening and serve to distinguish 
these apparent displacements from true shear 
displacements (Blenkinsop, 2000; Twiss and Moores, 
2007). 
Multiple wavelengths in folds must have been 
dissolved in order to accommodate the observed 
apparent displacement, as illustrated in Fig. 42, 
which would point to very significant homogeneous 
shortening with extremely intense diffusion mass 
transfer processes. Conversely, many veins of 
dolomite and quartz occur along S2-cleavage planes, 
often showing slickenfibre growth morphologies with 
microstructures indicative of growth during shearing 
(cf. Koehn and Passchier, 2000). Therefore, it cannot 
be excluded that significant shearing along S2 
cleavage planes took place, besides dissolution. This 
could in some cases help to explain the large 
apparent displacements and the precipitation of 
authigenic quartz and dolomite along some of the S2 
cleavage planes. In general, it is quite difficult to 
determine how much shear strain was accumulated 
across foliation planes by diffusive mass transfer and 
how much through simple shearing (Twiss and 
Moores, 2007). 
Some evidence is present to indicate that the 
development of the disjunctive S2 cleavage is post-
kinematic to the 4th order folding and will not have 
influenced the earlier stages of the folding of these 
veins. Firstly, the diffusion mass transfer process also 
affects veins that show type II vein overgrowths and 
veins crosscutting already folded type I veins, with 
abrupt interruption of type II dolomite near the 
cleavage planes, as visible in Fig. 42. It is difficult to 
envisage simultaneous development of open cavity 
growth of dolomite in type II veins and concomitant 
compaction related dissolution. Secondly, the 
geometry of the contact between type I veins and 
the cleavage and the amount of shortening are not 
compatible with a bulk of shortening to have 
occurred prior to or at the onset of folding. Thirdly, 
the disjunctive cleavage affects only those folds with 
the highest strain and is not present in lower-strain 
areas, although similar fold geometries are found in 
both cases. 
9.3. Quantitative analysis of vein 
deformation 
9.3.1. Dip-isogon analysis 
A dip-isogon analysis was carried out on fold profiles 
of folded type I veins (cf. Ramsay, 1967; Bastida et 
al., 2005; Hudleston and Treagus, 2010). Such an 
analysis gives a functional description of the folded 
layer geometry by plotting the variation of the 
normalised orthogonal thickness, tα, with respect to 
the layer inclination, α. Many of the detailed analyses 
and measurements are carried out on 4 well 
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oriented, large (50 x 70 mm) thin sections, cut 
perpendicular to the local fold hinge line, of 
representative folded type I veins (Fig. 43). The dip-
isogon analysis shows that folded type I veins belong 
to class 1C, close to class 1B (Fig. 56), with dip 
isogons converging towards the inner hinge. Limbs of 
folded type I veins are therefore somewhat thinner 
than the hinges, although the differences are very 
small. 
 
Fig. 56. Dip-isogon analysis of normalised orthogonal 
thickness (t = tα/t0) variation on thin sections of fold 
profiles of selected folded type I veins (see Fig. 43). 
There are clear indications for homogeneous 
flattening of the folds, as evidenced by contrasting 
apparent shear movements of folded type I veins 
along disjunctive S2 cleavage planes. When parallel 
folds of class 1B are subjected to homogeneous 
flattening, i.e. pure shear, these can be transformed 
to class 1C folds (Lisle, 1992; Hudleston and Lan, 
1993; Zagorčev, 1993; Bastida et al., 2003; Shah and 
Srivastava, 2006; Srivastava and Shah, 2008; 
Hudleston and Treagus, 2010). To estimate the 
amount of two-dimensional strain during 
homogeneous flattening, a reconstruction of the 
strain ellipsoids of the entire folds is performed. This 
reconstruction is based on the isogon rosette 
method of Srivastava & Shah (2008), by plotting dip 
isogons with their point of intersection as a common 
midpoint. The method assumes that flattening occurs 
completely posterior and not concomitant to the 
buckling stage. This criterion is met, given that 
disjunctive cleavage development is interpreted to 
have occurred posterior to the 4th order folding. 
The obtained strain ellipsoids for all four folds have 
their principal axes at a very small angle with the 
axial planar S2 cleavage (Fig. 57). The inferred strain 
ratio, RS, for sample H136 is 1.15 and for the other 3 
samples, RS = 1.33. As the attitude of the axial planar 
S2 cleavage was used as a base for defining the layer 
inclination across the folds, we can infer that 
homogeneous flattening of the folds occurred 
perpendicular to S2, and is thus kinematically linked 
with the development of this late cleavage fabric.  
 
Fig. 57. Strain ellipsoids for the four folded veins (see 
Fig. 43), reconstructed by plotting dip isogons across 
the folds with their point of intersection as the 
common midpoint, following the method in 
Srivastava and Shah (2008). 
Subsequently, a reconstruction is accomplished of 
the orientation and magnitudes of various vectors 
prior to homogeneous flattening, using the strain 
ellipsoids and deduced RS for the four folds in Fig. 57 
(see Appendix A). We reconstruct the initial angles of 
the layer inclination, α’, the dip isogon angle, δ’ and 
the smallest angle, ϕ between a dip isogon and the 
YZ plane of the strain ellipsoid. Using these angles, 
we also calculate the restored normalised orthogonal 
length, t’ = t’α/t0 of dip isogons, deduced in Appendix 
A, as: 
 t′஑t଴ = sinϕsinϕ′ t஑t଴ 1Rୗ (1) 
Fig. 58 then shows the variation of the restored 
normalised orthogonal length for the four fold 
profiles of Fig. 43. This reconstruction clearly shows 
that when homogeneous flattening is taken into 




Fig. 58. (A) Reconstruction of normalised orthogonal 
length, t’=t’α/t0 of dip isogons across the folds for the 
four selected folds (Fig. 43), before homogeneous 
flattening, using the inferred strain ratios of Fig. 57. 
9.3.2. Quantification of strain using 
dolomite fibres as planar 
markers 
The strain pattern within a fold cannot be deduced 
from fold shape alone and planar markers offer a 
great addition to quantitatively study strain patterns 
within a fold (Hudleston and Lan, 1993; Lisle, 1999; 
Bastida et al., 2005; Bobillo-Ares et al., 2009). Only in 
flexural flow do initially orthogonal markers deviate 
from orthogonal position in parallel folds, whereas in 
pure tangential-longitudinal strain, markers originally 
orthogonal to the neutral surface of the layer remain 
so after deformation (Hudleston and Holst, 1984; 
Hudleston and Lan, 1993). Petrographic analysis and 
macroscopic observation of relatively undeformed 
type I veins reveal that the dolomite fibres were 
initially orthogonal to the vein walls. Because of the 
consistency in this observation, we can utilise the 
fibre attitude as a marker to quantify strain patterns 
and the intensity of the mechanisms at play during 
folding. 
Deformation at a given position across a layer folded 
by flexural flow is a superposition of homogeneous 
layer-parallel simple shear, FS, and a rotation, R 
(Ramsay, 1967; Bastida et al., 2003). The 
deformation gradient tensor for flexural flow, FFF, is 
then 
 ۴۴۴ = ܀۴܁ = ൤cosγ −sin γsin γ cos γ ൨ ቂ1 γ0 1ቃ (2) 
with γ the layer-parallel component of the finite 
shear strain (Bastida et al., 2003). Therefore, by 
quantifying the shear γ, we can determine FS, and 
thus the strain distribution across the folds. In simple 
shear, lines at angle βi’ to the simple shear plane are 
sheared to β’ and these two angles are related to 
each other via  
 cot β’ = cot β’i + tan ψ = cot β’i + γ, with γ = 
tan ψ (3) 
(Ramsay, 1967; Ragan, 2009). In our case, dolomite 
fibres were initially orthogonal to bedding, i.e. β’i = 
π/2, and therefore cot βi’ = cot π/2 + γ = γ (Fig. 59). 
 
Fig. 59. Geometrical basis behind the strain ellipsoid 
reconstruction. Initially orthogonal fibres (in red) are 
deformed by bookshelf rotation, up to an obliquity 
angle β’ (Bobillo-Ares et al., 2009). From this obliquity 
angle, parameters of the deformed strain ellipsoid are 
calculated, namely the angular shear ψ and shear 
gamma γ, as well as relative magnitudes λ1,3 of the 
principal strain axes. 
Consequently, from γ the parameters of the strain 
ellipsoid under simple shear deformation can also be 
calculated (Ramsay, 1967). The lengths of the 
principal axes of a strain ellipse in simple shear are 
1+e1 = λ10.5 and 1+e3 = λ30.5 with λ1,3 given by 
 
λଵ,ଷ = γଶ + 2 ± ඥ(γଶ + 2)ଶ − 42 . (4) 
Accordingly, the strain ratio RS at a given point, is 
 Rୗ = 1 + eଵ1 + eଷ = ඥλଵඥλଷ. (5) 
Measurements were carried out on the same veins 
used in the dip-isogon analysis. Angles of layer 
inclination α and fibre obliquity angle β were 
corrected for the homogeneous flattening using Eq. 
(18) in Appendix A. Subsequently, Eq. (3)−(5) were 
applied to calculate ψ, γ and RS. Fig. 60 shows the 
variation of the restored obliquity angle β’ of the 
fibres for the four folds (cf. Bobillo-Ares et al., 2009) 
and the calculated shear angle ψ, finite shear strain γ 
and strain ratio RS relative to the layer inclination α’. 
These results reveal increasingly higher ψ, γ and RS 
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towards the fold limbs, up to simple shear strains of γ 
= 0.6 to 0.7 and strain ratios of RS = 2. As expected, 
the simple shear strain is completely absent in the 
fold hinges, with γ = α’ = 0. 
 
Fig. 60. Layer inclination α’ and obliquity angle of 
dolomite fibres, β’, in selected type I veins, corrected 
for homogeneous flattening. The associated shear 
strain angle ψ, total shear strain γ and strain ratio RS 
of the principal strain axes are calculated using Eq. 
(2) to Eq. (5). Theoretical relationships are plotted for 
initially orthogonal passive markers (β = π/2) under 
flexural flow and tangential-longitudinal strain 
folding, with a dashed and dashed-dotted line, 
respectively (cf. Ramsay, 1967; Bobillo-Ares et al., 
2009). 
Results deviate somewhat from the theoretical strain 
curve for an initially orthogonal marker under pure 
flexural flow but deviate more strongly from that of 
tangential-longitudinal strain (Fig. 60). This indicates 
that the folding mechanism is probably a 
combination of flexural flow and a minor component 
of tangential-longitudinal strain (Bobillo-Ares et al., 
2009). However, this deviation can also be 
interpreted as due to fibres not being passive flow 
markers, but rather dynamically deforming active 
markers (Fossen, 2010). For this reason, the 
reconstruction is not an exact solution but a good 
first-order approximation. 
9.3.3. Viscosity contrasts 
Many methods are used to estimate viscosity 
contrasts in folded single layers. One such classical 
method is the arc length method, measuring the arc 
length relative to the thickness of a folded layer 
(Bastida et al., 2005; Hudleston and Treagus, 2010). 
Others have used thickness versus wavelength of 
folded veins as an indicator of viscosity contrast or 
kinematic modelling, but these methods have yielded 
inconsistent predictions for fold-related deformation 
(Evans and Fischer, 2012). 
Here, the strain contour method proposed by 
Schmalholz & Podladchikov (2001) was used. This 
analysis uses wavelength-normalised (λ) amplitude 
(A) versus thickness (H) graphs to constrain (1) the 
viscosity contrast and (2) bulk strain accommodated 
from a point at which the nucleation amplitude is 
reached during initial buckling development 
(Schmalholz and Podladchikov, 2001; Llorens et al., 
2013). The method does not take into account layer-
parallel shortening before the folding stage. Results 
from the strain contour map can give a first order 
approximation of the viscosity contrast, as the exact 
folding mechanism at a given viscosity contrast is also 
dependant on the stress exponent (Schmalholz and 
Podladchikov, 2001; Llorens et al., 2013). An 
important assumption of the method is that the fold 
initiated at the dominant buckling wavelength. If it 
did not, the measure of bulk strain measure is an 
underestimation (Schmalholz and Podladchikov, 
2001; Hudleston and Treagus, 2010). 
 
Fig. 61. Strain contour curve for single-layer folds of 
type I veins showing amplitude (A) versus layer 
thickness (H) normalised over wavelength (λ; cf. 
Schmalholz and Podladchikov, 2001). 
Measurements were carried out in the field on 
relatively isolated and independently folded type I 
veins in several crosscuts in the Nkana mines (e.g. 
Fig. 29C). The thickness, H, in the strain contour map 
was always measured as the orthogonal thickness in 
the fold hinge of the type I veins. The results in Fig. 
61 demonstrate that the inferred bulk strain starting 
from the situation at the nucleation amplitude is 
generally over 65 %. In addition, the viscosity contrast 
between type I veins and the host rock matrix is 
always µl/µm > 50, although a large variability exists 
in obtained values. 
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10.Spacing and thickness distribution of type I veins 
 
Bedding-parallel type I veins in the COM at Nkana 
South are very closely spaced and continue for 
several meters along bedding planes (Fig. 29). From 
the microstructural study, we know that they are 
antitaxial veins with a well defined growth surface 
and minor growth competition. The type I veins 
formed as horizontal veins prior to folding, at least 
before significant buckling took place. The veins were 
the first veins to have formed in the deposit, and 
their formation is hence not influenced by other 
veins. In addition, it is a well constrained population 
that is very consistent in its properties and 
occurrence. The type I veins in the carbonaceous 
mudstone lithofacies of the COM at Nkana are 
therefore ideal to better understand the mechanisms 
that control the formation and distribution of such a 
vein generation. Vein thicknesses and spacing logs 
often show power-law, (log) normal or negative 
exponential frequency distributions (Brooks Clark et 
al. 1995; Gillespie et al. 1999). Such measured 
distributions can then be compared to synthetic 
populations that result from theoretical growth 
models. Therefore, in this section, we conduct a 
quantitative vein distribution analysis of the type I 
veins and interpret these distributions in light of 
potential vein-forming mechanisms. 
In this section, we first give a literature overview of 
fracture and vein distributions and various 
mechanisms that can lead to those distributions, 
implemented in several theoretical growth models. 
Subsequently, we characterise and quantify the type 
I vein distributions at Nkana using measurements 
along underground transects and in boreholes. These 
measurements are then fit to those distribution that 
were identified as critical in the literature overview 
and the fits are then statistically analysed. The results 
are interpreted and discussed in section 11.2.3 
together with macroscopic and petrographic 
observations on formation mechanisms of the type I 
veins. 
10.1. State of the art: insights for 
vein distributing mechanisms 
10.1.1. Fractures versus veins 
A clear distinction should be made between spacing 
and size distributions of fractures on the one hand, 
and veins (i.e. sealed fractures) on the other hand. 
The former is solely a function of fracturing, whereas 
the latter can also significantly be influenced by 
sealing components. Peacock (2004) showed that 
joint and vein sets should be considered as distinct 
geological features with their own formation 
mechanisms. Open fractures under remote stress 
and fluid pressure induce a disturbed (quasi)-static 
local effective stress field around themselves, as 
function of elastic parameters and permeability 
amongst others. This local stress field can interact 
with other nearby fractures and flaws in the rock 
(e.g. cleavage planes, micro-fractures, small shear 
zones). For veins, the story is different. As a fracture 
seals completely, diminished local stress fields 
cannot develop so that other fractures are not 
affected (Fisher et al., 1995; Caputo and Hancock, 
1999). 
10.1.2. Distributions 
In the course of this section, we will frequently 
indicate certain distributions, both in terms of 
observed distributions as in terms of formation 
mechanisms. The most important distributions are 
powerlaw (6), negative exponential (7), lognormal (8) 
and truncated powerlaw (9). 
 ݂(ݔ) = ݔିఈ (6) 









 ݂(ݔ) = ݔିఈ݁ିఒ௫  (9) 
Many generative mechanisms exist to produce 
powerlaw and lognormal distributions, so care should 
be taken when proposing any generative mechanism. 
General mechanisms leading to powerlaw 
distributions are ubiquitous in many disciplines (cf. 
Mitzenmacher, 2003; Sornette, 2005). Very common 
is the mechanism of preferential attachment where 
new objects tend to attach to popular objects. This 
could be seen as a form of size-dependent growth of 
veins. Another common process leading to powerlaw 
distributions are optimization processes that 
optimize a function or a set of functions. The law of 
proportionate growth (Gibrat’s Law) states that the 
growth rate of a parameter (i.e. a vein) is 
independent of its size and leads to lognormal 
distributions. Mathematically, this means that a new 
value is additive and not multiplicative with respect 
to previous values (Sornette, 2005). Fundamentally, 
the product of (multiple) random variables can lead 
to creation of lognormal distributions (Aitchison and 
Brown, 1957). Stochastic fragmentation models show 
sequential breaking of segments into two or more 
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pieces where the length of the pieces can be equal 
(exactly half cf. Delannay et al., 1996) or randomly 
distributed within the segment (cf. Gillespie et al., 
1993). This is typified by the Kolmogorov 
fragmentation process (Gillespie et al., 1993; 
Sornette, 2005; Schwämmle et al., 2009). The 
Kolmogorov fragmentation is an iterative process of 
random breakage, where each new fracture is 
randomly placed between two prior fractures 
(Epstein, 1947; Aitchison and Brown, 1957). This 
random Kolmogorov process yields lognormal 
cumulative frequency distributions (Epstein, 1947; 
Gillespie et al., 1993). For open fractures, the 
interaction between fractures therefore plays an 
important role as limiting factor in fracture 
distributions. Hence, when unconfined, both size 
independent growth processes and Kolmogorov 
fragmentation processes can lead to lognormal 
distributions. 
An important caveat has to be made regarding the 
nature of powerlaw and lognormal distributions, as 
these functions are often closely related, and form a 
continuum when regarded in terms of so called Lévy-
stable distributions (Belfield, 1998). For example, in 
economics and economic geography, the size of 
cities and companies can be fit by lognormal 
distribution (cf. Gibrat’s Law) or by a powerlaw fit 
(Pareto) for the upper tail. The lognormal function is 
characterised by mean value µ and variance σ2 (eq. 
(8). If σ2 is large relative to µ, the upper tail of the 
distribution will be close to the powerlaw distribution 
and will appear linear in log-log space for several 
orders of magnitude (Gabaix, 1999; Eeckhout, 2000; 
Mitzenmacher, 2003; Newman, 2005). In addition, 
small changes to generative models can push a 
powerlaw distribution towards lognormal and vice 
versa (for an extended treatise see Mitzenmacher, 
2003). Importantly, limiting scale factors exist in 
fragmentation process, governing whether powerlaw 
or lognormal distributions are obtained (Redner, 
1990; Sornette and Cont, 1997; Newman, 2005). If 
bound by a lower size threshold (xmin), the 
fragmentation process shows a lognormal tail. If no 
limiting scale factor exists, it conforms to powerlaw 
distribution. In the fragmentation of a rock into 
(open) fractures, a minimum spacing size is 
inherently present, due to development of stress 
shadows and fracture interaction. Such a lower size 
bound in a fragmentation process therefore 
inherently leads to lognormal distributions in open 
fractures (Newman, 2005). Conversely, for pure 
crack-seal veins, one can argue that no such 
minimum exists (e.g. Caputo and Hancock, 1999). 
10.1.3. Mechanisms behind 
fracture spacing distributions  
The physical processes behind fracture and vein 
distributions are still poorly understood (Bonnet et 
al., 2001) but nevertheless, interesting observations 
have been made with regards to potential generative 
mechanisms. For the spacing of veins, different 
synthetic fracture datasets were created by Gillespie 
et al. (1993) and Simpson (2000). Completely random 
stochastic Poisson point processes yield negative 
exponential spacing distributions (Cox and Lewis, 
1966; Priest et al., 1976; Gillespie et al., 1993). 
Conversely, clustering of veins indicates possible 
interdependency of the position of consecutive veins, 
which indicates interaction processes rather than a 
completely random process (Simpson, 2000). 
There is a fundamental difference in the 
development of constrained fracture systems 
(“stratabound”) compared to unconstrained systems 
(“non-stratabound”; Gillespie et al., 1999).  
Similar fracture interaction processes are at hand in 
both stratabound and non-stratabound fractures. 
However, stratabound fractures are effectively 
limited in their length by the mechanical 
(stratigraphic) boundaries. Stratabound fractures 
typically show much more regular spacing as 
opposed to non-stratabound fractures (Pollard and 
Segall, 1987; Gross et al., 1995; Gillespie et al., 1999; 
Van Noten and Sintubin, 2010). The spacing 
distribution of such stratabound joints within 
mechanical layers has been reported to be negative 
exponential (Priest et al., 1976; Rives et al., 1992; 
Gillespie et al., 1999; Odling et al., 1999) or 
lognormal (Huang and Angelier, 1989; Narr and 
Suppe, 1991). Nevertheless, also powerlaw 
distributions are observed (Boadu and Long, 1994a, 
1994b; Ouillon et al., 1996; Bonnet et al., 2001).  
The main difference for non-stratabound fractures is 
that fractures are not limited in length due to 
competence contrasts defined by mechanical layer 
thickness. In addition, the fracture distributing 
processes are not influenced by shear strains 
transferred along layer interfaces. Non-statabound 
fracture and vein spacing distributions show a 
plethora of distributions, be it lognormal (Gillespie et 
al., 1993, 2001; Johnston and Mccaffrey, 1996; 
McCaffrey and Johnston, 1996; Simpson, 2000), 
negative exponential (Priest et al., 1976; Putz-Perrier 
and Sanderson, 2008), non-powerlaw (Foxford et al., 
2000) or a mix of distributions ranging from power-
law to negative exponential (Manning, 1994; Stowell 
et al., 1999; Fagereng, 2011). 
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The more regularly spaced stratabound fractures are 
often interpreted as resulting from the effects of 
stress reduction shadows (Lachenbruch, 1961; Hobbs, 
1967; Narr and Suppe, 1991; Bai and Pollard, 2000; 
Bai et al., 2000). The normal stress component 
perpendicular to a fracture under remote stress is 
diminished near an open fracture (e.g. Eshelby, 1957; 
Pollard and Segall, 1987) and the location of 
subsequent fractures is therefore influenced by this 
stress perturbation. Rives et al. (1992) have 
suggested that an evolution in joint (pure extension 
fractures) spacing exists from a negative exponential 
distribution, due to initially fracturing at random 
locations, evolving into a log-normal and ultimately 
normal distribution as more and more joints 
accumulate. This is because the fractures are more 
prone to interact with each other as the number of 
joints increases. 
The amount of stress perturbation (reduction) scales 
with fracture length (and hence with layer thickness 
in stratabound fractures), which in turn influences 
the spacing of fractures. Because of this, at a given 
moment a saturation level is reached for nucleation 
of new fractures (cf. Pollard and Segall, 1987; Bai et 
al., 2000). However, strictly speaking, the concept of 
fracture ‘saturation’ is a relative concept. As fracture 
spacing becomes increasingly close, compressive 
stress states can develop between closely spaced 
fractures (Bai and Pollard, 2000; Bai et al., 2000). 
Then, asymptotically high energies are required for 
consequent fracturing and therefore the probability 
for new fractures forming in between existing 
fractures decreases dramatically (Tang et al., 2008; 
Rabinovitch et al., 2012). It is this low probability that 
is seen as fracture ‘saturation’. In addition, recent 
numerical modelling has also shown that fracture 
spacing is indeed not necessarily an indicator of an 
all-limiting state of saturation (Schöpfer et al., 2011). 
The spacing of fractures is also dependent on the 
dynamics of fracture propagation. The concepts of 
subcritical crack propagation go back to Atkinson 
(1984). Olson (2004) presented a numerical model 
where differences in fracture spacing are the result 
of differences in subcritical crack index, flaw density 
and layer thickness. In particular, the propagation 
velocity of subcritical cracks exerts a strong influence 
on the special arrangement and length distribution of 
fractures (Olson, 2004). At low subcritical indices (i.e. 
high fracture speeds), multiple fractures can 
propagate simultaneously, which can penetrate each 
other’s stress shadow before being fully developed. 
This leads to fracture spacing more closely than 
expected. If fractures can develop their stress 
shadows (by growing in length) before other 
fractures can compete for the propagation energy, 
the spacing is on the scale of these stress shadows 
(Pollard and Segall, 1987; Olson, 2004). For fine-
grained anisotropic rocks, experimentally subcritical 
crack indices are quite high relative to other 
lithologies, for example > 200 (in air) in mudstones of 
the Barnett Formation or > 120 in a compilation of 
other shales (Gale et al., 2007). This means that 
subcritical crack growth in these lithologies is 
probably of lesser importance. 
Another factor influencing the spacing of fractures, is 
the interaction between fluid pressures and fracture 
processes. Simpson (2000) showed by simple 
numerical simulations of an idealised set of fractures 
that fluid pressure drops associated with a fracturing 
event can create a zone in the surrounding rock that 
is instantaneously driven to failure. This mechanism 
would then serve to cluster new fractures close to 
the existing fractures. Also heterogeneity in the rock 
properties influences the spacing of fractures. For 
example, Nar & Suppe (1991) modelled sequential 
infilling of fractures in a volume with randomly 
distributed flaws with random tensile strength, which 
strongly influenced the pattern of stratabound 
fractures. 
10.1.4. Mechanisms behind  
vein thickness distributions 
Many natural non-stratabound vein populations in 
diverse lithologies follow power-law size thickness 
distributions (Brooks Clark et al., 1995; Johnston and 
Mccaffrey, 1996; Gillespie et al., 1999; Roberts et al., 
1999; Monecke et al., 2001; Gumiel et al., 2010; 
Fagereng, 2011; Schultz et al., 2013; Hooker et al., 
2014). Exponent α of eq. (6) has been observed to lie 
around 0.8 (Bonnet et al., 2001; Anders et al., 2014) 
but the powerlaw exponents, however, widely vary in 
all studies (Bonnet et al., 2001; Hooker et al., 2014) 
and the exact exponents should not be considered 
reliable. Other thickness distributions also exist, such 
as lognormal (Narr and Suppe, 1991; McCaffrey et 
al., 1993; Foxford et al., 2000; Gillespie et al., 2001; 
Hooker et al., 2012), exponential (Narr, 1996) or a 
mix of powerlaw and log-normal (Roberts et al., 
1999; Sanderson and Roberts, 2008). 
The following stochastic models implement certain 
growth mechanisms for the thickness evolution of 
the veins and all implement crack sealing of the veins 
with fully sealed increments in iterative steps. A 
stochastic growth model was proposed by Clark et al. 
(1995). In their model, small veins with characteristic 
thickness T0 are created at nucleation rate α that is 
defined as a ratio between birth (nucleation) and 
growth (crack-seal) events. During each growth 
event, an existing fracture evolves by a growth rate 
β. Two end-member cases were defined. For a size-
independent model with constant growth rate β, 
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veins grow with increments of constant thickness, 
which leads to negative exponential distributions. 
Contrarily, for size-dependent growth rates, veins of 
thickness T grow at a growth rate βT with a 
(constant) growth rate β. Here, the thickness at 
timestep Tt  = (1+β)Tt-1, which leads to a powerlaw 
thickness distribution. 
Another growth model is the percolating cluster 
model (Roberts and Sanderson, 1998; Cox, 1999; 
Roberts et al., 1999; Sanderson and Roberts, 2008), 
which is essentially a size-dependent growth model. 
Here, an initially power-law distributed set of small 
fractures is seeded and no further nucleation occurs 
in the model (i.e. the nucleation rate α = 0). These 
fractures then grow in thickness proportional to their 
existing size or length (Roberts et al., 1999). In 
addition, the length of fractures changes dependent 
on their present size. Therefore, as veins grow, they 
can link up with each other through tip-to-tip linkage 
when nearby each other. The model of Roberts et al. 
(1999) clearly shows initially seeded powerlaw 
signatures that depart towards ‘characteristic’ 
distributions (sic, lognormal) as more fractures are 
linked. Due to interaction of fractures, the 
percolation model predicts changing nucleation rates 
(up to a stop of nucleation) as time progresses. 
A combination of the previous two models was 
proposed in Monecke et al. (2001). They showed that 
a size-dependent growth model leading to a power-
law thickness distribution can deviate away from 
powerlaw behaviour towards more ‘characteristic’ 
(sic, lognormal) distributions, by linking of fractures, 
as proposed in the percolation model. 
Hooker et al. (2006) considered a stochastic growth 
model, similar to the Clark et al. (1995) model, where 
crack-seal veins grow incrementally by the 
accumulation of crack-seal opening increments with 
a characteristic size, be it of constant thickness or 
with a given Gaussian or lognormal probability 
around a thickness value. The probability of an 
existing vein opening, however, was proportional to 
its current thickness T. This size dependent model 
then leads to powerlaw distributions. The geological 
basis of such size dependent growth is that veins 
introduce a planar heterogeneity in rocks, controlling 
the position of subsequent fractures (also cf. 
Monecke et al., 2001). Conversely, if the probability 
of an existing vein opening and growing with 
characteristic thickness was not dependent on size, a 
“characteristic” distribution (i.e. lognormal or 
exponential) is obtained, as the process becomes 
essentially random in nature. Following this, Hooker 
et al. (2014) found a relation between the existence 
of crack-seal fabrics and power-law distributions, as 
opposed to a lack of crack-seal fabrics leading to 
more characteristic distributions (exponential or 
lognormal). By comparing low strain and higher strain 
data-sets, these authors showed that non-power-law 
or more characteristic size distributions generally 
occur in low-strain data sets. This led them to 
propose that early in the evolution (i.e. a few crack-
seal increments), a more characteristic size 
distribution can be observed (e.g. lognormal, 
exponential). As strain increases and more crack-seal 
increments accumulate, the fracture distribution can 
then evolve towards power-law. 
From the review of these stochastic crack-seal 
models, it is clear that growth proportional to 
thickness of veins is seen as a fundamental process 
leading to powerlaw thickness distributions in crack-
seal veins (i.e. with no fracture shadows taken into 
account; full sealing end-member case). Fully 
size−independent growth of veins is described to lead 
to negative-exponential thickness distributions (i.e. 
essentially random). There are many processes 
causing a deviation from this pure powerlaw 
behaviour and small differences in generative 
processes can push a distribution from one into 
another. The linking of veins (under the percolating 
cluster model) causes departure from powerlaw 
behaviour as well as imposing limiting scale factors 
such as a lower limit in thickness or spacing of veins. 
Nevertheless, the literature review also shows that 
many unknowns remain in the processes governing 
vein spacing and thickness distributions. 
10.2. Methods 
The spatial distribution and thickness variation of 
type I veins was quantified by tape measure and 
digitally checked by photography (1) in ten line 
transects perpendicular to undeformed veins in 
underground sections at Nkana South and one in 
Nkana Central and (2) in two boreholes from Nkana 
Central and one from Nkana South (see Appendix for 
metadata). In underground crosscuts, 708 veins were 
measured over a combined length of 14.81 m and 
132 veins were measured over 3.92 m of borehole 
SE797. In addition, over 70 m of COM was semi-
quantitatively analysed in the boreholes at Nkana 
Central. Here, only the number of veins per meter of 
drill core was noted, as veins were too thin to be 
confidently measured. 
Most of the underground crosscuts show fold limbs 
that have been affected by at least minor and mostly 
moderate subsequent deformation of the layer-
parallel veins in the form of buckling, thrusting or 
boudinage. However, care was taken in selecting line 
transects in relatively undisturbed fold limbs with 
straight continuous veins not showing doubling by 
subsequent thrusting. One transect (910N X/C #3) 
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was omitted because of observed doubling of veins. 
Our microstructural analysis shows that shortening 
(and local extension) has not lead to dissolution of 
veins. Bulk matrix shortening of the carbonaceous 
mudstone of the COM has led to development of 
authigenic disseminated mica. No spaced or 
disjunctive cleavages were observed in the studied 
crosscuts. Therefore we can assume that strain 
partitioning in the carbonaceous mudstone is limited 
for the measured transects and that posterior strain is 
divided relatively homogeneously. Some 
homogeneous posterior deformation is inevitable but 
acceptable as we are mainly interested in the 
distribution characteristics of the veins in 
combination with observed microstructures instead 
of absolute spacing values. As the veins can be 
measured orthogonally on a 1D scan line, there is no 
need for a weighted Terzaghi correction (Terzaghi, 
1965) to account for differences in type and 
orientation of veins relative to the transect 
orientation. 
The thickness and spacing distributions are shown in 
cumulative density plots (CD), to distinguish between 
various population types and allow robust 
comparison of data of different scales in many 
transects. These CD plots show the cumulative 
frequency above a given threshold of quantity versus 
that quantity − spacing or thickness in our case. 
When normalised over the length of the transect, 
this yields cumulative vein densities per meter. A 
second approach is to calculate the complementary 
cumulative distribution function (CCDF) of the data, 
also known as the survival function. The CCDF plots 
the probability p(X≥x) that a value X is larger than a 
given threshold value x. We use the first approach for 
ease of comparison to data in the geosciences 
literature and the second for statistically robust 
analysis. 
All veins were measured at a round-off of 1 mm. Vein 
logs and cumulative frequency plots are shown with 
a vein thickness cut off at < 1 mm as thicknesses 
beneath this threshold could not be confidently 
measured. Veins < 1 mm were recorded, but are not 
taken into account in the fitting and statistical 
analyses. Such a lower cut off can lead to a 
systematic lower bound truncation bias (Priest and 
Hudson, 1981; Bonnet et al., 2001), so that small and 
closely spaced fractures are underrepresented, 
which may affect data analysis. At the upper bounds, 
data is relatively scarce which may lead to censoring 
effects (Bonnet et al., 2001). 
We then fitted the CD and CCDF data to those 
theoretical distributions that are a result of the most 
likely responsible generative mechanisms. The fitting 
distributions were chosen as powerlaw (6), negative 
exponential (7), lognormal (8) and truncated 
powerlaw (9). On a cumulative density (CD) log-log 
plot, a power law distribution yields a straight line 
with a slope –α, often denoted as fractal dimension D 
in the geosciences literature. Similarly, on a log-lin 
plot, lognormal data plots on a straight line with 
slope -μ, whereas an exponential distribution is linear 
with slope λ on a lin-log plot. 
The CD plots were created using Python scripts 
reading data from Microsoft Excel files with the 
external xlrd 1 library. The data was fit to Eq. (6)−(8) 
by minimising the root mean square error (RMSE) of 
the function using the external pyeq22 library.  
Plotting and curve fitting of the CCDF was done in 
Python (SciPy) using the external powerlaw library to 
fit various types of powerlaw, exponential, lognormal 
and other functions (Alstott et al., 2014). The data 
was fitted to eq. (6)−(9) through a maximum 
likelihood fit estimation (Alstott et al., 2014). To test 
the influence of the systematic lower bound 
truncation error, we chose a minimal cut off value 
xmin to the date in three ways. The cutoffs were 
either set at xmin = 1 and xmin = 2. As a third option, 
we also applied a statistic test to choose xmin based 
on optimising the fit to the distribution by minimising 
the Kolmogorov-Smirnov (K-S) distance DK-S (cf. 
Clauset et al., 2009). The DK-S goodness-of-fit statistic 
calculates the vertical distance between an observed 
distribution and its fit. No upper bound cut off values 
were set in our analyses. 
Subsequently, we quantitatively compared the 
goodness-of-fit between the different distributions. 
Several approaches can be used to do this. One is the 
commonly used χ2 test (e.g. Hooker et al., 2014). 
Here, however, we used the DK-S statistic, which is 
better suited for analysing the fit to binned data like 
in our dataset (Clauset et al., 2009; Virkar and 
Clauset, 2014). The lower the distance DK-S is, the 
better the fit to the data. In order to compare two 
fits between different distributions, we used the 
loglikelihood ratio Λ at a significance level p (Clauset 
et al., 2009). If Λ is distinctly positive with p < 0.05, 
the data more likely fits the first distribution and vice 
versa. 
In order to pursue a meaningful statistical analysis, 
the amount of fractures should be high enough 
(Priest et al., 1976; Bonnet et al., 2001; André-Mayer 
and Sausse, 2007). Bonnet et al. (2001) give 
conservative estimates of over 200 fractures for a full 
3D fracture system. Unfortunately, the limited 
thickness of the often deformed COM limited the 




length of line transects. The number of 
measurements in each individual transect is 
therefore on the lower end of statistical reliability. 
However, all veins are part of a single generation of 
parallel veins, which reduces the system to a 1D 
problem. Because all veins belong to the same vein 
generation (type I), we also applied a combinatory 
approach to the data analysis, where data from all 
analysed transects was taken together. 
The coefficient of variance CV and modified 
coefficient of variance Cv* can be used to quantify the 
variability in spacing or thickness (Cox and Lewis, 
1966; Gillespie et al., 1999, 2001). CV is calculated as 
the ratio of standard deviation relative to the mean 
of a quantity: ܥ௏ = ݏ ̅ݔ⁄  where ݏ and ̅ݔ are sample 
standard deviation and mean respectively.  
The modified coefficient of variance, ܥ௩∗ =
ܥ௩ඥ(݊ + 1) (݊ − 1)⁄  takes possible errors of small 
sample sizes into account (Gillespie, 2003). The 
coefficients can give an estimate of the degree of 
clustering of data points, where random clustering is 
known to yield coefficients of 1.0, and clustered 
values are generally > 1.0. Contrarily, values between 
0 and 1.0 are anti-clustered and more regularly 
distributed, with the limit of 0 representing perfectly 
spaced data. The parameter can also be studied 
relative to the threshold thickness and spacing to see 
its evolution accordingly (cf. André-Mayer and 
Sausse, 2007). 
 




Fig. 63. Count of thickness and spacing of all 
combined vein data. The inset shows the spacing data 
with logarithmic counts. 
10.3. Results 
The measured vein logs are shown in Fig. 62. Fig. 63 
shows linearly binned values of thickness and 
spacing. The maximum observed type I vein thickness 
is 41 mm (910N X/C #1) for all transects. However, in 
other sections of the mine where no spacing analysis 
was done, we have occasionally observed type I veins 
over 70 mm thick. Over 95% of veins are thinner than 
10 mm and 99% are less than 21 mm thick. Fig. 64 
shows the cumulative vein thickness along selected 
transects. Type I veins occupy between 10 to 20 
volume percent of sections through the COM, with an 
average of 11.3 volume percent. There appears to be 
a difference in thickness of veins between the 
carbonaceous mudrock lithofacies and the 
transitional lithofacies at Nkana Central. The amount 
of veins in the transitional lithofacies measured in 
boreholes at Nkana Central is generally similar to that 
of the carbonaceous mudrock lithofacies, between 
25 m-1 and 40 m-1. However, the veins are much 
thinner – maximum 1 mm to 2 mm in thickness − 
ultimately yielding much lower vein volumes. No type 
I veins are observed in the argillaceous dolomite 
lithofacies at Mindola. Fibrous type I veins occur 
throughout the stratigraphic section of the 
carbonaceous mudrock lithofacies in the COM. 
Towards the top of the COM, veins are frequently 
bound to lithological boundaries between 
interbedded siltstone and fine-grained dolomitic 
sandstones. Type I veins are absent in the top of the 
COM. 
Spacing and thickness CD plots and results of fitting 
are shown for each transect in Fig. 65 and combined 
in Fig. 68. The data in Fig. 65 is shown in log-log plots 
for vein thickness and semi-log (log-linear) plots for 
vein spacing. Fig. 66 and Fig. 67 show the CCDF for 
spacing and thickness respectively. For vein spacing 
in Fig. 66, fitted distributions are shown for xmin=1 in 
Eq. (7)−(9). For vein thicknesses (Fig. 67), fitted 
distributions are shown for xmin that showed minimal 
K-S statistic in powerlaw and lognormal distribution 
(Eq. (6)−(8)). The spacing and thickness CCDF and fit 
to distributions for combined data from all transects 
are shown in Fig. 69 and Fig. 70. Goodness-of-fit K-S 
statistics and comparative likelihood ratio analysis for 




Fig. 64. Cumulative vein thickness along typical 
selected vein transects (Fig. 62). Each dot represents 
one vein along a given transect whose thickness is 
then added to the cumulative vein thickness 
(horizontal axis). Transects 910N X/C #1 and 480S 
Decline represent the two extremes of the vein log 
transects with respect to vein volumes, containing 10 
and 20 volume percent of veins respectively. For 
example, 480S Decline contains a total of 30 cm of 
vein material (vertical axis) in 1.5 m of transect 
(horizontal axis). All other vein log transects lie 
between these two. Transect 16S X/C #1 is given as 
an example. The cumulative vein thickness of 910N 
C/X #1 shows strong jumps in the data, because there 
are sometimes large parts without any veins 
(horizontal jumps or lines in the plot) and a small 
number of relatively thick veins (vertical jumps or 
lines in the plot). An important observation is that 
transect 910N X/C #1 has a lower vein density of 32.5 
veins per meter (161 veins/4950 m; Fig. 62) 
compared to 480 S Decline, which has a vein density 
of 57 veins per meter (86 veins/1.5 m; Fig. 62). This 
difference in vein density (32,5/57 veins per meter) is 
comparable to the difference in vein volume (10/20 
volume percent) between the two transects. 
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Type I veins show extremely high aspect ratios. Due 
to the limited nature of boreholes and underground 
crosscuts, we were therefore not able to measure full 
vein aspect ratios. However, given that most veins 
are < 40 mm and continue for at least 4 m (minimal 
size of crosscuts), aspect ratios are at least 100:1. For 
the Barnett shale, Gale et al. (2007) have indicated 
aspect ratios for veins in shale generally >1000:1. 
Vein spacing appears approximately linear in a lin-log 
CD plot (Fig. 65), which would indicate an 
exponential distribution (with R²> 0.96). However, 
loglikelihood comparative goodness-of-fit statistical 
analyses for the CCDF data (Λ in Table 3) show that 
the lognormal and powerlaw distribution fits in Fig. 
66 are in most cases significantly (p < 0.05) preferred 
over the exponential. In other cases, the statistical 
distinction cannot be made between these two fits 
(Table 3). In our data, for lognormal fits, σ2 is quite 
high relative to µ (Table 3), so that a distinction 
between lognormal and powerlaw fits is non-trivial 
(cf. Mitzenmacher, 2003). Nonetheless, the 
combined spacing for all transects in Fig. 69 
significantly indicates a lognormal distribution over 
other distributions, with a low K-S lognormal distance 
of 0.03 between fit and data (Table 3). The analysis of 
the (modified) coefficient of variance of spacing 
shows that most transects have values above 1 (Figs. 
71 and 72). This indicates that a clustering 
mechanism could be at work on top of a random 
process, in accordance with the observed ambiguity 
between exponential and lognormal. 
For the thickness distribution of individual transects 
none of the fits is clearly preferred over others (Table 
4). Both Eq. (7) and (8) show a significant fit to the 
unfiltered data. Although for unfiltered data (xmin=1) 
the loglikelihood ratio indicates lognormal over 
powerlaw, no such distinction can be made between 
lognormal and exponential distributions. The 
combined thickness data for all transects shows a 
significant preference of lognormal over all other 
distributions (Fig. 69; Table 4). If we minimise the K-S 
distance for the powerlaw fit to the combined 
thickness data, we find a best fit for xmin=7 (Fig. 70). 
In this case a relatively good powerlaw fit is obtained 
with a K-S distance of 0.04, but it is not significantly 
preferred over other data. The Cv and Cv* show 
disperse spread around one (Fig. 71 and Fig. 72), 
which reflects the ambiguity in best fit statistics. 
Truncated powerlaw fit (gamma law) and stretched 
exponential fits can improve the fit to the data 
(Bonnet et al., 2001; Clauset et al., 2009) but these 
laws impose a modifying mechanism on the more 
fundamental laws (cf. Hooker et al., 2014). We can 
apply these fits only if indications are present that 
the data is not as it should be. The tails of the spacing 
and thickness distributions in Figs. 66 and 69 deviate 
from all observed distributions. A truncated 
powerlaw cf. Eq. (9) is sometimes used because of 
truncation errors that push a powerlaw distribution 
towards exponential in the high limit. It is clear from 
Figs. 66−70 that Eq. (9) shows a relative good match 
to the data, but it too is not significantly favoured 
over the other fits. 
One could suspect a link between spacing and 
thickness development of the veins. So if there are 
many thin veins, the spacing is also very small, or if a 
large amount of thick vein exists, their spacing would 
also be larger. Therefore, we visually investigated 
whether thickness and spacing distributions are 
linked by bi-plotting the exponents α, λ and μ of 
distribution fits for spacing and thickness. No 






Fig. 65 (next page). Cumulative thickness (●) and spacing (+) density (CD) in amount of veins per meter (N/m). 
Thickness data is plotted on log-log scale, whereas spacing data is plotted on a lin-log scale (scale ticks are on the 
top side of the diagram). All graphs have the same scaling for easy comparison. Results of RMSE fitting procedure 
are shown with D = α and λ as coefficients in equations (6) and (7). The CD data shows the cumulative frequency 
of the spacing or thickness above a given threshold, normalised over the length of the trensect. The vertical axis 
hence shows how many veins per meter are thicker than a given value, or how many veins per meter are spaced 
at a distance that is more than a given value on the horizontal axis. For example, transect 480SD has 20 veins per 
meter that are thicker than 1 mm and only 1 vein per meter that is thicker than 8 mm. A lower truncation bias is 
seen in all transects, especially in the spacing data, for fractures that are more closely spaced than ca. 3 mm 
apart. Upper bound censoring effects are clear in the spacing as well, with the tails of the distributions deviating 





Fig. 66. Complementary cumulative density function (CCDF) for vein spacing (mm) and fitted distributions of 
eq.(6) to (9) (see text). These plots show the probability that a given vein spacing is larger than a given value (on 
the horizontal axis). The number besides the fits in the legends indicate the lower threshold xmin that was used as 
a lower bound truncation to the raw data while fitting the distributions. If no value is shown, the xmin was 
automatically chosen by minimising the statistical Kolmogorov-Smirnov distance, DK-S. This DK-S is the vertical 
distance between the fit and raw data. If xmin = 1 or xmin= 2 are shown besides the name of the fitting distribution 
in the legends, these values had the lowest K-S distances (see column K-S distance in Table 3). For most sections, 
the CCDF is well fit by a lognormal distribution (eq. (8)) with xmin = 1 and reasonably well by an exponential fit 
(eq. (7)). Statistical tests for these fits are shown in Table 3. 
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Fig. 66 continued. 
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Fig. 67. Complementary cumulative density function (CCDF) for vein thickness (mm) and fitted distributions of 
eq.(6) to (9) (see text). These plots show the probability that a given vein thickness is larger than a given value (on 
the horizontal axis). The number besides the fits in the legends indicate the lower threshold xmin that was used as 
a lower bound truncation to the raw data while fitting the distributions. If no value is shown, the xmin was 
automatically chosen by minimising the statistical Kolmogorov-Smirnov distance, DK-S. This DK-S is the vertical 
distance between the fit and raw data. If xmin = 1 or xmin= 2 are shown besides the name of the fitting distribution 
in the legends, these values had the lowest K-S distances (see column K-S distance in Table 4). Statistical tests for 
these fits are shown in Table 4. None of the fitted distributions here are preferred over any of the other 
distributions. This can be seen visually and confirmed by consulting the loglikelihood ratio test columns in Table 4. 
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Table 3 (next page). Statistical goodness-of-fit parameters for the CCDF of the vein spacing fitted to theoretical 
powerlaw, exponential and lognormal distributions. The best-fit coefficients α, µ and λ of eq. (6),(7) and (8) are 
given, together with the variance σ of these coefficients. Three different lower bounds, xmin, were used for each of 
the measured transects. These lower bounds are xmin = 1, xmin = 2 and an optimised value for xmin that is 
determined by minimising the Kolmogorov-Smirnov distance, DK-S between fit and the raw truncated data. The 
resulting DK-S for each of the fits and transects is shown in column K-S distance. Comparisons between the fits for 
the distributions is made using the loglikelihood ratio, Λ at a significance level p (Clauset et al., 2009). If Λ is 
distinctly positive with p < 0.05, the data more likely fits the first distribution and vice versa. 
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910N-1 1 None 1.29 0.02 0.03 2.78 1.09 0.35 0.14 0.04 -94.08 0.00 19.62 0.02 -113.70 0.00 
910N-2 1 None 1.31 0.05 0.06 2.55 0.80 0.40 0.13 0.05 -30.20 0.00 3.55 0.01 -33.75 0.00 
910N-4 1 None 1.40 0.06 0.10 1.80 0.92 0.32 0.17 0.11 -18.44 0.01 6.63 0.02 -25.08 0.00 
910N-5 1 None 1.36 0.05 0.06 2.11 0.96 0.30 0.20 0.08 -21.54 0.06 15.25 0.01 -36.79 0.00 
910N-6 1 None 1.39 0.05 0.12 1.90 0.77 0.33 0.11 0.09 -40.62 0.00 4.37 0.11 -44.99 0.00 
16-1 1 None 1.30 0.05 0.04 2.63 1.24 0.33 0.21 0.10 -19.42 0.00 2.49 0.29 -21.92 0.00 
16-2 1 None 1.33 0.06 0.05 2.35 1.17 0.29 0.18 0.07 -13.65 0.01 3.63 0.19 -17.28 0.00 
16-3 1 None 1.35 0.05 0.06 2.17 1.00 0.35 0.20 0.08 -16.79 0.09 9.29 0.09 -26.08 0.00 
16-4 1 None 1.27 0.06 0.03 3.02 0.85 0.46 0.25 0.19 -15.27 0.00 4.12 0.00 -19.39 0.00 
35 1 None 1.29 0.03 0.04 2.74 0.93 0.36 0.08 0.04 -86.33 0.00 6.27 0.04 -92.60 0.00 
480SD 1 None 1.31 0.03 0.06 2.52 0.74 0.40 0.16 0.04 -78.29 0.00 11.42 0.00 -89.72 0.00 
SE797 1 None 1.28 0.02 0.03 2.81 1.16 0.31 0.10 0.05 -83.60 0.00 1.80 0.57 -85.40 0.00 
Combined 1 None 1.31 0.01 0.05 2.52 1.05 0.32 0.13 0.03 -462.06 0.00 84.22 0.00 -546.28 0.00 
910N-1 2 None 1.41 0.03 0.03 2.78 1.09 0.26 0.14 0.03 -48.69 0.00 18.24 0.04 -66.93 0.00 
910N-2 2 None 1.47 0.08 0.06 2.54 0.81 0.29 0.09 0.05 -18.65 0.00 1.54 0.18 -20.19 0.00 
910N-4 2 None 1.71 0.10 0.12 1.35 1.21 0.15 0.22 0.10 1.25 0.87 6.29 0.22 -5.05 0.06 
910N-5 2 None 1.58 0.08 0.07 1.92 1.11 0.23 0.20 0.09 1.98 0.87 14.37 0.06 -12.40 0.01 
910N-6 2 None 1.64 0.08 0.13 1.92 0.75 0.26 0.09 0.07 -20.34 0.00 1.56 0.32 -21.89 0.00 
16-1 2 None 1.42 0.07 0.04 2.72 1.15 0.28 0.21 0.13 -11.50 0.01 2.71 0.20 -14.21 0.00 
16-2 2 None 1.51 0.09 0.05 2.06 1.38 0.15 0.20 0.06 -1.76 0.77 4.07 0.28 -5.84 0.03 
16-3 2 None 1.55 0.08 0.06 2.10 1.06 0.21 0.21 0.07 -2.32 0.81 8.84 0.16 -11.15 0.01 
16-4 2 None 1.38 0.09 0.03 3.01 0.85 0.43 0.25 0.19 -9.74 0.00 3.55 0.00 -13.29 0.00 
35 2 None 1.42 0.04 0.04 2.78 0.89 0.31 0.08 0.04 -56.25 0.00 4.90 0.06 -61.15 0.00 
480SD 2 None 1.47 0.05 0.07 2.51 0.74 0.33 0.12 0.04 -49.77 0.00 5.79 0.03 -55.56 0.00 
SE797 2 None 1.40 0.04 0.03 2.84 1.13 0.24 0.10 0.05 -51.14 0.00 1.74 0.52 -52.87 0.00 
Combined 2 None 1.46 0.02 0.05 2.49 1.09 0.24 0.13 0.03 -210.50 0.00 72.84 0.00 -283.34 0.00 
910N-1 36 None 2.58 0.25 0.02 -5.29 2.53 0.04 0.18 0.04 6.15 0.11 6.20 0.09 -0.06 0.82 
910N-2 21 None 3.24 0.65 0.07 1.33 1.06 0.07 0.12 0.07 0.08 0.93 0.17 0.78 -0.10 0.76 
910N-4 10 None 2.72 0.43 0.08 -26.11 4.12 0.05 0.24 0.07 3.78 0.13 3.90 0.12 -0.13 0.10 
910N-5 5 None 2.04 0.15 0.06 0.21 1.67 0.12 0.26 0.11 14.71 0.11 15.59 0.05 -0.88 0.50 
910N-6 8 None 2.75 0.34 0.13 1.49 0.92 0.07 0.17 0.12 -0.40 0.80 0.26 0.74 -0.66 0.41 
16-1 58 None 3.55 0.96 0.03 -1.54 1.58 0.06 0.14 0.07 0.22 0.74 0.23 0.69 -0.01 0.92 
16-2 24 None 2.78 0.54 0.04 -26.86 4.19 0.08 0.20 0.09 1.53 0.32 2.24 0.21 -0.71 0.23 
16-3 37 None 2.24 0.72 0.01 -12.48 3.76 0.10 0.21 0.10 0.38 0.72 0.38 0.70 0.00 0.96 
16-4 10 None 2.13 0.27 0.04 -3.64 2.58 0.09 0.33 0.12 4.57 0.14 4.64 0.11 -0.07 0.77 
35 26 None 2.84 0.31 0.04 1.76 1.15 0.09 0.13 0.09 1.15 0.57 1.55 0.28 -0.39 0.54 
480SD 13 None 2.64 0.25 0.08 2.55 0.76 0.09 0.11 0.09 -2.59 0.20 -0.45 0.40 -2.13 0.16 
SE797 122 None 7.71 3.36 0.05 4.32 0.33 0.08 0.09 0.08 0.10 0.59 -0.01 0.78 0.11 0.61 
Combined 44 None 2.79 0.18 0.02 1.94 1.26 0.05 0.16 0.07 4.94 0.32 5.90 0.13 -0.96 0.37 
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910N-1 1 None 1.73 0.06 0.42 0.35 1.00 0.11 0.18 0.11 -0.10 0.99 17.60 0.04 -17.70 0.00 
910N-2 1 None 1.71 0.12 0.37 -0.23 1.43 0.09 0.19 0.11 1.83 0.58 3.83 0.13 -2.00 0.02 
910N-4 1 None 2.30 0.20 2.28 0.32 0.07 0.30 0.10 0.00 -7.69 0.00 0.57 0.24 -8.26 0.00 
910N-5 1 None 2.00 0.14 0.94 -0.66 1.06 0.14 0.09 0.08 -0.83 0.85 2.90 0.32 -3.72 0.04 
910N-6 1 None 2.20 0.17 1.66 -1.05 0.92 0.19 0.05 0.09 -5.15 0.02 0.56 0.52 -5.71 0.01 
16-1 1 None 1.54 0.08 0.26 1.05 0.97 0.18 0.10 0.12 -12.86 0.00 -2.53 0.00 -10.34 0.00 
16-2 1 None 1.61 0.10 0.25 0.25 1.45 0.11 0.24 0.13 1.53 0.69 4.19 0.12 -2.65 0.03 
16-3 1 None 1.85 0.13 0.69 0.21 0.83 0.13 0.05 0.03 -5.18 0.01 -0.12 0.82 -5.06 0.00 
16-4 1 None 1.47 0.11 0.17 1.38 0.97 0.26 0.13 0.07 -6.04 0.04 1.07 0.26 -7.11 0.01 
35 1 None 1.58 0.06 0.25 0.79 1.13 0.14 0.24 0.22 -11.36 0.11 5.27 0.12 -16.63 0.00 
480 1 None 1.59 0.06 0.35 1.00 0.66 0.26 0.12 0.10 -34.61 0.00 4.90 0.10 -39.51 0.00 
SE797 1 None 1.76 0.09 0.50 0.15 1.08 0.09 0.11 0.05 -4.23 0.34 2.68 0.28 -6.90 0.00 
Combined 1 None 1.71 0.03 0.40 0.19 1.17 0.27 0.36 0.33 0.42 0.98 64.83 0.00 -64.41 0.00 
910N-1 2 None 2.41 0.14 0.39 -29.53 4.56 0.10 0.28 0.14 23.26 0.01 23.84 0.01 -0.59 0.51 
910N-2 2 None 2.01 0.24 0.27 0.43 1.20 0.09 0.18 0.11 -0.35 0.86 0.45 0.71 -0.81 0.34 
910N-5 2 None 2.71 0.42 0.66 -2.66 1.47 0.12 0.14 0.14 0.88 0.52 1.06 0.37 -0.19 0.66 
910N-6 2 None 3.10 0.74 1.10 0.76 0.34 0.18 0.11 0.06 -0.64 0.00 0.14 0.76 -0.78 0.22 
16-1 2 None 1.82 0.15 0.23 1.60 0.56 0.24 0.15 0.15 -9.83 0.00 1.10 0.60 -10.93 0.01 
16-2 2 None 1.89 0.19 0.20 0.22 1.46 0.12 0.22 0.13 0.45 0.87 1.27 0.51 -0.82 0.36 
16-4 2 None 1.85 0.20 0.18 0.79 1.27 0.08 0.17 0.07 0.24 0.93 1.36 0.42 -1.12 0.31 
35 2 None 1.89 0.11 0.21 1.14 0.98 0.10 0.16 0.14 -5.48 0.21 1.68 0.34 -7.16 0.01 
480 2 None 2.25 0.14 0.43 0.87 0.73 0.11 0.11 0.09 -6.65 0.01 -0.32 0.50 -6.33 0.01 
SE797 2 None 2.21 0.19 0.39 0.74 0.84 0.07 0.06 0.03 -2.44 0.29 0.19 0.81 -2.62 0.10 
Combined 2 None 2.14 0.06 0.32 -0.05 1.26 0.23 0.32 0.28 18.98 0.15 30.75 0.00 -11.78 0.00 
910N-1 4 None 2.46 0.27 0.20 -0.59 1.43 0.04 0.14 0.07 2.32 0.45 2.64 0.29 -0.32 0.57 
910N-2 2 None 2.01 0.24 0.27 0.43 1.20 0.09 0.18 0.11 -0.35 0.86 0.45 0.71 -0.81 0.34 
910N-4 1 None 2.30 0.20 2.28 0.32 0.07 0.30 0.10 0.00 -7.69 0.00 0.57 0.24 -8.26 0.00 
910N-4 1 None 2.30 0.20 2.28 0.32 0.07 0.30 0.10 0.00 -7.69 0.00 0.57 0.24 -8.26 0.00 
910N-5 2 None 2.71 0.42 0.66 -2.66 1.47 0.12 0.14 0.14 0.88 0.52 1.06 0.37 -0.19 0.66 
910N-6 2 None 3.10 0.74 1.10 0.76 0.34 0.18 0.11 0.06 -0.64 0.00 0.14 0.76 -0.78 0.22 
16-1 9 None 7.28 2.81 0.61 -7.17 1.19 0.04 0.03 0.00 0.40 0.00 1.74 0.02 -1.35 0.09 
16-2 7 None 2.93 0.64 0.18 0.77 1.01 0.10 0.20 0.15 -0.04 0.96 0.09 0.87 -0.12 0.71 
16-3 2 None 2.55 0.34 0.63 0.58 0.69 0.11 0.08 0.07 -1.35 0.18 -0.24 0.28 -1.11 0.18 
16-4 5 None 2.32 0.44 0.14 0.98 1.15 0.07 0.16 0.08 0.08 0.95 0.33 0.67 -0.25 0.63 
35 7 None 2.95 0.40 0.18 0.89 0.97 0.06 0.14 0.09 0.03 0.98 0.39 0.61 -0.36 0.50 
480 3 None 2.78 0.25 0.43 0.49 0.85 0.10 0.16 0.13 -1.39 0.44 -0.17 0.85 -1.22 0.18 
SE797 2 None 2.21 0.19 0.39 0.74 0.84 0.07 0.06 0.03 -2.44 0.29 0.19 0.81 -2.62 0.10 
Combined 7 None 3.26 0.24 0.21 -1.92 1.42 0.04 0.12 0.06 4.17 0.20 4.42 0.12 -0.26 0.58 
Table 4. Statistical goodness-of-fit parameters for CCDF of vein thickness fitted to theoretical powerlaw, 
exponential and lognormal distribution. See Table 3 for further explanations on table content. 
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Fig. 68. Cumulative vein thickness and spacing density (CD) where every colour is a different measured line 
transect. Data points are connected with lines to ease visual comparison. 
 
 
Fig. 69. The vein spacing complementary cumulative 
density function (CCDF) in mm for all sections 
combined. Graph expresses the probability p that the 
observed spacing, X, is larger or equal than a 
threshold spacing, x. The raw data is clearly best fit 
by a lognormal fit. Only at the highest spacing values 
does the fit deviate from the raw data, most probably 
due to censoring effects at high values. 
 
Fig. 70. The vein thickness complementary cumulative 
density function (CCDF) in mm for all sections 
combined. Graph expresses the probability p that the 
observed thickness, X, is larger or equal than a 
threshold thickness, x. The entirety of the data is 
reasonably well fitted by a lognormal distribution, 
apart from the low thicknesses, most probably due to 
a lower boundary truncation bias, as measuring 
errors for vein thicknesses become larger at small 
thicknesses. In addition, veins smaller than 1 mm 
could not be measured adequately. The tail of the 
raw data is best fit by a powerlaw distribution with a 
minimum cut off value of xmin = 7. This xmin value was 
obtained by minimising the Kolmogorov-Smirnov 
distance, DK-S during fitting. 
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Fig. 71. Coefficient of variance CV relative to a threshold thickness for all measurements. At a threshold thickness 
of 1 mm, all values are hence taken into account. Values of 1 are seen to arise from random clustering, values >1 
are due to clustering and values between 0 and 1 are anticlustered. CV varies strongly and is dispersed around 1. 
No real trends are visible in the data. The dispersion around 1 is interpreted to reflect the ambiguity in the best fit 
statistics for the CCDF fits. 
 
Fig. 72. Modified coefficient of variance CV* relative to the threshold thickness for all measurements, following 
Gillespie (2003). Slight differences are seen relative to the normal coefficient of variance, however, the 








In this section we integrate all the observations on 
veins, structures and alteration, kinematic vein 
models and C-O stable isotopes and place these 
within the geological history of the deposit. A 
summary interpretation diagram of structures and 
different vein types in the carbonaceous mudrock 
lithofacies of the Nkana deposit is shown in Fig. 73. 
Type I bedding-parallel fibrous dolomite veins were 
formed before any significant fold amplification could 
have taken place or before any shear occurred along 
bedding planes. Based on the macro-structural 
observations, however, it is difficult to pinpoint the 
exact time at which these veins formed.  
The deformation microstructures in type I and II 
veins and growth morphologies of type II veins can be 
correlated to different stages during progressive 
folding of the type I veins. The internal strain 
distribution in type I veins was seen to conform to 
flexural flow folding (Fig. 73C). The close spacing of 
some of the veins in multilayers has led to extreme 
fold amplification with high amplitude chevron-type 
folding. Ultimately, flexural slip folding is interpreted 
to occur during fold lock-up. During and after this 
flexural slip folding, significant homogeneous 
flattening has affected the folded veins, as evidenced 
by a disjunctive S2 cleavage.  
Type III veins crosscut folded type I veins and their 
type II overgrowths. These veins are parallel to S2-
cleavage. They show distinct slickenfibre 
morphologies with slickenlines that are subvertical 
and axial planar to the 3rd order folding. These veins 
most probably formed in a stress state with a 
subhorizontal SW-NE oriented major principal stress 
σ1. Shear veins at a very high angle to the maximum 
compressive stress have been recognised before 
(Fagereng et al., 2010, 2011). These authors found 
that incremental slip along a strong pre-existing 
planar fabric and concomitant high fluid pressures 
and dissolution-precipitation creep can form shear 
veins at an angle of 80° to σ1. This would mean that 
the disjunctive S2 cleavage induces a strong strength 
anisotropy, so that the cleavage planes form a 
significant weakness plane along which shear and 
most importantly fluid flow can take place. This type 
of slickenfibre shear veins requires fluid 
overpressures for the hydrofracturing to occur 
(Fagereng et al., 2010). 
Formation of calc-silicates is posterior to formation of 
S1 cleavage and type I and II veins (Fig. 50 and Fig. 51) 
and syn- to late-kinematic with respect to type III 
veins. The onset of alteration occurred late during 
folding, with evidence for alteration during and after 
flexural slip related to fold lock-up (Fig. 50D). It is 
considered late- to post-tectonic with respect to 
formation of the axial planar S2 cleavage and syn-
tectonic to type IV, V and VI veining. The alteration is 
also found to have persisted during and after late 
reverse faulting (Fig. 73). These observations indicate 
prolonged peak-metamorphic growth of calc-silicates 
late- to post tectonic relative to ongoing 
deformation. 
Type IV, V and VI veins are all discordant to S2-
cleavage (e.g. Figs. 30 and 31). Microstructures in 
these three vein generations are indicative of 
deformation consistent with brittle-plastic 
conditions. Type IV veins show a strong indication for 
open cavity growth in the clear dolomite rims as 
evidenced by the blocky growth morphologies and 
well developed crystal habits of the inclusion−rich 
dolomite in the veins (Figs. 45 and 46). Later quartz 
veins crosscut these type IV veins and anastomose 
within the veins, fracturing open the inclusion−rich 
vein dolomite. These crosscutting quartz veins have 
lead to growth of euhedral quartz and epitaxial 
growth of inclusion−free dolomite on top of the 
inclusion−rich dolomite (Figs. 45 and 46). In some 
cases, the type IV veins seemed to have re-opened 
internally, possibly by boudinage (e.g. Fig. 45B). 
Crystal-plastic deformation occurred both before and 
after growth of the later quartz and inclusion−free 
dolomite (Fig. 46). Deformation twins in dolomite 
indicate temperatures above 300°C. Relations 
between type IV and other veins are difficult to 
separate in time, because of unclear or lack of 
crosscutting relationships or overprinting by calc-
silicate alteration. 
Type V veins are interpreted to have formed after 
development of S2 foliation because of clear 
displacement of S2 cleavage planes by the type V 
veins. Nevertheless, type V veins themselves are 
crosscut by tremolite slickenfibre veins parallel to S2. 
This indicates that type V veins are syn-kinematic to 
calc-silicate alteration. The calcite in type V veins 
shows intense deformation twinning, blocky localised 
extinction bands and wide extinction bands (cf. Derez 
et al., 2015). Tabular to curved and tapered twins 
occur in the type V veins. Such twins indicate 
temperatures well above 200 °C (Ferrill, 1998; Ferrill 
et al., 2004). The formation of subgrains and the 
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aforementioned crystal-plastic deformation features 
indicate temperatures that are in agreement with 
those required for the syn-kinematic calc-silicate 
alteration. 
Type VI veins postdate development of the S2 
cleavage and development of a transposition 
cleavage of ptygmatically folded S1 foliation and type 
I veins. The structures can therefore be interpreted 
as late to post-kinematic with respect to the Lufilian 
orogeny (Fig. 73G and H). The following model can be 
proposed for formation of the type VI veins (cf. Van 
Baelen, 2011). Based on cleavage−vein relaƟons, the 
type VI veins are interpreted to be reactivated veins 
of different generations. The most obvious 
candidates (and those observed) are type IV and V 
veins. Indeed, type VI veins are continuous with 
smaller type IV or V veins, such as those present in 
Fig. 31. In the case of a well-developed pervasive 
disjunctive or a transposed cleavage, weak foliation 
planes could then be reactivated through 
foliation−parallel shearing (Fig. 30 and Fig. 31). 
However, in addition to this shearing, the veins also 
need to have opened significantly, as very large 
blocky gangue minerals are observed, often tens of 
centimeters in size. Such an opening mode failure is 
more easily obtained in a stress-state where σ1 is 
vertical and σ3 is oriented horizontal in a SW-NE 
direction, compatible with the interpreted 
stress−state during a late-orogenic collapse of the 
Lufilian orogen. Our interpretation is therefore that 
the veins most probably formed after the tectonic 
inversion in the latest stages of the Lufilian orogeny 
(Fig. 73). The type VI veins are the same as the 
‘massive veins’ observed by Brems et al. (2009) and 
Muchez et al. (2010). Similar chalcopyrite and 
molybdenite bearing veins were dated by a Re−Os 
age of 525.7 ± 3.4 Ma by Barra et al. (2004), in 
agreement with the timing of late-orogenic collapse. 
Small normal and reverse fault movements are 
recognised in some generations of massive veins 
(Brems et al., 2009). 
Importantly, a high degree of similarity exists in the 
mineralogy of type V and VI veins. In addition, both 
types are similar in C-O isotopes, rare earth element 
and yttrium signatures and other trace elements 
(Debruyne et al., 2013b). Both vein generations also 
(re)-mobilise a significant amount of Cu-Co sulphides. 
Type V and VI veins clearly bring new elements to the 
system, shown by the abundant anhydrite and 
occurrence of Mo−, Co− and Ni−sulphides. These 
minerals were not present in type I−IV veins. 
Although S, Sr and Nd isotope ratios indicate at least 
partial remobilisation of earlier sulphides into type 
II−VI veins (Muchez et al., 2010; Van Wilderode et al., 
2015), the occurrence of Mo−, Co− and Ni−sulphides, 
higher εNd values and less radiogenic Sr isotopes 
strongly indicate a renewed input of metals during 
these late stage veins (Van Wilderode et al., 2015). 
Therefore, although both type V and VII vein 
generations show comparable mineralising fluids, 
they differ in the timing and tectonic setting during 
which they were formed. 
Type VII veins clearly formed during shearing along 
reverse low angle faults, indicating fluid flow along 
these faults, either when they were active or in 
various periods afterwards. The type VIII vein 
generation contains several excellent examples of 
sub-vertical extensional ‘arrowhead’ veins along late 
high angle normal faults. Such vein geometries 
indicate a horizontal σ3 during a phase during which 
the fault was active and are therefore consistent with 
a late-tectonic inversion towards an extensional 
Andersonian regime (Cox et al., 2001; Blenkinsop, 
2008). Such late faulting during type VIII veins could 
be related to the many extensional brittle post-
orogenic features (for a treatise on these post-
orogenic brittle structures we refer to Kipata, 2013; 
Kipata et al., 2013). 
It is not clear when type IX veins were formed. These 
veins are bedding normal but they do not show 
significant mullion structures, which would be 
expected during shortening of competent bedding-
normal veins in fine-grained siliciclastic sequences 
(Kenis et al., 2000, 2002, 2004, 2005b; Urai and 
Spaeth, 2001; Kenis, 2004; Maeder et al., 2009). In 
addition, the bedding-normal veins only occur quite 
locally. Therefore we interpret them to be related to 
localised extension in limbs during progressive 
folding. 
The summary diagram (Fig. 73) shows that there was 
prolonged and intense veining in the carbonaceous 
mudrock lithofacies at Nkana during various stages of 
the Lufilian orogeny. Type II−V veins and type VII 
veins are all formed in a compressional setting with a 
horizontal σ’1 and a vertical σ’2−σ’3. From the folding 
trends (Figs. 11 and 12) and the orientation of low 
angle reverse faulting (e.g. Fig. 27A), the major 
principal stress axis is interpreted to have been 
oriented SW-NE. Type V and VI veins are generally 
SE-NW oriented (with variable dips), in accordance 
with the orientation of late fault trends at Nkana (Fig. 
11) and compatible with the waning stages of the 
orogeny leading to a tectonic inversion as SE-NW 




Fig. 73. Interpretational diagram of structures and vein types in the carbonaceous mudrock lithofacies of the 
COM at the Nkana deposit. All sketches are shown in SW-NE facing orientation. (A) Type I fibrous dolomite veins. 
(B) Early buckling and fold amplification stages of multilayer folding of type I veins and concomitant development 
of dispersed tectonic S2 cleavage. Type II veins develop during folding of type I veins. (C) Fold lock-up stage of the 
multilayer folding of type I veins leading to chevron type folding. (D) S2 cleavage parallel type III veining, often 
showing shearing displacing folded type I veins. These veins developed before significant fold lock up and before 
significant development of disjunctive S2 cleavages. (E) Development of disjunctive S2 cleavage and intense 
dissolution. This marks the onset of major calc-silicate alteration. (F) and (G) Type V veins are disjunctive to S2 
cleavage and cross-cut folded type I and II veins. (H) Type VI veins are disjunctive to S2 cleavage and quite 
irregular in shape. The veins can become very voluminous and contain host-rock inclusions. The relation with 
disjunctive S2 cleavage planes can be explained by foliation-parallel shearing reactivating earlier fractures. In this 
sense, the situation in G is a precursor to H, during which foliation planes are reactivated as shear planes. (I) Type 
VII veins occur as laminated shear veins along low angle reverse faults. (J) Type VIII veins occur along high angle 
faults crosscutting all previous features. Subvertical type VIII arrowhead veins indicate normal shear sense on the 
faults.
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11.1.1. Calc-silicate alteration 
Alteration fronts in veins and carbonate-rich layers 
always initiate from siliciclastic parts, either from the 
vein wall (Fig. 50D; Fig. 51A and E) or median zones 
with abundant host rock fragments (Fig. 51C). Here, 
ferroan dolomite and quartz is consumed in favour of 
calcite, tremolite and minor talc and muscovite. 
These alteration fronts show incomplete alteration 
reactions, such as remnant patches of dolomite 
fibres within replacive calcite and tremolite in optical 
continuity with unaltered grains. Reactants of the 
alteration are therefore identified as calcite and 
tremolite and minor amounts of muscovite and talc. 
From this evidence, the coupled decarbonation and 
calc-silicate alteration reaction 
 5 Ca(Mg,Fe)(CO3)2 + 8 SiO2 + H2O  
Ca2(Mg,Fe)5Si8O22(OH)2 + 3 CaCO3 + 7 CO2 
(10) 
can be inferred (cf. Slaughter et al., 1975; 
Trommsdorff and Connolly, 1990). 
This reaction has pervasively altered many parts of 
the deposit, and therefore places constraints on the 
maximum metamorphic conditions at Nkana, as 
noted by other authors (Brems et al., 2009; Muchez 
et al., 2010). The reaction holds true for the entire 
ferro-actinolite – actinolite – tremolite solid-solution 
series (Puhan and Hoffer, 1973; Best, 2003). Initial 
reaction temperatures vary somewhat with fluid 
pressure and the CO2 mole fraction, but peak 
metamorphic temperatures generally above 450°C 
and below 500°C are required for this metamorphic 
assemblage (Slaughter et al., 1975; Trommsdorff and 
Connolly, 1990; Best, 2003). 
The most important metamorphic mineral in the 
assemblage is tremolite, and not talc. Talc is certainly 
present in minor quantities (Fig. 51D), but mainly 
observed as slickenlines or slickenfibres on vein walls. 
In particular the mole fraction of CO2 in the fluid is an 
important controlling factor in whether tremolite or 
talc is the reactant of the calc-silicate alteration. 
However, higher fluid pressures greatly increase the 
range of fluid compositions over which tremolite is 
the initial product of metamorphism rather than talc 
(Slaughter et al., 1975; Suzuki, 1977; Trommsdorff 
and Connolly, 1990; Best, 2003). Hence, the 
predominance of tremolite over talc indicates 
significant XCO2 and/or high fluid pressures during this 
metamorphic devolatilisation reaction. An alternative 
is that talc is formed first and then consumed to form 
tremolite. However, no clear petrographic evidence 
for this reaction pathway was encountered. No other 
sign-post minerals (e.g. garnet, hornblende and 
diopside) were recognised in this study. Abundant 
authigenic biotite is present at Nkana, overgrown by 
the tremolite. 
The presence of remnant dolomite is an indication 
that quartz availability limits the reaction (e.g. Fig. 
50D; Fig. 51A, C, D and E). The volume of solid 
products in the formation of tremolite from quartz 
and dolomite is less than that of the solid reactants 
(Best, 2003). This effectively leads to metamorphic 
porosity creation, which is observed in the samples 
and is an indication of reaction-enhanced 
permeability during metamorphism at Nkana (cf. 
Ferry and Dipple, 1991; Rumble, 1994). 
Late S2-cleavage discordant veining of type V and VI 
shows the same luminescence as the replacive calcite 
associated with tremolite and talc. The best evidence 
is found where calcite within veins is optically 
continuous with replacive anhedral to subhedral 
calcite in the host rock associated with calc-silicate 
formation. In other S2-cleavage discordant veins such 
relations are not clear because only calcite is present. 
In addition, several type V and VI veins show 
tremolite and muscovite as gangue minerals. 
Therefore, it is likely that the fluids forming these 
blocky type V and VI veins had a significant 
contribution of fluids related to the localised 
metamorphic reactions. In addition, important 
amounts of earlier vein generations were identified 
to have dissolved during development of disjunctive 
S2 cleavage (e.g. Fig. 42), also contributing to the 
ionic budget during calc-silicate alteration. 
Consequently the formation of these blocky veins is 
an indication of advective fluid flow through open 
fractures in conjunction with localised metamorphic 
reactions (cf. Elburg et al., 2002; Bons et al., 2012). 
11.1.2. Muscovite and biotite  
in hydrothermal veins 
Muscovite (sericite) ± biotite occur on the edge of 
type II bedding-parallel veins, stockwork veins and S2-
cleavage discordant veins. Precipitation of these 
minerals was placed very early in the paragenesis of 
type II veins by previous authors (Brems et al., 2009; 
Muchez et al., 2010). In addition, these authors 
noted that randomly oriented coarse-grained 
muscovite crystals were usually present in sandy or 
silty layers. In this study, authigenic muscovite or 
biotite in host rock or in vein rims are often included 
in anhedral replacive calcite or associated with it, 
whereas pristine type I and II veins do not show 
muscovite and biotite. This places metamorphic 
growth of biotite and muscovite both prior to and 
during the calc-silicate alteration. 
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11.1.3. Evolution of stable isotopes 
All carbon and oxygen isotope values for nodules and 
veins are lower than the global isotopic composition 
of Neoproterozoic marine dolomites, which show 
δ18O values between −8 and −4 ‰ and δ13C values 
between −4 and +4 ‰ (Veizer and Hoefs, 1976; 
Halverson et al., 2005; Lindsay et al., 2005). 
Signatures within these ranges are preserved in 
several barren dolomites in the Eastern Zambian 
Copperbelt, interpreted as Neoproterozoic marine 
dolomites (Annels, 1989; Selley et al., 2005; Bull et 
al., 2011; Croaker, 2011). 
Unaltered nodules from the upper part of the COM 
at Nkana Central have low δ13C values between 
−24.56 and −21.94 ‰ (Table 2). Dolomite in 
unaltered nodules, most type I and some type II veins 
is significantly lighter relative to host rock carbonates 
for carbonaceous mudrock in Nkana South. These 
low δ13C values can be explained by oxidation of 
organic carbon (ca. −25 ‰) or methane 
(ca. −40 to −60 ‰) to isotopically light CO2 or HCO3− 
and incorporation of this isotopically lighter signature 
in the nodular dolomite (Irwin et al., 1977; Hoefs, 
2009). Indeed, total organic carbon contents 
between 0.13 and 3.54 % have been measured from 
the carbonaceous mudrock at Nkana South (Croaker, 
2011). This oxidation of organic material was 
probably mediated by bacterial sulphate reduction, 
indicated by high fractionation of δ34S signatures of 
Cu sulphides in the nodules relative to 
Neoproterozoic sulphates (Muchez et al., 2010) and 
because the nodules are interpreted as 
pseudomorphs after anhydrite (Annels, 1974; 
Muchez et al., 2008). Another explanation for the low 
δ13C values of type I veins is a direct contribution of 
the solid bitumen that is present in those veins. 
A strong trend is visible of increasingly higher δ13C 
values in nodules, type I and II veins up to S2-cleavage 
discordant veins, all within the COM (Fig. 54). Such a 
trend can be explained by progressive thermal 
maturation of organic matter resulting in continued 
oxidation that will cause the remaining organic 
material to be increasingly enriched in 13C by 
Rayleigh fractionation in a semi-closed system (Irwin 
et al., 1977; Valley, 1986). Such an explanation is 
often proposed for δ13C trends in bulk isotope data-
sets of carbonates in the Copperbelt (Sweeney et al., 
1986; El Desouky et al., 2010). This study, clearly 
shows the stepwise δ13C increase in time for 
subsequent gangue phases, starting from diagenetic 
nodules and pre-orogenic veins to various syn-
orogenic vein phases (Fig. 54B). 
C-O isotopes of altered nodules show a mixing trend 
between unaltered dolomitic nodules and the 
‘altered veins field’ (Fig. 54C). This mixing trend can 
be explained petrographically as ferroan calcite 
alteration occurs on the rims of the nodules (Fig. 55), 
so that both unaltered and altered phases were 
drilled in some nodules. Pristine type I and II veins 
and S2-cleavage discordant veins in the COM at 
Nkana South and Central show δ13C values 
overlapping with or lower than carbonates of the 
carbonaceous mudrock lithofacies (Fig. 54D). Three 
pristine S2-cleavage veins show δ13C values around 
−14 ‰ in the Copperbelt Orebody Member. Veins 
that occur in the Mindola Clastics Formation also fall 
close to the field of their host rock as S2-cleavage 
discordant veins hosted in the Mindola Clastics 
Formation reveal a δ13C value around −6 ‰, 
overlapping with the host rock field (Fig. 54A and D). 
This correspondence could indicate local buffering of 
the isotopic signature by the host rock and previous 
carbonate phases during deformation in the Lufilian 
Orogeny. Micro-geochemical evidence in support of 
this hypothesis is given by similarity in δ13C values 
between a type I vein (−19.56 ‰) and a type II 
curved fibrous dolomite vein, overgrowing the type I 
vein (−20.60 ‰).  
Altered type I and II veins show δ13C values between 
−13.56 and −10.97 ‰, delined by the ‘altered veins 
field’ in Fig. 54E. These are all measurements of 
ferroan calcite (cctrem), strongly associated with calc-
silicate development. The C isotope values of the 
replacive ferroan calcite are distinctly heavier than 
that of dolomite in pristine veins in the carbonaceous 
mudrock lithofacies (Fig. 54C and D). On the one 
hand, the δ13C increase for altered syn-folding type II 
veins is on average Δ13Cpristine-cctrem = 3.21 ‰, 
considering an average of −12.19 ‰ for the ‘altered 
veins field’ and −15.40 ‰ for most of the pristine 
type II veins (compare Fig. 54D versus E). On the 
other hand, S2 cleavage discordant veins show δ13C 
values that are generally above -10 ‰. The altered 
vein field lies exactly between the pristine type I and 
II veins and the S2 cleavage discordant veins and can 
therefore be interpreted as a mixing field between 
the two. 
The calc-silicate reactions can also produce 
fractionation in C-O isotopes. Dolomite in the host 
rock and veins is identified to react with silicate 
minerals to produce Ca-(Mg-)silicates cf. reaction Eq. 
(10). Such decarbonation reactions liberate CO2 that 
is enriched in 13C and 18O relative to the Cinitial in 
dolomite (e.g. Shieh and Taylor, 1969; Nabelek and 
Labotka, 1984; Melezhik et al., 2005). During 
metamorphic decarbonation of siliceous dolostones 
and impure marbles, these fractionation effects are 
therefore identified to lead to negative shifts in δ18O 
and especially δ13C in whole rock analyses (Shieh and 
Taylor, 1969; Sheppard and Schwarcz, 1970; Valley, 
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1986; Melezhik et al., 2005; Master et al., 2013). 
Precipitation of ferroan calcitetrem near the reaction 
fronts in the altered veins can directly incorporate 
this heavier CO2. 
The creation of calc-silicates is constrained to occur 
after formation of type II veins and is therefore 
considered late to postorogenic. Therefore, all 
gangue phases subsequent to type II and III veins are 
potentially influenced by this decarbonation 
fractionation effect on the hydrothermal fluids. In the 
literature on the Central African Copperbelt, 
metamorphic volatilization and decarbonation are 
normally not thought to be severe in resetting C and 
O isotopic signatures in the Roan Group (Annels, 
1989; Selley et al., 2005; Bull et al., 2011). Our 
results, nevertheless, show that significant localised 
metamorphic volatilisation and decarbonation did 
occur and therefore care should always be taken in 
checking samples for evidence of such volatilisation. 
11.2. Formation mechanisms and 
conditions of type I veins 
In this section we assess the evidence for the 
existence of certain vein forming mechanisms from 
the petrographic evidence and spacing and thickness 
distributions of fibrous antitaxial type I veins. In 
particular we discuss evidence for and insights into 
the nature of fracture and seal processes. Besides 
crack-sealing as a well-known vein−forming process, 
the so called ‘force of crystallisation’ is also put 
forward as a potential vein forming mechanism, 
certainly for fibrous antitaxial veins (Means and Li, 
2001; Oliver and Bons, 2001; Wiltschko and Morse, 
2001; Bons and Montenari, 2005; Hilgers and Urai, 
2005; Bons et al., 2012; Gratier et al., 2012). Other 
authors have, however, shown clear evidence for 
advective fracture-controlled processes in the 
formation of fibrous antitaxial veins (e.g. Barker et 
al., 2006, 2009). The potential of this process and 
evidence for or against both processes are discussed 
in the following sections. We also explain how 
horizontal veins can be formed by poro-elastic 
processes and attempt to constrain the mechanisms 
behind the close spacing of type I veins in the 
carbonaceous mudstone lithofacies of the COM and 
their particular thickness and spacing distribution. 
11.2.1. Petrographic insights into 
vein growth mechanisms 
Growth morphologies in veins are generally 
interpreted as a result of (1) the sealing rate relative 
to the opening rate of the fractures, (2) the nature of 
the vein walls (smooth, rough) and, to minor extent, 
(3) the growth anisotropy in crystals (Urai et al., 
1991; Fisher and Brantley, 1992; Hilgers et al., 2001; 
Oliver and Bons, 2001; Nollet et al., 2005, 2006, 
2009; Passchier and Trouw, 2005; Wendler et al., 
2011; Ankit et al., 2015). Depending on the speed of 
crystal growth (sealing) relative to wall rock 
displacement increments, different growth 
morphologies will develop (e.g. Lander and Laubach, 
2015). The expected growth morphologies for 
different scenarios of fracture opening speed relative 
to crystal growth speed are shown in Fig. 74 (after 
Hilgers et al., 2001; Passchier and Trouw, 2005). If 
the crystal growth speed cannot keep up with the 
opening of the fracture, growing grains will be able to 
develop their crystal habit and go into competition 
with each other (Fig. 74A). Longer competition then 
leads to blocky (Fig. 74A) growth morphologies (Urai 
et al., 1991; Hilgers et al., 2001; Ankit et al., 2015). 
Conversely, if crystal growth speed is high and 
fracture opening low, the fractures seal quickly and 
less growth competition will take place between 
individual grains, leading to fibrous growth 
morphologies (Fig. 74C). Obviously, intermediate 
growth morphologies can develop in between the 
two extremes, leading to elongate-blocky 
morphologies (Fig. 74B). 
Type I veins are antitaxial fibrous dolomite veins with 
straight vein walls. In these veins, the fibrous growth 
morphologies attest of a limited but existing degree 
of growth competition in the dolomite fibres (Fig. 36). 
Following Fig. 74, this indicates that the opening rate 
relative to the sealing rate was slow enough for 
crystal growth to seal the vein before grains are able 
to develop their crystal habit (Hilgers et al., 2001; 
Passchier and Trouw, 2005; Nollet et al., 2006; 
Wendler et al., 2011, 2015). Due to this growth 
competition and under the assumption of fracture 
and sealing, one layer-parallel vein would consist of 
many individual opening events that have an 
aperture that is just right for this amount of growth 





Fig. 74. Model of development of growth morphologies where the slope of the black line is the growth speed of 
the crystal and the grey line represents wall rock displacements. Depending on the speed of crystal growth 
relative to wall rock displacement increments, different growth morphologies will develop. Modified after 
Passchier & Trouw (2005). 
Numerical and experimental studies have shown that 
a minimal fracture opening needs to exist for growth 
competition to occur (Hilgers et al., 2001; Nollet et 
al., 2005, 2006, 2009; Wendler et al., 2011). 
Unfortunately, no reliable crack-seal markers such as 
solid inclusion bands or fluid inclusion planes across 
multiple grains were observed in the type I veins. 
Hilgers et al. (2001) have made the argument for a 
typical critical value of ca. 10 µm for this competition 
to occur in natural veins with common gangue 
minerals. Such a length-scale of the crack is in 
agreement with measurements of growth increments 
in fibrous veins that have been made by several 
authors. The spacing of solid inclusion bands in 
fibrous quartz veins was found to be between 0 and 
25 µm in a lognormal distribution with an average of 
7 µm (Fisher and Brantley, 2014). Brantley et al. 
(1990) have shown measured crack-seal vein 
increments of 100 µm length and 10 µm width that 
seal (heal in their terminology) very quickly into 
quartz veins. Hooker et al. (2012) have measured log-
normal or normal size distributions of crack-seal 
increments within single carbonate veins, with an 
average size of the increments at ca. 15 to 115 µm 
(Hooker et al., 2012). The spacing between solid 
inclusion bands in veins studied by Renard et al. 
(2005) was generally tens of microns. It has been 
argued that the anisotropy in growth kinetics of 
growing grains is only important in euhedral blocky 
growth morphologies, because of a significant 
difference in growth speed (20-30 times) between 
grains with euhedral crystal faces and irregular faces 
(Fisher and Brantley, 2014). 
In some type I veins, multiple fluid inclusion planes 
(FIP) are found in individual fibres, parallel to the vein 
wall and hence perpendicular to the fibre long axis 
(Fig. 44A). However, these FIP are almost never 
continuous across multiple grains and the FIP only 
occur in some grains, discontinuously spread along 
the length of the vein. In the case of solid inclusion 
bands, such discontinuous inclusion banding is often 
interpreted to reflect the crystal growth anisotropy, 
where faster growing crystal can reach the host rock 
before the next fracturing event and others cannot 
(Fisher and Brantley, 1992; Hilgers and Urai, 2005; 
Passchier and Trouw, 2005). It is unknown whether 
FIP parallel to the vein wall also represent such 
growth anisotropy under crack sealing. FIP spacing 
can also be growth related due to small fluctuations 
in the supersaturation of the fluid relative to the 
mineralising phase (cf. Nollet et al., 2006) and 
therefore not necessarily represent crack seal events. 
Although the FIP can technically be classified as 
pseudo-secondary FIP, it is unclear from the 
petrographic evidence whether these FIP are actually 
primary growth related. Many of the FIP show signs 
of severe post-modification features (Van den 
Kerkhof and Hein, 2001; Diamond et al., 2010; 
Tarantola et al., 2010, 2012) and therefore no fluid 
inclusion micro-thermometry was attempted. It is 
therefore doubtful whether these FIP actually 
represent evidence of fracture and sealing events. 
A gradual cold cathodoluminescence (CL) variation 
occurs along the growth path of the fibres. Generally, 
the CL patterns evolves from more dull luminescent 
to bright luminescent from initial growth surface to 
final growth surface. The variation is therefore 
perpendicular to the vein wall. When a virtual line is 
drawn across fibres parallel to the median line or 
vein wall, the hue and intensity of the CL pattern is 
equal along this line (Fig. 34). In type II veins, CL 
banding tracing the crystal facets of dolomite is 
observed (Fig. 40). In type I veins, such patterns are 
absent. This means that a control by crystal habit on 
the CL banding is absent (also cf. Hilgers and Urai, 
2002) or that development of crystal facets is 
completely suppressed during growth of type I veins. 
There is no evidence for ataxial fracturing from the 
growth textures and CL analysis, and there are no 
jagged grain boundaries or briquette textures 
(Hilgers and Urai, 2002; Passchier and Trouw, 2005). 
Combined with the observed growth competition 
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and evolution in CL patterns, this means that growth 
increments always occurred on the vein matrix 
contact. A selvage is often observed in other fibrous 
veins (Urai et al., 1991; Hilgers et al., 2001; Hilgers 
and Urai, 2002; Bons et al., 2012) but there are no 
selvages present on the vein walls of type I veins. In 
addition, there were never any inclusions of host 
rock observed within the type I veins, except at the 
median surface. The strength of the vein−matrix 
interface must therefore be very weak for opening to 
occur consistenly at the vein walls. 
In many fibrous antitaxial veins, there is often a 
difference between growth structures in the median 
zones and those in the rest of the vein (Oliver and 
Bons, 2001; Bons and Montenari, 2005; Bons et al., 
2012). In some studies, tiny precursor veins, often 
with a smaller grain size are seen at the median lines 
and were interpreted to be crucial for initial vein 
generation (Bons and Montenari, 2005; Bons et al., 
2012). In our study, however, there are no precursor 
veins, neither are there differences in growth 
structures between median zone and the rest of the 
vein. In contrast, there is clear evidence of fibres that 
are optically continuous over the median surface 
(e.g. Fig. 40). Type I veins range from purely 
symmetric antitaxial veins to purely syntaxial and the 
antitaxial veins are strongly variable in their 
asymmetry about the median surface. In addition, 
asymmetry in geochemical signatures about the 
median surface was observed for antitaxial veins 
(Barker et al., 2006). Generative growth models for 
antitaxial veins should therefore take into account 
possible mechanisms generating such asymmetry. 
An important tool for structural geologists in strain 
analysis is the tracking behaviour of the fracture 
opening direction of certain crystal growth 
morphologies (Cox and Etheridge, 1983; Passchier 
and Trouw, 2005). If fibrous (and some elongate-
blocky) grains in veins are displacement controlled, 
the grain orientation can provide invaluable insights 
into the instantaneous strain axis evolution during 
formation of the veins. In the case of type I fibres, 
this would simply mean pure extensional fracturing. 
There are however important cases where tracking 
behaviour is absent, even in fibrous veins and where 
the orientation of the grains is face controlled 
(Passchier and Trouw, 2005). Petrographic evidence 
has shown that fibrous crystals do not necessarily 
track the opening vector in the vein (Cox and 
Etheridge, 1983; Williams and Urai, 1989; Bons, 
2001). 
Most importantly, the roughness of the vein wall has 
a significant influence on what growth morphologies 
develop during sealing and in particular whether they 
are tracking the opening direction or not. Various 
numerical experiments have shown that grains are 
tracking when vein walls are rough (Hilgers et al., 
2001; Nollet et al., 2005; Ankit et al., 2013). In the 
case of smooth vein walls and at increased opening 
velocities, the tracking behaviour of grains is clearly 
shown to be reduced (Ankit et al., 2013, 2015). The 
tracking behaviour of fibrous grains is also not 
affected by strong crystal growth anisotropies 
(Hilgers et al., 2001) such as those observed in 
dolomite (Dickson, 1993). There is a large size 
difference between host rock grains and grains near 
the median surfaces in type I veins. As there are very 
few coarse grained nuclii for dolomite in the host 
rock of the COM such seed crystals are much coarser 
than the grains in the wall rock (cf. argumented by 
Fisher and Brantley, 1992). The seed crystals in the 
type I veins are only on the scale of host rock grains if 
the host rock is more coarse grained near the top of 
the COM (such as in Fig. 35). 
A set of tracking criteria was put forward by Urai et 
al. (1991), such as the existence of undeformed 
fibres, by cathodoluminescence or inclusion bands 
reflecting intermediate positions of wall rock and 
evidence for a localised crack surface. In addition, 
ghost fibres or inclusion trails along the growth 
direction are reliable tools for observing the opening 
direction (Ramsay, 1980; Cox and Etheridge, 1983). 
Solid inclusion bands parallel to the vein walls can 
also sometimes be used if they reflect the vein wall 
morphology in one way or another. The solid 
bitumen inclusion trails along the fibres in type I 
veins cannot be considered as true tracking markers 
because they do not occur within the crystals 
themselves (Fig. 37 and Fig. 38). Nevertheless, in the 
case of pervasively altered type I veins, the bitumen 
inclusion trails do show the outlines of the original 
dolomite fibres, always perpendicular to the vein 
walls (Fig. 53). 
Because of the lack of clear-cut tracking indicators 
and because of the smooth vein walls, it is impossible 
to say with complete certainty whether type I 
dolomite fibres are perfectly tracking or not. This 
means that a shear or extensional-shear component 
during formation of type I veins could potentially not 
have been recorded in the grain orientations. 
Nevertheless, overgrowths of type II veins on top of 
type I veins show curved fibrous crystals that range 
from perpendicular to perfectly parallel to the vein 
wall. The vein walls however, are the same as those 
of type I veins and therefore also smooth with a large 
grain size difference between veins and host rock 
matrix. If fibres in type II vein are tracking, there is no 
reason to believe that type I veins are not. This 
indicates that the fibres at least show a high degree 
of tracking, although potentially not exactly tracking 
the incremental strain axis itself. 
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11.2.2. Assessment of the possibility 
of vein growth by force of 
crystallisation 
In force of crystallisation, growth of crystals in a 
porous rock is driven by stresses created by the 
interface energy between a crystal and the host rock 
matrix (Taber and Taber, 1916; Correns, 1949; Maliva 
and Siever, 1988; Dewers and Ortoleva, 1990; 
Scherer, 1999; Wiltschko and Morse, 2001; Fletcher 
and Merino, 2001; Means and Li, 2001; Steiger, 
2005a, 2005b; Hilgers, 2005; Hilgers and Urai, 2005; 
Bresme and Camara, 2006; Noiriel et al., 2010; Røyne 
et al., 2011; Gratier et al., 2012). The main driver for 
the crystallisation pressure in a free solution is the 
degree of supersaturation in the fluid adjacent to the 
crystal. Underlying this process is the 








where ݈݊ ܽ ܽ଴⁄  is the degree of supersaturation, 
expressed in current and equilibrium activities a and 
a0, R is the gas constant, T(°K) is the ambient 
temperature and Δܸ  is the change in volume 
between substance in solution and the precipitate 
product (Correns, 1949; Maliva and Siever, 1988; 
Dewers and Ortoleva, 1990; Wiltschko and Morse, 
2001; Noiriel et al., 2010). If the crystal is confined by 
pore space or microfractures, the pressure becomes 
dependent on many other factors such as the 
geometry of the system and wetting angles (Scherer, 
1999; Bresme and Camara, 2006). 
A liquid solution film is present between a crystal and 
the host rock. If this solution film is supersaturated 
with respect to all the components of the crystal, the 
crystal will grow and push away the host rock with 
the driving pressure for growth, in its simplest form 
based on Eq. (11) (Scherer, 1999, 2004; Steiger, 
2005a). This charged fluid film provides a diffusion 
pathway to the precipitation site and its thickness is 
several nanometers (Renard and Ortoleva, 1997; 
Dysthe, 2002). Theoretical work has determined the 
pressures developed by force of crystallisation from 
solution. The normal stresses that can be produced 
are indeed quite high, in the 105 to 108 Pa range (e.g. 
Maliva and Siever, 1988; Fletcher and Merino, 2001; 
Wiltschko and Morse, 2001), higher than the tensile 
yield stress of most rocks. 
The supersaturation in the fluid film provides an 
upper bound to the crystallisation pressure in pores 
(Scherer, 1999, 2004). However, the conditions and 
system dynamics are much more complicated and 
other factors are important in determining whether 
crystals will grow against a constraint and how strong 
the pressures developed are. It is therefore not only 
the degree of supersaturation in the bulk fluid that is 
important. First and foremost, the liquid solution film 
needs to be present for the crystal to be able to exert 
pressure to the confining wall (Renard and Ortoleva, 
1997; Scherer, 1999, 2004; Dysthe, 2002; Steiger, 
2005a). Secondly, unloaded faces of a crystal will 
consume supersaturation of confined loaded faces 
under anisotropic stress (Steiger, 2005a, 2005b, 
2014). Adjacent growing crystals have the same 
inhibiting effect on crystallisation pressures. 
Additionally, the pore and crack dimensions are 
important for the magnitude and extent of 
crystallisation pressure (Steiger, 2005a; Bresme and 
Camara, 2006). In general, significant permanent 
pressures can only develop in small nano-scale pores 
(Scherer, 1999; Steiger, 2005a, 2005b). Additionally, 
the force of crystallisation is observed to be unevenly 
distributed along the confining wall in numerical 
experiments (Bresme and Camara, 2006) or crystal 
growing experiments (Sekine et al., 2011). These 
caveats highlight the complexity of how crystallisation 
pressures develop in a rock at depth. 
No satisfactory distinguishing textural evidence exists 
for force of crystallisation in fibrous veins. Crystals 
can become fibrous in the process and are often 
banded due to the oscillatory nature of the processes 
at hand (Fletcher and Merino, 2001; Means and Li, 
2001). Experimental results reveal fibrous veins with 
no change in crystal morphology along its growth 
path and fibres that track the orientation of the 
opening direction (Means and Li, 2001). However, it 
has not been proven that fracture processes are 
absent in these experiments. Therefore, fibrous 
growth textures could actually be the result of the 
processes depicted in Fig. 74. In addition, fibrous 
textures are not at all ubiquitous in experimental 
studies of force of crystallisation (Maliva and Siever, 
1988; Scherer, 1999, 2004; Steiger, 2005a, 2005b, 
2014). Tentler & Amcoff (2010) argued that a lack of 
indications for pressure acting on fracture walls 
makes the force of crystallisation unlikely to have 
occurred. In our study, no clear indications for 
pressure solution are seen on pristine unaltered vein 
walls. 
In many antitaxial veins, there is a non-existing or 
only a small increase in fibre width with the growth 
direction. This has been used to interpret that 
growth competition is suppressed (but not inhibited) 
in antitaxial veins (Bons et al., 2012). The authors use 
this evidence to advocate for force of crystallisation 
as a vein forming mechanism for most antitaxial 
veins. However, type I antitaxial veins in this study 
clearly show evidence of growth competition, 
indicating that under the right conditions, this 
 102 
competition is not suppressed. It is currently 
unknown to what extent growth competition 
between crystals is able to develop in the force of 
crystallisation model and how exactly growth of one 
confined crystal influences that of others in the same 
vein. The latter leads back to the observations that 
pore geometry and equilibrium dynamics are 
important factors in developing crystallisation 
pressure (Steiger, 2005a, 2005b, 2014; Bresme and 
Camara, 2006; Sekine et al., 2011). Solving these 
questions could potentially aid in distinguishing 
between these processes. If growth competition is 
suppressed in the force of crystallisation model, then 
this vein-forming mechanism can be ruled out, so 
that the vein system is effectively formed through 
fracturing. 
Based on the observations in this study and the many 
unknowns of the textures that can develop during 
force of crystallisation, we are not able to exclude 
this process. Importantly, the two processes of 
fracturing and force of crystallisation are not 
mutually exclusive and it is more than likely that both 
can work in conjunction. Specifically, crystallisation in 
a small (nano)-pore space and the presence of a 
temporarily supersaturated fluid film can cause the 
crystal to exert pressure to the walls of the nano-
pore space. The local stress field is consequently 
perturbed by the extra crystallisation pressure. This 
perturbance can cause stresses to overcome the 
fracture thoughness or tensile strength either in the 
nano-pore space itself or by changing the stress field 
at nearby microfractures in the rock (e.g. Røyne et 
al., 2011). Subsequently it is easier for this existing 
microfracture to propagate further. In this sense, the 
force of crystallisation can be seen as a weakening 
factor prior to fracture processes. 
Based on the petrographical evidence, our 
interpretation is hence that type I veins at Nkana 
most probably formed through pure extensional 
fracturing with many crack seal increments whose 
size is ‘just right’ to allow for the observed amounts 
of growth competition in the fibres. It is unknown 
from the petrographic evidence how large crack-seal 
increments are in the type I veins. Most authors state 
the growth model should incorporate crack-seal 
increments with a characteristic opening size, be it of 
constant thickness or of normal/lognormal 
distribution with a low σ (Hooker et al., 2013, 2014; 
Lander and Laubach, 2015). Therefore, crack-sealing 
could have occurred in conjunction with force of 
crystallisation processes, for example causing 
activation of micro-fractures.  
11.2.3. Conceptual model behind 
vein spacing and thickness 
distribution at Nkana 
Starting from the crack-seal process, a conceptual 
growth model can be constructed. One end-member 
hypothesis for the growth model is that every vein 
growth event is a crack-seal event fully sealing any 
fracture porosity. Another end-member hypothesis 
could be that fractures remained open for a period of 
time, whilest other fractures can open in nearby 
locations, possibly influencing the open fractures 
depending on the distance between the two open 
fractures. The spacing distribution of the type I vein 
system best approaches a lognormal distribution, 
although for many individual vein log sections, the 
statistical distinction between exponential and 
lognormal could not be made. In any case, the 
combined data for all vein log sections clearly shows 
a lognormal distribution. Combined with a (modified) 
coefficient of variance over unity, this indicates that a 
slight clustering mechanism could be at work on top 
of a random process. Therefore, existing fractures 
and/or veins could have influenced the position of 
new ones.  
Taking the spatial distribution and microstructural 
observations into account, the observed log-normal 
distribution could be the result of a random 
Kolmogorov fragmentation process with the addition 
of a lower bound (distance) to the fracture 
distribution (Gillespie et al., 1993; Schwämmle et al., 
2009). At each step, such a process inserts a new 
fracture at a random position in between existing 
veins (sealed fractures). If fractures remain open for 
a period of time, development of stress reduction 
shadows can impose a minimum distance to the 
fractures, driving the distribution from exponential to 
lognormal. This process is essentially similar to the 
elimination of generation points during 
fragmentation as proposed by Sasaki (2006). 
The thickness distribution of the veins shows 
ambiguity, with both powerlaw and lognormal 
distributions most likely, as well as a truncated 
powerlaw (gamma law) fit. When the data for all vein 
log sections is combined, the tail of the thickness 
distribution can be well fit by a powerlaw distribution 
and the whole function by lognormal distribution. In 
section 10.1, we outlined various mechanisms that 
can lead a distribution from power-law to lognormal 
and stressed that these two distributions can be 
quite closely related. Small changes in generative 
mechanisms can lead a given distribution into 
another distribution. 
Two end-members can be considered for thickness 
evolution of a vein, based on whether the increment 
103 
size is dependent on the thickness/size of the existing 
vein or not. In the end-member where fractures seal 
before re-fracturing, a size-dependent growth of veins 
could be explained by the influence on re-fracturing 
of local mechanical anisotropy created by the existing 
vein. The cement strength would need to be weaker 
in thicker veins, perhaps due to strength differences 
between growth morphologies relative to small veins 
(a mechanism proposed by Monecke et al., 2001; 
Hooker et al., 2012, 2013). Weak vein-matrix 
interfaces (i.e. a strong mechanical anisotropy) would 
lead to longer fractures, which are consequently also 
wider (through a cubic law, e.g. Vermilye and Scholz, 
1995; Hooker et al., 2014). Such a positive feedback 
mechanism is typical of size-dependent growth. 
Growth competition in the fibrous veins would lead 
to fewer but larger grains, fracturing of which could 
be mechanically more feasible than breaking many 
small grains in a vein that is less thick. Perhaps the 
elasticity parameters could be influenced by the 
length of the dolomite fibres in the veins, where thick 
veins with longer fibres are more prone to break in 
long fractures.  
It is, however, just as likely that a size-independent 
growth of veins occurred, as shown by the lognormal 
distribution of vein thickness and spacing. This would 
mean that there is no significant influence of existing 
veins on the position of subsequent fracture events. 
No link was found between spacing and thickness 
distributions, possibly indicating independent 
mechanisms for generating both. For example, thick 
veins are not per se more widely spaced as opposed 
to thin ones and closely spaced veins are not 
statistically thicker than more widely spaced veins.  
11.2.4. Poro-elastic coupling 
between remote stress states 
and fluid pressures 
Type I veins were most likely formed as horizontal 
pure extension veins. For such horizontal mode I 
extension fractures to form, the effective minor 
principal stress state, σ’3, should (locally) be vertical. 
Such stress state conditions are easily obtained from 
remote stresses in a compressive regime, such as a 
mountain building event (i.e. the Lufilian orogeny). 
However, type I veins are clearly pre-folding and 
were emplaced before significant shear took place 
along bedding planes (as this is reflected in the 
earliest growth morphologies of type II veins 
overgrowing type I veins; Fig. 73). The veins were 
therefore probably formed in an effective 
extensional Andersonian stress regime, during burial 
or before significant compressive tectonic stresses 
were built up. Such a stress-regime exists during 
continental extension to more evolved rift basin 
during deposition of the Katanga Supergroup 
(Kampunzu and Cailteux, 1999b; Kampunzu et al., 
2000; Porada and Berhorst, 2000b; Selley et al., 
2005). 
There are several geologically relevant contributors 
to the states of stress that lead to rock failure at 
depth. Firstly, the lithostatic overburden leads to a 
lithostatic stress in a rock mass at depth. The vertical 
remote stress is equal to the weight of the 
overburden weight so that:  
 
ߪ௩ = න ߩ݃݀ݖ௭
଴
 (12) 
with ρ as the average bulk density of the rocks. 
Through the effect of elasticity of the rocks, the 
vertical σ1 = σv will also contribute to σ3 = σh 
depending on its Poisson’s ratio. Using linear 
elasticity in a homogeneous rock package, the 
horizontal stress σh resulting from this σv is: 
 ߪ௛ = ቀ ߥ1 − ߥቁߪ௩ (13) 
for a dry isotropic rock, where ν is the Poisson’s ratio. 
In addition, remote tectonic stresses also contribute 
to (changes in) the stress state. In the case of type I 
veins, these tectonic forces will be imposed 
horizontally, in a SW-NE orientation. Obviously, 
tectonic stresses will also contribute to σv through 
elastic effects in a similar way as Eq. (13) for 
lithostatic stress. 
Most rocks at depth contain pore fluids that can exert 
significant mechanical forces on the solid medium. If 
these rocks can be approached as elastic (i.e. 
permeable consolidated rocks), we can assume poro-
elastic deformation. The effective stress tensor σ’ij 
within a purely isotropic rock body under perfect 
poro-elasticity is then usually described by: 
 ߪ′௜௝ = ߪ௜௝ − ߙ ௙ܲߜ௜௝ (14) 
where σij is the stress tensor, δij is the Kronecker 
delta, Pf is the pore fluid pressure and α is the 
effective stress constant also often named the Biot-
Willis coefficient. It is dependent on material 
property and geometry of pore space and flaws in 
the host rock and indicates the effectiveness by 
which pore fluids can act upon the poroelastic matrix 
(Paterson and Wong, 2005). It has values 0 ≤ α ≤ 1, 
where a purely elastic stiff rock has α = 0 and a 
porous rock matrix has α = 1. In the case of isotropic 
poro-elasticity in isotropic rocks, α represent a scalar 
that applies the pore fluid pressure Pf in all directions 
(through the 2nd order identity tensor δij). On a 
classical Mohr diagram, this has the effect of 
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displacing the Mohr circle to the left by an amount 
αPf without changing its size (Fig. 75A). 
However, in the case of fluid flow under anisotropy, 
the situation is more complicated. Poro-elastic 
effects in anisotropic or transversely isotropic rocks 
affect the effective stress coefficient, so that α is 
better described as a second rank tensor αij (Chen 
and Nur, 1992; Healy, 2009, 2012). The porosity or 
permeability anisotropy (reflected in αij) can in turn 
cause deviatoric effects of Pf in anisotropic rocks. For 
an idealized anisotropic rock the effective stress is 
then described as: 
 ߪ′௜௝ = ߪ௜௝ − ߙ௜௝ ௙ܲߜ௜௝ (15) 
The Biot-Willis tensor can be estimated from the 
porosity/permeability in rocks, or a description based 
on effective medium theory (Healy, 2009, 2012). 
Chen and Nur (1992) have derived expressions for 
the effective stress coefficient αij for anisotropic and 
transversely isotropic rocks. They show that αij is 
strongly influenced by the anisotropy in the elastic 
moduli.  
Both the overburden stress and poro-elasticity can 
work in conjunction. In the case of overburden stress 
(if σv = σ1), we can estimate the effective vertical 
stress resulting from: 
 ߪ′௩,௜௝ = ߪ௩,௜௝ − ߙ௜௝ ௙ܲߜ௜௝ (16) 
For laterally confined layers, the constitutive 
equation for the effective horizontal stress tensor 
under uniaxial strain is then given by 
 
ߪ′௛,௜௝ = ߥ1 − ߥ ߪ௩,௜௝ + 1 − 2ߥ1 − ߥ ߙ௜௝ ௙ܲߜ௜௝ (17) 
This deduction serves to show that there exists a 
coupling between the pore fluid pressure and remote 
stresses. If the minimum principal stress in a basin is 
horizontal, confining effects on the pore fluid 
pressure can generate an additional component to 
the horizontal stress, through the coupling between 
pore pressure and horizontal stress (Teufel et al., 
1991; Engelder and Fischer, 1994; Hillis, 2001; 
Cobbold and Rodrigues, 2007; Mourgues et al., 
2011). As the pore fluid pressure increases in a basin, 
the effective horizontal stress σ’h decreases more 
slowly than the effective vertical does (Hillis, 2001) as 
a direct consequence of Eq. (16)−(17). The pore fluid 
overpressure in rocks therefore not only changes the 
position of the Mohr circle cf. Eq. (14), but also its 
size (Fig. 75B) through a change in Δσv-h from 
Eq. (16)−(17). With increasing Pf, the Mohr-circle 
shifts to the left and decreases in size following a 
rheological envelope mainly defined by rock 
mechanical parameters and the nature of the pore 
space in the rock (Mourgues and Cobbold, 2003; 
Cobbold and Rodrigues, 2007; Mourgues et al., 
2011). If the pore fluid pressures increase is high 
enough during burial or in an extensional 
Andersonian regime, then ultimately the effective 
stresses will cause an internal stress switch to a case 
where the least principal stress σ’3 is vertical, 
creating the right conditions for tensile yielding so 
long as the differential stresses remain low enough 
(Fig. 75C). 
Another way of understanding this process is by so 
called seepage forces. The effect of confinement on 
pore fluids leads to a pore fluid overpressure 
gradient ∇Pf which in turn creates work (in the 
physical sense) or ‘seepage forces’ acting on solid 
elements of the rock framework (Mourgues and 
Cobbold, 2003; Cobbold and Rodrigues, 2007). 
Seepage forces by fluids exert the same vertical body 
force regardless of the permeability of the medium 
and are therefore not dependent on the velocity of 
the fluid but only on the pressure gradient ∇Pf that 
is created (Mourgues and Cobbold, 2003). This also 
means that a horizontal anisotropy in the rocks 
(which would be reflected in an anisotropic αij (cf. 
Healy, 2009, 2012) is not necessary to cause an 
effective stress inversion in the system. Nevertheless, 
an anisotropy parallel to bedding (reflected in αij) will 
serve to enlarge the effect of ∇Pf and the coupling 
between Pf and σ’h. 
Such a uniaxial relaxed basin model as proposed here 
in Eq. (12)−(17) assumes that fluid pressures are 
laterally homogeneous. However such a situation is 
not expected for basins with lateral variability in 
sediments, such as observed at Nkana. Lateral 
lithofacies changes can have a large influence on the 
architecture of overpressured zones (Rozhko et al., 
2007; Mourgues et al., 2011). Pressure gradients can 
also be developed along more localised sources. An 
analytical solution was defined by Rozhko et al. 
(2007) that described the evolution of the radius and 
centre of the Mohr circle in Mohr space when a 
localised Pf increase diffuses through a homogeneous 
medium. The radius (differential stress) is changed by 
an amount βτPf and its center (mean stress) shifted 
along the horizontal axis by βσPf (Rozhko et al., 2007). 
Parameters βτ and βσ are both dependent on height h 
and width w of the fluid overpressured zone, in 
addition to being dependent on αij and ν. If the width 
of the overpressured zone is small relative to its 
height (e.g. a plume or fault), the slope of the 
rheological envelope in Mohr-space diminishes (Fig. 
75B), so that stress inversion and formation of 
horizontal fractures can be inhibited. Therefore, the 




Fig. 75. Schematic diagram illustrating the Influence of poro-elasticity on effective stress−state evoluƟon in Mohr 
space. (A) A traditional application of the Von Terzaghi principle for effective stress σ’ = σ – Pf in this case leading 
to shear failure. (B) Effect of poro-elasticity and seepage forces. The mean stress diminishes following a 
rheological envelope defined by the poro-elasticity in the host rock and the geometry of the fluid source. In this 
case, the failure will be extensional instead of shear failure (which would be predicted in a traditional approach). 
(C) The poro-elastic effects and seepage forces can also lead to local stress−state inversions, where in this case 
horizontal extension fractures can develop. Concepts behind diagram after various authors (Mourgues and 
Cobbold, 2003; Cobbold and Rodrigues, 2007; Rozhko et al., 2007; Mourgues et al., 2011). 
To explain the formation of these horizontal 
extension fractures, we hence have to turn to the 
poro-elastic effects under elevated fluid pressures. 
For extension veins to form, the effective differential 
stress should be low enough (Δσ’ < 4T where T is 
tensile strength) so that rock failure is not through 
extensional-shear or shear failure. If a contribution of 
tectonic compressive stresses by the Lufilian orogeny 
is imposed on the burial related stresses, differential 
stresses will diminish gradually. If the tectonic 
stresses increase, at a given moment, the stress 
states will switch, first towards a wrench regime (σ2 
vertical) and ultimately towards a state where σ3 is 
vertical (Van Noten et al., 2011). Type I veins could 
also have formed right after the compressive tectonic 
switch has taken place at low differential stress. The 
extensional veins were therefore most likely formed 
as extensional hydrofractures due to fluid 
overpressuring in an effective extensional 
Andersonian stress regime (σ3’ vertical). Because the 
veins are present within a small lithological interval 
(<20m), there is no significant depth-related Δσh to 
be expected between veins during fracturing. It must 
be noted that this description of the poro-elastic and 
anisotropic response is relatively simple and more 
elaborate descriptions of poro-elasticity are provided 
elsewhere in the literature. However, the basic 
principles remain the same. These results underline 
the potential for localised stress inversions in the 
earth’s crust (Hu and Angelier, 2004; Van Noten et 
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al., 2012). Our study shows that not only σT controls 
stress inversions but also other factors such as Pf 
(which in turn is dependent on the pore space and 
transient permeability of the system) and various 
rock mechanical parameters.  
11.2.5. Timing and ambient 
conditions during formation 
of type I veins 
Based on the previous discussion, type I fibrous 
dolomite veins could have been formed at any time 
before tectonic stresses of the Lufilian orogeny 
became too high so as to cause shear failure along 
bedding-planes (reflected in type II veins). 
Theoretically such veins could have formed even 
before lithification or at very shallow depths in an 
evaporative environment (Means and Li, 2001; 
Cobbold and Rodrigues, 2007; Gratier et al., 2012). 
Temperature constraints on the formation of these 
veins would provide a potential answer to this. 
Fluid−inclusion thermometry was previously carried 
out on vein quartz at Nkana (Brems, 2007; Lammens, 
2009; Muchez et al., 2010). Two fluid inclusion 
assemblages of ‘unknown’ origin were measured in 
quartz in a layer-parallel vein (at that time 
interpreted as having formed before folding; Muchez 
et al., 2010) based on the work of Lammens (2009). 
These assemblages reveal a H2O-NaCl/KCl-MgCl2 
composition of the fluid inclusions and Th between 
200°C and 270°C with salinities between 10.2 and 
19.8 eq. mass% NaCl. Based on the presented 
petrographic study, this quartz is identified as part of 
a quartz selvage in a type II syn-folding vein and is 
therefore not part of a pre-folding layer-parallel vein. 
In many aspects, type I veins show great resemblance 
with the so called “beef” veins (Lang, 1914; Cosgrove, 
1993; Suchy et al., 2002; Hilgers, 2005; Hilgers and 
Urai, 2005; Cobbold and Rodrigues, 2007; Rodrigues 
et al., 2009; Suchý et al., 2010; Cobbold et al., 2013; 
Zanella et al., 2013; Rybak-Ostrowska et al., 2014). 
These veins are bedding-parallel antitaxial fibrous 
veins of gypsum, calcite, dolomite and quartz, sensu 
strictu. They also occur mainly in relatively 
homogeneous fine-grained sedimentary sequences 
and only very occasionally form on contrasting 
lithologies. Despite the many occurrences of such 
veins (Cobbold et al., 2013), the P−T−t−X conditions 
of formation are largely unknown. However, for 
some of the veins, an important link has been shown 
with processes occurring in the oil window (Parnell et 
al., 2000; Suchý et al., 2010; Zanella et al., 2015). 
The existence of oil or high methane contents in fluid 
inclusions in vein gangue minerals has been used by 
several authors to prove an origin of the veins during 
thermal maturation of organic matter (Parnell et al., 
2000; Suchý et al., 2010; Zanella et al., 2015). A more 
general link between processes occurring in the 
oil/gas window and the occurrence of these fibrous 
bedding-parallel veins in shales was noted by 
Cobbold et al. (2013) based on a study of world-wide 
occurrences of such veins. Liquid oil in inclusions was 
also found in several fibrous calcite and/or quartz 
bedding-parallel veins by various authors (Parnell et 
al., 2000; Suchy et al., 2002; Rodrigues et al., 2009; 
Suchý et al., 2010; Cobbold et al., 2013; Zanella et al., 
2013, 2015). The petrographic study of type I veins, 
however, did not reveal oil inclusions in the dolomite 
fibres. 
An important observation is the occurrence of solid 
bitumen along the edges of the fibres, generally near 
the median surfaces and diminishing in volume 
towards the final growth surface of the veins. The 
solid bitumen in the type I veins has the same 
appearance (Figs. 37 and 38) as that in the host rock 
(Fig. 7C), suggesting a similar origin and evolution. 
The most likely source rock for the solid bitumen in 
the type I veins is the carbonaceous lithofacies of the 
COM itself, as it passes the oil window during burial 
diagenesis. It is the first fine-grained host rock with 
high organic matter content above highly deformed 
basement rocks and red-bed sediments of the 
Mindola Clastics Formation (Fig. 3). In addition, the 
solid bitumen is most prominently present near the 
median lines of type I veins. The clear morphological 
link between solid bitumen and type I veins indicates 
that the solid bitumen could have been emplaced in 
the veins either simultaneous to formation of the 
veins or have been trapped as hydrocarbons passed 
through the veins. This indicates that type I veins 
would have been formed before or during the 
generation of the solid bitumen. Although a 
generative link between the bitumen and type I 
dolomite veins is an attractive hypothesis, it cannot 
be excluded that organic matter emplaced during 
growth of the dolomite fibres was only transformed 
into solid bitumen later on. 
Type I veins required fluid overpressuring to cause a 
stress inversion for horizontal veins to form. This fluid 
overpressure could be due to pressuration of existing 
fluid in the rock through mechanical compaction 
during burial or by compression tectonics during the 
onset of the Lufilian orogeny. Fluid overpressuring 
processes are most effective in mudstones 
(Swarbrick, 2001). Additionally, several processes can 
generate pore fluids during burial diagenesis 
(Swarbrick, 2001; Tingay et al., 2009). New pore 
fluids can be generated by mineral transitions such as 
dehydration of clay minerals (e.g. smectite−illite 
transitions) or evaporites during burial diagenesis. 
Also hydrocarbon generation can produce elevated 
fluid pressures. The occurrence of solid bitumen 
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along gangue dolomite shows that there was at least 
the potential for hydrocarbon generation during 
formation of the type I veins. In any case, the COM is 
the first laterally continuous depositional unit above 
the coarse grained siliciclastics of the Mindola 
Clastics Formation. The carbonaceous lithofacies of 
the COM can essentially be considered as a seal and 
it is therefore more than likely that the COM acted as 
an overpressured reservoir at the timing of type I 
formation, leading to the abundance of veins in the 
lowermost portions of the COM.  
Geochemical studies of mineralising fluids in early 
pre-orogenic veins indicate early basinal fluids with 
evolved seawater signatures, derived from 
evaporation of seawater, dissolution of evaporite 
sequences in the Roan Group and evaporate minerals 
in the COM itself (Nowecki et al., 2013; Nowecki, 
2014). A quantitative analysis of fluid inclusions 
(microthermometry and crush-leach of fluid 
inclusions by ion-chromatography and ICP-MS) was 
carried out at the Luiswishi and Kipushi deposits 
(Heijlen et al., 2008; El Desouky et al., 2009; 
Vanermen, 2014; Vandamme, 2015). These studies 
found that a first fluid phase (cf. Muchez et al., 2015) 
was consistent with evaporated seawater signatures 
and coinciding with Cu-Co mineralisation and a 
second phase consisted of hydrothermal saline 
brines past the point of halite precipitation. The 
(early) basinal fluids can therefore be considered 
bittern brines formed after deposition of evaporite 
sequences. 
A similar situation can be envisaged for evolution of 
the fluids at Nkana. The depositional palaeo-
environments at Nkana are in agreement with 
prolonged evaporation of seawater, as they were 
interpreted to be restricted subbasins that were 
significantly influenced by the palaeotopography. In 
addition, significant evaporite minerals occur in the 
COM, both in the argillaceous dolomite and 
carbonaceous mudrock lithofacies. Other evaporite 
sequences occur within the Roan Group, indicating 
evaporative conditions at some time after deposition 
of the Copperbelt Orebody Member (Bull et al., 
2011). Importantly, the composition of evolved 
seawater basinal fluids can provide the reagentia for 
dolomite precipitation. Fe2+, Ca2+ and Mg2+ can come 
from the circulation of the evolved seawater fluids 
(e.g. Baker and Burns, 1985; Warren, 2000) and 
additional Ca2+ from anhydrite and gypsum or other 
evaporative minerals in the COM. Evaporative 
minerals are present in nodules and lenses in the 
carbaceous mudrock lithofacies, abundant anhydrite 
layers and nodules exist in the argillaceous dolomite 
lithofacies and there are many other evaporite 
occurrences in the Roan Group. Additionally, 
alteration of clays in the COM can also release Fe2+, 
Mg2+ and Ca2+ for the dolomites, for example through 
illitisation of smectites during burial (e.g. McHargue 
& Price, 1982). 
The clear upward C-isotopic signature evolution at 
Nkana in subsequent carbonate generations was 
interpreted as due to progressive maturation of the 
organic material (Fig. 54). The high organic matter 
contents of the COM and the presence of solid 
bitumen in the veins suggest a link with the 
dolomitising process (Machel, 1987, 2001, 2004; 
Warren, 2000; Machel and Lonnee, 2002). Solid 
bitumen is often formed as a byproduct of a bacterial 
(BSR) or thermal (TSR) sulphate reducing process. 
Hydrocarbons and dissolved sulphate ions will under 
BSR and TSR react to produce altered hydrocarbons, 
solid bitumens, reduced sulphur (H2S or HS−), 
HCO3−/CO2, water and heat (Machel, 1987, 2001). 
These can in turn be used to generate dolomite (in 
the presence of Ca2+ and Mg2+) and sulphides (in the 
presence of divalent metals). For example, the 
alteration of organic matter in the BSR regime causes 
an increase in carbonate alkalinity and lowers SO42− 
concentrations, allowing for formation of dolomite 
(Compton, 1988). 
Evidence for sulphate reducing processes at Nkana 
comes from δ34S of sulphide minerals in the host 
rock, nodules and veins (Muchez et al., 2010). 
Disseminated pyrite in the host rock at Nkana South 
are between −16 and −9.7 ‰ V-CDT. Sulphur 
isotopes of type II−V veins are between −9.2 ‰ and 
−2.0 ‰ V-CDT. Nodules produce a δ34S of 
−7.0 to 1.0 ‰, mostly within the range of type II−V 
veins. The disseminated pyrite was interpreted to 
have formed under BSR conditions, given the large 
δ34S fractionation relative to inferred Neoproterozoic 
seawater δ34S and other evaporates in the Roan 
group (Muchez et al., 2010). The sulphides in other 
vein generations show larger contributions of TSR or 
mixing of remobilised BSR and TSR signals (Muchez et 
al., 2010). There are, however, no sulphides observed 
in the type I veins and therefore we cannot use S 
isotopic signatures there. 
An important observations is that there is no Cu−Co 
ore sulphide ore mineralisation associated with the 
type I veins. One hypothesis could be that there was 
a lack of local Cu-Co metal availability near the type I 
veins at the time of formation, or a lack of S 
availability. No pyrite or other Fe−sulphides were 
found in type I veins although Fe2+ was probably 
readily available in the basinal brines. Alternatively 
the lack of Cu−Co ore mineralisaƟon could indicate a 
relatively closed system for transfer of mineralising 
fluids, so that permeabilities did not allow for 
transport of metals to deposition sites. However, this 
latter hypothesis is problematic given the fact that 
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influx of evolved seawater basinal brines is most 
likely necessary for formation of the large quantities 
of dolomite. There is no reason why hydrothermal 
metal−bearing ﬂuids or S−bearing ﬂuids would not be 
able to show a similar influx. In addition, there is 
good evidence for hydrothermal ore mineralisation 
during early to intermediate diagenesis from Re−Os 
dating on Cu−sulphides in the Konkola and Kamoto 
deposits (Muchez et al., 2015), indicating that metal-
bearing and S-bearing fluids were able to circulate 
readily.  
11.3. Development of  
transient permeability 
11.3.1. Folding mechanisms of type I 
veins and effect of 
anisotropy on folding 
It is clear from the results of this study that the type I 
veins acted as highly viscous layers in an incompetent 
matrix, and not as semi-passive markers. The 
expected fold mechanism for highly viscous single 
layers is tangential-longitudinal strain. Why then do 
these folded type I veins approximate the strain 
pattern and geometry of flexural flow folds? 
Flexural flow folding is theoretically often envisaged 
as the folding of a deck of cards or as a stack of layers 
with infinitesimally small thicknesses. These 
numerous layers then intrinsically lead to a high 
anisotropy parallel to the plane of simple shear as an 
aggregate response, by which the folding can 
approach the flexural flow regime. Several studies 
have indeed demonstrated an important effect of 
layer and matrix anisotropy on folding (Treagus, 
2003; Kocher et al., 2006, 2008; Toimil and Griera, 
2007). Either within single-layers as well as in an 
aggregate multilayer response, the anisotropy in the 
viscous matrix strongly influences the occurrence of 
the buckling instability and also correlates positively 
with fold amplitude amplification rates. 
However, such anisotropy parallel to S1 is clearly not 
observed in the type I veins. As opposed to the deck 
of cards model, no thin alternating layers of different 
viscosity exist within the fibrous type I veins. On the 
contrary, the main anisotropy in the veins is the 
anisotropy in shear strength of the fibres, leading to 
a transversely isotropic fabric. The essentially 
cohesionless grain boundary surfaces between the 
individual fibres were activated as shear planes, 
through which strain could be accommodated. If the 
folded layers would have consisted of dolomite with 
euhedral blocky a growth morphology instead of 
fibrous dolomite, the lack of anisotropy and 
homogeneity of internal fabrics would probably have 
caused the internal strain distribution in the folds to 
approach tangential-longitudinal strain. 
Microstructural observations revealed that simple 
shear deformation in the limbs, accommodating 
flexural flow, is taken up by two main mechanisms, 
namely by a combination of intracrystalline 
deformation, i.e. crystallographic bending of the 
fibres and intergranular deformation, i.e. bookshelf 
rotation. Therefore, the total shear angle ψt is the 
sum of the shear angles for bookshelf rotation, ψbr, 
and bending of fibres, ψbre, so that ψt = ψbe + ψbr. The 
angles are geometrically defined in Fig. 33C. 
Maximum observed shear angles by bending alone 
are always ψbe < 15° for a given fibre along its total 
length, yielding γbe = 0.27. In contrast, total shear 
strain relative to the initial layer-perpendicular 
position for this example is ψt = 42°, yielding γt = 0.9. 
The amount of intracrystalline shear strain of the 
dolomite relative to the total shear strain including 
intergranular bookshelf rotation deformation, is 
ψbe/ψbr ≤ 0.27/0.9 ≤ 0.3. Most of the shear strain is 
therefore taken up by the intergranular bookshelf 
rotation of the fibres. 
11.3.2. Variation of strain between 
fold limbs 
Some authors note that in flexural flow no variation 
in strain occurs across the folded layer from the inner 
to the outer arc (Bastida et al., 2005), whereas others 
have argued that the largest intensity of flexural flow 
is located in the centre of the layer and decreases 
towards the boundaries (Toimil and Griera, 2007). 
The last authors note that the numerical modelling of 
flexural flow folding by Hudleston et al. (1996) also 
revealed such an increase in flexural-flow intensity 
towards the centre of competent layers. From the 
microstructural evidence in our study (Figs. 33B) the 
simple shear strain appears to be relatively 
homogeneously distributed from the inner and outer 
arc, with no real evidence of an increase in intensity 
of flexural flow towards the centre of the veins. 
11.3.3. Influence of internal fabric on 
strain distribution in single-
layer folds 
Other studies have also investigated the relation of 
microstructures and internal fabrics to the folding 
mechanism and internal strain distribution (e.g. 
Zhang et al., 1993; Hudleston and Srivastava, 1997; 
Hippertt and Tohver, 2002). Hippertt & Tohver 
(2002) studied the effect of fabrics on strain 
accommodation in a micaceous quartzite fold that 
was folded under greenschist facies metamorphic 
conditions. They demonstrated development of a S-C 
109 
fabric during folding and oblique shear on the S-
bands within the single-layer. 
Hudleston and Srivastava (1997) investigated the 
crystallographic fabric in a folded fibrous calcite vein, 
and showed an increasing intensity in twinning from 
the outer to the inner edge of the folded vein, with 
fibres remaining sub-perpendicular to the layer 
inclination. From these observations, they inferred 
the folding mechanism to be tangential-longitudinal 
strain, with important pre-existing homogeneous 
shortening before folding. In our case, little twinning 
was observed in most of the folded veins and it is 
clear that other deformation mechanisms 
accommodated the strain during folding. Dolomite 
exhibits high crystal-plastic strength regardless of 
grain size at temperatures below 700 °C (Davis et al., 
2008). Opposed to this, deformation twinning in 
calcite occurs more easily and at lower temperatures 
and differential stresses than in dolomite (Passchier 
and Trouw, 2005; Davis et al., 2008). These 
differences in strength can explain why sliding along 
grain boundaries by bookshelf rotation could take 
place instead of intracrystalline deformation such as 
twinning. 
From our observations and other studies, we can 
thus conclude that the internal fabric and 
mineralogy, and in particular vein microstructures, 
exhibit a first order influence on strain distribution, 
controlling in part the folding kinematics. The study 
of microstructures in folded veins can therefore 
provide more insight into fold kinematics and strain 
accommodation, when the nature of the initial pre-
deformational vein fabrics is well known. This study 
also emphasizes the complexity of internal fabric in 
many veins and single layers, something that needs 
to be taken into account in various (numerical) 
models of folding. 
11.3.4. Enhanced permeability 
structures: implications for 
fluid flow and metallogenesis 
Much of the Cu−Co ore mineralisation is associated 
with syn-orogenic type II veins that are strongly 
related to deformation of the pre-folding type I 
fibrous dolomite veins, although later vein 
generations posterior to type II veins are also 
important in the metallogenetic evolution (Brems et 
al., 2009; Muchez et al., 2010). Without these highly 
competent type I veins, the COM would have 
deformed as an incompetent pelitic unit, through 
coaxial homogeneous shortening. If no type I veins 
were present, the associated strain accommodation 
structures would not have formed and syn-orogenic 
type II veins and associated Cu sulphide 
mineralisation would probably not have formed in 
the fine-grained matrix of the COM at Nkana South 
and Central. Therefore, the mere presence of type I 
veins must be considered important in the 
metallogenesis of the deposit by creating the 
necessary enhanced transient permeability required 
for fluid flow to occur in these deposits (cf. Evans and 
Fischer, 2012). 
Bedding-parallel fibrous dolomite veins in shale are 
quite common over the world (Cosgrove, 1993; 
Hilgers, 2005; Hilgers and Urai, 2005; Cobbold and 
Rodrigues, 2007; Rodrigues et al., 2009; Cobbold et 
al., 2013; Zanella et al., 2013; Rybak-Ostrowska et al., 
2014). They most often occur in large numbers 
within closely spaced vein arrays with extremely high 
length-width aspect ratio. Several other deposits in 
the Central African Copperbelt contain pre-folding 
bedding-parallel veins with fibrous growth 
morphology (Mendelsohn, 1961b; Sweeney et al., 
1986; Annels, 1989; Selley et al., 2005; McGowan et 
al., 2006; Sillitoe et al., 2010; Hitzman et al., 2012; 
Schuh et al., 2012; Torremans et al., 2013), although 
not all of these deposits reveal the same fine-grained 
carbonaceous argillite lithofacies as in this study. In 
combination with the necessary strain, they can lead 
to the syn-orogenic ore mineralisation, as 
exemplified for Nkana. We therefore suggest that the 
presence of such competent pre-orogenic veins may 
serve as a proxy for ore enrichments in an exploration 
strategy of comparable ore deposits, certainly in the 
Central African Copperbelt, because of the intrinsic 
link between the nature of deformation of these 






The Nkana Cu-Co deposit in Zambia has been 
investigated to study vein forming processes in three 
dimensions and provided an excellent case study to 
look for links between deformation structures and 
features of enhanced fluid flow such as ore 
mineralisation or veining. A first step was to set 
forward a model for development and deformation 
of the Chambishi-Nkana basin and to characterise the 
various structures that are present. Different vein 
generations were then characterised with respect to 
deformation features and the existing model of 
veining and ore mineralisation at Nkana was refined 
(Brems et al., 2009; Muchez et al., 2010; Croaker, 
2011; Debruyne et al., 2013b; Van Wilderode et al., 
2015). 
A second step was to investigate fracture and sealing 
processes of veins at Nkana. To this end, the focus 
was put on two vein generations: barren bedding-
parallel fibrous dolomite veins (type I) and bedding-
parallel elongate−blocky to blocky veins with 
abundant Cu-Co mineralisation (type II). An 
important question was how these type I and II veins 
influenced later deformation and whether and how 
they lead to development of transient permeability 
features. 
12.1. Deformation at the Nkana 
Cu−Co deposit 
The deformation in the eastern part of the 
Chambishi-Nkana basin is mainly through folding on 
multiple scales with relatively little deformation via 
faulting, in accordance with observations in the 
majority of deposits in the Eastern Zambian 
Copperbelt. Folding at first order shows amplitudes 
on the megascale with parasitic folding of 2nd and 3rd 
order folding at hectometre scale to the scale of 
several meters. Fourth order folding of bedding-
parallel veins occurs with wavelengths of several 
centimetres. The folding and development of 
tectonic cleavage at Nkana are interpreted to have 
formed during a single NE-SW oriented shortening in 
the Lufilian orogeny. Most of the folds at Nkana are 
non-cylindrical NW dipping elongate periclinal folds 
that are often arranged en echelon. These fold 
geometries interfere laterally, leading to fold linking 
and bifurcation of folds. These geometries and the 
tight nature of folds in the Chambishi-Nkana 
structural basin were interpreted to have formed as a 
result of buttressing against basement rocks and rift-
related half-graben normal fault structures. 
Two main generations of faults were identified. Low 
and high angle reverse faults were observed to be 
active after the fold amplification stage of 4th order 
folds. High angle normal faults are observed and 
related to a stress−state where σ1 was again vertical 
consistent with a late-orogenic inversion (cf. 
exhumation and orogenic collapse). Both fault 
generations were associated with veining. 
A strong covariance is identified in structural features 
at individual sections despite significant total 
variation in trends along the Chambishi-NKana basin. 
Local fold patterns are parallel to local basin and 
basement structures at Nkana and in many deposits 
of the Copperbelt. The inherited pre- to early 
Katanga extensional basin geometries probably 
played a significant role in controlling the 
development of subsequent shortening deformation 
structures in the Lufilian orogeny. 
The deformation intensity of the studied sections 
varies significantly over the extent of the study area 
and a general strain gradient is identified increasing 
from NW to SE. This strain gradient was interpreted 
as a combined effect of 1) an inclined megascale fold 
trend with abundant parasitic folding intersected by 
a horizontal topography and 2) gradual changes in 
lithology of the Copperbelt Orebody Member from 
NW to SE. There is a lot of lateral lithological 
variation in the Copperbelt Orebody Member ranging 
from argillaceous dolomite to carbonaceous mudrock 
with high organic matter contents and a pronounced 
shaly fabric. The strong lithofacies variations in the 
Copperbelt Orebody Member can be related to the 
depositional environment of a strong 
palaeotopography and fault-bounded sub-basins, 
again highlighting the influence of inherited 
structures on subsequent deformation. 
12.2. Veining stages and relation 
progressive deformation and 
evolution of stress−states 
Abundant veining occurs in the carbonaceous 
mudrock lithofacies at Nkana. Veining is not as 
abundant in the argillaceous dolomite lithofacies 
where pervasive cementation is more dominant. The 
relation of veins with the deformation framework 
and investigation of vein microstructures indicates 
multiple episodes of enhanced permeability and fluid 
circulation that can be associated with various 
progressive deformation stages during folding and 
cleavage development in the Lufilian orogeny. In 
total nine distinct vein generations were identified. 
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The study has focused on geometrical, 
(micro)structural and geochemical investigation of 
type I and II vein generations. The spatial distribution 
of bedding-parallel fibrous dolomite type I veins was 
measured in several underground sections and in 
boreholes. These veins are closely spaced and 
currently comprise around 10 or up to 20 volume 
percentage of the carbonaceous mudrock lithofacies 
(10 to 15 m thick). The veins were interpreted to 
have formed as horizontal extensional veins during 
burial diagenesis before significant compressive 
tectonic stresses were applied to the rock system. 
Type I veins were most probably formed as 
extensional hydrofractures due to overpressuring in 
an effective extensional Andersonian stress regime 
(σ’3 vertical). The formation of such horizontal 
extension fractures in a stress-state where σ1 was 
vertical can only be explained by the coupling 
between elevated fluid pressures and poro-elastic 
processes, leading to so called seepage forces. Such a 
mechanism causing a stress switch generally requires 
fluid overpressures that are quite high and its effects 
can be augmented the influence of anisotropy on 
poro-elasticity (as suggested by the shaly fabric in the 
COM) or the influence of remote tectonic stresses 
(e.g. the Lufilian orogeny). All these processes aid in 
promoting a local stress inversion and decreasing the 
differential stresses, so that horizontal extension 
fractures can form.  
Type II veins are intimately related to folding of type I 
veins and contain abundant Cu−Co ore. The 
deformation microstructures and growth 
morphologies in type II veins can be correlated to 
different stages during progressive folding of the 
type I and II veins. The close spacing of some of the 
veins in multilayer systems has led to extreme fold 
amplification with high amplitude chevron-type 
folding. Ultimately, flexural slip folding is interpreted 
to occur during fold lock-up, evidenced from 
bedding-parallel slickenfibre veins especially in tight 
to isoclinal chevron type folds. Significant later 
homogeneous flattening has affected the veins, as 
evidenced by a disjunctive S2 cleavage. 
12.3. Insights into fracture and 
sealing processes 
The focus of investigations on fracture and seal 
processes was put on the type I and II veins. These 
veins range from purely symmetrical antitaxial veins 
to unitaxial veins. Various degrees of asymmetry 
about the median surface are observed in antitaxial 
veins. The type I veins are all fibrous and the fibres 
are interpreted to show at least a high degree of 
tracking. A quantification of the evolution of the 
width of the fibres from initial to final growth surface 
shows a limited but existing degree of growth 
competition in the dolomite. Type I veins most likely 
formed through pure extensional fracturing with 
many crack seal increments of such a size to cause 
some growth competition but not create elongate-
blocky veins.  
Growth increments in type I veins always occurred on 
the vein-matrix contact, as suggested by (1) the lack 
of microstructures typical for of ataxial growth, (2) 
complete suppression of the development of crystal 
facets as observed from CL textures and (3) the clear 
growth competition in the veins. In addition, no host 
rock inclusions or intragranular fluid inclusion planes 
were observed in the veins. The vein-matrix interface 
was therefore interpreted as a very weak surface 
allowing repeated growth increments at this place. 
Unfortuately, we were not able to determine the size 
of these growth increments due to lack of reliable 
petrographic indicators. Although the strength of the 
vein-matrix interface is weak, analysis of folded type I 
fibrous dolomite veins shows that the vein material 
itself is highly viscous and forms a high competence 
contrast with the shale to siltstone matrix of the 
COM. 
The spacing and thickness distribution of type I veins 
was measured in several sections at Nkana. It was 
not possible to positively pinpoint the exact process 
resulting in these distributions. The petrographic 
evidence indicates a weak vein-matrix interface and 
strong vein material consisting of many growth 
increments. Type I vein spacing measurements 
indicate statistical ambiguity between exponential 
and lognormal distributions and a lognormal 
distribution for all sections combined. The 
petrographic evidence and distributions indicate that 
a certain clustering or limiting mechanisms should 
have been at work on top of a random fracturing 
process (which would lead to exponential spacings). 
The position of existing veins or fractures would 
hence have occasionally influenced the position of 
new ones.  
Two possible explanations can be given for this 
clustering. From the microstructural study and 
growth morphologies we know that growth of 
individual type I veins always occurred on the vein 
walls, indicating that this was a weak interface where 
fracturing could easily occur. If at a given time 
stresses were high enough, fracturing would 
preferentially occur on the vein walls of existing veins 
instead of at a random location in the host rock, 
thereby increasing the thickness of the existing veins. 
However, the clustering mechanisms that is present 
in the vein distribution and the closely spaced nature 
of veins could indicate that the strength of the vein-
matrix interface was not extremely low. It is also 
likely that slight variations in stress−state (e.g. 
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magnitude of the normal stress) occur in the COM. In 
this way fracturing would occasionally occur in the 
host rock as the tensile strength of shaly S1 cleavage 
planes would be overcome by slightly higher local 
stresses before that of nearby vein walls. Such a 
mechanism would require very small critical 
variations in the stress−state and tensile strength of 
vein material, vein wall and host rock. An alternative 
explanation could be the effect of stress shadows 
around open fractures in the COM prohibiting failure 
of nearby type I vein walls. This could allow the 
tensile strength of host rock shaly S1 cleavage to be 
overcome earlier than the type I vein walls under 
influence of the stress shadows. 
The thickness distribution for individual transects 
shows a strong ambiguity in its distribution. For all 
sections combined the thickness distribution fits both 
a lognormal or a powerlaw fit if only the tail of the 
data is retained. Given the petrographic evidence, 
the thickness evolution of the veins can be explained 
by incremental growth with growth increments that 
are either dependent or independent of the size of 
existing veins. Because of the lack of other 
microstructural markers, it was not possible to 
positively discern the process behind the thickness 
development of the vein system. Importantly, an 
extensive literature study has shown that small 
changes in generative mechanism can push a given 
distribution into another distribution, specifically 
because power-law and lognormal distributions are 
closely related. This shows that spacing and thickness 
distributions should be interpreted with care and 
only when ample supporting (micro)structural 
evidence is available. 
12.4. Influence of sealing on later 
deformation and ore 
mineralisation 
The expected strain accommodation mechanism for 
competent single-layer folds in an incompetent 
matrix is tangential-longitudinal strain. However, our 
study reveals an internal strain distribution diagnostic 
of a high contribution of flexural flow in the bedding-
parallel fibrous dolomite veins. Simple shear strain 
appears to be relatively homogeneously distributed 
from the inner and outer arc, with no evidence of 
increase in intensity of flexural flow towards the 
centre of the veins. This strain was accommodated 
mainly through intergranular bookshelf rotation and 
in minor amounts through intracrystalline bending of 
initially orthogonal dolomite fibres. Flexural flow 
folding is thus caused by a planar mechanical 
anisotropy initially perpendicular to the boundaries 
of the single-layers. Hence, from our and other 
studies, we can conclude that the internal vein fabric 
has a first-order influence on folding kinematics and 
strain accommodation. This study emphasizes that 
the complexity of internal fabric in many veins and 
single layers should be taken into account in various 
(numerical) models of folding.  
High viscosity contrasts were identified between pre-
folding barren type I veins and the host rock. These 
high viscosities then caused high amplitude folding of 
these veins. The close spacing of type I veins resulted 
in multilayer folding and space accommodation 
problems during fold lock-up, creating transient 
permeability structures and intense Cu−Co sulphide 
mineralisation in type II veins. Where type I veins are 
absent in Nkana, the ore occurs more disseminated 
and is generally of lesser grade. The high viscosity 
contrast of type I veins with the surrounding host-
rock was therefore essential in creating transient 
permeability structures and Cu−Co mineralisation 
during the development of the type II syn-folding 
veins. In the same system lacking competent type I 
veins, such transient permeability would be more 
difficult to develop, leading to less possibilities for 
widespread Cu-Co ore enrichments. Bedding-parallel 
fibrous dolomite veins in shale are quite common 
over the world (Cobbold et al., 2013) and they most 
often occur in large numbers within closely spaced 
vein arrays with extremely high length-width aspect 
ratios. In combination with the necessary strain, they 
can lead to the syn-orogenic ore enrichments, as 
exemplified for Nkana. We therefore suggest that the 
presence of such competent pre-orogenic veins may 
serve as a proxy for ore enrichments in an 












13.1. Research rationale 
and numerical approach 
The main goal in this work is to improve our 
understanding of fracture and seal processes. In 
particular, we aim at explaining the effects of 
fracture and seal processes on the development of 
vein system geometries. Vein systems in this work 
were defined earlier as a set of veins showing similar 
characteristics, having formed under similar 
conditions. Of course, each vein in a vein system 
itself can consist of many individual growth events. In 
order to constrain the full parametric space in 
studying fracture and seal processes in transversely 
isotropic rocks, we use a numerical modelling 
approach. 
The development of a vein system due to fracture 
and sealing is exemplified in the type I bedding-
parallel fibrous dolomite veins at Nkana (part A of this 
thesis). On average, these veins are seen to take up 
over 10 percent of the present rock volume in the 
carbonaceous mudrock lithofacies of the Copperbelt 
Orebody Member (COM) at Nkana. Given an average 
thickness of 15 m for the COM, this gives over 1.5 m 
of type I vein material within any given section. The 
spatial distribution and thickness variation of the 
type I veins was measured in several underground 
sections. The statistical analysis of the measurements 
revealed a lognormal vein spacing distribution. The 
vein thickness distribution, however, was more 
ambiguous, with distributions that can be 
approximated fairly well by both powerlaw and 
lognormal distributions, or by modified powerlaw 
distributions. The type I veins show strongly localised 
growth increments that are consistently on the edges 
of the veins, forming antitaxial veins. Although the 
occurrence of force of crystallisation as a vein 
forming mechanism could not be excluded, the most 
likely mechanism was identified as being repeated 
fracturing and sealing leading to fibrous antitaxial 
fracture and seal veins. This process can be used to 
explain the existence of a slight growth competition 
in the fibrous veins. 
In the following sections, we attempt to model the 
type I vein distributions of Nkana and other typical 
vein distributions (e.g. Brooks Clark et al., 1995; 
McCaffrey and Johnston, 1996; Cox, 1999; Gillespie 
et al., 1999; Roberts et al., 1999; Monecke et al., 
2001; Sanderson and Roberts, 2008; Hooker et al., 
2013). We aim to answer what processes are behind 
these distributions and specifically, what the effects 
are of fracture and seal processes on these 
distributions. 
Theoretical models, based on microstructural 
observations, have been proposed where the relative 
strengths of the host rock, the sealing vein material 
and the interface between the two control the type 
of fracture and seal vein systems that develop 
(Caputo and Hancock, 1999; Holland and Urai, 2010; 
Virgo et al., 2013). In the numerical model we will 
explore this hypothesis by systematically changing 
mechanical parameters of host rock, vein material 
and host rock-vein wall interfaces, the impact of 
contrasts in mechanical strength and mechanical 
anisotropy can be evaluated. In addition, the 
influence of existing veins on subsequent fracture 
events can be assessed by modelling multiple vein 
growth events in the model. It allows us to evaluate 
potential mechanical feedback effects of an evolving 
vein system on further development of this veining 
system. Such an approach also allows us to 
investigate what the critical factors are in stress-
states, elastic and strength parameters to yield 
certain vein distributions. Ultimately, we can 
investigate whether these critical factors and 
resulting vein system morphologies can be used as a 
predictive, interpretative tool. The type I bedding-
parallel veins at Nkana (part A of this thesis) provide a 
test-case to compare numerical results with what is 
observed in nature. 
In order to explore the parametric space of fracture 
and seal processes, we make use of the numerical 
Discrete Element Method (DEM) to deform 
numerical rock samples (Cundall and Strack, 1979; 
Place et al., 2002; Pöschel et al., 2005; Luding, 2008; 
O’Sullivan, 2011). First of all, such a numerical 
approach allows for a systematic study of the effects 
of relative differences in mechanical parameters and 
changes in stress states on the type of vein patterns 
that develop. The DEM approach also allows us to 
understand the micro-dynamic implications of the 
theoretical model and to study the fracturing 
behaviour both qualitatively and quantitatively 
(Cundall and Strack, 1979; Zhu et al., 2007; 
O’Sullivan, 2011). Our goal is to a model a 
brittle−elasƟc cohesive rock whose failure behaviour 
conforms to a combined Mohr-Coulomb and Griffith 
type failure envelope in Mohr space (Fig. 76). The 
failure envelope should show a strongly non-linear 
region in the tensile regime and a low tensile 
strength (cf. Fig. 76). For this, we set up a numerical 
laboratory and develop methods to mechanically 
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characterize the behaviour of the DEM under stress 
and strain and incorporate sealing into the model. 
The relative orientation between the principal 
stresses and principal material directions, reflected in 
the angle θ, is the most important factor determining 
the macroscopic strength of an anisotropic or 
transversely isotropic rock (Twiss and Moores, 2007; 
Pei, 2008; Debecker, 2009; Vervoort et al., 2012). 
Several experimental studies have characterised the 
anisotropy in tensile strength of anisotropic rocks in 
Brazilian disk experiments (e.g. Debecker, 2009; 
Debecker and Vervoort, 2009; Tavallali and Vervoort, 
2010a, 2010b; Vervoort et al., 2012) or direct tensile 
tests (e.g. Liao et al., 1997). These studies find a 
critical angle θ at which a transition occurs from 
failure along or close to the plane of anisotropy 
towards failure of the entire sample (Tavallali and 
Vervoort, 2010a, 2010b; Vervoort et al., 2012). The 
strength of weakness planes in anisotropic rocks is 
therefore important in the type of failure that will 
develop. Given this observation, the failure of 
transversely isotropic rocks is often described as a 
combination of two Mohr-Coulomb failure envelopes 
(Nova, 1980; Tien and Kuo, 2001; Tien et al., 2006; 
Pei, 2008; Saeidi et al., 2014), one across the plane of 
anisotropy and one parallel to it (cf. Twiss and 
Moores, 2007), representing the end-member cases 
in a transversely isotropic rock. Such a criterion can 
be readily applied to geological problems as opposed 
to more sophisticated continuum tensorial criteria 
(cf. Pei, 2008). 
 
Fig. 76. Schematic representation of the intended 
failure envelope in Mohr space, with shear stress τ 
and normal stress σn on any given plane through a 
point. The angle θ is the angle of the failure plane 
relative to the principal stress σ1 on that plane. The 
failure envelope of the model material should 
approach a combined Mohr-Coulomb (Mohr circle 
touches envelope at compressive σn) and Griffith 
(Mohr circle touches envelope at tensile σn) criterion 
and should have a low tensile strength T. The 
cohesive strength C of the model material is the point 
where the combined Griffith-Mohr-Coulomb failure 
envelope hits the ordinate. 
Many vein systems have developed in such 
transversely isotropic systems, but the anisotropy is 
generally not taken into account in models of vein 
formation. It is for this reason that we attempt to 
better understand the influence of such anisotropy 
on the development of vein systems. Our study aims 
to contribute to the understanding of failure of 
transversely isotropic rocks through a quantitative 
DEM approach. We investigate how such an 
anisotropic mechanical response can be obtained in a 
DEM and whether we can apply a dual Mohr-
Coulomb failure envelope to the DEM material. Using 
the DEM, we will also observe what specific 
micro−processes are at hand leading to the observed 
failure patterns in transversely isotropic rocks. 
13.2. Discrete Element Method and 
choice of numerical method 
Several techniques can be used to simulate the 
deformation of rocks, fluid-rock interactions and 
temperature changes (Jing and Hudson, 2002; 
Potyondy and Cundall, 2004; Donzé et al., 2008; 
Luding, 2008). It is difficult to subdivide model 
techniques as many hybrid models exist. 
Nevertheless, a basic distinction can be made in 
those that are most often used for geo-mechanical 
modelling (Jing and Hudson, 2002). The Discrete 
Element Method (DEM) is a mesh free method for 
discretisation of numerical space. The DEM is a 
Lagrangian numerical method, where calculation 
points can move through space. Another example of 
a Lagrangian method is the smooth particle 
hydrodynamics (SPH) method. In contrast, Eulerian 
methods calculate quantities in fixed points in space, 
with the elements moving through the calculation 
points. Examples of such Eulerian methods are 
continuum finite difference methods (FDM) and finite 
element methods (FEM). Continuum methods have 
difficulty in calculating the mechanical fracture 
behaviour of rock, mostly because of the need for 
specific constitutive equations for crack initiation and 
propagation. In addition, in the case of large 
deformations, finite element mesh distortions are 
large. To solve this, some FEM codes apply 
remeshing methods. However, such remeshing can 
be problematic in the case of history-dependent 
material properties. Therefore, continuum methods 
(e.g. FEM) are intrinsically less suited for simulation 
of the discrete and non-local behaviour of rock 
deformation.  
Discontinuum methods, such as DEM and SPH, are 
better suited for simulating the discrete nature of 
fracture processes. Discrete element codes have the 
advantage that they can model failure without 
assumptions on constitutive behaviours of materials 
and any predisposition about where and how cracks 
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may occur and propagate (e.g. D’Addetta, 2004; 
Wang et al., 2006a). DEM models are very similar to 
Molecular Dynamics (MD) models, although the 
scales considered are generally different. DEM codes 
are very popular (O’Sullivan, 2011) and a general 
overview of DEM methods is given in Jing and 
Stephansson (2007) and Pöschel and Schwager 
(2005). The intended model material is an assembly 
of elements interacting with each other at discrete 
contact points on the micro-scale and which together 
behave as the intended macroscopic model material 
(Cundall and Strack, 1979). These properties appear 
as primary features from the model and do not need 
to be explicitly defined. On the larger scale, the 
micro-parameters can yield a macroscopic response 
that is similar as the output of a continuum model, 
through homogenization principles (D’Addetta, 
2004). 
In most DEM models, rock samples are represented 
numerically by cohesive packings of spherical 
discrete elements interacting with their nearest 
neighbours by frictional, brittle-elastic or other 
interactions. The discrete elements are often referred 
to as particles in the bulk of the literature. In this text, 
the terms particle and discrete element are used 
interchangeably. Strictly speaking, a particle can be 
defined as a body (discrete element) that occupies a 
finite amount of space (Potyondy and Cundall, 2004). 
It must be noted that the spherical particles are 
simply a discretisation of numerical space and do not 
necessarily represent or mimic grains in rocks. 
Similarly, the space between particles does not 
necessarily represent pores in the rock. Only one 
parameter, the particle radius R, is required to 
describe spherical discrete elements. Because of 
their simple geometry, spherical elements provide 
computationally low cost and allow for larger 
numbers of elements. Other shapes are sometimes 
used in DEM models, for example ellipsoids (Lin et 
al., 1997), polygons (Matuttis et al., 2000; D’Addetta 
et al., 2002) or polyhedrons (Hart et al., 1988). Non-
spherical complex particle shapes have previously 
been modelled through aggregation of very strongly 
bonded spheres (Place and Mora, 2000; Abe and 
Mora, 2003; Feng et al., 2003). Breakable aggregates 
of multiple particles have for example been used to 
study fragmentation of particles within a rough fault 
gouge (Abe and Mair, 2005; Mair and Abe, 2011). 
Such non-spherical particle shapes or aggregations 
have the advantage of providing texture and intrinsic 
heterogeneity in the model, mimicking, to some 
extent, internal rock textures and grains.  Evidently, 
such an approach comes at a very high added 
computational cost. In our study, we simply use 
spherical particles. The use of spherical particles has 
proven to be a successful approach for numerical 
modelling of the deformation of brittle and ductile 
rock (Potyondy and Cundall, 2004; O’Sullivan, 2011). 
Frequently used commercially available DEM codes 
are the Particle Flow Code, PFC3D and PFC2D by Itasca 
Consulting Group (Cundall and Hart, 1992; Hazzard et 
al., 2000; Potyondy and Cundall, 2004) and EDEM3 by 
DEM Solutions. The Bonded Particle Model (BPM) is 
the name for the modelling of cohesive (rock) 
specimen in PFC2D and PFC3D (e.g. Ding and Zhang, 
2014). Several mature open-source DEM codes are 
also available (D’Addetta et al., 2002; D’Addetta, 
2004), notably YADE4  (Šmilauer, 2010) and ESyS-
Particle 5 , as well as Molecular Dynamics codes 
LAMMPS6 and LIGGGHTS7. In this work, we use ESyS-
Particle, for reasons outlined below. 
13.3. Workflow and layout 
In the following sections, we first describe the 
numerical model in detail, explaining the numerical 
scheme and describing the various contact laws or 
interactions between particles. We explain the choice 
of the parameters that are used in subsequent 
experiments and illustrate the way we apply 
boundary conditions to the model. An important 
aspect of DEM models is scaling the model outcomes 
to be comparable to quantities in the physical world. 
We discuss different possible scaling relations and 
choose one that is applied to all the models. In 
addition, we calculate limits to the numerical stability 
and size of the numerical timestep and explore ways 
of speeding up simulations in the model without 
significantly affecting the results. 
After explaining the numerical model in section 14, 
we extensively test our numerical laboratory in 
section 15. Both isotropic and layered numerical rock 
materials are created. These samples are tested by a 
series of mechanical characterisation tests. 
Subsequently, we apply these numerical rock 
materials to a series of fracture and seal experiments 
in section 16. Here, the strength of the rock, vein and 
vein wall material is systematically varied in several 
iterative fracture and seal models. 
 








14.Formulation of the Discrete Element Model 
 
In this section, the discrete element model is 
formulated and certain parameter or numerical 
approaches are explained. It is not our intention to 
explain every mathematical or technical detail, 
neither is it to explain every concept in numerical 
modelling. The following sections attempt to hold the 
middle between the necessary technical explanation 
and explaining the behind-the-scenes machinery. 
Abundant links with the literature in each section 
provide the reader with the possibility to delve 
further into certain aspects. 
14.1. Mathematical and physical 
conventions 
Dimensions of units are indicated by [X] where X is a 
unit of measure. Vector and tensor quantities are 
presented in bold using indicial notation. Scalars are 
shown in normal font. Indices range {1,2,3} in 3D and 
{1,2} in 2D. For example a second order stress tensor 
can be represented by  
࣌࢏࢐ = ࣌ሬ⃗࢏࢐ = ൥࣌૚૚ ࣌૚૛ ࣌૚૜࣌૛૚ ࣌૛૛ ࣌૛૜
࣌૜૚ ࣌૜૛ ࣌૜૜
൩. 
A dot over a variable represents a time derivative 
unless otherwise stated, e.g. ࢘̇ = ࢘̇(ݐ) = ߲࢘ ߲ݐ⁄ . In 
addition, the Kronecker delta δij function is defined as  
ࢾ࢏࢐ = ൜0		݂݅	݅ ≠ ݆1		݂݅	݅ = ݆ 
14.2. ESyS-Particle code 
Numerical simulations are conducted with the 
parallelised open source code ESyS-Particle8 . The 
code is licensed under OSL v3.09. ESyS-Particle is 
based on the Discrete Element Model first developed 
by Cundall and Strack (1979). Later, it was adapted 
and extended as the Lattice Solid Model or LSM 
(Mora and Place, 1993, 1994), which was further 
developed incrementally (e.g. Wang et al., 2006a; 
Wang, 2008a; Yucang Wang and Mora, 2008; Wang 
and Alonso-Marroquin, 2009) and it is now known as 
ESyS-Particle. We chose ESyS-Particle because it is 
open source which allows for investigation and 
adaptation of the code, and because it is 
mathematically and numerically robust and 
successfully applied in modelling rock behaviour. 
Geological examples include studies on the frictional 
and seismic behaviour of faults and shear zones 
                                                             
8 http://launchpad.net/esys-particle 
9OSL v3.0, the Open Source License, 
http://opensource.org 
(Mora and Place, 1994, 2002, 1993; Pisarenko and 
Mora, 1994; Donze et al., 1994; Place and Mora, 
1999, 2000, 2001; Abe et al., 2000, 2002; Mora et al., 
2002; Place et al., 2002; Griffa et al., 2011, 2012a, 
2013; Ferdowsi et al., 2013; B Ferdowsi et al., 2014; 
B. Ferdowsi et al., 2014), general fracture processes 
(Place et al., 2002), grain fragmentation and wall 
geometry in shear zones (Abe and Mair, 2005; Mair 
and Abe, 2008, 2011; Rathbun et al., 2013), 
boudinage (Abe and Urai, 2012; Abe et al., 2013a), 
normal faulting (Abe et al., 2011), fracture and seal 
vein processes and interactions of extensional 
fracture propagation with heterogeneities (Virgo et 
al., 2013, 2014a), fabric anisotropy in granular media 
(Guo and Zhao, 2013), low gravity granular physics 
(Tancredi et al., 2011) and acoustic emissions 
(Invernizzi et al., 2013).  
Ideally, a virtual rock model encapsulates processes 
caused by deformation, temperature and fluids. 
Recently a coupling between LSM and the Lattice 
Boltzman Method is under active development to 
simulate coupling between fluids and rock matrix 
(Wang, 2008b; Wang et al., 2012a; Mora et al., 
2013a, 2014; Wang and Adhikary, 2015). Another 
meshless approach of coupling fluids with a 
deforming matrix is being investigated through the 
coupling of ESyS-Particle with a Smooth Particle 
Hydrodynamics code (Komoróczi et al., 2013). Here, 
we have chosen to use the “dry” ESyS-Particle model, 
as the coupled methods are not mature yet and 
many technical challenges still have to be addressed. 
 
Fig. 77. Typical subdivision of numerical volume into 
computational subdomains, each assigned to a 
separate CPU. 
ESyS-Particle was parallelised to be able to run on 
multiple Central Processing Units (CPU)’s using the 
Message Passing Interface MPI (Abe et al., 2004). 
This approach provides good ‘weak scalability’ of the 
DEM code (Weatherley et al., 2010; Boros et al., 
2012), meaning that the addition of more discrete 
elements only increases the computing time with a 
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small amount if the number of CPU’s is scaled 
accordingly. The simulation domain is 
computationally subdivided in different subdomains 
(Fig. 77) with a communication between boundary 
particles of the subdomains at each timestep (Abe et 
al., 2004). Our numerical simulations were carried 
out on a workstation at KU Leuven with a quad-core 
Intel i7-2600 and simultaneous multi-threading 
enabled. For model scripts and routines, we refer the 
reader to the digital appendix of this manuscript. 
14.3. Numerical scheme 
In ESyS-Particle, at each timestep, all the forces and 
moments acting on particles are calculated based the 
constitutive laws between particles and their 
environments. These forces and moments are 
summed up and subsequently, Newton’s equations 
of motion are integrated to obtain acceleration ࢘̈(ݐ), 
velocity ࢘̇(ݐ) and position ࢘(ݐ). Two approaches exist 
for calculations relative to the propagation of time in 
a model. Explicit calculations use only information 
from the model state at previous timesteps, whereas 
implicit methods also use data at the given time. The 
ESyS-particle uses an explicit first-order finite 
difference time integration, which guarantees correct 
calculations, albeit coming at an increased 
computational cost.  
In ESyS-Particle, six independent relative movements 
are transmitted between two interacting particles in 
3D, and three in 2D, as shown schematically in Fig. 79 
(Wang et al., 2006a; Wang, 2009). The relative 
motions, governed by Newton’s equations of motion, 
can be mathematically split into translational and 
rotational components of motion in a space and body 
fixed frame, respectively. The translational 
component for the space-fixed frame is governed by 
࢘̈(ݐ) = ࢌ(ݐ)/ܯ where ࢌ(ݐ) is the sum of all forces 
and torques and M the particle mass. These 
translational movements are integrated using a 
velocity Verlet explicit time integration scheme 
(Mora and Place, 1993, 1994; Place and Mora, 1999).  
Verlet time integration is a numerical method to 
integrate Newton’s equations of motion. The 
rotational acceleration component ࣓̈࢏(ݐ)  in the 
body-fixed frame follows ࣓̈࢏(ݐ) = 	 ࣎࢏(ݐ) ܫ௜௜⁄  where 
࣎࢏(ݐ) is the sum of all torques and ܫ௜௜ is the particle 
inertia (Wang et al., 2006b; Wang and Alonso-
Marroquin, 2009). The mathematical concept of a 
unit quaternion (or versor) is used as an algebraic 
parameterisation of rotations in the equations (Wang 
et al., 2006a). Using this quaternion approach, the 
rotational equations are then integrated using a leap-
frog algorithm (Fincham, 1992; Wang et al., 2006a; 
Wang, 2009). 
14.4. Discrete element interactions: 
contact laws 
Particles interact through so called soft interactions 
(cf. Luding, 2008) where particles are able to overlap 
with each other (Fig. 78), i.e. they are deformable 
(Cundall and Hart, 1992). The inter-particle collisions 
are therefore not instantaneous. This approach is 
opposed to a hard interactions approach, where 
particles are not allowed to overlap. Soft-particle 
interactions allow for a particle to interact with 
multiple other particles and allows for more complex 
interactions (see Luding, 2008 for a more elaborate 
discussion on soft versus hard interactions). Particles 
in contact with each other are stored in a 
neighbourhood table, facilitating and limiting 
interaction calculations to those particles in contact.  
The two main interactions between discrete elements 
in our model are 1) bonded interactions and 2) 
frictional cohesionless interactions (Fig. 79). These 
two interactions are set to be mutually exclusive. 
Bonded interactions between two particles provide 
cohesion to the model and allow tensile interactions 
to be transferred in the model. This cohesive bonded 
interaction can be used to construct elastic materials. 
Frictional cohesionless interactions provide friction 
between particles and for example lead to 
macroscopic stick-slip behaviour (e.g. Place and 
Mora, 1999). 
 
Fig. 78. Overlapping particles with elastic repulsive 
'soft interactions' with infinite strength. The 
numerical area here is put between four force 
controlled boundaries under high strain, to illustrate 
the overlapping behaviour of the soft interaction. 
Particles are coloured according to particle radius. 
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14.4.1. Cohesive interaction 
Two particles are connected by breakable rotational 
elastic bonds (described in detail in Wang et al., 
2006a). The interaction is implemented in 
Model/RotBondedInteraction.cpp. Bonds between 
two particles allow for cohesion in the model, and 
allow the transfer of tensile forces between two 
particles. For a bonded particle pair, three 
parameters x, y and z describe translational 
movement of the centre of mass and three angles φ, 
θ and ψ represent rotations around this centre (e.g. 
through Euler angles). Six interactions have to be 
transmitted in a given particle pair in 3D and three in 
2D. In 2D, these interactions are normal and shear 
forces ࢌ࢔ and ࢌ࢙ and rolling torque ࣎࢈ . In 3D, the 
interactions are normal and shear forces ࢌ࢔ , ࢌ࢙૚, 
ࢌ࢙૚	and rolling and torsional torques ࣎࢈૚, ࣎࢈૚ and ࢚࣎. 
Fig. 79 schematically shows the various interactions 
between a given bonded particle pair in 3D.  
 
Fig. 79. Schematic overview of the discrete element 
interactions in our model. Bonded interactions 
transfer normal and shear forces, as well as rolling 
and bending torques. They are parameterized by 
elastic cylindrical beam theory, shown schematically 
(not to scale). Non bonded interactions (leftmost 
particles) include the transfer of normal and shear 
forces and bending torques. Modified after the ESyS-
Particle Tutorial. 
Under the assumption of very small relative 
displacements and deformations within a given 
timestep, the individual interactions can be described 
by linear Hookean elastic laws  
ࢌ࢔ = ܭ௡∆࢘ 
ࢌ࢙૚ = ܭ௦ଵ∆࢙૚ 
ࢌ࢙૛ = ܭ௦ଶ∆࢙૛ 
࢚࣎ = ܭ௧∆ࢻ࢚ 
࣎࢈૚ = ܭ௕ଵ∆ࢻ࢈૚ 
࣎࢈૛ = ܭ௕ଶ∆ࢻ࢈૛ 
where Δr, Δs and Δα are relative translational (normal 
and tangential) and angular displacements. Here ܭ௡, 
ܭ௦ଵ, ܭ௦ଶ, ܭ௧ , ܭ௕ଵ  and ܭ௕ଶ  are the respective elastic 
stiffness parameters for the six interactions. Four 
elastic parameters are needed in the isotropic case 
(spherical particles) so that ܭ௦ = ܭ௦ଵ = ܭ௦ଶ  and 
ܭ௕ = ܭ௕ଵ = ܭ௕ଶ. In the 2D case only ࢌ࢔, ࢌ࢙૚ and ࣎࢈૚ 
exist with respective stiffness parameters	ܭ௡, ܭ௦ and 
ܭ௕. For each pair at every timestep, resulting forces 
and torques are calculated from the relative 
movements in the particle pair. The way the 
individual resulting forces and torques are calculated 
numerically is explained in more detail in Wang & 
Mora (2009; pp. 194 to 199). The total force and 
torque on a given particle is then the sum of all 
contributions from all particles connected to it by 
bonded interactions and those interacting with it by 
non-bonded interactions, as stored in the 
neighbourhood table (Wang and Alonso-Marroquin, 
2009). 
For each bond, a strength threshold parameter is set, 
leading to the strength thresholds F୬, Fୱ, Γ୲ and Γୠ. 
When a certain failure criterion (given below) is 
exceeded, the bond between two particles will be 
severed (Fig. 80A). Broken bonds between two 
particles represents damage in the model and a 
series of broken bonds represents the propagation of 
microfractures (Fig. 80B). 
Hence, the input parameters for the brittle-elastic 
bonds include K୬ , Kୱ , K୲  and Kୠ  as the stiffness 
parameters as well as F୬଴ , Fୱ଴ , Γ୲଴  and Γୠ଴  as the 
strength (fracture) parameters. There are hence 8 
elastic parameters that need to be defined. In 
addition, also particle radius R and density ρ are 
directly used in the calculation for the bonds. To 
reduce the amount of free model parameters, a 
parameterisation is implemented of the four elastic 
stiffness parameters and the four breaking 
parameters in RotBondedInteraction, termed 
BrittleBeams. The parameterisation is based on linear 
elastic beam theory where bonds are represented by 
elastic cylindrical beams (as implemented by 
Weatherley, 2011; Weatherley and Ayton, 2012). 
A microscopic ‘Young’s modulus’ Eb and ‘Poisson’s 
ratio’ νb are assigned to a given bond and the elastic 
stiffness parameters are then calculated from these 
two, depending on the particle radius and geometry 
of the bond. Under linear elastic beam theory as 
implemented in BrittleBeams, this geometry is a 
cylindrical beam with length L = R1 + R2 and cross-
sectional area ܣ = ߨܮଶ 4⁄ . The elastic parameters 
are scaled relative to the radii of the two particles 
involved. In DEM models where micro-parametrical 
strength and stiffness are constant and not scaled 
with particle radius, a strong dependency of 
specimen macro-properties on mean particle radius 
and sample size is observed (Potyondy and Cundall, 
2004; Yang et al., 2006; Schöpfer et al., 2009). This is 
similar to what is observed in experimental granular 




Fig. 80. (A) A bonded particle assembly is put under 
remote effective stresses σ1’ and σ3’ that are imposed 
onto the boundaries of the model. When the breaking 
criterion is exceeded, bonds are removed. This causes 
a release of stored potential energy into kinetic 
energy, thereby propagating (seismic) waves in the 
model material. (B) A series of broken bonds between 
particles hence represents the propagation of a 
fracture (dotted line). Particles without bonds can still 
interact through frictional stick-slip interaction, 
providing non-cohesive post-failure strength to the 
model material. 
The BrittleBeams stiffness scaling causes the 
microscopic elastic parameters between two 
particles to be independent of their size. Based on ܧ௕ 
and ߥ௕ the elastic parameters between a particle pair 
i,j are defined as follows: 
ܭ௡ = ߨ2ܧ௕൫ܴ௜ + ௝ܴ൯ 
ܭௌ = ߨܧ௕4(1 + ߥ௕) (ܴ௜ + ௝ܴ) 
ܭ௕ = ߨ8 ܧ௕(ܴ௜ + ௝ܴ)ଷ 
ܭ௧ = ߨܧ௕8(1 + ߥ௕) (ܴ௜ + ௝ܴ)ଷ 
The elastic cohesive bonds can break when the 
breaking criterion is exceeded, based on the bond 
strength parameters and the current forces and 
torques transmitted by the bond (Wang et al., 2006a; 
Wang, 2008a; Wang and Alonso-Marroquin, 2009). 
Similar to the elastic parameters ܭ௡, ܭ௦, ܭ௧ and ܭ௕, 
the strength parameters are also parameterised. A 
‘cohesion’ ܥ௕ and ‘angle of internal friction’ γ௕ are set 
from which the strength parameters in the model are 
calculated, based on the cylindrical bond geometry 
and particle radius, as before. Hence the breaking 
parameters are parameterised as: 
ܨ௡ = ߨܥ௕ߛ௕ ൬ܴ௜ + ௝ܴ2 ൰ଶ 
ܨௌ = ߨܥ௕ ൬ܴ௜ + ௝ܴ2 ൰ଶ 
Γ் = ߨ2 ܥ௕ ൬ܴ௜ + ௝ܴ2 ൰ଷ 
Γ஻ = ߨ4 ܥ௕ߛ௕ ൬ܴ௜ + ௝ܴ2 ൰ଷ 
The parameters are directly used in a Mohr-Coulomb 
like failure criterion (Weatherley, 2011). A bond 
between two particles is broken if: 
࣎ ≥ ܥ௕ −࣌࢔ߛ௕ 
with  







So in this way, 4 input parameters are required: ܧ௕, 
ߥ௕, ߛ௕ and ܥ௕, facilitating the calibration of numerical 
elastic parameters to real-world values. Interactions 
between particles of variable radii with constant 
stiffness normally result in a size dependency of the 
model. The BrittleBeams parameterisation10  solves 
size dependency of the interaction through the 
cylindrical beam model, by scaling with R (and hence 
ρ).  
This failure criterion differs from the one that is 
previously published in Wang & Alonso-Marroquin 
(2009) and Wang & Mora (2009). Several other 
criteria have been developed in various DEM codes 
(Cundall and Strack, 1979; Davie and Bićanic, 2003; 
Potyondy and Cundall, 2004; Luding, 2008). To our 
knowledge, unfortunately no comprehensive effort 
                                                             
10 The interaction is described in full in the source 
code of Model/RotBondInteraction.cpp and the 
Python API wrapper on top of the source code in 
Python/esys/lsm/InteractionParamsPy.cpp 
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has been made to quantitatively compare the various 
breaking criteria. 
14.4.2. Frictional interaction 
When there is no cohesion in a particle pair, the two 
particles in contact will interact through a 
cohesionless interaction. Two such interactions were 
investigated in the model, a frictional stick-slip 
interaction (Place and Mora, 1999; Abe et al., 2002; 
Wang and Mora, 2009) and a linear dashpot 
interaction (Abe and Urai, 2012). The frictional 
interaction is based on a stress dependent 
dissipation, whereas the dashpot interaction is a 
velocity dependent dissipation (Abe and Urai, 2012). 
Macroscopically, the dashpot interaction provides a 
good approximation of quasi-viscous behaviour 
under deformation similar to a Bingham fluid 
rheology and is more suited to model purely ductile 
materials (Abe et al., 2013b). On the contrary, the 
frictional interaction macroscopically shows brittle 
frictional behaviour and can for example be used to 
simulate stick-slip behaviour on fault gouges (Place 
and Mora, 1999; Abe and Mair, 2005; Mair and Abe, 
2008, 2011). In our model, we chose to utilise the 
rotational frictional stick-slip interaction as we are 
modelling brittle to brittle-ductile materials. Hence, 
through the combination of the cohesive interaction 
and post-failure frictional behaviour, the complete 
brittle failure of elastic materials can be modelled. 
Two particles are under a frictional stick-slip like 
interaction when there is no bond between a particle 
pair. The frictional interaction is only active when the 
particles are in physical contact, i.e. when ݀ < ܴଵ +
ܴଶ with d the distance between the particles. Forces 
are transmitted in both normal (ࢌ௡) and tangential 
(ࢌ࢙ = ࢌ௦ଵ + ࢌ௦ଶ ) directions. The repulsive normal 
force is calculated by the assumption of an elastic 
Hookian law ࢌ࢔ = ܭ௡∆࢘  with Kn as the normal 
stiffness and Δr the relative motion of a particle pair. 
For the tangential forces, the algorithm determines 
whether the interaction is in a stick or slip phase by 
comparing current normal and tangential forces (|ࢌ࢙| < |ࢌ࢔|ߤ௦). If the interaction is in a stick phase, 
a static shear frictional coefficient µs is used in 
calculation of forces; if it is in a slip phase, a dynamic 
shear frictional coefficient µd is used. For both 
normal and tangential forces, this requires that Kn, 
Ks, µs and µd are defined in the model. A more 
detailed explanation of how the forces are calculated 
under relative rotational particle pair motions is 
given in Wang et al. (pp. 201 to 203, 2006b), Wang 
(2008a) and Wang & Mora (2009). Similar to the 
BrittleBeams parameterisation in the cohesive 
interaction, stiffnesses Kn and Ks are also 
parameterised by constant Efric and vfric in the 
RotFriction interaction. The Kn and Ks are then 
calculated based on the radii of the interacting 
particle pair, also eliminating the microscopic scale-
dependency otherwise caused when working with 
variable particle radii. 
14.4.3. Damping interactions 
Given the finite size of our numerical simulations, 
seismic waves reflect from the boundaries. This has 
the undesired effect of building up kinetic energy Ek 
in the system (e.g. Fig. 81). This problem would not 
be solved by using periodic (i.e. cyclic) boundaries. In 
real rocks, seismic waves also get attenuated by 
anelastic seismic attenuation through grain boundary 
friction, scattering and fluid movement (e.g. Walsch, 
1966). This energy is transformed in for example heat 
energy or fluid movements. To produce the same 
effect in our model and to avoid unwanted numerical 
artefacts such as resonance and build-up of Ek in the 
model, we introduce an artificial damping viscosity in 
the model (Mora and Place, 1994; Place et al., 2002). 
To obtain quasi-static DEM modelling within 
reasonable computational costs, a global damping is 
often used that is higher than natural damping to 
cause the model to more quickly reach an 
equilibrium state (Donze et al., 1994; Hazzard et al., 
2000; Potyondy and Cundall, 2004). 
 
Fig. 81. Schematic representation of oscillations in 
model without damping of particles. The results here 
are from an exaggerated 2D model with very low 
density for particles, for illustrative purposes. (A) A 
displacement controlled boundary (“wall”) 
compresses the model. (B) This causes reactionary 
forces to build up on the wall. (C) Oscillations in 
kinetic energy are caused by a build-up of kinetic 
energy in the particles due to resonance in the model 
which is caused by reflections of seismic waves on 
boundaries. This oscillation is also visible in the forces 
applied to the walls as the seismic waves reflect at 
the boundaries. 
In our model, damping is attained by a so called 
global viscosity body force and moment on each 
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individual particle. The term body force means that 
the interaction force is applied to the particle 
centres. Both translational and rotational oscillations 
are damped. The damping is implemented through 
the interactions LinDamping and RotDamping. The 
dissipative viscous damping force is proportional to 
the absolute velocity of the particles. The global 
linear damping force is ࢌௗ
ఔ = −ߥܯ࢜  with ν as 
damping viscosity, M the particle mass and v the 
absolute velocity. The rotational damping moment is 
࣎ௗ
ఔ = −ߥܯࢻ where α is the angular velocity of a 
particle. 
Many other ways of damping are used in DEM 
(Donze et al., 1994; Potyondy and Cundall, 2004; Abe 
and Urai, 2012). Another way of damping in ESyS-
Particle is through damping the relative velocity 
between two particles, as opposed to the absolute 
velocity. This has the effect of more strongly 
attenuating seismic waves through the model (Wang 
and Mora, 2009), which would be an undesired 
effect. Also the Dashpot interaction shows viscous 
dissipative behaviour as interaction between a 
particle pair (Abe and Urai, 2012). 
The viscous damping should be carefully chosen. 
Excessive damping viscosities for example 
significantly reduce rock strength (Hazzard et al., 
2000; Hazzard and Young, 2002, 2004). However, if 
sufficiently small and critically chosen, the artificial 
viscosity coefficient in a closed model system does 
not substantially affect the dynamics and 
propagation of a fracture (Mora and Place, 1994). 
Seismic waves caused by breaking of a bond should 
be able to affect nearby critically stressed bonds. In 
this way, fracturing is more realistic and the effects 
of changes in local stress states due to propagating 
seismic waves can be more correctly simulated. 
Therefore, the damping viscosity should be set as low 
as possible and as close as possible to that in real 
rocks, while still attenuating wave propagation to 
avoid unnatural build-up of seismic energy. 
14.5. Applying boundary conditions 
Both strain rate and stress controlled boundary 
conditions are applied to the model via an automatic 
servo-mechanism. The interactions are implemented 
through two runnable classes, StrainrateRunnable 
and StressLoaderRunnable. Strain-rate controlled 
boundary conditions are applied to rigid boundaries 
(called walls) with a given displacement for the wall 
per timestep (Fig. 82). The strain rate in the model is 
hence dependent on the size of the timestep. Stress 
controlled walls are implemented by applying a force 
to each particle per timestep. Calculations depend on 
the particle radius/mass so that the sum of all 
applied forces is equal to the intended stress on the 
boundary. 
 
Fig. 82. Application of boundary conditions. Strain-
rate controlled boundary conditions are applied to 
the rigid boundaries (called walls), in this figure at the 
top or bottom of the model. Displacements are 
applied to the wall per timestep (resulting in strain 
rate, vn,i). Stress-controlled boundary conditions are 
implemented by applying force to individual particles 
that are near the boundaries normal to those 
boundaries (Fn,i). 
One of the main concerns here is to retain quasi-
static behaviour within the model before and near 
failure, so that failure is caused due to static effects 
instead of dynamic effects. Ideally, the study of the 
failure of rocks occurs at slow strain rates, i.e. quasi-
static so that conditions leading to failure are as they 
would occur in nature under slow strain rates in the 
order 10−11 to 10−16 ms−1 (Twiss and Moores, 2007). 
Sudden changes in strain rate or stress to the walls 
will lead to dynamic shock inertia effects and 
increase the possibility for unnatural seismic wave 
build-up due to seismic waves resulting from these 
sudden changes. In order to avoid these effects, we 
therefore gradually apply changes in boundary 
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conditions (Fig. 83). These gradual changes are based 
on a goniometric function although it does not 
matter what function it is, as long as it is smooth (cf. 
Luding, 2008). The position as function of time is 
ݔ(ݐ) = ݔ௙ + ∆௫ଶ (1 + cos߱ݐ) where xf and Δx are the 
final position and change in position respectively and 
ω = 2πf is the strain rate. The required Δx is applied 
after a half-period of the function, which is ܶ 2⁄ =1 2݂⁄  where f is the frequency. In our case, Δx will 
either be ߂ߝ̇ or Δσn. 
 
Fig. 83. Gradual application of boundary conditions 
defined by a desired change in quantity Δx between 
an initial (xi) and final (xf) value over a defined period 
f = 1/T. 
Frictionless boundaries are used for stress controlled 
walls to apply confining pressures to a numerical 
sample without causing boundary effects. Particles 
within a given distance dtag from planar boundaries 
are tagged and bonded to each other and adjacent 
non-boundary particles through the NRotBondedWall 
interaction (Fig. 84), implemented in 
Model/BWallInteractionGroup.hpp. Only normal 
forces are applied on these tagged particles by the 
boundaries. Displacements and forces are then 
directly applied to the particle centres. Because fn 
and Δr are directly imposed on the particles in the 
NRotBondedWall interaction instead of for example a 
rigid plate, we obtain essentially frictionless 
boundaries. In this way shear forces on boundaries 
are avoided so that no localisation of strain occurs by 
shearing along model boundaries. 
The fully stress-controlled servo-mechanism applies 
forces to particles in close proximity to the 
boundaries in all four axial orientations of the 
numerical sample – or two in 2D. The total area A or 
length L of the sample specimen is obtained during 
each timestep and these dimensions are used to 
transfer stresses into forces that are applied to the 
particles on the wall. The force ࡲ࢔࢝ࢇ࢒࢒ that has to be 
applied perpendicular to the wall is ࡲ࢔࢝ࢇ࢒࢒ = ࣌′/ܣ in 
3D and ࡲ࢔࢝ࢇ࢒࢒ = ࣌′/ܮ in 2D. In addition, the stress 
controlled walls are constrained by a velocity 
threshold (maximum strain rate ߝ௠̇௔௫ that is equal to 
that of the strain rate controlled boundaries) in order 
to gradually impose the stresses on the model. 
 
Fig. 84. Tagged boundary particles (darker shades of 
grey to black). Boundary conditions are directly 
applied to the centre of these particles. Only forces 
normal to the boundary are transferred to the tagged 
boundary particles, thereby minimising the build-up 
of stray shear stresses, especially near the sample 
corners. 
 
Fig. 85. Issues with non-dynamic identification of 
boundary particles. Boundary particles are not 
automatically detected during simulation. This can 
cause problems if boundary particle bonds break 
when the experiment is put under strain, as 
illustrated above. Boundary particles are tagged in 
darker shades of grey. 
A flexible membrane wall was implemented in PFC3D 
by Zhao et al. (2010) representing the rubber or 
copper membranes often used in confined triaxial 
tests. Our implementation of applying forces directly 
on boundary particles, provides essentially similar 
results. Nevertheless, a drawback of the 
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NRotBondedWall method is that boundary particles 
are not automatically detected during simulation. If 
during a simulation particles should become a 
boundary particle of stress controlled walls, they are 
not identified as such (Fig. 85). In addition, as the 
DEM model is a dry model, the effects of pore fluid 
pressures Pf are not yet included in the modelling 
approach. We therefore only model the ‘static’ 
effects of changes in fluid pressure within the rocks, 
driving the rocks to failure by gradually decreasing 
the effective stresses (σ’ = σ - Pf) on the boundaries 
as opposed to directly via Pf. Hereby, we do assume 
an obviously false but necessary assumption of 
perfect poro-elasticity and permeability. 
14.6. Numerical sample preparation 
In many DEM models, the elastic and facture 
behaviour of a bonded model depends on the 
particle size distribution and the average 
coordination number. The width of the particle size 
distribution (i.e. Rmax – Rmin) is known as the 
polydispersity of the packing. Voivret et al. (2009) 
studied how the size polydispersity of particles in 
granular media affected the granular texture, nature 
of force chains and shear strength of the particle 
assemblages. For cohesive packings, they found that 
macroscopic cohesion increases with polydispersity, 
whereas the internal friction angle is independent of 
it. The size polydispersity, particle packing and 
particle shape seem to strongly influence the 
distribution and intensity of the force networks in 
granular assemblages although they do not influence 
the universal mechanical behaviour of an assemblage 
(Ostojic et al., 2006; Voivret et al., 2009). The texture 
of force chains in the volume then determines shear 
strength, compressibility and conductivity (Thornton, 
1997). Similarly, the compressive strength and other 
rock mechanical parameters are also significantly 
influenced by the particular method of packing the 
particles, due to differences in contact coordination 
numbers and numerical porosity (D. Boutt and 
McPherson, 2002; Schöpfer et al., 2009). 
Regular lattice particle assemblages generate failure 
angles that are strongly influenced by the geometry 
of the packing (Y Wang and Mora, 2008; Wang and 
Alonso-Marroquin, 2009). A micro-scale particle 
packing randomness is therefore necessary to obtain 
realistic failure and to avoid systematic influence of 
the particle packing on fracture initiation and 
propagation. Particle-size polydispersity, non-
spherical discrete element geometries, creation of 
particle clumps and various other methods all 
provide texture and internal heterogeneity to a 
numerical sample, in resemblance of the fabric of 
real rock samples. 
 
Fig. 86. Binned particle size distribution in a sample 
with dimensions 150x75 model units containing 
14887 particles and 34392 inter-particle bonds (see 
Table 10). 
Several generation schemes exist in the literature for 
dense particle packings (Place et al., 2002; Cui and 
O’Sullivan, 2003; Feng et al., 2003; Potyondy and 
Cundall, 2004; Bagi, 2005; Shafipour and Soroush, 
2008; Plassiard et al., 2009; Ergenzinger et al., 2010; 
Weltje and Alberts, 2011; Kun et al., 2013). An 
extensive review is give in Bagi (2005) who states 
that, broadly, two categories exist: dynamic and 
constructive schemes. Dynamic techniques such as 
pluviation or sedimentation use parallel volume 
forces such as gravity to sediment particles on top of 
a volume (Potyondy and Cundall, 2004; Voivret et al., 
2009; Ergenzinger et al., 2010; Kun et al., 2013). 
Some rudimentary sedimentation techniques cause 
particle assemblages to become anisotropic and 
inhomogeneous. Often, these algorithms cause 
locked-in stresses, if not corrected for. Dynamic 
algorithms are generally more time consuming and 
difficult to produce. Reviews of several constructive 
algorithms are given in Bagi (2005), Cui & O’Sullivan 
(2003) and Feng et al. (2003). Constructive 
algorithms provide homogeneous isotropic sphere 
packings and the average coordination numbers for 
constructive algorithms are often quite low (Bagi, 
2005). 
We employ an insertion-based algorithm – gengeo – 
that generates isotropic, randomised particle 
packings with a power-law particle-size distribution 
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(Place and Mora, 2001; Abe et al., 2012). The gengeo 
algorithm falls under the constructive inflation 
techniques. The inflation schemes choose a spot to 
insert a particle and increase the particle size 
iteratively until a given particle touches neighbouring 
particles or reaches a maximum threshold. A 
drawback of this method is that no predefined 
distribution can be achieved.  
When generating model specimens in gengeo, a 
minimal and maximum particle size is defined, with 
Rmax set to unity. The particle size distribution in all 
our models is [0.2|1.0]. This particle packing obeys a 
powerlaw with ݕ = ܣݔ௕  where b was found to be 
ܾ = ⟨3.5|3.67⟩ . Fig. 86 shows the particle size 
distribution of a sample with dimensions 150x75 in 
model units. The sample contains 14887 particles 
and 34392 inter-particle bonds. 
A general powerlaw decay is indeed found in the 
particle radii (Fig. 86). However, at R = 0.6, a strong 
jump occurs in the size distribution (Fig. 86). We 
investigated this jump in particle sizes in Fig. 87 by 
applying a threshold in R between 0, 0.5, 0.6 and 1.0. 
From this, there appears to be no (visual) systematic 
link in the spatial distribution of the particle sizes that 
can explain the jump at R = 0.6. Fig. 89 shows the 
particles coloured by their relative insertion time 
(particleID). Also in this analysis, no apparent spatial 
and temporal explanation is visually found as to why 
this jump occurs. The most probable reason for this 
jump in the particle size distribution could be an 
influence of the seeding particles that are randomly 
inserted in the volume at the beginning of the 
gengeo insertion algorithm. These seeding particles 
could then somehow influence limit the further 
geometric distribution of particles > 0.6 or 
particularly increase the amount of particles those 
between 0.5 and 0.6. 
We have written a script to extract the average 
coordination number ܿ௡̅ = 2 ௖ܰ ௣ܰ⁄  with ௖ܰ  and ௣ܰ 
total number of contacts and number of particles 
respectively. The ܿ௡̅  in our samples is generally 
always ≥ 3, corresponding with other results in the 
literature (Abe et al., 2012). However, some particles 
have only two connecting particles. These are almost 
always boundary particles in the simulation (Fig. 88). 
 
Fig. 87. Particle radii that are between certain threshold values in the sample shown in Fig. 86. Thresholds are 0.5 
to 0.6 (left), 0.5 to 1.0 (mid) and 0 to 0.5 (right). 
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Fig. 88. Alignment of particles with domain 
boundaries of the geometry. The geometry contains a 
micro-fracture, for scale relative to the particles. The 
largest particles are sometimes preferentially aligned 
along the boundaries of the model. These particles 
have lower coordination numbers, sometimes with 
only two connecting particles. 
In order to fit particles to the box volume and reduce 
the roughness of the boundaries, we add planar walls 
to the gengeo volumes, according with our intended 
boundary conditions. This way, the inserted particles 
can be fit to these walls in the algorithm. On the 
downside this causes a slight non-random 
heterogeneous preferential particle alignment along 
boundaries and therefore slight local heterogeneity 
in particle coordination (Fig. 84). Such layering is 
often seen in bonded particle models, and is caused 
by rigid fixed boundaries, which locally change the 
numerical porosity near boundaries (Liu and 
Thompson, 2000; Ergenzinger et al., 2010). 
Comparison of the maximum strength in unconfined 
compression tests between a boundary and a centre 
sub-box within such a volume, showed that particle 
alignment can significantly (20%) alter the stiffness 
and peak strength of the volume (Ergenzinger et al., 
2010). Conversely, Potyondy & Cundall (2013) 
studied the effect of particle layering adjacent to 
rigid boundaries and suggested that the effect on 
processes is minimal if particles are small relative to 
specimen size. Regardless of this particle alignment 
along the edges, they are not expected to have an 
influence on the stress-controlled boundaries in our 
model, because of the way we apply the boundary 
conditions to particle centres. 
A script was written for all the sample generation 
routines. Different routines within this script are 
activated for different geometries in (calibration) 
experiments in this work. After generating the 
discrete elements in the model, particles closer to 
each other than a given threshold are assigned inter-
particle bonds with cohesive micro-properties as 
defined in section 14.4. 
 
Fig. 89. Particle size distribution of the sample volume 
in Figs. 86 and 87. Particles are coloured by their 
relative insertion time (according to parameter 
particleID). Particles in the size range R=0.5 to 0.6 are 
encircled with a thin black line. From this image, no 
apparent spatial and temporal link is visible, leading 
to the observed anomaly around R=0.6 in the particle 
size distribution of Fig. 86. 
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14.7. Scaling the model with natural 
processes 
14.7.1. Dimensional scaling  
The mathematical implementation of ESyS-Particle is 
non-dimensional. As such, there is no pre-defined set 
of measurement units in the model, which requires 
one to choose the units of measurement in the 
model in order to relate model to real world 
quantities. The dimensions of any physical quantity in 
the model can be defined by the product of powers 
of the basic dimensions [M], [L] and [T] of the 
fundamental quantities mass, length and time. By 
defining (explicitly or implicitly) the units of time, 
mass and length, all other quantities are fixed via the 
dimensional relationships (Plassiard et al., 2009). In 
general, two approaches are used (Place et al., 2002; 
Abe et al., 2013a). Scaling relations can be chosen so 
that model units correspond to natural MKS units 
(MKS: unit of mass = 1kg; unit of length = 1m; 1 unit 
of time = 1s). Conversely, scaling relations can be 
chosen so that the characteristic values of the model 
are close to unity or other easy to use values. 
Several dimensional scaling relations were obtained 
(for derivation see appendix). In the experiments in 
this work, the following scaling relations are used, 
where one model unit of length represents one mm, 
one model unit of time is one ms and one model unit 
of mass equals one kg. Table 5 shows the derived 
scaling of the most important model quantities for 
our numerical models unless stated otherwise in the 
text. In our dimensional scaling, the characteristic 
scale of particle bonds is 10−3 m. This is well above 
the scale of separation of molecules (10−10 to 
10−12 m) or atoms (10−12), slightly higher than the 
order of the scale of roughness of fractures (10−5 to 
10−3 m) and comparable or slightly smaller than the 
scale of individual grains in a rock.  
In DEM of particulate systems, particles are 
frequently used as proxies for physical objects such 
as pills, loose grains, food and aerosols (Zhu et al., 
2007, 2008). Although processes of fracture and 
grain separation act on the same scale as our model, 
it must, however, still be remembered that the 
particles simply represent a numerical discretisation 
of a continuous space. Any interpretational link of 
particles with physical objects should be carefully 
considered.
 
Quantity [Q]M/[Q]R [Q]R = x . [Q]M Read model units in 
Length [L] 10ଷ 10ିଷ [L]M mm 
Time [T] 10ଷ 10ିଷ [T]M ms 
Mass [M] 1 1 [M]M kg 
Velocity [V] 1 1 [V]M m/s 
Force [F] 10ିଷ 10ଷ [F]M kN 
Stress [σ] 10ିଽ 10ଽ [σ]M GPa 
Energy [E] 1 1 [E]M J 
Density [ρ] 10ିଽ 10ଽ [ρ]M 10ଽ kg (MTonnes/m3) 
Table 5. Dimensional scaling of the system of units in our numerical model runs (unless stated otherwise). Unit 
quantities are given between brackets. For example, one model unit of length corresponds to a length of 1 mm. 
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14.7.2. Numerical stability and 
choice of timestep size 
relative to internal parameters 
It is important in DEM modelling to choose the right 
size of the timestep for numerical integration of 
equations of motion. Within a given timestep, 
particle velocities and accelerations are considered 
to be constant. The size of the timestep should 
therefore be sufficiently small so that the accuracy of 
the models remains high enough and stability of the 
system (and assumption of constant velocity within a 
timestep) is guaranteed. Conversely, a timestep that 
is too small will needlessly increase the runtime of 
the models. 
To prevent instabilities, the size or length of the 
timestep should be significantly smaller than the 
timescale of the fastest process in the model, in 
accordance with the Courant-Friedrichs-Lewy 
stability condition for explicit numerical simulations. 
At a given timestep, forces and moments are 
transferred from a given particle to its neighbours 
(through the nearest neighbours table). As the 
particle velocity is updated through its interaction 
with its nearest neighbours, a disturbance in the 
system (force or change in information) should only 
be allowed to move one particle per timestep. Such a 
change can be caused e.g. by a seismic wave or by a 
stress or strain induced displacement on model 
boundaries. The timestep should therefore be small 
enough for disturbances (i.e. through the motion of a 
particle) to propagate only to their nearest 
neighbours, so that forces can be transferred to their 
nearest neighbour. In other words, the timestep 
should be balanced against the critical speed of 
propagation of various processes in the model. The 
size of the timestep in the model should conform the 
inequality dt << ζ.tmin where tmin represents the 
smallest time scale in the model and ζ is a numerical 
safety factor, also termed the numerical precision 
factor (cf. Mora and Place, 1994; O’Sullivan and Bray, 
2004; Luding, 2008). 
Several equations have been proposed to calculate 
(theoretically) the critical timestep in various DEM 
models (Cundall and Strack, 1979; Zhang and Whiten, 
2001; O’Sullivan et al., 2003; Y Wang and Mora, 
2008). For certain ESyS-Particle models, a precision 
factor ζ 	= 	 ௩೘ೌೣ୼௧
௥బ
 for integration was suggested 
(Mora and Place, 1994; Place and Mora, 1999) where 
ݒ௠௔௫ is the maximal velocity in the system, which is 
the seismic P-wave velocity and ݎ଴  is the minimal 
particle radius. Typically ζ was chosen as < 0.2 (Place 
and Mora, 1999). The critical timestep is also 
dependent on the geometry and coordination 
number of the particle assembly, as the many 
nearest neighbour particles cause a combined 
response of the spring system. O’Sullivan & Bray 
(2004) investigated suitable safety factors ζ for poly-
disperse connected particle spring systems. They find 
that ζ should be < 0.17 dt in 3D or <0.3 in 2D. In our 
model, we always choose ζ < 0.1 so that dt << 0.1 
tmin. 
The following critical processes can be identified in 
our model: (1) the contact duration of linear elastic 
spring system interactions, (2) the P-wave seismic 
velocity ௣ܸ, (3) strain rates on boundaries and (4) 
viscous damping. The critical timescales, ݐ௖, for these 
processes are then as follows. Firstly, the timescale 
caused by contact duration of the linear elastic 
springs in general terms is (Cundall and Strack, 1979; 
Mora and Place, 1994; Place and Mora, 1999) 
ݐ௖,ଵ = ඥ݉௠௜௡ ܭ௠௔௫⁄ . 
The smallest mass relative to the largest stiffness 
coefficient in the simulation needs to adhere to this 
criterion, as it has the most rapid vibrational mode. 
The maximum spring constant Kmax in BrittleBeams, 
RotFriction and also NRotBondedWall therefore 
defines tc,1. Considering the maximum possible spring 
constant 
ܭ௡ = 0.5ߨܧ௕൫ܴ௜ + ௝ܴ൯ 
in the BrittleBeams interaction and applying ݐ௖,ଵ =
ඥ݉௠௜௡ ܭ௠௔௫⁄  (Mora and Place, 1994) yields  
ݐ௖
ଵ = ටߩܴ௠௜௡ଶ ߨ ܭ௠௔௫⁄  
for spherical particles and  
ݐ௖
ଵ = ටߩܴ௠௜௡ଶ ߨ 0.5ߨܧ௕(ܴ௜ + ௝ܴ)ൗ  
in BrittleBeams. Knowing that [Rmin − Rmax] = [0.2 – 
1.0] with Rmax = 1.0 for all our models and after 
simplification, this results in a critical timestep for 
this interaction of: 
ݐ௖
ଵ = ටߩܴ௠௜௡ଶ ܧ௕ܴ௠௔௫⁄ . 
Secondly, the seismic P-wave velocity Vp has the 
maximum speed of propagation in the model (Mora 
and Place, 1994; Place et al., 2002). We have to 
balance this velocity against the time it takes to 
correctly pass information across an interaction so 
that it does not pass more than one neighbouring 
particle at a timestep. In the limit of a regular 
packing, Vp can be theoretically calculated, as 
deduced by Place & Mora (1999) and Wang et al. 
(2008). Alternatively, the speed of propagation can 
be measured directly from the numerical 
experiments, using a particle in the model as 
seismometer (Mora and Place, 1994). The Vp in a 
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regular packing can be shown to have the same 
elastic and wave propagation characteristics as highly 
polydisperse random packings (e.g. Place and Mora, 
2001; Place et al., 2002). For a regular packing, the 
seismic P-wave velocity in the model is calculated by 
Place et al. (2002) as 
௣ܸ = ඨ98 1ܴ଴ඨܭ݉ ≈ 1.06. 
Using the spring constant for normal forces ܭ௡ =0.5ߨܧ௕൫ܴ௜ + ௝ܴ൯ in the BrittleBeams interaction, it 
can be seen for spherical particles that: 
ݐ௖
ଶ = ඨ98 1R୫ୟ୶ඨܧ௕ܴ௠௔௫ρܴ௠௜௡ଶ . 
Other timestep stability equations have been 
proposed based on Vp. 
Thirdly, strain rates ߝ̇ on the boundary conditions 
should always be a fraction of the information 
propagation in the model, defined by Vp, defining a 
critical time scale: 
ݐ௖
ଷ	~	ߝ̇ = ݒ௕௢௨௡ௗ௔௥௬ିଵ 	 
in relation to the discrete element size, so that (Mora 
and Place, 1994; Place and Mora, 1999): 
ݐ௖
ଷ = 2ܴ௠௜௡ ݒ௕௢௨௡ௗ௔௥௬⁄ . 
Fourthly, the viscous particle velocity dependent 
damping has a damping constant c with dimensions 
of [M/T] (Luding, 2008), so that: 
ݐ௖
ସ = ܯ ܿ⁄  
From this it can be seen that if particles are over-
damped, ݐ௖ସ  can become very large and cause 
timestep instabilities in the model (Luding, 2008). 
Hence, for each experiment in this work, the maximal 
size of the timestep is chosen based on the analysis 
of these critical timescales [ݐ௖ଵ:ݐ௖ସ], where the minimal 
critical timestep defines the maximum size of the 
timestep. In addition, as mentioned before, we use a 
safety factor ߞ < 0.1 so that the timestep size is 
always ݀ݐ < 	ߞmin[ݐ௖ଵ: ݐ௖ସ] = 0.1 min[ݐ௖ଵ: ݐ௖ସ]. 
14.7.3. Density scaling −  
bringing together time scales 
The timescale of geological deformation is extremely 
slow, with average strain rates from 
10−11 to 10−16 ms−1 (Twiss and Moores, 2007). Seismic 
velocities and fracture processes, on the contrary, 
are very rapid and can be considered as 
instantaneous on geological timescales. Seismic 
velocities are typically on the scale of 103 to 104 ms-1. 
For example, in argillites and shales, the P-wave 
velocity was measured to be between 2500 and 3500 
ms-1 (e.g. David et al., 2007; Sarout et al., 2007; 
Guéguen and Sarout, 2009). The fracture 
propagation velocity in rocks depends on many 
factors and it is generally a fraction of the Rayleigh 
wave speed, although recently speeds higher than 
the Rayleigh wave speed have been reported for 
propagating cracks (Rosakis, 1999; van Dam, 1999; 
Abraham and Gao, 2000; Buehler et al., 2003; 
Lengliné et al., 2011). Given the wide range of 
timescales involved (approximately 10-16 to 104) and 
the small timesteps required, it would be 
computationally very costly and impossible to finish 
experiments within reasonable time. Hence some 
adaptations are made in order to decrease 
computation time and to make numerical tests that 
have similar conditions to the experimental tests. 
One frequently applied way of decreasing the size of 
the timestep is through shifting of eigenfrequencies 
in the model. The timestep for numerical time 
integration is inversely proportional to the highest 
eigenfrequency, i.e. Δt ~1/ω (Ergenzinger et al., 
2010). There are several ways to reduce the 
eigenfrequency. Some possibilities applied in the 
literature are (1) reducing Young’s Modulus E and 
correspondingly decreasing the bond strength, (2) 
increasing the density of particles, so called density 
scaling or mass scaling (Cundall and Hart, 1992; 
Thornton and Antony, 2000; O’Sullivan and Bray, 
2004; Potyondy and Cundall, 2004; Belheine et al., 
2009; Zhao et al., 2009; Abe and Urai, 2012) or (3) by 
increasing the particle radius relative to the model 
volume and hence diminishing the model resolution 
(Potyondy and Cundall, 2004; Ergenzinger et al., 
2010). Another approach is increasing the strain rate 
in the model (Plassiard et al., 2009). These 
approaches all have in common that they increase 
the inertia of the particles. 
In our models, we have applied the density scaling 
approach. The effect of the density scaling is best 
shown in a dimensional analysis. The speed of 
propagation of elastic deformation through the 
model is ultimately also related to the mass (or size) 
of the particles, so that dt ∝	 R (Cundall and Strack, 
1979; Mora and Place, 1994; Wang and Mora, 2009). 
If we take [ߩ] = [ܯ][ܮ]ିଷ  and [ܸ] = [ܮ][ܶ]ିଵ  and 
solve this for [V], we get [ܸ] = [ܯ]ଵ ଷ⁄ [ߩ]ିଵ ଷ⁄ [ܶ]ିଵ 
so that [ܸ]ିଷ ∝ [ߩ]. This means that an increase 
(scaling) of the model density lowers the velocity 
scale [V] of the model proportionality, effectively 
slowing down propagating waves. Similarly, 
oscillations of spring systems (i.e. interactions in the 
model), will show higher inertia under density 
scaling. If we consider the dimension of the angular 
frequency [ω] of a spring system, for example ߱ =
ඥ݇/݉ , then with [ߩ] = [ܯ][ܮ]ିଷ  and [߱] ∝
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1/ඥ[ܯ] , we have [߱] ∝ 1/ඥ[ܮ]ଷ[ߩ]  or [߱]ଶ ∝1/[ߩ] . In this way, the eigenfrequencies of the 
interactions in the system are shifted, making it 
possible to increase the size of the timestep, due to 
the fact that the simulation will be stable. More 
concretely, we can consider the timescale of the 
processes in the normal forces of the BrittleBeams 
interaction, ݐ௖ଵ = ඥߩܴ௠௜௡ଶ ܧ௕ܴ௠௔௫⁄ . The sensitivity of 
the interaction timescale to changes in ρ can be 
expressed by the proportionality ݐ௖ଵ ∝ ඥߩ so that an 
increase in density also increases the time needed to 
resolve the spring system oscillations, thereby 
effectively decreasing the wave velocity. Following 
the scaling used in this study, if we use a model 
density of unity in an experimental run, we have 
scaled the model by a factor of 2.65.106 assuming 
average crustal density of 2650 kg/m³. 
14.7.4. Quasi-static loading 
conditions 
If Vp is slowed down too much due to density scaling, 
the fracture propagation velocity will be too slow 
relative to strain rates imposed on the model. This 
means that the timescales of both processes are not 
separated adequately and that fracturing can no 
longer be considered ‘instantaneous’ with respect to 
the time it takes to apply remote stresses. As a result, 
multiple fractures can originate simultaneously and 
fracture paths can be altered, significantly deviating 
from the intended quasi-static fracture propagation 
behaviour. In order for the simulation to be quasi-
static, the largest particle velocity should be 
significantly smaller than the strain rates and 
compressive wave speed Vp of the model. Therefore, 
we have to closely monitor the fracture propagation 
speed relative to Vp and ߝ̇ in the model. 
One indication of the conservation of energy in the 
model is the dimensionless inertia number (cf. 
Agnolin and Roux, 2007). Another good indication for 
the stable and quasi-static calculations, is the ratio 
between total potential energy, ΣEp and kinetic 
energy, ΣEk. Under quasi-static conditions, linear 
elastic deformation should be Ep driven and ΣEp 
should be an order of magnitude larger than ΣEk (Abe 
and Urai, 2012). For experimental rock data, the 
International Society for Rock Mechanics (ISRM) has 
suggested strain rates of 10-5 to 10-4 s-1 in order for a 
simulation to be quasi-static.  
14.8. Post-processing and 
visualisation of 
numerical output 
The huge amount of output data required the 
development of several post-processing scripts to 
visualise and analyse the data. Scripting was done in 
Python with the aid of the external NumPy11, SciPy12 
and MatPlotLib13 libraries. Visualisation of the data is 
carried out in the ParaView14 visualisation toolkit by 
Kitware. This is an open-source, multi-platform and 
parallelised scientific visualisation software, built on 
top of the Visualisation Tool Kit (VTK) libraries15. The 
data exploration and analysis in Paraview can be 
done interactively. 
In ESyS-Particle, checkpoint data output provides 
output of a series of basic parameters from the 
model at a given timestep. Using the dump2vtk 
script, we transform this checkpoint data into a 
format that is readable in ParaView. Broken bonds 
and the time of breaking can be extracted and 
visualised using the fracextract module. In so called 
Fieldsaver output in ESyS-Particle, a single model 
parameter (field) can be written to disk. In all 
experiments we extract number of bonds, bond 
force, particle force, translational and rotational 
kinetic energy of the particles and the position and 
force acting on boundaries. 
 
Fig. 90. Stress 'balloon' visualising the orientation and 
magnitude of the principal components of stress. σ1, 
σ2 and σ3 are the principal stresses. 








Fig. 91. 3D visualisation of local stress tensor around 
a fracture through stress 'balloons'. The shape of the 
balloon is formed by principal components of the 
stress tensor, using the eigenvectors of the stress 
tensor with eigenvalues normalised over the area in 
which the stress tensor is calculated. 
For visualisation of tensor data, we add the 
TensorGlyph modules and SuperquadricGlyph 
modules to Paraview, to enable the visualisation of 
stress tensors as 3D glyphs (Kindlmann, 2004; 
Neeman et al., 2005; Weickert and Hagen, 2006; 
Schultz and Kindlmann, 2010). Here we extract the 
volumetric stress tensor of a cubic volume (or square 
area in 2D) using the raw2tostress module. 
Subsequently, we visualise the principal stresses as 
stress balloons (Fig. 90) whose shape can be used to 
visualise the stress field in a deforming sample (Fig. 
91). 
File Input-Output (IO) operations are a slow step in 
any modelling approach. Additionally, frequent 
output of our data-heavy experiments also generates 
very large file sizes. A benchmark analysis of the 
influence of IO operations on ESyS-Particle 
performance was carried out by Weatherley et al. 
(2010), showing that checkpoint data strongly 
negatively influences performance, whereas 
fieldsaver data output has minimal effect. Therefore, 
IO intensive operations are in general reduced to a 
minimum, checkpoint data is only exported at 
relatively large time intervals and fieldsaver data are 
output as frequent as necessary for the analyses. 
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15.Parameter values, calibration and mechanical characterisation of the DEM 
 
15.1. Introduction 
In this section, we attempt to create numerical rock 
materials that quantitatively and qualitatively 
reproduce the behaviour of physical rocks under 
realistic geological conditions. For this, we carry out a 
parametric study of the micro-parameters in the 
DEM model, using a series of numerical rock 
mechanical characterisation tests. 
15.1.1. The concept of DEM 
calibration 
The macroscopic response of a numerical sample 
under given applied boundary conditions, i.e. in our 
case stress and strain, is caused by a complex 
interplay of particle assembly geometry, micro-
parameter values and the specifics of the 
interactions between particles (Cundall and Strack, 
1979; Luding, 2004, 2008; Richards et al., 2004). The 
macroscopic mechanical response is therefore not 
simply an input parameter in the model. A relation 
between micro-parameters – stiffness − and 
macroscopic elastic properties has been deduced for 
regular lattices of equally-sized spheres (Y Wang and 
Mora, 2008). However, for irregularly packed 
samples, no general analytical relationship exists 
between micro-parameters in the model and the 
macroscopic mechanical response of poly-disperse 
packings under deformation. For this reason, 
micro−parameters in numerical samples are usually 
‘calibrated’ to real world elasto−mechanical values 
using various numerical mechanical tests (Potyondy 
and Cundall, 2004; Schöpfer et al., 2009). 
A trial-and-error or empirical approach is often used 
for calibration of micro-parameters in cohesive 
polydisperse DEM models (e.g. Hazzard and Young, 
2002). Micro-parameters are then repeatedly 
adjusted in a parametric study until the models 
approach the intended macroscopic mechanical 
behaviour. Recently, rigorous testing has been 
carried out to quantify the influence of micro-
parameters on the specimen behaviour under triaxial 
tests (D. F. Boutt and McPherson, 2002; Hentz et al., 
2004; Yang et al., 2006; Yoon, 2007; Belheine et al., 
2009; Plassiard et al., 2009; Schöpfer et al., 2009; 
Wang and Alonso-Marroquin, 2009; Wang and 
Tonon, 2010; André et al., 2012) in an attempt to 
make calibrations more straightforward. Some 
progress was made to automate this process for 
PFC3D through statistical optimisation algorithms 
(Yoon, 2007). Nevertheless, no unifying or simple 
approach exists for calibration of DEM models. 
In our study, the intended model material behaviour 
is a brittle cohesive rock with a low tensile strength 
around 0.05 to 5 MPa. The tensile strength of most 
sedimentary rocks is indeed well below 10 MPa 
(Twiss and Moores, 2007; Pei, 2008; Vervoort et al., 
2012). The numerical rock material should behave 
elastically under strain, ideally with a Young’s 
Modulus that is comparable to that in physical rocks, 
generally between 10 and 100 GPa (Twiss and 
Moores, 2007). The Poisson’s ratio of the numerical 
material should be between 0.2 and 0.3, in 
agreement with most sedimentary rocks (Anderson, 
2005). The brittle numerical material should have a 
strong stress drop after failure and the sample 
should conform to a Mohr-Coulomb type failure 
criterion with a non-linear tensile region. Fig. 76 
shows a schematic view in Mohr space of the 
intended failure envelope for the numerical rock 
material. 
15.1.2. Mechanical characterisation 
Several rock mechanical tests were carried out on 
DEM samples while varying a selection of different 
micro-parameters, with the goal to obtain a set of 
coherent micro-parameters that will produce a given 
elastic and mechanical response. The idea of this 
parameter study is that the particle packing settings 
and internal parameter sets of these mechanically 
characterised model materials can then be used in 
further experiments. 
Table 6 shows an overview of the considered 
micro−parameters and ranges that were investigated 
in the mechanical parameter study. The parameter 
space considered consists of both elastic ܧ௕௕ , ߥ௕௕  
and fracture parameters ܥ௕௕, ߛ௕௕ of the BrittleBeams 
interaction and ܧ௙ , μ௦௧௔௧௜௖  and μௗ௬௡௔௠௜௖  of the 
Friction and RotFriction interactions. The ܧ௙, μ௦௧௔௧௜௖ 
and μௗ௬௡௔௠௜௖  mainly affect the peak- and post-failure 
response, whereas ܧ௕௕ , ߥ௕௕ , ܥ௕௕ , ߛ௕௕  affect the 
entire simulation as long as macroscopic strength is 
maintained. Belheine et al. (2009) and Plassiard et al. 
(2009) have shown for their DEM model that elastic 
and strength parameters can largely be calibrated 
separately. 
In essence, the choice of the values in the strength 
and elastic micro-parameters is by means of iterative 
testing and trial−and−error. However, to aid our 
parameter study, we apply prior knowledge of the 
interdependency of certain parameters in the 
parameter space to facilitate the calibration 
procedure (e.g. Mora et al., 2002; Place et al., 2002; 
Potyondy and Cundall, 2004; Yucang Wang and 
Mora, 2008; Wang et al., 2009; Schöpfer et al., 2009; 
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Wang, 2009; Weatherley, 2011, 2013; Abe and Urai, 
2012; Weatherley and Ayton, 2012; Abe et al., 
2013a; Rathbun et al., 2013; Virgo et al., 2013, 
2014a). A link was found earlier between micro and 
macro quantities for the BrittleBeams interaction. 
The micro-cohesion Cbb is a good predictor of 
macroscopic strength and Ebb is the major 
contributor to the macroscopic Young’s modulus 
(e.g. Weatherley, 2011; Weatherley and Ayton, 2012; 
Virgo et al., 2013, 2014a). These rather simple micro-
macro transition relationships significantly facilitate 
the parameter choice during calibration. We are 
mainly interested in the influence of rock material 
strength on the failure behaviour. Therefore we have 
tended to focus mainly on the micro-cohesion Cbb 
while generally keeping other parameters equal. 
Micro-parameter Value range 
ࡱ࢈࢈  0.1 – 10 
ࣇ࢈࢈  0.25  - 0.35 
࡯࢈࢈  0.01 – 1 
ࢽ࢈࢈  0.6 
ࡱࢌ  0.1 – 10 
μ࢙࢚ࢇ࢚࢏ࢉ  1.0 
μࢊ࢟࢔ࢇ࢓࢏ࢉ  0.5 – 1.0 
࣋  1 
R [0.2 – 1.0] 
damping viscosity 0.01 – 0.05 
Table 6. Parameters in the parametric study. 
In addition, the effect of timestep, strain rate, 
confining pressure and degree of viscous damping 
have to be taken into account. These non-mechanical 
parameters can also have an influence on the model 
results. Every time a micro-parameter in Table 6 was 
changed for calibration purposes, the model and all 
of its parameters was put against the various checks 
and balances for these parameters as explained in 
section 14. 
15.1.3. Anisotropy and transverse 
isotropy in DEM models 
Many rocks cannot be approximated as isotropic 
elastic media and most rocks are characterised by an 
anisotropy or transverse isotropy in elasticity or 
strength. As explained before, rocks are transversely 
isotropic when rock properties are only symmetric 
about an axis normal to the plane of isotropy, e.g. 
normal to layering. One approach to create 
heterogeneity and anisotropy is through the use of 
texture in DEM models. Several ways exist to 
introduce such texture in DEM models, for example 
by creating internal domains of any shape with 
different micro-parameters as opposed to other 
domains (Weatherley, 2011, 2013). Another 
approach lies on the particle scale, where 
(un)breakable clumps of particles or different 
discrete element shapes are used. However, the 
most frequently used practice in DEM modelling is 
the use of a transversely isotropic layered approach, 
reproducing a simple transversely isotropic medium. 
Such layered models are often used in DEM literature 
in modelling of fault zones in layered sequences 
(Hardy and Finch, 2006, 2007; Schöpfer et al., 2006, 
2007), fracture processes in a three layer problem 
(Schöpfer et al., 2011; Abe and Urai, 2012; Abe et al., 
2013b; Virgo et al., 2013, 2014a) or in seismic studies 
(Griffa et al., 2012b, 2013; Ferdowsi et al., 2013; B 
Ferdowsi et al., 2014; B. Ferdowsi et al., 2014). 
In the layered approach, the particle size distribution, 
the number of neighbouring particles (coordination 
number) and geometry of the particle packing will 
resemble reasonably well that of a larger isotropic 
sample if enough particles are present within a given 
layer and if it is thick relative to the particle 
dimensions. In this case, a constructive approach can 
be used in estimating the mechanical response of 
each of the layer domains. In a constructive 
approach, the parameter sets of the individual layer 
domains are calibrated separately in mechanical tests 
on isotropic samples. In this way, the mechanical 
response of the domains is known a priori in a 
layered model to a reasonable degree. However, if 
layers are thin or if textural elements are used, then 
such a constructive approach is no longer permitted 
as only a small number of particles are present in the 
considered domains, directly influencing the 
micromechanical behaviour of the model. An 
important factor in the mechanical response of a 
sample is the geometry of the particle packing and in 
particular the particle size distribution and numerical 
porosity (e.g. Schöpfer et al., 2009). The particle size 
distribution in the experimental model material 
should be very similar to that of the calibration 
material. However, in a constructive approach, if the 
constructed domains are small and thin, the 
assumption of equal particle size distribution is often 
not attainable. In layered samples, this places a lower 
limit on the size of layer domains that can be 
characterised in a constructive approach. We 
consider a minimum of 5 particles (i.e. 5 mm for a 
size polydispersity of 0.2 - 1.0) a minimum to have a 
completely representative particle size distribution. 
A slightly different way of providing anisotropy is the 
true textural approach. In this case, a numerical 
texture and internal heterogeneity is created for 
example by bundling aggregates of particle groups 
with different micro-parameters, by using non-
spherical discrete element geometries or by utilising 
differences in the particle size distribution. The 
textured samples are then calibrated as a whole, as 
opposed to the constructive approach. For example, 
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D’Addetta (2004) mimicked microstructural domains 
in the DEM by zoning these domains with different 
sets of micro-parameter values. 
The mechanisms and quantitative behaviour behind 
layered and textural approaches in DEM are still 
largely unknown. Our study aims to contribute to the 
understanding of failure of transversely isotropic 
rocks through a quantitative DEM approach. We 
investigate how an anisotropic mechanical response 
can be obtained through the textural effects of 
layering in DEM and what numerical caveats and 
artefacts might arise from such an approach. 
15.1.4. Model size and  
resolution dependency 
When conducting DEM experiments, care must be 
taken to select a model size and/or resolution at 
which randomness, local heterogeneities and 
boundary effects do not significantly influence the 
mechanical response (Plassiard et al., 2009). The 
influence of sample size and particle size relative to 
sample size in particle mechanics approaches has 
been studied by various authors (Potyondy and 
Cundall, 2004; Koyama and Jing, 2007; Schöpfer et 
al., 2007, 2009; Plassiard et al., 2009; Fakhimi and 
Alavi Gharahbagh, 2011). Koyama and Jing (2007) 
and Fakhimi and Gharahbagh (2011) used the 
concept of a representative elementary volume (REV) 
to indicate at what model sizes and resolutions the 
variability in macroscopic response of mechanical 
parameters (e.g. strength, elastic response) is low 
enough so that these model sizes and resolution can 
be considered an REV for the mechanical parameter 
of interest. These authors clearly showed that 
different model parameters have different REV sizes 
and that the size of the REV is not a unique property 
and depends on the mechanical parameter of 
interest. Indeed, from experimental data, it is known 
that the strength of samples decreases as sample size 
increases (Wawersik and Fairhurst, 1970; Paterson 
and Wong, 2005). A sample size sensitivity study was 
carried out by Schöpfer et al. (2007) for their 2D DEM 
model, where a decrease in sample strength was 
observed as sample size increased. Other authors 
using the same DEM model also noted that the 
particle size and sample resolution are not free 
parameters (Potyondy and Cundall, 2004). This is 
contrary to the results obtained by Plassiard et al. 
(2009) in the calibration experiments of their DEM. 
These authors found that the elasto-mechanical 
response was independent of the mean particle size 
and the size of the numerical sample. 
In our model, the particle interactions take into 
account the size of the elements. Because of this, we 
would expect that element size only defines 
numerical resolution, which is correlated with the 
computation times and not the macroscopic 
response of the sample. In addition, the macroscopic 
strength and failure behaviour is dependent on the 
geometric properties of a given particle packing. 
Different particle packings should hence all yield a 
slightly different response. From these 
considerations and the mentioned studies, it is clear 
that it is important to characterise the effects of 
numerical sample size and numerical resolution on 
the resulting macroscopic mechanical rock 
properties. For this reason, we carried out a 
systematic study to test the dependency of our 
models on sample size and to investigate the effects 
of randomness in particle packings. 
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15.2. Mechanical characterisation 
First, a mechanical characterisation of isotropic 
samples is carried out (section 15.2.2) and 
consequently, the same experiments are repeated on 
transversely isotropic samples (section 15.2.3). 
Finally, in order to evaluate size dependency effects 
of the model in our approach, several isotropic 
samples of different sizes and different particle 
packings are deformed and their response compared 
(section 15.2.4). 
15.2.1. Workflow and methodology 
Numerical rock specimen are brought to failure using 
2D biaxial tests, for a range of confining pressures, 
both negative and positive. Numerical samples have 
a 2:1 length ratio to avoid symmetry effects of cubic 
samples (Paterson and Wong, 2005) and to allow 
(visual) comparison with experimental data and 
failure patterns. The mechanical characterisation 
experiments were carried out on isotropic samples or 
sample domains with mechanical parameters that 
are identical throughout the domains. The 
mechanical response of the particle packing and 
micro-parameters is therefore macroscopically 
isotropic. 
Failure stresses are measured from the boundaries at 
peak strength. Using the confining and peak axial 
stresses at failure, Mohr circles can be plotted and a 
failure envelope can be constructed manually using 
the observed macroscopic fracture angles or through 
fitting the failure envelope to the Mohr-circles using 
the method of Pincus (2000) following Virgo et al. 
(2013). Several other elasto-mechanical parameters 
are obtained in the calibration scripts, namely the 
differential stress Δσ versus axial strain ε1, the 
deviatoric stress σୢୣ୴ = σ୲୭୲ − σ୫ୣୟ୬ and volumetric 
strain versus axial strain ε1. The Young’s modulus is 
obtained from the slope of the pre-failure elastic 
stress-strain response, as well as the peak strength 
σpeak and post peak strength σpost and their tensile 
counterparts. The friction angle is obtained from the 
slope of the Mohr-Coulomb envelope and the 
Poisson’s ratio ν from the slope of the pre-failure 
axial versus volumetric strain response. All other 
model parameters, such as timestep size dt, the 
number of timesteps nt, the viscosity in the damping 
interaction are kept equal in the parameter study. 
15.2.2. Mechanical characterisation  
of isotropic samples 
Several mechanical strength tests were carried out 
for multiple isotropic reference samples. Results are 
shown here for one set of calibration experiments in 
isotropic samples. This parameter set is used in 
further modelling presented in this work. Several 
other parameter sets were tested for their 
mechanical response, following the same method 
here. The sample setup and boundary conditions are 
shown in Fig. 92 and the main calibration values and 
parameters for these experiments are presented in 
Table 7 and Table 8. Samples have dimensions of 50 
over 100 model units. 
Post peak-strength failure patterns of confined 
compression tests are shown for micro-cohesion Cbb 
= 0.01, 0.02, 0.05 and 0.1 in Figs. 100A to D at 
different confining pressures. Representative post-
peak failure patterns of two extension experiments 
are given in Fig. 93. Fig. 94 shows the axial stress 
versus axial strain response for the biaxial 
compression tests at the different confining 
pressures and values of Cbb. Similarly, the axial stress 
strain curves for extension experiments under 
various confining pressures are shown in Fig. 95. In 
addition, Fig. 96 shows the volumetric strain versus 
axial strain response for this set of micro-parameters 
in the confined compression experiments. The Mohr 
circles and failure envelope are shown in Fig. 97. 
 
Fig. 92. Model setup and boundary conditions for 
mechanical characterisation of an isotropic specimen. 
Parameters εyy and σxx are strain and stress controlled 
walls, Lx and Ly are dimensions of the specimen and 
Cm and Em are cohesion and elastic modulus 





















Table 7. Common micro-parameters in the set of 
calibration runs presented here. Cbb, Ebb, νbb and γbb 
are micro-parameters in the BrittleBeams 
parameterisation of inter-particle bonds (see section 
14.4.1 for details). Ef, νf, µs and µd are micro-
parameters of the Friction and RotFriction 
interactions (see section 14.4.2 for details). Other 
parameters are the amount of timesteps nt, the 
timestep size dt and particle density ρ. Parameter visc 
is the viscosity of the damping body force interaction. 
Boundary conditions are confining pressure σ and 
wallspeed, the (maximum) velocity applied to the 
axial strain-rate controlled boundary conditions. 
 
Fig. 93. Typical failure patterns of (un)confined 
extension experiments with Cbb = 0.01. Shown are 
runs TBA and TBC (Table 8) at arbitrary timesteps 
after peak tensile strength is reached. 
Samples of this parameter set show a purely elastic 
deformation before failure (Fig. 94 and Fig. 95). The 
Young’s modulus Emacro from the slope of the axial 
stress-strain curve is 1.2 MPa. The Emacro is the same 
for all cohesions, as can be observed from the slope 
of the elastic part of the simulation (Fig. 94). The 
macroscopic Poisson’s ratio νmacro is 0.39, as obtained 
from the slope of the elastic part of the axial strain - 
volumetric strain curve (Fig. 96). Obviously, the Emacro 
and νmacro values are for a 2D numerical model 
material and cannot be directly compared to 3D 
values of natural rocks. 
The stress-strain curves of biaxial (un)confined 
extension experiments show a sudden stress drop 
due to a complete loss of strength as a result of 
through-going fractures (Fig. 94 and Fig. 95). The 
stress drop is quite high at increased micro-cohesion 
values Cbb. This quasi-instantaneous stress drop after 
peak-strength indicates a brittle response of class I 
(cf. Wawersik and Fairhurst, 1970) with relatively 
little post-failure strength. However, at Cbb < 0.003, 
deformation is essentially elastic-plastic as no real 
peak strength can be observed. Strain softening 
occurs for values Cbb < 0.005 (Fig. 94). 
After failure, a degree of variability exists in residual 
strength of the sample. Peak tensile strength lies 
between 0.4 and 3.8 MPa and compressive strength 
between 1.6 and 17 MPa for Cbb between 0.005 and 
0.05. The cohesive numerical rock specimens show a 
Mohr-Coulomb type failure envelope with a strongly 
non-linear region left of the shear stress axis (Fig. 97). 
The numerical material with this parameter set 
therefore represents reasonably well the elastic and 
mechanical behaviour of brittle cohesive rocks with 
low tensile strengths. 
 
Fig. 94. Stress-strain curves of a set of confined 
compressive calibration experiments used in further 
experiments in this work. Values of the micro-
cohesion Cbb and confining pressure are varied in the 
experiments, whereas all other model parameters are 
kept equal. This particular parameter set has a very 
low macroscopic Young’s Modulus (Emacro = 133 GPa).  
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Fig. 95. Stress-strain curve of a set of confined 
extensional calibration experiments used in further 
experiments in this work. Values of the micro-
cohesion Cbb and confining pressure are varied in the 
experiments, whereas all other model parameters are 
kept equal. 
 
Fig. 96. Volumetric strain versus axial strain for 
confined compression tests of a set of different micro-
cohesion Cbb values. The Poisson’s ratio is the slope of 
the elastic part of the strain-strain curve. For this set 
of micro-parameters, the macroscopic Poisson’s Ratio 
(νREAL) is 0.39. 
As known from previous modelling experiments (e.g. 
Weatherley, 2011; Weatherley and Ayton, 2012; 
Virgo et al., 2013, 2014a), the macroscopic Young’s 
modulus and Poisson’s ratio are indeed independent 
of Cbb and depend most strongly on micro-
parameters Ebb and νbb. A linear relation exists 
between the macroscopically observed unconfined 
compressive strength and micro-cohesion Cbb (Fig. 
98) when all other micro-parameters are equal. This 
is reflected in the failure envelopes, where an 
increase of Cbb in the model shifts the failure 
envelope and macroscopic cohesion upwards in a 
linearly predictable fashion. This means that we can 
simply keep all other micro-parameter values in the 
model equal while varying Cbb to obtain a very 
predictable change in failure envelopes. 
 
Fig. 97. Failure envelope in Mohr space of the set of 
parameters of Table 8 and Table 7 in isotropic 
samples. The Mohr semi-circles are constructed from 
the peak axial stresses at failure from all the 
experiments. 
 
Fig. 98. Macroscopic strength relative to micro-
cohesion Ebb in the model with all other parameters 
equal for set of micro-parameters in Table 9. Strength 
(in model units) is taken as the maximum stress of the 
sample in unconfined compression or extension tests. 
This figure shows the linear dependence of the 
numerical sample strength (UCS or UTS) with the 
micro-cohesion, thereby facilitating systematic 
studies on sample strength. 
 
Fig. 99. Ratio between unconfined compressive and 
tensile strength for various micro-cohesion values Cbb, 







Fig. 100 (previous page). Failure patterns of (un)confined compression experiments at different values of the 
cohesion micro-parameter Cbb of the BrittleBeams interaction, at confining pressures −0.001, −0.0001, 0.0, 
0.0001 and 0.001 in model units (from left to right). The runs and parameters are listed in Table 8. Snapshots are 
taken at arbitrary timesteps after peak strength. (A) Runs CAA to CAE from left to right with Cbb = 0.005. (B) Runs 
CBA to CBE from left to right with Cbb = 0.01. (C) Runs CCA to CCE from left to right with Cbb = 0.02. (D) Runs CDA 












CAA -0.001 0.005 Fig. 100A TAA -0.001 0.005  
CAB -0.0001 0.005 Fig. 100B TAB -0.0001 0.005  
CAC 0.0 0.005 Fig. 100C TAC 0.0 0.005  
CAD 0.0001 0.005 Fig. 100D TAD 0.0001 0.005  
CAE 0.001 0.005 Fig. 100E TAE 0.001 0.005  
CAF 0.01 0.005  TAF 0.01 0.005  
CBA -0.001 0.01 Fig. 100F TBA -0.001 0.01 Fig. 93 
CBB -0.0001 0.01 Fig. 100G TBB -0.0001 0.01  
CBC 0.0 0.01 Fig. 100H TBC 0.0 0.01 Fig. 93 
CBD 0.0001 0.01 Fig. 100I TBD 0.0001 0.01  
CBE 0.001 0.01 Fig. 100J TBE 0.001 0.01  
CCA -0.001 0.02 Fig. 100K TCA -0.001 0.02  
CCB -0.0001 0.02 Fig. 100L TCB -0.0001 0.02  
CCC 0.0 0.02 Fig. 100M TCC 0.0 0.02  
CCD 0.0001 0.02 Fig. 100N TCD 0.0001 0.02  
CCE 0.001 0.02 Fig. 100O TCE 0.001 0.02  
CDA -0.001 0.05 Fig. 100P TDA -0.001 0.05  
CDB -0.0001 0.05 Fig. 100Q TDB -0.0001 0.05  
CDC 0.0 0.05 Fig. 100R TDC 0.0 0.05  
CDD 0.0001 0.05 Fig. 100S TDD 0.0001 0.05  
CDE 0.001 0.05 Fig. 100T TDE 0.001 0.05  
Table 8. Summary of micro-properties in experimental calibration runs shown here. Values are given in model 
units but can be scaled according to Table 5, as done in Figs. 94 and 95. Reference is given to resulting failure 
patterns after peak strength in Fig. 100 and Fig. 93. 
 
The tensile strength of the isotropic model material 
for the variability in Cbb is close to values of most real 
rocks (Twiss and Moores, 2007). However, an 
extremely low ratio of unconfined compressive 
strength (UCS) over unconfined tensile strength 
(UTS) of 4:1 is observed in the experiments (Fig. 99). 
In real rocks, this ratio lies around 10:1 (Anderson, 
2005; Hoek, 2006; Twiss and Moores, 2007). In 
addition, the compressive strengths are indeed quite 
low compared to for example typical sandstones or 
siltstones. This is a known numerical artefact present 
in all cohesive DEM codes (Potyondy and Cundall, 
2004). Attempts were made to increase this ratio 
(Cho et al., 2007; Schöpfer et al., 2009). One 
possibility is implementing an anisotropy on the 
particle level by using different discrete element 
geometries such as ellipsoids and another, more 
successful approach, is through the use of so called 
clumped particles. Very recently, a new interaction 
model has been successfully applied to DEM to 
increase this UCS/UTS ratio (Ding and Zhang, 2014). 
Nevertheless, despite this discrepancy in the 
UCS/UTS ratio, the model material still reasonably 
well approaches the mechanical characteristics of the 
intended brittle cohesive rocks. Because of the 
UCS/UTS ratio discrepancy, the tensile strength of 
samples is further used in experiments, as we are 
mainly interested in extensional failure. 
From this parametric study, it is well established that 
Cbb is a predictor of the macroscopic cohesion of a 
failure envelope (Fig. 98). The micro-cohesion has 
been verified to scale linearly with macroscopic UCS 
and UTS (Fig. 98) so that the force – displacement 
response of each individual domain can be predicted 
without the need for calibration. 
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15.2.3. Mechanical characterisation 
of transversely isotropic 
samples 
Secondly, we carry out the same experiments on 
several types of transversely isotropic samples. 
Isotropic samples are initially generated and 
subsequently particles are tagged in equally spaced 
layers, resulting in transversely isotropic samples of 
dimensions of 100x50 model units. The layers have 
thickness LL and the intermittent matrix has a 
thickness of LM. Both domains are then assigned the 
same sets of micro-parameters, except for Ebb and 
Cbb, resulting in CM, CL, EM and EL. 
A set of unconfined biaxial compression and 
extension experiments are conducted while varying 
(1) layer thickness LL, (2) layer orientation β and (3) 
cohesion and elastic spring constant of the cohesive 
brittle-elastic interaction between neighbouring 
particles. The model setup and boundary conditions 
are shown in Fig. 101 and parameters for the 
different model runs are given in Table 9. The 
anisotropy in mechanical response is described in 
terms of the angle between the plane of isotropy (i.e. 
mechanical layers) and the orientation of principal 
stresses and strains (Fig. 101). The angle β is defined 
as the angle between the principal stress/strain and 
the plane of isotropy and the angle θ is the angle 
between principal stresses and the normal to the 
plane. This angle θ is therefore directly related to the 
2θ angle in Mohr space (cf. Twiss and Moores, 2007). 
Obviously, β is complementary to θ (Fig. 101). 
Name  A0 to A90 B0 to B90 
CM 0.01 0.01 
EM 1 1 
CL 0.02 0.02 
EL 1 1 
LL 1.25 5 
LM 12.5 10 
Lx 50 50 
Ly 100 100 
Table 9. Micro-parameter values for experimental 
runs of transversely isotropic samples. Parameters 
are as defined in Fig. 101. 
Two experimental runs were carried out. The 
experiment in Fig. 102 has thin layers of LL = 1.25 mm 
spaced 15 mm apart from centre to centre and that 
in Fig. 104 has thicker layers of LL = 5 mm spaced 15 
mm apart. At least 5 particles are therefore present 
in the LL = 5 mm case, which can be considered as 
similar to a constructive approach. Conversely, in the 
L = 1.25 mm case, very little particles are present in 
the layer, resembling a textural approach. Failure 
patterns of the experiments are shown right after 
peak strength in Figs. 102 and 104, with the time 
chosen arbitrarily for best visualization. The resulting 
axial stress-strain curves for different β angles are 
given in Figs. 103 and 105. A comparison of the peak 
strengths relative to the layer inclination θ is shown 
in Fig. 106. 
 
Fig. 101. Model setup and boundary conditions for 
calibration of a transversely isotropic specimen. The 
inclination of the layer is θ, Lx and Ly are dimensions 
of the specimen, LL and LM are thickness of the equally 
spaced layers and matrix and Cm, Em, CL, EL are 
cohesion and elastic modulus parameters of 
BrittleBeams interaction. 
At low layer orientation angles (θ = 0° to 20°), clear 
shear fractures develop in both the thin and thick 
layer models (Fig. 102 and Fig. 104). Shear angles in 
the competent matrix are around 30° relative to the 
principal strain axis and shear angles increase by 
about 20° in the weaker layers in the thick layer 
model (Fig. 104). Such a change in shear angles was 
also observed in DEM modelling of normal faults in 
multilayer sequences (Schöpfer et al., 2006, 2007). 
Obviously this cannot be observed in the thin layer 
model, as the shear zone is not able to develop to its 
full extent. Shear planes are straight and well 
developed in the more competent matrix layers, both 
in the thin and thick layer model. However, in the 




Fig. 102. Failure patterns at arbitrary timesteps post peak strength in unconfined compressive tests. Layer 
inclination θ changes from 0° to 90° in increments of 10°. Layers (light gray) are weaker than matrix domains 
(black). The micro-cohesion Cbb was set at 0.01 and 0.02 and Ebb at unity for both domains. Domain dimensions 
are LM = 12.5 mm and LL=1.25 mm (spaced 15 mm apart centre-to-centre of layer). 
In the thick layer model, at θ = 20 to 50°, fracturing in 
the competent matrix is sub-parallel to the principal 
major strain axis, forming extensional axial splitting 
fractures (Fig. 104). However, in the weaker layers 
fracturing is through shearing. In the thin layer 
model, similar observations can be made, although 
fracture paths are not so well defined. At θ = 50° to 
90°, there is clear deflection of shear fractures along 
strong layer boundaries in both thick and thin layer 
models, so that samples almost completely part 
along weak planes (Figs. 102 and 104). This is similar 
to what is observed in experimental deformation 
(Pei, 2008; Debecker and Vervoort, 2009; Tavallali 
and Vervoort, 2010a, 2010b; Vervoort et al., 2012). 
Another example of changing fracture modes is given 
in the thin layer model (Fig. 102). At θ = 80° and 90° 
we observe axial splitting along the weak planes. 
However, at 90°, a shear fracture originates and 
propagates at around 30° relative to principal strain 
axis. As the shear fracture hits the weak plane, it is 
deflected to form a layer-parallel fracture.
 
Fig. 103. Range in UCS values in inclined layers using 
a layer thickness of 1.25 model units. The inclination 
of the layers θ for selected values is indicated. 
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Fig. 104. Failure patterns at arbitrary timesteps post peak strength in unconfined compressive tests. Layer 
inclination θ changes from 0° to 90° in increments of 10°. Layers (light gray) are weaker than matrix domains 
(black). The micro-cohesion Cbb was set at 0.01 and 0.02 and Ebb at unity for both domains. Domain dimensions 
are LM = 10 mm and LL = 5 mm (spaced 15 mm apart centre-to-centre of layer). 
 
Fig. 105. Range in UCS values using a thickness of 5 
model units (5 mm). The inclination of the layers θ for 
selected values is indicated. 
The elastic response (both Young’s modulus and 
Poisson’s ratio) is the same for all experimental runs 
when only changing Cbb (Figs. Fig. 103 and Fig. 105). 
A strong dependency of peak strength and failure 
patterns with β/θ can be observed (Fig. 106). The 
difference in the depth of the drop in strength 
depends strongly on the layer thickness. An increase 
in layer thickness actually increases the peak 
strength, in particular for θ = 0° (Fig. 106). One 
explanation for this is that the proportion of weak 
versus strong domains changes as layer thickness is 
varied. The percentage increase in strong domains 
corresponds to the increase in peak unconfined 
compressive strength observed at θ = 0°. The 
existence of more strong bonds then causes an 
overall stronger response of the sample at angles 
that are unfavourably oriented with respect to 
principal stresses. At angles of θ = 40° to 70°, the 
strength of the thick layer model approaches that of 
the thin layer model, suggesting that here, fracturing 
is more affected by the textural anisotropy and more 
determined by the strength of the weak layers. The 
UCS peak strength values of isotropic samples with 
the same Cbb as the transversely isotropic matrix 
(0.02) and layer (0.01) is indicated in Fig. 106. 
Nevertheless, for the 50° case, simulations for thin 
and thicker layers show an equal UCS strength (Fig. 
106). 
The UCS of an isotropic model with the Cbb of the 
matrix (CM = 0.02) is close to the UCS of the thin layer 
model at θ = 0°. As the layer thickness asymptotically 
approaches zero, the peak strength of the sample at 
θ = 0° will be that of an isotropic sample with pure 
matrix. However, as expected the thin layer model is 
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also the most anisotropic model and the degree of 
strength anisotropy increases strongly as layers 
become thinner. It appears that under certain angles, 
failure is along weakness planes. The observed failure 
along the layer interfaces corresponds well to the 
composite failure model with two failure envelopes, 
where a different failure envelope with lower 
cohesion can be described for parting along the 
anisotropy plane relative to a more cohesive failure 
envelope for all other planes (Twiss and Moores, 
2007; Pei, 2008). 
From these experiments, we can conclude that these 
transversely isotropic models reproduce an 
anisotropy in the mechanical response. Both the 
thick and thin layer models reproduce a degree of 
strength anisotropy that is systematic and 
corresponds to observations from experimental 
deformation of transversely isotropic rocks (Nova, 
1980; Liao et al., 1997; Tien and Kuo, 2001; Tien et 
al., 2006; Sarout et al., 2007; Pei, 2008; Vervoort et 
al., 2012). Failure patterns represent quite well those 
from experimental data in similar conditions. 
 
Fig. 106. Peak strength of sample in unconfined 
compressional tests relative to inclination of layering. 
Diamonds correspond to the model with LL = 1.25 mm 
(Fig. 103) and circles to that of LL = 5mm (Fig. 105). 
The experiments show systematic changes in peak 
strength relative to the layer inclination. For 
LL = 5 mm, the peak strength gradually diminishes 
from θ = 0° to 80°. For LL = 1.25 mm, a U-shaped 
pattern is observed, apart from an outshoot at θ = 
40°. Both experimental parameterisations hence 
show significant anisotropy in the peak strength, 
mimicking the behaviour of real rocks. 
Nevertheless, the thickness of the layers has a 
significant influence on the failure patterns and 
failure modes within the samples. This indicates that 
care should be taken in choosing the layer thickness 
in a constructive approach without calibration of the 
system and its anisotropic response as a whole. 
Although the response is not unambiguous, a certain 
systematic in material behaviour and mechanical 
parameters can be observed. This shows that a 
textural approach in DEM modelling is viable when 
correctly tested. 
15.2.4. Effect of numerical sample 
size on macroscopic 
properties. 
In this section, we carry out a systematic study to test 
the dependency of the mechanical response of our 
numerical samples on the sample size, the numerical 
resolution and the randomness in particle packings 
(cf. section 15.1.4). We carried out unconfined 
compression and extension experiments following 
the calibration procedure of the isotropic samples as 
presented before with the micro-parameters of Table 
7, Cbb = 0.01 and Ebb = 1. Several biaxial experiments 
were conducted on isotropic samples for different 
sample sizes but with the same particle 
polydispersity where R = [0.2 − 1.0]. Five random 
particle packings were generated of each sample size 
and a summary of sample geometrical data is given in 
Table 10. The particle size distributions and particle 
coordination numbers Nc of these packing are shown 
in Fig. 107 and Fig. 108, respectively, for every 
sample size in Table 10. 
Name Length Width nparticles nbonds 
2Dbox1 100 50 6608 15192 
2Dbox2 100 50 6651 15307 
2Dbox3 100 50 6587 15110 
2Dbox4 100 50 6532 14955 
2Dbox5 100 50 6607 15182 
Box2DB1 50 25 1636 3705 
Box2DB2 50 25 1650 3750 
Box2DB3 50 25 1620 3642 
Box2DB4 50 25 1622 3662 
Box2DB5 50 25 1643 3736 
Box2DC1 150 75 14887 34392 
Box2DC2 150 75 14928 34505 
Box2DC3 150 75 14842 34244 
Box2DC4 150 75 14775 34074 
Box2DC5 150 75 14879 34403 
Box2DD1 250 125 41299 95541 
Box2DD2 250 125 41403 95767 
Box2DD3 250 125 41452 95940 
Box2DD4 250 125 41520 96151 
Box2DD5 250 125 41415 95851 
Table 10. Summary of dimensions, amount of 
particles and unconfined compressive and tensile 
strength in biaxial tests. Micro-parameter Cbb = 0.02 
and Ebb = 1. Other simulation micro-parameter values 
are equal to those in Table 7. 
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The failure patterns for unconfined compressive 
experiments after peak failure and the strain that is 
present on remaining inter-particle bonds in these 
failure states is given in Fig. 109. The stress-strain 
responses are illustrated in Figs. 110 and 111 and the 
variation in peak strength versus sample area for the 
experiments is presented in Fig. 112. 
 
Fig. 107. Binned frequency of particle radii in the 
numerical samples of Table 10. 
 
Fig. 108. Binned frequency of particle coordination NC 
in the numerical samples of Table 10. 
The particle size distributions of four samples with 
different sample sizes in Fig. 107 show that there are 
no significant differences between the samples. This 
means that an influence of the particle size 
distributions and coordination numbers on the 
mechanical behaviour at different sample sizes can 
be excluded. The only significant difference is an 
increased influence of excessively low coordination 
numbers (n = 2) in the smallest samples (compare 
Box2DB1 with Box2DD1 in Fig. 108). This can be most 
likely be attributed to the increased relative influence 
of the alignment of boundary particles (e.g. Fig. 88). 
The compressive failure patterns are reasonably 
similar for the different sample sizes (Figs. 109). In 
addition, conjugative shear angles are also the same, 
as is the absolute size of the shear zone. Of course 
the relative size of the shear zones relative to sample 
size differs significantly. In the smallest sample, the 
width of the shear zone almost spans the entire 
sample (Fig. 109) 
The unconfined axial compressive peak strengths of 
all samples are all within 0.55 model units of each 
other, corresponding to 0.5 MPa (Fig. 112). There is a 
slight increase in the average unconfined 
compressive peak strength as the sample size 
increases (Fig. 112). Compare for example the 
response of model runs Box2DB and Box2DD (the 
smallest and largest samples respectively) which 
represent a magnitude of difference in the amount of 
particles (Table 10, Fig. 110 and Fig. 112). 
Conversely, the unconfined tensile strength shows 
exactly the opposite response, where larger samples 
have a lower peak tensile strength than small 
samples (Fig. 111). Importantly, the variability of 
tensile strength is high for small samples (Box2DB) as 
opposed to large samples (Box2DD) (Figs. 111 and 
112). Small differences in Emacro can also be seen, as 
shown by slightly different slopes of the elastic part 
of the deformation in Fig. 110. As the sample size 
increases, so does Emacro. Nevertheless, the variability 
in Emacro is small, compared to, for example, the 
variability in the tensile strength (Fig. 111). 
The influence of sample and particle size in a particle 
mechanics approach was studied by Koyama and Jing 
(2007) and Fakhimi and Gharahbagh (2011). In line 
with conclusions of these authors, our results show 
that the size of the representative elementary 
volume (REV) is not a unique property and depends 
on the parameter of interest. Our results confirm 
that the tensile strength has the largest 
representative elementary volume (REV) compared 
to the elastic or strength parameters (Koyama and 
Jing, 2007; Fakhimi and Alavi Gharahbagh, 2011). 
The post peak strength response of axial stress – 
strain curves in compressive tests reveals an 
extremely high variability (Fig. 110). In general, larger 
samples retain more strength for higher amounts of 
strain relative to small samples. The variability in post 
peak strength response is therefore higher in small 
samples than large samples. Our interpretation of 
these differences is that shear zones in small samples 
more quickly lose their shear strength after the shear 
zone is developed because there is simply less room 
for strain to redistribute itself through the sample in 
small samples. 
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Fig. 109. (A) Failure patterns of samples 2Dbox, Box2DB1, Box2DC1 and Box2DD1 at arbitrary time right after 
peak strength (cf. Table 10). The particle sizes in all cases are R = [0.2−1.0]. Specimen are all scaled similarly, to 
aid comparison, although the right sample is 10 times as large as the right specimen. (B) Remaining bonds 
between particles, right after peak strength has been reached. The bondStrain parameter visualised here 
represents the elongation of each inter-particle bond. Positive values (red) indicate extension of the bonds and 
negative values a shortening of the bonds (blue). 
Fig. 109B shows long quasi horizontal chains of bonds 
that are under extension in the large samples, 
whereas the small samples do not develop significant 
chains. As the shear zones deform and undergo 
different stick and slip events (see stick slip cycles in 
Fig. 110), the strain in a small model is only taken up 
by perhaps 1 or 2 inter-particle bonds (Fig. 109B). In 
the larger samples, force chains develop more easily, 
so that shear strain on the shear plane can be 
redistributed more effectively amongst many bonds. 
This in turn increases the strength of the sample 
during build-up of shear strain. This observation 
clearly underlines the importance of (force) chains in 
particulate media and particulate numerical methods 
(Potyondy and Cundall, 2004; Ostojic et al., 2006; 
Antony, 2007; Alonso-Marroquin et al., 2008; Guises 
et al., 2009; Voivret et al., 2009; O’Sullivan, 2011). 
Such force chains take up a significant portion of the 
deformation and are major contributors to strength 




Fig. 110. Axial stress versus axial strain of unconfined 
compressive tests for 20 different geometries of 4 
different sizes (Table 10). 
 
Fig. 111. Axial stress versus axial strain of unconfined 
extension tests for 20 different geometries of 4 
different sizes (Table 10). 
 
Fig. 112. Peak strength versus sample area for 
experiments in Figs. 110 and 111. Samples in 
unconfined compression tests show a variability that 
is around 0.5 MPa, regardless of sample size. There 
are also no change in average strength with changes 
in sample size. The variability is much lower in 
extension tests, lying around 0.2. Larger samples 
show slightly lower tensile strengths than smaller 
samples. This means that the representative 
elementary volume (REV) for the tensile strength is 
high, and possibly above the achievable numerical 
resolution (limited by model runtimes). This also 
means that the REV for tensile strength is higher than 
that of the compressive strength. Nevertheless, the 
differences between sample sizes in tensile peak 
strength are relatively small and samples of 100x50 
can therefore still be considered representative. 
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16.Numerical fracture and seal experiments 
 
In this section, we investigate fracture and seal 
processes in rocks, using the DEM method. For this, 
we apply the DEM model and use the calibrated 
rocks and mechanical characterisations as 
benchmark values for micro-parametric values. We 
also describe a method that allows to seal open 
fractures in a DEM material. The goal of these 
experiments is to evaluate the mechanical feedback 
effects of an evolving vein system on further 
development of this vein system. In particular, we 
attempt to reproduce the characteristics of the 
spatial distribution and thickness variation of the 
bedding-parallel fibrous dolomite type I veins at the 
Nkana deposit. In addition, we aim to gain insight 
into the effects of rock lithology/competence 
contrasts on developing vein systems. These 
experiments will also allow us to investigate the 
interaction micro-processes involved in repeated 
fracturing and sealing of a rock. 
The following numerical fracture and seal 
experiments are carried out. A first type of 
experiment is done on a classic three-layer problem 
of a competent layer within a weaker matrix. This 
system is simple in design and allows for 
investigation of localisation of fracturing on a host 
rock competence contrast. The strength of the vein 
material relative to the host rock is systematically 
varied. A second type of experiments is carried out 
on numerical specimens with a layered transversely 
isotropic matrix. The philosophy, however, is the 
same. In a third experiment, the effects of a rotation 
in the remote stress field in a transversely isotropic 
rock are investigated. 
The relative strengths of the host rock, the sealing 
vein material and the interface between the two are 
seen to be important controls on the type of fracture 
and seal vein networks that develop (Caputo and 
Hancock, 1999; Holland and Urai, 2010; Virgo et al., 
2013). For this reason, we focus our experiments on 
one mechanical parameter, specifically the strength 
of the vein material and vein wall relative to strength 
of the host rock. Therefore, in the experiments, we 
systematically vary the microscopic cohesion (Cbb) 
parameter of the BrittleBeams interaction. We use 
values and micro-parameter settings that are similar 
to those in the calibration experiments of Table 9. In 
this way, we can provide a quantitative comparison 
of our numerical experimental results with physical 
rocks. 
Four parameter sets of material micro-properties are 
defined in the models, essentially yielding (1) a 
competent layer and (2) incompetent matrix, (3) a 
vein material and (4) a vein-matrix interface. The 
respective micro-parameters are further abbreviated 
as CM, CL, CV and CW and EM, EL, EV and EW for ‘matrix’, 
‘layer’, ‘vein’ and ‘vein wall’ respectively. Sample 
geometries differ per experiment and they are 
presented in the separate experimental sections. 
16.1. Fracture and seal algorithm 
A schematic representation of this fracture and seal 
refilling algorithm is shown in Fig. 113. Numerical 
samples are repeatedly brought to failure under 
constant strain rates and confining pressures in 
confined extensional test. The boundary conditions 
represent an effective extensional stress state in a 
perfectly poro-elastic rock. After a fracture is formed, 
the consequential numerical porosity is filled with 
particles of the same size polydispersity as the initial 
sample, namely ܴ = 	 [0.2|1.0] , using the gengeo 
insertion algorithm. These vein particles are assigned 
a unique particle tag and are then bonded together 
producing a cohesive vein material (with Cv and Ev). 
Finally, bonds are instantiated between vein particles 
and particles of matrix, layer, vein and vein wall 
domains (with Cw and Ew). This refilled geometry is 
then used as the initial geometry of the next 
confined extensional test iteration. 
In each iteration, the experiments are stopped after a 
given amount of strain is reached (i.e. after a certain 
number of timesteps). We also tested an approach 
where the experiment is stopped after a certain 
amount of post-failure strain is achieved, instead of 
prescribing the amount of strain a priori. In this case, 
failure in the model was detected through the 
continuous observation of some model parameters. 
The parameters under scrutiny are (1) the amount of 
broken inter-particle bonds or (2) detection of a spike 
in Ek of particles and an increase in Ek/Ep,bb where 
Ep,bb is the potential energy stored in the 
BrittleBeams interaction. When the parameters 
exceed a threshold value within a given number of 
timesteps, the experiment is flagged as fractured. 
When a fracture is detected by either of the two, the 
experiment proceeds for a fixed amount of strain (i.e. 
timesteps times the speed of strain-controlled 
boundaries). Then, the experiment is stopped 
gradually using the gradual strain rate 
implementation (Fig. 83) to avoid unnatural shock 
waves in the model. This approach succeeded in 
stopping the experiment before the fracture reached 
the ends of the long models. However, the fracture 
apertures were not large enough to fill the volume 
with particles as the lower limit of particle radii is R = 
0.2. In addition, the small apertures near fracture tips 
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Fig. 113. Schematic representation of fracture and seal refilling principle. Different pastel colours indicate 
different generations of veins in a blue matrix. A given model geometry is brought to failure. Subsequently, failure 
is detected and experiment is stopped after a given (post-failure) strain is obtained. The output of this last 
timestep is then read and the numerical volume filled with particles of the same particle size distribution. 
Ultimately, vein particles and vein-matrix, vein-layer and vein-vein interface bonds are tagged and bound 
together. 
would inhibit filling the numerical volume with 
particles for a relatively large zone. For this reason, 
we preferred to use the method of stopping the 
experiment at a given strain so that the fractures are 
through going. 
16.2. Fracture and seal experiments 
in a three-layer model 
A set of high resolution single-layer experiments are 
conducted for the case of a single thick competent 
layer in a homogeneous matrix (Fig. 114). The model 
setup has dimensions of 400 x 200 model units and 
the middle layer is 30 model units thick. A small 
weakness is introduced in the model along the layer-
matrix contact (black line in Fig. 114). Here, inter-
particle bonds are broken along a line with length of 
8 model units (8 mm). This was done to control the 
position of the first fracture so that it occurs near the 
layer-matrix interface. In this way, it is possible to 
observe the pathways of fractures near the layer 
contact. 
 
Fig. 114. Base model setup and boundary conditions 
for single layer homogeneous samples before first 
iteration. Lengths are given in model units. Small 
black line in the middle of the model indicates the 
location of a small notch on top of the layer, 
introduced with the intent of providing a 
predetermined locus for initial failure. 
Table 11 shows the different values of micro-
cohesion Cbb for each of the domains in the 
experiment. The micro-cohesion of the layer, CL, is 
0.01 in model units and that of the matrix, CM, is 
0.005, leading to a 1:2 contrast in the micro-
parameters of the host-rock. The strength of the vein 
material is systematically varied relative to the 
strength of the host rock. The micro-cohesion of the 
vein bonds CV and vein interface bonds CW is varied 
between 0.004 and 0.011 in steps of 0.001. The 
micro-cohesion of the vein wall is equal to that of the 
vein domains. Values of other relevant model 
parameters are given in Table 12. 
Name CM CL CV CW Fig. 
116 
4_1 0.005 0.01 0.004 0.003 / 
4_2 0.005 0.01 0.006 0.006 F 
4_3 0.005 0.01 0.007 0.007 G 
4_4 0.005 0.01 0.008 0.008 H 
4_5 0.005 0.01 0.009 0.009 / 
4_6 0.005 0.01 0.004 0.004 B 
4_7 0.005 0.01 0.011 0.011 I 
4_8 0.005 0.01 0.0055 0.0055 E 
4_9 0.005 0.01 0.0045 0.0045 C 
4_10 0.005 0.01 0.003 0.003 A 
4_11 0.005 0.01 0.005 0.005 D 
Table 11. Values for parametric study of vein 
cohesion in the three layer model. CM, CL, CV and CW 
represent values of cohesion of the BrittleBeams 
interaction in model units for matrix, layer, vein and 
vein wall respectively. Ratios of the cohesions are 
given for convenience. Reference is given to resulting 
vein patterns in Figs. 116 and 117. 
In total, 10 fracture and seal events are modelled and 
the amount of strain per deformation stage (crack 
event) is 5 mm, achieved at a strain rate of 10-6 in 
model units by moving the simulation wall at 0.0001 
model units per timestep. The fracture aperture per 
iteration is therefore around five model units across. 
In all cases, the first fracture originates at the small 
notch in the model (see Fig. 115). As expected, this 
first fracture is identical in all models, which is logical 
given that the model states are initially equal before 
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the first sealing has occurred (CL and CM are 
constant). In this first fracture event, the fracture 
path adheres relatively well to the layer-matrix 
contact along its length. Nevertheless, a degree of 
tortuosity in the vein walls is observed that is slightly 
higher than the scale of the particle heterogeneity. 
Deflections up to 5 model units away from the 
contact are observed. However, as the fracture path 
approaches the competent layer, it is deflected 
towards an orientation parallel with the layer. 
Parameter Value Parameter Value 
nt 300000 Cbb variable 
dt 0.001 µd 0.6 
σ 0.005 µs 1 
wall speed 0.0001 Ef 1 
Ebb 1 νf 0.3 
νbb 0.3 visc 0.01 
γbb 0.6 ρ 1 
Table 12. Common experimental values for the three-
layer model experimental runs. Parameter nt is the 
number of timesteps, σ the confining pressure on the 
side walls and dt is the size of the timestep. Ebb, νbb 
and γb and Cbb are microparameters in the cohesive 
BrittleBeams interaction and µd, µs, Ef and νf are 
microparameters of the frictional stick-slip interaction 
between unbounded particles. Parameter visc is the 
viscosity used in the global damping body force and ρ 
is the particle density. Wall speed is the (maximum) 
velocity applied to the axial strain boundary 
conditions. 
Resulting vein patterns after 10 fracture and seal 
evens are shown in Figs. 116 and 117. A detail of a 
low cohesion vein (Fig. 116A) is shown in Fig. 118. 
Fig. 119 shows a detail of the vein interactions within 
a high cohesion vein (Fig. 116H). The models with 
weak vein material produce localised veins near the 
first fracture at the matrix-layer contact (Fig. 116A to 
D). As expected, internally the vein patterns are 
complex and braiding (Fig. 117 and Fig. 118). In the 
model with the strong vein material, an 
anastomosing vein pattern is observed (Fig. 116 and 
Fig. 119). Veins crisscross each other or are deflected 
when approaching other veins. Strong veins generally 
do not occur on the layer-matrix contact. However, 
when veins with cohesion 0.005 to 0.01 approach the 
matrix-layer contact, they are deflected to become 
parallel to this interface (Fig. 116E to H). 
Nevertheless, when the vein material is very strong 
(Fig. 116H and I), fracture paths can become 
deflected to propagate (and become arrested) within 
the strong layer. A clear switch in vein patterns is 
observed when the vein material is only slightly 
stronger than the matrix (Cbb > 0.005; compare for 
example Fig. 116D and E). 
In some cases, crack jumps across veins are 
observed. Here, propagating fractures jump to 
another nearby location in the model, on the other 
side of the vein (e.g. bottom part of Fig. 118). 
Similarly, bifurcation of veins occurs naturally in the 
model (e.g. Fig. 119). This bifurcation stacks 
incrementally in consequent fracture and seal events, 
as fractures follow the bifurcated pathways. Host 
rock bridges occur within the veins, both within one 
fracture and seal event (Fig. 115) as well as due to 
multiple successive fracture and seal events (Fig. 
116). In the case of host rock bridges within one 
fracture and seal event (Fig. 115), the host rock bridge 
is created by bifurcation of a fracture after a period 
of fracture arrest. Obviously, the host rock fragment 
can only remain in the middle of the fracture 
because no gravity is imposed on particles. In a 
natural 2D case, normally such a fragment would fall 
down and perhaps not become encapsulated within 
the vein. Nevertheless, in 3D such a geometry would 
be perfectly possible. Host rock fragments are also 
encapsulated by the fracture and seal process itself 
(Fig. 116A to E). 
 
Fig. 115. Model state after one fracture and seal iteration, showing the bonds between particles in a three-layer problem. 
Each of the domains (colours) has a different value for the ܥ௕௕ parameter. Black, light grey and dark grey bonds represent vein 
material, matrix and layer in the model. This first iteration result is the same for all model runs. 
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Fig. 116. Resulting vein patterns 
after 10 fracture and seal events 
in a classic three layer problem. 
The cohesion contrast between 
matrix micro-cohesion 
CM = 0.005 (top and bottom) 
and layer micro-cohesion 
CL = 0.01 (middle layer) is 1:2 
with the vein micro-cohesion CV 
(white) varying systematically 
relative to matrix and layer 
cohesion.  
From A to I, the strength of the 
vein material increases 
gradually (exact CV number 
indicated in each slice). At 
CV=0.005, the vein material has 
the same cohesion as the matrix 
material (dark green). At and 
below this value, fracture and 
seal events in the composite 
veins are strongly localised. 
Above CV = 0.005, composite 
vein patterns become strongly 
anastomosing. In cases where CV 
is low, the composite vein 
adheres strongly to the edges of 
the middle layer. At CV values 
higher than 0.005, veins 
occasionally perturb into layer. 
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Fig. 117. Resulting vein patterns after 10 fracture and seal events in a three-layer problem, as in Fig. 116 but with 
the vein wall cohesion CW indicated in orange. There is no difference in bond strength between vein (white) and 
vein wall (orange) strength, i.e. CW = CV. Importantly, individual veins within the composite veins are seen to criss-




Fig. 118. Zoom into experiment 4_9 (Table 11). Vein cohesion is twice that of the matrix and equal to that of the 
layer (CV = 0.01). The veins are coloured according to their age. The oldest veins are in light gray and the youngest 
vein is in black. 
 
Fig. 119. Illustration of vein interaction processes in the model. This illustration is a zoom into the centre of Fig. 
116C. In this model, the vein cohesion CV = 0.0045, matrix cohesion CM = 0.005 and layer cohesion CL = 0.01. The 
veins are coloured according to their age (vibrant red is youngest; dark blue oldest). The darkest blue colour (cf. 
top and bottom of the image) is the host rock matrix in the model. Vein pathways are quite irregular. The 
youngest vein (vibrant red) shows bifurcation to the top left. 
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16.3. Fracture and seal experiments 
on transversely isotropic 
layered samples 
The influence of rock anisotropy on an evolving vein 
system is tested in fracture and seal experiments on 
transversely isotropic samples. The model setup and 
boundary conditions are shown in Fig. 120. The 
model has dimensions of 100 x 200 model units. 
Competent layers have a thickness of 10 model units 
(10 mm) and the matrix in between two layers is 15 
model units thick (15 mm). The top and bottom of 
the sample are extra wide in matrix material to avoid 
boundary effects and strain localisation near the 
edges of the experiment. All experimental runs were 
carried out on the same base geometry file, to avoid 
the effects of differences in particle packing. No 
predefined weakness plane or notch was inserted in 
this model geometry so that the initial fracture 
initiation behaviour is simply due to local 
randomness in the particle packing. 
 
Fig. 120. Model setup and boundary conditions for 
transversely isotropic layered samples. Lengths are 
given in model units. 
In these models all micro-parameters are kept 
constant except for the micro-cohesion, Cbb. Table 14 
lists the various micro-cohesion values for the 
experimental runs. The matrix cohesion is kept 
constant at CM = 0.005 and two cases of competence 
contrast are investigated CL = [0.006; 0.01] so that 
the ratio CL/CM is either 1:1.2 or 1:2. The vein 
material cohesion, CV, is then varied between 0.003 
and 0.005 in steps of 0.0005 so that the ratio 
between matrix and vein material CM/CV varies 
between 0.6:1 and 1:1 in steps of 0.1. The strength of 
the vein wall relative to vein strength is also tested. 
For this, two series of experiments are carried out. A 
first series has vein walls that are as strong as the 
vein material (CV = CW) and a second series has low 
strength veins walls, with a Cbb of 0.003. Values for 
other relevant model parameters are given in Table 
13. The amount of strain per deformation stage 
(crack event) is 5 mm, achieved at a strain rate of 10-6 
in model units by moving the simulation wall at 
0.0001 model units per timestep. In total, 13 crack 
















Table 13. Micro-parameters that are common in the 
experiments of Table 14. Parameter nt is the number 
of timesteps, σ the confining pressure on the side 
walls and dt is the size of the timestep. Ebb, νbb and γbb 
and Cbb are micro-parameters in the cohesive 
BrittleBeams interaction and µd, µs, Ef and νf are 
micro-parameters of the frictional stick-slip 
interaction between unbounded particles. The 
parameter ‘viscosity’ is used in the global damping 
body force and ρ is the particle density. Wall speed is 
the (maximum) velocity applied to the axial strain 
boundary conditions. 
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Name CM CL CV CW CL/CM CV/CM CW/CM CW/CV CV/CL Fig. 
14 0.005 0.01 0.003 0.003 2 0.6 0.6 1 0.3 Fig. 121A 
15 0.005 0.006 0.004 0.004 1.2 0.8 0.8 1 0.67 Fig. 121H 
16 0.005 0.006 0.005 0.005 1.2 1 1.0 1 0.83 Fig. 121J 
17 0.005 0.01 0.0035 0.0035 2 0.7 0.7 1 0.35 Fig. 121B 
18 0.005 0.01 0.0045 0.0045 2 0.9 0.9 1 0.45 Fig. 121D 
19 0.005 0.006 0.003 0.003 1.2 0.6 0.6 1 0.5 Fig. 121F 
20 0.005 0.006 0.0035 0.0035 1.2 0.7 0.7 1 0.58 Fig. 121G 
21 0.005 0.006 0.0045 0.0045 1.2 0.9 0.9 1 0.75 Fig. 121I 
22 0.005 0.01 0.003 0.003 2 0.8 0.8 1 0.4 Fig. 121C 
23 0.005 0.01 0.003 0.003 2 1.0 1.0 1 0.5 Fig. 121E 
3_7 0.005 0.01 0.004 0.003 2 0.8 0.6 0.75 0.3 Fig. 122A 
3_8 0.005 0.01 0.006 0.003 2 1.2 0.6 0.5 0.6 Fig. 122D 
3_10 0.005 0.01 0.005 0.003 2 1.0 0.6 0.6 0.5 Fig. 122C 
3_11 0.005 0.01 0.0045 0.003 2 0.9 0.6 0.67 0.45 Fig. 122B 
3_12 0.005 0.006 0.005 0.003 1.2 1.0 0.6 0.6 0.5 Fig. 122G 
3_13 0.005 0.006 0.0045 0.003 1.2 0.9 0.6 0.67 0.75 Fig. 122F 
3_14 0.005 0.006 0.004 0.003 1.2 0.8 0.6 0.75 0.67 Fig. 122E 
3_15 0.005 0.006 0.006 0.003 1.2 1.2 0.6 0.5 1 Fig. 122H 
Table 14. Values used in the multilayer crack seal experiments. CM, CL, CV and CW represent values of cohesion of 
the BrittleBeams interaction in model units for matrix, layer, vein and vein wall respectively. Ratios of the 
cohesions are given for convenience. Reference is given to resulting vein patterns in Figs. 121 and 122. 
16.3.1. Case A: Vein walls are as 
strong as the vein material 
Resulting vein patterns are shown in Fig. 121. Similar 
observations to those in the three-layer experiments 
can be made. As expected, a low vein material and 
vein-matrix interface strength results in repeated 
fracturing within the vein. A high competence of the 
cemented material, however, yields anastomosing 
vein patterns, with veins criss-crossing each other. 
Multiple host-rock bridges are observed in the veins 
with low vein strength (Fig. 121A, B and C show clear 
examples). The host rock bridges show a very similar 
appearance regardless of the competence contrast 
between layer and matrix (compare Fig. 121A and 
Fig. 121F). Another observation is that veins often 
adhere to the layer-matrix boundaries. In 
experiments with highly competent layers, fractures 
(and hence veins) seem to ‘stick’ to the layer edges. 
Fractures in these models show a natural tortuosity 
in crack propagation that is on the order of one to 
three particle radii. 
In the case of high competent contrasts, most layer 
domains are free from veins (Fig. 121A to E). In this 
case veins do not occur in the layers domain at low 
vein strengths. However, at higher vein strengths, 
veins often crossover into the layer domains and 
anastomose there, until they again reach the weak 
matrix domains (e.g. Fig. 121I). In experiments with 
high host rock competence contrast, such crossovers 
are only rarely seen (Fig. 121E). Here, veins quickly 
jump across the layers to other domains, whereas in 
the low competence contrast case, veins propagate 
inside layer domains for prolonged periods of time. 
Spaced fracturing starts to occur when host rock 
contrasts are large (2:1) and vein strength CV is lower 
than or close to the strength of the layers CL. There 
appears to be a critical transition state, albeit 
gradual, where the patterns become spaced in 
nature, rather than randomly distributed or in one 
locality (Fig. 121). The transition from localised 
(re)fracturing to more distributed fracturing takes 
place at around a strength ratio CM:CV of 0.8:1.0 (Fig. 
121C) at high matrix and layer competence contrasts. 
For low competence contrast the transition occurs at 
0.9:1.0. This transition is gradual, with an increasingly 
complex anastomosing vein pattern as the vein 
strength relative to the matrix domains increases.  
Some matrix domains are not fractured at all, or very 
little. Micro-inspection shows that bonds in these 
matrix domains never become critically stressed, as 
there are always other areas in the model that 
become critically stressed before these matrix 
domains do. Fractures are seen to preferentially form 
near other fractures/veins, perhaps because of 
imperfect sealing or remnant strain on bonds near 
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the healed damage zones, indicating that the 
numerical sealing is not perfect. 
16.3.2. Case B: Vein walls are weak 
relative to the vein material 
A second series of experiments was carried out with 
a weak vein wall (CW = 0.003). In these experiments, 
the amount of strain per fracture event was higher 
than in the previous experiments. This was done to 
reduce the possibility of purely numerical artefacts. 
The resulting vein patterns are shown in Fig. 122. The 
first fracture event is always at the same location on 
top of the second bottom layer domain (similar to 
the three-layer problem). In all cases, the fracture 
and seal events form a localised composite vein. Only 
in one case a vein occurs that is in a different matrix 
domain than the other fracture and seal events (run 
3_11 in Fig. 122B). Host rock bridges occur within the 
vein, regardless of the competence contrast between 
vein, CV, and vein wall, CW. They are of the same 
rough geometry and randomness as in the models of 
Fig. 121 with a vein wall that is equally as strong as 
the vein material itself.  
If the competence contrast between vein wall and 
vein is low, the individual fracture and seal events are 
anastomosing within the composite vein (CW:CV = 
0.75; orange bonds in Fig. 122A and E). If the 
contrast is high, crack events localise by breaking of 
the vein wall bonds (CW:CV = 0.5; Fig. 122D and H). 
This causes the internal vein increments to be more 
tidily organised and stacked upon one another (Fig. 
122C, D, G and H). In this case, however, the crack 
events do not always occur on the outsides of the 
composite vein and often occur within the composite 
veins, by breaking of the internal vein wall bonds. 
Within a given vein, the composite vein pattern can 
change from purely fracture and seal by breaking of 
the vein wall bonds to more anastomosing fracture 
and seal events. Compare for example the left and 
right parts of Fig. 122D and 122H. 
Fig. 121 (next page). Results of parameter study of 
fracture and seal in transversely isotropic rocks where 
vein wall bonds are always as strong as the vein 
bonds themselves. The top row shows vein patterns 
when competence contrast between layers (blue) and 
matrix (black) in the host rock is high (CL:CM = 2:1), 
whereas the bottom row shows those in a low host 
rock competence contrast (CL:CM = 1.2:1). The micro-
cohesion of the vein matrix (white) is varied from left 







Fig. 122. Resulting vein patterns of fracture and seal experiments on transversely isotropic matrix with a weak 
vein wall. The vein wall bonds (in red) always have micro-cohesion CW = 0.003. The top row shows vein patterns 
when competence contrast between layers (blue) and matrix (black) in the host rock is high (CL:CM = 2:1), whereas 
the bottom row shows low host rock competence contrast (CL:CM = 1.2:1). The micro-cohesion of the vein matrix 
(white) is varied from left to right between CV = 0.004 and CV = 0.006. In A and E, the contrast between vein 
material (white) and vein wall bonds (red) is therefore low (CW:CV = 0.75), whereas this contrast increases 
towards the right. 
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16.4. Changes in remote stress-
states orientation relative to 
the plane of anisotropy 
Experiments on the three-layer problem and on 
transversely isotropic samples show deflection of 
fractures along lithological domain boundaries (Fig. 
116 and Fig. 121). To investigate to what extent 
fractures are deflected and to find critical contrasts 
and transition regimes, we carried out experiments 
on transversely isotropic samples while changing the 
remote stress orientation relative to the orientation 
of the anisotropy plane. The model setup and 
boundary conditions are shown in Fig. 123 and 
parameter values are given in Table 15. In essence, 
these experiments are similar to unconfined 
extensional biaxial calibration experiments (Fig. 101). 
Here, θ is the layer inclination relative to the 
horizontal plane and β is the angle between layer 
orientation and the smallest principal stress σ3’. The 
multilayer numerical samples are put under a stress 
of 0 MPa and the stress states are systematically 
rotated relative to the main anisotropy in the rocks. 
The experiment was stopped after 80000 timesteps, 
corresponding to a strain of 0.8. The speed of the 
extensional strain-controlled boundaries (εyy) was 
0.00001. 
 
Fig. 123. Model setup and boundary conditions for 
unconfined extensional experiments while changing 
stress orientations relative to layer inclination. 
Resulting fracture patterns relative to the anisotropy 
angle θ are shown in Fig. 124. In the case of low host-
rock competence contrast of CL:CM = 1.2:1, fractures 
propagate across layers without much problems. The 
orientation of the fractures is within 10° deviance of 
the σ’1, perpendicular to σ‘3. The fracture 
propagation pathways in the competent layers are 
equally as tortuous as those in the weaker layers (Fig. 
124A to E). This means that the influence of the 
particle-scale heterogeneity is equal in both cases. In 
the case of high host rock competence contrast (Fig. 
124F to J), fractures adhere strongly to the contact 
between weak and strong domains. Cracks propagate 
perpendicular to the orientation of σ3 and deflect on 
reaching a more competent layer. At higher angles 
(20° to 40°; Fig. 124H to J), fractures frequently 
become arrested, before propagating only a small 
amount. The high angle case of Fig. 124J shows that 
this is a highly unfavourable angle for failure to occur 
at the given imposed strain. En echelon step-over 
fractures are observed in Fig. 124G, H and I. Cracks 
jump from one fracture towards the other, without 
















Table 15.Values used in experiments of Fig. 123. 
Parameter nt is the number of timesteps, σ the 
confining pressure on the side walls and dt is the size 
of the timestep. Ebb, νbb and γbb and Cbb are 
microparameters in the cohesive BrittleBeams 
interaction and µd, µs, Ef and νf are microparameters 
of the frictional stick-slip interaction between 
unbounded particles. Parameter visc is the viscosity 
used in the global damping body force and ρ is the 
particle density. Wall speed is the (maximum) velocity 
applied to the axial strain boundary conditions. 
Fig. 124 (next page). Visualisation of broken bonds in 
black representing fractures in the model after failure 
occurred under negative effective stresses along the 
vertical axis (i.e. effective extension) and confinement 
along the horizontal axis. The stress states are 
systematically rotated relative to the main anisotropy 
in the rocks from 0° to the left up to 40°. The bottom 
row shows fracture propagation in the case of high 
competence contrast between layer and matrix (CL:CM 
= 2:1), whereas the top row reveals fracture 








17.1. Numerical vein patterns 
compared to nature  
The fracture and seal experiments show that 
strength of the vein material is a strong determining 
factor of the morphology of a developing fracture 
and seal vein system. If veins and vein walls are 
stronger than host-rock domains, braided vein 
patterns originate in the numerical experiments (Fig. 
116E to I and Fig. 121 D, E, I and J). The morphologies 
of these anastomosing vein systems show high 
similarities to braided or anastomosing vein systems 
in nature (Caputo and Hancock, 1999; Gomez and 
Laubach, 2006; Laubach and Ward, 2006; Cervantes 
and Wiltschko, 2010; Holland and Urai, 2010; Becker 
et al., 2011; Fagereng, 2011; Anders et al., 2014). 
These braided vein systems are sometimes termed 
‘stretched veins’ (Bons et al., 2012). They are defined 
by Bons et al. (2012) as ‘veins formed by crack-
sealing where the crack plane is not always the same 
material plane’. Another frequently used term for 
this process is ataxial fracturing of veins (Passchier 
and Trouw, 2005). The term ‘stretched’ then refers 
to the growth of crystals that occurs during ataxial 
fracturing. Obviously, such distributed ataxial 
fracturing can occur within the veins themselves or 
within the host rock. A distinction can be made in 
terms of ‘localised’ or ‘delocalised’ stretched-crystal 
growth (Becker et al., 2011; Bons et al., 2012). The 
former indicates ataxial fracturing within one 
composite vein, whereas the latter can also form 
veins within the host rock.  
In many of the experimental results, we observe 
fracture and seal patterns with fracturing randomly 
localised within one composite vein. This occurs 
when vein and vein wall strength is low relative to 
that of the host rock (Fig. 117A to D) or when the 
vein walls are weak relative to other parameters in 
the model (Fig. 122). Localised ataxial fracturing 
within existing veins is observed in many natural 
veins (Stowell et al., 1999; Oliver and Bons, 2001; 
Hilgers and Urai, 2002b; Passchier and Trouw, 2005; 
Becker et al., 2011; Alzayer et al., 2015). However, in 
most cases, fracturing in natural veins is not as 
tortuous as the veins in our numerical models (e.g. 
Fig. 111A, B, F and G or Fig. 117). 
Many syntaxial and antitaxial fracture and seal veins 
have one (or two) surfaces that are repeatedly 
fractured, either at the vein walls of the vein or at the 
median line of the vein (Behzadi and Dubey, 1980; 
Cox and Etheridge, 1983; Fisher and Brantley, 1992; 
Hilgers and Urai, 2002a, 2005; Renard et al., 2005; 
Becker et al., 2011). Vein walls especially are a weak 
point, due to imperfect sealing or weak tensile 
strength of the interface. Crack-seal veining by 
systematic fracturing on the vein walls is, however, 
not observed in our models. This is mainly due to the 
fact that each fracture and sealing event has its own 
vein wall. The internal vein wall bonds of fracture and 
seal events within composite veins are not retagged 
as simple vein material (as would be the case with 
ataxially fractured grains in a vein). Therefore, the 
internal strength structure of the veins in the models 
is not completely representative of that in natural 
crack-seal veins. Ideally, only the edges of the 
composite vein (e.g. Fig. 122) are tagged with vein 
wall bonds (with EW, CW). In that case, fracturing 
would theoretically occur on the edges of the 
composite veins, reproducing the classical crack-seal 
veins.  
Caputo & Hancock (1999) proposed a crack-jump 
mechanism to explain the occurrence of many thin 
closely spaced crack-seal veins. In their model, the 
crack-jump mechanism initiates when the strength of 
the sealing material is stronger than the host rock. 
Similarly, anastomosing vein patterns in limestones 
at Jabal Shams in Oman were studied by Holland & 
Urai (2010). These authors use the tensile strength to 
explain differences in vein patterns. These patterns 
can then be seen as predictors of the tensile strength 
of the sealing material. For example, anastomosing 
vein systems are thought to form when tensile 
strength of vein infill is much higher than that of the 
wall rock. Similarly, Fågereng (2011) used this model 
to conclude that anastomosing crack-seal veins at the 
Chrystalls Beach Complex in New Zealand have a high 
tensile strength relative to the surrounding host rock. 
Many of the mentioned natural macroscopic vein 
patterns are reproduced in our DEM modelling. The 
model results indicate that the strength of the veins 
is an important parameter in the system behaviour, 
strongly influencing subsequent fracture pathways 
and leading to the different patterns. Most 
importantly, a critical transition can be observed in 
the vein patterns, changing from localised composite 
veining to delocalised, braided vein patterns 
depending on the vein strength. Importantly, the 
strength of the sealing material relative to the host 
rock always refers to relative strengths and 
competence contrasts. Therefore a blocky quartz 
vein in a pelitic rock will behave completely different 
than the same quartz vein in a quartzite or granite.  
Recently, other numerical studies have found similar 
results of the importance of the strength of sealing 
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material on vein system development. A different 
DEM study in ESyS-Particle of the evolution of 
fracture and seal networks has shown that strength 
ratios between existing veins and matrix produce a 
set of interactions between fractures and veins (Virgo 
et al., 2013, 2014a). These authors showed that 
changes in remote stress states produced vein 
reactivation, fracture deflection and cross-cutting 
features, strongly dependent on the strength of the 
veins relative to the host rock material. Vass et al. 
(2014) have modelled fracture and sealing in a 2D 
coupled hydro-mechanical model. A weak seal 
strength caused refracturing of weak veins and 
stronger seal strength caused the opening of new 
fractures in the model. The influence of other 
mechanical parameters, such as Young’s Modulus 
and Poisson’s ratio was not systematically 
investigated in our study. In their numerical 
modelling, Vass et al. (2014) have concluded that seal 
strength is more important than elastic modulus in 
influencing subsequent deformation and evolving 
fracture patterns. The reasoning behind this was that 
stiff veins (higher E) can develop higher stresses and 
will therefore fracture more easily, whereas highly 
elastic veins (low E) need larger strains to fail. 
17.2. Comparison with Nkana 
One of the aims of this chapter was to try and model 
the vein spacing and thickness distributions of type I 
veins at Nkana. The modelling results in Fig. 121 and 
Fig. 122 show that it is possible to model certain 
distributions in the model. The vein material strength 
is shown to have a strong control on the degree of 
clustering and geometry of the developing vein 
system. 
The fracture and seal models in sections 16.3.1 and 
16.3.2 have dimensions of 200x100 mm (Fig. 120). In 
total, 13 fracture and seal events were modelled and 
therefore, the total vein thickness accounts for 
13*5 mm = 65 mm. The total strain of each model 
run, i.e. the thickness of each fracture and seal vein 
segment, was 5 mm. This means that 24.5% of the 
model length (200 + 65 mm) consists of vein material 
after 13 fracture and seal events. This is higher than 
the vein volume observed at Nkana, which is 
between 11 and 20 volume percent. 
However, it is obvious that we did not (yet) succeed 
in modelling spacing and thickness distributions in 
the model to the scale that would allow a statistical 
analysis of these distributions. To obtain a powerful 
and clear statistical distribution, it is often necessary 
to measure hundreds of individual veins in a segment 
(e.g. Gillespie et al., 1993, 1999; Bai et al., 2000). In 
addition, one composite vein can consist of many 
individual veins, adding to the amount of fracture 
and seal events required in the model. As one 
numerical composite vein would be the same as one 
type I vein in Nkana, this would mean an order of 
magnitude more fracture and seal increments and 
hence model iterations in the model. Our model 
efforts were limited by time constraints and 
computing power. Therefore, our focus was put on 
development of the method rather than trying to 
upscale a possibly faulty model. 
A second requirement of the model was to be able to 
model antitaxial veins. This means that fracturing 
should be localised and occur consistently on the 
vein walls of the existing veins. Localised fracturing 
occurs in the three-layer model (Fig. 117A to D), in 
the transversely isotropic model where the strength 
of the vein material equals that of the vein walls (Fig. 
121A, B, F, G and H) and in the transversely isotropic 
model where vein walls (CW) are weaker than vein 
material (CV; Fig. 122). However, our model results 
do not show consistent refracturing of the outer vein 
walls, as is required for antitaxial veins. 
The reason for this is that our model does not (yet) 
identify the outer vein walls in each model run. To 
model truly antitaxial veins, from a numerical 
viewpoint, this would require iterative identification 
of the vein walls in a model. The inter-particle bonds 
of these vein wall particles should then be assigned 
the CW micro-parameter strength whereas all other 
bonds in the veins would need to be assigned the CV 
micro-parameters. 
17.3. Localisation of veins on 
competence contrasts 
In the experiments of the three-layer samples and 
the transversely isotropic samples, fracture pathways 
are seen to adhere quite strongly to host rock 
competence contrasts (e.g. Fig. 115). This is observed 
in models with both high and low host rock 
competence contrasts, although the effect is 
obviously greater in the high contrast models (Fig. 
121F-J and Fig. 122E-H). Importantly, veins can occur 
on and adhere to the layer-matrix contacts, 
regardless of whether a notch was introduced in the 
model or not (compare Fig. 115 with Fig. 121 and Fig. 
122). However, in the transversely isotropic model 
setup, no notch was introduced in the model. Here 
the fracture pathways also adhere strongly to the 
layer-matrix contact, certainly if the host rock 
competence contrast is high (Fig. 121A to E). 
This phenomena can be explained on the micro-scale 
within the model. As a fracture propagates, its 
pathway takes into account the local heterogeneity 
of the particle packing and orientation and existing 
strains on inter-particle bonds. A propagating 
fracture in a homogeneous model material therefore 
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shows a naturally anastomosing behaviour. The 
fracture will always choose a pathway based on 
minimizing energy dissipation (e.g. Zhang and Jeffrey, 
2012) and will therefore prefer breaking those bonds 
that are 1) close by, 2) geometrically favourable with 
respect to the imposed stress state and 3) close to 
critically strained. 
If a propagating fracture is anastomosing near the 
competence contrast, it will eventually consider 
propagating into the layer. The stronger layer 
domains, however, impose a limiting condition of 
strength on the fracture propagation. Inter-particle 
bonds are stronger within the layers so that 
geometrically favourable bonds can take up much 
more strain before breaking. This means that nearby 
unfavourable bonds in the matrix can fail before a 
more favourably oriented bond in a layer does, 
causing a deflection of the fracture at the 
competence contrast. Consequently, fracture paths 
can repeatedly deflect against the interface, which 
on a macroscopic scale results in veins occurring on 
or nearby competence and lithology contrasts. 
Similar limiting processes on fracture propagation 
occur when fractures approach competent veins in 
the model. Fractures often deflect when approaching 
veins that have a higher competence than the 
surrounding host rock (e.g. Fig. 123D and H; Fig. 124). 
In addition, bifurcation and crack-jumping are 
observed when vein cements are strong (good 
examples are shown in Fig. 118). As fractures 
propagate in the experiments, they occasionally 
become arrested due to the heterogeneity caused by 
the local particle geometry. At such a moment, the 
stress builds up gradually around the crack tip and 
surrounding inter-particle bonds become stressed. If 
nearby bonds become critically stressed before the 
current fracture is able to propagate, then the 
fracture will jump to the location of these nearby 
bonds. This then leads to the crack-jump mechanism 
as proposed by Caputo & Hancock (1999). Bifurcation 
of veins in the model also originates when a fracture 
is temporarily arrested. As stresses increase around 
the fracture tip, bonds in two different (or more) 
nearby locations can break. If these two 
microfractures have enough fracture energy, two 
fractures will propagate, leading to bifurcation of the 
other fractures. The crack-jumping and bifurcation 
are therefore also caused by the inability of the 
propagating fracture to break the geometrically most 
favourable bonds. These deflection, bifurcation and 
crack-jump processes in relation to heterogeneities 
in host rock or pre-existing veins were also observed 
independently in a comparable DEM study (Virgo et 
al., 2013, 2014a). 
17.4. Host-rock inclusions 
Solid inclusions and series of host rock fragments 
within veins parallel to vein walls are typically seen as 
indications for crack-seal veining (Ramsay, 1980; Cox 
and Etheridge, 1983; Cox, 1987; Hilgers and Urai, 
2002a, 2005). Solid inclusions can also occur as solid 
inclusion trails tracking the opening behaviour of a 
rock (Cox, 1987). Host-rock inclusions are frequently 
observed in the model results. They occur in models 
with a weak vein wall (Fig. 122), both for weak vein 
material and strong vein material. Host-rock 
inclusions also occur in models where vein walls are 
as strong as the vein material (Fig. 116 and Fig. 121). 
Host-rock domains occur even in the case where the 
vein material is very weak (Fig. 116A, B, F, G) or 
where the vein wall bonds are weak (Fig. 122). On 
the micro-scale, the heterogeneity of the particle 
packing (which reflects the grain-scale 
heterogeneities in a rock) causes a natural roughness 
and tortuosity in the fracture propagation. This 
process causes fractures to occasionally deviate 
strongly so that bonds within the host rock are super-
critically stressed more rapidly than those in the 
veins or vein walls. However, the extent of deviation 
of the fracture pathways and the size of the host-
rock inclusions diminishes strongly when the vein 
walls are weak relative to other domains in the 
model (e.g. compare size of the domains in Fig. 116 
to Fig. 122). These results indicate that rough 
fracture pathways can easily cause host-rock 
fragments to become included in veins, regardless of 
the mechanical strength of the vein or vein wall 
domains. Less host-rock fragments will be produced 
if the fractures are straighter (for example due to a 
higher Young’s modulus). 
17.5. Through-going fracture 
apertures 
Fractures in the 2D experiments generally span the 
entire length of the sample, so that all tensile 
strength is lost in the sample. This has the effect that 
the stress field around the fracture is effectively reset 
to zero. Such a complete loss of the stress field is not 
possible in nature, where fractures are kept open by 
the effective stress states around the fracture. As 
natural fractures seal, the added vein material will 
trap a residual stress in the rock. This residual stress 
can then influence the subsequent mechanical 
behaviour of the system. Obviously, this process is 
not captured in the current modelling approach. 
Because fractures are mostly through-going, fracture 
aperture (and hence vein thickness) is not a result of 
the model. Therefore, we have to prescribe the 
fracture aperture, depending on the total amount of 
strain in the model. Obviously, the amount of strain 
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imposed on the models is an arbitrary choice. The 
maximum aperture of fractures is dependent on a 
number of factors. The aperture is analytically 
derived for cracks in homogeneous elastic media 
(Sneddon and Lowengrub, 1969; Pollard and Segall, 
1987). For mode I cracks in linear elastic 
homogeneous materials, the aperture depends on 
the stress, length or dimension of the fracture (in 3D) 
and the elastic and mechanical parameters of the 
fractured material, such as Young’s modulus and 
Poisson’s ratio (e.g. Sneddon and Lowengrub, 1969). 
Numerical modelling of the development of crystal 
morphologies in veins has shown that the size of the 
growth increments can be estimated from growth 
morphologies in the veins (Hilgers et al., 2001; Nollet 
et al., 2006; Becker et al., 2011). In addition, several 
authors have attempted to quantify the size of crack 
seal increments in veins from microstructural 
observations (Fisher and Brantley, 1992; Fisher et al., 
1995; Renard et al., 2005; Alzayer et al., 2015). Crack-
seal increments can show a large variation in the 
aperture per fracture event. Nevertheless, the 
increment size is generally on the order of magnitude 
of 10µm to 20µm in veins with fibrous growth 
morphology. In elongate-blocky and blocky veins, 
these fracture and seal increments can of course be 
much larger. 
In our models, however, the lower limit of increment 
sizes is determined by the numerical resolution, 
which is defined by the particle size and particle size 
distribution relative to the dimensional scaling of the 
model. Our models have strain and hence maximum 
apertures of 5 mm (Fig. 116 and Fig. 122) and 1.25 
mm (Fig. 121), which is much higher than many 
crack-seal veins. The scale of fracture and seal events 
in our models can therefore not be directly 
compared to crack seal events in most natural crack-
seal veins. Nevertheless, the same principles hold 
and therefore the model results give useful insights 
into the formation mechanisms behind the vein 
patterns, regardless of this mismatch in model 
resolution relative to the natural crack-seal 
increments. 
17.6. Crack tips and associated 
numerical effects of the 
refilling algorithm 
Problems in sealing can occur near fracture tips when 
refilling some fractures with particles. The apertures 
at crack tips in the model are very small relative to 
the particle sizes as the particle radii are lower bound 
at 0.2 model units. The fracture tips will therefore 
not be filled with particles by the refilling algorithm. 
In addition, the effective particle size distribution 
(PSD) will be strongly skewed towards the lower 
radius limit. Typically, an excess of small particles is 
needed as only small particles can be fit near the 
crack tips. In the middle portions of open fractures or 
when fractures are through going, the full PSD can 
nevertheless be reached (i.e. from 0.2 to 1.0 model 
units). This change in PSD obviously has an influence 
on the geometry of the strain distribution around the 
fracture tips. The broader the size polydispersity of 
the PSD, the larger this effect will be. An additional 
observation is that sealing of the tip zones by 
creation of new inter-particle bonds does not occur. 
This is simply because the distance between the 
particles is higher than the threshold distance (10-5 




18.Conclusions and implications 
Essentially, all models are wrong, but some are useful – George E.P. Box (Box and Draper, 1987) 
 
The DEM model in this study captures quite well 
several aspects of the brittle-elastic behaviour of 
rocks. The 2D failure of the samples with the 
parameter set and particle geometry as presented in 
this work can be described by a Mohr-Coulomb 
failure criterion. The region of the failure envelope at 
negative normal stresses in Mohr space is highly non-
linear (Fig. 97) and transitions in failure patterns are 
observed from pure extensional fracturing at low 
differential and mean stresses, over hybrid 
extensional-shear to shear fracturing at higher mean 
and differential stresses. Failure patterns 
corresponds qualitatively quite well to those 
observed in rock mechanical tests on homogeneous 
samples.  
The model material in the experiments has a very low 
Young’s modulus, so that the model is highly elastic. 
This was a necessary numerical consideration to 
reduce experimental run times. The Poisson’s ratio 
shows that samples are somewhat more 
compressible than intended. The UCS/UTS ratio in 
numerical experiments is observed to be low 
compared to real rocks. This is a well-known problem 
in DEM modelling. Nevertheless, the numerical 
material represents reasonably well the elastic and 
failure behaviour of brittle cohesive rocks with low 
tensile strengths. 
The cohesion of the inter-particle bonds, Cbb is a 
major predictor of the macroscopic strength of the 
poly-disperse particle packing under coaxial 
deformation, without affecting the elastic behaviour 
of the samples under deformation. In this sense, the 
BrittleBeams parameterisation (Weatherley, 2011) 
provides a highly valuable addition to the DEM code. 
Our parameter study shows that the Cbb micro-
cohesion scales linearly with the macroscopic 
cohesion in Mohr space. Therefore, by simply 
adapting the micro-cohesion Cbb, one can shift the 
entire failure envelope upward without changing its 
shape. This allows for the force-displacement 
response of the numerical samples to be accurately 
predicted without the need for re-calibration. 
Two approaches were tested to gain a transversely 
isotropic mechanical response. A textural approach 
for anisotropy in DEM is viable when correctly 
mechanically characterised through standard triaxial 
tests and by comparison of micro-mechanical failure 
mechanisms. Thick and thin layer models reproduce 
a degree of strength anisotropy that varies 
systematically with the angle theta between principal 
stress and principal material directions. The angle 
between principal stress and principal material 
directions determines the type of failure in the 
transversely isotropic model. Importantly, a critical 
angle range is found where the failure shifts from 
failure along material planes towards failure through 
the entire sample. This observation is in agreement 
with observations of experimental studies (Nova, 
1980; Twiss and Moores, 2007; Pei, 2008; Debecker 
and Vervoort, 2009; Tavallali and Vervoort, 2010a, 
2010b; Vervoort et al., 2012). Nevertheless, the 
response of the transversely isotropic samples is not 
unambiguous and care should be taken in choosing 
the layer thickness in a constructive approach 
without calibration of the system and its anisotropic 
response. The thickness of the model domains has a 
significant influence on the failure patterns and 
failure modes within the deformed samples. 
Although the inter-particle interactions in the model 
are scaled to their size, there is a small dependency 
of the macroscopic response with the sample size. In 
addition the randomness in particle packing also 
causes a variation in the macroscopically observed 
strength that is on the same order of magnitude. The 
influence of these two is not dramatic, but should be 
taken into account when carrying out full 
quantitative analysis. For qualitative or semi-
quantitative investigations into the deformation and 
fracture mechanisms, the effect of randomness in 
the particle packing should not matter. The size 
dependency in the model can be explained by the 
way force chains develop in the model. Force chains 
in the samples take up the majority of the strain and 
therefore bring strength to the deforming samples. 
This confirms the importance of these force chains in 
particulate media. 
Many of the natural macroscopic vein patterns are 
reproduced in the DEM modelling and these conform 
reasonably well to the model of strength proposed 
by several authors (Caputo and Hancock, 1999; 
Holland and Urai, 2010). The model results indicate 
that the strength of the veins is an important 
parameter in the system behaviour, strongly 
influencing subsequent fracture pathways and 
leading to the different patterns. Most importantly, a 
critical transition can be observed in the vein 
patterns, changing from localised composite veining 
to delocalised, braided vein patterns depending on 
the vein strength. The relative strengths of the 
different components are a strong determining 
factor of what the morphology of the developing vein 
system will be. 
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Due to constraints in computational power and 
because of a focus on methodological developments, 
we did not (yet) succeed in creating models that 
produce enough fracture and seal events to allow a 
statistical comparison to the type I veins at Nkana. 
Nevertheless, our numerical approach shows 
promise, as clear clustering of veins and crack-seal 
vein textures were observed in the DEM model 
results. In a follow up study, our models can 
therefore be upscaled to larger model extents and 
more fracture and seal events, as the numerical code 
we used in this study, ESyS-Particle, is parallelised. 
Fracture pathways adhere strongly to host rock 
competence contrasts in both three-layer 
experiments and the transversely isotropic 
experiments. The fact that fracture pathways follow 
the competence contrast is most clear in models with 
high host rock competence contrasts but it is also 
present in models with low host rock competence 
contrasts. This phenomena occurred regardless of 
the initiation of a notch or initial flaw in the model 
material. 
Micromechanically this adherence was explained by 
natural sinuosity or anastomosing of the fracture 
pathway and its interaction with the lithological 
contrast. Once a fracture has hit such a contrast, it is 
more likely to stick to it by deflection of the fracture 
on this boundary as it anastomoses through the rock. 
A similar explanation was proposed for bifurcation 
and crack-jumping phenomena that are observed in 
many of the fracture and seal model results. These 
processes are micro-mechanically caused by the 
inability of the propagating fracture to break the 
geometrically most favourable bonds. 
The roughness of the fracture pathways was also 
seen as an important determining factor in the size 
and number of host rock inclusions that occur in 
crack-seal veins. Host rock inclusions were formed 
regardless of the mechanical strength of vein or vein 
wall domains. This indicates that the elastic 
parameters of host rock and vein material are more 
important in determining whether host rock 
fragments are included than the strength of the vein-








The aim of this thesis was to improve our 
understanding of fracture and seal processes leading 
to the formation of vein systems and the effect of 
these processes on subsequent reactivation or 
deformation of vein systems. To tackle this problem, 
a dual approach was followed: (1) a study of the 
veining at the Nkana Cu−Co deposit in part A and (2) 
numerical fracture and sealing experiments using the 
Discrete Element Method in part B. 
The conclusion sections at the end of both parts of 
the thesis provide a more detailed and elaborate 
summation of the most important research findings 
and insights. In this general conclusion we mainly 
reflect on the overall research questions that were 
put forward in the introduction of this thesis. This 
section is therefore necessarily more general than 
the conclusions to parts A and B. An assessment is 
also made of the current numerical approach for 
fracture and seal processes, highlighting strong 
points but also potential pitfalls and areas of future 
improvement. We close off this section with 
recommendations for research approaches and 
perspectives for further research. 
19.1. Insights into fracture 
and seal processes 
We started by questioning how the strength and 
elastic behaviour of vein material and vein walls 
controls a developing vein system. In particular we 
were interested in what the effect of the strength of 
the vein material is on the interaction between 
fracture events and existing veins. 
We focused our investigations on two vein 
generations at the Nkana deposit: bedding-parallel 
fibrous dolomite veins (type I veins) and bedding-
parallel elongate-blocky to blocky veins with 
abundant Cu-Co mineralisation (type II veins). From 
the microstructural study and growth morphologies 
of type I veins we know that growth increments 
always accumulate on the vein walls, indicating that 
the vein walls acted as a surface with a weak tensile 
strength compared to the vein material. 
Nevertheless, the veins themselves are quite strong. 
Analysis of folded type I fibrous dolomite veins shows 
that the vein material itself is highly viscous relative 
to the carbonaceous mudrock of the Copperbelt 
Orebody Member (COM). This high viscosity contrast 
has led to folding of these veins in single− or 
multilayer fold sequences. Microstructural evidence 
shows that the development of type II veins is 
concomitant with folding of type I veins. The 
dolomite growth morphologies in these type II veins 
were interpreted to represent various stages in the 
progressive folding of the COM at Nkana. 
We developed a numerical approach where a 
cohesive DEM model material was first brought to 
failure and subsequently sealed through the insertion 
of new discrete elements filling up the numerical 
porosity. The relative strength of the host rock, vein 
material and vein walls was then systematically 
varied in fracture and seal experiments in classic 
three-layer problems or in transversely isotropic 
samples. The model results indicate that the strength 
of the veins is an important parameter in the system 
behaviour, strongly influencing subsequent fracture 
pathways and leading to the different patterns. Most 
importantly, a critical transition can be observed in 
the vein patterns, changing from localised composite 
veining to delocalised, braided vein patterns 
depending on the vein strength. The tensile strength 
of the different components is hence a strong 
determining factor of the morphology of the 
developing vein system. Our numerical modelling 
results confirm theoretical models that couple the 
tensile strength of the vein material and vein walls to 
predict what macroscopic vein patterns will develop 
(e.g. Caputo and Hancock, 1999; Holland and Urai, 
2010). 
The fractures in the numerical model are a result of 
intrinsic basic physical interaction processes in the 
numerical rock samples without any predisposition 
on when, where and how the fracturing occurs (cf. 
Cundall and Strack, 1979; Potyondy and Cundall, 
2004). This allowed us to investigate the drivers 
behind certain structures that developed in the 
numerical models. We identified numerical 
microprocesses behind structures in the model that 
strongly resemble structures in natural veins. For 
example, fracture pathways adhered strongly to host 
rock competence contrasts in both three-layer 
problem or in the transversely isotropic anisotropic. 
Host rock inclusions were formed regardless of the 
mechanical strength of vein or vein wall domains. 
The roughness of the fracture pathways was seen as 
an important determining factor in the size and 
amount of host rock inclusions that occur in crack-
seal veins. This indicates that the elastic parameters 
of host rock and vein material are also important in 
determining whether host rock fragments are 
included instead of the strength of the vein-matrix 
interface alone. 
Repeated fracturing and sealing of a rock will lead to 
the development of vein networks. Given the 
observed influence of strength on fracture-vein 
interactions we asked the question what the effects 
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of seal processes are on fracture and vein 
distributions. For this reason we wanted to 
investigate whether there are critical ratios or factors 
in stress-states, elastic and strength parameters that 
produce certain vein system morphologies or vein 
distributions and whether can we use such critical 
factors and resulting vein system morphologies as a 
predictive, interpretative tool. 
The spacing and thickness distribution of type I veins 
was measured in several sections at the Nkana 
deposit. These measurements show that type I veins 
are closely spaced and comprise over 10 volume 
percent of the COM. Petrographic evidence and 
statistical analysis of distributions show that a 
clustering mechanisms was most likely at work on 
top of a random fracturing process so that the 
position of new fractures was occasionally influenced 
by the position of existing type I veins. Two possible 
explanations can be given for such a spacing 
distribution and clustering. Firstly, the effect of stress 
shadows can prohibit failure in certain regions 
around the open fractures. Alternatively, small 
differences in tensile strength between vein walls 
and host rock shaly cleavage and slight variations in 
stress states in the host can cause small degrees of 
clustering. Both mechanisms would require very 
small and critical variations in the stress−state and 
tensile strength of vein material, vein wall and host 
rock. This indicates that the strength of the vein 
material can influence the spacing and thickness 
distribution in fracture networks. These insights show 
that the variability in strength and elasticity should 
be taken into account in future stochastic models for 
fracture and vein distributions. 
We subsequently attempted to reproduce the 
characteristics of the spacing and thickness 
distribution in numerical fracture and seal 
experiments. Certain spacing distributions of fracture 
and seal veins were observed in the DEM 
experiments. Such spaced development of fracture 
and seal veins was only observed when differences in 
tensile strength of the vein and host rock material 
were very small. If the differences in competence 
contrast were higher, other patterns developed. If 
veins were weaker than the host rock, syn-taxial, 
anti-taxial or ataxial crack-seal veins would develop. 
Conversely, if veins were much stronger than the 
host rock, distributed anastomosing veins would 
develop. 
19.2. Effects of fracture and seal 
processes on consequent 
deformation of vein systems 
These insights subsequently led to the question how 
veins resulting from these seal processes, affect later 
deformation and how they can lead to creation of 
later syn-orogenic transient permeability. This 
required a solid understanding of the deformation 
framework at Nkana. For this reason we carried out a 
detailed structural analysis of the Chambishi-Nkana 
Basin and macro- and microstructural investigations 
of the many vein generations at Nkana, in particular 
in relation to where the Cu-Co mineralisation is 
located and where transient permeability structures 
were created. 
Significant lateral lithofacies changes were 
recognised in the COM, ranging from an argillaceous 
dolomite in the north, towards a carbonaceous 
mudrock in the south. A regional structural analysis 
of several open pits and underground mine sections 
showed that deformation at Nkana was mainly 
through NE-SW oriented parasitic folding on multiple 
scales with little evidence for large scale faulting. 
Folding in the COM and surrounding formations is 
tight to isoclinal, in non-cylindrical elongate periclinal 
geometries. These folds are often arranged en 
echelon and interfere laterally, leading to fold linkage 
structures and bifurcation of folds. A strong 
structural and rheological control was identified on 
Cu−Co mineralisaƟon during folding, in line with 
observations by other authors (Brems et al., 2009a; 
Muchez et al., 2010). Nine vein generations were 
identified in the carbonaceous mudrock lithofacies of 
the COM and a microstructural and vein fabric study 
was carried out to place these vein generations in the 
geological history. 
The first vein generation of originally horizontal type I 
veins was folded as a single-layers or as dis-harmonic 
or poly-harmonic multilayers. The close spacing of 
some type I veins in multilayer systems has led to 
extreme fold amplification with high amplitude 
chevron-type folding. Important amounts of Cu-Co 
ore mineralisation are associated with syn-orogenic 
type II veins that are strongly related to deformation 
of the type I veins and that occur in fold 
accommodation structures such as saddle reef 
structures. The microstructures and dolomite growth 
morphologies in type II veins reflect growth during 
progressive fold evolution, with evidence for flexural 
slip at fold lock-up. The high viscosity contrast of type 
I veins with the surrounding host-rock was hence 
essential in creating transient permeability structures 
and Cu−Co mineralising during the development of 
the type II syn-folding veins. In the same system 
177 
without such competent veins, strain would be taken 
up by homogeneous shortening of the mudstones 
and such transient permeabilities would be more 
difficult to develop, leading to fewer possibilities for 
widespread Cu-Co ore enrichments. The competence 
of the sealing material is an important parameter in 
the development of later syn-orogenic transient 
permeability structures. 
Several later vein generations, syn- to late-kinematic 
with respect to compressional deformation, are also 
strongly mineralised. There was hence prolonged and 
intense veining in the carbonaceous mudrock 
lithofacies at Nkana during various stages of the 
Lufilian orogeny. 
Another research question concerned the effect of 
internal vein fabric and rock anisotropy on 
deformation of vein systems. We investigated the 
strain distribution in folded type I veins by 
investigating initially orthogonal dolomite fibres in 
the initially horizontal veins. The planar mechanical 
anisotropy by the fibres causes the veins to 
approximate the flexural flow strain distribution, 
whereas the tangential longitudinal strain 
distribution was expected for competent layers in an 
incompetent matrix. This emphasizes that the 
complexity of internal fabric in many veins and single 
layers should be taken into account in various 
(numerical) models of folding. 
19.3. Assessment of the numerical 
modelling approach 
The Discrete Element Method used in this study 
captures well the mechanical aspects of the dry 
brittle-elastic behaviour of rocks. The current 
approach allows us to investigate the 
micromechanical processes in the numerical model 
and can give first-order approximations of the 
resulting vein network patterns and fracture-vein 
interactions in a developing vein network. Our 
approach demonstrates the advantages of examining 
fracture and seal processes at the microscopic scale 
through DEM modelling. 
Nevertheless, some important numerical caveats 
have to be made concerning the fracture and sealing 
experiments. In the current model, fracture and seal 
growth increments are not consistently formed on 
the edges of the composite vein due to limitations of 
our numerical algorithm. In addition, a variability is 
observed in growth morphologies of natural veins 
from fracture tip to mid-point position within the 
veins (Cervantes and Wiltschko, 2010). The sealing 
approach in the current DEM does not take into 
account such differences in grain morphology and it 
therefore remains unknown what its effect are on 
fracture and seal processes in the DEM approach. 
In addition, the sealing of fracture tips in the DEM is 
not perfect. Normally, fracture tips would be the first 
parts of a vein to seal completely and would provide 
the highest strength in a sealed sample. However, 
sealing at the fracture tips in the DEM is imperfect. 
This is due to the DEM having a particle size 
distribution with a minimum threshold in particle 
diameter, in order to limit the amount of elements in 
the model and to keep calculation times under 
control. The sealing in the DEM therefore does not 
completely represent the natural processes. Another 
potential drawback is that in some cases the particle 
size distribution at the fracture tips is not equal to 
the polydispersity in the rest of the model material. 
In particular, higher numbers of small particles were 
required to fill up the small fracture tips so that large 
particles are underrepresented in these areas. Our 
approach was to model fractures that are through 
going with respect to the model boundaries (due to 
computational limitations). Obviously, this approach 
has its drawbacks. On the one hand, this effectively 
prevents the capturing of the stress field introduced 
by sealing around a fracture tip. On the other hand, it 
requires introduction of a prescribed opening 
increment for the through going fracture, whereas in 
normal fractures the aperture is a result of the length 
and elastic parameters of the rock. Importantly, the 
DEM model approaches the concept of a fracture tip 
by the brittle failure of bonds. However, insights into 
the processes at fracture tips show a more 
complicated set of processes near fracture tips, 
certainly in the case of fluid-driven fracture 
propagation (e.g. Khazan and Fialko, 1995; Unger, 
1995; Buehler et al., 2003; Detournay and Garagash, 
2003; Detournay, 2004; Olson, 2004; Brantut and 
Rice, 2011). The effects of such processes on 
fracture-vein interactions are obviously (not) 
included in the current DEM approach. 
From a methodological perspective, we developed an 
approach of modelling transversely isotropic rocks in 
the DEM model. These transversely isotropic models 
reproduce a degree of strength anisotropy that 
varies systematically with the angle theta between 
principal stress and principal material directions. 
Through this approach we have shown that a textural 
approach for anisotropy in DEM is viable when 
correctly mechanically characterised through 
standard numerical strength tests. 
We have shown that force chains within the particle 
assembly of the DEM take up the majority of the 
strain in a deforming sample. The importance of 
force chains in particulate media was recently 
underlined in several studies (Thornton, 1997; Ostojic 
et al., 2006; Voivret et al., 2009; Thornton and Zhang, 
2010) and our results confirm, at least in the 
numerical model, the influence of such force chains 
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in providing strength to the samples. It seems likely 
that such force chains are also acting in real rocks 
under strain, although probably strongly influenced 
by the degree of heterogeneity and mechanical 
anisotropy in the rock. 
19.4. Recommendations 
and perspectives for 
further research 
We have identified that lateral lithofacies changes in 
the COM have an influence on the type of 
deformation in the lowermost Roan Group lithologies 
as a whole. On a regional scale, a covariance exists 
between inferred basement structures (Selley et al., 
2005) and fold and fault structures in the Katanga 
Supergroup sediments of the Chambishi-Nkana basin 
and in other areas of the Eastern Middle Lufilian. It 
remains unknown exactly what the influence is of the 
WNW and NNW trending half-graben faults 
(recognised by Selley et al., 2005) on the folding at 
Nkana. Was there inversion of these pre-existing 
faults during subsequent compressional tectonics? 
And if so, were some of the folds influenced by the 
faults, forming e.g. fault-propagation folds? 
Abundant fault-propagation folds were indeed found 
in Nchanga, 50 km north of Nkana (McGowan et al., 
2003, 2006). Or did the basement behave as a rigid 
block producing for example drape folds along 
palaeohighs? A detailed structural analysis of 
interactions between basement structures 
underlying the ore deposits and the lowermost units 
of the Katanga Supergroup could shed some light on 
these questions. 
In our study, we have found that the creation of 
localised transient permeability structures during 
progressive folding is a primary mechanism for 
Cu−Co ore enrichment at Nkana. The geometries of 
the depositional sites and relative timing of the Cu-
Cu ore enrichments are therefore well known. Also 
the location of the metal sources is clear. Recently it 
has been confirmed that the most likely metal source 
for Cu and Co in the deposits in the Copperbelt are 
the granites, granitoids, and mafics in the basement 
rocks underneath the Katanga Supergroup rocks (Van 
Wilderode, 2014; Sillitoe et al., 2015). Many 
questions, however, remain on how exactly these 
metals were transported from source to sink. In 
particular, there is a pertinent lack of understanding 
of fault structures in many of the deposits in the 
Eastern Middle Lufilian. In the Nchanga mine, 
McGowan and others (2003, 2006) have identified 
many thrust fault-propagation folds and basement 
faults that were inverted during the Lufilian orogeny. 
Their insights showed that brittle deformation 
features can play an important role in channelling the 
ore bearing fluids to their ore deposit sites. 
Recently, a multitude of studies have used modern 
3D modelling techniques to study the structural 
framework of ore deposits in various geological 
settings with variable data density (for a discussion 
and overview see Caumon et al., 2009; Jessell et al., 
2014). Such 3D models can be constructed using 
existing digital primary subsurface data, such as in 
particular drillhole data from exploration schemes 
and mine production and digitised underground map 
and cross-sectional mine data. Outcrop and 
geophysical data are also often used in 3D modelling 
approaches, but these types of primary data are 
generally scarce in the Copperbelt. One could 
therefore carry out a detailed 3D modelling of 
structures within an ore deposit in the Zambian 
Copperbelt. In particular, attention should be paid to 
thickness changes in lithological units, changes and 
breaks in trends and relation of drillhole assay data in 
relation to interpreted structures. 
Both relative and absolute dating of the Cu-Co ore 
deposits in the Central African Copperbelt remains a 
difficult process (Barra, 2005; Selley et al., 2005; 
Sillitoe et al., 2010; Hitzman et al., 2012; Muchez et 
al., 2015), not in the least due to the fact that 
multiple metal mineralisation and remobilisation 
episodes have been recognised. Unequivocal 
evidence has been presented for the diagenetic Cu-
Co mineralising processes in the Central African 
Copperbelt (Selley et al., 2005; Muchez et al., 2008, 
2015; El Desouky et al., 2010; Haest and Muchez, 
2011; Hitzman et al., 2012; Muchez and Corbella, 
2012). However, many unknowns remain on the 
relative importance on Cu-Co mineralisation of early, 
middle or late diagenetic processes during burial 
versus the often clear overprints of syn-orogenic 
processes (McGowan et al., 2003, 2006; Selley et al., 
2005; Brems et al., 2009b; Muchez et al., 2010; 
Hitzman et al., 2012; Torremans et al., 2013, 2014). 
In any case, the lack of timing constraints hinders the 
further development of any metallogenetic models 
on the Cu-Co mineralisation, in particular in the 
Eastern Middle Lufilian and Outer Lufilian. Recently, 
some studies have focused on dating Cu-Co ore 
mineral precipitation itself through Re-Os dating (cf. 
previous studies by Barra et al., 2004; Nowecki, 2014; 
Muchez et al., 2015) but this approach has shown 
many interpretative issues due to possible resetting 
of ages or later modification of the Cu-Co minerals 
(e.g. Nowecki, 2014; Muchez et al., 2015). Another 
approach is to date the (tectonic) events that are 
associated with ore minerals. Unfortunately, many of 
the deposits in the Eastern Middle Lufilian and Outer 
Lufilian have only experienced low-grade 
metamorphism, mainly greenschist facies and 
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occasionally up to lower amphibolite facies. This 
makes finding suitable minerals for dating difficult. 
Indeed, in the Western Middle Lufilian (Domes 
region), dating of structures associated with ore 
deposits is more feasible due to the generally higher 
metamorphic grades, which allows for a more clear 
definition of the deformation-time framework (Cosi 
et al., 1992; Porada and Berhorst, 2000; Torrealday 
et al., 2000; John et al., 2004; Rainaud et al., 2005; 
Decrée et al., 2011; Bernau et al., 2012; Eglinger, 
2013; Eglinger et al., 2013). The structural complexity 
identified at Nkana in this study calls for caution in 
assigning an ore mineral of interest to a given stage 
in the geological history, e.g. for dating purposes. Any 
dating (of ore deposition) should be accompanied by 
full micro-structural descriptions and be carefully 
placed in the structural and tectonic framework that 
is known at time of publication, so that later renewed 
insights can still reliably use these datings. 
The pre-folding bedding-parallel fibrous dolomite 
type I veins at Nkana show a high competent contrast 
with the surrounding mudstones of the COM. This 
high competence contrast and the close spacing of 
the veins has caused multilayer folding and the 
creation of accommodation structures that host 
abundant Cu-Co ore mineralisation. Although many 
studies mention the existence of such pre-folding 
bedding-parallel veins in other deposits of the 
Central African Copperbelt (Sweeney et al., 1986; 
Annels, 1989; Selley et al., 2005; Sillitoe et al., 2010; 
Schuh et al., 2012; Torremans et al., 2013), they have 
never been investigated in detail in these individual 
deposits. Therefore, a future study could 
systematically check other deposits for bedding-
parallel veins and see whether pre-deformation veins 
provide similar localisation of Cu-Co ore 
mineralisation on the micro to meso-scale. 
An alternative mechanism to create horizontal 
extension veins in conditions with a vertical σ1 is the 
force of crystallisation. Many unknowns remain on 
the relevance of this process for geological problems, 
although from a chemical and mechanical point the 
problem is well understood (Scherer, 1999, 2004; 
Means and Li, 2001; Hilgers and Urai, 2005; Bresme 
and Camara, 2006; Bons et al., 2012; Røyne and 
Dysthe, 2012). An important question is whether 
force of crystallisation and fracture processes can 
work in conjunction. From a theoretical perspective, 
such a coupling is perfectly possible. More precisely, 
the force of crystallisation could provide nucleation 
microfractures whose growth and propagation are 
subsequently controlled by fracture mechanics. In 
particular the question should be answered whether 
growth competition can develop in grains that are 
formed through force of crystallisation, as this could 
potentially allow a distinction between the force of 
crystallisation and fracture processes. 
Only a limited amount of strength contrasts were 
modelled in the fracture and seal DEM experiments. 
These experiments have led to the recognition of 
certain critical values for competence contrasts 
between host rock, vein and vein wall material. A 
logical next step would be to model more 
intermediate steps, in order to pinpoint these critical 
competence contrasts more exactly. In addition, in 
our numerical fracture and seal models, we did not 
succeed in creating pure antitaxial veins, where every 
vein growth increment should be localised on the 
outer vein walls. To be able to model antitaxial veins 
in the DEM method, a method should be developed 
that implements iterative identification of the vein 
walls in the model. The inter-particle bonds of these 
vein wall particles would then be assigned the 
microparameters associated with vein walls whereas 
all other bonds in the veins would need to be 
assigned the CV micro-parameters. 
Our numerical DEM modelling was conducted in 2D, 
mainly because of computational constraints and 
because efforts were focused on methodological 
development of the numerical framework. It is well 
known that interactions and model behaviour in 
three dimensions are slightly different than those in 
2D DEM modelling (Potyondy and Cundall, 2004). 
The interaction micro-processes in 3D are different 
than 2D, mainly because of the increase in 
neighbouring particles and hence potential 
interactions. Additionally, the geometrical interaction 
possibilities are higher in 3D than in 2D. Our model is 
therefore only a first order approximation to the true 
3D model space. Our 2D models show a high degree 
of complex interactions between the various host 
rock, vein and vein wall domains. Therefore, a next 
step in the modelling approach would be the study of 
the 3D interactions in our numerical fracture and seal 
experiments. 
However, in order to obtain results in this third 
dimension, the model would need strong upscaling 
of the number of particles in the model. This calls for 
a high performance parallelised computing 
environment to be able to run such up scaled 
numerical models. Fortunately, ESyS-Particle is a 
parallelised DEM code so that the model experiments 
can easily be up scaled, by subdividing the model into 
different computational domains. The calculations in 
these domains can then be run on many separate 
CPU’s simultaneously. In addition, ESyS-Particle 
shows a so called ‘weak scalability’, so that the 
addition of more CPU’s does not significantly 
increase the runtimes of the models (Weatherley et 
al., 2010). Our models can therefore easily be up 
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scaled to 2D or 3D models with a larger model 
extent, simply depending on the budget and 
availability of high performance supercomputing. 
We did not (yet) succeed in modelling the spacing 
and thickness distributions of the type I veins at 
Nkana. The main reason for this is that there were 
not enough fracture and seal events to produce a 
statistically adequate number of veins. A statistical 
comparison between the type I veins at Nkana and 
the numerical modelling results require the 
generation of hundreds of veins over a larger model 
area. An estimate can be made regarding the 
required dimensions of the models for rigorous 
statistical analysis. Given particle sizes between 
R = 0.2 and 1.0 mm and openings for each fracture 
event (i.e. vein segment thickness) of 5 mm wide, this 
would mean 0.5 m of vein material for 100 fracture 
and seal events. If each composite vein would consist 
on average of, say, 5 fracture and seal veins, this only 
gives a total of 20 veins, not enough for a statistical 
analysis. If a total of 100 composite veins is required, 
with on average 5 fracture and seal vein increments 
in one composite vein, this would mean 100 veins*5 
vein increments*5mm = 2500 mm = 2.5 m of model 
material. If the width of the model is the same as in 
our experiments, i.e. minimally 100 mm, then this 
would mean a model area of 2500*100 model units. 
By upscaling this to 3D, this number would need to 
be multiplied by 100 again, to provide the third 
dimension. 
One drawback in the DEM approach is that it is 
difficult to adequately model vein microstructures, 
e.g. lateral changes in growth morphologies or 
anisotropies in the sealing material. Recently, novel 
numerical phase field modelling methods were 
developed to model the growth of crystals in open 
fractures (Wendler et al., 2011; Ankit et al., 2013, 
2015). These thermodynamically consistent crystal 
growth models are capable of modelling the 
progressive evolution of grains in opening fractures, 
including the development of various growth 
morphologies, evidence of growth competition and 
tracking behaviour of crystals. These methods 
provide the means of studying vein microstructures 
in sealing fractures. The phase field modelling 
approach is therefore a complementary method to 
the DEM modelling, on a smaller scale. 
The type I veins at Nkana were identified to have 
formed as horizontal extensional hydrofractures in a 
burial regime, that is, with the major principal stress 
axis vertical. The formation of such veins in those 
conditions can best be explained through poro-elastic 
processes in the rocks such as seepage forces 
(Mourgues and Cobbold, 2003; Cobbold and 
Rodrigues, 2007; Rozhko et al., 2007; Rozhko, 2010). 
These processes can cause local stress−state 
inversions and cause horizontal extension veins to 
form. Our current numerical modelling approach, 
however, is ‘dry’ and does not contain any fluids or 
fluid-solid interactions. In order to encapsulate the 
poro-elastic effects and to induce true 
hydrofractures, fluid pressures and fluid-solid 
interactions should be included in the model. There 
are currently ongoing developments for ESyS-Particle 
to couple fluid and deformation by coupling Latice 
Bolzman methods and the DEM code (Wang et al., 
2012; Mora et al., 2013a, 2013b, 2014; Wang and 
Adhikary, 2015). Also the commercial code PFC3D has 
a coupling between fluid pressures and particles (e.g. 
Bruno and Dorfmann, 2001). Although these 
modelling efforts are still immature, they show 
promise and in the future these methods could be 









Appendix A: Calculation of original fibre vectors before homogeneous 
shortening
The change in orientation of a given vector r(x,y) 
representing any material line in an undeformed 
circle, towards a vector r’(x’,y’) in the deformed 
strain ellipse can be described by: 
 tan θ = tan θ’ . Rs (18) 
with θ and θ’ the angle between the vector and the 
plane perpendicular to the shortening direction 
before and after shortening shear respectively 
(Ragan, 2009). Using Eq. (18), we geometrically 
reconstruct the initial angles before homogeneous 
flattening of the layer inclination, α’, the dolomite 
fibre obliquity angle, β’ and the smallest angle 
between t’α and the YZ plane of the strain ellipsoid, 
ϕ’. These angles and their relation before and after 
shortening are illustrated in Fig. A.1. 
From these restored angles, the normalised 
orthogonal length before homogeneous shortening t’ 
= t’α/t0 is reconstructed from the relationships: 
 tan߶′ .ܴௌ = tan߶ (19) 
and from Fig. A.1B: 
 sin߶ = ୲ୟ୬ థ
௧ഀ
 and sin߶′ = ୲ୟ୬ థᇱ
௧ᇱഀ
. (20) 
After substituting Eq. (19) in Eq. (20), we come to the 
following relation:  
 sin߶′ . ݐ′ఈ .ܴௌ = sin߶ . ݐఈ (21) 
or for the orthogonal thickness: 
 ݐ′ఈ
ݐ଴
= sin߶sin߶′ ݐఈݐ଴ 1ܴௌ . (22) 
 
Fig. A.1. Geometric relations to calculate original 
vectors before homogeneous shortening. 
Reconstructed vectors are denoted with a prime. A) 
Illustrated angles are the layer inclination α and the 
obliquity angle of the dolomite fibres β. B) The 
orthogonal thickness of the veins, t’α, is reconstructed 
using the deduced RS for the four folds in Fig. 57. The 
angle δ represents the smallest angle between tα and 
the YZ plane of the strain ellipsoid. 
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Appendix B: List of studied boreholes and sections at Nkana-Mindola 
This study (Torremans, field campaign 2012) 
 Nkana South Orebody (SOB) open pit 
o Structural mapping of two excavation levels of north-west-flank of open pit 
 Nkana South Orebody (SOB) 
o Boreholes: 
 SE797 @ 2880L 
 SE800 @ 3140L +90°  
 SE801 @ 3220L  
 SE802 @3140L 1230S +90° vertical borehole  
 SE804 @ 3140L +10°  
 SE805 @ 3140L ~70S XC +0° 
 NS0351 @ 3220L +2°, 331° azimuth 
 NS0352 @ 3220L +10° 
o Crosscuts:  
 3460S X/C @ 2260L with pegs T2669 and T2667 
 473N X/C @ 3220L with pegs T2605, T2601 and T2275 
 190S X/C @ 3360L with peg T2642 
 910 X/C @ 3290L with peg T2679 
 1230S X/C @ 3140L 
 35S X/C @ 3140L 
 16S & 60 X/C @ 3140L 
 Nkana Central shaft 
o Boreholes: 
 CE0680 100N X/C @ 3140L with +0° inclination 
 CE0675 100S X/C @ 600L with +30° inclination 
o Crosscuts:  
 1450N XC @ 3280L 
 480S decline @ 3140L 
 Nkana Mindola 
o Boreholes: 
 ME1220 2170N X/C @ 4716Lwith  2.929° inclination 217.03° bearing with 84.0m 
length starting from 37611.514mN, 30470.539mE, -205.657m relative to sea level 
 ME1215 1270S X/C @ 5045L with 5.542° inclination bearing 210.541° with 45.0m 
length  starting from 37102.707mN, 31074.402mE and -306.115m relative to 
sealevel. 
 ME1219 2980N X/C @ 4418L with 4.138° inclination and bearing of 212.732° and a 
length of 49.0m starting from 37587.338mN, 30343.410mE and -255.636m relative to 
sea level. 
 ME1221 3900S X/C @ 4370L 45,0m long 0.867° inclination 220°36’05” azimuth 
36607.721mN 31661.337mE starting at -87.133m relative to sea level. 
 ME1224 5150N X/C @ 4180L with 0.504° inclination and bearing of 217°48’51” and 
length of 56.5m starting from 38141.523mN, 29728.732mE and -36.606m relative to 
sea level 
o Crosscuts: 
 3900S #1 X/C @ 4370L 
 2630N #1 X/C @ 4716L 
Ellen Clara, An De Cleyn (Muchez et al., 2010) 
o Borehole CE570 3660N X/C @ 3760L with +2° inclination 270°azimuth 12°49’43.413”S and 
28°11’27.846”E and 113.95 m above sea level with EOH at 484m. 
o Borehole CE555 3660N X/C @ 3760L with +4.2° inclination 281.84° azimuth 12°49’43.413”S 
and 28°11’27.846”E and 113.95 m above sea level with EOH at 292.5m. 
Dieter Brems (Brems et al., 2009) 
o Crosscuts 90, 162, 794 and 1125 on 3360L 
o Petrographic study on NS0168 +0° incl. 3360L, 400.5m NE direction starting from 31690.219N, 
33375.967E or 12°51’5.072”S, 28°1151.460”E and 246.699m above sea level. 
  
Appendix C: Selection of ages of relevant tectono-metamorphic events in the Central African Copperbelt 
Age Error Authors What Dating technique 
883 10 Armstrong et al 2005 Nchanga Red Granite A-type U-Pb SHRIMP on magmatic zircons in cross-
bedded Lower Roan quartzite 
880 12 Johnson et al 2007 Kafue Rhyolite (likely associated with anorogenic-Nchanga granite) U-Pb on zircon grains 
880 14 Johnson et al 2007 Nazingwe Rhydacite U-Pb on zircon grains 
879 16 Hanson et al 1994;  
Johnson etal 2007 
Emplacement of Kafue rhyolite Kafue rhyolite 
877 11 Armstrong et al 2005 Nchanga Red Granite A-type U-Pb zircon of Nchanga granite 
876 10 Johnson et al 2007 Kafue Rhyodacite Tuff U-Pb on zircon grains 
821 51 Muchez et al 2015 Disseminated Cu-Co sulphides in nodules and layers Re-Os on Cu-Co sulphides 
820 62 Muchez et al 2015 Disseminated Cu-Co sulphides in nodules and layers Re-Os on Cu-Co sulphides 
816 62 Barra (2005) Disseminated and prefolding veinlet chalcopyrite and bornite at 
Konkola in COM and dolomites of Upper Roan Group 
6 point isochron of Re-Os  
787 26 Muchez et al 2015 Disseminated Cu-Co sulphides in nodules and layers Re-Os on Cu-Co sulphides 
765 5 Key et al 2001 Mwashya Group Lwawu lava mafic volcanics U-Pb SHRIMP zircon 
753 8.6 Barron et al 2003 Upper Roan dating of geochemically similar gabbro sills  
745 7.8 Barron et al 2003 Upper Roan dating of geochemically similar gabbro sills in Solwezi 
area 
 
735 5 Key et al 2001 Mafic porphyries and breccias in contact with Grand Conglomerate 
at base of Nguba Group 
U-Pb concordia 
652 7.3 Decrée et al 2011 Uraninite in Luishia, Shinkolobwe, Swambo, Kalongwe U-Pb discocrdia line with concordia intercepts 
603 31 John et al. 2005 Recrystallized monazite of Luiswishi U-Th-Pb on recrystallized monazite of Luiswishi 
597 27 John et al. 2005 Recrystallized monazite of Luiswishi U-Th-Pb on recrystallized monazite of Luiswishi 
592 22 Rainaud et al 2005 Metamorphic growth monazite eclogite facies Zambian Copperbelt U-Pb monazite 
585 0.8 Rainaud et al 2005 Metamorphic growth biotite eclogite facies Zambian Copperbelt 40Ar-39Ar biotite 
583 24 Barra et al (2004);  
Barra (2005) 
Hypogene Cu-Co sulphide mineralisation - early orogenic cf. (Van 
Wilderode et al., subm) 
Five point Re-Os isochron age with analyses 





Age Error Authors What Dating technique 
573 5 Master et al 2005 Detrital muscovites in Biano Fm of Kundulungu Group in foreland 40Ar-39Ar muscovite 
566 5 Hanson et al 1993 Synorogenic granites U-Pb 
559 18 Hanson et al 1993 Synorogenic granites U-Pb 
556 29 John et al. 2005 Recrystallized monazite of Luiswishi U-Th-Pb on recrystallized monazite of Luiswishi 
538 1.5 Hanson et al 1993 Post-orogenic rhyolite U-Pb 
548 7.6 Rainaud et al 2005 Monazites from Kalumbila, NW Zambia U-Pb on monazites 
532 2 John et al 2004 Whiteschist metamorphism in Kabombpo, Mwombezhi, Solwezi 
Domes 
U-Pb on monazite grains 
531 12 Rainaud et al 2005 HP talc-kyanite whiteschist SHRIMP U-Pb metamorphic monazite 
530 5.9 Decrée et al 2011 U-Pb mineralization at Nkana 207Pb/206Pb ratio and concordant age 
529 2 John et al 2004 Whiteschist metamorphism in Kabombpo, Mwombezhi, Solwezi 
Domes 
U-Pb on monazite grains 
526 3.4 Barra et al 20004 Mo from late chalcopyrite bearing veins Re-Os 
525 2 John et al 2004 Whiteschist metamorphism in Kabombpo, Mwombezhi, Solwezi 
Domes 
U-Pb on monazite grains 
512 17 Rrainaud et al 2005 Regional pulse SHRIMP U-Pb metamorphic monazite 
  Cosi et al 1992;  
Torrealday et al 
2000; Rainaud et al 
2002, 2005;  
John et al 2004 
Postorogenic cooling 510 to 463 Ma Ar-Ar biotite Rb-Sr muscovite and biotite 
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Appendix D: scaling units and dimensions 
 
This appendix describes in detail the scaling of model 
units to real units. The three fundamental basic units 
of time [T], length [L] and mass [M] have to be 
defined in our model, in order to scale the model to 
real values. Every other unit is then derived from 
these basic units (Table 16). One can also define the 
model through a combination of three derived units, 
as long as the three fundamental units are included. 
Three different scaling relations are derived here. 
The syntax in tables in this appendix follows the 
syntax: Quantity Name [Quantity Symbol] = 
Dimension Symbols. Model units are indicated with 
subscript M and real world values with subscript R.
 
Unit [X] Dimensions 
Time [࢚] ܶ 
Length [࢒,࢘,࢞] ܮ 




























Angular Velocity, Frequency [࣓], [ࣇ] ܶିଵ 




Angular Momentum [ࡸ] ܯଶܮ
ܶ
= ܯଶܮܶିଵ 





First a preferred scaling is defined between model 
and real units of length, force and velocity. 
ܮெ
ܮோ
= 110ିଷ = 10ଷ 
ܨெ
ܨோ
= 11 = 1 
ெܸ
ோܸ
= 11 = 1 





















ଶ = 11 10ିଷ1 (10ଷ)ଶ= 10ଷ 





























































Length [L] 10ଷ 10ିଷ [L]M mm 
Time [T] 10ଷ 10ିଷ [T]M ms 
Mass [M] 10ଷ 10ିଷ 
[M]M 
g 
Velocity [V] 1 1 [V]M m/s 
Force [F] 1 1 [F]M N 
Stress [σ] 10ି଺ 10଺ [σ]M MPa 
Energy [E] 10ଷ 10ିଷ [E]M mJ 
Density [ρ] 10ି଺ 10଺ [ρ]M 10଺ kg 
Table 17. Unit dimensional scaling 1. 
 
Alternatively, the same dimensional scaling can be 
obtained if the following preferred dimensions are 
defined a priori. 
ܮெ
ܮோ
= 110ିଷ = 10ଷ 
ܨெ
ܨோ
= 11 = 1 
ߩெ
ߩோ
= 110଺ = 10ି଺ 
Then, by finding the fundamental quantities 
ܮெ
ܮோ


















= ඨ11 10ଷ10ଷ = 10ଷ 
We can obtain the same dimensional scaling. As a 




= 110ିଷ = 10ଷ 
ߪெ
ߪோ
= 110଺ = 10ି଺ 
ெܸ
ோܸ
= 11 = 1 
and finding the fundamental quantities: 
ܮெ
ܮோ

















= 110଺ (10ଷ)ଶ10ଷ= 10ଷ 
This model scaling means that one model unit of 
stress is equal to 1 MPa in real units, so that we have 
to multiply model values by 106. If we use a model 
density of unity, we have scaled the model by a 
factor of 2.65.106 if we assume average crustal 




This represents the scaling used in some papers of 
ESyS-Particle or LSMEarth (Mora and Place, 1994; 
Place and Mora, 1999; Place et al., 2002). These 
authors want length, seismic velocity and density to 
be set as follows. 
ܮெ
ܮோ
= 110ିଷ = 10ଷ 
௣ܸ,ெ




Then, by finding the fundamental quantities 
ܮெ
ܮோ




















[Q]R = x . [Q]M Read 
model 
units in 
Time [T] 10଺ . 3√3 10଺ 3√3⁄ * [Q]M ~ 0.2 µs 
Mass [M] 10଺ 3⁄  3.10ି଺ ∗[Q]M 3 mg 
Velocity [V] 1 1*[Q]M 1 m/s 
Force [F] 
10ଷ9√3 9√3	10ିଷ ∗[Q]M ~ 15.89 mN 
Stress [σ] 
10ିଷ9√3  9√3	10ଷ ∗[Q]M ~ 15589 Pa 
Energy [E] 1/81 81*[Q]M 81 J 
Density [ρ] 10^-3/3 3*103*[Q]M 3000 kg/m³ 
Table 18. Unit dimensional scaling 2. 
In this case, one model unit of stress equals 9√3	10ଷ 
Pa = 15.589 kPa and one model unit of force equals 
15.89 10-3 Newton in scaled units. 
 
Scaling 3




= 110ିଷ = 10ଷ 
ߪெ
ߪோ
= 110ଽ = 10ିଽ 
ெܸ
ோܸ
= 11 = 1 
By finding the fundamental quantities 
ܮெ
ܮோ

















= 110ଽ (10ଷ)ଶ10ଷ = 1 
or alternatively by defining them directly 
ܮெ
ܮோ
= 110ିଷ = 10ଷ 
ெܶ
ோܶ
= 110ିଷ = 10ଷ 
ܯெ
ܯோ
= 11 = 1 
This yields:  




Length [L] 10ଷ 10ିଷ [L]M mm 
Time [T] 10ଷ 10ିଷ [T]M ms 
Mass [M] 1 1 [M]M kg 
Velocity [V] 1 1 [V]M m/s 
Force [F] 10ିଷ 10ଷ [F]M kN 
Stress [σ] 10ିଽ 10ଽ [σ]M GPa 
Energy [E] 1 1 [E]M J 
Density [ρ] 10ିଽ 10ଽ [ρ]M 10ଽ kg/m3 
Here, model units are in quantities of mm, ms, kg, 
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