Owing to the complexity of the human body, most diseases present a high interpersonal variability in the way they manifest, i.e. in their phenotype, which has important clinical repercussions-for instance, the difficulty in defining objective diagnostic rules. Here we explore the hypothesis that signs and symptoms used to define a disease should be understood in terms of the dispersion (as opposed to the average) of physical observables. To that end, we propose a computational framework, based on complex networks theory, to map groups of subjects to a network structure, based on their pairwise phenotypical similarity. We demonstrate that the resulting structure can be used to improve the performance of classification algorithms, especially in the case of a limited number of instances, with both synthetic and real datasets. Beyond providing an alternative conceptual understanding of diseases, the proposed framework could be of special relevance in the growing field of personalized, or N-to-1, medicine.
Introduction
This decade is witnessing important improvements in the way many diseases and disorders are understood and treated, owing to advancements spanning from genetics to big data analysis; yet, a large part of these diseases and disorders is still eluding our comprehension. Such gaps are partly the result of the complexity of translating the symptoms and signs observed in a condition to the real causes underpinning it-an inverse problem equivalent to the 'genotype to phenotype' one [1] . Still, an additional important element has mostly been neglected: the way such symptoms and signs are defined.
A standard and prima facie good option entails detecting changes in the expected value (that is, in the mean) of some variables, e.g. fever is considered a sign of viral infection as the body temperature is usually higher in patients than in control subjects. An alternative approach recognizes that the complexity of the human body implies that multiple elements may interact in different ways depending on the characteristics of the patient. In other words, if diseases are to be understood as network perturbations [2] , such perturbations can affect an individual node in different ways; and, as a result, the observable that increases in one subject may decrease in a different person. According to this approach to diseases, control subjects are such because they maintain the standard homoeostasis and allostasis [3] , and are hence homogeneous; on the other hand, patients lose such homogeneity and are thus characterized by a higher variability. This interpersonal variability has recently been recognized within the personalized medicine paradigm [4] , but its origins can be traced back to Hippocrates himself [5] . In light of this idea, a different approach to understanding symptoms may be more appropriate, i.e. one in which the average value of an observable is not as relevant as the corresponding variability. Diseases could then be characterized by abnormal values, i.e. by an increase in the standard deviation of the corresponding distribution, in sets of parameters that may differ from individual to individual.
A simple example can help to clarify this concept. Suppose a set of control subjects, all characterized by two physiological parameters a and b described by & 2018 The Author(s) Published by the Royal Society. All rights reserved. a truncated normal distribution jN (0, 1)j. Most control subjects (actually 95.45% of them) will thus have values for a and b in the range [0, 2]. Let us further suppose an additional population of people with a disease whose effect is to unbalance bodily homoeostasis; as a consequence, patients may be described by the distribution a p b p jN (0, 2)j-note the increased standard deviation. What would a classical symptom analysis yield? The answer would be a fuzzy definition: some patients will show no substantial modification, being both a and b within the standard range; others will have abnormal high values of a or of b; and a few of both a and b. The pathology would thus be difficult to explain, and even more difficult to diagnose. The alternative approach entails describing the disease in terms of the variability observed in each group. Control subjects will thus be described as conforming to a homogeneous group, with E[j(a, b)j] ¼ 2= ffiffiffi ffi p p ; and patients to a more heterogeneous one, with
If the hypothesis here presented is true, such that diseases should be defined in terms of higher variability, the expected result would be a high degree of fuzziness in standard disease definitions, with expressions such as 'symptoms may include'-as such symptoms would appear for some patients, but not in all of them, as depicted in the previous example. This is indeed found, for instance, in the large heterogeneity observed in cancer: cells belonging to the same cancer type, or even to the same patient, can display a strong phenotypic and functional variability [6, 7] . Such an effect is not exclusive to genetics, but appears in other medical fields. Psychology and psychiatry yield several relevant examples, e.g. obsessive-compulsive disorder, which displays a univocal definition and yet has a wide range of phenotypes [8, 9] ; similarly, depression [10] ; attentiondeficit/hyperactivity disorder [11] ; or borderline personality disorder [12] . As the study of the ( possibly) most complex system of all, this problem is also faced in neuroscience, e.g. in Huntington's [13] , Parkinson's [14] or Alzheimer's [15] diseases, all of them eluding a simple characterization. This has important clinical repercussions, as it is difficult to provide practitioners with a set of objective diagnostic rules that do not reply partly on personal experience and judgement [16] .
In this contribution, we explore the idea of a paradigm shift in disease characterization, based on moving from the average to the dispersion in the analysis of signs. For this, we propose a computational framework, based on complex network theory [17, 18] , for the characterizations of groups of healthy subjects and patients. It is based on the identification of the two sets of features that optimize the homogeneity of, respectively, control subjects and patients and on the creation of a graph structure representing the pairwise distance between individuals according to those sets. Besides yielding a compact representation of the disease under study, we show how this framework can be successfully used to improve the outcome of classification (i.e. diagnosis) tasks, especially in situations with a limited number of training instances. Results are shown for synthetic and real data sets, the latter representing a wide range of biomedical problems.
Material and methods

Convergence/divergence network creation
Based on the previous considerations, we here describe a computational methodology for creating a network structure in which instances belonging to previously labelled groups are organized according to their internal affinity. It is worth noting that this method is not the first to use complex networks to model real datasets-see, for instance, [19 -24] . Additionally, the use of complex networks to unveil relationships between diseases and their phenotypes has previously been proposed in [25, 26] , among others. Nevertheless, all these works assume that each class (e.g. each disease) is characterized by a high internal coherence (or homogeneity); in this work, we explore the opposite possibility.
Without loss of generality, we here consider the case of two groups, respectively g 1 and g 2 , which can be represented by two networks: one (N 1 ) maximizing the coherence of instances belonging to g 1 and the second (namely N 2 ) maximizing the coherence of g 2 . For the sake of clarity, we here name the two structures, respectively, as convergence and divergence networks-as, in the former, g 1 instances converge towards a common pattern, while in the latter they diverge from it. While the proposed methodology can naturally be extended to additional groups and networks, this example has been chosen due to its simplicity and relevance-as, for instance, most biomedical classification problems deal with characterizing control subjects versus patients.
Each instance (e.g. person) i is initially described by a vector of numerical features f i [ R n f composed of n f elements. For instance, in the case of biomedical data, these could represent the expression level of a set of n f genes of a patient. To estimate how homogeneous or heterogeneous instances are, we define a distance matrix D, whose element d i,j encodes the cosine distance between the two instances i and j:
Note that other distance metrics can be used, as will be discussed in §3. The internal coherence of each group is then estimated through the average of all pairwise internal distances, i.e.
ð2:2Þ
and
where n 1 and n 2 , respectively, represent the number of instances in groups g 1 and g 2 . c 1 and c 2 thus encode the coherence of instances, respectively, belonging to g 1 and g 2 , when considering all the n f initially available features. This can further be optimized, by selecting two subsets of features, f c and f d , maximizing the coherence of one group with respect to the other. This corresponds to the following maximization problem:
where f c and f d , respectively, indicate that the distance between features has been calculated only taking into account features f c and f d . Once these two sets have been calculated, it is possible to reconstruct two networks, in which nodes correspond to the instances (i.e. the subjects of the study). A weight is further associated to the link between any two nodes, representing the distance between their features f c or f d . Note that, in the first case, i.e. when considering f c , we are creating the convergence network, that is, the network in which the first set of instances are more homogeneous, and we thus need to maximize c 2 /c 1 .
On the other hand, the divergence network requires the instances of the first group to be more heterogeneous than the second group, i.e. the maximization of c 1 /c 2 . Figure 1 , bottom, reports a graphical representation of the output of this first phase, i.e. a set of two fully connected networks (cliques). For the sake of clarity, node colours in figure 1 depict the group affiliation, with each group lying in the centre of the corresponding network.
From networks to classification
The previously obtained convergence/divergence networks have an intrinsic value, as they can be used to represent the structures created by patients' similarity and to identify the most relevant features in a dataset. Nevertheless, if the objective is to perform a classification task (e.g. a diagnosis), it is necessary to transform the two networks into a set of features that can be understood by a data mining algorithm-as directly training a classification algorithm with the adjacency matrices is usually not efficient [21] . As the instances of the first group are, by construction, more connected in the convergence network (as are the instances of the second group in the divergence one), it seems natural to use a centrality measure to describe each node. Specifically, we consider three standard centralities: (i) the closeness centrality, defined as the inverse of the average distance from the target node to any other node in the network [27] ; (ii) the betweenness centrality, defined as being proportional to the number of shortest paths passing through the considered node [28] ; and (iii) the eigenvector centrality, defined as a centrality measure that assesses the importance of a node as a function of the importance of its neighbours [29] . Note that, while all three metrics assess the importance of nodes from a propagation perspective, they tackle the problem from different points of view. Consequently, there is no a priori way of predicting which one of them is more appropriate for the problem considered here, and in what follows all three will be independently tested. Given the reconstructed convergence/divergence networks, the last step requires calculating the centrality of each node (i.e. of each instance of the problem) in both of them. These two values are then two new synthetic features, describing the position of each instance in the two networks, which can be used to train a classification algorithm (figure 1).
In synthesis, the method can be seen as a double transformation. Instances are initially described by vectors of features (numbers); these features are then used to transform instances into the nodes composing two complementary networks; finally, instances are transformed back to numbers, by calculating their centrality in the network.
It is worth noting that the whole process represents an important reduction in the dimensionality of the problem, from n f to 2. As is well known in data mining [30] , such a drastic reduction in the number of features yields important benefits, such as a lower risk of overfitting, the possibility of working with fewer instances and an improved computational cost. If this usually comes at the cost of losing part of the encoded information, in subsequent sections, we will show how here this is not a concern, as enough information is encoded in the networks to actually allow the outcome of several classification tasks to be improved.
To make this methodology more accessible, we firstly include (in the electronic supplementary material) a complete example with synthetic data; this illustrates the whole process step by step, with tables reporting the initial data and all intermediate calculations. Secondly, we make publicly available a Python library atwww.mzanin.com/ConvDiv/, implementing both the functions for reconstructing the convergence/divergence networks and the example previously discussed-see the electronic supplementary material for details on requirements and usage.
Validation with synthetic datasets
In this section, we report results corresponding to an ensemble of synthetic random datasets. These have been designed, firstly, to show that the proposed method is able to detect the pattern previously described, i.e. the presence of two groups, one homogeneous and one heterogeneous. Secondly, these datasets are used to perform a sensitivity analysis of the algorithm with respect to the data's characteristics.
First of all, we suppose a binary classification problem, e.g. one aimed at discriminating between healthy people and patients with a given disease. A total of n i instances are considered, equally distributed between the two classes-in order to avoid classification biases. Each instance is then described by a set of n f features, whose values are drawn from the normal distributions defined in table 1. These n f features are divided into three groups:
(1) The first n r features have a unitary standard deviation in instances of class 1, but a higher variability (defined by the parameter s 2 . 1) in the second class. The instances of the second class are thus more heterogeneous, when analysed through these features, than those of the first class. (2) The following group of n r features displays the opposite behaviour, that is, unitary standard deviation for class 2, and higher variability (again, through the parameter s 2 . 1) for class 1. This form of generating the synthetic datasets has been chosen as it allows different scenarios to be tested.
Specifically, by varying s 2 it is possible to test the sensitivity of the method to the separation between groups-or, in other words, to assess the minimum difference in heterogeneity required to obtain a good classification. Changing n r allows the complexity associated with recovering the set of relevant features to be tested further. Finally, by increasing n f beyond 2n r , it is possible to assess the effect of adding irrelevant information (noise) to the dataset.
These synthetic datasets have been used to perform a classification task, using random forests (RFs) [31] and leave-one-out cross validation (LOOCV) [32] . Results, in terms of the area under the curve (AUC) of the classification [33] and as a function of the four dataset parameters, are shown in figure 2 . The five curves, respectively, depict: -(Grey solid line) The score obtained by training the RFs using the raw data. -(Black solid line) The score obtained by training the RFs using the first 2n r features of the raw data, i.e. the features that actually encode information. -(Blue/orange/green dashed lines) The score obtained by using the convergence/divergence network centrality data-respectively, closeness, alpha and betweenness centralities.
Some interesting conclusions can be drawn. First of all, the proposed approach allows a classification score to be obtained that is consistently higher than the one obtained by only using the raw data. While this may be a consequence of using a tailored dataset, in §4 we will see how this also happens in several real datasets. The convergence/divergence networks thus seem to be an efficient way of synthesizing biological information.
Secondly, it can be appreciated that all AUCs increase with the separation (s 2 ), the number of instances (n i ) and the number of relevant features (n r ), as more information is encoded in the dataset. A different behaviour is observed when the total number of features (n t ) is increased, while keeping n r constant: while the network performance is constant, the classification with all raw features degrades. This suggests that the proposed methodology is not affected by redundant and useless information, as the networks are inherently performing a feature selection. Additionally, convergence/divergence networks yield a relatively higher AUC with low separations (s 2 ), a low number of instances (n i ) and a high number of relevant features (n r ). As may be expected, RFs are not efficient in extracting information that is sparsely encoded over a large number of features, when differences between classes are minimal and when few instances are available for training. In all these cases, the networks help to make explicit the information that may not directly be accessible to the classification algorithm.
Finally, in all cases, the alpha centrality is the network metric yielding the best results, followed by the closeness and the betweenness centralities. This is possibly due to the alpha centrality's higher capacity for accounting for the global (macroscale) structure of the network.
For the sake of completeness, three aspects of the analyses reported in figure 2 require further consideration: the classification algorithm, the shape of the probability distribution underlying the data and the way distances between subjects are measured.
As for the first, i.e. the possibility of using different classification algorithms beyond RFs, figure 3a reports the average and the standard deviation of the classification score, as obtained from (i) the raw filtered data and (ii) the convergence/divergence networks by several standard classification algorithms: RFs [31] , decision trees (DTs) [34] , stochastic gradient descent (SGD) with a hinge loss function [35] , support vector machine (SVM) with radial kernels [36] , Gaussian naive Bayes (GNB), Ada Boost [37] and a multilayer perceptron (MLP) [38] .
Differences between the five algorithms are small, the RFs being the most efficient in both datasets. Nevertheless, two exceptions have to be highlighted. Firstly, SVMs (and MLPs, to a lesser degree) yield an extremely low classification score using the convergence/divergence networks. Given that this result is a clear outlier, it is most probably caused by some idiosyncrasies of the SVMs than by the method proposed here. Secondly, the GNB algorithm yields good results in both cases, i.e. even with the raw data alone. This is nevertheless due to the way the problem is designed (i.e. by sampling instances from normal distributions) and to the way this classification algorithm is constructed (i.e. by fitting data to normal distributions of unknown mean and variance). In other words, GNBs perfectly fit the hypothesis underlying the synthetic data, and this results in an increase in the average classification score. Yet, when this advantage is eliminated and instances are sampled from uniform distributions, ceteris paribus, the classification score in the raw data reduces from 0.631 to 0.583, i.e. to the same level as the other algorithms. Figure 3b further reports the average classification score as obtained when three additional probability distributions were used to create the raw data: lognormal (m ¼ 0.0, s ¼ s 2 ), uniform and triangular (both in the range [2s 2 , s 2 ]). Each bar also represents a different algorithm for calculating the distance between instances: cosine, Euclidean and Manhattan. Results are qualitatively similar, with the lognormal and uniform distributions yielding the lowest classification scores-possibly due to the resulting distribution of outliers. Similarly, the use of a different distance measure does not substantially impact the output. The only significant exception arises for the combination uniform distribution/cosine distance, for which the algorithm fails to detect any pattern in the data; this effect seems to be robust and does not depend on the type of classification model used. 
Validation with real biomedical datasets
The validation of the proposed methodology has further been performed using a collection of real biomedical datasets, thus allowing users to understand if and when the convergence/ divergence concept is of relevance in biology and medicine. For this, nine datasets corresponding to 'life sciences' and to a classification problem have been downloaded from the University of California, Irvine (UCI) Machine Learning Repository [39] . Inclusion criteria were a limited number of instances, thus representing problems for which it is common to have small samples and the availability of numerical features. The choice of using a public dataset has been motivated by three considerations: first, the public availability of these data implies that all results can be seamlessly reproduced (all datasets can be freely downloaded from https://archive.ics.uci.edu/ml/index. php); second, the website provides references to many research works in which these data have been used, thus offering the possibility of comparing our results with relevant literature; and third, it allows the proposed methodology to be tested on multiple and diverse scenarios. Table 2 lists the set of features used to create the convergence/divergence networks, along with references in which more details about the datasets can be found. Figure 4 depicts the evolution of the average classification score for each dataset, in terms of the resulting AUC, as a function of the number of instances used in the training, when such classification is performed with an RF model [31] and an LOOCV. Three scores are compared: (i) the AUC obtained with the raw dataset (blue dashed line); (ii) the AUC for the classification performed using only the convergence/divergence metric (black solid line); and (iii) the AUC obtained when combining both sets of instances (green dashed line). Note that the second metric quantifies how much information about the original problem is retained, and thus how effective are the convergence/ divergence metrics in the dimensionality reduction, while the third metric defines how complementary the two metrics are, with respect to the raw features. Additional information for each dataset, as histograms of the selected features and the distribution of the convergence/divergence metrics, is included in the electronic supplementary material. It also includes a comparison of the results presented in figure 4 with those obtained by other standard data mining classification models.
It can be appreciated from figure 4 that the convergence/ divergence metrics yield heterogeneous classification performances, mainly depending on the dataset (and, hence, on its characteristics) and on the number of instances.
Firstly, it can happen that the classification score obtained with the convergence/divergence networks is above what is obtained with the raw features ( figure 4a ). This advantage is smaller for a high number of instances, as standard classification algorithms are able to approximate the convergence/divergence pattern. Nevertheless, even for large training groups, the addition of the convergence/divergence metrics to the raw features improves the final classification. Such a scenario is clearly the most interesting one, as it implies that, on one hand, the proposed methodology is capable of extracting the most important information from the instance's characteristics, thus enabling an important dimensionality reduction. On the other hand, when very few instances are available, it is even able to extract information usually not unveiled.
In the second scenario, the proposed methodology is able to extract information that, while not especially useful in itself, can be used to improve a standard classification task. Table 2 . List of the nine considered UCI datasets. The second and third columns, respectively, report the features used to create the convergence/divergence networks, selected according to the procedure described in §2.1. A definition of all features is included in the original works describing the datasets-see references in the first column.
dataset convergence features divergence features
Parkinson speech [40] local jitter absolute jitter median pitch Shimmer (DDA) mice protein expression [41] pCAMKII This is represented by datasets in figure 4b , for which the orange dashed line (representing the combined dataset) is always above the blue one (raw features only). In these cases, the convergence/divergence mechanism hypothesized here is not the only mechanism underlying the pathological situation; yet, the networks help in making it more explicit and thus complement a more standard approach. Finally, it is possible that the proposed approach is not relevant for the problem under study: thus, both the convergence/divergence metrics and their combination with the raw features yield results below those of a standard classification model-as can be observed in figure 4c. This is not surprising, as not all biomedical problems have to be explained by the mechanism hypothesized here.
For the sake of completeness, the results corresponding to the first three datasets are analysed in more detail below and compared with those available in the literature.
Parkinson speech dataset
This dataset was designed to support speech pattern analyses of patients with Parkinson's disease and control subjects, with the final aim of providing a simple diagnostic tool. Multiple types of sounds, including sustained vowels, numbers, words and short sentences, were recorded for each subject, to then extract 26 amplitude, frequency and harmonicity-based features [40] . Results, as depicted in figure 4a(i), indicate that the proposed method is especially suitable for analysing small sets of instances drawn from this dataset. Interestingly, one of the features, Shimmer (DDA), has previously yielded conflicting results, with evidence in favour [49] and against [50] its relevance in diagnosing Parkinson's disease. Our results indicate that the average value is not relevant for the classification (as the corresponding histograms for control subjects and patients are very similar; see the electronic supplementary material); however, the intra-group variability, when combined with that of the absolute jitter, is indeed relevant for the classification. It is worth noting that, to the best of our knowledge, this dataset has only been used to describe differences between control subjects and patients, and no classification scores are reported [40] . While other studies have reported higher classification scores on similar tasks, ranging from 78% [51] to 99% [52] , a direct comparison is meaningless, due to the different number and types of features.
While this dataset is quite similar to the Parkinson's one [43] , in terms of both scope and feature extracted, the benefit yielded by the proposed approach in the latter case is substantially smaller ( figure 4 ). We speculate that this may be caused by the type of sounds recorded in each one of them-in the Parkinson's case, the only available information is that they were 'sustained vowel phonations' [53] . Finally, some additional results, such as the evolution of the score as a function of the number of trees included in the RF, and as a function of the number of features used to create the convergence/divergence networks, are included in the electronic supplementary material.
Mice protein expression dataset
This second dataset encodes the expression levels of 77 proteins, measured in the cerebral cortex, for control and trisomic (Down's syndrome [54] ) mice [41] . Note that the original division into the four groups, i.e. stimulated/not stimulated to learn and injected with saline/memantine, has been disregarded here. It is worth highlighting that three of the four identified proteins (i.e. pCAMKII, pELK and pNR1) were originally identified as relevant features to distinguish memantine-treated mice versus control baseline [41] ; and that levels of the two N-methyl-D-aspartate receptor subunits pNR2B and pNR1 have been found to be associated with improved learning following electroacupuncture treatment [55] . As for the obtained classification scores, these are slightly below what have been reported by other studies (e.g. 86% [56] and 75-90% [57] ), in spite of the fact that a very small subset of the data is here considered.
Coronary artery disease dataset
The third test case, known in the UCI repository as the Z-Alizadeh Sani DataSet, comprises information about control subjects and people diagnosed with a coronary artery disease, the latter presenting with a narrowing of the coronary artery of 50% or more. Features include demographic, symptom, ECG and laboratory results [42] . Several classification algorithms were tested in [42] , yielding classification scores ranging from 48% to 89%. Two important results need to be highlighted. First of all, none of the identified features were considered to be important in the original work-only the erythrocyte sedimentation rate (ESR) ranked 11 over 54 in terms of importance in the final classification model. Indeed, if one observes the value distributions of creatine and triglyceride alone, these are very similar for both patients and control subjects; yet their combination unveils a higher variability in control subjects (see the electronic supplementary material). Secondly, it is worth noting that triglyceride appears to be a relevant feature in the creation both of the convergence and of the divergence networks-a topic which is discussed further in the electronic supplementary material.
Discussion and conclusions
In this contribution, we presented a computational framework, based on complex networks, that allows us to change the way symptoms and signs are defined. Instead of identifying patterns involving differences in the mean of a given feature between two (or more) groups, we here focus on changes in the variability. If the latter aspect is usually disregarded by classical classification algorithms, we here showed that it can be used to reconstruct a network structure, with nodes representing subjects, and links the pairwise similarity between them; and that such a network structure can be used to improve the performance in a classification task. This approach has firstly been tested with synthetic datasets, to understand its behaviour under a wide range of controlled conditions; and secondly, following the hypothesis that the feature variability should especially be relevant in biology and medicine, with real datasets representing a wide range of biomedical problems. In some cases, a significant increase in the classification score has been observed, thus suggesting that the proposed mechanism is indeed of relevance. Figures 2 and 4 indicate that the proposed methodology is especially well suited for the analysis of small datasets-as similar results can be recovered by standard algorithms only in the limit of a very high number of instances. This may prima facie seem an important limitation, due to the increasing relevance of 'big data' in today's scientific and clinical environments [58] . Nevertheless, the opposite restriction is also gaining momentum: due to increasing privacy and security concerns, or to the need to stratify instances to a much smaller scale, many applications have to be developed relying on very small datasets [59, 60] .
Additionally, both figure 4 and the discussion in §4 suggest that the proposed framework can be used, in some cases, as a way to identify novel biomarkers. Owing to the way features are processed in the convergence/divergence networks, some of them may be useless when considered alone, but they may be of relevance when interacting-as is the case with the features identified in the coronary artery disease dataset.
Finally, it is worth noting that, while we here focused on classification tasks, the conclusions' validity goes well beyond the data mining field. When the addition of a set of synthetic features (i.e. constructed on top of the available data) results in an increase in the classification score, it can safely be assumed that these new features are making explicit some information that was originally encoded in the data, but in a form not suitable to be digested by the data mining model. The increased score observed here confirms that the proposed approach is describing the biomedical problems in a way that is more efficient (or explicit) than that done by the raw data; or, in other words, that data are transformed from the raw features' to a more useful space.
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