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1. Introduction. The linear elastic equations are used to describe the deformation of elastic structures
under the action of prescribed loads, which are the fundamental equations in mathematical physics. Both the
displacement and stress fields are the fundamental physical quantities in mechanical analysis. When approximating
the displacement and stress simultaneously, the mixed finite element method (cf. [1,2,4,12,23,24,26,27]) can achieve
higher-accuracy stress than the standard displacement finite element method, with which the stress is obtained
by differentiating the displacement and using the constitutive law of stress-strain. The main and critical difficulty
in construction of such mixed methods is largely due to the fact that the stress tensor is symmetric and belong
to H(div) := {τ ∈ (L2(Ω))d×d; div τ ∈ (L2(Ω))d}. To overcome his difficulty, the discontinuous Galerkin (DG)
finite element method is an apt choice to solve the linear elasticity by weakening the regularity of finite element
space. Historically, some discontinuous Galerkin methods for linear elasticity are presented in primal formulation,
including the local DG (LDG) method in [29], the compact DG method in [28], and the interior penalty DG method
in [20,21]. A mixed discontinuous Galerkin finite element method with symmetric stress tensor for linear elasticity
is given in [10], which is a special case of general DG formulation in [13]. More recently, some stabilized mixed finite
element methods with symmetric stress tensor for linear elasticity, based on the Hu-Zhang element in [23, 25, 26],
are introduced in [12]. In [9], a mixed DG formulation is also designed but the stress tensor is nonsymmetric.
Following the ideas in [11,16], a general framework of constructing DG methods with symmetric stress tensor has
been developed in [13] for solving the linear elasticity problem, and the h-optimal convergence of the resulting LDG
method is developed as well.
Polynomials of arbitrary degree can be taken on each element in the discontinuous Galerkin method, for the
continuity of finite element spaces across the interfaces of triangulation is not required. Thus it is natural to analyze
DG method in hp-version context. To this end, we first review the hp-version finite element method for second
order elliptic problems. The optimal convergence of the hp-version finite element method with the triangulation
containing triangles and parallel elements in two dimension is developed in [7] for second order elliptic problems
with smooth solutions. We refer to [34] for an excellent historical survey. Later on, based on the framework
of the Jacobi-weighted Besov spaces (cf. [5, 6]), the optimal convergence of the hp-version finite element method
with triangulation containing curvilinear triangles and quadrilaterals in two dimension is established in [18, 19]
for problems with both smooth and singular solutions. On the other hand, hp-version error estimates are also
developed for the DG method of second order problems in recent years (cf. [22,31]), which are optimal in the mesh
size h and suboptimal in the degree of polynomial p. In [17], under the condition that the exact solution of the
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reaction-diffusion equation belongs to an augmented Sobolev space, hp-optimal error estimates have been deduced
for interior penalty DG method with triangulation containing elements being C1-diffeomorphic to parallelograms.
And in [35], by virtue of continuous interpolations of the exact solution, a class of hp-version DG methods on
parallelograms’ mesh for Poisson’s equation with homogeneous Dirichlet boundary condition have been proved to
converge optimally in the energy norm with respect to both the local element sizes and polynomial degrees.
However, to the best of our knowledge, there are few results about hp-version mixed finite element methods
for linear elasticity. Based on the Hellinger-Reissner formulation, a hp-mixed finite element space with symmetric
stress tensor in two dimensions is constructed in [4], which is the first stable one using polynomial shape functions.
After establishing the elasticity complex starting from the de Rham complex, Arnold-Falk-Winther element method
for the modified Hellinger-Reissner formulation in three space dimensions is devised in [3], whose stress tensor is
nonsymmetric. Furthermore, by designing projection based interpolation operators, Arnold-Falk-Winther element
for linear elasticity is extended to meshes with elements of variable order in [32,33].We mention in passing that all
the error analyses in these literatures just involve the h-version error analysis.
In this paper, we intend to develop the hp-version error analysis for the general mixed DG method for the
linear elastic problem. To this end, we first derive the hp-version error estimates of two L2 projection operators.
Then incorporated with the techniques in [11] technically, we are able to obtain the hp-version error estimates
for the previous method in energy norm and L2 norm, respectively. Finally, a variety of numerical examples are
provided for validating the theoretical results.
The rest of this paper is organized as follows. Some notations and the DG method in mixed formulation for
linear elasticity are presented in Section 2. The hp-version error analysis for the DG method is given in Section 3.
And in Section 4, a series of numerical results are included to show the numerical performance of the DG method
proposed.
2. The DG method for linear elasticity. Assume that Ω ⊂ Rd (d = 2, 3) is a bounded polygon or
polyhedron. Let σ = (σij)d×d be the stress, u = (u1, · · · , ud)t the displacement and f = (f1, · · · , fd)t the applied
force. Denote by ε(u) := (εij(u))d×d the linearized strain tensor with εij(u) := (∂ui/∂xj + ∂uj/∂xi)/2, tr the
trace operator, and div the divergence operator. Consider linear elasticity in the stress-displacement formulation: A σ − ε(u) = 0 in Ω,−div σ = f in Ω,
u = 0 on ∂Ω,
(2.1)
where A is the compliance tensor of fourth order defined by
A σ =
1
2µ
(
σ − λ
dλ+ 2µ
(trσ)δ
)
.
Here, δ := (δij)d×d is the Kronecker tensor, and the positive constants λ and µ stand for the Lame´ constants.
Then, let us recall the DG method in [13] for solving the problem (2.1). To this end, we first introduce some
notations frequently used later on. For any Banach space B, denote by (B)sd×d the set of all second order symmetric
tensors with entries taking values in B. Given a bounded domain G ⊂ Rd and a non-negative integer m, let Hm(G)
be the usual Sobolev space of functions on G. The corresponding norm and semi-norm are denoted respectively
by ‖ · ‖m,G and | · |m,G. If G is Ω, we abbreviate them by ‖ · ‖m and | · |m, respectively. Let Hm0 (G) be the closure
of C∞0 (G) with respect to the norm ‖ · ‖m,G.
Let Th be a regular family of regular triangulations of Ω (cf. [8, 15]). For each K ∈ Th, we denote by hK the
diameter of K and by ρK the diameter of the biggest ball included in K. Let Eh be the union of all faces of the
triangulation Th and E ih be the union of all interior faces of the triangulation Th. The triangulations we consider
can have hanging nodes but have to be regular, that is, there exists a positive constant C1 such that
hK
ρK
≤ C1 ∀ K ∈ Th.
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Moreover, we restrict the ratio of the sizes of neighbor element domains. To formally state this property, we need
to introduce the set 〈K,K ′〉 defined as follows:
〈K,K ′〉 :=
{ ∅, if meas(∂K ∩ ∂K ′) = 0,
interior of ∂K ∩ ∂K ′, otherwise.
Thus we assume that there exists a positive constant C2 < 1 such that, for each element K ∈ Th,
C2 ≤ hK
′
hK
≤ 1
C2
∀ K ′ satisfying 〈K,K ′〉 6= ∅.
This assumption forbids the situation where the mesh is indefinitely refined in only one of two adjacent subdomains.
Based on the triangulation Th, let
Σ :=
{
τ ∈ (L2(Ω))s
d×d ; τij |K ∈ H1(K) ∀ K ∈ Th, i, j = 1, · · · , d
}
,
V :=
{
v ∈ (L2(Ω))d; vi|K ∈ H1(K) ∀ K ∈ Th, i = 1, · · · , d
}
.
The corresponding finite element spaces are given by
Σh :=
{
τ ∈ (L2(Ω))s
d×d ; τij |K ∈ S1(K) ∀ K ∈ Th, i, j = 1, · · · , d
}
,
V h :=
{
v ∈ (L2(Ω))d; vi|K ∈ S2(K) ∀ K ∈ Th, i = 1, · · · , d
}
,
where, for each K ∈ Th, S1(K) and S2(K) are two finite-dimensional spaces of polynomials in K containing PlK (K)
and PkK (K), respectively, with integers kK , lK ≥ 0. Here, for a non-negative integer m, Pm(K) stands for the set
of all polynomials in K with the total degree no more than m. We always assume that
ε(V h) ⊂ Σh, divhΣh ⊂ V h, AΣh ⊂ Σh, (2.2)
where divh is the discrete analogue of the divergence operator div with respect to the triangulation Th, i.e.,
(divhτ )|K := divτ |K for any τ ∈ Σh and the K ∈ Th. It is easy to see from (2.2) that |kK − lK | ≤ 1 for any
K ∈ Th. Then set
pK = min{kK , lK}+ 1 ∀ K ∈ Th.
Assume that there exists a positive constant C3 < 1 such that, for each element K ∈ Th,
C3 ≤ pK
′
pK
≤ 1
C3
∀ K ′ satisfying 〈K,K ′〉 6= ∅.
For a function v ∈ L2(Ω) with v|K ∈ Hm(K) for all K ∈ Th, let ‖v‖m,h and |v|m,h be the usual broken Hm-type
norm and semi-norm of v:
‖v‖m,h :=
( ∑
K∈Th
‖v‖2m,K
)1/2
, |v|m,h :=
( ∑
K∈Th
|v|2m,K
)1/2
.
If v is a vector-value or tensor-value function, the corresponding ‖ · ‖m,h and | · |m,h are defined in the similar
manners. For a vector or tensor v, its length |v| is (v · v)1/2 or (v : v)1/2. Here the symbol : denotes the double
dot product operation of tensors. Throughout this paper, we use the notation “ . · · · ” to mean that “≤ C · · · ”,
where C is a generic positive constant independent of local element sizes and polynomial degrees, which may take
different values at different appearances. And a h b means a . b and b . a.
Let K+ and K− be two adjacent elements of Th. Let x be an arbitrary point of the set e′ = 〈K+,K−〉, and
let n+ and n− be the corresponding outward unit normals at that point. For a vector-valued function v and
3
tensor-valued function τ smooth inside each element K±, let us denote by v± and τ± the trace of v and τ on e′
from the interior of K±, respectively. Then we define averages and jumps at x ∈ e′ as follows:
{v} = 1
2
(v+ + v−), [v] = v+ · n+ + v− · n−,
{τ} = 1
2
(τ+ + τ−), [τ ] = τ+n+ + τ−n−.
If x is on an face e lying on the boundary ∂Ω, the above terms are defined by
{v} = v, [v] = v · n,
{τ} = τ , [τ ] = τn,
where n is the unit outward normal vector on ∂Ω. In addition, we define a matrix valued jump J·K of a vector v
as follows:
JvK = 1
2
(v+ ⊗ n+ + n+ ⊗ v+ + v− ⊗ n− + n− ⊗ v−), if x ∈ e ∈ E ih,
JvK = 1
2
(v ⊗ n+ n⊗ v), if x ∈ e ∈ Eh ∩ ∂Ω,
where v ⊗ n denote the matrix whose (i, j)-th entry is vinj for two vectors v and n.
With the help of the above notations, the mixed DG method devised in [13] for linear elasticity problem (2.1)
can be described as follows.
Find (σh,uh) ∈ Σh × V h such that
a(σh, τ ) + b(uh, τ ) = 0, (2.3)
−b(v,σh) + c(uh,v) = F (v), (2.4)
for all (τ ,v) ∈ Σh × V h, where
a(σ, τ ) :=
∫
Ω
A σ : τdx+
∫
Eih
C22[σ] · [τ ]ds,
b(v, τ ) := −
∑
K∈Th
∫
K
ε(v) : τdx+
∫
Eh
JvK : {τ}ds,
c(u,v) :=
∫
Eh
C11JuK : JvKds,
F (v) :=
∫
Ω
f · vdx,
with C11 > 0, C22 ≥ 0.
Remark 2.1. If C22 = 0, the above method is reduced to the LDG method in [13], whose h-version error
analysis has also been well studied there. Here, we will focus on hp-version error estimates for the method for
C22 > 0. It deserves to point out that our arguments developed in this paper can not applies to the case where
C22 = 0, since the mesh-dependent norm | · |B used in the next section does not make sense in this case.
Remark 2.2. For simplicity, we confine ourselves to error analysis for the mixed DG method (2.3)-(2.4) related
to homogenous Dirichlet boundary conditions. As a matter of fact, the mathematical reasoning developed in what
follows can be naturally extended to deal with a mixed DG method for the elastic problem with general mixed
boundary conditions: 
A σ − ε(u) = 0 in Ω,
−div σ = f in Ω,
u = gD on ΓD,
σn = gNn on ΓN ,
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where ΓD and ΓN are two disjoint subsets of ∂Ω such that meas(ΓD) 6= 0 and ΓD ∪ ΓN = ∂Ω. In this case,
following the ideas in [13], the corresponding mixed DG method is to find (σh,uh) ∈ Σh × V h such that
a˜(σh, τ ) + b˜(uh, τ ) = F˜1(τ ), (2.5)
−b˜(v,σh) + c˜(uh,v) = F˜2(v), (2.6)
for all (τ ,v) ∈ Σh × V h, where
a˜(σ, τ ) :=
∫
Ω
A σ : τdx+
∫
Eih
C22[σ] · [τ ]ds+
∫
ΓN
C22(σn) · (τn)ds,
b˜(v, τ ) := −
∑
K∈Th
∫
K
ε(v) : τdx+
∫
Eih
JvK : {τ}ds+ ∫
ΓD
v · (τn)ds,
c˜(u,v) :=
∫
Eih
C11JuK : JvKds+ ∫
ΓD
C11JuK : JvKds,
F˜1(τ ) :=
∫
ΓD
gD · (τn)ds+
∫
ΓN
C22(gNn) · (τn)ds,
F˜2(v) :=
∫
Ω
f · vdx+
∫
ΓD
C11JgDK : JvKds+ ∫
ΓN
(gNn) · vds.
3. The hp-version error analysis for the DG method. In this section, we are going to establish hp-
version error estimates for the DG method (2.3)-(2.4). Our derivation is mainly based on the techniques developed
in [11]. To this end, we first rewrite (2.3)-(2.4) in a compact form, described as follows.
Find (σh,uh) ∈ Σh × V h such that
A(σh,uh; τ ,v) = F (v) (3.1)
for all (τ ,v) ∈ Σh × V h, where
A(σ,u; τ ,v) := a(σ, τ ) + b(u, τ )− b(v,σ) + c(u,v). (3.2)
In the following, we always assume that (σ,u) ∈ (H1(Ω))s
d×d × (H2(Ω) ∩H10 (Ω))d is the solution of the original
problem (2.1). Let P h be L
2 projection operator from Σ onto the finite element space Σh and Qh be L
2 projection
operator from V onto the finite element space V h. For simplicity, we still write P h and Qh for P h|K and Qh|K .
From Theorem 1.1 in [14], Corollary 1.2 in [30], Lemma 4.4 in [7] and the scaling argument, we can easily
obtain the following hp-version error estimates for L2 projection operators P h and Qh.
Lemma 1. Let τ ∈ (Hs+1(K))s
d×d, v ∈ Hs+2(K)d, s ≥ 0. Then
‖τ − P hτ‖0,K +
hK
lK + 1
|τ − P hτ |1,K .
(
hK
lK + 1
)r+1
‖τ‖r+1,K ,
‖τ − P hτ‖0,∂K .
(
hK
lK + 1
)r+1/2
‖τ‖r+1,K ,
for 0 ≤ r ≤ min{s, lK}, and
‖v −Qhv‖0,K +
hK
kK + 1
|v −Qhv|1,K .
(
hK
kK + 1
)r+1
‖v‖r+1,K ,
‖v −Qhv‖0,∂K .
(
hK
kK + 1
)r+1/2
‖v‖r+1,K ,
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for 0 ≤ r ≤ min{s+ 1, kK}.
The next result shows the Galerkin orthogonality holds true for the numerical solution of the method (3.1) (or
equivalently, the method (2.3)-(2.4)).
Lemma 2. Let (σ,u) be the solution of problem (2.1), and let (σh,uh) be the solution of the DG method (3.1).
Then for any (τ ,v) ∈ Σh × V h, there holds
A(σ − σh,u− uh; τ ,v) = 0. (3.3)
Proof. By the definition of A, we have
A(σ,u; τ ,v) =
∫
Ω
A σ : τdx+
∫
Eih
C22[σ] · [τ ]ds−
∑
K∈Th
∫
K
ε(u) : τdx
+
∫
Eh
JuK : {τ}ds+ ∑
K∈Th
∫
K
ε(v) : σdx−
∫
Eh
JvK : {σ}ds
+
∫
Eh
C11JuK : JvKds.
Since (σ,u) ∈ (H1(Ω))s
d×d × (H2(Ω) ∩H10 (Ω))d is the solution of problem (2.1), the quantities JuK and [σ] both
vanish. Hence, we can rewrite A(σ,u; τ ,v) as
A(σ,u; τ ,v) =
∫
Ω
A σ : τdx−
∑
K∈Th
∫
K
ε(u) : τdx+
∑
K∈Th
∫
K
ε(v) : σdx−
∫
Eh
JvK : {σ}ds.
By (2.1) and integration by parts, we then have
A(σ,u; τ ,v) = F (v), (3.4)
from which and (3.1), the desired identity (3.3) follows readily. 2
To derive our error analysis, we still require to establish a number of inequalities revealing the approximation
properties of the projection operators P h and Qh. Before doing this, we first introduce two seminorms for later
requirement. For (τ ,v) ∈ Σ× V , define
|(τ ,v)|2A = A(τ ,v; τ ,v) =
∫
Ω
A τ : τdx+
∫
Eih
(
C22[τ ]
2 + C11JvK2) ds+ ∫
∂Ω
C11JvK2ds,
|(τ ,v)|2B =
∫
Eih
(
C22[τ ]
2 +
1
C11
{τ}2 + 1
C22
{v}2 + C11JvK2) ds+ ∫
∂Ω
(
1
C11
|τ |2 + C11JvK2) ds.
And we also want to introduce two functionals KA and KB , by which all the error estimates we are interested
in can be obtained. For (σ,u) ∈ (Hs+1(Ω))sd×d ×Hs+2(Ω)d and (τ ,v) ∈ (Ht+1(Ω))sd×d ×Ht+2(Ω)d with s, t ≥ 0,
define
KA(σ,u; τ ,v) =

5∑
i=1
Si(σ,u; τ ,v), if (σ,u) 6= (τ ,v),∑
i=1,2,5
Si(σ,u;σ,u), if (σ,u) = (τ ,v),
where
S1 =
( ∑
K∈Th
(
hK
pK
)2s1K+2
‖σ‖2s1K+1,K
) 1
2
( ∑
K∈Th
(
hK
pK
)2t1K+2
‖τ‖2t1K+1,K
) 1
2
,
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S2 =
( ∑
K∈Th
C∂K22
(
hK
pK
)2s1K+1
‖σ‖2s1K+1,K
) 1
2
( ∑
K∈Th
C∂K22
(
hK
pK
)2t1K+1
‖τ‖2t1K+1,K
) 1
2
,
S3 =
( ∑
K∈Th
C∂K11
(
hK
pK
)2s2K+1
‖u‖2s2K+1,K
) 1
2
( ∑
K∈Th
1
C˜∂K11
(
hK
pK
)2t1K+1
‖τ‖2t1K+1,K
) 1
2
,
S4 =
( ∑
K∈Th
1
C˜∂K11
(
hK
pK
)2s1K+1
‖σ‖2s1K+1,K
) 1
2
( ∑
K∈Th
C∂K11
(
hK
pK
)2t2K+1
‖v‖2t2K+1,K
) 1
2
,
S5 =
( ∑
K∈Th
C∂K11
(
hK
pK
)2s2K+1
‖u‖2s2K+1,K
) 1
2
( ∑
K∈Th
C∂K11
(
hK
pK
)2t2K+1
‖v‖2t2K+1,K
) 1
2
with 0 ≤ s1K ≤ min{s, lK}, 0 ≤ s2K ≤ min{s + 1, kK}, 0 ≤ t1K ≤ min{t, lK}, 0 ≤ t2K ≤ min{t + 1, kK},
C˜∂Kii := inf{Cii(x);x ∈ ∂K}, C∂Kii := sup{Cii(x);x ∈ ∂K} for i = 1, 2. The quantity KB is defined as
K2B(σ,u) =
∑
K∈Th
((
hK
pK
)2s1K+1( 1
C˜∂K11
+ C∂K22
)
‖σ‖2s1K+1,K
)
+
∑
K∈Th
((
hK
pK
)2s2K+1(
C∂K11 +
1
C˜∂K22
)
‖u‖2s2K+1,K
)
.
Lemma 3. For any (σ,u), (τ ,v) ∈ Σ×V , assume that for each K ∈ Th, (σ,u)|K ∈
(
Hs+1(K)
)s
d×d×Hs+2(K)d
and (τ ,v)|K ∈
(
Ht+1(K)
)s
d×d ×Ht+2(K)d. Then
A(σ − P hσ,u−Qhu; τ − P hτ ,v −Qhv) . KA(σ,u; τ ,v).
Proof. For convenience, set ξσ := σ−P hσ, ξu := u−Qhu, ξτ := τ −P hτ , ξv := v−Qhv. We start by writing
A(ξσ, ξu; ξτ , ξv) := a(ξσ, ξτ ) + b(ξu, ξτ )− b(ξv, ξσ) + c(ξu, ξv),
and then proceed by estimating each term on the right-hand side separately. According to the Cauchy-Schwarz
inequality and Lemma 1, we have
|a(ξσ, ξτ )| =
∣∣∣∣∣∣
∑
K∈Th
∫
K
Aξσ : ξτdx+
∑
e∈Eih
∫
e
C22[ξσ] · [ξτ ]ds
∣∣∣∣∣∣
.
∑
K∈Th
‖ξσ‖0,K‖ξτ‖0,K +
∑
e∈Eih
‖
√
C22[ξσ]‖0,e‖
√
C22[ξτ ]‖0,e
.
( ∑
K∈Th
‖ξσ‖20,K
) 1
2
( ∑
K∈Th
‖ξτ‖20,K
) 1
2
+
∑
e∈Eih
‖
√
C22[ξσ]‖20,e
 12 ∑
e∈Eih
‖
√
C22[ξτ ]‖20,e
 12
. S1(σ,u; τ ,v) + S2(σ,u; τ ,v).
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Again, by the Cauchy-Schwarz inequality and Lemma 1, it follows that
|b(ξu, ξτ )| =
∣∣∣∣∣− ∑
K∈Th
∫
K
ε(ξu) : ξτdx+
∫
Eh
JξuK : {ξτ}ds
∣∣∣∣∣
.
( ∑
K∈Th
C∂K11
(
hK
pK
‖∇ξu‖20,K + ‖ξu‖20,∂K
)) 12
·
( ∑
K∈Th
1
C˜∂K11
(
pK
hK
‖ξτ‖20,K + ‖ξτ‖20,∂K
)) 12
. S3(σ,u; τ ,v).
Using the similar arguments, we can also derive
|b(ξv, ξσ)| . S4(σ,u; τ ,v),
|c(ξu, ξv)| .
( ∑
K∈Th
C∂K11 ‖ξu‖20,∂K
) 1
2
( ∑
K∈Th
C∂K11 ‖ξv‖20,∂K
) 1
2
. S5(σ,u; τ ,v).
This proves the required estimate for (σ,u) 6= (τ ,v). If (σ,u) = (τ ,v), the required estimate follows immediately
from the identity
A(ξσ, ξu; ξσ, ξu) = a(ξσ, ξσ) + c(ξu, ξu). 2
Lemma 4. For any (σ,u) ∈ Σ× V , (τ ,v) ∈ Σh × V h, there holds
A(τ ,v;σ − P hσ,u−Qhu) . |(τ ,v)|A |(σ − P hσ,u−Qhu)|B .
Proof. By setting ξσ := σ − P hσ, ξu := u−Qhu, we have
|A(τ ,v; ξσ, ξu)| ≤ |a(τ , ξσ)|+ |b(v, ξσ)|+ |b(ξu, τ )|+ |c(v, ξu)|
=: T1 + T2 + T3 + T4.
By the inclusion property (2.2), we have
∫
K
A τ : ξτdx = 0. Hence, we have by the Cauchy-Schwarz inequality
that
T1 ≤
(∫
Eih
C22[τ ]
2ds
) 1
2
(∫
Eih
C22[ξσ]
2ds
) 1
2
≤ |(τ ,v)|A |(ξσ, ξu)|B .
Furthermore, since
∫
K
ξσ : ε(v)dx = 0 by the inclusion property (2.2), we have
T2 =
∣∣∣∣∫EhJvK : {ξσ}ds
∣∣∣∣ .
Then applying the Cauchy-Schwarz inequality yields
T2 ≤
(∫
Eh
C11JvK2ds) 12 (∫
Eh
1
C11
{ξσ}2ds
) 1
2
≤ |(τ ,v)|A |(ξσ, ξu)|B .
Analogously, since
∫
K
ξu · (∇ · τ )dx = 0 by (2.2), we have by integration by parts that
T3 =
∣∣∣∣∣
∫
Eih
{ξu} · [τ ]ds
∣∣∣∣∣ ≤
(∫
Eih
C22[τ ]
2ds
) 1
2
(∫
Eih
1
C22
{ξu}2ds
) 1
2
≤ |(τ ,v)|A |(ξσ, ξu)|B .
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Finally, we have
T4 =
∣∣∣∣∫Eh C11JvK : JξuKds
∣∣∣∣ ≤ (∫Eh C11JvK2ds
) 1
2
(∫
Eh
C11JξuK2ds) 12 ≤ |(τ ,v)|A |(ξσ, ξu)|B .
To complete the proof, we simply have to gather the estimates of the terms Ti, i = 1, 2, 3, 4, and apply once again
the Cauchy-Schwarz inequality. 2
Lemma 5. For any (σ,u) ∈ Σ× V , (τ ,v) ∈ Σh × V h, there holds
A(τ ,v;σ − P hσ,u−Qhu) . |(τ ,v)|AKB(σ,u).
Proof. From the error estimates of P h and Qh, it follows that
|(σ − P hσ,u−Qhu)|B . KB(σ,u).
Together with Lemma 4, we have
A(τ ,v;σ − P hσ,u−Qhu) . |(τ ,v)|A |(σ − P hσ,u−Qhu)|B . |(τ ,v)|AKB(σ,u). 2
After all these preparations, we are now ready to establish an error estimate in the A-seminorm.
Lemma 6. Let (σ,u) ∈ Σ×V be the solution of problem (2.1) and (σh,uh) ∈ Σh×V h be the solution of the
discrete method (3.1). Then
|(σ − σh,u− uh)|A . K1/2A (σ,u;σ,u) +KB(σ,u). (3.5)
Proof. It follows from the triangle inequality and Lemma 3 that
|(σ − σh,u− uh)|A ≤ |(σ − P hσ,u−Qhu)|A + |(P hσ − σh,Qhu− uh)|A
. K1/2A (σ,u;σ,u) + |(P hσ − σh,Qhu− uh)|A . (3.6)
By the Galerkin orthogonality (3.3), the definition of A and Lemma 5, we see that
|(P hσ − σh,Qhu− uh)|2A = A(P hσ − σh,Qhu− uh;P hσ − σh,Qhu− uh)
= A(P hσ − σ,Qhu− u;P hσ − σh,Qhu− uh)
= A(σh − P hσ,Qhu− uh;σ − P hσ,Qhu− u)
. |(P hσ − σh,Qhu− uh)|AKB(σ,u).
This implies
|(P hσ − σh,Qhu− uh)|A . KB(σ,u). (3.7)
Therefore, the estimate (3.5) follows readily from (3.6) and (3.7). 2
We assume that the stabilization coefficients C11 and C22 are defined as follows:
C11(x) =
{
ζ min{hα1K+/pα2K+ , hα1K−/pα2K−}, if x ∈ 〈K+,K−〉 ,
ζ hα1K /p
α2
K , if x ∈ ∂K ∩ ∂Ω ,
C22(x) = η min{hβ1K+/pβ2K+ , hβ1K−/pβ2K−}, if x ∈
〈
K+,K−
〉
,
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with ζ > 0, η > 0,−1 ≤ α1 ≤ 0 ≤ β1 ≤ 1,−1 ≤ α2 ≤ 0 ≤ β2 ≤ 1 independent of the mesh size. We next introduce
two symbols given by
µˆi := max{−αi, βi}, µˇi := min{−αi, βi}.
Denote by
h := max
K∈Th
hK , p := min
K∈Th
pK , l := min
K∈Th
lK , k := min
K∈Th
kK .
Theorem 1. Let (σ,u) ∈ (H1(Ω))s
d×d × (H2(Ω) ∩H10 (Ω))d be the solution of problem (2.1) and (σh,uh) ∈
Σh × V h be the solution of the discrete method (3.1). Assume that for each K ∈ Th, (σ,u)|K ∈
(
Hs+1(K)
)s
d×d ×
Hs+2(K)d with integer s ≥ 0. Then for 0 ≤ s1K ≤ min{s, lK} and 0 ≤ s2K ≤ min{s+ 1, kK}, we have
|(σ − σh,u− uh)|2A .
∑
K∈Th
h
2γK1
K p
−2γK2
K ‖u‖2max{s1K+1,s2K}+1,K , (3.8)
with
γKi := min{s1K + (1 + µˇi)/2, s2K + (1− µˆi)/2}, i = 1, 2.
Furthermore, for 0 ≤ s1 ≤ min{s, l} and 0 ≤ s2 ≤ min{s+ 1, k}, there holds
|(σ − σh,u− uh)|A . hγ1p−γ2‖u‖max{s1+1,s2}+1,
with
γi := min{s1 + (1 + µˇi)/2, s2 + (1− µˆi)/2}, i = 1, 2.
Proof. From the regularity of problem (2.1), we have the regularity estimate ‖σ‖s+1,K . ‖u‖s+2,K . According to
this estimate and the definition of KA we know
KA(σ,u;σ,u) = S1(σ,u;σ,u) + S2(σ,u;σ,u) + S5(σ,u;σ,u)
≤
∑
K∈Th
(
hK
pK
)2s1K+2
‖σ‖2s1K+1,K +
∑
K∈Th
C∂K22
(
hK
pK
)2s1K+1
‖σ‖2s1K+1,K
+
∑
K∈Th
C∂K11
(
hK
pK
)2s2K+1
‖u‖2s2K+1,K
≤
∑
K∈Th
h2s1K+2K
p2s1K+2K
‖u‖2s1K+2,K +
∑
K∈Th
h2s1K+1+β1K
p2s1K+1+β2K
‖u‖2s1K+2,K +
∑
K∈Th
h2s2K+1+α1K
p2s2K+1+α2K
‖u‖2s2K+1,K
.
∑
K∈Th
h
2γK1
K p
−2γK2
K ‖u‖2max{s1K+1,s2K}+1,K . (3.9)
Similarly, according to the definition of KB ,
K2B(σ,u) .
∑
K∈Th
h
2γK1
K p
−2γK2
K ‖u‖2max{s1K+1,s2K}+1,K . (3.10)
Therefore, (3.8) follows from Lemma 6, (3.9) and (3.10). 2
Theorem 2. Suppose that Ω is a convex bounded polygon or polyhedron. Let (σ,u) ∈ (H1(Ω))s
d×d× (H2(Ω)∩
H10 (Ω))
d be the solution of problem (2.1) and (σh,uh) ∈ Σh × V h be the solution of the discrete method (3.1).
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Assume that for each K ∈ Th, (σ,u)|K ∈
(
Hs+1(K)
)s
d×d × Hs+2(K)d with integer s ≥ 0. Then for 0 ≤ s1K ≤
min{s, lK} and 0 ≤ s2K ≤ min{s+ 1, kK}, we have
‖u− uh‖20 .
(
max
K∈Th
h
2γK3
K p
−2γK4
K
) ∑
K∈Th
h
2γK1
K p
−2γK2
K ‖u‖2max{s1K+1,s2K}+1,K ,
with
γK2+i := min{(1 + µˇi)/2,min{1, kK}+ (1− µˆi)/2}, i = 1, 2.
Furthermore, for 0 ≤ s1 ≤ min{s, l} and 0 ≤ s2 ≤ min{s+ 1, k}, there holds
‖u− uh‖0 . hγ1+γ3p−(γ2+γ4)‖u‖max{s1+1,s2}+1,
with
γ2+i := min{(1 + µˇi)/2,min{1, k}+ (1− µˆi)/2}, i = 1, 2.
Proof. We proceed by the usual duality argument. Let (σ˜, u˜) be the solution of the auxiliary problem: A σ˜ − ε(u˜) = 0 in Ω,−divσ˜ = u− uh in Ω,
u˜ = 0 on ∂Ω.
(3.11)
Formally, (3.11) is problem (2.1) with f replaced by u − uh. With the same deduction as for deriving (3.4), we
find
A(σ˜, u˜; τ ,v) =
∫
Ω
(u− uh) · vdx ∀ (τ ,v) ∈ Σh × V h.
Now taking (τ ,v) = (σh −σ,u−uh), and thanks to the definition of A and the Galerkin Orthogonality (3.3), we
know
‖u− uh‖20 = A(σ˜, u˜;σh − σ,u− uh) = A(σ − σh,u− uh;−σ˜, u˜)
= A(σ − σh,u− uh;P hσ˜ − σ˜, u˜−Qhu˜)
= A(P hσ − σh,Qhu− uh;P hσ˜ − σ˜, u˜−Qhu˜) +A(σ − P hσ,u−Qhu;P hσ˜ − σ˜, u˜−Qhu˜).
(3.12)
Since (P hσ − σh,Qhu− uh) ∈ Σh × V h, it follows from Lemma 5 and inequality (3.7) that
A(P hσ − σh,Qhu− uh;P hσ˜ − σ˜, u˜−Qhu˜) . KB(σ,u)KB(−σ˜, u˜). (3.13)
And according to Lemma 3,
A(σ − P hσ,u−Qhu;P hσ˜ − σ˜, u˜−Qhu˜) . KA(σ,u;−σ˜, u˜), (3.14)
which, in conjunction with (3.12), (3.13) and (3.14) implies
‖u− uh‖20 . KB(σ,u)KB(−σ˜, u˜) +KA(σ,u;−σ˜, u˜). (3.15)
By taking s = 0 in (3.10), we obtain
KB(−σ˜, u˜) .
(
max
K∈Th
h
γK3
K p
−γK4
K
)
‖u˜‖2 .
(
max
K∈Th
h
γK3
K p
−γK4
K
)
‖u− uh‖0, (3.16)
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where we have used the regularity estimate of (3.11): ‖u˜‖2 . ‖u−uh‖0. Using the similar argument as for deriving
(3.9), we have
KA(σ,u;−σ˜, u˜) .
(
max
K∈Th
h
γK3
K p
−γK4
K
)
‖u− uh‖0 ·
√∑
K∈Th
h
2γK1
K p
−2γK2
K ‖u‖2max{s1K+1,s2K}+1,K . (3.17)
Finally, we can finish the proof by combining (3.15), (3.16), (3.17) and (3.10) together. 2
Remark 3.1. In this paper, we derive hp-version error estimates for the mixed DG method (2.3)-(2.4)
(equivalently, the method (3.1)) following the ideas in [11]. One important advantage of such arguments is that we
do not require to establish the uniform inf-sup condition for the bilinear form A (cf. (3.2)). Until now, we are not
able to derive such an estimate, though it plays important roles in developing a posteriori error analysis and fast
solvers for this mixed DG method. It is a very challenging issue deserving further investigation.
Now, let us discuss the convergence orders for some typical cases using Theorems 1-2. Write s1 := min{s, l}
and s2 := min{s + 1, k}. The corresponding results are shown in Table 3.1, under the condition that (σ,u) ∈(
Hs+1(Ω)
)s
d×d ×Hs+2(Ω)d.
Table 3.1: Convergence orders in h/p for some typical cases when (σ,u) ∈ (Hs+1(Ω))s
d×d ×Hs+2(Ω)d, s ≥ 0.
C11 C22 |(σ − σh,u− uh)|A ‖u− uh‖0
O(p/h) O(1) min{s+ 1/2, l + 1/2, k} min{s+ 1/2, l + 1/2, k}+ min{1/2, k}
O(p/h) O(h/p) min{s+ 1, l + 1, k} min{s+ 1, l + 1, k}+ min{1, k}
O(1) O(1) min{s, l, k}+ 1/2 min{s, l, k}+ 1
O(1) O(h/p) min{s+ 1/2, l + 1/2, k} min{s+ 1/2, l + 1/2, k}+ min{1/2, k}
Remark 3.2. According to the h-version error estimates in [13] and Table 3.1, we can find that the convergence
rates of the errors in L2 norm and energy norm with C11 = O(h
−1) and C22 = 0 (i.e., the LDG method in [13])
coincide with those of the DG method (2.3)-(2.4) with C11 = O(h
−1) and C22 = O(h). We will also observe this
phenomenon from the numerical experiments in Section 4.
4. Numerical results. In this section, we intend to present a variety of numerical examples in order to
illustrate the numerical performance of the mixed DG method (3.1) (or equivalently, the method (2.3)-(2.4)). In
all the numerical examples, we choose λ = 0.3 and µ = 0.35. For any K ∈ Th, we take S1(K) = Pl(K) and
S2(K) = Pk(K) where k, l ≥ 0. Set η = 1 when C22 6= 0, and let ζ = 1.
4.1. A two-dimensional example. Let Ω = (−1, 1)× (−1, 1), and
f(x1, x2) =
( −8(x1 + x2) ((3x1x2 − 2)(x21 + x22) + 5(x1x2 − 1)2 − 2x21x22)
−8(x1 − x2)
(
(3x1x2 + 2)(x
2
1 + x
2
2)− 5(x1x2 + 1)2 + 2x21x22
) ) .
It can be verified the exact solution of (2.1) is
u(x1, x2) =
80
7
( −x2(1− x22)(1− x21)2
x1(1− x21)(1− x22)2
)
− 4
(
x1(1− x21)(1− x22)2
x2(1− x22)(1− x21)2
)
.
First of all, we use the uniform triangulation Th of Ω and consider the h-version convergence of our DG
method with fixed p. In this example, we take α2 = β2 = 0. Tables 4.1-4.2 show the errors in L
2 norm and
energy norm for k = 0, l = 0, respectively. It is observed from Tables 4.1-4.2 that the numerical convergence rates
of ‖u − uh‖0 and |(σ − σh,u− uh)|A agree with the theoretical convergence rates in Table 3.1 except the case
C11 = O(1), C22 = O(h), in which both the numerical convergence rates of ‖u−uh‖0 and |(σ − σh,u− uh)|A are
half-order higher than the theoretical results. And numerical results for k = 1, l = 0 given in Tables 4.3-4.4 illustrate
that numerical convergence rates of ‖u−uh‖0 and |(σ − σh,u− uh)|A are all consistent with the theoretical results.
12
Tables 4.5-4.6 present the errors in L2 norm and energy norm for k = 1, l = 1, respectively, from which we can see
that ‖u − uh‖0 = O(h2) for different choices of C11 and C22, and |(σ − σh,u− uh)|A = O(h) for C22 = O(h), 0
and |(σ − σh,u− uh)|A = O(h3/2) for C22 = O(1). Thus, the numerical convergence rates of ‖u− uh‖0 coincide
with the theoretical results in Theorem 2 except the cases C11 = O(h
−1), C22 = O(1) and C11 = O(1), C22 = O(h),
in which the numerical convergence rates of ‖u−uh‖0 are half-order higher than the theoretical convergence rates.
The numerical convergence rates of |(σ − σh,u− uh)|A also coincide with the theoretical results in Theorem 1
except the case C11 = O(h
−1), C22 = O(1), in which the numerical convergence rate of |(σ − σh,u− uh)|A is half-
order higher than the theoretical convergence rate. The numerical errors ‖u−uh‖0 and |(σ − σh,u− uh)|A for k =
2, l = 2 are listed in Tables 4.7-4.8, respectively. We can see that ‖u−uh‖0 = O(h3) for different choices of C11 and
C22, and |(σ − σh,u− uh)|A = O(h5/2) for C11 = O(1), C22 = O(1) and |(σ − σh,u− uh)|A = O(h2) for other
choices of C11 and C22. Again, the numerical convergence rates of ‖u−uh‖0 coincide with the theoretical results in
Theorem 2 except the cases C11 = O(h
−1), C22 = O(1) and C11 = O(1), C22 = O(h), whose numerical convergence
rates are half-order higher than the theoretical convergence rates. Whereas all the numerical convergence rates of
|(σ − σh,u− uh)|A coincide with the theoretical results in Theorem 1 for the different choices of C11 and C22. We
also list the numerical errors ‖u − uh‖0 and |(σ − σh,u− uh)|A for k = 2, l = 2, C11 = O(h−1), C22 = O(h−1)
in Table 4.9. The choice C11 = O(h
−1) and C22 = O(h−1) is not covered by our theoretical analysis. Both the
numerical errors ‖u−uh‖0 and |(σ − σh,u− uh)|A approximate O(h2), which implies the numerical convergence
rate of ‖u− uh‖0 is one-order lower than those for the choices of C11 and C22 in Table 4.7.
Table 4.1: Uniform triangular meshes: Error ‖u− uh‖0 vs h for different choices of C11, C22 when k = 0, l = 0.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 4.1084E+00 − 5.8643E+00 − 6.0867E+00 − 5.2390E+00 − 5.4575E+00 −
2−1 3.1212E+00 0.40 3.1782E+00 0.88 3.0151E+00 1.01 4.5372E+00 0.21 3.7891E+00 0.53
2−2 2.9507E+00 0.08 2.4644E+00 0.37 2.6930E+00 0.16 3.0346E+00 0.58 1.9067E+00 0.99
2−3 2.9796E+00 0 2.6170E+00 0 2.8852E+00 0 1.7554E+00 0.79 9.1402E−01 1.06
2−4 3.0255E+00 0 2.8213E+00 0 2.9964E+00 0 9.4401E−01 0.90 4.7760E−01 0.94
2−5 3.0553E+00 0 2.9481E+00 0 3.0460E+00 0 4.9068E−01 0.94 2.5513E−01 0.91
2−6 3.0717E+00 0 3.0169E+00 0 3.0684E+00 0 2.5064E−01 0.97 1.3345E−01 0.94
Table 4.2: Uniform triangular meshes: Error |(σ − σh,u− uh)|A vs h for different choices of C11, C22 when
k = 0, l = 0.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 1.4858E+01 − 1.9821E+01 − 2.0202E+01 − 1.9383E+01 − 1.9761E+01 −
2−1 1.1910E+01 0.32 1.6989E+01 0.22 1.5638E+01 0.37 1.8133E+01 0.10 1.6306E+01 0.28
2−2 1.0314E+01 0.21 1.4139E+01 0.27 1.1905E+01 0.39 1.4434E+01 0.33 1.0633E+01 0.62
2−3 9.8875E+00 0.06 1.2325E+01 0.20 1.0373E+01 0.20 1.0780E+01 0.42 6.5685E+00 0.70
2−4 9.8475E+00 0.01 1.1261E+01 0.13 9.9699E+00 0.06 7.8341E+00 0.46 4.1821E+00 0.65
2−5 9.8769E+00 0 1.0655E+01 0.08 9.9039E+00 0.01 5.6192E+00 0.48 2.7813E+00 0.59
2−6 9.9041E+00 0 1.0319E+01 0.05 9.9087E+00 0 4.0031E+00 0.49 1.9054E+00 0.55
Then we subdivide the domain Ω by the unstructured triangular meshes. The initial mesh is shown in Fig. 4.1,
which is further refined by connecting midpoints of all edges of each triangle. The numerical errors ‖u − uh‖0
and |(σ − σh,u− uh)|A for k = 1, l = 1 are presented in Tables 4.10-4.11, respectively. Compared with Ta-
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Table 4.3: Uniform triangular meshes: Error ‖u− uh‖0 vs h for different choices of C11, C22 when k = 1, l = 0.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 6.3925E+00 − 1.0176E+01 − 1.0635E+01 − 9.9955E+00 − 1.0468E+01 −
2−1 2.1140E+00 1.60 6.2118E+00 0.71 4.0434E+00 1.40 7.5757E+00 0.40 5.6379E+00 0.89
2−2 4.9023E−01 2.11 3.6613E+00 0.76 1.1967E+00 1.76 4.3381E+00 0.80 2.2842E+00 1.30
2−3 1.0629E−01 2.21 2.0404E+00 0.84 3.2071E−01 1.90 2.3415E+00 0.89 8.9488E−01 1.35
2−4 2.3212E−02 2.20 1.1004E+00 0.89 8.2405E−02 1.96 1.2363E+00 0.92 3.5130E−01 1.35
2−5 5.2841E−03 2.14 5.7790E−01 0.93 2.0823E−02 1.98 6.4134E−01 0.95 1.4024E−01 1.32
2−6 1.2504E−03 2.08 2.9754E−01 0.96 5.2292E−03 1.99 3.2802E−01 0.97 5.8102E−02 1.27
2−7 3.0347E−04 2.04 1.5122E−01 0.98 1.3099E−03 2.00 1.6613E−01 0.98 2.5314E−02 1.20
2−8 7.4710E−05 2.02 7.6271E−02 0.99 3.2779E−04 2.00 8.3640E−02 0.99 1.1580E−02 1.13
Table 4.4: Uniform triangular meshes: Error |(σ − σh,u− uh)|A vs h for different choices of C11, C22 when
k = 1, l = 0.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 1.9375E+01 − 2.5339E+01 − 2.5783E+01 − 2.5230E+01 − 2.5681E+01 −
2−1 1.1418E+01 0.76 1.8456E+01 0.46 1.5920E+01 0.70 1.9899E+01 0.34 1.7428E+01 0.56
2−2 5.6459E+00 1.02 1.3170E+01 0.49 8.5682E+00 0.89 1.4264E+01 0.48 1.0055E+01 0.79
2−3 2.7144E+00 1.06 9.5205E+00 0.47 4.4004E+00 0.96 1.0175E+01 0.49 5.6226E+00 0.84
2−4 1.3113E+00 1.05 6.8917E+00 0.47 2.2215E+00 0.99 7.2687E+00 0.49 3.1670E+00 0.83
2−5 6.4119E−01 1.03 4.9574E+00 0.48 1.1147E+00 1.00 5.1831E+00 0.49 1.8415E+00 0.78
2−6 3.1657E−01 1.02 3.5426E+00 0.49 5.5814E−01 1.00 3.6854E+00 0.49 1.1235E+00 0.71
2−7 1.5723E−01 1.01 2.5198E+00 0.49 2.7924E−01 1.00 2.6145E+00 0.50 7.2037E−01 0.64
2−8 7.8340E−02 1.01 1.7874E+00 0.50 1.3966E−01 1.00 1.8520E+00 0.50 4.8056E−01 0.58
bles 4.5-4.6, the numerical convergence rates indicated in Tables 4.10-4.11 are the same as those on the uniform
triangular meshes. That is, the numerical convergence rates of ‖u − uh‖0 coincide with the theoretical results
except the cases C11 = O(h
−1), C22 = O(1) and C11 = O(1), C22 = O(h). And the numerical convergence rates
of |(σ − σh,u− uh)|A coincide with the theoretical results except the case C11 = O(h−1), C22 = O(1). All the
numerical convergence rates of the exceptive cases are half-order higher than the theoretical convergence rates.
We next consider the uniform rectangular meshes. The numerical errors ‖u−uh‖0 and |(σ − σh,u− uh)|A for
k = 1, l = 1 are listed in Tables 4.12-4.13, respectively. We can see that ‖u−uh‖0 = O(h2) for different choices of
C11 and C22, and |(σ − σh,u− uh)|A = O(h3/2) for C11 = O(1), C22 = O(1) and |(σ − σh,u− uh)|A = O(h) for
other choices of C11 and C22. Therefore, the numerical convergence rates of ‖u−uh‖0 coincide with the theoretical
results except the cases C11 = O(h
−1), C22 = O(1) and C11 = O(1), C22 = O(h). The numerical convergence rates
of |(σ − σh,u− uh)|A coincide with the theoretical results for different choices of C11 and C22.
Finally let us verify the p-version convergence of our DG method on an uniform triangular mesh with fixed h and
take α1 = β1 = 0. We choose h = 1/8 in this part, and take l = k. The errors ‖u− uh‖0 and |(σ − σh,u− uh)|A
for C11 = O(p), C22 = O(1), C11 = O(p), C22 = O(1/p), C11 = O(1), C22 = O(1), and C11 = O(1), C22 = O(1/p)
are listed in Tables 4.14-4.17, respectively. As the h-version convergence numerically, we also observe that ‖u −
uh‖0 = O(1/pk+1) for different choices of C11 and C22, and |(σ − σh,u− uh)|A = O(1/pk) for C22 = O(1/p) and
|(σ − σh,u− uh)|A = O(1/pk+0.5) for C22 = O(1). Thus, the numerical convergence rates of ‖u − uh‖0 coincide
with the theoretical results in Theorem 2 except the cases C11 = O(p), C22 = O(1) and C11 = O(1), C22 = O(1/p),
14
Table 4.5: Uniform triangular meshes: Error ‖u− uh‖0 vs h for different choices of C11, C22 when k = 1, l = 1.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 2.7907E+00 − 3.7355E+00 − 3.9650E+00 − 3.7263E+00 − 3.9531E+00 −
2−1 1.0974E+00 1.35 9.8826E−01 1.92 9.2265E−01 2.10 1.1226E+00 1.73 1.0130E+00 1.96
2−2 3.8060E−01 1.53 2.4488E−01 2.01 2.2904E−01 2.01 2.8496E−01 1.98 2.4339E−01 2.06
2−3 1.1402E−01 1.74 6.0548E−02 2.02 5.7465E−02 1.99 7.0305E−02 2.02 5.7844E−02 2.07
2−4 3.0809E−02 1.89 1.5001E−02 2.01 1.4395E−02 2.00 1.7475E−02 2.01 1.3818E−02 2.07
2−5 7.9521E−03 1.95 3.7250E−03 2.01 3.6014E−03 2.00 4.3787E−03 2.00 3.3506E−03 2.04
2−6 2.0155E−03 1.98 9.2743E−04 2.01 9.0061E−04 2.00 1.1009E−03 1.99 8.2381E−04 2.02
2−7 5.0703E−04 1.99 2.3134E−04 2.00 2.2517E−04 2.00 2.7694E−04 1.99 2.0452E−04 2.01
Table 4.6: Uniform triangular meshes: Error |(σ − σh,u− uh)|A vs h for different choices of C11, C22 when
k = 1, l = 1.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 9.0987E+00 − 1.2493E+01 − 1.2836E+01 − 1.2471E+01 − 1.2812E+01 −
2−1 5.3420E+00 0.77 4.8502E+00 1.37 4.8539E+00 1.40 4.9027E+00 1.35 4.7674E+00 1.43
2−2 3.2250E+00 0.73 1.6528E+00 1.55 2.0256E+00 1.26 1.7202E+00 1.51 1.8064E+00 1.40
2−3 1.7963E+00 0.84 5.4964E−01 1.59 9.3573E−01 1.11 5.9770E−01 1.53 7.4950E−01 1.27
2−4 9.4376E−01 0.93 1.8558E−01 1.57 4.5545E−01 1.04 2.1027E−01 1.51 3.3427E−01 1.16
2−5 4.8247E−01 0.97 6.3630E−02 1.54 2.2579E−01 1.01 7.4592E−02 1.50 1.5596E−01 1.10
2−6 2.4373E−01 0.99 2.2080E−02 1.53 1.1257E−01 1.00 2.6544E−02 1.49 7.4944E−02 1.06
2−7 1.2246E−01 0.99 7.7249E−03 1.52 5.6229E−02 1.00 9.4483E−03 1.49 3.6683E−02 1.03
in which the numerical convergence rates of ‖u−uh‖0 are half-order higher than the theoretical convergence rates.
The numerical convergence rates of |(σ − σh,u− uh)|A also coincide with the theoretical results in Theorem 1
except the case C11 = O(p), C22 = O(1), in which the numerical convergence rate of |(σ − σh,u− uh)|A is half-
order higher than the theoretical convergence rate.
4.2. A three-dimensional example. Let Ω be the unit cube (0, 1)3, and
u(x1, x2, x3) =
 sin(pix1) sin(pix2) sin(pix3)2 sin(pix1) sin(pix2) sin(pix3)
4 sin(pix1) sin(pix2) sin(pix3)
 .
The right hand side f is computed from problem (2.1). We adopt the uniform tetrahedral meshes Th of Ω. The
numerical errors ‖u − uh‖0 and |(σ − σh,u− uh)|A for k = 1, l = 1 are shown in Tables 4.18-4.19, respectively,
from which we observe that ‖u−uh‖0 = O(h2) for different choices of C11 and C22, and |(σ − σh,u− uh)|A = O(h)
for C22 = O(h), 0 and |(σ − σh,u− uh)|A = O(h3/2) for C22 = O(1). Hence the numerical convergence rates of
‖u−uh‖0 and |(σ − σh,u− uh)|A are same as those of the two-dimensional example. To be specific, the numerical
convergence rates of ‖u−uh‖0 coincide with the theoretical results except the cases C11 = O(h−1), C22 = O(1) and
C11 = O(1), C22 = O(h). And the numerical convergence rates of |(σ − σh,u− uh)|A coincide with the theoretical
results except the case C11 = O(h
−1), C22 = O(1).
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Table 4.7: Uniform triangular meshes: Error ‖u− uh‖0 vs h for different choices of C11, C22 when k = 2, l = 2.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 1.1360E+00 − 1.0723E+00 − 1.0858E+00 − 1.0610E+00 − 1.0742E+00 −
2−1 1.5057E−01 2.92 1.4285E−01 2.91 1.3748E−01 2.98 1.5784E−01 2.75 1.4760E−01 2.86
2−2 1.8804E−02 3.00 1.8380E−02 2.96 1.7271E−02 2.99 2.2030E−02 2.84 1.8183E−02 3.02
2−3 2.3375E−03 3.01 2.3432E−03 2.97 2.1419E−03 3.01 2.9393E−03 2.91 2.1962E−03 3.05
2−4 2.9170E−04 3.00 2.9842E−04 2.97 2.6640E−04 3.01 3.8352E−04 2.94 2.7242E−04 3.01
2−5 3.6456E−05 3.00 3.7896E−05 2.98 3.3229E−05 3.00 4.9268E−05 2.96 3.4244E−05 2.99
2−6 4.5574E−06 3.00 4.7977E−06 2.98 4.1500E−06 3.00 6.2654E−06 2.98 4.3088E−06 2.99
Table 4.8: Uniform triangular meshes: Error |(σ − σh,u− uh)|A vs h for different choices of C11, C22 when
k = 2, l = 2.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 4.1805E+00 − 3.9577E+00 − 3.9892E+00 − 3.9340E+00 − 3.9650E+00 −
2−1 1.2298E+00 1.77 9.7099E−01 2.03 9.8231E−01 2.02 9.3959E−01 2.07 9.2361E−01 2.10
2−2 3.1918E−01 1.95 2.2150E−01 2.13 2.3515E−01 2.06 1.8159E−01 2.37 1.7344E−01 2.41
2−3 8.1303E−02 1.97 5.3238E−02 2.06 5.8599E−02 2.00 3.2842E−02 2.47 3.2735E−02 2.41
2−4 2.0655E−02 1.98 1.3188E−02 2.01 1.4725E−02 1.99 5.8450E−03 2.49 6.7115E−03 2.29
2−5 5.2190E−03 1.98 3.2964E−03 2.00 3.6962E−03 1.99 1.0370E−03 2.49 1.4869E−03 2.17
2−6 1.3127E−03 1.99 8.2533E−04 2.00 9.2623E−04 2.00 1.8383E−04 2.50 3.4748E−04 2.10
Table 4.9: Uniform triangular meshes: Errors ‖u − uh‖0 and |(σ − σh,u− uh)|A vs h when k = 2, l = 2,
C11 = O(h
−1) and C22 = O(h−1).
h ‖u− uh‖0 order |(σ − σh,u− uh)|A order
1 1.0592E+00 − 3.9225E+00 −
2−1 1.4998E−01 2.82 9.6951E−01 2.02
2−2 2.0049E−02 2.90 2.1581E−01 2.17
2−3 3.0847E−03 2.70 5.1020E−02 2.08
2−4 6.0357E−04 2.35 1.2557E−02 2.02
2−5 1.3910E−04 2.12 3.1295E−03 2.00
Table 4.10: Unstructured triangular meshes: Error ‖u − uh‖0 vs h for different choices of C11, C22 when k =
1, l = 1.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 3.3990E+00 − 3.9871E+00 − 4.2302E+00 − 3.8239E+00 − 4.0069E+00 −
2−1 1.2308E+00 1.47 1.2207E+00 1.71 1.1359E+00 1.90 1.3569E+00 1.49 1.2274E+00 1.71
2−2 4.5748E−01 1.43 3.1062E−01 1.97 2.8584E−01 1.99 3.6396E−01 1.90 3.0055E−01 2.03
2−3 1.4422E−01 1.67 7.6164E−02 2.03 7.1621E−02 2.00 9.0756E−02 2.00 7.2383E−02 2.05
2−4 4.0165E−02 1.84 1.8799E−02 2.02 1.7902E−02 2.00 2.2686E−02 2.00 1.7706E−02 2.03
2−5 1.0503E−02 1.94 4.6480E−03 2.02 4.4728E−03 2.00 5.7187E−03 1.99 4.3599E−03 2.02
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Fig. 4.1: The initial unstructured triangular mesh.
Table 4.11: Unstructured triangular meshes: Error |(σ − σh,u− uh)|A vs h for different choices of C11, C22 when
k = 1, l = 1.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 9.2989E+00 − 1.1613E+01 − 1.1982E+01 − 1.1572E+01 − 1.1896E+01 −
2−1 5.6142E+00 0.73 5.6688E+00 1.03 5.5647E+00 1.11 5.7608E+00 1.01 5.5708E+00 1.09
2−2 3.4557E+00 0.70 2.0151E+00 1.49 2.2948E+00 1.28 2.0813E+00 1.47 2.0977E+00 1.41
2−3 1.9561E+00 0.82 6.6768E−01 1.59 1.0358E+00 1.15 7.2181E−01 1.53 8.5012E−01 1.30
2−4 1.0372E+00 0.92 2.2314E−01 1.58 4.9826E−01 1.06 2.5343E−01 1.51 3.7363E−01 1.19
2−5 5.3245E−01 0.96 7.5818E−02 1.56 2.4582E−01 1.02 8.9960E−02 1.49 1.7292E−01 1.11
Table 4.12: Uniform rectangular meshes: Error ‖u−uh‖0 vs h for different choices of C11, C22 when k = 1, l = 1.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 3.7211E+00 − 5.1403E+00 − 5.1403E+00 − 5.1403E+00 − 5.1403E+00 −
2−1 1.4032E+00 1.41 1.2339E+00 2.06 1.2563E+00 2.03 1.5629E+00 1.72 1.5157E+00 1.76
2−2 5.0795E−01 1.47 3.3884E−01 1.86 3.6796E−01 1.77 4.0140E−01 1.96 3.9904E−01 1.93
2−3 1.6044E−01 1.66 9.1893E−02 1.88 1.0227E−01 1.85 9.7250E−02 2.05 1.0385E−01 1.94
2−4 4.4923E−02 1.84 2.3921E−02 1.94 2.6772E−02 1.93 2.3343E−02 2.06 2.7241E−02 1.93
Table 4.13: Uniform rectangular meshes: Error |(σ − σh,u− uh)|A vs h for different choices of C11, C22 when
k = 1, l = 1.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
1 1.2537E+01 − 1.6321E+01 − 1.6321E+01 − 1.6321E+01 − 1.6321E+01 −
2−1 6.4317E+00 0.96 6.9735E+00 1.23 6.8336E+00 1.26 7.0660E+00 1.21 6.8139E+00 1.26
2−2 3.8075E+00 0.76 3.4415E+00 1.02 3.3483E+00 1.03 2.9002E+00 1.28 2.6527E+00 1.36
2−3 2.2104E+00 0.79 1.6759E+00 1.04 1.6758E+00 1.00 1.1220E+00 1.37 1.0334E+00 1.36
2−4 1.2003E+00 0.88 8.0902E−01 1.05 8.3997E−01 1.00 4.2251E−01 1.41 4.3790E−01 1.24
17
Table 4.14: Uniform triangular meshes: Errors vs 1/p when C11 = O(p), C22 = O(1) and l = k.
k pk+1‖u− uh‖0 pk+0.5 |(σ − σh,u− uh)|A
1 0.2812 1.6906
2 0.0704 0.5717
3 0.0227 0.1782
4 0.0085 0.0730
5 0.0107 0.1352
Table 4.15: Uniform triangular meshes: Errors vs 1/p when C11 = O(p), C22 = O(1/p) and l = k.
k pk+1‖u− uh‖0 pk |(σ − σh,u− uh)|A
1 0.2812 1.1954
2 0.0620 0.3244
3 0.0202 0.0984
4 0.0077 0.0376
5 0.0086 0.0522
Table 4.16: Uniform triangular meshes: Errors vs 1/p when C11 = O(1), C22 = O(1) and l = k.
k pk+1‖u− uh‖0 pk+0.5 |(σ − σh,u− uh)|A
1 0.2812 1.6906
2 0.0794 0.5119
3 0.0260 0.1594
4 0.0092 0.0532
5 0.0125 0.1449
Table 4.17: Uniform triangular meshes: Errors vs 1/p when C11 = O(1), C22 = O(1/p) and l = k.
k pk+1‖u− uh‖0 pk |(σ − σh,u− uh)|A
1 0.2812 1.1954
2 0.0659 0.2800
3 0.0210 0.0811
4 0.0077 0.0266
5 0.0098 0.0552
Table 4.18: Uniform tetrahedral meshes: Error ‖u−uh‖0 vs h for different choices of C11, C22 when k = 1, l = 1.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
2−1 4.1570E−01 − 4.2975E−01 − 3.7248E−01 − 5.5379E−01 − 3.9309E−01 −
2−2 1.3978E−01 1.57 1.3181E−01 1.71 1.0696E−01 1.80 1.5881E−01 1.80 9.3257E−02 2.08
2−3 4.0197E−02 1.80 3.1358E−02 2.07 2.7547E−02 1.96 3.8824E−02 2.03 2.2015E−02 2.08
2−4 1.0654E−02 1.92 7.5727E−03 2.05 6.9252E−03 1.99 9.4496E−03 2.04 5.3621E−03 2.04
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Table 4.19: Uniform tetrahedral meshes: Error |(σ − σh,u− uh)|A vs h for different choices of C11, C22 when
k = 1, l = 1.
PPPPPPPh
C11, C22 O(h−1), 0 order O(h−1), O(1) order O(h−1), O(h) order O(1), O(1) order O(1), O(h) order
2−1 3.1104E+00 − 3.3806E+00 − 3.1350E+00 − 3.5101E+00 − 3.0264E+00 −
2−2 1.7711E+00 0.81 1.2862E+00 1.39 1.3598E+00 1.21 1.3165E+00 1.41 1.1027E+00 1.46
2−3 9.5073E−01 0.90 4.4060E−01 1.55 6.2062E−01 1.13 4.5439E−01 1.53 4.2521E−01 1.37
2−4 4.8999E−01 0.96 1.6657E−01 1.40 3.0027E−01 1.05 1.5741E−01 1.53 1.8309E−01 1.22
5. Conclusion. The hp-version error analysis is systematically developed for the mixed DG method (3.1) (or
equivalently, the method (2.3)-(2.4)). The derivation is mainly based on the ideas in [11] and the hp-version error
estimates of two L2 projection operators. According to our numerical experiments, we may achieve the following
conclusions:
(1) If k = l + 1, the error estimates of ‖u − uh‖0 and |(σ − σh,u− uh)|A in Theorems 1-2 are sharp except the
case (C11, C22) = (O(1), O(h)).
(2) If k = l > 0, the error estimate of |(σ − σh,u− uh)|A in Theorem 1 is sharp for all choices of C11 and C22.
(3) If k = l > 0, the error estimate of ‖u−uh‖0 in Theorem 2 is sharp except the cases (C11, C22) = (O(h−1), O(1))
and (C11, C22) = (O(1), O(h)).
(4) All the numerical convergence rates are half-order higher than the theoretical convergence rates if the theoretical
error estimates are not sharp.
According to the error analysis developed in the last section, we can not show the last point of the conclusions in
theory. It is our further work to study the sharp theoretical error estimate of ‖u−uh‖0 for the cases (C11, C22) =
(O(h−1), O(1)) and (C11, C22) = (O(1), O(h)).
The other interesting and valuable work is to extend the mixed DG method (3.1) for numerically solving linear
transient elasticity problems as well as nonlinear elasticity problems. And then develop the hp-version error analysis
for the corresponding numerical methods.
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