Abstract. We study the structure of families of "well approximable" elements of tensor products of Banach spaces including analogs of the classical quasianalytic classes in the sense of Bernstein and Beurling. As in the case of quasianalytic functions, we prove for members of these families variants of the Mazurkiewicz and Markushevich theorems and in some particular cases, if such elements are Banach-valued continuous maps on a compact metric space, estimate massivity of their graphs and level sets.
Introduction
Let A be an infinite dimensional separable Banach space over field F ( ∼ = R or C) and V 0 V 1 · · · V i ⊂ · · · ⊂ A be an approximating family of subspaces, i.e., V := ∪ i V i is dense in A and dim F V i < ∞ for all i. Let B be a Banach space over F and (A⊗ α B, · A⊗ α B ) a tensor product of Banach spaces defined by means of a reasonable crossnorm α on A ⊗ B (see, e.g., [R] and subsection 2.1 below for basic results and definitions).
For x ∈ A⊗B, we set (1.1) E n (x) := inf
Clearly, {E n (x)} n∈Z + ⊂ R + is a nonincreasing sequence tending to 0 as n → ∞.
Definition 1.1. Let functions κ, ϕ : N → (0, ∞) be such that ∞ n=1 κ(n) < ∞ and ϕ is nonincreasing with lim n→∞ ϕ(n) = 0. Adapting the terminology of Beurling [Be] , we say that an element x ∈ A⊗ α B belongs to the first Bernstein class B * κ ((A, V ); B; α) if
(E n (x)) κ(n) = 0.
An element x ∈ A⊗ α B is said to belong to the second Bernstein class B ϕ ((A, V ); B; α) if
In what follows we call κ in (1.2) a weight function and ϕ in (1.3) a scale function. We set B((A, V ); B; α) := B ϕ 0 ((A, V ); B; α), where ϕ 0 (n) := 1 n , n ∈ N, B * ((A, V ); B; α) := B For instance, if A = C(I) is the Banach space of complex-valued continuous functions on a compact interval I ⊂ R, V is the restriction to I of the space of univariate complex polynomials so that V i consists of restrictions of polynomials of degree at most i, and B = C, then B(A, V ) coincides with B(I), the set of quasianalytic functions in the sense of Bernstein [B1, B2] , having the following properties:
(1) (Szmuszkowiczówna [S] )
The zero locus of each f ≡ 0 in B(I) has transfinite diameter 0.
(2) (Mazurkiewicz [Ma] ) B(I) is comeager (i.e., the intersection of countably many sets with dense interiors) in C(I).
(3) (Markushevich [M] )
Each f ∈ C(I) can be written as f = f 1 + f 2 , where f 1 , f 2 ∈ B(I).
(In fact, as has been observed by Pleśniak [P1] , (3) is a simple corollary of (2).)
Similarly to property (1) functions of the classical first Bernstein class (introduced by Beurling) satisfy:
(4) (Beurling [Be] )
The zero locus of each f ≡ 0 in B * (C(I), V ) has Lebesgue measure 0.
In the classical setting of univariate complex-valued continuous functions, the most general quasianalytc class (including classes B(I) and B * (C(I), V )) was introduced and studied by Beurling [Be] . In turn, a unified exposition of the basic concepts and facts concerning quasianalytic functions in the sense of Bernstein defined on compact subsets of C n was presented by Pleśniak in [P2] . In this paper we continue this line of research and study some general properties of classes B ϕ ((A, V ); B; α) and B * κ ((A, V ); B; α) focusing on the properties similar to (1)-(4) above.
The paper is organized as follows. Section 2 is devoted to the formulation and discussion of main results accompanied with the corresponding examples and open problems. Specifically, in subsection 2.1 we formulate some set theoretic and algebraic properties of Bernstein classes B * κ and B ϕ (e.g., we show that sets B * and B of all pairwise distinct first and second Bernstein classes form isomorphic partially ordered abelian semigroups with addition given by the union of classes). Subsection 2.2 deals with noncommutative Banachvalued analogs of Markushevich and Mazurkiewicz theorems. For example, our results imply that every invertible continuous matrix function f : [0, 1] → G, where G is a matrix Lie subgroup of GL n (F) , can be presented as f = f 1 ·f 2 , where f i , f −1 i : [0, 1] → G, i = 1, 2, are matrix functions with entries quasianalytic in the sense of Bernstein if G = GL n (F) (Theorem 2.12) or belonging to the first Bernstein class B * (C(I), V ) in the general case (Theorem 2.15). Subsection 2.3 is devoted to some properties of elements of classes B ϕ and B * κ for spaces C(M ; B) of continuous B-valued functions on a compact metric space (M, d) . For instance, we show that for M = [0, 1] ⊂ R graphs of B-valued continuous functions in the first Bernstein class B * has Hausdorff dimension 1 (while if dim F B = ∞ there are functions with graphs having Hausdorff dimension ∞, say, graphs of Peano curves; note that, due to results of subsection 2.2, such functions can be presented as sums of two functions in the second Bernstein class B) . In this setting, we also formulate some results on massivity of level sets of functions in B ϕ and B * κ . Sections 3 -5 contain proofs of our main results. where the union and the intersection are taken over all scale functions ϕ. In turn, A⊗ α B \ ∪ ϕ∈Φ B ϕ (Q) = ∅ for any countable subset Φ of scale functions.
(3) For a countable subset Φ of scale functions there exist scale functions ϕ lb and ϕ ub such that
Part (1) of the theorem is the analog of property (2) of the Introduction. It reflects the fact that any "generic metric property" of A⊗ α B is also generic for each class B ϕ (Q) (cf. Theorem 2.12 below).
In turn, part (4) implies that sets B ϕ (Q) and B ϕ ′ (Q) coincide if and only if there exist c 1 , c 2 ∈ (0, ∞) such that c 1 · ϕ ≤ ϕ ′ ≤ c 2 · ϕ. Such ϕ and ϕ ′ are called equivalent. So B ϕ (Q) is uniquely determined by the equivalence class {ϕ} of ϕ and we may write B {ϕ} (Q) instead of B ϕ (Q).
Let B(Q) be the collection of all pairwise distinct sets B {ϕ} (Q). We define the partial order on B(Q) by means of inclusion of sets. As a consequence of Theorem 2.2 we obtain: Corollary 2.3. (B(Q), ⊆) is a lattice and
Parts (2) and (3) of Theorem 2.2 imply that any countable two-sided chain of elements of B(Q) has upper and lower bounds. However, B(Q) does not contain neither maximal nor minimal elements. Hence, Zorn's lemma is not applicable and, in particular, there exist uncountable chains in B(Q) which do not have upper or lower bounds.
Note that B(Q) has the structure of a commutative semiring with addition ∪ (= ∨) and multiplication given by B {ϕ 1 } (Q) · B {ϕ 2 } (Q) = B {ϕ 1 ·ϕ 2 } (Q) induced by addition and multiplication on the set of scale functions.
Let S be the set of equivalence classes of scale functions. We introduce the partial order on S writing {ϕ 1 } ≤ {ϕ 2 } if and only if ϕ 1 ≤ c · ϕ 2 for some c > 0. In addition, we regard S as a commutative semiring with addition {ϕ 1 } + {ϕ 2 } = {max(ϕ 1 , ϕ 2 )} and multiplication {ϕ 1 } · {ϕ 2 } = {ϕ 1 · ϕ 2 }. Then Theorem 2.2 and Corollary 2.3 yield:
is an isomorphism of semirings preserving partial orders.
In particular, B(Q) as well as S has the cardinality of the continuum. Let us formulate analogous results for the first Bernstein classes. To this end, for a weight function κ we define the scale function Σ(κ) by the formula:
Theorem 2.5. For every Q = ((A, V ); B; α) ∈ C we have (1) B Σ(κ) (Q) B * κ (Q) and is maximal among all subsets in
where Φ κ is the class of scale functions ϕ such that
Remark 2.6. Since B(Q) is a lattice, the maximal element in Theorem 2.5 (1) is unique.
From this theorem we obtain the following result.
Corollary 2.7. Sets B * κ (Q) satisfy the properties similar to (1)-(3) of Theorem 2.2 with B replaced by B * .
Hence, Theorem 2.5 implies that B(Q) B * (Q) and B(Q) is maximal among all subsets in B(Q) containing in B * (Q) (see the Introduction for the notation).
By B * (Q) ⊂ 2 A⊗ α B we denote the collection of all pairwise distinct subsets B * κ (Q) equipped with the partial order defined by inclusion of sets. Also, we equip B * (Q) with the structure of an abelian semigroup with addition given by
The next result shows that this operation is well-defined i.e., if B *
2 ) (Q) and coincides with the union of sets. Proposition 2.9. We have
As the consequence of Theorem 2.5 we obtain: Corollary 2.10. Map Σ induces the isomorphism of abelian semigroups
, preserving partial orders such that Σ * (U ) U and is maximal among all subsets in B(Q) containing in U .
Remark 2.11. (1) This corollary implies that Σ −1 * (W ) is minimal among all subsets in B * (Q) containing W ∈ B(Q) and (B * (Q), ⊆) is a lattice, where the operation ∨ = ∪, see Proposition 2.9, and
(2) It is worth mentioning that B ϕ and B * κ can be regarded as functors from the category C u of quadruples Q = ((A, V ); B; α) ∈ C with α being uniform crossnorms and with morphisms as in Proposition 2.1 into the category T of power sets of tensor products A⊗ α B whose images form subcategories consisting of the corresponding Bernstein classes. In this terminology, Σ * becomes a functor establishing isomorphism between subcategories B * and B of T consisting of elements of B * (Q) and B(Q).
Results of subsection 2.1 are proved in Section 3. One of the main ingredients in the proofs is the following version of the classical Bernstein theorem (see subsection 3.1 (4)):
For each nonincreasing converging to 0 sequence {c n } ⊂ (0, ∞) there exists an element x ∈ A⊗ α B such that E n (x) = c n for all n ∈ N.
2.2. Markushevich and Mazurkiewicz type theorems. First, we formulate some analogs of the Markushevich theorem [M] .
Recall that if A and B are unital Banach algebras, then A⊗ α B has the natural structure of a Banach algebra such that
By (A⊗ α B) −1 we denote the group of invertible elements of the Banach algebra A⊗ α B.
Theorem 2.12.
(1) Each x ∈ A⊗ α B can be written as x = x 1 + x 2 , where x 1 , x 2 ∈ B ϕ ((A, V ); B; α).
(2) Suppose A and B are unital Banach algebras. Then each x ∈ (A⊗ α B) −1 can be written as x = x 1 · x 2 , where V ) ; B; α). The particular case of Theorem 2.12 for quasianalytic functions in the sense of Bernstein defined on compact subsets of C n was originally proved in [P2] . Due to Theorem 2.5, similar results are valid also for the first Bernstein classes B * κ ((A, V ); B; α). Example 2.13. Let A = W (T) be the Wiener algebra of F-valued continuous functions on the unit circle T := {z ∈ C : |z| = 1} with absolutely convergent Fourier series. The
Let V = T ⊂ W (T) be the space of F-valued trigonometric polynomials and V i = T i ⊂ T , i ∈ Z + , be the space of polynomials of degree at most i. Then one easily shows, see (1.1), that for f as in (2.2)
Note that if a scale function ϕ decreases sufficiently fast, then the image of a nonconstant function f ∈ B ϕ ((W (T), T ); B; π) has Hausdorff dimension 1, see Theorem 2.19 below, while there exist f ∈ W (T)⊗ π B, where dim F B ≥ 2, whose images are of Hausdorff dimension > 1 (see, e.g., [LG, p. 136] ).
Let us formulate Theorem 2.12 (2) for B = M k (F), the Banach algebra of k × k matrices with entries in F. In this case,
consists of matrix-valued functions on T with entries in W (T). As follows from the classical Wiener theorem, (
Hence, each such a function g can be written as g = g 1 · g 2 , where g
Next, we formulate some versions of Theorem 2.12 (2) for A being a semisimple commutative unital complex Banach algebra. Then the Gelfand transformˆ: A → C(M A ), where M A := {ξ ∈ Hom(A, C) \ {0}} is the maximal ideal space of A equipped with the Gelfand topology, is an injective nonincreasing norm morphism of algebras. Without loss of generality we identify A with its image underˆ, so that A consists of complex continuous functions on the compact Hausdorff space M A . If, in addition, A is invariant under the standard operation of complex conjugation on C(M A ), then by A R we denote the subalgebra of A consisting of real functions, so that A = A R ⊕ √ −1 · A R . In this case, we assume also that each V i ⊂ V is invariant under complex conjugation and set
One naturally identifies A F ⊗ F N with the space of continuous maps g = (g 1 , . . . , g N ) : M A → F N with all g i ∈ A. Since all reasonable norms on A F ⊗ F N are equivalent, the corresponding Bernstein classes are independent of their choice and we write ((A, V ); F N ) instead of ((A, V ); F N ; α) in their definitions.
For convenience, we equip A F ⊗ F N with norm
we denote the subset of g ∈ A F ⊗ F N with images in X. It is easily seen, using that the Gelfand transform is a nonincreasing norm morphism of algebras, that if X is closed, then X(A F ) is a closed subset of the Banach space (A F ⊗ F N , · ).
Next, recall that the polynomially convex hull K of a subset K ⋐ C N is determined by
Here P(C N ) stands for the space of holomorphic polynomials on
Theorem 2.14. Suppose that X F is a F-analytic closed submanifold of a domain U F ⊂ F N such that U C admits an exhaustion by compact polynomially convex subsets. Then (a) For each scale function ϕ :
In addition, suppose that X F has the structure of a F-analytic Lie group compatible with the analytic structure induced from F N . Then the group operations on X F induce group operations · , −1 on the set C(M A ; X F ) of continuous functions on M A with images in X F . Using functional calculus for commutative Banach algebras (see, e.g., [G, Ch. 3.4 
is a subgroup (see the proof of Theorem 2.15 below). Now, as the corollary of Theorem 2.14 we obtain the analog of the Markushevich theorem.
Theorem 2.15. Let B be one of the subsets of X F (A F ) of parts (a) and (b) above. Then each g ∈ X F (A F ) can be written as g = g 1 · g 2 , where g
Example 2.16. Let C n [0, 1] be the Banach algebra of n-times continuously differentiable complex-valued functions on [0, 1] with pointwise multiplication and norm
Let V = P ⊂ C n [0, 1] be the space of restrictions to [0, 1] of complex polynomials on R and V i = P i , i ∈ Z + , be the space of restrictions to [0, 1] of polynomials of degree at most i. One easily checks that
be the unitary group. Since as a real Lie group U n is isomorphic to a Lie subgroup of the orthogonal group O 2n ⊂ GL 2n (R), Theorem 2.15 is applicable. Thus, under the assumptions of the theorem, each element g of the group C n ([0, 1]; U n ) of n-times continuously differentiable functions on [0, 1] with values in U n can be written as
Similarly, Theorem 2.15 can be applied to other matrix Lie subgroups of GL n (F).
Remark 2.17. The natural problem arising with regard to Theorem 2.15 is Problem 2.18. Characterize matrix Lie subgroups X F ⊂ GL n (F) for which the statement of the theorem is valid for all spaces B ϕ ((A, V );
As follows from the proof of Theorem 2.14, a sufficient condition for X F to satisfy this property is that the set of maps in C(M A ; X F ) whose coordinate functions belong to
For instance, this is true for X F = B −1 being the group of invertible elements of a subalgebra B ⊂ M n (F) (in this case,
2.3. Massivity of Graphs and Level Sets of B ϕ -functions. In this part we assume that the Banach space A consists of continuous functions defined on a compact metric space (M, d) and · A ≥ · C(M ) , V ⊂ A consists of Lipschitz functions on M , and A⊗ α B is equipped with a uniform crossnorm α. Since α ≥ ǫ, the injective crossnorm, A⊗ α B consists of B-valued continuous functions on M (see [Gr, Th. 3, p.21] ). We study massivity of graphs and level sets of functions in B ϕ ((A, V ); B; α) ⊂ C(M ; B).
Recall that the covering number Cov(S; ε) of a compact subset S ⊂ M is defined by
where B r (m) ⊂ M is an open ball of radius r with center m.
Covering numbers are qualitative characteristics of the approximation of compact sets by means of n-point subsets, see, e.g., [KT] . It is well known that the function Cov is countably subadditive in S and nonincreasing and continuous from the right in ε.
Next, for a compact subset S ⊂ M by M V i (S) we denote the Markov constant of functions in V i restricted to S defined by
Clearly, {M V i (S)} i∈N is a nondecreasing sequence of nonnegative numbers, because each dim V i < ∞. (E.g., in notation of Example 2.13, the classical Bernstein inequality for derivatives of trigonometric polynomials of degree at most i implies that
here T is equipped with the standard geodesic metric.) In what follows, by H ψ X we denote the ψ-Hausdorff measure on subsets of a metric space X constructed by a gauge function ψ (i.e., ψ : [0, ∞) → [0, ∞) is nondecreasing and ψ(0) = 0), see, e.g., [Mat] for basic definitions.
For a compact subset S ⊂ M and f ∈ C(M ; B) by
we denote its graph. In the next result, we consider M × B endowed with the metric
Then for a scale function ϕ : Z + → (0, ∞) and a continuous nondecreasing function
and each f ∈ B ϕ ((A, V ); B; α),
As was shown in Theorem 2.2, massivity of sets B ϕ ((A, V ); B; α) can be measured by means of equivalence classes {ϕ} of scale functions ϕ. In turn, Theorem 2.19 shows that the "smaller" class {ϕ} (i.e., the faster ϕ(t) tends to 0 as t → ∞), the "thinner" graphs of functions in it (i.e., the slower ψ(t) tends to 0 as t → 0 + ).
Example 2.20. (A) Suppose a scale function
Corollary 2.21. Under the hypotheses of Theorem 2.19,
for a.e. c ∈ R d with respect to Lebesgue measure on R d .
Remark 2.22.
(1) Condition (2.3) implies that the upper box-counting dimension of S,
For subsets S such that dim B S = dim H S = k Theorem 2.19 with ϕ satisfying (2.6) shows that dim H Γ f (S) = k for all f ∈ B ϕ ((A, V ); B; α); here dim H stands for the Hausdorff dimension. This generalizes the result of Mauldin and Williams [MW] asserting that for
(2) For the class B(I) of quasianalytic functions in the sense of Bernstein on a compact interval I ⊂ R (see the Introduction), M Vn (S) ≤ c S · n, n ∈ Z + , for each compact subinterval S in the interior of I (here c S depends on S only). Then condition (2.5) is satisfied. Thus, Theorem 2.19 and Corollary 2.21 imply that for ψ(t) = min | ln t| −1 , 1 , ψ 1 (t) := t · ψ(t), t ∈ [0, ∞), and each real f ∈ B(I),
for a.e. c ∈ f (S) with respect to Lebesgue measure on R. (The second inequality implies that the transfinite diameter of such set f −1 (c) ∩ S is zero but not vice versa, see, e.g., [C] .) An interesting question is about the optimality of the gauge function ψ:
Problem 2.23. Are there a real function f ∈ B(I) and a compact subinterval S in the interior of I for which the values of Hausdorff measures in (2.7) are not zeros?
(3) According to the classical result of Bernstein (see, e.g., [T, p. 400] and reference therein), the function 
is not rectifiable and is much more thinner than the one for a would-be optimal function in Problem 2.23.
Example 2.24. Suppose M ⋐ R N is a compact set with nonempty interior equipped with the metric induced by the Euclidean metric on R N . We consider A = C(M ), the set of complex-valued continuous functions on M , and C(M )⊗ ǫ B = C(M ; B), the injective tensor product of C(M ) and a complex Banach space B. Let V = P(R N )| M be the space of traces of complex-valued polynomials on R N to M and let V n = P n (R N )| M consist of traces of polynomials of degree at most n. Using Remez and Markov polynomial inequalities one obtains that there exists a constant c > 0 such that the Markov constant M Vn (M ) ≤ c n for all n. Hence, condition (2.6) is satisfied for each scale function ϕ such that lim n→∞ n · ϕ(n) = 0. Thus, for such ϕ and all ψ as in Example 2.20, Theorem 2.19 and Corollary 2.21 are valid for functions f ∈ B ϕ ((A, V ); B; ǫ), that is,
In turn, if M is a Markov set with a finite exponent (that is, M Vn (M ) ≤ c · n r , n ∈ N, for some c, r > 0, see [BP] for basic properties and examples), then statement (2.8) is valid also for f ∈ B ϕ ((A, V ); B; ǫ) and all ϕ such that lim n→∞ ln n · ϕ(n) = 0. (For instance, any fat subanalytic or convex subsets M ⋐ R N are Markov as well as any bounded domain with C 1,1 boundary.)
Note that the last statement in (2.8) is optimal in the sense that it cannot be valid for
From the last inequality by the result of Beurling [Be, Ch.III, Th.1] one obtains that there exists a not identically zero real function f ∈ C(M ) equals zero on a subset with nonempty interior such that for some C > 0
Clearly, f ∈ B ϕ (A, V ) and so, by Corollary 2.21, dim H (f −1 (c)) ≤ N − 1 for a.e. c ∈ R with respect to Lebesgue measure on R. However, dim H (f −1 (0)) = N . Now we formulate separately versions of Theorem 2.19 and Corollary 2.21 for functions in the first Bernstein classes B * κ ((A, V ); B; α). First, observe that from Theorem 2.5(4) (by Corollary 2.21 based on condition (2.6)) we obtain immediately:
Corollary 2.25. Suppose S ⊂ M satisfies condition (2.3) and for some scale function
In particular, this result is valid for functions f ∈ B * ((A, V ); B; α) with ϕ(n) = (s+ln n) s n , n ∈ N, for a fixed s > 1. In turn, it can be sharpened for {M Vn (S)} n∈N having polynomial growth.
Theorem 2.26. Suppose S ⊂ M satisfies condition (2.3) and for some s ≥ 1
Then for a continuous increasing gauge function ψ satisfying (2.10)
In particular, H
Example 2.27. In notation of Example 2.24 consider the class B * ((A, V ); B; ǫ), where 
On the other hand, if M is a Markov set with exponent s, then condition (2.9) holds. So Theorem 2.26 in this setting implies for all ψ satisfying (2.10) and ψ N (t) :
f −1 (c) = 0 for a.e. c ∈ R d with respect to Lebesgue measure on R d .
Here we can take, e.g.,
If M = [0, 1] ⊂ R, then condition (2.9) holds with s = 1 for each compact subinterval S ⊂ (0, 1). Thus, for B = R and ψ satisfying (2.10) with s = 1 by Theorem 2.26 we obtain
for a.e. c ∈ R with respect to Lebesgue measure on R. Note that the second condition is slightly weaker than the statement that f −1 (c) has transfinite diameter 0 (see, e.g., [HK] ). Thus, the following question seems to be plausible.
Problem 2.28. Is it true that the second condition in (2.11) can be replaced by f −1 (c) has transfinite diameter 0 for a.e. c ∈ R?
Finally, we formulate some results related to property (1) of the Introduction, see [S] , for quasianalytic functions in the sense of Bernstein.
Recall that a subset S ⊂ C N is pluripolar if there exists a plurisubharmonic function
we denote the set of complex quasianalytic functions in the sense of Bernstein. In our notation, B(K) = B ϕ 0 (A, V ), where A is the uniform closure of the algebra P(C N )| K of traces of holomorphic polynomials on
consists of polynomials of degree at most i.
In [CLP, Th. 3 .2] Coman, Levenberg and Poletsky proved that the graph of a function in B(I), where I ⋐ R is a compact interval, is pluripolar in C 2 . The proof is based on the analog of the classical Kellogg lemma due to Bedford and Taylor [BT, Th. 4.2.5] . The very same method applies to yield the following result.
Proposition 2.29. Suppose K ⊂ C N is a compact non-pluripolar set. Then for every f ∈ B(K) the graph Γ f (K) ⊂ C N +1 of f is pluripolar.
As a corollary we obtain: Corollary 2.30. Suppose K ⊂ C N is a compact non-pluripolar set. Then for every f ∈ B(K) there exists a (possibly empty) polar set
Remark 2.31. (1) In many cases K satisfies the property that S f = ∅ for all nonconstant f ∈ B(K) (see [P2] , [Sk] for the corresponding results). For instance, as follows from [P2, Th.7.3] , this is true for K ⊂ F N being the closure of a bounded domain.
Note that for
t 2N−1 dt < ∞, see, e.g., [HK, Ch.5] . This is stronger than one obtains from Corollary 2.21(2) in this case (for
, t ∈ [0, ∞), and, say, S -a closed cube in R 2N ). One can ask a similar question for nonconstant f ∈ B(K) for K being the closure of a bounded domain in R N :
, t ∈ [0, ∞), for a.e. c ∈ range(f ).
(2) Let us formulate also the following problem concerning the structure of graphs of functions in the first Bernstein class:
Note that the affirmative answer in this problem leads, by means of the argument of the proof of Corollary 2.30, to the one in Problem 2.28. (3) Due to the classical result of Sadullaev [Sa] , analogs of Proposition 2.29 and Corollary 2.30 are valid for K being a compact non-pluripolar subset of a complex irreducible algebraic subvariety M ⊂ C N . In this case, one proves pluripolarity of Γ f (K) 
3. Proofs of Results of Subsection 2.1 3.1. Proof of Proposition 2.1.
n for all n ≥ n 0 , for an element x ∈ A⊗ α B and such n we have
This implies (because lim n→∞ ϕ(n) = 0)
In turn, for a weight function κ we have
Since the second term on the right-hand side is finite, S ⊗ B maps B * κ ((A, V ); B; α) into B * κ ((A ′ , V ′ ); B ′ ; α), as required. 3.2. Proof of Theorem 2.2.
Proof.
(1) The proof exploits the idea of [Ma] . Let {a i } i∈N ⊂ A be a countable dense subset. We assign to a i the real number
, where s(a i ) = min{k :
, V ) ; B; α), so the latter set is comeager in A⊗ α B.
(2) Given x ∈ A⊗ α B consider a scale function ϕ x : N → (0, ∞) defined by the formula: ϕ x (1) = 1 and for n ≥ 2,
Then for all sufficiently large n,
that is, x ∈ B ϕx ((A, V ); B; α); this proves that
This implies that V ⊗ B = ∩ ϕ B ϕ ((A, V ); B; α).
To prove the third statement, assume on the contrary that there exists a countable family of scale functions Φ such that A⊗ α B = ∪ ϕ∈Φ B ϕ ((A, V ); B; α). Let us show that this is impossible. Since B ϕ ((A, V ); B; α) = B c·ϕ ((A, V ); B; α) for each c ∈ (0, ∞), without loss of generality we may assume that the family Φ := {ϕ i } i∈N is such that ϕ i (n) ≤ 1 2 i for all i, n ∈ N. Let us defineφ (n) := sup i∈N ϕ i (n), n ∈ N.
Lemma 3.1.φ is a scale function.
Proof. Clearlyφ is a bounded positive nonincreasing function. We must show that lim n→∞φ (n) = 0. Assume, on the contrary, that there exists a subsequence {n j } j∈N such that lim j→∞φ (n j ) > 0. By the definition ofφ, for each n ∈ N there exists some i n ∈ N such thatφ (n) = ϕ in (n). We must consider two cases.
(a) {i n j } j∈N contains an infinite constant subfamily, i.e., i n j coincides with some i 0 for infinitely many j. Thenφ(n j ) = ϕ i 0 (n j ) for infinitely many j. But the latter sequence tends to zero as j → ∞. Thus,φ tends to 0 along a subsequence of {n j }, a contradiction.
(b) {i n j } j∈N does not contain an infinite constant subfamily, i.e., lim j→∞ i n j = ∞. Then we have lim
a contradiction proving the lemma.
Next, we consider the scale functionφ := √φ . Since ϕ i ≤φ for all i andφ ≤φ,
On the other hand,
Hence, due to property (4) (proved below), Bφ((A, V ); B; α) \ Bφ((A, V ); B; α) = ∅. This shows that A⊗ α B \ ∪ i B ϕ i ((A, V ); B; α) = ∅, a contradiction completing the proof of the third statement of (2).
(3) Construction of ϕ ub is the same as ofφ above. In turn, if Φ = {ϕ i } i∈N , then we define ϕ lb (n) := min
Clearly, ϕ lb is a scale function and for each i ∈ N, ϕ lb (n) ≤ ϕ i (n) for all n ≥ i. This implies that B ϕ lb ((A, V ); B; α) ⊂ B ϕ i ((A, V ); B; α) for all i ∈ N, as required.
(4) We begin with some auxiliary results. Fix b ∈ B of norm one and a linear functional b * ∈ B * of norm one such that b * (b) = 1. Consider linear operators:
For a reasonable crossnorm α on A ⊗ B the operator I b is an isometric embedding and the operator Id ⊗ b * is bounded.
Proof. By the definition of a reasonable crossnorm,
This proves the first statement.
Next, for a linear functional a * ∈ A * we clearly have a * • (Id ⊗ b * ) = a * ⊗ b * . By the definition of a reasonable crossnorm, α ′ (a * ⊗ b * ) = a * A * · b * B * , see, e.g., [R] ; here α ′ is the dual norm of α. Hence, for all x ∈ A ⊗ B,
as required.
The lemma implies that operator Id ⊗ b * is extended by continuity to a bounded linear operator A⊗ α B → A of norm ≤ 1 (denoted by the same symbol).
We are ready to prove property (4). By Definition 1.1, if ϕ ′ ≤ c · ϕ for some c ∈ (0, ∞), then B ϕ ′ ((A, V ); B; α) ⊂ B ϕ ((A, V ); B; α). Now assume that the latter inclusion holds but there exists a subsequence {n i } i∈N ⊂ N such that
Let us define a sequence {c n } n∈N ⊂ (0, ∞) by the formula
Clearly, c n+1 ≤ c n for all n, and lim n→∞ c n = 0. As follows from the Bernstein theorem (adapted to the case of Banach spaces by A. Timan, see [T, Sect. 2 .5] and also [P2, Th. 5 .1]), there exists an element a ∈ A such that E n (a) = c n for all n. Then, due to Lemma 3.3, the elementã := I b (a) satisfies E n (ã) = c n for all n. Note thatã ∈ B ϕ ′ ((A, V ); B; α). Indeed,
Let us show thatã ∈ B ϕ ((A, V ); B; α). In fact, observe that
for n i ≤ n < n i+1 .
Hence, due to (3.2), lim
This implies lim
Thus,ã ∈ B ϕ ((A, V ); B; α) which contradicts our assumption and shows that (3.2) is false. Therefore
3.3. Proof of Corollary 2.3.
is the minimal element of (B(Q), ⊆) containing both of these sets, in particular,
On the other hand, let x ∈ B {max(ϕ 1 ,ϕ 2 )} (Q). Then there exists a subsequence {n k } k∈N ⊂ N such that for some ρ ∈ (0, 1) and all k,
Passing to a subsequence, if necessary, we may assume that max(ϕ 1 (n k ), ϕ 2 (n k )) = ϕ i (n k ) for all k, where i ∈ {1, 2}. Then the previous inequality implies that x ∈ B {ϕ i } (Q). This shows that
Combining (3.3)-(3.5) we get the first statement of the corollary. Further, by definition, B {ϕ 1 } (Q) ∧ B {ϕ 2 } (Q) is the maximal element of (B(Q), ⊆) contained in both of these sets. In particular,
Since ϕ i ≥ min(ϕ 1 , ϕ 2 ), i = 1, 2, Theorem 2.2 (4) implies that
That is, ϕ ≤ c · min(ϕ 1 , ϕ 2 ) which yields
This and (3.6) show that
3.4. Proof of Theorem 2.5.
. To avoid abuse of notation, we set
By the definition of the best approximation, 0 < E n (x) ≤ E n k (x) for all n k ≤ n < n k+1 . From here and the previous inequalities we obtain (since ln ρ < 0)
This implies that x ∈ B * κ (Q), see (1.2), and proves (3.7). Next, we show that B Σ(κ) (Q) = B * κ (Q). The proof is based on Lemma 3.4. There exists an increasing to ∞ function h : N → (0, ∞) such that function h · ϕ decreases to 0, and
Proof. Without loss of generality we may assume that ϕ(n) ≤ 1 for all n. First, observe that the positive function 1 ϕ increases to ∞ and satisfies
Using this, we construct by induction an increasing subsequence {N k } k∈Z + ⊂ Z + and a decreasing to 0 sequence
(ii)
We set N 0 = 0, α 0 = 1 and assume that the required N 1 , . . . , N k−1 and α 1 , . . . , α k−1 are chosen. Let us define N k and α k . To this end, due to (3.9) there exists some integer
Thus we can choose a positive number α k < α k−1 such that
and for k ≥ 2 (because ϕ is decreasing),
Further, since ϕ 1−α k is decreasing to 0 and ϕ −α k is increasing to ∞, we can choose an integer N k > N ′ k such that
as required. Now, let us define
So {h(n)} is increasing for N k−1 + 1 ≤ n ≤ N k and, because ϕ is decreasing and ≤ 1,
Thus h is increasing and since by (iv) 
So h · ϕ is decreasing on each such an interval. Also, by (i),
so h · ϕ is decreasing and since by (iii)
This completes the proof of the lemma.
Further, as in the proof of Theorem 2.2 (4) (see the version of the Bernstein theorem), there exists an element x ∈ A⊗ α B such that
(Here we used that h · ϕ decreases to 0.) We have
that is, x ∈ B * κ (Q). On the other hand, by Lemma 3.4,
that is, x ∈ B Σ(κ) (Q). Thus, we have proved that
To complete the proof of part (1) of the theorem, we need to show that B Σ(κ) (Q) is maximal among all subsets in B(Q) containing in B * κ (Q). Assume, on the contrary, that there exists a subset B ϕ ′ (Q) B Σ(κ) (Q) of B * κ (Q). Then due to Theorem 2.2 (4), there exists an increasing subsequence {n k } k∈N ⊂ N such that
Passing to another subsequence, if necessary, we may assume that
We setφ
Sinceφ ′ is nonincreasing and tends to 0, by the version of the Bernstein theorem (see the proof of Theorem 2.2 (4) above) there exists an element x ∈ A⊗ α B such that
We have
Hence, x ∈ B ϕ ′ (Q). On the other hand,
Thus x ∈ B * κ (Q), a contradiction proving the claim. The proof of part (1) of the theorem is complete.
(2) Assume that B Σ(κ 1 ) (Q) = B Σ(κ 2 ) (Q). We set for brevity ϕ i := Σ(κ i ), i = 1, 2. Then, due to Theorem 2.2 (4), for some c 1 , c 2 ∈ (0, ∞),
By S k,1 we denote the kth partial sum of the series. Since κ 1 (n) = ϕ 1 (n) − ϕ 1 (n + 1) for all n,
We consider two cases.
(a) lim
Since ϕ 1 (k + 1) ≤ ϕ 1 (k), this implies that
That is, x ∈ B ϕ 1 (Q) = B ϕ 2 (Q). Hence, due to part (1) of the theorem, x ∈ B * κ 2 (Q).
Since lim k→∞ S k,1 = −∞, the latter condition, equivalence (3.11) and the fact that {E n } n∈N is nonincreasing imply that
and lim
Thus for
. By the symmetry of the above arguments, B * κ 2 (Q) ⊂ B * κ 1 (Q), i.e., these two sets coincide. Conversely, suppose B * κ 1 (Q) = B * κ 2 (Q) =: U . Then according to part (1) of the theorem B Σ(κ i ) (Q), i = 1, 2, are maximal elements of B(Q) containing in U . Since by Corollary 2.3 (B(Q), ⊆) is a lattice, these maximal elements must coincide, i.e. B Σ(κ 1 ) (Q) = B Σ(κ 2 ) (Q). This completes the proof of part (2) of the theorem.
(3) Since each scale function ϕ is equivalent to a decreasing one, say,φ, for the weight function κ(n) :=φ(n) −φ(n + 1), n ∈ N, by (2.1) we have {Σ(κ)} = {φ} = {ϕ}. This shows that B Σ(κ) (Q) = B ϕ (Q) and proves part (3).
(4) Let ϕ ∈ Φ κ . We will show that for each f ∈ B * κ (Q),
This will imply the implication
Assume, on the contrary, that for some x ∈ B * κ (Q) there exists a ρ ∈ (0, 1) such that
Then due to (1.2)
a contradiction proving the required implication.
To prove the opposite implication, assume, on the contrary, that there exists
Then, due to (1.2),
This shows that the scale function ϕ x defined in the proof of part (2) of Theorem 2.2 (see (3.1)) belongs to the class Φ κ . A standard argument shows that there exists a decreasing to 0 function µ : N → (0, ∞) such that µ · ϕ x still belongs to Φ κ . Thus we must have
However, by the definition of ϕ x (because x ∈ V ⊗ B),
The proof of the theorem is complete.
3.5. Proof of Corollary 2.7. V ) ; B; α) ∈ C , and the latter set is comeager in A⊗ α B, the former one is comeager in A⊗ α B as well.
(2) Since, due to Theorem 2.5 (3), for each scale function ϕ there exists a weight function κ such that B Σ(κ) (Q) = B ϕ (Q), Theorem 2.2 (2) implies that
where the unions are taken over all weight and scale functions. Thus, the union of all classes B * κ (Q) coincides with A⊗ α B. Further, for a scale function ϕ consider the weight function
Hence, ϕ ∈ Φ κϕ , see Theorem 2.5 (4). Due to this theorem, B * κϕ (Q) ⊂ B ϕ (Q). This and Theorem 2.2 (2) imply that
Thus, the intersection of all classes B * κ (Q) coincides with V ⊗ B. Finally, A⊗ α B\∪ κ∈K B * κ (Q) = ∅ for any countable subset K of weight functions because due to Theorem 2.5 (4) each B * κ (Q) is a subset of some B ϕ (Q) and a similar property is valid for the second Bernstein classes by Theorem 2.2 (2).
(3) Let K be a countable subset of weight functions. Then due to Theorem 2.2 (3) there exists some scale function ϕ lb
Hence, see the argument in the proof of part (2) above,
Similarly, for each κ ∈ K choose some ϕ κ ∈ Φ κ (see Theorem 2.5 (4)). Then due to Theorem 2.2 (3) there exists some scale function ϕ ub such that
Also, due to Theorem 2.5 (3), there exists some κ ub such that
Hence,
This completes the proof of analogs of properties (1)- (3) of Theorem 2.2 for the first Bernstein classes.
3.6. Proof of Proposition 2.9.
Proof. As in the proof of Corollary 2.3 we get (3.12)
Adding these inequalities term by term (which is possible because the series converge absolutely) we obtain
Hence, x ∈ B * κ 1 +κ 2 (Q) = B * max(κ 1 ,κ 2 ) (Q). This shows that
Equations (3.12), (3.13) imply the required statement.
3.7. Proof of Corollary 2.10.
It is well defined due to Theorem 2.5 (1). It is bijective due to Theorem 2.5 (2),(3). Since map Σ is additive (see (2.1)), Σ * is the homomorphism of abelian semigroups. Finally, Σ * preserves partial orders because of the maximality property of B Σ(κ) (Q) in B * κ (Q) proved in Theorem 2.5 (1). Indeed, if B * κ 1 (Q) ⊆ B * κ 2 (Q), then B Σ(κ 1 ) (Q) ⊆ B * κ 2 (Q) and therefore by that property B Σ(κ 1 ) (Q) ⊆ B Σ(κ 2 ) (Q). If, in addition, B * κ 1 (Q) = B * κ 2 (Q), then B Σ(κ 1 ) (Q) = B Σ(κ 2 ) (Q) by Theorem 2.5 (2), as required.
4. Proofs of Theorems 2.12, 2.14 and 2.15 4.1. Proof of Theorem 2.12.
Proof. We prove part (2) only; the proof of part (1) is similar.
The proof is a simple corollary of Theorem 2.2 (1). Indeed, since (
is comeager in (A⊗ α B) −1 also. This implies the required statement.
4.2. Proof of Theorem 2.14.
Proof. First, we will prove the theorem for F = C. In this case, the hypotheses imply that U C ⊂ C N is a Stein domain and X C is its Stein submanifold. Therefore there exists a holomorphic retraction r : N → X C of an open neighbourhood N ⊂ U C of X C (see, e.g., [GR] for basic results of the theory of Stein spaces). Also, X C is defined as the set of common zeros of a family of holomorphic functions on U C . Then, since U C admits an exhaustion by compact polynomially convex subsets, the Runge approximation theorem implies that X C admits an exhaustion by compact polynomially convex subsets as well. In particular, for each bounded subset of X C its polynomially convex hull belongs to X C .
Let O ⋐ X C be an open bounded subset and O its polynomially convex hull. Then there exists a Weil polynomial polyhedron
Further, since W is open, set W (A) of maps g : M A → C N whose coordinate functions are in A (:= A C ) and images are in W is an open subset of A ⊗ C N (we use here that the Gelfand transform is a nonincreasing norm morphism of algebras). In particular, due to the argument of the proof of Theorem 2.12 (cf. [Ma] 
Using functional calculus for commutative Banach algebras (see, e.g., [G, Ch. 3.4] ), one obtains that
). Lemma 4.1. There exist numbers t ∈ (0, 1) and n * ∈ N such that E n·j (h) ≤ t n for all h ∈ V ′ j , j ∈ N, and n ≥ n * .
Proof. Let d := max 1≤i≤k deg(p i ). As follows from the Weil integral representation formula [W] for the coordinate functions of the map r| W = (r 1 , . . . , r N ) :
and the series converges uniformly on compact subsets of W .
Since the spectral radius of
2) implies that there exist constants c > 0 and ρ ∈ (0, 1) such that for all n ∈ N,
Also, since all norms on the finite-dimensional Banach space V d·(N −1)·j are equivalent, there exists some C ′ > 0 such that
Inequalities (4.3) and (4.4) imply that series
j there exist numbers t ∈ (0, 1) and n * ∈ N such that for all n ≥ n * ,
In the subsequent proof we use the following result.
Lemma 4.2. Given a nonincreasing function ϕ : N → (0, ∞) such that lim n→∞ ϕ(n) = 0 and lim n→∞ n · ϕ(n) = ∞ there exists a nondecreasing function ξ : N → N, lim n→∞ ξ(n) = ∞, such that for all sufficiently large n
Proof. Without loss of generality we may assume that ϕ(1) = 1. Set θ(n) := n · ϕ(n), n ∈ N. By the definition, function y → θ(n·y) n , y ∈ N, tends to ∞ as y → ∞ and
Then lim n→∞ ξ(n) = ∞. (For otherwise, 1 ≤ lim n→∞ θ(n·ξ(n)) n = 0, a contradiction.) Moreover, ξ is a nondecreasing function. Indeed, since ϕ is nonincreasing,
Then ξ(n) ≤ ξ(n + 1) by the definition of ξ(n). Finally, if ξ(n) > 1, then
Further, let ψ : N → (0, ∞) be a nonincreasing function such that lim n→∞ ψ(n) = 0. By B ψ ((A, V ′ ); X C ) we denote the set of g ∈ X C (A) such that
where
As in the proof of Theorem 2.12 (cf. [Ma] ) one shows that B ψ ((A, V ′ ); X C ) is comeager in X C (A) (recall that the latter is a closed subset of Banach space A ⊗ C N , and therefore is complete in the induced metric).
By definition, for g ∈ B ψ ((A,
for some c ∈ (0, 1). Then Lemma 4.1 yields
Taking here ψ := 1 ξ with ξ as in Lemma 4.2 and n := ξ(n l ) (for all sufficiently large l such that ξ(n l ) ≥ n * ) we obtain from this lemma for somec ∈ (0, 1),
The latter implies that lim
by open bounded sets and taking into account that
. This completes the proof of part (a) of the theorem for F = C.
To prove part (b), we choose ψ(n) := 1 2 n . Then (4.5) with n := 2 n l implies, for somẽ c ∈ (0, 1) and all sufficiently large l,
Observe that for functionφ(n) := 1+ln n n , n ∈ N, ln 2 2 n l ≤φ(n l · 2 n l ) ≤ 1 + ln 2 2 n l .
From here and (4.6) we obtain, forc :=c ln 2 and all sufficiently large l,
This implies that g ∈ Bφ((A, V ); C N ). In addition, let us prove that g ∈ B * ((A, V ); C N ). Indeed, (4.5) leads to the inequality
Thus, since {E k (g)} k∈N is a nonincreasing sequence and ln E n·n l (g) < 0 for all sufficiently large l, for such l and all 1 ≤ n ≤ 2 n l we obtain
Summing these inequalities over n we get
Hence, there exists L ∈ N such that for all l ≥ L the right-hand side of the previous inequality does not exceed
. Passing to a subsequence, if necessary, we may assume that 2 n l · n l < n l+1 for all l. Then we have
This shows that g ∈ B * ((A, V ); C N ), as required. Thus we have proved that
In particular, the latter set is comeager in X C (A) which completes the proof of part (b) for F = C. Now, let us discuss the case of F = R. Here X R is a closed analytic submanifold of the domain U R ⊂ R N . Then there exists an open neighbourhood N ⊂ U R of X R and an analytic retraction r : N → X R . Due to analyticity, r admits an extension r ′ : N ′ → C N , where N ′ ⊂ C N is an open neighbourhood of X R in C N containing N and r ′ is holomorphic on N ′ . Further, since X R ⊂ R N , each compact subset of X R is polynomially convex in C N . Hence, for an open bounded subset O of X R its polynomially convex hull belongs to X R and therefore there exists a Weil polynomial polyhedron W such that cl (W ) ⋐ N ′ and O ⊂ W . The rest of the proof repeats literally the corresponding proof for the case F = C (the only difference is that now, in the proof of the analog of Lemma 4.1, one applies the Weil integral representation formula to coordinate functions of map r ′ | W ).
Proof of Theorem 2.15.
Proof. It is sufficient to show that X F (A F ) is closed under group operations on C(M A ; X F ). Then the rest of the proof is based on Theorem 2.14 and repeats arguments of the proof of Theorem 2.12.
We prove the required result for F = C. For F = R the proof is similar (cf. the end of the proof of Theorem 2.14).
We retain notation of the proof of Theorem 2.14. So, let r : N → X C be the holomorphic retraction of the open neighbourhood N ⊂ U C . By definition, multiplication on X C is given by a holomorphic map S : X C × X C → X C . Consider holomorphic mapS : N × N → C N , S(z, w) := S(r(z), r(w)). If g, h ∈ X C (A), then (g, h) : M A → N ×N ⊂ C 2N is a continuous map whose coordinate functions belong to A. Since for each compact subset of X C × X C its polynomially convex hull in C 2N belongs to X C × X C , applying functional calculus for A (see, e.g., [G, Ch. 3.4] ) toS and g, h we obtain thatS(g, h) = S(g, w) ∈ X C (A) for all g, h ∈ X C (A). Thus, X C (A) is closed under multiplication on C(M A ; X C ). A similar argument shows that X C (A) is closed under the operation of taking the inverse. Proof. By definition and since · A ≥ · C(M ) and the injective crossnorm ǫ does not exceed the uniform crossnorm α on A⊗ α B, for an element f ∈ B ϕ ((A, V ); B; α) there exist a number ρ ∈ (0, 1) and a sequence {f n i } i∈N ⊂ V , f n i ∈ V i ⊗ B, such that 
.
From here and hypothesis (2.4) we obtain (5.4) lim
, where
Since, due to (2.4),
5.3. Proof of Theorem 2.26.
Proof. The proof is based on the following result.
Lemma 5.1. Suppose f ∈ B * ((A, V ); B; α). Then for ψ satisfying (2.10) and each sequence {b n } n∈N ⊂ (0, ∞) such that series ∞ n=1 ln bn n 2 converges, lim n→∞ n s · ψ b n · E n (f ) = 0.
Proof. Assuming the contrary we obtain for some c > 0,
Since ψ is continuous and increasing, the previous inequality implies ln E n (f ) n 2 ≥ ln ψ −1 c n s − ln b n n 2 .
Without loss of generality we may assume that c is so small that ψ −1 c n s < 1 for all n ≥ 1; then since ψ −1 increases, In this formula we used the substitution t = (ψ(y)) 1 s c and then integration by parts where lim y→0 + ln y · (ψ(y)) 1 s = 0 due to condition (2.10). Therefore we obtain
This contradicts the definition of class B * ((A, V ); B; α), see (1.2). Now, for f ∈ B * ((A, V ); B; α) we choose a sequence {f n } i∈N , f n ∈ V n ⊗ B, such that γ n := sup s∈S f (s) − f n (s) B ≤ 2E n (f ) (cf. the proof of Theorem 2.19). Then we apply Lemma 5.1 with b n = 4n s , n ∈ N, to find a subsequence {n i } i∈N ⊂ N such that The rest of the proof repeats word-for-word the proofs of Theorem 2.19 and Corollary 2.21 starting from formula (5.1), where instead of (5.3) we have, in notation of these results,
We leave details to the reader.
