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4Abstract
In this thesis I study sampling pairs and universal sampling sets for finite
groups G. Sampling pairs are pairs (Ω,Γ), where Ω is a subset of the irre-
ducible characters of G and Γ is a subset of the conjugacy classes of G, such
that the only linear combination of elements of Ω vanishing on Γ is the zero
function. A universal sampling set for t is a subset Γ of the conjugacy classes
of G such that, for every subset Ω of the irreducible characters of G with at
most t elements, (Ω,Γ) is a sampling pair.
I will first consider the case where G is abelian. Here t can be chosen
arbitrarily and I will construct explicit universal sampling sets for t. In the
special case of elementary abelian p-groups I will also give some algorithms
that allow to reconstruct a linear combination of at most t irreducible char-
acters from its restriction to Γ.
I will then study the case where G is a symmetric or an alternating group.
Here I will construct explicit universal sampling sets for t small (t ∈ {2, 3}
for symmetric groups and t = 2 for alternating groups).
In der vorliegenden Arbeit untersuche ich Abtast-Paare und universelle Ab-
tast-Mengen endlicher Gruppen G. Abtast-Paare sind Paare (Ω,Γ), wobei
Ω eine Teilmenge der irreduziblen Charaktere von G und Γ eine Teilmenge
der Konjugiertenklassen von G ist, welche die Bedingung erfüllen, dass die
einzige Linearkombination von Elementen von Ω, die auf Γ verschwindet, die
Nullfunktion ist. Eine universelle Abtast-Menge für t ist eine Teilmenge Γ der
Konjugiertenklassen von G, so dass für jede höchstens t-elementige Menge
irreduzibler Charaktere Ω das Tupel (Ω,Γ) ein Abtast-Paar ist.
Zuerst untersuche ich den Fall, dass G zusätzlich abelsch ist. Hier kann
t beliebig gewählt werden, und ich konstruiere einige explizite universelle
Abtast-Mengen für t. Für den Sonderfall elementar abelscher p-Gruppen gebe
ich außerdem Algorithmen an, die es ermöglichen, eine Linearkombination
von höchstens t irreduziblen Charaktere aus ihrer Einschränkung auf Γ zu
rekonstruieren.
Weiterhin konstruiere ich universelle Abtast-Mengen für den Fall, dass
G eine symmetrische oder alternierende Gruppe und t hinreichend klein ist
(t ∈ {2, 3} für symmetrische Gruppen und t = 2 für alternierende Gruppen).
Introduction
This thesis investigates sampling pairs and universal sampling pairs of fi-
nite groups. To define these concepts , we will briefly introduce some basic
notation on representations of finite groups. For the remainder of this intro-
duction let G be a finite group.
A representation of G is a homomorphism ρ : G → GL(V ) where V is
a vector space of finite dimension over a field K. We also say that ρ is a
representation of G on V . The character χρ of ρ is the function of G with
values in K defined by
χρ(g) := Tr(ρ(g)).
If g, h ∈ G are conjugate in G then χρ(g) = χρ(h), that is χρ is a class
function ofG. The representation ρ is called irreducible if there is no subspace
0 6= W ( V which is invariant under ρ(g) for all g ∈ G. If ρ is an irreducible
representation of G we say that χρ is an irreducible character of G. Two
representations ϕ and ψ of G on V and W respectively are called equivalent
if, with the right choices of basis of V and W , the matrices corresponding to
ϕ(g) and ψ(g) are equal for every g ∈ G (the basis for V and W are fixed
and do not vary while varying through g ∈ G).
In this thesis we will only consider ordinary representations, that is we
will assume K = C. It can be proven that when working over C (or any
other algebraically closed field of characteristic 0) two representations are
equivalent if and only if their characters are the same. Also, the number of
irreducible representations up to equivalence (or of irreducible characters) of
G is exactly equal to the number of conjugacy classes of G and the irreducible
characters of G form a basis of the set of class functions of G. The character
table of G is a matrix with rows indexed by the irreducible characters and
columns labeled by conjugacy classes, where the (χ,C)-entry is given by
χ(C) := χ(g) for any g ∈ C. From the previous remarks it follows easily that
the character table is a square matrix which is invertible.
We will now give the definition of a sampling pair and a universal sampling
set. Let Ω be a subset of the irreducible characters of G and let Γ be a subset
of the conjugacy classes of G. We say that (Ω,Γ) is a sampling pair if the
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only linear combination of the elements of Ω which vanishes on every element
of Γ is the zero function. Let t ∈ N. A subset Γ of the conjugacy classes
of G is called a universal sampling set for t for G if and only if (Ω,Γ) is a
universal sampling pair for every subset Ω of the irreducible characters of G
with |Ω| ≤ t.
We first consider in Section 2 the case where G is a finite abelian group.
In this case, if G = Z/n1Z×· · ·×Z/nkZ, the irreducible characters of G can
be labeled by (a1, . . . , ak) ∈ Zn with 0 ≤ ai < ni such that
χ(a1,...,ak)(x1 + Z/n1Z, . . . , xk + Z/nkZ) = ω
a1x1
1 · · ·ωakxkk ,
where ωi is a primitive ni-th root of unity. In this case there is previous work
by other authors on the existence and construction of universal sampling sets.
Let f =
∑
χ aχχ and g =
∑
χ bχχ with χ running through the irreducible
characters of G in both sums and with aχ, bχ ∈ C. Assume that there exist
at most t non-zero coefficients aχ and that
∑
χ |bχ| 
∑
χ |aχ|. Most of the
previous work had been done in connection with approximating f from the
restriction of f + g to some universal sampling set. For example in [15] it
was proved that, for cyclic groups of prime order, if Γ is any subset of G
then Γ is a universal sampling set for t as long as t ≤ |Γ|; this is the best
possible bound. We will prove in Section 2.3 that if G is any finite cyclic
group, there is a universal sampling set for t of size min{|G|, t}, even if in
general not every subset of G of size min{|G|, t} is a universal sampling set
for t. Most of the previous work on finite abelian groups was concerned with
lower bounds for universal sampling sets for t, even if such sets were not
given explicitly. In [14] it was proved that there exist universal sampling sets
for t of size O(t log4(|G|)). In [4], the infinite group H := {z ∈ C : |z| = 1}
was considered, whose irreducible characters can be labeled by the elements
of Z. For some fixed n ∈ N it was considered the problem of approximating
f from the f + g. Here f and g are as above, with the extra assumption that
aχ = 0 if χ is not labeled by some element of {−n, . . . , n}. Explicit universal
sampling sets and algorithms are given which allow to approximate f . The
universal sampling sets constructed are subsets of Z/cnZ for some c ∈ N
depending on n and t and have size O(t2 log2(n)). These methods cannot
however be applied to the finite cyclic group Z/nZ since in general the set
constructed is not a subset of Z/nZ but only of Z/cnZ.
We first consider in Section 2.3 general finite abelian groups G written in
cyclic decomposition as G = Z/n1Z× · · ·×Z/nkZ. In this case we explicitly
construct a universal sampling set for t of size at most
t(1 + log(n2)) · · · (1 + log(nk)).
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This set depends on the factorisation of G. We will show that, among the
subsets obtained from the different factorisations of G, that of minimal size
is the one obtained from the factorisation which satisfies nk | nk−1 | . . . | n1.
For cyclic groups Z/nZ we also construct in Section 2.5.1 some other
explicit universal sampling sets for t of size at most
16t3 log(n/2) log(2t log(n/2)).
In Section 2.5.2 for elementary abelian p-groups (Z/pZ)r we construct
explicit universal sampling sets for t of size at most
2pt2r2.
Our construction uses techniques from [4]. Let f and g be as before. We
give some algorithms that allow to reconstruct f from its restriction to the
universal sampling sets constructed in this section for 2t. If applied to f + g
instead of f these algorithms return an approximation of f .
We then study in Sections 3 and 4 the case of symmetric and alternating
groups. Irreducible characters and conjugacy classes of the symmetric group
Sn can be labeled by partitions of n. Characters of the symmetric group
can be computed recursively using the Murnaghan-Nakayama formula (see
Theorem 3.2.1), which connects irreducible characters and hook removal from
partitions. Irreducible characters and conjugacy classes of the alternating
group An can be easily obtained from those of Sn, a well known fact recalled
in Section 4.1.
Here the problem of constructing universal sampling sets has not been
studied yet and universal sampling sets will only be constructed for small
values of t, that is t = 2 or t = 3 for the symmetric group and t = 2 for the
alternating group. Invertible submatrices will be constructed for each pair
or triple of irreducible characters, and they will then be used to construct
explicit universal sampling sets.
Chapter 1
Sampling Pairs and Universal
Sampling Sets
In this section we will give the definitions of sampling pairs and universal
sampling sets over arbitrary finite groups and we will give some results about
them.
1.1 Definitions
If G is a finite group let Irr(G) denote the set of the irreducible characters
of G and C(G) the set of conjugacy classes of G. We will start with two
definitions.
Definition 1.1.1 (Sampling Pair). Let Ω ⊆ Irr(G) and Γ ⊆ C(G). We say
that (Ω,Γ) is a sampling pair if whenever f =
∑
χ∈Ω aχχ and f|Γ = 0 then
f = 0.
It follows from the definition that (Ω,Γ) is a sampling pair if and only if
the submatrix of the character table of G consisting of the rows corresponding
to elements of Ω and columns corresponding to elements of Γ has rank |Ω|.
An immediate consequence of this is that if (Ω,Γ) is a sampling pair then
|Ω| ≤ |Γ|.
Definition 1.1.2 (Universal Sampling Set). Let Γ ⊆ C(G). We say that Γ is
a universal sampling set for t if (Ω,Γ) is a sampling pair for every Ω ⊆ Irr(G)
with |Ω| ≤ t.
As an easy consequence of the definition we have that if Γ is a universal
sampling set for t for G then |Γ| ≥ min{t, |G|}.
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1.2 Results over Arbitrary Finite Groups
Assume that t ≥ 2. The next two theorems shows that how the problem
of constructing sampling pairs (Ω,Γ) with Ω ⊆ Irr(G) of size t or universal
sampling sets for t for G could be reduced to the same problem for 2, however
over the wreath product of G with At. Even if this reduction will not be used
in the following it is still written here to show that if we would be able to
solve the problem of constructing sampling pairs or universal sampling sets
for t = 2 for every group, then we would be able to solve it also for arbitrary
t. We will first give the definition of wreath product.
Definition 1.2.1 (Wreath Product). Let G be a group and H ≤ St. The
wreath product of G with H is given by
G oH := {(g1, . . . , gt;h) : g1, . . . , gt ∈ G, h ∈ H}.
The wreath product is a group with multiplication given by
(g1, . . . , gt;h)(g
′
1, . . . , g
′
t;h
′) = (g1g′h−1(1), . . . , gtg
′
h−1(t);hh
′).
Notice that Gt ∼= {(g1, . . . , gt; 1) : g1, . . . , gt ∈ G} ≤ G oH. We will now
write the two theorems.
Theorem 1.2.2. Let G be a finite group and H ≤ St. Assume that χ1, . . . , χt
are pairwise different irreducible characters of G and that x = (g1, . . . , gt;h)
is an element of GoH. Then ϕ := IndGoAtGt (χ1 · · ·χt) is an irreducible character
of G oH. Also if ϕ(x) 6= 0 then h = 1.
Proof. From Theorem 2.15 of [6] it follows that ϕ is irreducible. Since Gt is
a normal subgroup of G oH we also have that if ϕ(x) 6= 0 then x ∈ Gt, that
is h = 0.
Theorem 1.2.3. Let t ≥ 2, Ω = {χ1, . . . , χt} consists of irreducible char-
acters of G and Γ = {C1, . . . , Ct} consists of conjugacy classes of G. Then
(Ω,Γ) is a sampling pair if and only if
(IndGoAtGt (χ1χ2χ3 · · ·χt))(C1, . . . , Ct;1)6=(IndGoAtGt (χ2χ1χ3 · · ·χt))(C1, . . . , Ct;1)
and this happens if and only if
({IndGoAtGt (χ1χ2χ3 · · ·χt), IndGoAtGt (χ2χ1χ3 · · ·χt)}, {1, (C1, . . . , Ct; 1)})
is a sampling pair.
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Proof. As |Ω| = |Γ| we have that (Ω,Γ) is a sampling pair if and only if the
corresponding submatrix of the character table of G has non-zero determi-
nant. We have that
|(χi(Cj))| =
∑
pi∈St
sign(pi)
t∏
i=1
χpi(i)(Ci)
=
∑
pi∈At
t∏
i=1
χpi(i)(Ci)−
∑
pi∈At
t∏
i=1
χ(pi(1,2))(i)(Ci)
=
∑
pi∈At
(χpi(1)χpi(2)χpi(3) · · ·χpi(t))(C1, . . . , Ct)
−
∑
pi∈At
(χpi(2)χpi(1)χpi(3) · · ·χpi(t))(C1, . . . , Ct)
=
∑
pi∈At
(
(χ1χ2χ3 · · ·χt)(1,...,1;pi)
)
(C1, . . . , Ct)
−
∑
pi∈At
(
(χ2χ1χ3 · · ·χt)(1,...,1;pi)
)
(C1, . . . , Ct)
= (IndGoAtGt (χ1χ2χ3 · · ·χt))(C1, . . . , Ct; 1)
− (IndGoAtGt (χ2χ1χ3 · · ·χt))(C1, . . . , Ct; 1).
Also
IndGoAtGt (χ1χ2χ3 · · ·χt))(1) = deg(IndGoAtGt (χ1χ2χ3 · · ·χt)))
=
|G o At|
|G| deg(χ1χ2χ3 · · ·χt)
=
|G o At|
|G| deg(χ1) deg(χ2) deg(χ3) . . . deg(χt)
=
|G o At|
|G| deg(χ2χ1χ3 · · ·χt)
= deg(IndGoAtGt (χ2χ1χ3 · · ·χt)))
= IndGoAtGt (χ2χ1χ3 · · ·χt))(1).
Since (Ω′,Γ′) is a sampling pair if and only if the correspond submatrix of
the character group has rank |Ω′| the theorem follows.
In the next few theorems we will show how universal sampling sets for a
direct product of groups can be obtained from universal sampling sets for the
groups appearing in the product. Through these theorems for finite groups
G1, . . . , Gk we will identify Irr(G1×· · ·×Gk) with Irr(G1) · · · Irr(Gk). These
11 1.2. Results over Arbitrary Finite Groups
theorems will be used later in Section 2.3 to construct universal sampling
sets of finite abelian groups starting from universal sampling sets of cyclic
groups.
Theorem 1.2.4. Let G1, . . . , Gk be finite groups, G := G1 × · · · × Gk and
t ≥ 0. Assume that Γi ⊆ Gi are universal sampling sets for t. Then
Γ := Γ1 × · · · × Γk
is a sampling set for t for G.
Proof. For 1 ≤ i ≤ k write
Γi = {g1,i, . . . , gmi,i}
for some mi ∈ N.
Let Ω = {χ1,1 · · ·χ1,k, . . . , χs,1 · · ·χs,k} ⊆ Irr(G) with s ≤ t. For 1 ≤ i ≤ k
we have that
Ωi := {χ1,i, . . . , χs,i} = {ϕ1,i, . . . , ϕhi,i} ⊆ Irr(Gi)
for some hi ≤ s ≤ t. Let Ω′ = Ω1 × · · · × Ωk. Then the submatrix of
the character table of G with rows indexed by elements of Ω′ and columns
indexed by elements of Γ is given by ϕ1,1(g1,1) · · · ϕ1,1(gm1,1)... ...
ϕh1,1(g1,1) · · · ϕh1,1(gm1,1)
⊗· · ·⊗
 ϕ1,k(g1,k) · · · ϕ1,k(gmk,k)... ...
ϕhk,k(g1,k) · · · ϕhk,k(gmk,k)
 .
By assumption on Γ each of the smaller matrices has rank |Ωi|, since |Ωi| ≤ t.
In particular it follows that (Ω′,Γ) is a sampling pair and since Ω ⊆ Ω′ we
also have that (Ω,Γ) is a sampling pair. The theorem then follows since Ω
was arbitrary with |Ω| ≤ t.
Theorem 1.2.5. Let G1, . . . , Gk be finite groups, G := G1 × · · · × Gk and
t ≥ 3. Assume that Γi ⊆ Gi are universal sampling sets for t. Then
Γ′ :=
⋃
I∈{1,...,k}:
|I|≤t−2
∏
i∈I
Γi
is a sampling set for t for G.
In the theorem we identified Gi with 1× · · · × 1×Gi × 1× · · · × 1 ⊆ G.
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Proof. First notice that Γ′ ⊆ Γ, where Γ is as in Theorem 1.2.4. If k ≤ t− 2
then it follows easily from the definition that Γ′ = Γ and so the theorem is
proved in this case.
Also if Gj = 1 for some 1 ≤ j ≤ k then⋃
I∈{1,...,k}:
|I|≤t−2
∏
i∈I
Γi =
⋃
I∈{1,...,k}:
|I|≤t−2
∏
i∈I\j
Γi =
⋃
I∈{1,...,j−1,j+1,...,k}:
|I|≤t−2
∏
i∈I
Γi
which is the set we obtain as in the text of the theorem for
G1 × · · · ×Gj−1 ×Gj+1 × · · · ×Gk ∼= G.
So we can now assume that k > t− 2 and that |Gj| > 1 for all 1 ≤ j ≤ k.
In this case we have that |G| ≥ 2k > t as k ≥ t − 1. If Ω′ ⊆ Irr(G) with
|Ω′| ≤ t then there exists Ω ⊆ Irr(G) with Ω′ ⊆ Ω and |Ω| = t. As Ω′ ⊆ Ω
we have that (Ω′,Γ′) is a sampling pair if (Ω,Γ′) is a sampling pair. So to
prove the theorem it is enough to show that (Ω,Γ′) is a sampling pair for
every Ω ⊆ Irr(G) with |Ω| = t.
Let Ω = {χ1,1 · · ·χ1,k, . . . , χt,1 · · ·χt,k} ⊆ Ĝ with χi,1 · · ·χi,k pairwise dis-
tinct and let f be a linear combination of elements of Ω such thatf|Γ′ = 0. We
will prove that f = 0, which by definition will give that (Ω,Γ) is a sampling
pair. We can write
f =
t∑
i=1
biχi,1 · · ·χi,k =
∑
χ∈Irr(G)
aχχ
for some bi, aχ ∈ C. Notice that, by definition of Ω,
aχ =
{
bi χ = χi,1 · · ·χi,k,
0 χ 6∈ Ω.
For J ⊆ {1, . . . , k} let GJ =
∏
j∈J Gj ⊆ G and Γ′J = Γ′ ∩ GJ . Assume
now that |J | = m ≤ t− 2. By definition of Γ′ it follows that Γ′J =
∏
j∈J Γj,
which by Theorem 1.2.4 is a universal sampling set for t for GJ . In order
to simplify notation we can assume, up to reordering the factors of G, that
J = {1, . . . ,m}. Let K = {m+ 1, . . . , k}. Then G = GJ ×GK and
f|GJ =
∑
ψϕ∈Irr(GJ )×Irr(GK)
aψϕψϕ =
∑
ψ∈Irr(GJ )
ψ
∑
ϕ∈Irr(GK)
aψϕϕ =
∑
ψ∈Irr(GJ )
cψψ
with
cψ =
∑
ϕ∈Irr(GK)
aψϕ.
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As |{χ ∈ Irr(G) : aχ 6= 0}| ≤ |Ω| = t we have that |{ϕ : cϕ 6= 0}| ≤ t Since
Γ′J ⊆ Γ′ and by assumption f|Γ′ = 0, so that f|Γ′J = 0 it follows that f|GJ = 0
since Γ′J is universal sampling for t for GJ from Theorem 1.2.4. In particular∑
ϕ∈Irr(GK)
aψϕ = cψ = 0
for every ψ ∈ Irr(GJ).
Assume that f 6= 0. Then there exists i with 1 ≤ i ≤ t such that
bi = aχi,1···χi,k 6= 0. Up to reordering the elements of Ω we can assume that
aχt,1···χt,k 6= 0. For 1 ≤ i ≤ t − 2 choose li such that χi,li 6= χt,li and let
J = {li : 1 ≤ i ≤ t−2} = {j1, . . . , jm} (with m = |J | ≤ t−2). Again assume
that J = {1, . . . ,m} and let K = {m+ 1, . . . , k}. By definition of J we have
that if 1 ≤ i ≤ t− 2 then χχi,1···χi,k 6∈ {χt,1 · · ·χt,mϕ : ϕ ∈ Irr(GK)}.
First assume that χχt−1,1···χt−1,k 6∈ {χt,1 · · ·χt,mϕ : ϕ ∈ Irr(GK)}. Then
{χt,1 · · ·χt,mϕ : ϕ ∈ Irr(GK)} ∩ Ω = {χt,1 · · ·χt,k} and as again aχ = 0 when
χ 6∈ Ω it follows that
cχt,1···χt,m =
∑
ψ∈GK
aχt,1···χt,mψ =
∑
ψ∈GK :
χt,1···χt,mψ∈Ω
aχt,1···χt,mψ = aχt,1···χt,k 6= 0
which gives a contradiction as m ≤ t − 2 and so by the previous part
cχt,1···χt,m = 0.
Assume now that χχt−1,1···χt−1,k ∈ {χt,1 · · ·χt,mϕ : ϕ ∈ Irr(GK)}. In this
case
{χt,1 · · ·χt,mϕ : ϕ ∈ Irr(GK)} ∩ Ω = {χt−1,1 · · ·χt−1,k, χt,1 · · ·χt,k}
and so
cχt,1···χt,m =
∑
ψ∈GK
aχt,1···χt,mψ
=
∑
ψ∈GK :
χt,1···χt,mψ∈Ω
aχt,1···χt,mψ
= aχt−1,1···χt−1,k + aχt,1···χt,k
= bt−1 + bt
= 0
In particular bt−1 = −bt. Similarly bi = −bt for 1 ≤ i ≤ t − 1. In particular
bi 6= 0 for every 1 ≤ i ≤ t and so we similarly have that bi = −bj for
1 ≤ i 6= j ≤ k. Since t ≥ 3 it follows that
b3 = −b1 = b2 = −bt
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and then bt = 0 which gives a contradiction, as we were assuming that bt 6= 0.
So bi = 0 for 1 ≤ i ≤ k, that is f = 0, and then the theorem follows.
The next theorem considers the product of two groupsG andH and allows
us to construct universal sampling sets for G × H starting from universal
sampling sets for G and for H.
Theorem 1.2.6. Let G and H be finite groups. For every s ∈ N let ΓG,s
and ΓH,s be universal sampling sets for G and H for s. Then a universal
sampling set for G×H for t is given by
ΓG×H,t = ∪ts=1ΓG,bt/sc × ΓH,s.
Proof. Let Ω = {χi} ⊆ Irr(G×H) with |Ω| ≤ t and let f =
∑
i aiχi be such
that f|ΓG×H,t = 0. Write χi = (αi, βi) with αi ∈ Irr(G) and βi ∈ Irr(H). For
every (α, β) ∈ Irr(G)× Irr(H) = Irr(G×H) define a(α,β) so that
f =
∑
(α,β)
a(α,β)(α, β)
(by definition a(α,β) = 0 if (α, β) 6∈ Ω and a(α,β) = ai if (α, β) = (αi, βi)).
For α ∈ Irr(G) let cα = |{i : αi = α}|. As |Ω| ≤ t we have that 0 ≤ cα ≤ t
for any α. Assume that a(α,β) = 0 if cα < s for some 1 ≤ s ≤ t (this holds
for s = 1 as then for every β ∈ Irr(H) we have that (α, β) 6∈ Ω). Then
f(q, r) =
∑
α:cα≥s
α(q)
∑
i:αi=α
aiβi(r) = 0
for any (q, r) ∈ ΓG×H,t. Again as |Ω| ≤ t we have that |{α : cα ≥ s}| ≤ bt/sc.
Let now (q, r) vary in ΓG,bt/sc × ΓH,s ⊆ ΓG×H,t. As |{α : cα ≥ s}| ≤ bt/sc,
ΓG,bt/sc is a universal sampling set for bt/sc and f(q, r) = 0 in ΓG,[t/s]×ΓH,s,
we have that
∑
i:αi=α
aiβi(r) = 0 for any r ∈ ΓH,s and α such that cα ≥ s.
Assume now that cα = s. Then as ΓH,s is a universal sampling set for s it
follows that ai = 0 for any i such that αi = α.
So we have that a(α,β) = 0 if cα ≤ s and then we can conclude by induction
that ai = 0 for any i and as Ω was arbitrary with |Ω| ≤ t the theorem is
proved.
We can easily generalise the previous theorem to direct product of more
than two groups. This will be done in the next corollary.
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Corollary 1.2.7. Let t ∈ N, let Gi be finite groups for 1 ≤ i ≤ k and let
G := G1×· · ·×Gk. For s ∈ N and 1 ≤ i ≤ k let ΓGi,s be a universal sampling
set for Gi for s. Then a universal sampling set for G for t is given by
Γ =
⋃
(s2,...,sk):
1≤si≤t
ΓG1,bt/(s2···ck)c × ΓG2,s2 × · · · × ΓGk,sk .
Proof. Follows easily by induction on k and Theorem 1.2.6.
Chapter 2
Abelian Groups
Through all of Section 2 all groups considered will be abelian. Let G be
a finite abelian groups. We will write Ĝ instead of Irr(G), since the dual
group of a finite abelian group as a set is equal to the set of its irreducible
characters. Throughout this section abelian groups will be written in additive
notation while their dual groups will be written in multiplicative notation.
In order to simplify notations if G = Z/n1Z × · · · × Z/nkZ (each finite
abelian group can be written in this way for some n1, . . . , nk due to the
classification theorem for finite abelian groups) and x1, . . . , xk ∈ Z, when
considering (x1, . . . , xk) as an element of G we will be using the identification
(x1, . . . , xk) = (x1 +n1Z, . . . , xk+nkZ). Also for y1, . . . , yk ∈ Z we will define
χ(y1,...,yk)(x1, . . . , xk) := ω
y1x1
n1
· · ·ωykxknk
where ωni are primitive ni-th root of unity for 1 ≤ i ≤ k. With this notations
it can be easily seen that
Ĝ = {χ(y1,...,yk) : 0 ≤ yi < ni}
and that for y′1, . . . , y′k, y′′1 , . . . , y′′k ∈ Z it holds
χ(y′1,...,y′k)χ(y′′1 ,...,y′′k ) = χ(y′1+y′′1 ,...,y′k+y′′k ) = χ(y′1+y′′1 mod n1,...,y′k+y′′k mod nk).
We will start by giving a couple of definitions and basic results.
2.1 Definitions and Basic Results
Definition 2.1.1 (Fourier transform). Let f : G → C. The Fourier trans-
form of f is the function f̂ : Ĝ→ C given by
f̂(χ) =
1
|G|
∑
g∈G
f(g)χ(g)
16
17 2.2. Sampling Pairs
for χ ∈ Ĝ.
Notice that if f =
∑
χ∈Ĝ aχχ then f̂(χ) = aχ.
Definition 2.1.2 (Annihilator). For H ⊆ G we define H⊥, the annihilator
of H, by
H⊥ := {χ ∈ Ĝ : χ(h) = 1 ∀h ∈ H}.
Similarly for K ⊆ Ĝ we define K⊥, the annihilator of K, by
K⊥ := {g ∈ G : χ(g) = 1 ∀χ ∈ K}.
It can be easily checked from the definitions that H⊥ and K⊥ are sub-
groups of Ĝ and G respectively. Even if the definitions of H⊥ and K⊥ look
different they are actually the same, since Ĝ ∼= G for every finite abelian
group through g(χ) := χ(g) for every g ∈ G and χ ∈ Ĝ.
The next lemma shows us how we can use annihilator to find the dual
group of a subgroup from that of the larger group.
Lemma 2.1.3. Let H ≤ G be a subgroup. Then Ĥ ∼= Ĝ/H⊥. Similarly if
K ≤ Ĝ then K ∼= Ĝ/K⊥.
Proof. The first part follows from the second, since L̂ ∼= L for every finite
abelian group L.
The second isomorphism is given by
χ 7→ (g +K⊥ 7→ χ(g), g +K⊥ ∈ G/K⊥)
for χ ∈ K. This is well defined and injective by definition of K⊥. It is also
surjective, since for χ ∈ Ĝ/K⊥ we can define χ ∈ Ĝ by χ(g) = χ(g+K⊥) and
with then χ 7→ χ. As it is clear that χ 7→ (g+K⊥ 7→ χ(g), g+K⊥ ∈ G/K⊥)
is a homomorphism, the lemma follows.
Let L ⊆ G or L ⊆ Ĝ. From the definition we easily have that L⊥ = 〈L〉⊥
and L ⊆ (L⊥)⊥. Assume now that L is a subgroup. From Lemma 2.1.3 we
have that |L||L⊥| = |G| and |L⊥||(L⊥)⊥| = |G| and so L = (L⊥)⊥ in this
case.
2.2 Sampling Pairs
In this section we will give some results about sampling pairs over finite
abelian groups. Some of them will be used later on when constructing uni-
versal sampling sets. The first theorem shows that sampling pairs remains
sampling pairs when “translated” in this case.
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Theorem 2.2.1. Let G be a finite abelian group and assume that Γ ⊆ G and
Ω ⊆ Ĝ. Let g ∈ G and χ ∈ Ĝ. Then (Ω,Γ) is a sampling pair if and only if
(χΩ, g + Γ) is a sampling pair.
Proof. For h ∈ Γ and ϕ ∈ Ω we have that
(χϕ)(g + h) = χ(g)ϕ(g)χ(h)ϕ(h).
So the submatrix of the character table of G with rows indexed by elements
of χΩ and columns indexed by elements of g + Γ can be obtained from that
with rows indexed by elements of Ω and columns indexed by the elements of
Γ by first multiplying each row by a non-zero value constant along the row
and then multiplying each column by a non-zero value constant along the
column. In particular the two submatrices have the same rank and so the
theorem follows.
The next theorem show that taking quotients of sampling pairs still gives
a sampling pair.
Theorem 2.2.2. Let K ≤ Ĝ and assume that Ω ⊆ K. Then (Ω,Γ) is a
sampling pair if and only if (Ω, (Γ + K⊥)/K⊥) is a sampling pair for the
group G/K⊥.
In the theorem Ω can be identified with a subset of Ĝ/K⊥ by Lemma
2.1.3, since Ω ⊆ K.
Proof. Since Ω ⊆ K it follows that g1, g2 ∈ Γ belong to the same coset of K⊥
then χ(g1) = χ(g2) for all χ ∈ Ω. Hence (Ω,Γ) is a sampling pair if and only
if (Ω, (Γ +K⊥)/K⊥) is a sampling pair, as χ(g +K⊥) = χ(g) for g ∈ G and
χ ∈ K.
The next theorem consider the case the group we consider is the direct
product of two groups G and H and the projections of Γ to H and Ω to Ĥ
consist each of at most two elements.
Theorem 2.2.3. Let G and H be finite abelian groups. Let
Ω = Ω1 × {x1} ∪ Ω2 × {x2} ⊆ Ĝ× Ĥ
and
Γ = Γ1 × {y1} ∪ Γ2 × {y2} ⊆ G×H
with Ωi ⊆ Ĝ, xi ∈ Ĥ, Γi ⊆ G and yi ∈ H, with ({x1, x2}, {y1, y2}) a sampling
pair for H.
If (Ω,Γ) is a sampling pair then so are (Ωi,Γ1 ∪ Γ2) and (Ω1 ∩ Ω2,Γi).
The converse is true if at least one of (Ωi,Γ1 ∩ Γ2) or (Ω1 ∪ Ω2,Γi) is a
sampling pair.
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Proof. From Theorem 2.2.1 up to substituting Ω with (1, x−11 )Ω and Γ with
(0,−y1) + Γ we can assume that x1 = 1, x2 = x, y1 = 0 and y2 = y. Then
({x1, x2}, {y1, y2}) being a sampling pair is equivalent to x(y) 6= 1.
Assume now that (Ω,Γ) is a sampling pair. We want to show that in
this case (Ωi,Γ1 ∪ Γ2) and (Ω1 ∩ Ω2,Γi) are sampling pairs. Again up to
substituting Ω with (1, x−1)Ω and Γ with (0,−y) + Γ it is enough, from
Theorem 2.2.1 to prove that (Ω1,Γ1 ∪ Γ2) and (Ω1 ∩ Ω2,Γ1) are sampling
pairs.
As Ω1 × {1} ⊆ Ω we have by definition that if (Ω,Γ) is a sampling pair
then also (Ω1 × {1},Γ) is a sampling pair. Applying Theorem 2.2.2 with
K = Ĝ× {1} we also have that (Ω1 × {1}, (Γ + H)/H) ∼= (Ω1,Γ1 ∪ Γ2) is a
sampling pair if (Ω1 × {1},Γ) is a sampling pair. In particular we have that
(Ω1,Γ1 ∪ Γ2) is a sampling pair if (Ω,Γ) is a sampling pair.
To prove that if (Ω,Γ) is a sampling pair then (Ω1∩Ω2,Γ1) is a sampling
pair let Ω1 ∩ Ω2 = {χj} and assume that
∑
j ajχj(g) = 0 for all g ∈ Γ1. Let
bj, cj so that bj + cj = aj and bj + x(y)cj = 0 (bj, cj exist as x(y) 6= 1). Then∑
j
(bj(χj, 1)(g, h) + cj(χj, x)(g, h))
=
{ ∑
j(bj + cj)χj(g) (g, h) ∈ Ω1 × {1}∑
j(bj + x(y)cj)χj(g) (g, h) ∈ Ω2 × {x}
=
{ ∑
j ajχj(g) (g, h) ∈ Ω1 × {1}
0 (g, h) ∈ Ω2 × {x}
and so ∑
j
(bj(χj, 1)(g, h) + cj(χj, x)(g, h)) = 0 for all (g, h) ∈ Γ.
It follows that bj, cj = 0 for all j as (χj, 1), (χj, x) ∈ Ω, and so also all aj = 0
and then (Ω1 ∩ Ω2,Γ1) is a sampling pair.
To prove the second part of the theorem it is again enough to show that
when one of (Ω1,Γ1∩Γ2) or (Ω1∪Ω2,Γ1) is a sampling pair then if (Ωi,Γ1∪Γ2)
and (Ω1 ∩ Ω2,Γi) are sampling pairs then so is (Ω,Γ).
Let Ω1 ∩Ω2 = {χi}, Ω1 \Ω2 = {φj} and Ω2 \Ω1 = {ψk} and assume that∑
i
(bi(χi, 1)(g, h)+ci(χi, x)(g, h))+
∑
j
dj(φj, 1)(g, h)+
∑
k
ek(ψk, x)(g, h) = 0
for all (g, h) ∈ Γ.
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Let (Ωs,Γ1 ∪ Γ2) and (Ω1 ∩ Ω2,Γs) for 1 ≤ s ≤ 2 be sampling pairs.
Assume first that (Ω1,Γ1 ∩ Γ2) is also a sampling pair. As∑
i
(bi + ci)χi(g) +
∑
j
djφj(g) +
∑
k
ekψk(g) = 0
for every g ∈ Γ1 and∑
i
(bi + x(y)ci)χi(g) +
∑
j
djφj(g) +
∑
k
x(y)ekψk(g) = 0
for every g ∈ Γ2, it follows that∑
i
biχi(g) +
∑
j
djφj(g) = 0
for all g ∈ Γ1 ∩ Γ2, since x(y) 6= 1. As (Ω1,Γ1 ∩ Γ2) is a sampling pair, we
have that bi = 0 for every i and dj = 0 for every j. Thus
x(h)
(∑
i
ciχi(g) +
∑
k
ekψk(g)
)
= 0
for all (g, h) ∈ Γ. As x(h) 6= 0 for all h ∈ H, this is equivalent to∑
i
ciχi(g) +
∑
k
ekψk(g) = 0
for all g ∈ Γ1 ∪ Γ2. As we are assuming that (Ω2,Γ1 ∪ Γ2) is a sampling pair
we conclude that also ci = 0 and ek = 0 for all i, k and so (Ω,Γ) is a sampling
pair.
Assume now that (Ω1 ∪ Ω2,Γ1) is a sampling pair. As∑
i
(bi + ci)χi(g) +
∑
j
djφj(g) +
∑
k
ekψk(g) = 0
for all g ∈ Γ1 we have that each dj = 0, and each ek = 0 and ci = −bi for
every i. So
(1− x(y))
∑
i
biχi(g) = 0
for all g ∈ Γ2 and as x(y) 6= 1 we find that
∑
i biχi(g) = 0 for all g ∈ Γ2. As
(Ω1 ∩ Ω2,Γ2) is a sampling pair by assumption we conclude that also bi = 0
for every i, from which follows that ci = 0 and then (Ω,Γ) is a sampling pair
also in this case and so the theorem is proved.
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2.3 Universal Sampling Sets
We will now turn our attention to universal sampling sets over finite abelian
groups and give some explicit constructions for them. The first two theorems
in this section are easy corollaries to Theorems 2.2.1 and 2.2.2 and can be
viewed as rewritings of them for universal sampling sets.
Theorem 2.3.1. Let G be a finite abelian group and assume that Γ ⊆ G and
g ∈ G. Then Γ is a universal sampling set if and only if g+ Γ is a universal
sampling set.
Proof. It follows easily from Theorem 2.2.1.
Theorem 2.3.2. If Γ ⊆ G is a universal sampling set for t and H is any
subgroup of G, then (Γ +H)/H is a universal sampling set for t for G/H.
Proof. It follows from Lemma 2.1.3 and Theorem 2.2.2 as, due to the fact
that (H⊥)⊥ = H, by Lemma 2.1.3 if Ω ⊆ Ĝ/H we can find Ω′ ⊆ H⊥ ≤ Ĝ
with |Ω| = |Ω′| and such that, under the identification of H⊥ with Ĝ/H, Ω′
satisfies Ω′ = Ω.
Then for every Ω with |Ω| ≤ t we have that (Ω′,Γ) is a sampling pair and
then by Theorem 2.2.2 we also have that (Ω, (Γ +H)/H) is a sampling pair
and so (Γ +H)/H is a universal sampling set for t for G/H.
In the following we will just say that Γ is a universal sampling set when
it is clear which t is being considered.
Theorem 2.3.3. Let G = Z/nZ. Then Γt = {0, . . . , t − 1} is a universal
sampling set for t.
Proof. Let Ω = {χx1 , . . . , χxs}, with 0 ≤ xi ≤ n − 1 all distinct and with
s ≤ t. Then the submatrix of the character table with rows indexed by the
elements of Ω and columns indexed by the elements of Γt is given by
FΩ,Γt =
 1 ω
x1 · · · ω(t−1)x1
...
...
...
1 ωxs · · · ω(t−1)xs
 ,
where ω is a primitive n-th root of 1. To prove the theorem it is enough to
prove that FΩ,Γt has rank s = |Ω| for any such Ω. We have∣∣∣∣∣∣∣
1 ωx1 · · · ω(s−1)x1
...
...
...
1 ωxs · · · ω(s−1)xs
∣∣∣∣∣∣∣ = ±
∏
i<j
(ωxi − ωxj) 6= 0
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as the ωxi are all distinct. Hence FΩ,Γt has rank s = |Ω| for all subsets Ω ⊆ Ĝ
with |Ω| ≤ t and so Γt is a universal sampling set.
Theorem 2.3.4. Let G = Z/n1Z× · · · × Z/nkZ. Then
Γ = {(h1, . . . , hk) : 0 ≤ hi < t for 1 ≤ i ≤ k}
is a universal sampling set for t and
|Γ| =
k∏
j=1
min{t, nj}.
Proof. From the definition of Γ it easily follows that
|Γ| =
k∏
j=1
min{t, nj} ≤ tk.
The theorem then follows from Theorems 1.2.4 and 2.3.3.
Theorem 2.3.5. Let G = Z/n1Z× · · · × Z/nkZ. If t ≥ 3 then
Γ′ = {
∑
i∈I
hiei : 0 ≤ hi < t and I ⊆ {1, . . . , k} with |I| ≤ t− 2}
is a universal sampling set for t (ei is the element of G with all coefficients
equal to 0 apart for the i-th coefficient which is equal to 1). Then |Γ′| ≤ tk.
If k > t− 2 we also have that
|Γ′| ≤ tt−2
(
n
t− 2
)
.
Proof. First notice that Γ′ ⊆ Γ, where Γ is as in Theorem 2.3.4. In particular
|Γ′| ≤ tk. If k ≤ t − 2 then it follows easily from the definition that Γ′ = Γ
and so the theorem is proved in this case.
So assume now that k > t − 2 and that (a1, . . . , ak) ∈ Γ′. Then there
exists I ⊆ {1, . . . , k} with |I| = t − 2 and (a1, . . . , ak) =
∑
i∈I hiei for some
0 ≤ hi < t. In particular it follows that
|Γ′| ≤ tt−2
(
n
t− 2
)
.
The theorem then follows from Theorem 1.2.5 and 2.3.3.
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We will now concentrate on universal sampling sets constructed using the
techniques of Corollary 1.2.7. We will start by defining the sets that will be
used in the remaining of this section.
Definition 2.3.6. For a fixed factorisation Z/n1Z× · · · ×Z/nkZ of a finite
abelian group define
Γ(n1,...,nk),t := {(h1, . . . , hk) : 0 ≤ hi < ni and (h1 + 1) · · · (hk + 1) ≤ t}.
This notation will be fix for all of this section. We will now prove that
these sets are universal sampling for t.
Theorem 2.3.7. The set Γ(n1,...,nk),t is a universal sampling set for t for
Z/n1Z× · · · × Z/nkZ and, for 1 ≤ j ≤ k, it satisfies
|Γ(n1,...,nk),t| =
n2∑
i1=1
. . .
nj−1∑
ij−1=1
nj+1∑
ij+1=1
. . .
nk∑
ik=1
min
{
nj,
⌊
t
i1 · · · ij−1ij+1 · · · ik
⌋}
.
Proof. The first part of the theorem holds from Corollary 1.2.7 and Theorem
2.3.3.
For the second part we will assume that j = 1 (the general case is similar.
From the definition we have that
Γ(n1,...,nk),t=
⋃
(i2,...,ik):
1≤ij≤nj
{(i1, i2−1, . . . , ik−1) : 0 ≤ i1 ≤ min{t/(i2 · · · ik)−1, n1−1}
=
⋃
(i2,...,ik):
1≤ij≤nj
{(i1, i2−1, . . . , ik−1) : 0 ≤ i1 < min{bt/(i2 · · · ik)c, n1}.
and so the theorem follows.
Notice that Theorems 2.3.4 and 2.3.5 can be viewed as corollaries to
this theorem, since Γ(n1,...,nk),t is contained in the universal sampling sets
constructed in those theorems. We will now prove that in certain cases
Γ(n1,...,nk),t is minimal in size between all universal sampling sets for t for
Z/n1Z× · · · × Z/nkZ.
Theorem 2.3.8. We have that Γ(n1,...,nk),t is minimal in size between all
universal sampling sets for t for G = Z/n1Z × · · · × Z/nkZ if one of the
following holds:
• t ≤ 1.
• t = 2 and k is the minimal size of a generating set for G.
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• k = 1.
Proof. It follows from the definition that Γ(n1,...,nk),0 = ∅, Γ(n1,...,nk),1 = {0}
and Γ(n1,...,nk),2 = {0, e1, . . . , ek}, where ei = (0, . . . , 0, 1, 0 . . . , 0), with i-th
coefficient equal to 1. In particular it is easy to see that Γ(n1,...,nk),0 and
Γ(n1,...,nk),1 are minimal in size.
Assume now that t = 2 and k is the minimal size of a generating set for
G. Then ni > 1 for 1 ≤ i ≤ k and so |Γ(n1,...,nk),2| = k + 1. We will now
show that if |Γ| ≤ k then Γ is not universal sampling for 2 for G, which will
prove the theorem in this case. From Theorem 2.3.1 we can assume that
0 ∈ Γ. By minimality of k it follows that 〈Γ〉 6= G. In particular there exists
1 6= χ ∈ Γ⊥. As χ(h) = 1 for every h ∈ Γ it follows that ({1, χ},Γ) is not a
sampling pair and so Γ is not a universal sampling set for 2.
Assume now that k = 1. Then
Γ(n1,...,nk),t = Γ(n1),t = {0, . . . ,min{t, n1} − 1}
and so |Γ(n1,...,nk),t| = min{t, n1} and then also in this case Γ(n1,...,nk),t is
minimal in size.
In Theorem 2.3.7 we gave a formula for the size of Γ(n1,...,nk),t. We will
now show how it can be used to find bounds on the size of Γ(n1,...,nk),t.
Corollary 2.3.9. For 1 ≤ j ≤ k we have that
|Γ(n1,...,nk),t| ≤ t(1+log(n1)) · · · (1+log(nj−1))(1+log(nj+1)) · · · (1+log(nk)).
Proof. We will prove the corollary for j = 1, as the general proof is similar.
From Theorem 2.3.7 it follows that
|Γt| =
n2∑
i2=1
. . .
nk∑
ik=1
min
{
n1,
⌊
t
i2 · · · ik
⌋}
≤
n2∑
i2=1
. . .
nk∑
ik=1
t
i2 · · · ik
= t
n2∑
i2=1
1
i2
· · ·
nk∑
ik=1
1
nk
≤ t
(
1 +
∫ n2
1
1
x
dx
)
· · ·
(
1 +
∫ nk
1
1
x
dx
)
= t(1 + log(n2)) · · · (1 + log(nk)).
25 2.3. Universal Sampling Sets
Let G be a finite abelian group and let
A = {(m1, . . . ,mk) : G ∼= Z/m1Z× · · · × Z/mkZ}.
Let (l1, . . . , lh) ∈ A with lh|lh−1| . . . |l1 and (q1, . . . , qr) ∈ A with qi prime
powers ((l1, . . . , lh) and (q1, . . . , qr) correspond to the two standard factorisa-
tions of G). Let (m1, . . . ,mk) be any element of A and let t ≥ 0. In Theorem
2.3.10 we will show that |Γ(l1,...,lh),t| ≤ |Γ(m1,...,mk),t|, while in Theorem 2.3.28
we will show that |Γ(q1,...,qr),t| ≥ |Γ(m1,...,mk),t|. Together these two theorems
will show that the two standard factorisations of G give the extreme values
for |Γ(m1,...,mk),t|.
Theorem 2.3.10. For a finite abelian group
G = Z/m1Z× · · · × Z/mkZ ∼= Z/l1Z× · · · × Z/lhZ
with lh | lh−1 | . . . | l1 we have that |Γ(l1,...,lh),t| ≤ |Γ(m1,...,mk),t|.
In order to prove the theorem we will first prove it for the case where
k, l = 2. The proofs for the general case follows easily from this special case
and will can be found after the proof of Theorem 2.3.11.
Theorem 2.3.11. |Γ(n1,n2),t| ≤ |Γ(m1,m2),t| for any t whenever n2 | n1 and
Z/n1Z× Z/n2Z ∼= Z/m1Z× Z/m2Z.
Assume that n2 | n1 and Z/n1Z × Z/n2Z ∼= Z/m1Z × Z/m2Z. Then we
can find a, b ∈ N\{0} such that m1 = an2 and m2 = bn2. Then we also have
that n1 = abn2. We can assume that a, b ≥ 2 (so that the two factorizations
are distinct), and as (a, b) = 1 we can assume that a > b (up to interchanging
m1 and m2). We will be using this notation throughout Propositions 2.3.12
to 2.3.27. The proof of the theorem is divided into Propositions 2.3.12 to
2.3.27 according to the following table.
t a b c d Prop.
t < m1 2.3.12
m1 ≤ t < n1 a≥2n2−2 2.3.13
t ≥ d(n2 − 1)/aen1 2.3.14
m1 ≤ t < n1 a≤2n2−3 2.3.16
2n1 ≤ t <
d(n2 − 1)/aen1
b ≥ 4 2.3.19
cn1 + dm1 ≤ t <
cn1 + (d+ 1)m1
a ≥ 4 2≤b≤3 2 ≤ c <
d(n2−1)/ae
0≤ d < b
and d 6=2
if (a, b)=
(4, 3)
2.3.20
cn1 + dm1 ≤ t <
cn1 + (d+ 1)m1
a = 4 b = 3 4 ≤ c <
d(n2−1)/ae
d = 2 2.3.20
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t a b c d Prop.
cn1 + dm1 ≤ t <
cn1 + (d+ 1)m1
a = 4 b = 3 2 ≤ c < min{4,
d(n2−1)/ae}
d = 2 2.3.21
cn1 ≤ t < (c+1)n1 a = 3 b = 2 34 ≤ c ≤ (n2 −
12)/3
2.3.22
cn1 ≤ t < (c+1)n1 a = 3 b = 2 max{34,
(n2 − 11)/3} ≤
c<d(n2−1)/ae
2.3.23
cn1 ≤ t < (c+1)n1 a = 3 b = 2 1 ≤ c < min{34,
d(n2−1)/ae}
2.3.24
n1 ≤ t < min{2,
d(n2 − 1)/ae}n1
b ≥ 4 2.3.25
n1 ≤ t < min{2,
d(n2 − 1)/ae}n1
a ≥ 15 b = 2 2.3.25
n1 ≤ t < min{2,
d(n2 − 1)/ae}n1
a ≥ 7 b = 3 2.3.25
n1 ≤ t < min{2,
d(n2 − 1)/ae}n1
5≤a≤13 b = 2 2.3.26
n1 ≤ t < min{2,
d(n2 − 1)/ae}n1
4≤a≤5 b = 3 2.3.27
We will start now to prove Propositions 2.3.12 to 2.3.27.
Proposition 2.3.12. If t < m1 then |Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. In this case we have that bt/ic ≤ n1,m1 for any i ≥ 1 and so, as
m2 ≥ n2 we have that
|Γ(n1,n2),t| =
n2∑
i=1
⌊
t
i
⌋
≤
m2∑
i=1
⌊
t
i
⌋
= |Γ(m1,m2),t|.
Proposition 2.3.13. If m1 ≤ t < n1 and a ≥ 2n2 − 2 then
|Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. Notice that in this case bt/ic ≤ n1 for all i ≥ 1. Let 1 ≤ c < b such
that cm1 ≤ t < (c+ 1)m1. We will show that for 1 ≤ i ≤ n2 we have that⌊
t
i
⌋
≤
(c+1)i∑
j=(c+1)(i−1)+1
min
{
m1,
⌊
t
j
⌋}
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which will prove the proposition as c < b, so that (c+ 1)n2 ≤ bn2 = m2 and
then
|Γ(n1,n2),t| =
n2∑
i=1
⌊
t
i
⌋
≤
n2∑
i=1
(c+1)i∑
j=(c+1)(i−1)+1
min
{
m1,
⌊
t
j
⌋}
≤
m2∑
i=1
min
{
m1,
⌊
t
j
⌋}
= |Γ(m1,m2)|.
Let bt/ic = (c+1)h+ l for some h ≥ 0 and 0 ≤ l < c+1. As t < (c+1)m1
we have that h < m1. We have⌊
t
j
⌋
≥
⌊
t
(c+ 1)i
⌋
=
⌊ ⌊
t
i
⌋
c+ 1
⌋
= h
for (c+ 1)(i−1) + 1 ≤ j ≤ (c+ 1)i. If we can also show that when l > 0 then⌊
t
j
⌋
≥
⌊
t
(c+ 1)(i− 1) + l
⌋
≥ h+ 1
for (c+ 1)(i− 1) + 1 ≤ j ≤ (c+ 1)(i− 1) + l (the first inequality clearly holds
in this interval), it would then follow that
(c+1)i∑
j=(c+1)(i−1)+1
min
{
m1,
⌊
t
j
⌋}
≥ (c+ 1)h+ l
as h < m1 and so the proposition would be proved.
By definition of h and l we have that t ≥ i(c+ 1)h+ il. Also
bt/((c+ 1)(i− 1) + l)c ≥ h+ 1
holds if and only if
t ≥ (h+ 1)((c+ 1)(i− 1) + l) = (c+ 1)hi+ il − (c+ 1− l)(h+ 1− i).
As c+ 1 > l this is clearly satisfied if i ≤ h+ 1 = bt/((c+ 1)i)c+ 1.
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Assume that i > bt/((c + 1)i)c + 1. As i ∈ N then i > t/((c + 1)i) + 1
and so i2 − i− t/(c+ 1) > 0. As the function x2 − x is increasing for x ≥ 1,
as t ≥ cm1 and 1 ≤ i ≤ n2 we find
n22 − n2 − n2
ac
c+ 1
= n22 − n2 −
cm1
c+ 1
≥ n22 − n2 −
t
c+ 1
≥ i2 − i− t
c+ 1
> 0.
As c ≥ 1 we conclude that a < (n2 − 1)(c + 1)/c ≤ 2n2 − 2 which gives a
contradiction.
Proposition 2.3.14. If t ≥ d(n2 − 1)/aen1 then |Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. We can assume t < n1n2, as otherwise t ≥ |G| and so
|Γ(n1,n2),t| = |G| = |Γ(m1,m2),t|,
as Γ(n1,n2),t and Γ(m1,m2),t are universal sampling sets for t.
So there exists d(n2 − 1)/ae ≤ c < n2 such that cn1 ≤ t < (c+ 1)n1. We
will show that for 1 ≤ i ≤ n2 we have that
min
{
n1,
⌊
t
i
⌋}
≤
bi∑
j=b(i−1)+1
min
{
m1,
⌊
t
j
⌋}
which will prove the proposition.
For i ≤ c we have that
min
{
n1,
⌊
t
i
⌋}
= n1 = bm1 =
bi∑
j=b(i−1)+1
min
{
m1,
⌊
t
j
⌋}
as t ≥ cn1 = cbm1, so there is nothing to prove in this case.
For i > c let bt/ic = bh + l for some h ≥ 0 and 0 ≤ l < b. As then
t/i ≤ t/(c+ 1) < n1 we have that h < m1. Also⌊
t
j
⌋
≥
⌊
t
bi
⌋
=
⌊⌊
t
i
⌋
b
⌋
= h
for b(i− 1) + 1 ≤ j ≤ bi. If we can also show that when l > 0 then⌊
t
j
⌋
≥
⌊
t
b(i− 1) + l
⌋
≥ h+ 1
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for b(i− 1) + 1 ≤ j ≤ b(i− 1) + l (the first inequality clearly holds), we then
would have, as h < m1, that
bi∑
j=b(i−1)+1
min
{
m1,
⌊
t
j
⌋}
≥ bh+ l
and so the proposition would be proved.
By definition of h and l we have that t ≥ ibh+ il. Also
bt/(b(i− 1) + l)c ≥ h+ 1
holds if and only if
t ≥ (h+ 1)(b(i− 1) + l) = bhi+ il − (b− l)(h+ 1− i).
As b > l this is clearly satisfied if i ≤ h+ 1 = bt/(bi)c+ 1.
Assume that i > bt/(bi)c + 1. Then, as i is integer, we also have that
i > t/(ib) + 1 and so i2− i− t/b > 0. As the function x2− x is increasing for
x ≥ 1, as t ≥ cn1 = abcn2 and c < i ≤ n2 we find
n22 − n2 − acn2 ≥ n22 − n2 −
t
b
≥ i2 − i− t
b
> 0
and so we have that c < (n2 − 1)/a which gives a contradiction as by as-
sumption
c ≥ d(n2 − 1)/ae ≥ (n2 − 1)/a.
The next lemma gives approximation for 1/i with 2 ≤ i ∈ N. These
formulas will be used in the following to approximate
∑g
i=f 1/i, as most
terms in the formulas cancels out when taking sums over an interval.
Lemma 2.3.15. If y ≥ 2 and y ∈ N then
log
(
y+1
y
)
+
1
2
(
1
y
− 1
y+1
)
≤ 1
y
≤ log
(
y
y−1
)
−(2 log(2)−1)
(
1
y−1 −
1
y
)
.
If y ≥ 3 then we also have that
1
y
≤ log
(
y
y − 1
)
−
(
6 log
(
3
2
)
− 2
)(
1
y − 1 −
1
y
)
.
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Proof. For y ≥ 2 we have that
1
y
− 1
x
=
x− y
yx
≥ x− y
y(y + 1)
for y ≤ x ≤ y + 1 and so
1
y
=
∫ y+1
y
1
y
dx
≥
∫ y+1
y
1
x
+
x− y
y(y + 1)
dx
=
[
log(x) +
x2 − 2yx
2y(y + 1)
]y+1
y
= log
(
y + 1
y
)
+
(y + 1)2 − 2y(y + 1)− y2 + 2y2
2y(y + 1)
= log
(
y + 1
y
)
+
1
2y(y + 1)
= log
(
y + 1
y
)
+
1
2
(
1
y
− 1
y + 1
)
.
Also
1
2
= log(2)− (2 log(2)− 1)
(
1− 1
2
)
= log
(
2
1
)
− (2 log(2)− 1)
(
1
1
− 1
2
)
so that the lemma is proved for y = 2. Assume now that y ≥ 3. Since(
6 log
(
3
2
)
− 2
)
> (2 log(2)− 1)
to finish proving the lemma it is enough to prove that in this case
1
y
≤ log
(
y
y − 1
)
−
(
6 log
(
3
2
)
− 2
)(
1
y − 1 −
1
y
)
.
The cases where 3 ≤ y ≤ 7 can be checked separately as y ∈ N. So assume
now that y ≥ 8. Then (y−1)/y ≥ 2(6 log(3/2)−2) and so, for y−1 ≤ x ≤ y,
1
x
− 1
y
=
y − x
yx
≥ y − x
y2
=
y − x
y(y − 1)
y − 1
y
≥ 2
(
6 log
(
3
2
)
− 2
)
y − x
y(y − 1) .
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It follows that
1
y
=
∫ y
y−1
1
y
dx
≤
∫ y
y−1
1
x
− 2
(
6 log
(
3
2
)
− 2
)
y − x
y(y − 1)dx
=
[
log(x)−
(
6 log
(
3
2
)
− 2
)
2yx− x2
y(y − 1)
]y
y−1
= log
(
y
y − 1
)
−
(
6 log
(
3
2
)
− 2
)
2y2 − y2 − 2y(y − 1) + (y − 1)2
y(y − 1)
= log
(
y
y − 1
)
−
(
6 log
(
3
2
)
− 2
)
1
y(y − 1)
= log
(
y
y − 1
)
−
(
6 log
(
3
2
)
− 2
)(
1
y − 1 −
1
y
)
,
and the lemma is proved.
Proposition 2.3.16. If m1 ≤ t < n1 and a ≤ 2n2 − 3 then
|Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. For any n2 ≤ 43 we only have finitely many possible a, b since by
assumption b < a ≤ 2n2 − 3 and these cases have been checked singularly
(see Section 2.3.1). So assume that n2 ≥ 44.
Again let 1 ≤ c < b such that cm1 ≤ t < (c+1)m1. Then t = (c+1)m1−x
for some integer x > 0 and so
t = (c+ 1)m1 − x
≤ (c+ 1)m1 +
⌊ −x
c+ 1
⌋
= cm1 +
⌊
(c+ 1)m1 − x
c+ 1
⌋
= cm1 +
⌊
t
c+ 1
⌋
as whenever y ∈ Z, y < 0 and d ≥ 1 we have that y = byc ≤ by/dc.
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Now, as bt/ic ≥ m1 if and only if i ≤ c we find
m2∑
i=1
min
{
m1,
⌊
t
i
⌋}
−
n2∑
i=1
min
{
n1,
⌊
t
i
⌋}
= cm1 +
m2∑
i=c+1
⌊
t
i
⌋
−
n2∑
i=1
⌊
t
i
⌋
= cm1 +
⌊
t
c+ 1
⌋
− t+
m2∑
i=c+2
⌊
t
i
⌋
−
n2∑
i=2
⌊
t
i
⌋
≥
m2∑
i=2
⌊
t
i
⌋
−
c+1∑
i=2
⌊
t
i
⌋
−
m2∑
i=2
⌊
t
i
⌋
+
m2∑
i=n2+1
⌊
t
i
⌋
=
m2∑
i=n2+1
⌊
t
i
⌋
−
c+1∑
i=2
⌊
t
i
⌋
.
Thus in order to prove the theorem it is then enough to show that
c+1∑
i=2
⌊
t
i
⌋
≤
m2∑
i=n2+1
⌊
t
i
⌋
. (2.3.1)
As by Lemma 2.3.15 we have that for every i ≥ 2
log
(
i+ 1
i
)
≤ 1
i
≤ log
(
i
i− 1
)
we conclude
c+1∑
i=2
⌊
t
i
⌋
≤
c+1∑
i=2
t
i
≤ t
2
+
c+1∑
i=3
t
i
≤ t
2
+ t log
(
c+ 1
2
)
and
m2∑
i=n2+1
⌊
t
i
⌋
≥
m2∑
i=n2+1
(
t
i
− 1
)
≥ t log
(
m2 + 1
n2 + 1
)
−m2+n2≥ t log
(
m2
n2 + 1
)
−m2+n2.
(2.3.2)
Thus in order to prove Equation (2.3.1) it is enough to prove
t log
(
c+ 1
2
)
+
t
2
≤ t log
(
m2
n2 + 1
)
−m2 + n2. (2.3.3)
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As
t log
(
m2
n2 + 1
)
−m2 + n2 − t log
(
c+ 1
2
)
− t
2
= t
(
log
(
bn2
n2 + 1
)
+ log
(
2
c+ 1
)
− 1
2
)
− (b− 1)n2
= t
(
log
(
2b
c+ 1
)
+ log
(
n2
n2 + 1
)
− 1
2
)
− (b− 1)n2
= t
(
log
(
2b
c+ 1
)
− log
(
n2 + 1
n2
)
− 1
2
)
− (b− 1)n2
= t
(
log
(
2b
c+ 1
)
− log
(
1 +
1
n2
)
− 1
2
)
− (b− 1)n2
Equation (2.3.3) is equivalent to
t
(
log
(
2b
c+ 1
)
− log
(
1 +
1
n2
)
− 1
2
)
− (b− 1)n2 ≥ 0. (2.3.4)
As b > c and by assumption n2 ≥ 44, so that
log
(
2b
c+ 1
)
− log
(
1 +
1
n2
)
− 1
2
≥ log(2)− log
(
1 +
1
44
)
− 1
2
> 0,
we have that the left hand side of Equation (2.3.4) is increasing with t and
so, as cm1 ≤ t < (c+ 1)m1 it is enough to show that Equation (2.3.4) holds
for t = cm1 = acn2. Also, when differentiating the left-hand side of Equation
(2.3.4) with respect to b we obtain
t
b
− n2 ≥
(ac
b
− 1
)
n2 > 0
as a > b and c ≥ 1, so the expression is also increasing with b. We can then
assume that b is minimal, that is b = c + 1, as b > c. When t = acn2 and
b = c+ 1 the left hand side of Equation (2.3.4) becomes
acn2
(
log
(
2(c+ 1)
c+ 1
)
− log
(
1 +
1
n2
)
− 1
2
)
− cn2
= cn2
(
a
(
log(2)− log
(
1 +
1
n2
)
− 1
2
)
− 1
)
≥ 0,
when a ≥ 6, as
log(2)− log
(
1 +
1
n2
)
− 1
2
≥ log(2)− log
(
1 +
1
44
)
− 1
2
≥ 1
6
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for n2 ≥ 44.
It remains to check the cases where a ≤ 5, which means that c ≤ 3 as
c < b < a. If c = 3 then b = 4 and a = 5. In this case t ≥ acn2 = 15n2. As
n2 ≥ 44 and so
log(4)− log
(
1 +
1
n2
)
≥ log(4)− log
(
1 +
1
44
)
≥ 1
2
+
1
3
+
1
4
+
1
4
it follows from Equation (2.3.2) that
m2∑
i=n2+1
⌊
t
i
⌋
=
4n2∑
i=n2+1
⌊
t
i
⌋
≥ t log
(
4n2
n2 + 1
)
− 3n2
≥ t
(
log(4)− log
(
1 +
1
n2
))
− 3n2
≥ t
(
1
2
+
1
3
+
1
4
)
+
t
4
− 3n2
≥ t
2
+
t
3
+
t
4
≥
⌊
t
2
⌋
+
⌊
t
3
⌋
+
⌊
t
4
⌋
,
so Equation (2.3.1) holds also in this case.
Assume now that c = 2. Then b ∈ {3, 4} and a ∈ {4, 5}. In this case
m2∑
i=n2+1
⌊
t
i
⌋
≥
3n2∑
i=n2+1
⌊
t
i
⌋
≥ t log
(
3n2
n2 + 1
)
+
t
3n2
− 2n2
= t
(
log(3) +
1
3n2
− log
(
n2 + 1
n2
))
− 2n2
= t
(
log(3) +
1
3n2
− log
(
1 +
1
n2
))
− 2n2
≥ t
(
log(3) +
1
3n2
− 1
n2
)
− 2n2
≥ t
(
log(3)− 2
3n2
)
− 2n2,
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where line 2 follows from Equation (2.3.2) and line 5 from Lemma 2.3.15.
Since t ≥ acn2 ≥ 8n2 and as n2 ≥ 44 it follows that
log(3)− 2
3n2
≥ log(3)− 2
3 · 44 ≥
1
2
+
1
3
+
1
4
and then
m2∑
i=n2+1
⌊
t
i
⌋
≥ t
(
log(3)− 2
3n2
)
− 2n2
≥ t
2
+
t
3
+
t
4
− 2n2
≥
⌊
t
2
⌋
+
⌊
t
3
⌋
,
So Equation (2.3.1) holds also in this case.
The only case left is when c = 1. In this case 2 ≤ b < a ≤ 5. As n2 ≥ 44
log(2)− log
(
1 +
1
n2
)
≥ log(2)− log
(
1 +
1
44
)
≥ 1
2
+
1
6
.
Assume first that t ≥ 6n2. Then, using Equation (2.3.2), we have
m2∑
i=n2+1
⌊
t
i
⌋
≥
2n2∑
i=n2+1
⌊
t
i
⌋
≥ t log
(
2n2
n2 + 1
)
− n2
= t
(
log(2)− log
(
1 +
1
n2
))
− n2
≥ t
2
+
t
6
− n2
≥
⌊
t
2
⌋
,
and then Equation (2.3.1) holds in this case.
Assume now that m1 = an2 ≤ t < 6n2. In this case
m2∑
i=1
min
{
m1,
⌊
t
i
⌋}
−
n2∑
i=1
min
{
n1,
⌊
t
i
⌋}
= m1 +
m2∑
i=2
⌊
t
i
⌋
−
n2∑
i=1
⌊
t
i
⌋
= m1 − t+
m2∑
i=n2+1
⌊
t
i
⌋
≥ m1 − t+
2n2∑
i=n2+1
⌊
t
i
⌋
,
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and so to prove the proposition it is enough to prove that
t−m1 ≤
2n2∑
i=n2+1
⌊
t
i
⌋
. (2.3.5)
For a = 4, 5 we have that t−m1 ≤ 2n2 as t ≤ 6n2 ≤ 2n2+an2 = 2n2+m1, and
as bt/(2n2)c ≥ ban2/2n2c ≥ 2, so that
∑2n2
i=n2+1
bt/ic ≥ n2bt/(2n2)c ≥ 2n2, it
follows that Equation (2.3.5) holds in this case.
So let now a = 3. For 3n2 ≤ t < 4n2 we have that t − m1 ≤ n2 and
bt/2n2c ≥ b3n2/2n2c = 1, and then
2n2∑
i=n2+1
bt/ic ≥ n2bt/(2n2)c ≥ n2 ≥ t−m1
and so Equation (2.3.5) holds.
For 4n2 ≤ t < 5n2 we have t−m1 ≤ 2n2 and bt/(2n2)c ≥ b4n2/2n2c = 2,
and so
∑2n2
i=n2+1
bt/ic ≥ n2bt/(2n2)c ≥ 2n2 ≥ t − m1 and then also in this
case Equation (2.3.5) holds.
For 5n2 ≤ t < 6n2 we have that bt/ic ≥ 2 when i ≤ 2n2 and bt/ic ≥ 3
for i ≤ bt/3c. Write t = 6n2 − x for some x ∈ N. As n2 ≤ bt/3c < 2n2 we
have that
2n2∑
i=n2+1
⌊
t
i
⌋
=
bt/3c∑
i=n2+1
⌊
t
i
⌋
+
2n2∑
i=bt/3c+1
⌊
t
i
⌋
≥
bt/3c∑
i=n2+1
3 +
2n2∑
i=bt/3c+1
2
= n2 +
⌊
t
3
⌋
= n2 +
⌊
6n2 − x
3
⌋
= 3n2 +
⌊−x
3
⌋
≥ 3n2 − x
= t−m1,
as x ∈ N so that −x/3 ≥ −x and then b−x/3c ≥ b−xc = −x. In particular
also in this case Equation (2.3.5) holds and then the proposition is proved.
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We will now prove two lemmas which will give some equivalent or suffi-
cient conditions for Theorem 2.3.11 to hold, at least in some situations, and
will be used in the next propositions.
Lemma 2.3.17. Let t = cn1 + (d+ e)m1 = (bc+d+ e)m1 with c, d ∈ N such
that 2 ≤ c < d(n2 − 1)/ae, 0 ≤ d < b and with 0 ≤ e < 1. Then Theorem
2.3.11 holds if and only if
bc+d∑
i=c+1
⌊
t
i
⌋
≤ dm1 +
m2∑
i=n2+1
⌊
t
i
⌋
.
Proof. The lemma follows easily from
|Γ(n1,n2),t| = cn1 +
n2∑
i=c+1
⌊
t
i
⌋
|Γ(m1,m2),t| = (bc+ d)m1 +
m2∑
i=bc+d+1
⌊
t
i
⌋
since
m2∑
i=bc+d+1
⌊
t
i
⌋
−
n2∑
i=c+1
⌊
t
i
⌋
=
(
m2∑
i=c+1
⌊
t
i
⌋
−
bc+d∑
i=c+1
⌊
t
i
⌋)
−
(
m2∑
i=c+1
⌊
t
i
⌋
−
m2∑
i=n2+1
⌊
t
i
⌋)
=
m2∑
i=n2+1
⌊
t
i
⌋
−
bc+d∑
i=c+1
⌊
t
i
⌋
,
and
bcm1 = abcn2 = cn1.
Lemma 2.3.18. Let t = cn1 + (d + e)m1 = (bc + d + e)m1 with c, d ∈ N
such that 2 ≤ c < d(n2 − 1)/ae, 0 ≤ d < b and with 0 ≤ e < 1. If
2 ≤ c < d(n2 − 1)/ae then Theorem 2.3.11 holds if
(bc+ d+ e)(2ay − 1)− ad(d− 1 + 2e)
(b− 1) − 2bc ≥ 0.
Proof. From Lemma 2.3.17 proving the lemma is equivalent to proving that
bc+d∑
i=c+1
⌊
t
i
⌋
≤ dm1 +
m2∑
i=n2+1
⌊
t
i
⌋
. (2.3.6)
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For i ≥ 3 we have form Lemma 2.3.15 that
log
(
i+ 1
i
)
+
1
2
(
1
i
− 1
i+ 1
)
≤ 1/i ≤ log
(
i
i− 1
)
− y
(
1
i− 1 −
1
i
)
where y = 6 log(3/2) − 2. As n2 ≥ ac, since c < d(n2 − 1)/ae, and as c ≥ 2
it follows that
m2∑
i=n2+1
⌊
t
i
⌋
−
bc+d∑
i=c+1
⌊
t
i
⌋
≥
bn2∑
i=n2+1
t
i
−m2 + n2 −
bc+d∑
i=c+1
t
i
=
bn2−1∑
i=n2
t
i
− t
n2
+
t
bn2
− n2(b− 1)−
bc∑
i=c+1
t
i
−
bc+d∑
i=bc+1
t
i
≥ t log(b) + t
2n2
− t
2bn2
− t
n2
+
t
bn2
− t log(b)+
+ y
(
t
c
− t
bc
)
−
bc+d∑
i=bc+1
t
i
− n2(b− 1)
=
yt(b− 1)
bc
− t(b− 1)
2bn2
−
bc+d∑
i=bc+1
t
i
− n2(b− 1)
≥ yt(b− 1)
bc
− t(b− 1)
2abc
−
bc+d∑
i=bc+1
t
i
− n2(b− 1)
=
t(b− 1)(2ay − 1)
2abc
−
bc+d∑
i=bc+1
t
i
− n2(b− 1)
=
(bc+ d+ e)(b− 1)(2ay − 1)
2bc
n2−
− an2
bc+d∑
i=bc+1
bc+ d+ e
i
− n2(b− 1).
So to prove Equation (2.3.6) it is enough to prove that
adn2 +
(bc+ d+ e)(b− 1)(2ay − 1)
2bc
n2−an2
bc+d∑
i=bc+1
bc+ d+ e
i
−n2(b−1) ≥ 0,
that is it is enough to prove that
ad+
(bc+ d+ e)(b− 1)(2ay − 1)
2bc
− a
bc+d∑
i=bc+1
bc+ d+ e
i
− b+ 1 ≥ 0. (2.3.7)
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Also as
bc+d∑
i=bc+1
bc+ d+ e
i
− d =
bc+d∑
i=bc+1
(
bc+ d+ e
i
− 1
)
=
bc+d∑
i=bc+1
bc+ d+ e− i
i
=
d∑
i=1
bc+ d+ e− bc− i
bc+ i
=
d∑
i=1
d+ e− i
bc+ i
≤
d∑
i=1
d+ e− i
bc
=
2d(d+ e)− d(d+ 1)
2bc
=
d(d− 1 + 2e)
2bc
in order to prove Equation (2.3.7) it is enough to prove that
(bc+ d+ e)(b− 1)(2ay − 1)
2bc
− ad(d− 1 + 2e)
2bc
− b+ 1 ≥ 0
which is equivalent to
(bc+ d+ e)(2ay − 1)− ad(d− 1 + 2e)
(b− 1) − 2bc ≥ 0
and so the lemma holds.
Proposition 2.3.19. If b ≥ 4 and 2n1 ≤ t < d(n2 − 1)/aen1 then
|Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. Write t = cn1 + (d + e)m1 = (bc + d + e)m1 with c, d ∈ N such that
2 ≤ c < d(n2 − 1)/ae, 0 ≤ d < b and with 0 ≤ e < 1. From Lemma 2.3.18 it
is enough to prove that
(bc+ d+ e)(2ay − 1)− ad(d− 1 + 2e)
(b− 1) − 2bc ≥ 0. (2.3.8)
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As 0 ≤ d ≤ b − 1 and Equation (2.3.8) is quadratic in d with coefficient of
d2 negative, it is enough to prove Equation 2.3.8 for d = 0 and d = b− 1 due
to concavity.
When d = 0 Equation (2.3.8) becomes
(bc+ e)(2ay − 1)− 2bc ≥ 0
which is satisfied as e ≥ 0 and a ≥ b+ 1 ≥ 5, so that 2ay − 1 ≥ 2.
So assume now that d = b− 1. Then Equation (2.3.8) becomes
(bc+ b− 1 + e)(2ay − 1)− a(b− 2 + 2e)− 2bc ≥ 0. (2.3.9)
As 0 ≤ e < 1 and 2ay − 1− 2a < 0 as y < 1 we have that
(bc+ b− 1 + e)(2ay − 1)− a(b− 2 + 2e)− 2bc
= (bc+ b− 1)(2ay − 1)− a(b− 2)− 2bc+ e(2ay − 1− 2a)
≥ (bc+ b− 1)(2ay − 1)− a(b− 2)− 2bc+ 2ay − 1− 2a
= b((c+ 1)(2ay − 1)− a− 2c)
and so in order to prove Equation (2.3.9) it is enough to prove
(c+ 1)(2ay − 1)− a− 2c ≥ 0. (2.3.10)
As c ≥ 2, 2ay − 3 ≥ 0 and a(6y − 1) − 7 ≥ 0 as a ≥ b + 1 ≥ 5 we have
that
(c+ 1)(2ay − 1)− a− 2c = c(2ay − 3) + 2ay − 1− a
≥ a(6y − 1)− 7
≥ 0
and so Equation (2.3.10) holds. As Equation (2.3.8) holds also when d = b−1
the proposition is proved.
Proposition 2.3.20. Let 2 ≤ b ≤ 3, a ≥ 4, t = cn1+(d+e)m1 with c, d ∈ N,
0 ≤ d < b, 0 ≤ e < 1 and 2 ≤ c < d(n2 − 1)/ae if (a, b, d) 6= (4, 3, 2) or
4 ≤ c < d(n2 − 1)/ae if (a, b, d) = (4, 3, 2). Then |Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. From Lemma 2.3.18 it is enough to prove that
ad+
(bc+ d+ e)(b− 1)(2ay − 1)
2bc
− a
bc+d∑
i=bc+1
bc+ d+ e
i
− b+ 1 ≥ 0, (2.3.11)
where y = 6 log(3/2)− 2.
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As 0 ≤ d < b ≤ 3 we have that 0 ≤ d ≤ 2. Assume first that d = 0.
Then, after dividing by (b− 1), Equation (2.3.11) becomes
(bc+ e)(2ay − 1)
2bc
− 1 ≥ 0.
As e ≥ 0 and a ≥ 4 we have that
(bc+ e)(2ay − 1)
2bc
− 1 ≥ 2ay − 1
2
− 1 ≥ 8y − 1
2
− 1 ≥ 0,
so Equation (2.3.11) holds when d = 0.
Let now d = 1. In this case
bc+d∑
i=bc+1
bc+ d+ e
i
=
bc+ 1 + e
bc+ 1
= 1 +
e
bc+ 1
≤ 1 + e
bc
,
and so to prove Equation (2.3.11) it is enough to prove that
(bc+ 1 + e)(b− 1)(2ay − 1)
2bc
− ae
bc
− b+ 1 ≥ 0,
that is that
(bc+ 1 + e)(b− 1)(2ay − 1)− 2ae− 2bc(b− 1) ≥ 0.
As b ≤ 3, a ≥ 4, e < 1 and c ≥ 2, which gives that 2a− (b− 1)(2ay− 1) ≥ 0
and 2ay − 3 ≥ 0, it follows that
(bc+ 1 + e)(b− 1)(2ay − 1)− 2ae− 2bc(b− 1)
= (b− 1)(2ay − 1) + bc(b− 1)(2ay − 3)− e(2a− (b− 1)(2ay − 1))
≥ (b− 1)(2ay − 1) + 2b(b− 1)(2ay − 3)− (2a− (b− 1)(2ay − 1)),
and so in order to prove Equation (2.3.11) in the case where d = 1 it is
enough to prove that
(b− 1)(2ay− 1) + 2b(b− 1)(2ay− 3)− (2a− (b− 1)(2ay− 1)) ≥ 0. (2.3.12)
If b = 2 then Equation (2.3.12) becomes
12ay − 2a− 14 ≥ 0.
As a ≥ 5 in this case as (a, b) = 1 and a ≥ 4 Equation (2.3.12) holds when
b = 2.
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When b = 3 Equation (2.3.12) becomes
32ay − 2a− 40 ≥ 0
which holds when a ≥ 4 and so Equation (2.3.12) holds also when b = 3.
The only case left is when d = 2. In this case b = 3 and
bc+d∑
i=bc+1
bc+ d+ e
i
=
3c+ 2 + e
3c+ 1
+
3c+ 2 + e
3c+ 2
= 1 +
1 + e
3c+ 1
+ 1 +
e
3c+ 2
≤ 2 + 1 + 2e
3c
,
so in order to prove Equation (2.3.11) it is enough to prove that
(3c+ 2 + e)(2ay − 1)
3c
− a(1 + 2e)
3c
− 2 ≥ 0
that is that
(3c+ 2 + e)(2ay − 1)− a(1 + 2e)− 6c ≥ 0. (2.3.13)
Assume first that a ≥ 5. Then 2a− 2ay+ 1 ≥ 0 and 2ay− 3 ≥ 0. Also c ≥ 2
and e < 1. Then
(3c+ 2 + e)(2ay − 1)− a(1 + 2e)− 6c
= 4ay − 2− a− e(2a− 2ay + 1) + 3c(2ay − 3)
≥ 4ay − 2− a− (2a− 2ay + 1) + 6(2ay − 3),
so Equation (2.3.13) is satisfied if
18ay − 3a− 21 ≥ 0
which holds as a ≥ 5.
Let now a = 4. Then, as 9− 8y ≥ 0, 8y − 3 ≥ 0, c ≥ 4 and e < 1,
(3c+ 2 + e)(8y − 1)− 4(1 + 2e)− 6c = 16y − 6− e(9− 8y) + 3c(8y − 3)
≥ 16y − 6− (9− 8y) + 12(8y − 3)
= 120y − 51
≥ 0
and so Equation (2.3.13) holds also in this case and then the proposition is
proved.
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Proposition 2.3.21. If b = 3, a = 4, 2 ≤ c < min{4, d(n2 − 1)/4e}, c ∈ N
and t = cn1 + (2 + e)m1 with 0 ≤ e < 1 then |Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. From Lemma 2.3.17 the proposition is equivalent to
3c+2∑
i=c+1
⌊
t
i
⌋
≤ 2m1 +
3n2∑
i=n2+1
⌊
t
i
⌋
. (2.3.14)
We have
3n2∑
i=n2+1
⌊
t
i
⌋
≥
3n2∑
i=n2+1
t
i
− 2n2
=
3n2−1∑
i=n2
t
i
− t
n2
+
t
3n2
− 2n2
≥ t
3n2−1∑
i=n2
(
log
(
i+ 1
i
)
+
1
2
(
1
i
− 1
i+ 1
))
− t
n2
+
t
3n2
− 2n2
= t log(3) +
1
2
(
t
n2
− t
3n2
)
− t
n2
+
t
3n2
− 2n2
= t log(3)− t
3n2
− 2n2
as
1
i
≥ log
(
i+ 1
i
)
+
1
2
(
1
i
− 1
i+ 1
)
for i ≥ 2 by Lemma 2.3.15, so that
2m1 +
3n2∑
i=n2+1
⌊
t
i
⌋
−
3c+2∑
i=c+1
⌊
t
i
⌋
≥ 6n2 + t
(
log(3)− 1
3n2
−
2c+2∑
i=c+1
1
i
)
≥ 6n2 + t
(
log(3)− 1
30
−
3c+2∑
i=c+1
1
i
)
as 2 < d(n2 − 1)/4e which gives n2 ≥ 10. So, as
t = cn1 + (2 + e)m1 = (12c+ 8 + 4e)n2,
in order to prove Equation (2.3.14) it is enough to prove that
3 + (6c+ 4 + 2e)
(
log(3)− 1
30
−
3c+2∑
i=c+1
1
i
)
≥ 0
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and as log(3)− 1/30−∑3c+2i=c+1 1/i < 0 for both c = 2 and c = 3 and as e < 1
it is enough to prove that
1− 2(c+ 1)
(
1
30
+
3c+2∑
i=c+1
1
i
− log(3)
)
≥ 0
which can be easily checked for both c = 2 and c = 3 and so the proposition
is proved.
Proposition 2.3.22. If a = 3, b = 2 and t = 3(2c+ d+ e)n2 with c, d ∈ N,
34 ≤ c ≤ n2/3− 4, 0 ≤ e < 1 and 0 ≤ d ≤ 1 then |Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. Again, from Lemma 2.3.17, we need to prove that
2c+d∑
i=c+1
⌊
t
i
⌋
≤ 3dn2 +
2n2∑
i=n2+1
⌊
t
i
⌋
.
As n2 ≥ 3c+ 12
2n2∑
i=n2+1
⌊
t
i
⌋
−
2c∑
i=c+1
⌊
t
i
⌋
≥
2n2∑
i=n2+1
t
i
−
2c∑
i=c+1
t
i
− n2
= t
(
2n2∑
i=1
1
i
−
n2∑
i=1
1
i
−
2c∑
i=1
1
i
+
c∑
i=1
1
i
)
− n2
= t
(
2n2∑
i=2c+1
1
i
−
n2∑
i=c+1
1
i
)
− n2
= t
n2∑
j=c+1
(
1
2j − 1 +
1
2j
− 1
j
)
− n2.
For j ≥ 1
1
2j − 1 +
1
2j
− 1
j
=
1
2j(2j − 1)
≥ 1
4j2
≥ 1
4j(j + 1)
=
1
4j
− 1
4(j + 1)
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and so
2n2∑
i=n2+1
⌊
t
i
⌋
−
2c∑
i=c+1
⌊
t
i
⌋
≥ t
n2∑
j=c+1
(
1
2j − 1 +
1
2j
− 1
j
)
− n2
≥ t
n2∑
j=c+1
(
1
4j
− 1
4(j + 1)
)
− n2
= t
(
1
4(c+ 1)
− 1
4(n2 + 1)
)
− n2
≥ t
(
1
4(c+ 1)
− 1
4(3c+ 13)
)
− n2
= t
c+ 6
2(c+ 1)(3c+ 13)
− n2.
Hence it is enough to prove that
t
c+ 6
2(c+ 1)(3c+ 13)
− n2 + 3dn2 −
2c+d∑
i=2c+1
⌊
t
i
⌋
≥ 0. (2.3.15)
When d = 0 Equation (2.3.15) reduces to
t
c+ 6
2(c+ 1)(3c+ 13)
− n2 ≥ 0.
Since t ≥ 6cn2 it is then enough, in this case, to prove that
c+ 6
2(c+ 1)(3c+ 13)
≥ 1
6c
.
The former inequality holds as we are assuming c ≥ 34 and so
6c(c+ 6) = 6c2 + 36c ≥ 6c2 + 32c+ 26 = 2(c+ 1)(3c+ 13).
So assume now that d = 1. In this case t = 3(2c+ 1 + e)n2 and so
3n2 −
⌊
t
2c+ 1
⌋
= 3n2 −
⌊
3n2 +
3en2
2c+ 1
⌋
= −
⌊
3en2
2c+ 1
⌋
≥ − 3en2
2c+ 1
.
So in order to prove Equation (2.3.15) it is enough to prove that
3(2c+ 1 + e)(c+ 6)
2(c+ 1)(3c+ 13)
− 1− 3e
2c+ 1
≥ 0. (2.3.16)
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As we are assuming that c ≥ 34, so that (c+ 6)(2c+ 1) < 2(c+ 1)(3c+ 13),
and that 0 ≤ e < 1 we have that
3(2c+ 1 + e)(c+ 6)
2(c+ 1)(3c+ 13)
− 1− 3e
2c+ 1
=
3(2c+ 1)(c+ 6)
2(c+ 1)(3c+ 13)
− 1
− 3e
(
1
2c+ 1
− c+ 6
2(c+ 1)(3c+ 13)
)
>
3(2c+ 1)(c+ 6)
2(c+ 1)(3c+ 13)
− 1
− 3
(
1
2c+ 1
− c+ 6
2(c+ 1)(3c+ 13)
)
=
3(2c+ 2)(c+ 6)
2(c+ 1)(3c+ 13)
− 1− 3
2c+ 1
=
3c+ 18
3c+ 13
− 1− 3
2c+ 1
=
5
3c+ 13
− 3
2c+ 1
=
5(2c+ 1)− 3(3c+ 13)
(3c+ 13)(2c+ 1)
≥ 0.
So Equation (2.3.16) it is proved and then the proposition holds also in the
case d = 1.
Proposition 2.3.23. If a = 3, b = 2 and 6cn2 ≤ t < 6(c + 1)n2 with
max{34, (n2 − 11)/3} ≤ c < d(n2 − 1)/3e and c ∈ N, then
|Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. Notice that, as a = 3, c < d(n2 − 1)/3e = d(n2 − 1)/ae is equivalent
to c ≤ (n2 − 2)/3. Also notice that c + 11 ≤ n2 − 6 as 34 ≤ c ≤ (n2 − 2)/3.
We will show that
min
{
n1,
⌊
t
i
⌋}
−min
{
m1,
⌊
t
2i− 1
⌋}
−min
{
m1,
⌊
t
2i
⌋}
≤

0 1 ≤ i ≤ c
3 i = c+ 1
−1 c+ 2 ≤ i ≤ c+ 10
0 c+ 11 ≤ i ≤ n2 − 6
1 n2 − 5 ≤ i ≤ n2
(2.3.17)
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which will prove the proposition, since then
n2∑
i=1
min
{
n1,
⌊
t
i
⌋}
−
m2∑
i=1
min
{
m1,
⌊
t
i
⌋}
=
n2∑
i=1
min
{
n1,
⌊
t
i
⌋}
−
2n2∑
i=1
min
{
m1,
⌊
t
i
⌋}
=
n2∑
i=1
min
{
n1,
⌊
t
i
⌋}
−min
{
m1,
⌊
t
2i− 1
⌋}
−min
{
m1,
⌊
t
2i
⌋}
≤
c∑
i=1
0 +
c+1∑
i=c+1
3 +
c+10∑
i=c+2
−1 +
n2−6∑
i=c+11
0 +
n2∑
i=n2−5
1
= 0.
For 1 ≤ i ≤ c
min
{
n1,
⌊
t
i
⌋}
= n1 = 2m1 = min
{
m1,
⌊
t
2i− 1
⌋}
+ min
{
m1,
⌊
t
2i
⌋}
so Equation (2.3.17) holds in this case.
For i = c+ 1
min
{
n1,
⌊
t
c+ 1
⌋}
−min
{
m1,
⌊
t
2c+ 1
⌋}
−min
{
m1,
⌊
t
2c+ 2
⌋}
=
⌊
t
c+ 1
⌋
−min
{
m1,
⌊
t
2c+ 1
⌋}
−
⌊
t
2c+ 2
⌋
.
As t < 6(c + 1)n2, c ≥ 34 and n2 ≤ 3c + 11 since c ≥ (n2 − 11)/3, we have
that ⌊
t
2c+ 1
⌋
−m1 < n2
(
6(c+ 1)
2c+ 1
− 3
)
=
3n2
2c+ 1
≤ 9c+ 33
2c+ 1
< 5.
As bt/(2c+ 1)c −m1 is an integer it follows that⌊
t
2c+ 1
⌋
−m1 ≤ 4.
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So we have that
min
{
n1,
⌊
t
c+ 1
⌋}
−min
{
m1,
⌊
t
2c+ 1
⌋}
−min
{
m1,
⌊
t
2c+ 2
⌋}
≤
⌊
t
c+ 1
⌋
−
⌊
t
2c+ 1
⌋
−
⌊
t
2c+ 2
⌋
+ 4.
In particular to prove Equation (2.3.17) for i = c + 1 it is enough to prove
that ⌊
t
c+ 1
⌋
−
⌊
t
2c+ 1
⌋
−
⌊
t
2c+ 2
⌋
≤ −1.
For i ≥ c+ 2
min
{
n1,
⌊
t
i
⌋}
−min
{
m1,
⌊
t
2i− 1
⌋}
−min
{
m1,
⌊
t
2i
⌋}
=
⌊
t
i
⌋
−
⌊
t
2i− 1
⌋
−
⌊
t
2i
⌋
.
So to prove Equation (2.3.17) for i ≥ c+1 it is then enough to prove that⌊
t
i
⌋
−
⌊
t
2i− 1
⌋
−
⌊
t
2i
⌋
≤

−1 c+ 1 ≤ i ≤ c+ 10
0 c+ 11 ≤ i ≤ n2 − 6
1 n2 − 5 ≤ i ≤ n2
(2.3.18)
For i ≥ 1 we have that⌊
t
i
⌋
−
⌊
t
2i− 1
⌋
−
⌊
t
2i
⌋
=
⌊
t
2i
+
t
2i
⌋
−
⌊
t
2i− 1
⌋
−
⌊
t
2i
⌋
≤
⌊
t
2i
⌋
+
⌊
t
2i
⌋
+ 1−
⌊
t
2i− 1
⌋
−
⌊
t
2i
⌋
=
⌊
t
2i
⌋
−
⌊
t
2i− 1
⌋
+ 1
≤ 1,
and so Equation (2.3.18) holds for n2 − 5 ≤ i ≤ n2.
Let now c+ 11 ≤ i ≤ n2 − 6 and write bt/ic = 2h+ l with 0 ≤ l ≤ 1. In
order to prove that ⌊
t
i
⌋
−
⌊
t
2i− 1
⌋
−
⌊
t
2i
⌋
≤ 0
it is enough to prove that if l = 1 then bt/(2i − 1)c ≥ h + 1, as we always
have that ⌊
t
2i− 1
⌋
=
⌊
ti
i(2i− 1)
⌋
=
⌊
i(2h+ l)
2i− 1
⌋
≥
⌊
2h+ l
2
⌋
= h
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and ⌊
t
2i
⌋
=
⌊
2h+ l
2
⌋
= h.
So assume that l = 1. Then bt/ic = 2h+ 1, that is t ≥ (2h+ 1)i, and so
to prove that bt/(2i− 1)c ≥ h+ 1 it is enough to prove that
(2h+ 1)i/(2i− 1) ≥ h+ 1,
that is that
(2h+ 1)i ≥ (2i− 1)(h+ 1).
As h = bt/(2i)c this becomes
2i
⌊
t
2i
⌋
+ i ≥ 2i
⌊
t
2i
⌋
+ 2i−
⌊
t
2i
⌋
− 1
which is equivalent to ⌊
t
2i
⌋
≥ i− 1
which in turn, as i ∈ Z, is equivalent to
t
2i
≥ i− 1.
As t ≥ 6cn2 ≥ 2(n2 − 11)n2 it is enough to prove that
i2 − i− n2(n2 − 11) ≤ 0
for c+ 11 ≤ i ≤ n2 − 6. As i2 − i is increasing for i ≥ 1 we have that in this
interval
i2 − i− n2(n2 − 11) ≤ (n2 − 6)2 − n2 + 6− n2(n2 − 11) = 42− 2n2 ≤ 0
as n2 ≥ 3c+ 2 ≥ 134 and so Equation (2.3.18) holds for c+ 11 ≤ i ≤ n2 − 6.
Assume now that c+ 1 ≤ i ≤ c+ 10 and again write bt/ic = 2h+ l with
0 ≤ l ≤ 1. Again we have that bt/(2i)c = h. In order to prove Equation
(2.3.18) it is enough to see that bt/(2i− 1)c ≥ h+ 2 as then we would obtain⌊
t
i
⌋
−
⌊
t
2i− 1
⌋
−
⌊
t
2i
⌋
≤ 2h+ 1− h− 2− h = −1.
As bt/ic = 2h+l we have in particular t ≥ 2hi and so t/(2i−1) ≥ 2hi/(2i−1).
So in order to prove that bt/(2i − 1)c ≥ h + 2 it is enough to prove that
2hi/(2i− 1) ≥ h+ 2, which is equivalent to h− 4i+ 2 ≥ 0. As h = bt/(2i)c
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and i ∈ Z we have that h− 4i + 2 ≥ 0 follows from t/(2i)− 4i + 2 ≥ 0. As
t ≥ 6cn2 ≥ 6c(3c + 2) in order to prove t/(2i) − 4i + 2 ≥ 0 it is enough to
prove that
4i2 − 2i− 3c(3c+ 2) ≤ 0.
As c+ 1 ≤ i ≤ c+ 10 and 4i2 − 2i is increasing in i for i ≥ 1 we have that
4i2−2i−3c(3c+2) ≤ 4(c+10)2−2(c+10)−3c(3c+2) = −5c2+72c+380 ≤ 0
as c ≥ 34 and so we have that Equation (2.3.18) holds also for c + 1 ≤ i ≤
c+ 10 and then the proposition is proved.
Proposition 2.3.24. If a = 3, b = 2 and t = 3(2c+ d+ e)n2 with c, d ∈ N,
1 ≤ c < min{34, d(n2 − 1)/3e}, 0 ≤ d ≤ 1 and 0 ≤ e < 1 then
|Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. From Lemma 2.3.17 proving the proposition is equivalent to proving
that
2c+d∑
i=c+1
⌊
t
i
⌋
≤ 3dn2 +
2n2∑
i=n2+1
⌊
t
i
⌋
.
As
2c+d∑
i=c+1
⌊
t
i
⌋
≤
2c+d∑
i=c+1
t
i
and, using Lemma 2.3.15,
2n2∑
i=n2+1
⌊
t
i
⌋
≥
2n2∑
i=n2+1
t
i
− n2
=
2n2−1∑
i=n2
t
i
− t
n2
+
t
2n2
− n2
≥ t log(2) + 1
2
(
t
n2
− t
2n2
)
− t
2n2
− n2
= t log(2)− t
4n2
− n2
to prove the proposition it is enough to prove that
3dn2 + t log(2)− t
4n2
−
2c+d∑
i=c+1
t
i
− n2 ≥ 0. (2.3.19)
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For d = 0 this is equivalent to proving that
log(2)− 1
4n2
−
2c∑
i=c+1
1
i
≥ n2
t
and as t ≥ 6cn2 to prove Equation (2.3.19) it is enough to prove that
log(2)− 1
4n2
−
2c∑
i=c+1
1
i
≥ 1
6c
. (2.3.20)
When d = 1 we have that t = 3(2c+ 1 + e)n2 and so
3n2 − t
2c+ 1
= − 3e
2c+ 1
n2,
and then to prove Equation (2.3.19) it is enough to prove that
log(2)− 1
4n2
−
2c∑
i=c+1
1
i
≥ n2
t
(
1 +
3e
2c+ 1
)
. (2.3.21)
Again as t = 3(2c+ 1 + e)n2 and as 0 ≤ e < 1 we have that
n2
t
(
1 +
3e
2c+ 1
)
=
2c+ 1 + 3e
3(2c+ 1 + e)(2c+ 1)
≤ 1
6c− 3
as
(2c+ 1 + 3e)(2c− 1) = 4c2 + 6ce− 1− 3e
≤ 4c2 + 4c+ 1 + 2ce+ e
= (2c+ 1 + e)(2c+ 1).
So in this case it is enough to show that
log(2)− 1
4n2
−
2c∑
i=c+1
1
i
≥ 1
6c− 3 . (2.3.22)
First assume that c ≥ 3. The proposition has been checked separately for
the cases where n2 ≤ 418 (as they are only finitely many, see Section 2.3.1).
So assume that n2 ≥ 419. From Equations (2.3.20) and (2.3.22), in order
to prove the proposition both for the case d = 0 and for the case d = 1 it is
enough to prove that
log(2)− 1
1676
−
2c∑
i=c+1
1
i
≥ 1
6c− 3 ,
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which can be checked for each 3 ≤ c ≤ 33 and so the proposition is proved.
So we now only need to check the proposition in the cases c = 1 and
c = 2. For c = 1 we have that when d = 1, that is t = 3(3 + e)n2, then
n2
t
(
1 +
3e
2c+ 1
)
=
1 + e
3(3 + e)
≤ 1
6
.
So to prove Equation (2.3.21) it is enough to prove that
log(2)− 1
4n2
− 1
2
≥ 1
6
, (2.3.23)
which is also what we have to prove for the case d = 0. The cases with
n2 ≤ 9 have been checked separately, since there are only finitely many of
them (see Section 2.3.1). As for n2 ≥ 10 Equation (2.3.23) holds we have
that the proposition is proved for c = 1.
Let now c = 2. For the case d = 1 we have that
n2
t
(
1 +
3e
2c+ 1
)
=
5 + 3e
15(5 + e)
≤ 4
45
and so to prove Equation (2.3.21) it is enough to prove that
log(2)− 1
4n2
− 1
3
− 1
4
≥ 4
45
. (2.3.24)
As 4/45 > 1/12 and from Equation (2.3.20), in order to prove the proposition
for c = 2 for both the cases d = 0 and d = 1 it is enough to prove that
log(2)− 1
4n2
− 1
3
− 1
4
≥ 4
45
,
which holds for n2 ≥ 12. The cases with n2 ≤ 11 have been checked sepa-
rately (see Section 2.3.1).
Proposition 2.3.25. If n1 ≤ t < min{2, d(n2−1)/ae}n1 and a ≥ 15 if b = 2
or a ≥ 7 if b = 3 then |Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. As in order to have d(n2 − 1)/ae > 1 we also need to have that
n2 ≥ a + 2 and as b < a, there are only finitely many cases with n2 ≤ 62,
which have been checked separately (see Section 2.3.1). So assume now that
n2 ≥ 63.
Let 0 ≤ d < b such that n1 + dm1 ≤ t < n1 + (d+ 1)m1. Then
n2∑
i=1
min
{
n1,
⌊
t
i
⌋}
= n1 +
n2∑
i=2
⌊
t
i
⌋
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and
m2∑
i=1
min
{
m1,
⌊
t
i
⌋}
= (b+ d)m1 +
m2∑
i=b+d+1
⌊
t
i
⌋
so that
m2∑
i=1
min
{
m1,
⌊
t
i
⌋}
−
n2∑
i=1
min
{
n1,
⌊
t
i
⌋}
= (b+ d)m1 +
m2∑
i=b+d+1
⌊
t
i
⌋
− n1 −
n2∑
i=2
⌊
t
i
⌋
= dm1 +
m2∑
i=b+d+1
⌊
t
i
⌋
−
n2∑
i=2
⌊
t
i
⌋
,
and as
m2∑
i=b+d+1
⌊
t
i
⌋
−
n2∑
i=2
⌊
t
i
⌋
=
m2∑
i=2
⌊
t
i
⌋
−
b+d∑
i=2
⌊
t
i
⌋
−
m2∑
i=2
⌊
t
i
⌋
+
m2∑
i=n2+1
⌊
t
i
⌋
=
m2∑
i=n2+1
⌊
t
i
⌋
−
b+d∑
i=2
⌊
t
i
⌋
≥
m2∑
i=n2+1
t
i
−m2 + n2 −
b+d∑
i=2
t
i
in order to prove the theorem it is enough to prove that
dm1 − (b− 1)n2 +
m2∑
i=n2+1
t
i
−
b+d∑
i=2
t
i
≥ 0.
We have that
m2∑
i=n2+1
t
i
−
b∑
i=2
t
i
= t
n2∑
j=2
 bj∑
i=j+1
1
i
−
b(j−1)∑
i=j
1
i
 .
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As for j ≥ 2 we have, using Lemma 2.3.15, that
bj∑
i=j+1
1
i
−
b(j−1)∑
i=j
1
i
=
bj∑
i=b(j−1)+1
1
i
− 1
j
=
bj−1∑
i=b(j−1)
1
i
+
1
bj
− 1
b(j − 1) −
1
j
≥
bj−1∑
i=b(j−1)
(
log
(
i+ 1
i
)
+
1
2
(
1
i
− 1
i+ 1
))
+
1
bj
− 1
b(j − 1) −
1
j
= log
(
bj
b(j − 1)
)
+
1
2
(
1
b(j − 1) −
1
bj
)
− 1
b(j − 1)
+
1
bj
− 1
j
= log
(
j
j − 1
)
− 1
2
(
1
b(j − 1) −
1
bj
)
− 1
j
≥ y
(
1
j − 1 −
1
j
)
+
1
j
− 1
2
(
1
b(j − 1) −
1
bj
)
− 1
j
=
2by − 1
2b
(
1
j − 1 −
1
j
)
where y = 2 log(2)− 1. As t ≥ a(b+ d)n2 it follows that
m2∑
i=n2+1
t
i
−
b∑
i=2
t
i
≥ t
n2∑
j=2
2by − 1
2b
(
1
j − 1 −
1
j
)
= t
2by − 1
2b
(
1− 1
n2
)
= t
(2by − 1)(n2 − 1)
2bn2
≥ a(b+ d)(2by − 1)(n2 − 1)
2b
.
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Also as t < a(b+ d+ 1)n2
dm1 −
b+d∑
i=b+1
t
i
≥
d∑
i=1
(
an2 − a(b+ d+ 1)n2
b+ i
)
= −
d∑
i=1
a
d+ 1− i
b+ i
n2
≥ −
d∑
i=1
a
i
b+ 1
n2
= −ad(d+ 1)n2
2(b+ 1)
.
In particular to prove the proposition it is enough to prove that
a(b+ d)(2by − 1)(n2 − 1)
2b
− (b− 1)n2 − ad(d+ 1)n2
2(b+ 1)
≥ 0. (2.3.25)
As the left-hand side is quadratic in d and the coefficient of d2 is negative it
is enough to check Equation 2.3.25 at d = 0 and d = b− 1. As a ≥ 5 (since
a > b and by assumption a ≥ 7 if b ≤ 3) and as n2 ≥ 63 we have that
a(2by − 1)(n2 − 1)
2n2
− (b− 1) ≥ 155(2by − 1)
63
− b+ 1 ≥ 0.
for each b ≥ 2 and so Equation 2.3.25 holds when d = 0.
Let now d = b− 1. First assume that b = 2. In this case Equation 2.3.25
becomes
3a(4y − 1)(n2 − 1)
4
− n2 − an2
3
≥ 0.
As we are assuming that n2 ≥ 63 it follows that
3a(4y − 1)(n2 − 1)
4n2
− 1− a
3
≥ 31(4y − 1)a
42
− 1− a
3
≥ 0
for a ≥ 15 and so Equation 2.3.25 holds in this case.
Now let b = 3. In this case a ≥ 7. Then Equation 2.3.25 becomes
5(6y − 1)a(n2 − 1)
6
− 2n2 − 3an2
4
≥ 0
which is equivalent to
10(6y − 1)n2 − 1
n2
a− 9a− 24 ≥ 0,
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and as n2 ≥ 63 it follows that
10(6y − 1)n2 − 1
n2
a− 9a− 24 ≥ 10(6y − 1)62
63
a− 9a− 24 ≥ 0
for every a ≥ 7 and so Equation 2.3.25 holds in this case.
Let now b = 4. In this case Equation 2.3.25 becomes
7(8y − 1)a(n2 − 1)
8
− 3n2 − 6an2
5
≥ 0
which is equivalent to
35(8y − 1)n2 − 1
n2
a− 48a− 120 ≥ 0.
As n2 ≥ 63
35(8y − 1)n2 − 1
n2
a− 48a− 120 ≥ 35(8y − 1)62
63
a− 48a− 120 ≥ 0
which is satisfied by for every a ≥ 5 and so Equation 2.3.25 holds also in this
case.
Now let b = 5. Then Equation 2.3.25 becomes
9(10y − 1)a(n2 − 1)
10
− 4n2 − 5an2
3
≥ 0
which is equivalent to
27(10y − 1)n2 − 1
n2
a− 50a− 120 ≥ 0
As we are assuming that n2 ≥ 63 we have that
27(10y − 1)n2 − 1
n2
a− 50a− 120 ≥ 27(10y − 1)62
63
a− 50a− 120 ≥ 0
for every a ≥ 6 and so Equation 2.3.25 holds.
So assume now that b ≥ 6. In this case
(b− 1)n2 + ad(d+ 1)n2
2(b+ 1)
=
(b− 1)n2(ab+ 2(b+ 1))
2(b+ 1)
≤ (b− 1)n2(a+ 1)(b+ 1)
2(b+ 1)
=
(a+ 1)(b− 1)n2
2
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and so in order to prove Equation 2.3.25 it is enough to prove that
a(2b− 1)(2by − 1)(n2 − 1)− (a+ 1)(b− 1)bn2 ≥ 0. (2.3.26)
As b ≥ 6
(2b− 1)(2by − 1)− 4y(b− 1)2 = (6y − 2)b− 4y + 1 ≥ 0
and as a > b we have that a(b− 1) ≥ (a+ 1)(b− 2). So
a(2b− 1)(2by − 1) ≥ 4ya(b− 1)2 ≥ 4y(a+ 1)(b− 1)(b− 2)
and then to prove Equation 2.3.26 it is enough to prove that
4y(b− 2)(n2 − 1) ≥ bn2
which is satisfied for all b ≥ 6 as we are assuming n2 ≥ 63 and so the theorem
is proved.
Proposition 2.3.26. If b = 2, 5 ≤ a ≤ 13 and
n1 ≤ t < min{2, d(n2 − 1)/ae}n1
then |Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. The cases where n2 ≤ 16 have been checked separately as they are
only finitely many (see Section 2.3.1). So assume now that n2 ≥ 17.
Let 0 ≤ d ≤ 1 such that n1 + dm1 ≤ t < n1 + (d+ 1)m1. Then as in the
previous proposition it is enough to prove that
dm1 − n2 +
2n2∑
i=n2+1
t
i
−
2+d∑
i=2
t
i
≥ 0
and as from Lemma 2.3.15
2n2∑
i=n2+1
t
i
=
2n2−1∑
i=n2
t
i
− t
n2
+
t
2n2
≥ t log(2) + t
2
(
1
n2
− 1
2n2
)
− t
2n2
= t log(2)− t
4n2
,
and as t < n1 + (d+ 1)m1 = a(3 + d)n2,
dm1 −
2+d∑
i=3
t
i
≥
2+d∑
i=3
an2
(
1− 3 + d
i
)
= −
d∑
i=1
an2
1 + d− i
2 + i
,
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to prove the theorem it is enough to prove that
t
(
log(2)− 1
4n2
− 1
2
)
≥ n2
(
1 +
d∑
i=1
a
1 + d− i
2 + i
)
.
As n2 ≥ 17, so that log(2)− 1/(4n2)− 1/2 ≥ 0, and as
t ≥ n1 + dm1 = a(2 + d)n2
it is enough to prove that
a(2 + d)
(
log(2)− 1
68
− 1
2
)
≥ 1 +
d∑
i=1
a
1 + d− i
2 + i
which can be checked to hold for each (a, d) with 5 ≤ a ≤ 13 odd and
0 ≤ d ≤ 1 (we only need to check it for a odd as a and b need to be relatively
prime and b = 2).
Proposition 2.3.27. If n1 ≤ t < min{2, d(n2 − 1)/ae}n1, if b = 3 and if
a ∈ {4, 5} then |Γ(n1,n2),t| ≤ |Γ(m1,m2),t|.
Proof. We can assume that n2 ≥ 14, as when n2 ≤ 13 there are only finitely
many cases, which have been checked separately (see Section 2.3.1). As in
Proposition 2.3.25, if we let 0 ≤ d ≤ 2 so that n1 +dm1 ≤ t < n1 +(d+1)m1,
it is enough to prove that
dm1 − 2n2 +
3n2∑
i=n2+1
t
i
−
3+d∑
i=2
t
i
≥ 0 (2.3.27)
By Lemma 2.3.15 we have that
3n2∑
i=n2+1
t
i
=
3n2−1∑
i=n2
t
i
− t
n2
+
t
3n2
≥ t log(3) + t
2
(
1
n2
− 1
3n2
)
− t
n2
+
t
3n2
= t log(3)− t
2
(
1
n2
− 1
3n2
)
= t log(3)− t
3n2
.
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Also, as t < (4 + d)m1 we have that
dm1 −
3+d∑
i=4
t
i
≥
3+d∑
i=4
m1
(
1− 4 + d
i
)
=
d∑
i=1
m1
(
1− 4 + d
3 + i
)
= −
d∑
i=1
a
1 + d− i
3 + i
n2,
and so to prove Equation 2.3.27 it is enough to prove that
t
(
log(3)− 1
3n2
− 1
2
− 1
3
)
≥
(
2 +
d∑
i=1
a
1 + d− i
3 + i
)
n2. (2.3.28)
As n2 ≥ 14 we have that
log(3)− 1
3n2
− 1
2
− 1
3
≥ log(3)− 1
42
− 1
2
− 1
3
> 0
and so the left-hand side of Equation 2.3.28 is increasing in t and as
t ≥ n1 + dm1 = a(3 + d)n2
and again n2 ≥ 14 in order to prove Equation 2.3.28 it is enough to prove
that
a(3 + d)
(
log(3)− 1
42
− 1
2
− 1
3
)
≥
(
2 +
d∑
i=1
a
1 + d− i
3 + i
)
.
This can be easily checked for every (a, d) with 4 ≤ a ≤ 5 and 0 ≤ d ≤ 2 and
so the theorem is proved.
We are now ready to prove Theorems 2.3.10 and 2.3.11.
Proof of Theorem 2.3.11. It follows from Propositions 2.3.12 to 2.3.27.
Having proved Theorem 2.3.11 we are now ready to prove Theorem 2.3.10.
Proof of Theorem 2.3.10. We can assume that h = k, up to defining lj = 1
for h+ 1 ≤ i ≤ k in case h < k or defining mj = 1 for k + 1 ≤ i ≤ h in case
k < h.
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Notice that, with the same proof as in the previous theorem, we have that
|Γt| =
n1∑
i1=1
. . .
nj−1∑
ij−1=1
nj+1∑
ij+1=1
. . .
nk∑
ik=1
min
{
nj,
⌊
t
i2 · · · ij−1ij+1 · · · ik
⌋}
for all 1 ≤ j ≤ k. So assume now that G = Z/m1Z × . . . × Z/mkZ, with
m1 ≥ . . . ≥ mk (changing the order of the factors of G does not change |Γt|)
and that for some 1 ≤ j < k we have that mj+1 - mj. Let nj, nj+1 be such
that nj+1 | nj and Z/njZ × Z/nj+1Z ∼= Z/mjZ × Z/mj+1Z. Then for any
(i1, . . . , ij−1, ij+2, . . . , ik) we have by Theorem 2.3.11 that
nj+1∑
ij+1=1
min
{
nj,
⌊
t
i1 · · · ij−1ij+1 · · · ik
⌋}
=
nj+1∑
ij+1=1
min
nj,

⌊
t
i1···ij−1ij+2···ik
⌋
ij+1

=
∣∣∣∣∣Γ(nj ,nj+1),⌊ ti1···ij−1ij+2···ik ⌋
∣∣∣∣∣
≤
∣∣∣∣∣Γ(mj ,mj+1),⌊ ti1···ij−1ij+2···ik ⌋
∣∣∣∣∣
=
mj+1∑
ij+1=1
min
mj,

⌊
t
i1···ij−1ij+2···ik
⌋
ij+1

=
mj+1∑
ij+1=1
min
{
mj,
⌊
t
i1 · · · ij−1ij+1 · · · ik
⌋}
and so
|Γ(m1,...,mj−1,nj ,nj+1,mj+2,...,mk),t| =
m1∑
i1=1
. . .
mj−1∑
ij−1=1
mj+2∑
ij+2=1
. . .
mk∑
ik=1 nj+1∑
ij+1=1
min
{
nj,
⌊
t
i1 · · · ij−1ij+1 · · · ik
⌋}
≤
m1∑
i1=1
. . .
mj−1∑
ij−1=1
mj+2∑
ij+2=1
. . .
mk∑
ik=1 mj+1∑
ij+1=1
min
{
mj,
⌊
t
i1 · · · ij−1ij+1 · · · ik
⌋}
=|Γ(m1,...,mk),t|.
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As mj+1 - mj, nj+1 | nj and Z/njZ×Z/nj+1Z ∼= Z/mjZ×Z/mj+1Z we have
that
(m1, . . . ,mk) < (m1, . . . ,mj−1, nj, nj+1,mj+2, . . . ,mk)
in lexicographic order. Also let (m′1, . . . ,m′k) be obtained from
(m1, . . . ,mj−1, nj, nj+1,mj+2, . . . ,mk)
by rearranging the terms so that m′1 ≥ . . . ≥ m′k. Then
(m1, . . . ,mj−1, nj, nj+1,mj+2, . . . ,mk) ≤ (m′1, . . . ,m′k)
in lexicographic order and we clearly have (From Theorem 2.3.7 and as the
two factorisation are obtained from each other by reordering the groups in
the direct products) that
|Γ(m′1,...,m′k),t| = |Γ(m1,...,mj−1,nj ,nj+1,mj+2,...,mk),t|.
Putting everything together we have that the m′j are non-increasing,
(m1, . . . ,mk) < (m
′
1, . . . ,m
′
k)
in lexicographic order and |Γ(m′1,...,m′k),t| ≤ |Γ(m1,...,mk),t|. Also we have that
m′j ≤ |G| for any j. Keep going with the same reasoning until we obtain
(m1, . . . ,mk) with mk | . . . | m1. Notice that we will get to a stop as at each
step we obtain a new sequence (m(i)1 , . . . ,m
(i)
k ) which is larger in lexicographic
order then the previous and as m(i)j ≤ |G| for all i, j. As at each step we did
not increase |Γt| we have that |Γ(m1,...,mk),t| ≤ |Γ(m1,...,mk),t|. As
G = Z/m1Z× · · · × Z/mkZ ∼= Z/l1Z× · · ·Z/lkZ
with mk | . . . | m1 and lk | . . . | l1 we have that (m1, . . . ,mk) = (l1, . . . , lk)
and so the theorem is proved.
We will now prove that starting with the factorization of G as direct
product of cyclic p-groups instead of direct product of cyclic groups where
the order of each subgroup divides that of the following one gives the opposite
result of Theorem 2.3.11. The proof of this theorem is much shorter and
simpler than that of Theorem 2.3.11 and is mostly only based on |Γ(n),t|
being the minimal size for a universal sampling set for t for Z/nZ, since it is
equal to min{n, t}.
Theorem 2.3.28. If Z/m1Z × · · · × Z/mkZ ∼= Z/q1Z × · · · × Z/qhZ where
qj is a prime power for each 1 ≤ j ≤ h, then |Γ(m1,...,mk),t| ≤ |Γ(q1,...,qh),t|.
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Proof. If m1, . . . ,mk are also all prime powers there is nothing to prove as
then the two factorizations are equal. Let now s ≥ 1 and assume that
|Γ(m′1,...,m′k′ ),t| ≤ |Γ(q′1,...,q′h′ ),t|
whenever Z/m′1Z× · · · × Z/m′k′Z ∼= Z/q′1Z× · · · × Z/q′h′Z with q′j are prime
powers and |{j : m′j not a prime power}| ≤ s − 1 and assume also that
|{j : mj not a prime power}| = s. We can assume that m1 is not a prime
power. Write m1 = q′1 · · · q′r with q′j prime powers that are pairwise relatively
prime. As for i ≥ 1 we have that Γ(q′1,...,q′r),bt/ic is a universal sampling set for
t for Z/q′1Z× · · · × Z/q′rZ we have that
|Γ(q′1,...,q′r),bt/ic| =
q′2∑
i2=1
. . .
q′r∑
ir=1
min
{
q′1,
⌊ bt/ic
i2 · · · ir
⌋}
=
q′2∑
i2=1
. . .
q′r∑
ir=1
min
{
q′1,
⌊
t
ii2 · · · ir
⌋}
≥ min
{
q′1 · · · q′r,
⌊
t
i
⌋}
and so
|Γ(m1,...,mk),t| =
m2∑
i2=1
. . .
mk∑
ik=1
min
{
m1,
⌊
t
i2 · · · ik
⌋}
≤
q′2∑
j2=1
. . .
q′r∑
jr=1
m2∑
i2=1
. . .
mk∑
ik=1
min
{
q′1,
⌊
t
j2 · · · jri2 · · · ik
⌋}
= |Γ(q′1,...,q′r,m2,...,mk),t|
and as
Z/q′1Z× · · · × Z/q′rZ× Z/m2Z× · · · × Z/mkZ ∼= Z/q1Z× · · · × Z/qhZ
and
|{j : q′j not a prime power} ∪ {j : j ≥ 2 and mj not a prime power}|
= |{j : j ≥ 2 and mj not a prime power}|
= s− 1
by assumption we also have that
|Γ(q′1,...,q′r,m2,...,mk),t| ≤ |Γ(q1,...,qh),t|
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and so by induction we have that whenever
Z/m1Z× · · · × Z/mkZ ∼= Z/q1Z× · · · × Z/qhZ
where qj is a prime power for 1 ≤ j ≤ h, then
|Γ(m1,...,mk),t| ≤ |Γ(q1,...,qh),t|
and so the theorem is proved.
2.3.1 Algorithms for the computations of the single
cases in the proofs of Propositions 2.3.12 to 2.3.27
In this section we will give the programs which have been used to check the
cases which had been left out from the proof of Propositions 2.3.12 to 2.3.27
(specifically Propositions 2.3.16, 2.3.24, 2.3.25, 2.3.26 and 2.3.27). Their
finiteness follows from the assumptions that 2 ≤ b < a ≤ f(n2), n1 = abn2
and t < g(a, n1, n2) (for some function f of n2 and g of a, n1 and n2). Also
a and b are relatively prime.
The following programs have been written to work in Magma.
The first program computes the size of Γ(r,s),t.
SizeGamma:= func t i on ( r , s , t )
l o c a l i , a ;
a :=0;
f o r i in [ 1 . . s ] do
a:=a+Minimum( r ,Maximum(0 , Floor ( t / i ) ) ) ;
end f o r ;
r e turn a ;
end func t i on ;
The next program check the single left out cases from Propositions 2.3.16,
2.3.24, 2.3.25, 2.3.26 and 2.3.27 (N, A, B and T are going to be specified for
each Proposition in the table after the program). Notice that this program
(as the following ones) print out something only if there is some exception to
Theorem 2.3.11. As nothing has been printed out This means that Theorem
2.3.11 holds in each of the cases checked by the program. In some of the
cases we may be checking some extra case too.
f o r n in N do
f o r a in A do
f o r b in B do
i f GCD(a , b) eq 1 then
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f o r t in T do
r :=SizeGamma( a∗b∗n , n , t ) ;
s :=SizeGamma( a∗n , b∗n , t ) ;
i f r gt s then
p r i n t ( [ n , a , b , t ] ) ;
end i f ;
end f o r ;
end i f ;
end f o r ;
end f o r ;
end f o r ;
N A B T
Prop.
2.3.16
[1..43] [3..2*n-3] [2..a-1] [a*n..a*b*n-1]
Prop.
2.3.24,
c ≥ 3
[1..418] [3] [2] [18*n..6*n*Minimum(34,
Ceiling((n-1)/3))-1]
Prop.
2.3.24,
c = 1
[1..9] [3] [2] [6*n..6*n*Minimum(2,
Ceiling((n-1)/3))-1]
Prop.
2.3.24,
c = 2
[1..11] [3] [2] [12*n..6*n*Minimum(3,
Ceiling((n-1)/3))-1]
Prop.
2.3.25
[1..62] [3..n-2] [2..a-1] [a*b*n..a*b*n*Minimum(2,
Ceiling((n-1)/a))-1]
Prop.
2.3.26
[1..15] [5..13] [2] [a*b*n..a*b*n*Minimum(2,
Ceiling((n-1)/a))-1]
Prop.
2.3.27
[1..13] [4..5] [3] [a*b*n..a*b*n*Minimum(2,
Ceiling((n-1)/a))-1]
2.4 Bounds on the Size of Universal Sampling
Sets over Frp
We will now consider the case where G = (Z/pZ)r ∼= Frp (as additive groups)
for some prime p and give some conditions that Γ needs to satisfy when it is a
universal sampling set for t. These conditions involve the minimum number
of elements of a universal sampling set for t for Fip, with 0 ≤ i ≤ r and how
close or far Γ is from being a union of affine subspaces of Frp. We will start
with a definition.
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Definition 2.4.1. Let p be a prime and t and i be non-negative integers. By
mt,p,i we indicate the minimal size of a universal sampling set for t for Fip.
The next lemma states that if Γ is universal sampling for t and H is a
subgroup of Frp of size pi then Γ needs to intersect at least mt,p,i cosets of H.
Lemma 2.4.2. Let Γ ⊆ Frp be a universal sampling set for t and H ≤ F̂rp
such that |H| = pi. Then |Γ/(H⊥ ∩ Γ)| ≥ mt,p,i.
Proof. This follows by Theorem 2.2.2 as |Γ/(H⊥∩Γ)| = |(Γ +H⊥)/H⊥| and
Ĥ ∼= G/H⊥ ∼= Fip.
As we will now use Gaussian coefficients we will give their definition.
Definition 2.4.3 (Gaussian coefficients). For a, b ∈ N and c > 1 the Gaus-
sian coefficient
(
a
b
)
c
is given by(
a
b
)
c
=
(ca − 1) · · · (ca−b+1 − 1)
(cb − 1) · · · (c− 1) .
For subsets of Frp we will need the following definition.
Definition 2.4.4. Let S ⊆ Frp. We define hS by
hS :=
{
dim〈s− s′ : s, s′ ∈ S〉, S 6= ∅
−1, S = ∅.
Having given the two above definitions we are ready to state the next
theorem, which will be later used to prove Corollary 2.4.8.
Theorem 2.4.5. Let G = Frp. Then if Γ is a universal sampling set for t we
have that
mt,p,i ≤
∑
∅6=S⊆Γ
(−1)|S|+1
(
r−hS
i
)
p(
r
i
)
p
.
for 0 ≤ i ≤ r.
Proof. First notice that if S ⊆ Γ then hS ≤ r from the definition of hS since
Γ ⊆ Frp.
For any a ≥ 0 and any 0 ≤ b ≤ r we have that(
a
b
)
p(
r
b
)
p
=
(pa − 1) · · · (pa−b+1 − 1)
(pb − 1) · · · (p− 1) ·
(pb − 1) · · · (p− 1)
(pr − 1) · · · (pr−b+1 − 1)
=
(pa − 1) · · · (pa−b+1 − 1)
(pr − 1) · · · (pr−b+1 − 1)
=
(pa − 1) · · · (pa − pb−1)
(pr − 1) · · · (pr − pb−1) .
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As i ≤ r in order to prove the theorem it is then enough to show that
mt,p,i ≤
∑
∅6=S⊆Γ
(−1)|S|+1 (p
r−hS − 1) · · · (pr−hS − pi−1)
(pr − 1) · · · (pr − pi−1) .
In order to do this start by noticing that for any {f1, . . . , fi} ⊆ Ĝ linearly
independent we have that |Γ/(〈f1, . . . , fi〉⊥ ∩ Γ)| ≥ mt,p,i by the lemma. Let
m(fj) := |Γ/(〈f1, . . . , fi〉⊥ ∩ Γ)| and write
Γ := Γ1,(fj) ∪ . . . ∪ Γm(fj),(fj)
so that x+〈f1, . . . , fi〉⊥ = y+〈f1, . . . , fi〉⊥ for x, y ∈ Γk,(fj) and 1 ≤ k ≤ m(fj).
By definition of m(fj) we then have that Γk,(fj) 6= ∅ for 1 ≤ k ≤ m(fj) and
that x, y ∈ Γ belong to the same Γk,(fj) if and only if they belong to the same
coset of 〈f1, . . . , fi〉⊥. In particular, as for ∅ 6= S ⊆ Γ
∩s∈S(s+ 〈fj〉⊥) 6= ∅
holds if and only if S ⊆ Γk,(fj) for some k and if ∅ 6= S ⊆ Γk,(fj) then
| ∩s∈S (s+ 〈fj〉⊥)| = |〈fj〉⊥| = pr−i,
we have that
∣∣Γ/(〈f1, . . . , fi〉⊥ ∩ Γ)∣∣ = m(fj)∑
k=1
(
1 + (1− 1)|Γk,(fj)|
)
=
m(fj)∑
k=1
1 + ∑
∅⊆S⊆Γk,(fj)
(−1)|S|+1

=
m(fj)∑
k=1
∑
∅6=S⊆Γk,(fj)
(−1)|S|+1
=
m(fj)∑
k=1
∑
∅6=S⊆Γk,(fj)
(−1)|S|+1pi−r| ∩s∈S (s+ 〈fj〉⊥)|
=
∑
∅6=S⊆Γ
(−1)|S|+1pi−r| ∩s∈S (s+ 〈fj〉⊥)|.
As the number of distinct ordered i-tuples (f1, . . . , fi) of linearly independent
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elements of Ĝ is (pr − 1) · · · (pr − pi−1) we then have that
mt,p,i · (pr − 1) · · · (pr − pi−1) ≤
∑
(f1,...,fi)
∣∣Γ/(〈f1, . . . , fi〉⊥ ∩ Γ)∣∣
=
∑
(f1,...,fi)
∑
∅6=S⊆Γ
(−1)|S|+1pi−r ∣∣∩s∈S(s+ 〈fj〉⊥)∣∣
=
∑
∅6=S⊆Γ
(−1)|S|+1
∑
(f1,...,fi)
pi−r
∣∣∩s∈S(s+ 〈fj〉⊥)∣∣ .
We will now show that for a fixed S 6= ∅∑
(f1,...,fi)
pi−r
∣∣∩s∈S(s+ 〈f1, . . . , fi〉⊥)∣∣ = (pr−hS − 1) · · · (pr−hS − pi−1),
which will then prove the theorem, as we would then have that
mt,p,i · (pr − 1) · · · (pr − pi−1) ≤
∑
∅6=S⊆Γ
(−1)|S|+1(pr−hS − 1) · · · (pr−hS − pi−1)
which is what we needed to prove, up to dividing both sides of the inequality
by (pr − 1) · · · (pr − pi−1), which is non-zero.
For S 6= ∅ we have that | ∩s∈S (s + 〈f1, . . . , fi〉⊥)| 6= 0 if and only if
|∩s∈S (s+ 〈f1, . . . , fi〉⊥)| = pr−i if and only if S ⊆ s+ 〈f1, . . . , fi〉⊥ for some s
if and only if 〈s− s′ : s, s′ ∈ S〉 ⊆ 〈f1, . . . , fi〉⊥. So if S ′ = 〈s− s′ : s, s′ ∈ S〉
we have that
∑
(f1,...,fi)
pi−r
∣∣∩s∈S(s+ 〈f1, . . . , fi〉⊥)∣∣ is equal to the number
of (f1, . . . , fi) such that S ′ ⊆ 〈f1, . . . , fi〉⊥. This is equivalent to the fact that
〈f1, . . . , fi〉 ⊆ (S ′)⊥. As S ′ is a subspace of Frp of dimension hS, we have that
(S ′)⊥ has dimension r − hS and so there exist (pr−hS − 1) · · · (pr−hS − pi−1)
choices of (f1, . . . , fi) linearly independent such that S ′ ⊆ 〈f1, . . . , fi〉⊥ (this
also holds when i > r − hS, as then (pr−hS − pr−hS) = 0 appears in the
product) and so∑
(f1,...,fi)
pi−r
∣∣∩s∈S(s+ 〈f1, . . . , fi〉⊥)∣∣ = (pr−hS − 1) · · · (pr−hS − pi−1)
for ∅ 6= S ⊆ Γ and then the theorem is proved.
Even if the summation in the theorem is taken over all non-empty subsets
of Γ it is enough to take it over those S for which hS ≤ r − i, as otherwise
we have that the coefficient corresponding to S is 0 since if hS > r − i then(
r−hS
i
)
p(
r
i
)
p
=
(pr−hS − 1) · · · (pr−hs−i+1 − 1)
(pr − 1) · · · (pr−i+1 − 1) = 0
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since one of the factors in the numerator is (1− 1).
The following corollary is an easy application of the previous theorem for
the case t = 2.
Corollary 2.4.6.
mt,2,r−1 ≤ |Γ| − |Γ|(|Γ| − 1)
2
1
2r − 1 .
Proof. It follows from the above remark and the fact that hS = 0 if and only
if |S| = 1 and hS = 1 if and only if |S| = 2 as p = 2, as
1
2r − 1 =
2− 1
2− 1
2− 1
2r − 1 =
(
1
1
)
2(
r
1
)
2
.
We will now give formulas for
∑
∅6=S⊆Γ(−1)|S|+1
(
r−hS
i
)
p
. In the following
let Ap,r,i := {affine subspaces of Frp of dimension i}.
Theorem 2.4.7. For any Γ ⊆ Frp we have that∑
∅6=S⊆Γ
(−1)|S|+1
(
r − hS
i
)
p
= |{A ∈ Ap,r,r−i : A ∩ Γ 6= ∅}| .
Proof. As
(
r−hS
i
)
p
= 0 if i > r − hS, that is if hS > r − i, and as h∅ = −1 it
follows that∑
∅6=S⊆Γ
(−1)|S|+1
(
r − hS
i
)
p
=
r−i∑
j=0
(
r − j
i
)
p
∑
∅6=S⊆Γ:
hs=j
(−1)|S|+1
=
r−i∑
j=0
(
r − j
i
)
p
∑
∅=S⊆Γ:
hs=j
(−1)|S|+1. (2.4.1)
As, by definition of hS, any S 6= ∅ is contained in a unique A ∈ Ap,r,hs and if
S ⊆ A for some A ∈ Ap,r,i then hS ≤ i, we have that for j ≥ 0∑
∅=S⊆Γ:
hS=j
(−1)|S|+1 =
∑
A∈Ap,r,j
∑
∅=S⊆A∩Γ:
hS=j
(−1)|S|+1
=
∑
A∈Ap,r,j
 ∑
∅⊆S⊆A∩Γ
(−1)|S|+1 −
∑
∅⊆S⊆A∩Γ
hS<j
(−1)|S|+1
 . (2.4.2)
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Also ∑
∅⊆S⊆A∩Γ
(−1)|S|+1 = −
∑
∅⊆S⊆A∩Γ
(−1)|S| = −(1− 1)|A∩Γ| (2.4.3)
and
∑
∅=S⊆A∩Γ:
hS<j
(−1)|S|+1 = −1 +
j−1∑
k=0
∑
B∈Ap,r,k:
B⊆A
∑
∅=S⊆B∩Γ:
hS=k
(−1)|S|+1, (2.4.4)
where the −1 comes from S = ∅, as h∅ = −1 and hC ≥ 0 for C 6= ∅. From
Equations (2.4.2), (2.4.3) and (2.4.4) we have that
∑
A∈Ap,r,j
 ∑
∅⊆S⊆A∩Γ
(−1)|S|+1−
∑
∅⊆S⊆A∩Γ
hS<j
(−1)|S|+1

= − |{A ∈ Ap,r,j : A ∩ Γ = ∅}|
−
∑
A∈Ap,r,j
−1 + j−1∑
k=0
∑
B∈Ap,r,k:
B⊆A
 ∑
∅⊆S⊆B∩Γ
(−1)|S|+1−
∑
∅⊆S⊆B∩Γ
hS<k
(−1)|S|+1

 .
(2.4.5)
Also for any j and k, if Aj and Ak are fixed arbitrary affine subspaces of Frp
of dimension j and k respectively, we have that
|{A ∈ Ap,r,k : Aj ⊆ A}| = |{A ∈ Ap,r,j : A ⊆ Ak}| · |Ap,r,k||Ap,r,j|
=
pk−j
(
k
j
)
p
pr−k
(
r
k
)
p
pr−j
(
r
j
)
p
=
(
r − j
r − k
)
p
. (2.4.6)
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So we have that∑
∅6=S⊆Γ
(−1)|S|+1
(
r − hS
i
)
p
=
r−i∑
j=0
(
r − j
i
)
p
∑
A∈Ap,r,j
 ∑
∅⊆S⊆A∩Γ
(−1)|S|+1 −
∑
∅⊆S⊆A∩Γ:
hS<j
(−1)|S|+1

=
r−i−1∑
j=0
(
r − j
i
)
p
∑
A∈Ap,r,j
 ∑
∅⊆S⊆A∩Γ
(−1)|S|+1 −
∑
∅⊆S⊆A∩Γ:
hS<j
(−1)|S|+1

− |{B ∈ Ap,r,r−i : B ∩ Γ = ∅}|
−
∑
B∈Ap,r,r−i
−1 +r−i−1∑
j=0
∑
A∈Ap,r,j :
A⊆B
 ∑
∅⊆S⊆A∩Γ
(−1)|S|+1 −
∑
∅⊆S⊆A∩Γ:
hS<j
(−1)|S|+1


=
r−i−1∑
j=0
(
r − j
i
)
p
∑
A∈Ap,r,j
 ∑
∅⊆S⊆A∩Γ
(−1)|S|+1 −
∑
∅⊆S⊆A∩Γ:
hS<j
(−1)|S|+1

−
r−i−1∑
j=0
(
r − j
i
)
p
∑
A∈Ap,r,j
 ∑
∅⊆S⊆A∩Γ
(−1)|S|+1 −
∑
∅⊆S⊆A∩Γ:
hS<j
(−1)|S|+1

− |{B ∈ Ap,r,r−i : B ∩ Γ = ∅}|+ |Ap,r,r−i|
= |{B ∈ Ap,r,r−i : B ∩ Γ 6= ∅}| .
where the first equality follows from Equations (2.4.1) and (2.4.2), the second
equality follows applying Equation (2.4.5) to the case j = r − i, as in this
case
(
r−j
i
)
p
= 1, and the third equality from Equation (2.4.6).
From the last two theorems together we easily obtain the next corollary.
Corollary 2.4.8. If Γ ⊆ Frp is a universal sampling set for t then we have
that
mt,p,i ≤ |{A ∈ Ap,r,r−i : A ∩ Γ 6= ∅}|(r
i
)
p
for 0 ≤ i ≤ r.
In Lemma 2.4.2, Theorems 2.4.5, 2.4.7 and Corollary 2.4.8 we could use
instead of a prime p a prime power q, up to changing the condition of being
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a subgroup to that of being an Fq-subspace, changing the condition of being
linearly independent over Fp to that over Fq and changing 〈· · · 〉 and dim to
〈· · · 〉Fq and dimFq respectively (that is instead of the group structure we use
the structure of a vector space over Fq).
2.5 Stable Universal Sampling Sets
We will now show how we can construct some universal sampling sets for
arbitrary finite abelian groups. These universal sampling sets are going to
be stable, that is they allow to reconstruct a signal (or at least approximate
it) also in presence of noise.
Definition 2.5.1. Let G be a finite abelian group. For Ω ⊆ Ĝ and Γ ⊆ G
we define FΩ,Γ to be the submatrix of the character table of G with rows
corresponding to elements of Ω and columns corresponding to elements of Γ.
Lemma 2.5.2. Let G be a finite abelian group, Ω ⊆ Ĝ and Γ ⊆ G. If
FΩ,ΓF TΩ,Γ is invertible then (Ω,Γ) is a sampling pair.
Proof. It follows from the fact that (Ω,Γ) is a sampling pair if and only if
FΩ,Γ has rank |Ω|.
Notice that the proof also holds in the case where Γ is a multiset, in which
case if y ∈ Γ then the column of F (the character table of G) corresponding to
y would appear in FΩ,Γ the same number of times that y appears in Γ. From
now on Γ will be a multiset, |Γ| denotes the cardinality of Γ as a multiset
and Γset denotes the underlying set. Whenever taking sums over Γ they will
be taken over Γ as a multiset.
Lemma 2.5.3 (Geršgorin’s Disc Theorem). Let A = (ai,j) be an r×r matrix
and let λ be an eigenvalue of A. Then there exists i such that 1 ≤ i ≤ r and
|λ− ai,i| ≤
r∑
j=1
j 6=i
|ai,j|.
For a proof see Theorem 1.1 of [16].
Lemma 2.5.4. If for all χ ∈ Ω we have that∑
χ′∈Ω,χ′ 6=χ
∣∣∣∣∣∑
g∈Γ
(χ(χ′)−1)(g)
∣∣∣∣∣ < |Γ|
then FΩ,ΓF TΩ,Γ is invertible.
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Proof. This follows from Lemma 2.5.3, as the diagonal elements of FΩ,ΓF TΩ,Γ
are given by
∑
g∈Γ χ(g)χ(g) =
∑
g∈Γ 1 = |Γ| and the non-diagonal elements
are given by
∑
g∈Γ χ(g)χ
′(g) =
∑
g∈Γ(χ(χ
′)−1)(g).
Theorem 2.5.5. If for every 1 6= χ ∈ Ĝ we have that
|
∑
g∈Γ
χ(g)| < |Γ|/(t− 1)
then Γ is a universal sampling set for t.
Proof. This follows from Lemmas 2.5.2 and 2.5.4 as in this case for any Ω
such that |Ω| ≤ t and any χ ∈ Ω we have that∑
χ′∈Ω,χ′ 6=χ
∣∣∣∣∣∑
g∈Γ
(χ(χ′)−1)(g)
∣∣∣∣∣ < ∑
χ′∈Ω,χ′ 6=χ
|Γ|/(t− 1) ≤ |Γ|(t− 1)/(t− 1) = |Γ|.
Lemma 2.5.6. Let Γ be a multiset consisting of elements of G. Then
max
1 6=h∈Ĝ
∣∣∣∣∣∑
g∈Γ
h(g)
∣∣∣∣∣ ≥
√
|G| − |Γset|
|G| − 1 |Γ|.
Proof. For x ∈ G let fΓ(x) be the multiplicity of x in Γ. Then we have that∥∥∥f̂Γ|G\{1}∥∥∥2
2
=
∥∥∥f̂Γ∥∥∥2
2
− f̂Γ(1)2
= |G|−1 |fΓ|22 − f̂Γ(1)2
= |G|−2
|G|∑
x∈G
fΓ(x)
2 −
(∑
x∈G
fΓ(x)
)2
= |G|−2
|G| ∑
x∈Γset
fΓ(x)
2 −
(∑
x∈Γset
fΓ(x)
)2
= |G|−2
(
(|G| − |Γset|)
∑
x∈Γset
fΓ(x)
2
+
(∑
x∈Γset
1
)(∑
x∈Γset
fΓ(x)
2
)
−
(∑
x∈Γset
fΓ(x)
)2)
≥ |G|−2
(
(|G| − |Γset|)
∑
x∈Γset
fΓ(x)
2
)
≥ |G|−2(|G| − |Γset|)|Γ|
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where the first inequality follows from the Cauchy-Schwarz inequality. So
∥∥∥f̂Γ|Ĝ\{1}∥∥∥∞ ≥ 1|G|
√
|G| − |Γset|
|G| − 1 |Γ|
from which the lemma follows, as
∑
g∈Γ χ(g) = |G|f̂Γ(χ).
Theorem 2.5.7. If max16=χ∈Ĝ
∣∣∣∑g∈Γ χ(g)∣∣∣ < |Γ|/(t− 1) we have that
|Γ| > |G|(t− 1)
2
(t− 1)2 + |G| − 1 >
{
(t−1)2
2
(t− 1)2 ≤ |G| − 1
|G|
2
(t− 1)2 > |G| − 1.
Proof. If |Γ| > |G| then
|Γ| > |G| ≥ |G|(t− 1)
2
(t− 1)2 + |G| − 1 .
So we can now assume that |Γ| ≤ G. By Lemma 2.5.6 we have that
|Γ|
t− 1 >
√
|G| − |Γ|set
|G| − 1 |Γ| ≥
√
|G| − |Γ|
|G| − 1 |Γ|.
In particular
|Γ|2
(t− 1)2 >
|G| − |Γ|
|G| − 1 |Γ|
and so
|Γ|(|G| − 1) > (|G| − |Γ|)(t− 1)2
and then
|Γ|((t− 1)2 + |G| − 1) > |G|(t− 1)2,
that is
|Γ| > |G|(t− 1)
2
(t− 1)2 + |G| − 1 .
The fact that
|G|(t− 1)2
(t− 1)2 + |G| − 1 >
{
(t−1)2
2
(t− 1)2 ≤ |G| − 1
|G|
2
(t− 1)2 > |G| − 1
follows easily from the fact that in the first case (t − 1)2 + |G| − 1 < 2|G|,
while in the second case (t− 1)2 + |G| − 1 < 2(t− 1)2.
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2.5.1 Stable Universal Sampling Sets over Cyclic Groups
We will now use the previous results in the case where G = Z/nZ is a cyclic
group to construct universal sampling sets for t by constructing a multiset Γ
satisfying the hypotheses of Theorem 2.5.5.
Theorem 2.5.8. If n ≥ 3 and G = Z/nZ then for every t ≥ 2 there exist a
multiset Γ such that |∑g∈Γ χ(g)| < |Γ|/(t− 1) for every 0 6= χ ∈ Ĝ and such
that
|Γ| ≤ 16t3 log2(n/2) log(2t log(n/2)).
We need a couple of lemmas before being able to prove Theorem 2.5.8.
Lemma 2.5.9. If n ≥ 55 and p1, . . . , pblog(n)c are distinct primes then n is
smaller than p1 · · · pblog(n)c. In particular we also have that the number of
distinct primes which divide n is at smaller log(n).
Proof. We can assume that p1, . . . , pblog(n)c are the first blog(n)c primes. First
it can be noticed that
2 · 3 · 5 · 7 > e5
and so, as p > e if p 6= 2 is a prime, we have that
p1 · · · pblog(n)c > eblog(n)c+1 > n
if blog(n)c ≥ 4. So, as blog(n)c ≥ 4 if n ≥ 55 we have that the first part of
the lemma holds. The second part follows easily from the first.
Lemma 2.5.10. If m ≥ 3 and p is the m-th prime then p < 2m log(m).
See Theorems 28 and 29 of [13] for m ≥ 6. For 3 ≤ m ≤ 5 the theorem
can be easily checked by hand.
Definition 2.5.11. Let c > 0 and let x ∈ R. We define |x|c to be the distance
of x from the closest multiple of c.
Lemma 2.5.12. Let a ∈ R and m ∈ N. If a ∈ Z then
m−1∑
j=0
e2piiaj = m.
If a 6∈ Z then ∣∣∣∣∣
m−1∑
j=0
e2piiaj
∣∣∣∣∣ ≤ max
{
m,
1
2|a|1
}
.
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See Lemma 1 of [7] for a 6∈ Z. For a ∈ Z the lemma clearly holds.
We will now prove Theorem 2.5.8.
Proof of Theorem 2.5.8. If 3 ≤ n ≤ 54 the theorem holds as in this interval
n < 16 · 23 log2(n/2) log(4 log(n/2)) and then we can take Γ := G, as t ≥ 2.
So assume now that n ≥ 55.
Let k, L ∈ N and pi for 1 ≤ i ≤ k be distinct primes not dividing n. Also
let qi := p−1i ∈ (Z/nZ)×. Define Γ := ∪ki=1{0, qi, . . . , (L−1)qi}. As a multiset
|Γ| = kL.
Let ωn := e2pii/n. For χ ∈ Ĝ let xχ ∈ (−n/2, n/2] ∩ Z be such that
χ(y) = ω
xχy
n for every y ∈ Z/nZ.
For 1 ≤ i ≤ k and δ > 0 let
Ai(δ) := {χ ∈ Ĝ : |xχ/(pin)|1 < 1/(2δ)}.
Notice that
Ai(δ) = {χ : |xχ/(pin)|1 < 1/(2δ)}
= {χ : |xχ/pi|n < n/(2δ)}
= {χpi : |xχ|n < n/(2δ)}
= {χpi : |xχ| < n/(2δ)}
= {χ : |xχ| < npi/(2δ), pi | xχ}
where the fourth line follows from the fact that |xχ| ≤ n/2 in absolute value
and so, for l ∈ Z \ {0},
|xχ + ln| = |ln− (−xχ)| ≥ |ln| − |xχ| ≥ n(|l| − 1/2) ≥ n/2
and then |xχ|n = |xχ|. In particular
Ai(δ) = {χ : |xχ| < npi/(2δ), pi | xχ}. (2.5.1)
If χ 6∈ Ai(δ) then |xχ/(pin)|1 ≥ 1/(2δ) > 0, in particular xχ/(pin) 6∈ Z
and we have by Lemma 2.5.12 that∣∣∣∣∣
L−1∑
h=0
χ(hqi)
∣∣∣∣∣ =
∣∣∣∣∣
L−1∑
h=0
e2pii(xχqi/n)h
∣∣∣∣∣ =
∣∣∣∣∣
L−1∑
h=0
e2pii(xχ/pin)h
∣∣∣∣∣ ≤ 12|xχ/(pin)|1 ≤ δ.
Let m ≥ 1 and assume that χ is contained in at most m− 1 of the Ai(δ).
Then we have that∣∣∣∣∣∑
g∈Γ
χ(g)
∣∣∣∣∣ ≤
k∑
i=1
∣∣∣∣∣
L−1∑
h=0
χ(hqi)
∣∣∣∣∣ ≤ (m− 1)L+ (k −m+ 1)δ.
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So, if every 1 6= χ ∈ Ĝ is contained in at most m−1 of the Ai(δ), in order
to prove that
∣∣∣∑g∈Γ χ(g)∣∣∣ ≤ |Γ|/(t− 1) for χ 6= 1, it is enough to prove that
(m− 1)L+ (k −m+ 1)δ < kL
t− 1 ,
which is equivalent to
kL
(m− 1)L+ (k −m+ 1)δ > t− 1. (2.5.2)
As
kL
(m− 1)L+ (k −m+ 1)δ ≥
{
k
2(m−1) (m− 1)L ≥ (k −m+ 1)δ
kL
2(k−m+1)δ ≥ L2δ (m− 1)L < (k −m+ 1)δ
Equation (2.5.2) is satisfied if we take k = 2(m− 1)(t− 1) + 1 and, for some
positive integer δ specified later, we take L = 2δ(t− 1) + 1.
Let m := blog(n/2)c and define p1 < . . . < pk be the first k primes which
do not divide n and set δ := pk. Assume that χ ∈ Ai1(δ), . . . , Aim(δ) for
some pairwise distinct i1, . . . , im. We will show that in this case χ = 1. As
δ = pk ≥ pi for 1 ≤ i ≤ k and the pi are distinct primes with pi1 · · · pim > n/2
by Lemma 2.5.9, we have by Equation (2.5.1) that
χ ∈ ∪mj=1Aij(δ)
= ∪mj=1{χ : |xχ| < npij/(2δ), pij | xχ}
⊆ ∪mj=1{χ : |xχ| < n/2, pij | xχ}
= {χ : |xχ| < n/2, pi1 · · · pim | xχ}
= {1}.
So if 1 6= χ we have that χ is contained in at most m− 1 of the Ai(δ).
In order to prove the theorem it is now enough to prove that
|Γ| ≤ 16t3 log2(n/2) log(2t log(n/2)).
As t ≥ 2 it follows that
k = 2(blog(n/2)c − 1)(t− 1) + 1 ≤ 2blog(n/2)c(t− 1).
Also
k+blog(n/2)c=bk+log(n/2)c≤b2(t−1) log(n/2)+log(n/2)c≤b2t log(n/2)c.
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In particular, as by Lemmas 2.5.9 we have that δ = pk is bounded by the
(k + blog(n/2)c)-th prime and so also by the b2t log(n/2)c-th prime and
b2t log(n/2)c ≥ 3, it follows by Lemma 2.5.10 that
δ < 4b2t log(n/2)c log(b2t log(n/2)c) ≤ 4t log(n/2) log(2t log(n/2)).
In particular
|Γ| = kL
= k(2δ(t− 1) + 1)
≤ 2(t− 1) log(n/2)(8t log(n/2) log(2t log(n/2))(t− 1) + 1)
= 16t3 log2(n/2) log(2t log(n/2))
and so the theorem is proved.
2.5.2 Stable Universal Sampling Sets for Vector Spaces
In the next part we will concentrate on vector spaces, that is groups of the
form (Z/pZ)r ∼= Frp when considering only the additive group structure of Fp
for some prime p, and find some stable universal sampling sets and also show
how we can reconstruct signals using these sets. The universal sampling sets
and the reconstruction algorithms described here are similar to and based on
those described in [1] and [4]. Similarly to the cyclic groups case also here
we will construct universal sampling sets of the form ∪i∈IΓi for some index
set I such that |∑g∈Γi χ(g)| ≤ c for some constant c for almost all i ∈ I for
1 6= χ ∈ Ĝ. In this case we will take Γi to be subgroups, which will allow us
to take c = 0. In the following p will be a prime, q a power of p and G = Frp
for some r ≥ 1. We start with a lemma. This lemma will then be used to
prove that certain subsets Γ are universal sampling sets.
Lemma 2.5.13. Let 0 ≤ i ≤ r and m ≥ 1 be fixed. Let Hj ⊆ Frq = G, for j
in some index set I, be Fq-subspaces all of dimension i and let xj ∈ G, j ∈ I,
be arbitrary. Then the following are equivalent:
1.
∑
j
∣∣∣1̂Hj+xj(χ)∣∣∣ ≤ (m− 1)qi−r for all 1 6= χ ∈ Ĝ,
2. G = 〈Hj : j ∈ J〉 for any J ⊆ I such that |J | = m,
3. |{j : Hj ⊆ V }| ≤ m− 1 for any V ⊆ G subspace of dimension r − 1.
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Proof. For every j ∈ I and χ ∈ Ĝ we have that
∣∣∣1̂Hj+xj(χ)∣∣∣ =
∣∣∣∣∣∣q−r
∑
y∈Hj
χ(y + xj)
∣∣∣∣∣∣
=
∣∣∣∣∣∣q−rχ(xj)
∑
y∈Hj
χ(y)
∣∣∣∣∣∣
= q−r|Hj|1H⊥j (χ)
= qi−r1H⊥j (χ).
1.⇒ 2.
Let J ⊆ I with |J | = m and H = 〈Hj : j ∈ J〉. Let x ∈ H⊥. Then
x ∈ H⊥j for every j ∈ J and so
∑
j
∣∣∣1̂Hj+xj(χ)∣∣∣ ≥ mqi−r and this implies that
x = 1 and so H⊥ = {1} and H = G.
2.⇒ 1.
Let 1 6= χ ∈ Ĝ. Then ∑j ∣∣∣1̂Hj+xj(χ)∣∣∣ = qi−r|J |, where J is the set
{j ∈ I : χ ∈ H⊥j }. As χ 6= 1 we have that ∩j∈JH⊥j 6= {1}. As
〈Hj : j ∈ J〉⊥ =
{
χ ∈ Ĝ : χ(h) = 1 for h ∈ 〈Hj : j ∈ J〉⊥
}
=
{
χ ∈ Ĝ : χ(k) = 1 for k ∈ ∪j∈JHj
}
= ∩j∈JH⊥j
we have that 〈Hj : j ∈ J〉 = (〈Hj : j ∈ J〉⊥)⊥ = (∩j∈JH⊥j )⊥ 6= G and then it
follows that |J | ≤ m− 1.
2.⇒ 3.
Let V ⊆ G of dimension r − 1 and let J = {j ∈ I : Hj ⊆ V }. As
〈Hj : j ∈ J〉 ⊆ V 6= G it follows that |J | ≤ m− 1.
3.⇒ 2.
Let J ⊆ I with |J | = m. Then 〈Hj : j ∈ J〉 can not be contained in any
Fq-subspace of G of dimension r − 1. Thus 〈Hj : j ∈ J〉 = G.
As the Hj are already Fq-subspaces we have that
〈Hj : j ∈ J〉Fp = 〈Hj : j ∈ J〉Fq ,
so in the second condition in the lemma it does not matter if we take the
span as subgroup or as Fq-subspace.
The next theorem gives a bound on the maximum number of subsets
satisfying the conditions in the text of Lemma 2.5.13.
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Theorem 2.5.14. Let I, i and {Hj : j ∈ I} be as in the text of Lemma
2.5.13. If Frq = 〈Hj : j ∈ J〉 for every J ⊆ I with |J | = m then
|I|(qr−i − 1) ≤ (m− 1)(qr − 1).
Proof. For i ≥ 0 let Vq,r,i be the set of vector subspaces of Frq of dimension i.
Let Vi ∈ Vq,r,i and Vr−1 ∈ Vq,r,r−1. Then by the previous lemma
|I||{V ∈ Vp,r,r−1 : Vi ⊆ V }| =
∑
j∈I
|{V ∈ Vp,r,r−1 : Hj ⊆ V }
=
∑
V ∈Vp,r,r−1
|{j ∈ I : Hj ⊆ V }|
≤
∑
V ∈Vp,r,r−1
(m− 1)
= (m− 1)|Vp,r,r−1|.
As |Vp,r,r−1| = (qr − 1)/(q − 1) and
|{V ∈ Vp,r,r−1 : Vi ⊆ V }| = |Vp,r,r−1||{V ∈ Vp,r,i : V ⊆ Vr−1}||Vp,r,i|
=
(
r
r−1
)
q
(
r−1
i
)
q(
r
i
)
q
=
qr−i − 1
q − 1
the theorem follows.
If i < r the theorem gives |I| ≤ (m− 1)(qr − 1)/(qr−i − 1) ≤ 2qi(m− 1).
Definition 2.5.15. A subset A ⊆ Frq is called m-generating over Fq if the
Fq-span of B is equal to Frq for any B ⊆ A with |B| = m.
Clearly A ⊆ Frq with 0 6∈ A is m-generating over Fq if and only if the
subspaces 〈a〉Fq , a ∈ A, satisfy the conditions in Lemma 2.5.13 for m.
We will now construct some r-generating sets for Frq.
Theorem 2.5.16. If 2 ≤ r ≤ q then
A1 := {(1, i, . . . , ir−1) : i ∈ Fq} ∪ {(0, . . . , 0, 1)}
is r-generating over Fq.
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If r > q then
A2 := {(1, 0, . . . , 0), . . . , (0, . . . , 0, 1)}
is r-generating over Fq.
In particular, if r ≥ 2, there is A ⊆ Frq such that |A| ≥ q + 1 and A is
r-generating over Fq.
Proof. The first assertion follows from the beginning of Chapter 11 §5 of [8].
As the second assertion clearly holds and the last assertion follows from
the first two, the theorem holds.
Let A = {(a1,j, . . . , ar,j) : 1 ≤ j ≤ k} be r-generating. Using Corollary 3
of Chapter 11 of [8] we have that the matrix a1,1 . . . a1,k... ...
ar,1 . . . ar,k

is a generating matrix for a MDS-code (if A = A1 as in the previous lemma
then the corresponding code is the dual of an extended RS-code). For k, r, s
positive integers we say that B is a linear [k, r, s]-code if B is an r-dimensional
Fq-subspace of Frq such that if 0 6= x ∈ B then x has at most s zero coefficients
and there exists x ∈ B with exactly s non-zero coefficients. An MDS-code is
a linear [k, r, k − r + 1]-code for some k, r ≥ 1.A generating matrix for B is
a matrix (ci,j) ∈ Fr×kq with
B = 〈(ci,1, . . . , ci,k) : 1 ≤ i ≤ r〉Fq .
This will be generalised in the next theorem, which gives a correspondence
between m-generating sets and linear codes.
Theorem 2.5.17. Let C = (ci,j) ∈ Fr×kq and define
A := {(c1,j, . . . , cr,j) : 1 ≤ j ≤ k},
B := 〈(ci,1, . . . , ci,k) : 1 ≤ i ≤ r〉Fq .
If 1 ≤ m ≤ k then A is m-generating over Fq if and only if B is a linear
[k, r, s]-code, with s ≥ k −m+ 1.
Proof. As m ≤ k if A is m-generating then rank(C) = r, as
〈(c1,1, . . . , c1,r), . . . , (cm,1, . . . , cm,r)〉Fq = Frq.
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We also have by definition that if B is a linear [k, r, s]-code for some s then
rank(C) = r. So the lemma holds if rank(C) < r. We will now assume that
rank(C) = r.
For y = (y1, . . . , yr) ∈ Frq define x = (x1, . . . , xk) ∈ Fkq by x = yC. Then
x ∈ B and every element of B is of this form for some y ∈ Frq.
We have that
sx := |{i : xi = 0}| =
∣∣∣∣∣
{
i :
r∑
j=0
yjci,j = 0
}∣∣∣∣∣ =: sy.
Notice that
max{sy : 0 6= y ∈ Frq} = max{d : 〈(cij ,1, . . . , cij ,r) : 1 ≤ j ≤ d〉Fq 6= Frq
for some 1 ≤ i1 < . . . < id ≤ k}.
So A is m-generating if and only if sy < m for every 0 6= y ∈ Frq if and
only if sx < m for every 0 6= x ∈ B if and only if B is a [k, r, s]-code with
s ≥ k −m+ 1 and so the lemma follows.
The Theorem 2.5.18 and Corollary 2.5.19 give upper bounds on the min-
imal size of universal sampling sets for t for Frp and give explicit construction
for them (see the proof of Theorem 2.5.18).
Theorem 2.5.18. Let i ≥ 1 such that (t− 1)(dr/ie − 1) < a ≤ qi + 1. Then
there exists a universal sampling set for t in Frq of cardinality at most aqi.
Proof. First notice that Frq ≤ Fdr/ieqi , so we can assume that i = 1, as otherwise
we can first find a universal sampling set for Fdr/ie
qi
and then take its projection
to Frq, which is also universal sampling by Theorem 2.2.2.
From Theorem 2.5.16 we can find A ⊆ Frq with 0 6∈ A which is r-generating
over Fq of cardinality a. Let Γ = ∪x∈A〈x〉Fq . Then |Γ| = aq = aqi as a
multiset. By Lemma 2.5.13 we have that
∑
x∈A |1̂〈x〉Fq (h)| ≤ (r− 1)q for any
h ∈ Ĝ \ 1. So by Theorem 2.5.5 we have that ∪x∈A〈x〉Fq as a multiset is
universal sampling if
t− 1 < aq
(r − 1)q =
a
r − 1
and so the theorem is proved.
Corollary 2.5.19. Let i be minimal such that i ≥ 1 and (t−1)(dr/ie−1) ≤ qi
then there exists Γ ⊆ Frq universal sampling for t such that
|Γ| < 2qt
2r2
i2
=
2qt2 log2(|Frq|)
log2(q)i2
.
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Proof. By the previous theorem we can find Γ universal sampling for t such
that |Γ| ≤ ((t− 1)(dr/ie − 1) + 1)qi.
If i = 1 we have that |Γ| ≤ ((t− 1)(r − 1) + 1)q ≤ qtr < 2qt2r2/i2.
Otherwise we need to have that i > 1 and qi−1 < (t− 1)(dr/(i− 1)e − 1)
from which follows that
|Γ| ≤ qi
(
(t− 1)
(⌈r
i
⌉
− 1
)
+ 1
)
< q(t− 1) r
i− 1
(
(t− 1)r
i
+ 1
)
≤ qt(t− 1)r
2
i(i− 1)
<
2qt2r2
i2
.
We will now show methods that allow to reconstruct signals over Frp. We
will first need some lemmas.
Lemma 2.5.20. Let Γ be any subgroup of Frp, x ∈ Frp and f =
∑
χ∈F̂rp aχχ.
If g(y) := f(x+ y), for y ∈ Γ, then we have that
ĝ(χΓ⊥) =
∑
χ′∈χΓ⊥
aχ′χ
′(x).
In the lemma we use that Γ̂ ∼= F̂rp/Γ⊥.
Proof. We have that
g(y) =
∑
χ
aχχ(x+ y)
=
∑
χ
aχχ(x)χ(y)
=
∑
χΓ⊥
∑
χ′∈χΓ⊥
aχ′χ
′(x)χ′(y)
=
∑
χΓ⊥
 ∑
χ′∈χΓ⊥
aχ′χ
′(x)
χ(y)
from which the lemma follows.
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Assumption 2.5.21. We assume that |I| ≥ (2t − 1)(dr/he − 1) + 1 and
that {Γi : i ∈ I} is a collection of subgroups of Frp with |Γi| = ph for all i,
〈Γi : i ∈ J〉 = Frp for all J ⊆ I with |J | ≥ dr/he.
Notice that in this case ∪iΓi is universal sampling for 2t, which is needed
in order to be able to reconstruct f =
∑
χ aχχ, when f̂ is t-sparse, that is its
support has cardinality at most t.
Lemma 2.5.22. Let {Γi : i ∈ I} satisfy Lemma 2.5.13 for m = t and
let S ⊆ F̂rp with |S| ≤ t. For any s ∈ S the number of i ∈ I such that
S ∩ (sΓ⊥i ) 6= {s} is at most (t− 1)(dr/he − 1).
Proof. For each s′ ∈ S, s′ 6= s, we have that s − s′ can belong to at most
dr/he − 1 of the Γi, as any dr/he of the Γi generate Frp and so ∩i∈JΓ⊥i = 0
for any J ⊆ I with |J | ≥ dr/he. So as |S \ {s}| ≤ t − 1 we have that
S ∩ (sΓ⊥i ) 6= {s} for at most (t− 1)(dr/he − 1) indices i ∈ I.
Lemma 2.5.23. Let {Γi : i ∈ I} satisfy Lemma 2.5.13 for m = t and
let S ⊆ F̂rp with |S| ≤ t. For any x 6∈ S the number of i ∈ I such that
S ∩ (xΓ⊥i ) 6= ∅ at most t(dr/he − 1).
Proof. Similar to the previous lemma.
Assumption 2.5.24. We let f =
∑
χ∈F̂rp aχχ and  ≥ 0 be such that there
exists S ⊆ F̂rp with |S| ≤ t for which
∑
χ 6∈S |aχ| ≤ .
We are now ready to describe the first method that constructs an approx-
imation of f with t-sparse Fourier transform.
Theorem 2.5.25. Let I, {Γi : i ∈ I}, f and  fulfill Assumptions 2.5.21
and 2.5.24. For each i let Fi be the Fourier transform for Γi and define
ci := Fi(f|Γi). Then the following algorithm return f̂ ′ such that |supp(f̂ ′)| ≤ t
and ‖f̂ − f̂ ′‖1 ≤ (2t+ 1).
Set f̂ ′ := [0, . . . , 0] and Y := [0, . . . , 0]
for j in I do
for χ ∈ F̂rp/Γ⊥j do
if |cj(χ)| >  then
for χ′ ∈ χ+ Γ⊥j do
Y [χ′] := Y [χ′] + 1
end for
end if
end for
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end for
for χ ∈ F̂rp do
if Y [χ] > t(dr/he − 1) then
X := []
for j ∈ I do
Append cj(χ) to X
end for
f̂ ′(χ) := Median({Re(x) : x ∈ X}) + iMedian({Im(x) : x ∈ X})
end if
end for
return f̂ ′.
In order to use this algorithm we need to know f on ∪jΓj.
Proof. First assume that χ 6∈ S. Then by choice of  if |ci(χ)| >  we have
that S ∩ χΓ⊥i 6= ∅ and by Lemma 2.5.23 we have that this can happen only
for at most t(dr/he−1) indices i ∈ I, so that in this case Y [χ] ≤ t(dr/he−1)
and so f̂ ′(χ) = 0.
So we can now assume that χ ∈ S. We will show that |aχ − f̂ ′(χ)| ≤ 2
from which the theorem will follow, as |S| ≤ t.
First assume that Y [χ] ≤ t(dr/he − 1). Then by Lemma 2.5.22 we can
find i such that S ∩ χΓ⊥i = {χ} and |ci(χ)| ≤ , as |I| > (2t− 1)(dr/he − 1).
By definition of  and S we then need to have that |aχ| ≤ 2 and as in this
case f̂ ′(χ) = 0 we have that |aχ − f̂ ′(χ)| ≤ 2 is satisfied.
Now let Y [χ] > t(dr/he − 1). In this case
f̂ ′(χ) := Median({Re(x) : x ∈ X}) + iMedian({Im(x) : x ∈ X}).
By Lemma 2.5.22 and by definition of  we have that |X[j]−aχ| ≤  for more
than half the values of j (as |I| ≥ (2t− 1)(dr/he − 1) + 1), and so
|Median({Re(x) : x∈X})−Re(aχ)|, |Median({Im(x) : x∈X})−Im(aχ)| ≤ ,
from which also in this case we have that |aχ−f̂ ′(χ)| ≤ 2 and so the theorem
is proved.
We will now describe a second method to find an approximation for f ,
again with t-sparse Fourier support.
Assumption 2.5.26. We let 0 ∈ H ⊆ Fp be such that if g =
∑
φ∈F̂p bφφ and
there exists φ′ such that |bφ′ | > 2
∑
φ 6=φ′ |bφ| then there exists an algorithm
which return φ′ (if no φ′ exists such that |bφ′| > 2
∑
φ6=φ′ |bφ| it does not
matter which element of F̂rp the algorithm returns).
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Theorem 2.5.27. Let I, {Γi : i ∈ I} fulfill Assumption 2.5.21, f and  as
in Assumption 2.5.24 and H as in Assumption 2.5.26. For each i ∈ I let
{x1,i, . . . , xr−h,i} be such that 〈Γi, xj,i〉 = (Z/pZ)r. For each
x ∈ {axj,i : a ∈ H, 1 ≤ j ≤ r − h}
let gi,x(y) = f(x + y), y ∈ Γi and ci,x = Fi(gi,x), where Fi is the Fourier
transform of Γi. The following algorithm returns f̂ ′ such that |supp(f̂ ′)| ≤ t
and ‖f̂ − f̂ ′‖1 ≤ (2t+ 1).
Set f̂ ′ := [0, . . . , 0], Y := [0, . . . , 0] and Z := []
for k ∈ I do
for χ ∈ F̂rp/Γ⊥k do
if |ck,0(χ)| >  then
χ′ := []
for 1 ≤ j ≤ r − h do
Append χ′+ 〈xj,k〉⊥ obtained from the algorithm in Assump-
tion 2.5.26 for f(a) = ck,axj,k(χ), a ∈ H to χ′
end for
Reconstruct χ′′ from χ and χ′
Y [χ′′] := Y [χ′′] + 1
if Y [χ′′] = t(dr/he − 1) + 1 then
Append χ′′ to Z
end if
end if
end for
end for
for χ ∈ Z do
X := []
for j ∈ I do
Append ck,0(χ) to X
end for
f̂ ′(χ) := Median({Re(x) : x ∈ X}) + iMedian({Im(x) : x ∈ X})
end for
return f̂ ′.
As |Γi| = ph we have that Frp = Γi ⊕ (⊕j〈xj,i〉) and so for any χ ∈ F̂rp/Γ⊥i
and χ′ = (χ′j)j ∈ (F̂rp/〈xj,i〉⊥)j there exists a unique χ′′ ∈ F̂rp such that
χ′′Γ⊥i = χΓ
⊥
i and χ′′〈xj,i〉⊥ = χ′j〈xj,i〉⊥ for all j, which is the element which
we need to recover from χ and χ′.
To use this algorithm we need to know f on
Γ = ∪i(Γi + {axj,i : a ∈ H, 1 ≤ j ≤ r − h})
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and, as 0 ∈ H, we have that
|Γ| ≤ |I|ph(1 + (r − h)(|H| − 1)).
Proof. Similarly to the previous theorem we only need to show that if χ 6∈ S
then Y [χ] ≤ t(dr/he − 1) (that is χ 6∈ Z) and that if χ ∈ S with |aχ| > 2
then Y [χ] > t(dr/he − 1), so that in this case χ ∈ Z.
The case where χ 6∈ S is similar to the previous theorem. Assume now
that χ ∈ S and |aχ| > 2. Let k ∈ I such that S ∩ χΓ⊥k = {χ}. Then
|ck,0(χ)| > . Fix 1 ≤ j ≤ r − h. Using Lemma 2.5.20 we have that
f(a) = ck,axj,k(χ) =
∑
χ′∈χΓ⊥k
χ′(axj,k)aχ′
As 〈xj,k〉 ∼= Fp we can define φ(a) := φ(axj,k) for a ∈ Fp and φ ∈ F̂rp/〈xj,k〉⊥.
Using this notation we have that
f =
∑
φ〈xj,k〉⊥
dφφ
where the coefficients dφ are given by
dφ =
∑
χ′∈(χΓ⊥k )∩(φ〈xj,k〉⊥)
aχ′ .
Let
c =
∑
χ 6=χ′∈χ(Γ⊥k ∩〈xj,k〉⊥)
|aχ′|.
By choice of k we have that
∑
χ 6=χ′∈χΓ⊥k |aχ| ≤  (in particular c = y for
some 0 ≤ y ≤ 1) and |aχ| > 2. So
|dχ| ≥ |aχ| − c > (2− y)
and ∑
φ 6=χ
|dφ| ≤ (1− y).
As the minimum for (2 − y)/(1 − y), with 0 ≤ y ≤ 1, is 2, in this case the
algorithm in Assumption 2.5.26 returns χ〈xj,k〉⊥ for every j and so we can
reconstruct χ correctly. As there are more than t(dr/he − 1) such indices
k ∈ I we have that in this case Y [χ] > t(dr/he − 1) and so the theorem is
proved.
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If the algorithm in Assumption 2.5.26 would be recovering φ′ whenever
|bφ′ | > c
∑
φ 6=φ′ |bφ|, then we could still use it in the algorithm in Theorem
2.5.27, but we would get that ‖f̂ − f̂ ′‖1 ≤ (max{2, c}t+ 1).
In the algorithms in Theorems 2.5.25 and 2.5.27 it was assumed that we
already knew . They can be adjusted to work also in the case where we
do not know it, having though to take |I| ≥ 2t(dr/he − 1) + 1 instead of
|I| ≥ (2t− 1)(dr/he − 1) + 1, by substituting the if-loops over |cj(χ)| >  or
|ck,0(χ)| >  with for-loops over the t values of χ for which |cj(χ)| or |ck,0(χ)|
is largest and then keeping only the t largest (in absolute value) coefficients
of f̂ ′. The resulting f ′ is still t-sparse and it satisfies ‖f̂ − f̂ ′‖1 ≤ (1 + 3
√
2t)
(if χ ∈ supp(f̂ ′) then |f̂ ′(χ) − aχ| ≤
√
2 and from this also follows that if
|aχ| > 2
√
2 then χ ∈ supp(f̂ ′) and so the bound on the norm follows). We
need to use |I| > 2t(dr/he− 1) in order to have that |X[i]− aχ| ≤  for more
than half of the indices i ∈ I for all χ. As now |I| > 2t(dr/he − 1) we can
also change the condition Y [χ] > t(dr/he − 1) to Y [χ] > (t + 1)(dr/he − 1)
in the first algorithm and similarly in the second algorithm add χ to Z when
Y [χ] = (t+ 1)(dr/he − 1) + 1 instead of when Y [χ] = t(dr/he − 1) + 1.
We will now describe an algorithm which satisfies Assumption 2.5.26 using
a subset H ⊆ Fp with |H| = 2 + dlog2(p/3)e.
For c > 0 and x ∈ R let |x|c be as in Definition 2.5.11.
Theorem 2.5.28. Let H = {0}∪{1, 2, 4, . . . , 2k} ⊆ Z/nZ where k is minimal
such that 2k ≥ n/3. Let ωn := e2pii/n and f(x) =
∑
y ayω
yx
n . Assume that
|ay′| > 2
∑
y 6=y′ |ay|. Then the following algorithm returns y′.
Set d(2l) := arg(f(2l)/f(0)), for 0 ≤ l ≤ k
Set c := [0, . . . , 0] (Length(c) = n)
for l ∈ [0..k] do
for j ∈ [0..n− 1] do
if c[j + 1] = 0 and |n d(2l)/(2pi)− 2lj|n ≥ n/6 then
c[j + 1] := 1
end if
end for
end for
return j such that c[j + 1] = 0 if such a j exists, otherwise return 0.
Proof. Notice that f(x) 6= 0 for every x ∈ Z/nZ since |ay′ | > 2
∑
y 6=y′ |ay| by
assumption. In particular d(2i) is well defined (up to multiples of 2pi).
As when z ∈ C with |z| < 1 we have that | arg(2 + z)|2pi < pi/6 we also
have that
| arg(f(x))− arg(aywxyn )|2pi ≤ pi/6
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and so
| arg(f(x)/f(0))− arg(wxyn )|2pi ≤ pi/3
for every x ∈ Z/nZ from which follows that |n d(2i)/(2pi) − 2iy|n < n/6 for
0 ≤ i ≤ k, in particular c[y + 1] = 0.
We will now show that if j 6= y then c[j + 1] = 1, which will then prove
the theorem. In order to do this we will show that if j 6= 0 then there exists
l such that 0 ≤ l ≤ k such that |2lj|n ≥ n/3, which also proves that if j 6= y
then there exists l, 0 ≤ l ≤ k, such that |2l(y − j)|n ≥ n/3 and so for the
same l we need to have that |n d(2l)/(2pi)− 2lj|n ≥ n/6. Assume that j 6≡ 0
mod n and that |2lj|n < n/3 for all 0 ≤ l ≤ k. Then, up to a multiple of n,
we also need to have that j ∈ ±{1, . . . , dn/3e − 1} (by considering the case
i = 0). As |2lj|n = |2l(−j)|n we can assume that j ∈ {1, . . . , dn/3e − 1}.
Let l be minimal such that 2lj ≥ n/3. As 1 ≤ j < n/3 we have that
1 ≤ i ≤ k by definition of k. As 1 ≤ 2(l−1)j < n/3 we then need to have
that n/3 ≤ 2lj < 2n/3 and so |2lj|n ≥ n/3 as 1 ≤ l ≤ k, which gives a
contradiction and so the theorem is proved.
If we let h ≥ 1 minimal such that (2t− 1)(dr/he− 1) ≤ ph and we choose
I with |I| = (2t − 1)(dr/he − 1) + 1 and in Assumption 2.5.26 we use the
algorithm in Theorem 2.5.28 then the algorithms in Theorems 2.5.25 and
2.5.27 have complexities O(pt2r2 log(p) + tr2pr + t3r2) and O(pt3r3 log(p))
respectively. Their variations to work in the case where  is not known have
complexities O(pt3r2 + prt2r2) and O(pt3r3 log(p)) respectively if we now let
h ≥ 1 minimal such that 2t(dr/he − 1) ≤ ph and |I| = 2t(dr/he − 1) + 1.
These complexities are computed assuming that the Fourier transform of Fhp
has complexity O(phh log(p)). If instead we using matrix multiplication to
compute the Fourier transform the complexities become O(p2t3r3 + prtr2),
O(p2t3r3), O(p2r3t3 + prt2r2) and O(p2t3r3) respectively.
Assumption 2.5.29. We let I be a set with |I| ≥ 4t(dr/he − 1) + 1 and
{Γi : i ∈ I} be a collection of subgroups of Frp with |Γi| = ph for all i,
〈Γi : i ∈ J〉 = Frp for all J ⊆ I with |J | ≥ dr/he.
Lemma 2.5.30. Let I and {Γi : i ∈ I} be as in Assumption 2.5.29, χ ∈ F̂rp,
be arbitrary and  > 0 such that there exists S ⊆ F̂rp with |S| ≤ t and
 ≥∑χ 6∈S |aχ|. Then for every χ′ ∈ F̂rp we have that∣∣∣∣∣∣
i ∈ I : ∑
χ∈χ′Γ⊥i \{χ′}
|aχ| < 
t

∣∣∣∣∣∣ ≥ |I| − 2t
(⌈ r
h
⌉
− 1
)
>
|I|
2
.
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Proof. Let M be the matrix with rows labeled by
A := {χΓ⊥i : i ∈ I, χ ∈ Rep(F̂rp/Γ⊥i )}
(for H ≤ G groups, Rep(G/H) is a system of representatives in G for G/H),
columns labeled by elements of F̂rp andMχΓ⊥i ,χ′ = 1 if χ
′ ∈ χΓ⊥i orMχΓ⊥i ,χ′ = 0
otherwise. Then each column of M contains exactly |I| entries equal to 1
and ∑
a∈A
Ma,χ′Ma,χ′′ =
∑
i∈I
Mχ′Γ⊥i ,χ′′ = |{i ∈ I : (χ′)−1χ′′ ∈ Γ⊥i }|
for χ′, χ′′ ∈ F̂rp. In particular for χ′ 6= χ′′ we have by Lemma 2.5.13 that∑
a∈A
Ma,χ′Ma,χ′′ = |{i ∈ I : (χ′)−1χ′′ ∈ Γ⊥i }|
= |{i ∈ I : 〈(χ′)−1χ′′〉 ≤ Γ⊥i }|
= |{i ∈ I : Γi ≤ 〈(χ′)−1χ′′〉⊥}|
≤
⌈ r
h
⌉
− 1
as 〈(χ′)−1χ′′〉⊥ is a subspace of dimension r − 1, as (χ′)−1χ′′ 6= 1.
First assume that h < r. The lemma follows then from Lemma 2 of [1]
with (using the notation of Lemma 2 of [1]) k = t (we have that t < |I| by
assumption), ′ = 1 and c = 4.
If h = r then Γ⊥i = {1} for every i ∈ I and so∑
χ∈χ′Γ⊥i \{χ′}
|aχ| = 0
for every χ′ ∈ F̂rp and i ∈ I and so the lemma holds also in this case.
We will now present two more methods to reconstruct (or approximate)
a function f : G→ C.
Theorem 2.5.31. Let I, {Γi : i ∈ I}, f and  as in Assumptions 2.5.29
and 2.5.24. For each i let Fi be the Fourier transform for Γi and define
ci := Fi(f|Γi). Then the following algorithm return f̂ ′ such that |supp(f̂ ′)| ≤ t
and ‖f̂ − f̂ ′‖1 ≤ (1 + 3
√
2).
Set f̂ ′ := [0, . . . , 0], f̂ ′′ := [0, . . . , 0] and Y := [0, . . . , 0]
for j in I do
for χ ∈ F̂rp/Γ⊥j do
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for 2t− 1 values of χ such that |cj(χ)| is largest do
for χ′ ∈ χ+ Γ⊥j do
Y [χ′] := Y [χ′] + 1
end for
end for
end for
end for
for χ ∈ F̂rp do
if Y [χ] > 2t(dr/he − 1) then
X := []
for j ∈ I do
Append cj(χ) to X
end for
f̂ ′′(χ) := Median({Re(x) : x ∈ X}) + iMedian({Im(x) : x ∈ X})
end if
end for
for t values of χ for which |f̂ ′′(χ)| is largest do
f̂ ′(χ) := f̂ ′′(χ)
end for
return f̂ ′.
Proof. We will first show that if |aχ′ | > 2/t then Y [χ′] > 2t(dr/he − 1) and
that if Y [χ′′] > 2t(dr/he − 1) then |f̂ ′′(χ′′)− aχ′′ | <
√
2/t.
First assume that  = 0. In this case /t = 0. Then for every j ∈ I we
have that
|{χ : |cj(χ)| > 0}| ≤ t ≤ 2t− 1.
Let χ′ with |aχ′ | > 0. By Lemma 2.5.22 we have that
|{j ∈ I : |cj(χ′)| > 0}| ≥ |I| − (t− 1)(dr/he − 1) > 2t(dr/he − 1).
Also, as by Lemmas 2.5.22 and 2.5.23 for χ ∈ F̂rp
|{j ∈ I : cj(χ) = aχ}| ≥ |I| − t(dr/he − 1) > |I|/2
we have that
Median({Re(cj(χ) : j ∈ I}) + iMedian({Im(cj(χ) : j ∈ I}) = aχ.
In particular if Y [χ′′] > 2t(dr/he − 1) then |f̂ ′′(χ′′)− aχ′′| <
√
2/t.
Assume now that  > 0. By choice of  for every j ∈ I we have that
|{χ : |cj(χ)| > /t}| ≤ 2t− 1.
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As if |aχ′| > 2/t then
|{j : |cj(χ′)| > /t}| > 2t(dr/he − 1)
by Lemma 2.5.30 it follows that Y [χ′] > 2t(dr/he − 1) in this case. Also,
again by Lemma 2.5.30, we have that whenever Y [χ′′] > 2t(dr/he − 1) then
|f̂ ′′(χ′′)− aχ′′| <
√
2/t.
Let S satisfy Assumption 2.5.24 for the given f and  and let S ′ be the
support of f̂ ′. Write S \ S ′ = S1 ∪ S2, where
S1 = {χ ∈ S \ S ′ : |aχ| ≤ 2/t},
S2 = {χ ∈ S \ S ′ : |aχ| > 2/t}.
Then we have that S2 ⊆ supp(f̂ ′′) and as |S| ≤ t we have that |S ′ \S| ≥ |S2|
and for every χ′ ∈ S ′ and χ ∈ S2 we have that
|aχ′|+
√
2/t ≥ |f̂ ′′(χ′)| ≥ |f̂ ′′(χ)| ≥ |aχ| −
√
2/t
and so |aχ| ≤ |aχ′|+ 2
√
2/t. In particular∑
χ∈S\S′
|aχ| ≤ t2
√
2

t
+
∑
χ∈S′\S
|aχ| = 2
√
2+
∑
χ∈S′\S
|aχ|.
So we have that∥∥∥f̂ − f̂ ′∥∥∥
1
=
∥∥∥f̂|S′ − f̂ ′|S′∥∥∥
1
+
∥∥∥f̂|S\S′ − f̂ ′|S\S′∥∥∥
1
+
∥∥∥ ̂f|Ĝ\(S∪S′) − ̂f ′|Ĝ\(S∪S′)∥∥∥1
≤ t
√
2

t
+ 2
√
2+
∑
χ∈S′\S
|aχ|+
∑
χ∈Ĝ\(S∪S′)
|aχ|
= 3
√
2+
∑
χ 6∈S
|aχ|
≤ (1 + 3
√
2)
and so the theorem is proved.
Theorem 2.5.32. Let I, {Γi : i ∈ I} and h as in Assumption 2.5.29, f and
 as in Assumption 2.5.24 and H as in Assumption 2.5.26. For each i ∈ I
let {x1,i, . . . , xr−h,i} be such that 〈Γi, xj,i〉 = (Z/pZ)r. For each x ∈ {axj,i :
a ∈ H, 1 ≤ j ≤ r−h} let gi,x(y) = f(x+ y), y ∈ Γi and ci,x = Fi(gi,x), where
Fi is the Fourier transform of Γi. The following algorithm returns f̂ ′ such
that |supp(f̂ ′)| ≤ t and ‖f̂ − f̂ ′‖1 ≤ (1 + 3
√
2).
Set f̂ ′ := [0, . . . , 0], f̂ ′′ := [0, . . . , 0] Y := [0, . . . , 0] and Z := []
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for k ∈ I do
for χ ∈ F̂rp/Γ⊥k do
for 2t− 1 values of χ for which |ck,0(χ)| is largest do
χ′ := []
for 1 ≤ j ≤ r − h do
Append χ′+ 〈xj,k〉⊥ obtained from the algorithm in Assump-
tion 2.5.26 for f(a) = ck,axj,k(χ), a ∈ H to χ′
end for
Reconstruct χ′′ from χ and χ′
Y [χ′′] := Y [χ′′] + 1
if Y [χ′′] = 2t(dr/he − 1) + 1 then
Append χ′′ to Z
end if
end for
end for
end for
for χ ∈ Z do
X := []
for j ∈ I do
Append ck,0(χ) to X
end for
f̂ ′′(χ) := Median({Re(x) : x ∈ X}) + iMedian({Im(x) : x ∈ X})
end for
for t values of χ for which |f̂ ′′(χ)| is largest do
f̂ ′(χ) := f̂ ′′(χ)
end for
return f̂ ′.
Proof. It is enough to show that if |aχ| > 2/t then χ ∈ Z, that is in this
case Y [χ] > 2t(dr/he − 1), as the rest can proved in the same way as in the
previous theorem.
First assume that  = 0. As in the previous theorem for i ∈ I we have
that |{χ : ci,0(χ) 6= 0}| ≤ t ≤ 2t − 1. Let χ ∈ F̂rp with aχ 6= 0. Then if
i ∈ I with χΓ⊥i ∪ {χ′ : aχ′ 6= 0} = {χ}. As aχ 6= 0 and
∑
χ′∈χΓ⊥i \{χ} |aχ′| = 0
we have that ci,0(χ) is one of the at most 2t − 1 nonzero entries of ci,0 and
that we reconstruct χ from χ and χ′. By Lemma 2.5.22 it then follows that
Y [χ] ≥ |I| − (t− 1)(dr/he − 1) > 2t(dr/he − 1).
Assume now that  > 0. Let S ′ = {χ : |aχ| > 2/t}. Then if χ ∈ S ′
we have by Lemma 2.5.30 that if J = {i ∈ I : ∑χ′∈χΓi\{χ} |aχ′| < /t} then
|J | > 2t(dr/he − 1) and so as when j ∈ J we would be reconstructing χ (as
|cj,0(χ)| > /t in this case and we have that |{χ′ : |ci,0(χ′)| > /t}| ≤ 2t − 1
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for every i ∈ I) and then Y [χ] > 2t(dr/he − 1) whenever |aχ| > 2/t and so
the theorem is proved.
Chapter 3
Symmetric Groups
We will now study universal sampling sets over symmetric groups. We will
start by giving some results about partitions (Section 3.1), since irreducible
representations (and characters) of the symmetric groups can be labeled in
a natural way by partitions, as will be seen in Section 3.2. These results will
then be used in Sections 3.3 and 3.4 to construct universal sampling sets for
Sn for 2 or 3 respectively.
3.1 Partitions
In the following part we will be working with symmetric groups. In order to
describe the irreducible characters of Sn we first need to give some definitions
about partitions. In the following we will use the convention that 0 ∈ N.
Definition 3.1.1 (Partition). Let n ∈ N. A sequence of non-negative inte-
gers
α = (α1, α2, . . .)
is a partition of n if
i) αi ≥ αi+1 ∀i ≥ 1,
ii)
∑
i αi = n.
Definition 3.1.2 (Unordered partition). Let n ∈ N. A sequence of non-
negative integers
α = (α1, α2, . . .)
is an unordered partition of n if
∑
i αi = n.
If α is a partition of n we write α ` n, while if α is an unordered partition
we write α |= n. Also, the αi are called the parts of α. As αi ∈ N for all
i and
∑
i αi converges if α is a partition or an unordered partition, we have
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that in this case we can find h ∈ N such that αi = 0 if i > h. For such an h
we can write
α = (α1, . . . , αh).
If n 6= 0, in order to get uniqueness in writing α = (α1, . . . , αh) we can choose
h to be minimal, that is choose h such that αh 6= 0 and αi = 0 for all i > h.
If α is a partition we have that with this choice of h, αi 6= 0 for any i ≤ h. If
n = 0 we will write α = (0). If α is a partition we also write |α| = ∑i αi.
For example the partitions of 5 are given by
(5), (4, 1), (3, 2), (3, 1, 1), (2, 2, 1), (2, 1, 1, 1), (1, 1, 1, 1, 1).
If α is a partition of n and we define ai to be the number of parts of α
equal to i for 1 ≤ i ≤ n (all parts of α are ≤ n as α is a partition of n), we
can also write
α = (nan , · · · , 1a1) .
Usually iai is left out if ai = 0 and if ai = 1 we usually write i instead of iai .
In this notation the partitions of 5 are given by
(5) , (4, 1) , (3, 2) ,
(
3, 12
)
,
(
22, 1
)
,
(
2, 13
)
,
(
15
)
.
Sometimes a mix of these two ways to write a partition is used, especially
when we are only focusing on how many parts equal to one or more particular
numbers a partition has. For example if αi = αi+1 = . . . = αi+s−1 but
αi−1, αi+s 6= αi we could write
(α1, . . . , αh) = (α1, . . . , αi−1, αsi , αi+s, . . . , αh).
Let α be a partition.
Definition 3.1.3 (Young diagram). The Young diagram of α = (α1, . . . , αh)
contains α1 nodes in the first row, α2 nodes in the second row and so on until
αh nodes in the h-th row.
The Young diagram of α will be denoted by [α].
For example the Young diagram of the partition (3, 2) is given by
• • •
• •
If α is a partition we can define a new partition α′ which is called the
partition conjugate to α in the following way.
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Definition 3.1.4 (Conjugate partition). Let α be a partition. For any i let
α′i be the number of parts of α which are bigger than or equal to i. Then
α′ = (α′1, α
′
2, . . .) is the partition conjugate to α.
For example (3, 2)′ = (2, 2, 1), which has Young diagram
• •
• •
•
As it can already be seen in the above example, the Young diagram of α′
is obtained by reflecting the Young diagram of α across the diagonal, from
which it easily follows that if α is a partition of n then also α′ is a partition
of n and that (α′)′ = α.
Definition 3.1.5 (Self-conjugate partition). A partition is self-conjugate if
α′ = α.
Definition 3.1.6 (Even and odd partitions). A partition α is an even par-
tition if |α| − α′1 is even; α is odd if |α| − α′1 is odd.
As α′1 is the number of non-zero parts of α we have that α is even (odd)
if and only if ∑
i:αi>0
αi − 1
is even (odd) which happens if and only if the number of non-zero even parts
of α is even (odd).
If α is a partition and (i, j) ∈ (N \ {0}) × (N \ {0}) is such that j ≤ αi
we call the j-th node on the i-th row of α the (i, j)-node of α. In this case
we say that (i, j) ∈ [α].
We will now give some definitions related to hooks of a partition.
Definition 3.1.7 (Hook). If (i, j) is a node of α we denote by Hαi,j the (i, j)-
hook of α, that is the set of nodes of α of the form (i, j′) for some j′ ≥ j or
(i′, j) for some i′ ≥ i.
For example if we take α = (3, 2, 2) and (i, j) = (2, 1) then we have that
H
(3,2,2)
2,1 = {(2, 1), (2, 2), (3, 1)}. This can also be easily seen by looking at the
Young diagram of (3, 2, 2), where H(3,2,2)2,1 is given by
• • •
•© •©
•© •
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Definition 3.1.8 (Hook length). Let i, j ≥ 1 and α be a partition. Then
hαi,j = |{(k, l) ∈ [α] : k = i and l ≥ j or k ≥ i and l = j}|.
It follows from the definition that if (i, j) ∈ [α] then
hαi,j = |Hαi,j| = αi − j + α′j − i+ 1,
while if (i, j) 6∈ [α] then hαi,j = 0. We defined here hαi,j also for (i, j) 6∈ [α]
as this will be used sometimes in the following in order to shorten notation.
Also notice that hαi,j > 0 if and only if (i, j) ∈ [α].
For example we have that
h
(3,2,2)
2,1 = |{(2, 1), (2, 2), (3, 1)}| = 3 = 2− 1 + 3− 2 + 1.
Theorem 3.1.9. Let α be a partition 1 ≤ i1 ≤ i2 and 1 ≤ j1 ≤ j2 with
(i2, j2) ∈ [α]. Then
hαi1,j1 + h
α
i2,j2
= hαi1,j2 + h
α
i2,j1
.
Proof. The theorem follows easily from hβi,j = βi − j + β′j − i + 1 for every
partition β and (i, j) ∈ [β].
Definition 3.1.10 (Hook lengths’ multiset). The hook lengths’ multiset
H(α) of α is defined by
H(α) = {hαi,j : (i, j) ∈ [α]}.
For example we have that H(3, 2, 2) = {5, 4, 3, 2, 2, 1, 1}.
Theorem 3.1.11. Let α be a partition. For every (i, j) ∈ [α] we have that
{hαi,j′ : j ≤ j′ ≤ αi} ∪ {hαi,j − hαi′,j : i < i′ ≤ α′j} = {1, . . . , hαi,j}
and the union is disjoint.
Proof. For a proof of the first part see (1.2) of [11]. As
|{hαi,j′ : j ≤ j′ ≤ αi}|+ |{hαi,j − hαi′,j : i < i′ ≤ α′j}| = αi− j + 1 +α′j − i = hαi,j
the union is disjoint.
For example the hook lengths of (6, 5, 3) are given by
8 7 6 4 3 1
6 5 4 2 1
3 2 1
and
|{hα1,j′ : 3 ≤ j′ ≤ α1}|+ |{hα1,3 − hαi′,3 : 1 < i′ ≤ α′3}| = {6, 4, 3, 1} ∪ {2, 5}
= {1, 2, 3, 4, 5, 6}.
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Definition 3.1.12 (Leg length). Let (i, j) be a node of α. The leg length
lαi,j of (i, j) is equal to the number of nodes of α of the form (i′, j) with i′ > i.
It follows easily from the definition that lαi,j = α′j − i, where α′ is the
partition conjugate to α. In the example we have that l(3,2,2)2,1 = 1.
Definition 3.1.13 (Rim of α). Let α be a Young diagram. The rim of α,
Rα, is the set of nodes (i, j) of α such that (i+ 1, j + 1) is not a node of α.
Going back to the previous example we have that R(3,2,2) is given by
• •© •©
• •©
•© •©
Definition 3.1.14. If (i, j) is a node of α, Rαi,j is the set of nodes of the rim
of α of the form (i′, j′) with i′ ≥ i and j′ ≥ j.
It can be easily seen that |Rαi,j| = hαi,j and that Rαi,j consists of the part of
the rim between (i, αi) and (α′j, j) (see Lemma 1.1 of [11]). In the previous
example we have that R(3,2,2)2,1 is given by
• • •
• •©
•© •©
We will now explain how to remove hooks from a partition.
Definition 3.1.15. Let α be a partition and let (i, j) be a node of α. We
define α\Rαi,j to be the partition obtained from α by removing the nodes which
belong to Rαi,j. We say that α \Rαi,j is obtained from α by removing the hook
corresponding to the node (i, j).
It can be proved that α \Rαi,j is also a partition. As |Rαi,j| = hαi,j we have
that |α \Rαi,j| = |α| − hαi,j.
Going back to the example we have that (3, 2, 2) \R(3,2,2)2,1 is given by
• • •
•
that is (3, 2, 2) \R(3,2,2)2,1 = (3, 1).
Some of the hook lengths of α \ Rαi,j are easily obtained from those of α.
This will be shown in the next theorem.
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Theorem 3.1.16. Let α be a partition and (i, j) ∈ [α]. For 1 ≤ i′ < i
and 1 ≤ j′ < j then hα\R
α
i,j
i′,j′ = h
α
i′,j′, while for i′ ≥ i and j′ ≥ j then
h
α\Rαi,j
i′,j′ = h
α
i′+1,j′+1.
Proof. If k < i or if l < j we have that (k, l) ∈ [α \ Rαi,j] if and only if
(k, l) ∈ [α]. For k ≥ i and l ≥ j we have instead that (k, l) ∈ [α \ Rαi,j] if
and only if (k+ 1, l+ 1) ∈ [α]. The theorem then follows by the definition of
hook lengths.
Definition 3.1.17 (β-set). A β-set is a finite subset of N.
Assume now that X = {y1, . . . , yk} is a β-set and that yi > yi+1 for i
from 1 to k − 1 (we can always assume this up to reordering the yi). Then
we have that
yi+1 − k + i+ 1 ≤ yi − k + i (3.1.1)
for 0 ≤ i < k and so we have that
(y1 − k + 1, y2 − k + 2, . . . , yk)
is a partition (by Equation (3.1.1) we have that yi− k+ i ≥ yk ≥ 0 for all i).
Definition 3.1.18. If X = {y1, . . . , yk} is a β-set and the yi are decreasing
we say that
P (X) = (y1 − k + 1, y2 − k + 2, . . . , yk)
is the partition corresponding to X.
For example if X = {10, 9, 7, 2, 0} then P (X) = (6, 6, 5, 1, 0).
If X = {y1, . . . , yk} is a β-set and s ≥ 0 is an integer we can define a new
β-set by
X+s = {y1 + s, . . . , yk + s, s− 1, s− 2, . . . , 0}.
The following is easily seen from the definition of a partition corresponding
to a β-set.
Theorem 3.1.19. If X and Y are β-sets, then P (X) = P (Y ) if and only if
X = Y +s or Y = X+s for some s ∈ N.
In particular P (X+s) = P (X) for every s ∈ N.
If α = (α1, . . . , αh) is a partition with |α| > 0 and αh > 0 define
Xα := {hα1,1, . . . , hαh,1}. (3.1.2)
Also define X(0) = ∅. For every partition α it can be easily seen that Xα, the
set of first column hook-lengths of α, is a β-set and that P (Xα) = α. So for
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any partition α we can find some β-set X for which P (X) = α. For example
if α = (5, 4, 4, 2) then Xα = {8, 6, 5, 2}.
As P (Xα) = α and 0 6∈ Xα for any partition α, the following is easily
obtained from the previous theorem.
Theorem 3.1.20. If X is a β-set and α is a partition we have that P (X) = α
if and only if X = X+sα for some s ≥ 0.
We will now show how β-sets can be used to remove hooks from partitions.
Theorem 3.1.21. Let X = {y1, . . . yk} be a β-set and let α = P (X). Assume
that the yi are decreasing. Then we have that for fixed i and h > 0 we can
find j such that hαi,j = h if and only if yi − h 6∈ X and yi − h ≥ 0. In this
case we have that if
X ′ = {y1, . . . yi−1, yi − h, yi+1, . . . , yk}
then P (X ′) = α \Rαi,j and lαi,j is equal to the number of l for which
yi − h < yl < yi.
For a proof see Corollary 1.5 and Remark 1.9 of [11].
In the following we will assume that 1 ≤ q ∈ N.
Corollary 3.1.22. If α, β are partitions and β is obtained from α by remov-
ing a kq-hook, then β can also be obtained from α by removing a sequence of
k hooks each of length q.
Proof. Let X = {y1, . . . , yr} be a β-set for α. We can assume that the yi are
decreasing. By Theorem 3.1.21, there exists a β-set for β of the form
X ′ = {y1, . . . yi−1, yi − kq, yi+1, . . . , yr}
with 0 ≤ yi − kq 6∈ X. We will prove the corollary by induction on k. For
k = 1 the corollary trivially holds, so assume that k ≥ 2 and that the corollary
holds for 1 ≤ h < k. Let y ∈ X be minimal such that yi − kq < y ≤ yi and
q | (yi − y).
First assume that y 6= yi. Then y = yi − hq for some 0 < h < k. Let
X ′′ = (X \ {y}) ∪ {yi − kq}.
Then
X ′ = (X ′′ \ {yi}) ∪ {y}.
As 0 ≤ yi − kq 6∈ X, 0 ≤ y 6∈ X ′′ and yi ∈ X ′′ (as y 6= yi), it follows from
Theorem 3.1.21 that β can be obtained from α by removing first a hook of
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length (k−h)q and then one of length hq. As 0 < h < k the corollary follows
by induction.
So assume now that y = yi. Let
X ′′ = (X \ {yi}) ∪ {yi − q}.
Then
X ′ = (X ′′ \ {yi − q}) ∪ {yi − kq}.
As k ≥ 2, by minimality of y and by assumption we have that 0 ≤ yi−q 6∈ X
and 0 ≤ yi − kq 6∈ X ′. So from Theorem 3.1.21 it follows that β can be
obtained from α by removing first a hook of length q and then one of length
(k − 1)q and then the corollary follows by induction.
We will now introduce the q-abacus, which will allow to easily remove
long sequences of q-hooks, as will be seen in connection with q-cores and
q-quotients. It will also allow for a graphic proof of the previous corollary.
Definition 3.1.23 (q-abacus). The q-abacus consists of q vertical runners
indexed from the left to the right with the numbers 0, 1, . . . , q − 1. The i-th
runner contains positions i, q+ i, 2q+ i, . . . starting from the top and moving
downwards.
For example the 4-abacus is given by
0 1 2 3
4 5 6 7
8 9 10 11
...
...
...
...
If X is a β-set we can place a bead on the q-abacus on the numbers which
are contained in X. For example if X = {1, 3, 9} we have that the 4-abacus
for X is given by
0 1 2 3
4 5 6 7
8 9 10 11
...
...
...
...
Use the same notation as in the proof of Corollary 3.1.22 and define
{j1, . . . , js} := {j : 1 ≤ j ≤ r, yi − kq < yj ≤ yi and q | (yi − yj)}
such that yj1 > . . . > yjs . Notice that yj1 = yi, so that j1 = i, and that
yjs = y. Then if we write out each step of the induction we have that β can be
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obtained from α by recursively removing the q-hooks which correspond to the
following changes in the corresponding runner of the q-abacus (here written
horizontally):
yi − kq h← yi − (k − 1)q ← . . .← y − q 1← y ← y + q ← · · ·
← yjs−1 − q h+1← yjs−1 ← · · · ← yj2 k← yj2 + q ← · · · ← yi .
where circled elements correspond to elements of X and elements in squares
to elements of X ′.
We will now define the q-core of a partition.
Definition 3.1.24 (q-core). Let α be a partition. The q-core of α is obtained
by recursively removing q-hooks from α until we obtain a partition which does
not contain any q-hook. We write α(q) for the q-core of α.
By Theorem 3.1.21 we can easily see that if X is a β-set for α then we
can obtain a β-set for α(q) by moving each bead on the q-abacus of X as high
as possible, leaving each bead in its runner and without overlapping beads.
This way it can also be seen that the q-core of a partition is unique, that is
it does not depend on which sequence of q-hooks we recursively remove from
α.
If we look again at the previous example we have X = {1, 3, 9}, so that
α = (7, 2, 1), the 4-abacus for α(4) is
0 1 2 3
4 5 6 7
...
...
...
...
that is {1, 3, 5} is a β-set for α(4) and then α(4) = (3, 2, 1).
We will now classify 2-cores.
Theorem 3.1.25. The 2-cores are exactly the partitions of the form
(m,m− 1, . . . , 1)
for some m ∈ N.
Proof. Assume that α is a 2-core. If |α| = 0 then α is of the above form with
m = 0. So assume now that |α| > 0. As 0 6∈ Xα we have by Corollary 3.1.22
and Theorem 3.1.21 that 2h 6∈ Xα for every h ∈ N and that hα1,1 = 2m − 1
for some 1 ≤ m ∈ N. Again by Corollary 3.1.22 and Theorem 3.1.21 we need
to have that {1, 3, . . . , 2m − 1} ⊆ Xα. As 2m − 1 = hα1,1 = maxXα and all
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elements of Xα are odd we then have that Xα = {1, 3, . . . , 2m − 1} and so
α = (m,m− 1, . . . , 1).
To prove the opposite direction we first notice that (0) is clearly a 2-core
(as it does not have any node). So assume now that m ≥ 1. Then we have
that
X(m,m−1,...,1) = {2m− 1, 2m− 3, . . . , 1}
and so by Theorem 3.1.21 we have that (m,m− 1, . . . , 1) is a 2-core.
Corollary 3.1.26. 2-cores are self-conjugate.
Proof. This follows from the fact that (m,m− 1, . . . , 1)′ = (m,m− 1, . . . , 1)
and the previous theorem.
Later we will need to take cores of cores (of different hook lengths). In
order to simplify notation we will introduce the following notation.
Definition 3.1.27. Let α be a partition and let (q1, . . . , qh) be a sequence of
positive integers. Let α0 := α and for 1 ≤ i ≤ h let αi := αi−1(qi). We define
α(q1,...,qh) := α
h.
For example we have that α(q1,q2) = (α(q1))(q2). Notice that the order of
the elements of the sequence (q1, . . . , qh) is important, as for example
(3)(2,3) = (1) 6= (0) = (3)(3,2).
We will now define q-quotients.
Definition 3.1.28 (q-quotient). Let α be a partition and let X be a β-set for
α such that q | |X|. The q-quotient of α is given by the q-tuple of partitions
α(q) = (β0, . . . , βq−1),
where βi = P (Xi) and j ∈ Xi if and only if qj + i ∈ X.
The set of nodes of a q-quotient γ = (δ0, . . . , δq−1) is the (disjoint) union
of the sets of nodes of the partitions δi and a hook of γ is a hook of one of
the partitions δi.
It is easy to see that for any α we can find a β-set X such that q | |X| and
P (X) = α. It can also be seen that α(q) does not depend on the choice of such
an X, as if Y satisfies the same properties as X we have by Theorem 3.1.19
that Y = X+kq or X = Y +kq for some k ≥ 0 (we can assume that Y = X+kq).
It is then easy to see that Yi = X+ki (Xi and Yi are as defined in the definition
of the q-quotient for X and Y respectively) and so, again by Theorem 3.1.19,
P (Xi) = P (Yi) for 0 ≤ i < q. If we label positions on each runner of the
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q-abacus starting with 0, it can be easily seen that each Xi consists of the
positions of the i-th runner of the q-abacus which correspond to the elements
of X. If we look again at the previous example, with X = {1, 3, 9} and
α = (6, 2, 1), we first notice that we can not use X as β-set to find the 4-
quotient of α, as 4 - |X|. We can though use X+1 = {0, 2, 4, 10}. If we write
the 4-abacus of X+1 labeling the rows and columns we obtain
0 1 2 3
0 0 1 2 3
1 4 5 6 7
2 8 9 10 11
...
...
...
...
...
and so we have that (X+1)0 = {0, 1}, (X+1)1 = ∅, (X+1)2 = {0, 2} and
(X+1)3 = ∅ and so α(4) = ((0), (0), (1), (0)).
Theorem 3.1.29. Let α be a partition and q and k be positive integers.
Write α(q) = (β0, . . . , βq−1), α(kq) = (γ0, . . . , γkq−1) and, for 0 ≤ i < q,
(βi)
(k) = (δi,0, . . . , δi,k−1). Then for every 0 ≤ i < q we have that
{δi,j : 0 ≤ j < k} = {γi+jq : 0 ≤ j < k}
as multisets. In particular (always as multisets) we have that
{δi,j : 0 ≤ i < q, 0 ≤ j < k} = {γh : 0 ≤ h < kq}.
Proof. Let X be a β-set for α with kq | |X|. For 0 ≤ i < q we have that
Xi := {x : i + qx ∈ X} is a β-set for βi. Let si ≥ 0 be minimal such that
k | (|Xi|+ si) and define Yi := (Xi)+si . Then the Yi are still β-sets for βi and
Yi,j := {y : j + ky ∈ Yi} is a β-set for δi,j for every 0 ≤ i < q and 0 ≤ j < k.
Also define Xi,j := {x : j + kx ∈ Xi} for every 0 ≤ i < q and 0 ≤ j < k. By
minimality of si, if 0 ≤ j < si we have that 0 ≤ k + j − si < k and
Yi,j = {0} ∪ {y : (k + j − si) + k(y − 1) ∈ Xi} = (Xi,k+j−si)+1.
If si ≤ j < k then 0 ≤ j − sj < k and
Yi,j = {y : (j − sj) + ky ∈ Xi} = Xi,j−sj .
We also have that
Xi,j = {x : j + kx ∈ Xi} = {x : (i+ qj) + kqx ∈ X}
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is a β-set for γi+qj. So by Theorem 3.1.19 we have that
{δi,j : 0 ≤ j < k} = {γi+jq : 0 ≤ j < k}
for 0 ≤ i < q and so also
{δi,j : 0 ≤ i < q, 0 ≤ j < k} = {γh : 0 ≤ h < kq}.
Theorem 3.1.30. If α is a q-core and β = (β0, . . . , βq−1) is a q-tuple of
partitions, there exists a unique partition γ with γ(q) = α and γ(q) = β.
Proof. See Proposition 3.7 of [11]
Theorem 3.1.31. Let α be a partition of n and write α(q) = (β0, . . . , βq−1).
Then
(α′)(q) = (α(q))′
and
(α′)(q) = ((βq−1)′, . . . , (β0)′).
Proof. See Proposition 3.5 of [11].
Theorem 3.1.32. Let α be a partition which is not self-conjugate. Then
there exists i, j, k such that if α(2i) = (β0, . . . , β2i−1) then βj 6= βk.
Proof. Assume that for every i when writing α(2i) = (βi,0, . . . , βi,2i−1) we have
that βi,j = βi,k for every 0 ≤ j, k < 2i. For i ≥ 1 we can define γi := βi,0.
Define also γ0 := α. Then we have that α is the unique partition with 2-
core (γ0)(2) and 2-quotient (γ1, γ1). By Theorem 3.1.29 we also have that,
for every i, j, βi,j is the unique partition with 2-core (γi)(2) and 2-quotient
(γi+1, γi+1). In particular we have that (γi)(2) = (γi+1, γi+1) for every i ≥ 0.
We will now show that each γi is self-conjugate. Let i be maximal such
that γi 6= (0) (i exists as if 2i′ > |α| then γi′ = 0 as α can not have any hook
of length 2i′). Also as γi = (0) for i > i, we have that in this case γi is clearly
self-conjugate. By maximality of i we have that (γi)(2) = ((0), (0)), so that
γi is a 2-core and then γi is self-conjugate by Corollary 3.1.26.
So assume now that γi is self-conjugate for some 1 ≤ i ≤ i. Again
by Corollary 3.1.26 we have that (γi−1)(2) is self-conjugate. So by Theo-
rems 3.1.30 and 3.1.31 we have that γ′i−1 is the unique partition with 2-core
((γi−1)(2))′ = (γi−1)(2) and 2-quotient ((γi)′, (γi)′) = (γi, γi) = (γi−1)(2) and so
γi−1 is self-conjugate.
In particular by induction we get that α = γ0 is self-conjugate and so the
theorem is proved.
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Theorem 3.1.33. Let α be a partition which is not self-conjugate and let i
be minimal such that if α(2i) = (β0, . . . , β2i−1) then there exist 0 ≤ j, k < 2i
such that βj 6= βk. Define γ to be equal to (α(2i−1))0 and write γ(2) = (λ, µ).
Then λ 6∈ {µ, µ′}.
Notice that if i = 1 then γ = (α(1))0 = α.
Proof. First notice that i exists by Theorem 3.1.32.
Write α(2i−1) = (δ0, . . . , δ2i−1−1). By definition of γ and the minimality of
i we have that δj = γ for 0 ≤ j < 2i−1. In particular by Theorem 3.1.29 we
have that βj ∈ {λ, µ} for every 0 ≤ j < 2i and so as not all partitions βj are
equal we have that λ 6= µ.
Assume now that λ = µ′. As γ(2) is self-conjugate by Corollary 3.1.26
we have by Theorem 3.1.31 that γ is self-conjugate and then reasoning as in
the proof of Theorem 3.1.32 we have that α is self-conjugate. As we were
assuming that α is not self-conjugate this gives a contradiction and so the
theorem is proved.
Definition 3.1.34 (q-weight). The q-weight wq(α) of a partition α is the
number of q-hooks that we need to recursively remove from α in order to
obtain α(q).
In particular the q-weight of α is equal to the length of a maximal sequence
of q-hooks which can be recursively removed from α.
Theorem 3.1.35. The q-weight of α is equal to the number of nodes of α
with hook length divisible by q.
Proof. See Proposition 3.6)iii) of [11].
Theorem 3.1.36. There exists a bijective correspondence between kq-hooks
of α and k-hooks of α(q), such that if β is obtained from α by removing a
kq-hook and γ is obtained from α(q) by removing the corresponding k-hook
then β(q) = γ. Also β(q) = α(q).
Proof. See Theorem 3.3 of [11]. The last part follows from the definition of
q-core of a partition and from Corollary 3.1.22.
Definition 3.1.37. If α is a partition and α(q) = (β0, . . . , βq−1) we define
|α(q)| :=
q−1∑
i=0
|βi|.
Corollary 3.1.38. The q-weight of α is given by |α(q)|.
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Corollary 3.1.39. Let α be a partition and write α(q) = (β0, . . . , βq−1). For
any positive integer k we have that (α(kq))(q) = ((β0)(k), . . . , (βq−1)(k)) and
(α(kq))(q) = α(q).
We will now show how to compute the q weight of the kq-core of a par-
tition starting from the q weight and the kq-weight of the first partition.
Theorem 3.1.40. Let α be a partition and k and q be positive integers. Then
wq(α(kq)) = wq(α)− k wkq(α).
Proof. From Corollary 3.1.39 we have that
α(kq,b) = α(b)
and this partition can be obtained either by first removing wkq(α) hooks
of length kq from α and then wq(α(kq)) hooks of length q from α(kq) or by
removing wq(α) hooks of length q from α. So
kq wkq(α) + q wq(α(kq)) = q wq(α),
which is equivalent to is
wq(α(kq)) = wq(α)− k wkq(α).
Next we will show that the r-core of an q-core still is q-core. We will
first show this in the case where q and r are relatively prime and then in the
general case.
Theorem 3.1.41. Let q and r be relatively prime positive integers and let α
be a q-core. Then α(r) is again a q-core.
Proof. See Theorem 1 of [10].
Corollary 3.1.42. Let α be a q-core and r ≥ 1. Then α(r) is again a q-core.
Proof. Let h := gcd(q, r) and write α(h) := (β0, . . . , βh−1). By Theorem
3.1.36 we have that the βi are q/h-cores. Also by Theorems 3.1.30 and 3.1.36
and Corollary 3.1.39 we have that α(r) is the unique partition with h-core
α(h) and h-quotient ((β0)(r/h), . . . , (βq−1)(r/h)). As q/h and r/h are relatively
prime we have by the previous theorem that the (βi)(r/h) are q/h-cores. So
it follows again from Theorem 3.1.36 that α(r) is a q-core.
We will now define the q-sign of a partition.
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Definition 3.1.43 (Natural numbering). Let X be a β-set. The natural
numbering on X is given by numbering the elements of X in increasing order.
Definition 3.1.44 (q-numbering). Let X be a β-set. Let x, y ∈ X be the
j-th element of X (we start counting from the top) on the i-th runner and
the j′-th element of X on the i′-th runner of the q-abacus, respectively. The
q-numbering of X is the one for which x is indexed by a smaller number than
y if and only if j < j′ or j = j′ and i < i′.
Let X and Y be a β-sets for α and α(q) respectively. Assume that
|X| = |Y |. Then by Theorem 3.1.21 it follows that the q-abacus of Y is
obtained by moving all beads on the q-abacus of X as high as possible (with-
out overlapping them). Under this change in the β-sets the q-numbering of
X is sent to the natural numbering of Y . From this it also follows that if Z
is a β-set of a q-core then the natural numbering and the q-numbering of Z
are equal.
So for example if X = {1, 3, 6, 9} we have that the natural numbering is
0 1 1 2 3 2
4 5 6 3 7
8 9 4 10 11
...
...
...
...
and the 4-numbering of X is
0 1 1 2 3 3
4 5 6 2 7
8 9 4 10 11
...
...
...
....
Also if Y = {1, 2, 3, 5} is a β-set for P (X)(4) then both the natural numbering
and the 4-numbering of Y are given by
0 1 1 2 2 3 3
4 5 4 6 7
...
...
...
....
Definition 3.1.45 (q-sign of a β-set). Let X be a β-set. Let pi be the per-
mutation which sends the natural numbering of X to the q-numbering of X.
The q-sign of X is given by
δq(X) := sign(pi).
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In the previous example we have that
pi =
(
1 2 3 4
1 3 2 4
)
and so pi = (2 3) and δ4(X) = −1.
Theorem 3.1.46. Let α be a partition and let X be a β-set for α. Also let
l1, . . . , lwq(α) be the leg-lengths of a sequence of wq(α) hooks each of length q
which are recursively removed from α. Then
(−1)
∑wq(α)
i=1 li = δq(X).
In particular (−1)∑wq(α)i=1 li is independent of the choice of q-hooks being re-
moved and if Y is another β-set for α then δq(X) = δq(Y ).
Proof. See Corollary 3.14 of [11].
Definition 3.1.47 (q-sign of a partition). If α is a partition and X is a
β-set for α we define
δq(α) := δq(X)
to be the q-sign of α.
By Theorem 3.1.46 we have that δq(α) does not depend on the choice of
the β-set X and so δq(α) is well defined.
Going back to the example with X = {1, 3, 6, 9} we have that the corre-
sponding partition is (6, 4, 2, 1). We can either first remove the hook corre-
sponding to node (2, 2), obtaining (6, 13) and then remove the hook corre-
sponding to (1, 3) or first remove the hook corresponding to (4, 1), obtaining
(3, 3, 2, 1), and then the hook corresponding to (2, 1).
• • • • • •
• • • •
• •
•
• • • • • •
• • • •
• •
•
In both cases we are then left with the partition (2, 13) = (6, 4, 2, 1)(4). In
the first case the leg-lengths are 1 and 0. In the second case the leg-lengths
are 1 and 2. Also if we take {1, 3, 6, 9}+1 = {0, 2, 4, 7, 10} we have that the
natural numbering is given by {01, 22, 43, 74, 105} and the q-numbering by
{01, 24, 73, 44, 105}. So we have that
δ4((6, 4, 2, 1))=δ4({1, 3, 6, 9})=δ4({0, 2, 4, 7, 10})=(−1)1+0 =(−1)1+2 =−1.
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Hooks can also be added to a partition. Adding a q-hook to a partition α
means we obtain a partition β, such that there exists (i, j) ∈ [β] with hβi,j = q
and β \Rβi,j = α.
Theorem 3.1.48. Let α be a partition and q a positive integer. Define Aq(α)
to be the number of distinct partitions obtained from α by adding a q-hook
and define Rq(α) to be the number of q-hooks of α. Then
Aq(α) = Rq(α) + q.
Proof. See Proposition 2.1 of [2].
Theorem 3.1.49. Let q be a positive integer. If X is a β-set of α with
{q − 1, q − 2, . . . , 0} ⊆ X, then there exists a 1-1 correspondence between
x ∈ X with x+ q 6∈ X, and partitions that can be obtained from α by adding
a q-hook. This correspondence is given by
x 7→ P ((X \ {x}) ∪ {x+ q}).
Proof. For any partition γ let Xγ be as given by Equation (3.1.2).
By Theorem 3.1.21 we have that if β is obtained from α by adding a
q-hook then we can find x ∈ Xβ with x− q 6∈ Xβ, x− q ≥ 0 and
Y = (Xβ \ {x}) ∪ {x− q}
is a β-set for α. Let s ≥ 0 such that Y = X+sα (s exists by Theorem 3.1.20).
If x 6= q then 0 6∈ Y as 0 6∈ Xβ and so we have that s = 0. If x = q then
q 6∈ Y and so we have that s ≤ q. In particular, as X = X+rα with r ≥ q, we
have that r− s ≥ 0 and so, if we let X ′ := X+(r−s)β , there exists x′ ∈ X ′ with
x′ − q 6∈ X ′, x′ − q ≥ 0 and (X ′ \ {x′}) ∪ {x′ − q} = X.
In particular each partition β which is obtained from α by adding a q-hook
has a β-set of the form (X \ {x}) ∪ {x+ q} for some x ∈ X with x+ q 6∈ X.
Clearly any partition with such a β-set is obtained from α by adding a q-
hook. Also if x and y are distinct elements of X with x + q, y + q 6∈ X we
have that
P ((X \ {x}) ∪ {x+ q}) 6= P ((X \ {y}) ∪ {y + q})
by Theorem 3.1.19, as |(X \ {x}) ∪ {x+ q}| = |(X \ {y}) ∪ {y + q}|, and so
the theorem is proved.
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3.2 Irreducible Characters of Sn
We will now show how we can (recursively) compute the ordinary irreducible
characters of Sn. In the following we will label conjugacy classes of Sn by
their cycle partition. If pi ∈ Sn and λpi is its cycle partition we have that
pi ∈ An (respectively pi ∈ Sn \ An) if and only if λpi is even (respectively
odd). Irreducible characters of Sn can also be labeled by partitions of n in a
very natural way. In the following, if α, β ` n, χα will denote the irreducible
character of Sn labeled by α. Also if ψ is any character of Sn we will write
ψβ for ψ(piβ), where piβ ∈ Sn has cycle partition β. In particular χαβ is the
irreducible character labeled by α evaluated on the conjugacy class labeled
by β.
Theorem 3.2.1 (Murnaghan-Nakayama formula). Let α be a partition of n,
β = (nan , . . . , 1a1) ` n with ak ≥ 1 and
γ = (nan , . . . , (k + 1)ak+1 , kak−1, (k − 1)ak−1 , . . . , 1a1) ` n− k,
that is γ is obtained from β by removing one part which is equal to k. Then
χαβ =
∑
(i,j):hαi,j=k
(−1)lαi,jχα\R
α
i,j
γ .
In the theorem we use the notation that χ(0)(0) = 1.
Proof. See Theorem 2.4.7 of [5].
Corollary 3.2.2. The following statements hold
1. χ(n)(pi) = 1 for every pi ∈ Sn,
2. χ(1n)(pi) = sign(pi) for every pi ∈ Sn,
3. χα′(pi) = sign(pi)χα(pi) for every pi ∈ Sn.
Corollary 3.2.3. Let α be a partition of n and let k maximal such that (k, k)
is a node of α. Then
χα(hα1,1,...,hαk,k) = (−1)
∑k
i=1 α
′
i−i.
Proof. See Corollary 2.4.8 of [5].
Corollary 3.2.4. Let α be a partition of n and let k be maximal such that
(k, k) is a node of α. Let β be a partition of n with β > (hα1,1, . . . , hαk,k). Then
χαβ = 0.
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The order appearing in the statement is the lexicographic order.
Proof. This follows from Corollary 2.4.9 of [5], as γ E δ (dominance order)
implies γ ≤ δ (lexicographic order), see 1.4.8 of [5].
Corollary 3.2.5. If α and β are partitions of n such that β has more than
wq(α) parts equal to q then
χαβ = 0.
Proof. See Corollary 2.7.33 of [5].
We will now give formulas that allow to evaluate χαβ when the sum of
certain parts of β of length divisible by q is equal to qwq(α) (this happens
for example if β has exactly wq(α) parts of length q).
Definition 3.2.6. Let β1, . . . , βs be partitions. Let m := |β1|+ . . .+ |βs| and
k ≥ 1. Assume that λ ` m has a part of length k and let γ ` m − k be
obtained from λ by removing such a part. We define
χ
((0),...,(0)))
(0) := 1
and then recursively
χ
(β1,...,βs)
λ :=
s∑
l=1
∑
(i,j)∈[βl]:
h
βl
i,j
=k
(−1)lβli,jχ(β1,...,βl−1,βl\R
βl
i,j ,βl+1,...,βs)
γ .
Notice that if s = 1 then we have that the right-hand side of the equation
in the definition is the Murnaghan-Nakayama formula. In particular χ(β) is
equal to χβ. It can be proved that in general
χ(β1,...,βs) = Ind
S|β1|+...+|βs|
S(|β1|,...,|βs|)
χβ1 · · ·χβs ,
where S(|β1|,...,|βs|) is a Young subgroup corresponding to the unordered par-
tition (|β1|, . . . , |βs|). The proof only relies on the formula for induced char-
acters.
Theorem 3.2.7. Let α be a partition of n and write α(q) = (β0, . . . , βq−1).
Let γ = (γ1, . . . , γk) ` wq(α) and λ ` n − qwq(α). Also let pi ∈ Sqwq(α) with
cycle partition (qγ1, . . . , qγk) and ρ ∈ S{qwq(α)+1,...,n} with cycle partition λ.
Then
χα(piρ) = δq(α)χ
α(q)
λ χ
(β0,...,βq−1)
γ .
Proof. See 4.58 of [12].
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In the theorem no assumption was made that parts of λ should not be
divisible by q.
The next theorem could also be seen as a corollary to Theorem 3.2.7.
Theorem 3.2.8. With the same notation as in Theorem 3.2.7, if γ = (1wq(α))
we have that
χα(piρ) = δq(α)f
α
q χ
α(q)
λ
where
fαq =
wq(α)!
|β0|! · · · |βq−1|! deg(χ
β0) · · · deg(χβq−1) = deg (χ(β0,...,βq−1)) .
Proof. See 4.56 of [12].
Corollary 3.2.9. Let α be a partition, hi ≥ 1 for 1 ≤ i ≤ r and λ be a
partition of |α(h1,...,hr)|. Define
λ := (h
wh1 (α)
1 , h
wh2 (α(h1))
2 , . . . , h
whr (α(h1,...,hr−1))
r , λ1, λ2, . . .).
Then
χα
λ
= fα(h1,...,hr)χ
α(h1,...,hr)
λ
with fα(h1,...,hr) 6= 0 not depending on λ.
Here λ is not necessarily a partition but an unordered partition. As
conjugacy classes of Sn can be labeled by unordered partitions (with different
unordered partitions labeling the same conjugacy class) we can define χβδ also
when β ` m and γ |= m. This notation will also be used later on.
Proof. For 1 ≤ i ≤ r let
αi := α(h1,...,hi−1),
λ
i
:= (h
whi (α(h1,...,hi−1))
i , . . . , h
whr (α(h1,...,hr−1))
r , λ1, λ2, . . .).
Notice that α1 = α, λ1 = λ and λr+1 = λ. By Theorem 3.2.8 we have that
χα
i
λ
i = δhi(α
i)fα
i
hi
χα
i+1
λ
i+1
for 1 ≤ i ≤ r. In particular
χα
λ
=
(
r∏
i=1
δhi(α
i)fα
i
hi
)
χα
r
λ
and so the claim follows with fα(h1,...,hr) =
∏r
i=1 δhi(α
i)fα
i
hi
.
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In particular if λ = (1m) we have the following corollary.
Corollary 3.2.10. Let α be a partition, hi ≥ 1 for 1 ≤ i ≤ r and m such
that
λ = (h
wh1 (α)
1 , h
wh2 (α(h1))
2 , . . . , h
whr (α(h1,...,hr−1))
r , 1
m)
is a partition of m. Then
χα
λ
6= 0.
Proof. It follows from Corollary 3.2.9 since χ
α(h1,...,hr)
(1m) 6= 0.
We will now show how the degrees of the irreducible characters of Sn can
be computed.
Theorem 3.2.11 (Hook Formula). Let α ` n. Then
deg(χα) =
n!∏
(i,j)∈[α] h
α
i,j
.
Proof. See Theorem 2.3.21 of [5].
Corollary 3.2.12. Let α ` n. Then
deg(χα) =
n!∏
p
∏
i≥1 p
wpi (α)
where p varies over all prime numbers.
Proof. For (i, j) ∈ [α] write
hαi,j =
∏
p
pci,j,p .
Then we have that∏
(i,j)∈[α]
hαi,j =
∏
(i,j)∈[α]
∏
p
pci,j,p =
∏
(i,j)∈[α]
∏
p
ci,j,p∏
k=1
p=
∏
p
∏
k≥1
∏
(i,j)∈[α]:
pk|hα
i,j
p=
∏
p
∏
k≥1
pwpk (α)
from Theorem 3.1.35 and so the corollary follows.
Corollary 3.2.13. Let fαq be as in Theorem 3.2.8. Then
fαq =
wq(α)!∏
p
∏
i≥1 p
wqpi (α)
.
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Proof. By the previous corollary if α(q) = (β0, . . . , βq−1) we have that
fαq =
wq(α)!∏
p
∏
i≥1 p
wpi (β0) · · ·∏p∏i≥1 pwpi (βq−1) = wq(α)!∏p∏i≥1 pwpi (β0)+...+wpi (βq−1) .
By Theorem 3.1.36 we have that
wqpi(α) = wpi(β0) + . . .+ wpi(βq−1)
and so the corollary holds.
3.3 Universal Sampling Sets for 2 for Sn
In this section we will show how to construct two different universal sampling
sets for 2 for Sn. We will start with some preliminary propositions.
Proposition 3.3.1. Let α and β be partitions of n and define k and l to
be maximal such that (k, k) and (l, l) are nodes of α and β respectively. If
(hα1,1, . . . , h
α
k,k) 6= (hβ1,1, . . . , hβl,l) then
({χα, χβ}, {(hα1,1, . . . , hαk,k), (hβ1,1, . . . , hβl,l)})
is a sampling pair.
Here as in the following we use the identification of a conjugacy class with
its cycle partition.
Proof. We can assume that (hα1,1, . . . , hαk,k) < (h
β
1,1, . . . , h
β
l,l). From Corollaries
3.2.3 and 3.2.4 the submatrix of the character table of Sn with rows indexed
by {χα, χβ} and columns indexed by {(hα1,1, . . . , hαk,k), (hβ1,1, . . . , hβl,l)} is given
by
(hα1,1, . . . , h
α
k,k) (h
β
1,1, . . . , h
β
l,l)
χα ±1 0
χβ ∗ ±1
.
As this submatrix is invertible the proposition follows.
Proposition 3.3.2. Let α and β be partitions of n such that
α \Rα1,1 = γ = β \Rβ1,1.
Assume that α 6∈ {β, β′}. Then H(α) 6= H(β). In particular, if we let
h := max(H(α) \H(β)) ∪ (H(β) \H(α)))
and
w := max{wh(α), wh(β)},
then ({α, β}, {(1n), (hw, 1n−hw)}) is a sampling pair.
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In the proposition H(α) \H(β))∪ (H(β) \H(α)) is a multiset operation.
This will always be the case in the following when we will be working with
hook lengths’ multisets. This proposition is actually a corollary to Lemma
3.3.7 and Proposition 3.3.8 as in this case H(α \Rα1,1) = H(β \Rβ1,1).
Proof. Notice that hα1,1 = h
β
1,1 since α and β are both partitions of n and
α \Rα1,1 = β \Rβ1,1. As α 6= β we can assume that α1 > β1 (and so β′1 > α′1).
If we let c = α1 − β1 = β′1 − α′1 we have that∑
(i,j)∈[α]
hαi,j −
∑
(i,j)∈[β]
hβi,j = h
α
1,1 − hβ1,1 +
β1∑
j=2
hα1,j −
β1∑
j=2
hβ1,j +
α′1∑
i=2
hαi,1 −
α′1∑
i=2
hβi,1
+
β1+c∑
j=β1+1
hα1,j −
α′1+c∑
i=α′1+1
hβi,1 +
∑
(i,j)∈[α]:i,j≥2
hαi,j
−
∑
(i,j)∈[β]:i,j≥2
hβi,j
=
β1∑
j=2
(hβ1,j + c)−
β1∑
j=2
hβ1,j +
α′1∑
i=2
hαi,1 −
α′1∑
i=2
(hαi,1 + c)
+
c∑
j=1
(c− j + 1)−
c∑
i=1
(c− i+ 1)
+
∑
(i,j)∈[γ]
hγi,j −
∑
(i,j)∈[γ]
hγi,j
= c(β1 − α′1).
So if β1 6= α′1 we have that H(α) 6= H(β) (as we are assuming that c > 0).
So assume now that β1 = α′1. By Corollary 3.2.2, up to substituting α with
β′ and β with α′, we can assume that there exists k ≥ 1 such that γi = γ′i
for i > k and γk < γ′k (if we had γi = γ′i for every i then γ would be self-
conjugate and as we are assuming that β1 = α′1 this would then imply that
α = β′). We need to have that k ≤ α′1 − 1, as γi, γ′i = 0 for i ≥ α′1 as α and
β are partitions and β1 = α′1. Then we have that
hαi,1 = α
′
1 − i+ 1 + γi−1 = β1 − i+ 1 + γ′i−1 = hβ1,i
for every k + 2 ≤ i ≤ α′1 and similarly hα1,j = hβj,1 for every k + 2 ≤ j ≤ α1.
Also we have that hαi,j = h
γ
i−1,j−1 = h
β
i,j for every i, j ≥ 2 and hα1,1 = hβ1,1. So
H(α) \H(β) = ({hαi,1 : 2 ≤ i ≤ k + 1} ∪ {hα1,j : 2 ≤ j ≤ k + 1})
\ ({hβi,1 : 2 ≤ i ≤ k + 1} ∪ {hβ1,j : 2 ≤ j ≤ k + 1}).
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As β′1 > α′1 we have that hαk+1,1 < h
β
k+1,1. Also as γk < γ
′
k we have that
hαk+1,1 = α
′
1 − k + γk < β1 − k + γ′k = hβ1,k+1.
As the hook length is strictly decreasing in both i and j this implies that
hαk+1,1 6∈ {hβi,1 : 2 ≤ i ≤ k + 1} ∪ {hβ1,j : 2 ≤ j ≤ k + 1}
and so we have that also in this case H(α) 6= H(β).
Let now h be defined as in the text of the theorem. We can assume
that wh(α) ≥ wh(β) (now it does not matter any more if α1 > β1). By
the maximality of h and Theorem 3.1.35 we then have that wh(α) > wh(β).
By Corollary 3.2.5 and Theorem 3.2.8 we have that the submatrix of the
character table of Sn corresponding to the rows labeled by {χα, χβ} and
columns labeled by {(1n), (hw, 1n−hw)} is given by
(1n) (hw, 1n−hw)
χα deg(χα) δh(α)l deg(χ
α(h))
χβ deg(χβ) 0
.
As this submatrix is invertible we have that ({α, β}, {(1n), (hw, 1n−hw)}) is a
sampling pair and so the proposition is proved.
Proposition 3.3.3. Let α be a partition of n that is not self-conjugate but
α \Rα1,1 is self-conjugate. Let
h = max({hα1,j : hα1,j is even} ∪ {hαi,1 : hαi,1 is even}).
Then wh(α) is odd.
Proof. As α is not self-conjugate but α \ Rα1,1 is self-conjugate we have that
α1 6= α′1. Up to substituting α with α′ we can assume by Corollary 3.2.2 that
α1 > α
′
1.
If hα1,1 is even then h = hα1,1 and clearly wh(α) = 1. So assume now that
hα1,1 is odd. Then α1 − α′1 > 0 is even. If hαi,1 is even for some 2 ≤ i ≤ α′1,
then, as α \ Rα1,1 is self-conjugate, hα1,i = hαi,1 + α1 − α′1 > hαi,1 is also even.
Also as α1 − α′1 > 0 is even and α \Rα1,1 is self-conjugate we have that
hα1,α1−1 = α1 + α
′
α1−1 − α1 + 1 = 2 + (α \Rα1,1)′α1−2 = 2 + (α \Rα1,1)α1−2 = 2
as (α \ Rα1,1)α1−2 = 0 as α1 − 1 > α′1 and so (α1 − 1, 1) 6∈ [α] and then in
particular (α1 − 2, 1) 6∈ [α \Rα1,1]. So h exists and, due to its maximality we
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have that h 6∈ {hαi,1}. Then
|{(1, j) : j ≥ 1 and h | hα1,j} ∪ {(i, 1) : i ≥ 2 and h | hαi,1}|
= |{(1, j) : j ≥ 1 and h = hα1,j} ∪ {(i, 1) : i ≥ 2 and h = hαi,1}|
= |{(1, j) : j ≥ 1 and h = hα1,j}|
= 1.
In order to show that wh(α) is odd it is then enough to show that
|{(i, j) : i, j ≥ 2 and h | hαi,j}|
is even. So assume that i, j ≥ 2 and h | hαi,j. As hαi,j = h
α\Rα1,1
i−1,j−1 and α \ Rα1,1
is self-conjugate and h is even we have that i 6= j (if γ is self-conjugate and
(i, i) ∈ [γ] then hγi,i = 1+γi−i+γ′i−i = 1+2γi−2i is odd). Again as α\Rα1,1
is self-conjugate we have that if i, j ≥ 2 and (i, j) ∈ [α] then hαi,j = hαj,i, as
for γ self-conjugate and (i′, j′) ∈ [γ] we have that hγi′,j′ = hγj′,i′ . In particular
we have that |{(i, j) : i, j ≥ 2 and h | hαi,j}| is even and so the proposition is
proved.
Lemma 3.3.4. Let γ and δ be partitions such that (2, 2) is a node of both γ
and δ, hγ1,1 = hδ1,1, h
γ
2,2 = h
δ
2,2 and, if we define γ := γ \Rγ1,1 and δ := δ \Rδ1,1,
we have that γ 6= δ but γ \Rγ1,1 = δ \Rδ1,1. Then hγ1,1 ≥ 4 and
|γ| ≤ (h
γ
1,1)
2 − 4hγ1,1 + 8
4
.
Proof. First notice that hγ1,1 = h
γ
2,2 ≤ hγ2,1 − 1 ≤ hγ1,1 − 2. As |γ| = |δ| but
γ 6= δ we have that |γ| ≥ 2, and so 2 ≤ hγ1,1 ≤ hγ1,1 − 2 and then hγ1,1 ≥ 4. As
γ 6= δ, γ \Rγ1,1 = δ \Rδ1,1 and |γ| = |δ| we have that γ1 6= δ1. We can assume
that γ1 > δ1. Define pi := γ \ Rγ1,1. As γ and δ are partitions we have that
pi1 ≤ δ1 − 1 and pi′1 ≤ γ′1 − 1 and so
pi1 + pi
′
1 ≤ δ1 + γ′1 − 2 ≤ γ1 + γ′1 − 3 = hγ1,1 − 2 ≤ hγ1,1 − 4.
As |pi| ≤ pi1pi′1 we have that
|pi| ≤
(
hγ1,1 − 4
2
)2
and so
|γ| = hγ1,1 + |γ \Rγ1,1| ≤ hγ1,1 − 2 +
(hγ1,1 − 4)2
4
=
(hγ1,1)
2 − 4hγ1,1 + 8
4
.
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We will now show how we can construct a universal sampling set for 2
for Sn.
Theorem 3.3.5. Let
Γ = {(a1, . . . , ah) ` n : ai ≥ ai+1 + 2 ∀ 1 ≤ i < h}
∪ {(a1, . . . , ah, kl, 1m) ` n : ai ≥ ai+1 + 2 ∀ 1 ≤ i < h, k ≥ 2, l ≥ 0,
ah ≥ k + 2 and, if h ≥ 1, then kl +m ≤ (a2h − 4ah + 8)/4
}
.
Then Γ is a universal sampling set for 2.
Proof. If n = 0 then Γ = {(0)} while if n = 1 then Γ = {(1)}. So if n ≤ 1
then Γ is a sampling set for Irr(Sn) and then Γ is universal sampling for 2 in
this case.
Assume now that n ≥ 2. Then it is enough to show that ({χα, χβ},Γ) is
a sampling pair for every α 6= β ` n.
Let α and β be distinct partitions of n. Let c and d be maximal such
that (c, c) and (d, d) are nodes of α and β respectively. First assume that
(hα1,1, . . . , h
α
c,c) 6= (hβ1,1, . . . , hβd,d). Then by Proposition 3.3.1 we have that
({χα, χβ}, {(hα1,1, . . . , hαc,c), (hβ1,1, . . . , hβd,d)} is a sampling pair. For any γ par-
tition, if i, j ≥ 1 are such that (i + 1, j + 1) is a node of γ, we have that
hγi+1,j+1 ≤ hγi+1,j − 1 ≤ hγi,j − 2. In particular we have that (hα1,1, . . . , hαc,c) and
(hβ1,1, . . . , h
β
d,d) are elements of Γ and so we also have that ({χα, χβ},Γ) is a
sampling pair.
So assume now that (hα1,1, . . . , hαc,c) = (h
β
1,1, . . . , h
β
d,d). In particular c = d.
Set α0 := α and β0 := β and for 1 ≤ i ≤ c define recursively αi := αi−1\Rαi−11,1
and βi := βi−1 \ Rβi−11,1 . For 0 ≤ i < c we have that (c − i, c − i) ∈ [αi], [βi],
(c− i+ 1, c− i+ 1) 6∈ [αi], [βi] and
hα
i
j,j = h
α
i+j,i+j = h
β
i+j,i+j = h
βi
j,j
for 1 ≤ j ≤ c − i. In particular αi and βi are partitions of ∑cj=i+1 hαj,j and
we have that whαi+1,i+1(α
i), whαi+1,i+1(β
i) = 1. Let h be minimal such that
αh+1 = βh+1. As α 6= β and by the definition of c we have that 0 ≤ h < c
(as αc = βc = (0)). If γ = (γ1, . . . , γs) is a partition of m =
∑c
j=h+1 h
α
j,j
with γ1 ≤ hαh,h we have that (hα1,1, . . . , hαh,h, γ1, . . . , γs) is a partition of n. As
whαi+1,i+1(α
i), whαi+1,i+1(β
i) = 1 and hαi1,1, h
βi
1,1 = h
α
i+1,i+1 for 0 ≤ i < k, we have
by the Murnaghan-Nakayama formula that
χα(hα1,1,...,hαh,h,γ1,...,γs) = (−1)
lα
0
1,1χα
1
(hα2,2,...,h
α
h,h,γ1,...,γs)
= . . . = (−1)lα01,1+...+lαh−11,1 χαhγ
(3.3.1)
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and similarly
χβ(hα1,1,...,hαh,h,γ1,...,γs)
= (−1)lβ
0
1,1+...+l
βh−1
1,1 χβ
h
γ . (3.3.2)
Define δα := (−1)lα
0
1,1+...+l
αh−1
1,1 and δβ := (−1)l
β0
1,1+...+l
βh−1
1,1 . By the minimal-
ity of h we have that αh 6= βh but αh \ Rα11,1 = βh \ Rβ
1
1,1. Assume first
that αh 6= (βh)′. Then by proposition 3.3.2 we can find k and l such that
({χαh , χβh}, {(kl, 1m−kl), (1m)} is a sampling pair. If q > hαh1,1 = hαh+1,h+1 we
have that wq(αh), wq(βh) = 0, and so χα
h
(qs,1m−qs), χ
βh
(qs,1m−qs) = 0 for any s ≥ 1.
In particular, if h > 0, we have that k ≤ hαh1,1 = hαh+1,h+1 ≤ hαh,h − 2 (l ≥ 1 as
(kl, 1m−kl) 6= (1m)). So by Equations (3.3.1) and (3.3.2) we have that
(hα1,1, . . . , h
α
h,h, k
l, 1m−kl) (hα1,1, . . . , h
α
h,h, 1
m)
χα δαχ
αh
(kl,1m−kl) δαχ
αh
(1m)
χβ δβχ
βh
(kl,1m−kl) δβχ
βh
(1m)
.
As ({χαh , χβh}, {(kl, 1m−kl), (1m)}) is a sampling pair we also have that
({χα, χβ}, {(hα1,1, . . . , hαh,h, kl, 1m−kl), (hα1,1, . . . , hαh,h, 1m)})
is a sampling pair. As hαi,i ≥ hαi+1,i+1 + 2 for 1 ≤ i < h and, in case h ≥ 1 by
Lemma 3.3.4 applied to αh−1 and βh−1 we have that
m = |αh| ≤ (h
α
h,h)
2 − 4hαh,h + 8
4
,
we have that (hα1,1, . . . , hαh,h, kl, 1m−kl), (hα1,1, . . . , hαh,h, 1m) ∈ Γ. In particular
we have that also in this case ({χα, χβ},Γ) is a sampling pair.
The only case left is when αh = (βh)′. In this case we have that(
αh \Rαh1,1
)′
=
(
(βh)′ \R(βh)′1,1
)′
= βh \Rβh1,1 = αh \Rα
h
1,1
and so we can apply Theorem 3.2.8 and Proposition 3.3.3 to αh (αh is not
self-conjugate as by the minimality of h we have that αh 6= βh). So we can
find k and l such that k is even, l is odd and χαh
(kl,1m−kl) 6= 0. As αh = (βh)′
we have by Corollary 3.2.2 that
(kl, 1m−kl) (1m)
χα
h
χα
h
(kl,1m−kl) deg(χ
αh)
χβ
h −χαh
(kl,1m−kl) deg(χ
αh)
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and so ({χαh , χβh}, {(kl, 1m−kl), (1m)}) is a sampling pair and then similarly
to the case where αh 6= (βh)′ we get that also in this case ({χα, χβ},Γ) is a
sampling pair.
As ({χα, χβ},Γ) is a sampling pair for every two distinct partitions α, β
of n, we have that Γ in universal sampling for 2 and so the theorem is
proved.
We will now show how we can construct a different sampling set for 2 for
Sn. In the next two lemmas, for a given partition α, we will consider certain
partitions γα (which will be taken differently in the two lemmas) and char-
acterise pairs of partitions α, β such that (H(α), H(γα)) = (H(β), H(γβ)).
Lemma 3.3.6. Let α = (α1, . . . , αh) be a partition with αh > 0 and define
α˜ := (α1−αh, . . . , α1−α2). Then α is uniquely determined up to conjugation
from H(α) and H(α˜).
Proof. See [3].
Lemma 3.3.7. A partition α with |α| ≥ 1 is uniquely determined up to
conjugation from H(α) and H(α \Rα1,1).
Proof. See Theorem 2 of [9].
For example we have that
H(6, 3, 3, 2) = {9, 8, 6, 5, 4, 4, 3, 3, 2, 2, 2, 1, 1, 1} = H(5, 5, 2, 1, 1).
As (6, 3, 3, 2) and (5, 5, 2, 1, 1) are not conjugate to each other and
(6, 3, 3, 2) \R(6,3,3,2)1,1 = (2, 2, 1)
and
(5, 5, 2, 1, 1) \R(5,5,2,1,1)1,1 = (4, 1)
we have by the lemma that H(2, 2, 1) 6= H(4, 1), as can be easily checked as
H(2, 2, 1) = {4, 3, 2, 1, 1} and H(4, 1) = {5, 3, 2, 1, 1}.
We will now prove some propositions which construct sampling sets for
{χα, χβ} where α and β are distinct and not conjugate.
Proposition 3.3.8. Let α, β be partitions of m with H(α) 6= H(β). Let
h := max(H(α) \H(β)) ∪ (H(β) \H(α))) and let w := max{wh(α), wh(β)}.
Then ({χα, χβ}, {(1m), (hw, 1m−hw)}) is a sampling pair.
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Proof. Up to exchanging α and β we can assume that h ∈ H(α) \ H(β).
Then, by maximality of h and by definition of h-weight, w = wh(α) > wh(β).
Then by Corollary 3.2.5 and Theorem 3.2.8 we have that
(1m) (hw, 1m−hw)
χα deg(χα) χα
(hw,1m−hw)
χβ deg(χβ) 0
and χα
(hw,1m−hw) 6= 0. In particular the above submatrix of the character table
is invertible and so ({χα, χβ}, {(1m), (hw, 1m−hw)}) is a sampling pair.
Proposition 3.3.9. Let α and β be partitions of m with α 6∈ {β, β′} and
H(α) = H(β). Define
h := max(H(α \Rα1,1) \H(β \Rβ1,1)) ∪ (H(β \Rβ1,1) \H(α \Rα1,1)))
and let w := max{wh(α \Rα1,1), wh(β \Rβ1,1)}. Then
({χα, χβ}, {(1m), (hα1,1, hw, 1m−h
α
1,1−hw)})
is a sampling pair.
Proof. By Lemma 3.3.7 we have thatH(α\Rα1,1) 6= H(β\Rβ1,1), in particular h
exists. We can assume that w = wh(α\Rα1,1) > wh(β\Rβ1,1). For any partition
γ we have that hγi,j is strictly decreasing in both i and j. In particular
hα1,1 = maxH(α) = maxH(β) = h
β
1,1,
{(i, j) ∈ [α] : hαi,j = hα1,1} = {(1, 1)} and {(i, j) ∈ [β] : hβi,j = hβ1,1} = {(1, 1)}.
So from the Murnaghan-Nakayama formula and Corollary 3.2.5 and Theorem
3.2.8 we have that
(1m) (hα1,1, h
w, 1m−h
α
1,1−hw)
χα deg(χα) (−1)lα1,1χα\R
α
1,1
(hw,1
m−hα1,1−hw)
χβ deg(χβ) (−1)lβ1,1χβ\R
β
1,1
(hw,1
m−hα1,1−hw)
=
(1m) (hα1,1, h
w, 1m−h
α
1,1−hw)
χα deg(χα) (−1)lα1,1χα\R
α
1,1
(hw,1
m−hα1,1−hw)
χβ deg(χβ) 0
with χ
α\Rα1,1
(hw,1
m−hα1,1−hw)
6= 0. In particular as the above submatrix of the charac-
ter table is invertible we have that ({χα, χβ}, {(1m), (hα1,1, hw, 1m−h
α
1,1−hw)})
is a sampling pair.
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The next lemma and the following propositions will allow us in Theorem
3.3.15 to construct, for a partition α which is not self-conjugate, an odd
partition λ with χαλ and then to construct a sampling set for {χα, χα′}.
Lemma 3.3.10. Let α ` m with w2(α) ≥ 1. Write α(2) = (γ, δ). Let λ
and µ be the partitions with 2-core α(2) and with 2-quotients ((0), (1)) and
((1), (0)) respectively. Then
χα
(2w2(α)−1,1m−2w2(α)+2) = δ2(α) deg(χ
γ) deg(χδ) deg(χλ)(
δ2(λ)
(|γ|+ |δ| − 1
|γ|
)
+ δ2(µ)
(|γ|+ |δ| − 1
|δ|
))
.
Proof. By Corollary 3.1.38 we have that |γ| + |δ| = w2(α) ≥ 1, and so
(2w2(α)−1, 1m−2w2(α)+2) is a partition of m. To find χα
(2w2(α)−1,1m−2w2(α)+2) notice
first that removing a sequence of w2(α)− 1 hooks of length 2 from α corre-
sponds to removing a sequence of w2(α) − 1 hooks of length 1 from α(2) by
Theorem 3.1.36. To do so we have to either remove |γ| 1-hooks from γ and
|δ| − 1 1-hooks from δ (this can only be done if |δ| ≥ 1) or remove |γ| − 1 1-
hooks from γ and |δ| 1-hooks from δ (this can only be done if |γ| ≥ 1). In the
first case there are
(|γ|+|δ|−1
|γ|
)
possibilities to choose which of the |γ|+ |δ| − 1
hooks of length 1 we remove from γ and which from δ, while in the second
case there are
(|γ|+|δ|−1
|δ|
)
such possibilities (this holds also when |δ| = 0 or
|γ| = 0).
By definition of λ and µ and by Theorem 3.1.36, whenever we remove
a sequence of 2-hooks from α which corresponds to removing |γ| 1-hooks
from γ and |δ| − 1 1-hooks from δ we obtain λ and when it corresponds
to removing |γ| − 1 1-hooks from γ and |δ| 1-hooks from δ we obtain µ.
Also after removing a sequence of w2(α)− 1 2-hooks from α we can remove
an additional 2-hook in a unique way and every sequence of w2(α) 2-hooks
which are recursively removed from α can be obtained uniquely this way. By
definition of 2-sign we have that if l is the hook length of this last 2-hook then
(−1)l = δ2(λ) if we had first removed |γ| 1-hooks from γ and |δ| − 1 1-hooks
from δ or (−1)l = δ2(µ) if we had first removed |γ|−1 1-hooks from γ and |δ|
1-hooks from δ. In particular, by definition of δ2(α), if li are the leg lengths
of a sequence of w2(α)− 1 2-hooks which are recursively removed from α, we
have that (−1)∑i li is equal to δ2(α)δ2(λ) if we obtain λ or δ2(α)δ2(µ) if we
obtain µ, independently of the sequence of hooks we are removing (as long as
the number of 1-hooks removed from γ and the number of 1-hooks removed
from δ are fixed).
If pi is any partition with |pi| ≥ 1, the number of possible ways to remove
a sequence of |pi| 1-hooks from pi is equal to the number of possible ways to
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remove a sequence of |pi| − 1 1-hooks from pi; in particular there are deg(χpi)
such sequences. So the number of ways in which we can remove |γ| 1-hooks
from γ and |δ| − 1 1-hooks from δ and the number of ways in which we
can remove |γ| − 1 1-hooks from γ and |δ| 1-hooks from δ are both equal to
deg(χγ) deg(χδ). Putting everything together we have by the Murnaghan-
Nakayama formula that
χα
(2w2(α)−1,1m−2w2(α)+2) = δ2(α) deg(χ
γ) deg(χδ)
(
δ2(λ)
(|γ|+ |δ| − 1
|γ|
)
deg(χλ)
+δ2(µ)
(|γ|+ |δ| − 1
|δ|
)
deg(χµ)
)
.
By Corollary 3.1.26 and Theorem 3.1.31 we have that λ = µ′, so by Corollary
3.2.2 we have that deg(χλ) = deg(χµ) and then
χα
(2w2(α)−1,1m−2w2(α)+2) = δ2(α) deg(χ
γ) deg(χδ) deg(χλ)(
δ2(λ)
(|γ|+ |δ| − 1
|γ|
)
+ δ2(µ)
(|γ|+ |δ| − 1
|δ|
))
.
Proposition 3.3.11. Let α be a partition of m which is not self-conjugate.
Let i be minimal such that if α(2i) = (β0, . . . , β2i−1). There exist 0 ≤ j, k < 2i
such that βj 6= βk. Define γ := (α(2i−1))0, the first component of the 2i−1-
quotient of α. Write γ(2) = (λ, µ). If |λ| 6= |µ| then χαϕ, χαψ 6= 0 for
ϕ = ((2i)2
i−1(|λ|+|µ|), 1m−2
2i−1(|λ|+|µ|))
and
ψ = ((2i)2
i−1(|λ|+|µ|)−1, (2i−1)2
i−1|γ(2)|+2, 1m−2
2i−2|γ|).
Notice that if i = 1 then γ = (α(1))0 = α.
Proof. First notice that i exists by Theorem 3.1.32. As α(1) = (α) we have
that i ≥ 1. Also as |λ| 6= |µ| then w2(γ) = |λ|+|µ| ≥ 1 and so ψ is a partition
of m, as |γ| = |γ(2)| + 2(|λ| + |µ|) by Theorem 3.1.36. By minimality of i
we have that α(2i−1) = (γ, . . . , γ) and so by Theorems 3.1.29 and Corollary
3.1.38 we have that
w2i(α) = 2
i−1(|λ|+ |µ|).
By Theorem 3.2.8 we then have that χαϕ 6= 0.
For the second assertion we can use Theorems 3.2.7 as
w2i−1(α) = 2
i−1|γ| = 2i−1(2(|λ|+ |µ|) + |γ(2)|).
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Removing a sequence of hooks of length 2i−1h from α correspond to remov-
ing a sequence of hooks of length h from α(2i−1) by Theorem 3.1.36. As
(α(2
i−1))j = γ for 0 ≤ j < 2i−1 we have by Theorem 3.1.36 that
w2i(α) =
2i−1−1∑
j=0
w2((α
(2i−1))j) = 2
i−1w2(γ) = 2i−1(|λ|+ |µ|).
So in order to remove 2i−1(|λ| + |µ|) − 1 hooks of length 2 from α(2i−1) we
need to remove |λ|+ |µ| − 1 hooks of length 2 from one of the 2i−1 partitions
appearing in the quotient and |λ| + |µ| hooks of length 2 from all of the
other partitions. Let α(2i−1) be the 2i−1-quotient we obtained after having
removed one such sequence of 2 hooks from α(2i−1). We now need to remove
2i−1|γ(2)|+2 hooks of length 1 from α(2i−1). As |α(2i−1)| = 2i−1|γ(2)|+2 we then
need to remove all nodes of α(2i−1). Putting everything together we need to
remove first |λ|+ |µ|−1 hooks of length 2 and then |γ(2)|+2 hooks of length 1
from one of the partitions appearing in the 2i−1-quotient of α and first |λ|+|µ|
hooks of length 2 and then |γ(2)| hooks of length 1 from each of the other
partitions appearing in the 2i−1-quotient of α. The partition from which we
remove |λ|+ |µ| − 1 hooks of length 2 and |γ(2)|+ 2 hooks of length 1 can be
chosen in 2i−1 ways. For each of these choices there are
( 2i−1w2(γ)−1
w2(γ)2
i−1−1,w2(γ)−1
)
(multinomial coefficient) ways to choose which of the 2-hooks are removed
from which of the partitions of α(2i−1) and
( 2i−1|γ(2)|+2
|γ(2)|2i−1−1,|γ(2)|+2
)
ways to choose
which of the 1-hooks are removed from which of the partitions of α(2i−1). So
by Theorems 3.2.7 that
χαψ = 2
i−1 (2
i−1w2(γ)− 1)!
(w2(γ)!)2
i−1−1(w2(γ)− 1)!
(2i−1|γ(2)|+ 2)!
(|γ(2)|!)2i−1−1(|γ(2)|+ 2)!
δ2i−1(α) deg(χ
α(2i−1))
(
χγ
(2w2(γ),1
|γ(2)|)
)2i−1−1
χγ
(2w2(γ)−1,1|γ(2)|+2)
.
As χγ
(2w2(γ),1
|γ(2)|)
6= 0 by Theorem 3.2.8, in order to prove that χαψ 6= 0 it is
enough to prove that χγ
(2w2(γ)−1,1|γ(2)|+2)
6= 0. As |λ| 6= |µ|, so that
(|λ|+ |µ| − 1
|λ|
)
6=
(|λ|+ |µ| − 1
|µ|
)
,
and w2(γ) ≥ 1 we have by Lemma 3.3.10 that χγ
(2w2(γ)−1,1|γ(2)|+2)
6= 0 and so
the proposition is proved.
126 3.3. Universal Sampling Sets for 2 for Sn
Let pi and ρ be the partitions with 2-core γ(2) (γ is as in the previous
preposition) and 2-quotient ((1), (0)) and ((0), (1)) respectively. It can be
proved that δ2(pi) = −δ2(ρ), so that in the second assertion we need that
|λ| 6= |µ|. The fact that δ2(pi) = −δ2(ρ) follows from γ(2) = (k, . . . , 1) for
some k ≥ 0 and then {pi, ρ} = {(k + 2, k − 1, . . . , 1), (k, . . . , 2, 13)} if k ≥ 1
or {pi, ρ} = {(2), (12)} if k = 0 and the only 2-hook of (k+ 2, k− 1, . . . , 1) or
of (2) has leg length 0, while the only 2-hook of (k, . . . , 2, 13) or of (12) has
leg-length 1.
Proposition 3.3.12. Let α be a partition of m which is not self-conjugate.
Let i minimal such that if α(2i) = (β0, . . . , β2i−1). There exist 0 ≤ j, k ≤ 2i−1
such that βj 6= βk. Define γ to be (α(2i−1))0. Write γ(2) = (λ, µ). Assume that
|λ| = |µ| and H(λ) 6= H(µ). Define h := max((H(λ)\H(µ))∪(H(µ)\H(λ)))
and w := wh(λ) + wh(µ). Then χαϕ, χαψ 6= 0 for
ϕ = ((2ih)2
i−1w, (2i)2
i−1(2|λ|−hw), 1m−2
2i|λ|)
and
ψ = ((2ih)2
i−1w, (2i)2
i−1(2|λ|−hw)−1, (2i−1)2
i−1|γ(2)|+2, 1m−2
2i−2|γ|).
Proof. Again by Theorem 3.1.32 we have that i exists. Also in this case we
have that i ≥ 1. Also as |λ| = |µ| and H(λ) 6= H(µ) we have that |λ| 6= 0
and so ψ is a partition of m, as
|γ| = |γ(2)|+ 2(|λ|+ |µ|) = |γ(2)|+ 4|λ|.
By definition of γ and minimality of i we have that α(2i−1) = (γ, . . . , γ).
By definition of w and by Theorem 3.1.29 and Corollary 3.1.38 we have
that w2ih(α) = 2i−1w. As wh(λ) 6= wh(µ) and |λ| = |µ| it follows that
|λ(h)| 6= |µ(h)|. Also |λ(h)| + |µ(h)| = |λ| + |µ| − hw. For 0 ≤ j < i we have
that
(α(2ih))
(2j) = (((α(2
j))0)(2i−jh), . . . , ((α
(2j))2j−1)(2i−jh))
= (((α(2
j))0)(2i−jh), . . . , ((α
(2j))0)(2i−jh))
by Theorem 3.1.39 and definition of i. So ((α(2ih))(2
j))k = ((α(2ih))
(2j))l for
0 ≤ j < i and 0 ≤ k, l < 2j. As
(α(2ih))
(2i−1) = (γ(2h), . . . , γ(2h))
and (γ(2h))(2) = (λ(h), µ(h)) by Theorem 3.1.39, the proposition follows by
Theorems 3.1.29 and 3.2.8 and Proposition 3.3.11.
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Proposition 3.3.13. Let α be a partition of m which is not self-conjugate.
Let i minimal such that if α(2i) = (β0, . . . , β2i−1). There exist 0 ≤ j, k <
2i such that βj 6= βk. Define γ to be (α(2i−1))0. Write γ(2) = (λ, µ) and
define γ := γ(2hλ1,1), λ := λ \ Rλ1,1, µ := µ \ R
µ
1,1. Assume that |λ| = |µ|
and H(λ) = H(µ). Define h := max((H(λ) \ H(µ)) ∪ (H(µ) \ H(λ))) and
w := wh(λ) + wh(µ). Then χαϕ, χαψ 6= 0 for
ϕ = ((2ihλ1,1)
2i , (2ih)2
i−1w, (2i)2
i−1(2|λ|−hw), 1m−2
2i|λ|))
and
ψ = ((2ihλ1,1)
2i , (2ih)2
i−1w, (2i)2
i−1(2|λ|−hw)−1, (2i−1)2
i−1|γ(2)|+2, 1m−2
2i−2|γ|).
Proof. We have that i exists by Theorem 3.1.32. As α(1) = (α) we have that
i ≥ 1.
As |λ| = |λ|+ hλ1,1 we have that ϕ is a partition of m.
As H(λ) = H(µ) and for any partition δ we have that hδj,k are strictly
decreasing in both j and k we have that hλ1,1 = h
µ
1,1 and if hλ1,1 | hλj,k or
hλ1,1 | hµj,k then (j, k) = (1, 1). By Theorem 3.1.33 we have that λ 6∈ {µ, µ′}
and so by Lemma 3.3.7 we have that H(λ) 6= H(µ). By Corollary 3.1.39 we
then have that γ(2) = (λ(hλ1,1), µ(hλ1,1)) = (λ, µ) and
|γ| = |γ(2hλ1,1)|+ 2hλ1,1w2hλ1,1(γ)
= |γ|+ 4hλ1,1
= |γ(2)|+ 2|γ(2)|+ 4hλ1,1
= |γ(2)|+ 2(|λ|+ |µ|) + 4hλ1,1
= |γ(2)|+ 4|λ|+ 4hλ1,1.
In particular ψ is a partition of m.
Similar to the proof of Proposition 3.3.12 we have that i is minimal such
that not all elements of (α(2ihλ1,1))
(2i) are equal. Also by Corollary 3.1.39 we
have that ((α(2ihλ1,1))
(2i−1))0 = γ. The proposition then follows by Theorem
3.2.8 and Proposition 3.3.12.
The next lemma gives bounds on the size of γ \Rγ1,1 in terms of hγ1,1 and
will be used in Theorem 3.3.15 to give sharper conditions on which partitions
belong to the universal sampling set constructed there.
Lemma 3.3.14. If γ is a partition of m ≥ 1 then
m− hγ1,1 ≤
(
hγ1,1 − 1
2
)2
.
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Proof. If γ \Rγ1,1 = (0) the lemma clearly holds, as in this case hγ1,1 = m. So
assume that γ \ Rγ1,1 6= (0). As hook lengths are strictly decreasing in both
indices we have that
h
γ\Rγ1,1
1,1 = h
γ
2,2 ≤ hγ1,1 − 2.
As
m− hγ1,1 = |γ \Rγ1,1| ≤ (γ \Rγ1,1)1(γ \Rγ1,1)′1 ≤
hγ\Rγ1,11,1 + 1
2
2
we obtain the lemma.
We are now ready to construct the second universal sampling set for 2
for Sn.
Theorem 3.3.15. Define
Γ1,n :={(hw11 , 1m) ` n : w1 ≥ 0},
Γ2,n :={(h1, hw22 , 1m) ` n : w1 ≥ 0 and (h1 − 1)2/4 ≥ n− h1},
Γ3,n :={((2h1)w1 , 22w2−w1−1, 1m) ` n : w1 ≥ 0, w2 ≥ (w1 + 1)/2,
m = (k + 1)k/2 or m− 2 = (k + 1)k/2 with k ∈ N},
Γ4,n :={((2h1)2, (2h2)w2 , 22w3−w2−1, 1m) ` n : w2 ≥ 0, w3 ≥ (w2 + 1)/2,
(h1 − 1)2/2 ≥ h2w2 − w2 + 2w3 and
m = (k + 1)k/2 or m− 2 = (k + 1)k/2 with k ∈ N},
Γ5,n :={((2ih1)2i−1w1 , (2i)2i−1w2−1, (2i−1)2i−1w3+2, 1m) ` n : w1 ≥ 0, w2 ≥ 1,
i ≥ 2, m =
i−2∑
j=0
22j−1(kj + 1)kj and w3 = (k + 1)k/2 with kj, k ∈ N},
Γ6,n :={((2ih1)2i , (2ih2)2i−1w2 , (2i)2i−1w3−1, (2i−1)2i−1w4+2, 1m) ` n : w2 ≥ 0,
w3 ≥ 1, i ≥ 2, (h1 − 1)2/2 ≥ h2w2 + w3,
m =
i−2∑
j=0
22j−1(kj + 1)kj and w4 = (k + 1)k/2 with k, kj ∈ N}.
Let
Γn := ∪6j=1Γj,n.
Then Γn is a universal sampling set for 2.
Proof. We have that Γ0 = {(0)} and Γ1 = {(1)}. Assume now that n ≥ 2.
Then |Irr(Sn)| ≥ 2 and so in this case it is enough to prove that ({χα, χβ},Γn)
is a sampling pair for every α 6= β ` n.
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Notice that (1n) ∈ Γ1,n ⊆ Γn. Assume first that α and β are distinct
partitions with α 6= β′. If H(α) 6= H(β) and we let
h := max((H(α) \H(β)) ∪ (H(β) \H(α)))
and w := max{wh(α), wh(β)} we have that (hw, 1n−hw) ∈ Γ1,n, and by Propo-
sition 3.3.8 we have that ({χα, χβ}, {(1n), (hw, 1n−hw)}) is a sampling pair, in
particular ({χα, χβ},Γn) is a sampling pair.
If instead H(α) = H(β) we can apply Proposition 3.3.9 and, if
h := max((H(α \Rα1,1) \H(β \Rβ1,1)) ∪ (H(β \Rβ1,1) \H(α \Rα1,1)))
and
w := max{wh(α \Rα1,1), wh(β \Rβ1,1)},
we obtain that ({χα, χβ}, {(1n), (hα1,1, hw, 1n−h
α
1,1−hw)}) is a sampling pair. By
Lemma 3.3.14 we have that (hα1,1−1)2/4 ≥ n−hα1,1 and so (hα1,1, hw, 1n−h
α
1,1−hw)
is an element of Γ2,n. In particular we have that ({χα, χβ},Γn) is a sampling
pair.
So we can now assume that α = β′ with α not self-conjugate. By Corollary
3.2.2 and as (1n) ∈ Γn in order to show that ({χα, χα′},Γn) is a sampling
pair when α is not self-conjugate, it is enough to find a partition δ ∈ Γn
such that χα′δ = −χαδ 6= 0. Again by Corollary 3.2.2, if χαδ 6= 0, we have that
χα
′
δ = −χαδ if and only if δ has an odd number of even parts. So in order to
prove the theorem it is enough to show that for every α not self-conjugate
we can find a partition δ ∈ Γn with an odd number of even parts for which
we have that χαδ 6= 0. As all partitions in Γj,n, with 3 ≤ j ≤ 6 have an odd
number of even parts it is then enough to find δ ∈ ∪6j=3Γj,n with χαδ 6= 0.
In order to do so let i be minimal such that not all partitions appearing in
α(2
i) are equal. Such an i exists by Theorem 3.1.32. As α(1) = (α) we have
that i ≥ 1. Define γ := (α(2i−1))0 and write γ(2) = (λ, µ). By Theorem 3.1.33
we have that λ 6∈ {µ, µ′}. For any partition pi and positive integer k if we
let pi(2) = (ρ0, ρ1) we have by the definition of the 2-weight of a partition,
Theorem 3.1.36 and Corollary 3.1.38 that
|pi(2k)| = |(pi(2k))(2)|+2|(pi(2k))(2)| = |pi(2)|+2|(ρ0)(2k−1)|+2|(ρ1)(2k−1)|. (3.3.3)
If i ≥ 2 define γj := (α(2j))0 for 0 ≤ j ≤ i − 2, applying inductively to
((α(2
j))0)(2) for 0 ≤ j ≤ i− 3 Equation (3.3.3) and using the minimality of i
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we have by Theorem 3.1.29 and Corollary 3.1.39 that
|α(2i−1)| = |α(2)|+ 2|((α(2))0)(2i−2)|+ 2|((α(2))1)(2i−2)|
= |((α(1))0)(2)|+ 4|((α(2))0)(2i−2)|
= |((α(1))0)(2)|+ 4|((α(2))0)(2)|+ 16|((((α(2))0)(2))0)(2i−3)|
= |((α(1))0)(2)|+ 4|((α(2))0)(2)|+ 16|((α(4))0)(2i−3)|
= . . .
=
i−2∑
j=0
4j|((α(2j))0)(2)|
=
i−2∑
j=0
4j|(γj)(2)|.
By Theorem 3.1.25 we have that |(γj)(2)| = (kj + 1)kj/2 for some kj ∈ N. So
we obtain that
|α(2i−1)| =
i−2∑
j=0
22j−1(kj + 1)kj. (3.3.4)
Also again by the definition of the q-weight, Theorem 3.1.36, Corollary 3.1.38
and minimality of we also have that
|α(2i−1)| = |α| − 2i−1|α(2i−1)| = n− 22i−2|γ|. (3.3.5)
If instead i = 1 we have that
|α(2)| = n− 2(|λ|+ |µ|). (3.3.6)
Assume first that |λ| 6= |µ|. Then by Proposition 3.3.11 that χαϕ, χαψ 6= 0
for
ϕ = ((2i)2
i−1(|λ|+|µ|), 1n−2
2i−1(|λ|+|µ|))
and
ψ = ((2i)2
i−1(|λ|+|µ|)−1, (2i−1)2
i−1|γ(2)|+2, 1n−2
2i−2|γ|).
For i = 1 this yields
ϕ = (2|λ|+|µ|, 1n−2|λ|−2|µ|)
and
ψ = (2|λ|+|µ|−1, 1n−2|λ|−2|µ|+2).
If |λ|+ |µ| is even we have that ψ ∈ Γ3,n with w1 = 0 and w2 = (|λ|+ |µ|)/2,
as by Equation (3.3.6) and Theorem 3.1.25 we have that
n− 2|λ| − 2|µ| = (k + 1)k/2
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for some k ∈ N and so the theorem is proved in this case.
If |λ| + |µ| is odd then ϕ ∈ Γ3,n with w1 = 0 and w2 = (|λ| + |µ| + 1)/2,
as again
n− 2|λ| − 2|µ| = (k + 1)k/2
for some k ∈ N. The theorem is proved also in this case.
So assume now that i ≥ 2. Then ψ ∈ Γ5,n with w1 = 0, w2 = |λ|+ |µ| and
w3 = |γ(2)| as |γ| = |γ(2)|+ 2|λ|+ 2|µ|, |γ(2)| = (k + 1)k/2 for some k ∈ N by
Theorem 3.1.25 and n−22i−2|γ| = ∑i−2j=0 22j−1(kj + 1)kj by Equations (3.3.4)
and (3.3.5). So the theorem holds also in this case.
Next consider the case where |λ| = |µ| and H(λ) 6= H(µ). As in Propo-
sition 3.3.12 let
h := max((H(λ) \H(µ)) ∪ (H(µ) \H(λ)))
and w := wh(λ)+wh(µ). Then by Proposition 3.3.12 we have that χαϕ, χαψ 6= 0
for
ϕ = ((2ih)2
i−1w, (2i)2
i−1(2|λ|−hw), 1n−2
2i|λ|)
and
ψ = ((2ih)2
i−1w, (2i)2
i−1(2|λ|−hw)−1, (2i−1)2
i−1|γ(2)|+2, 1n−2
2i−2|γ|).
If i = 1 then
ϕ = ((2h)w, 22|λ|−hw, 1n−4|λ|)
and
ψ = ((2h)w, 22|λ|−hw−1, 1n−4|λ|+2).
If (h− 1)w is odd then ϕ ∈ Γ3,n with h1 = h, w1 = w,
w2 = |λ| − ((h− 1)w − 1)/2,
as by Equation (3.3.6) and Theorem 3.1.25 we have that
n− 4|λ| = n− 2(|λ|+ |µ|) = |α(2)| = (k + 1)k/2
for some k ∈ N, as α(2) = (λ, µ) as i = 1. In particular the theorem holds in
this case.
If (h− 1)w is even then ψ ∈ Γ3,n with h1 = h, w1 = w,
w2 = |λ| − (h− 1)w/2,
as again n− 4|λ| = (k + 1)k/2 for some k ∈ N and so the theorem holds.
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So assume now that i ≥ 2. Then ψ ∈ Γ5,n with h1 = h, w1 = w,
w2 = 2|λ| − hw and w3 = |γ(2)|, as
2h1w1 + 2w2 + w3 = 2hw + 4|λ| − 2hw + |γ(2)| = |γ(2)|+ 2(|λ|+ |µ|) = |γ|,
n− 22i−2|γ| =
i−2∑
j=0
22j−1(kj + 1)kj
for some kj ∈ N by Equations (3.3.4) and (3.3.5) and w3 = |γ(2)| = (k+1)k/2
for some k ∈ N by Theorem 3.1.25. In particular the theorem holds also in
this case.
The only case left to consider is when |λ| = |µ| and H(λ) = H(µ). As in
Proposition 3.3.13 let
h := max((H(λ \Rλ1,1) \H(µ \Rµ1,1)) ∪ (H(µ \Rµ1,1) \H(λ \Rλ1,1)))
and
w := wh(λ \Rλ1,1) + wh(µ \Rµ1,1).
Then by Proposition 3.3.13 we have that χαϕ, χαψ 6= 0 for
ϕ = ((2ihλ1,1)
2i , (2ih)2
i−1w, (2i)2
i−1(2|λ\Rλ1,1|−hw), 1n−2
2i|λ|))
and
ψ = ((2ihλ1,1)
2i , (2ih)2
i−1w, (2i)2
i−1(2|λ\Rλ1,1|−hw)−1, (2i−1)2
i−1|γ(2)|+2, 1n−2
2i−2|γ|).
If i = 1 then
ϕ = ((2hλ1,1)
2, (2h)w, 22|λ\R
λ
1,1|−hw, 1n−4|λ|)
and
ψ = ((2hλ1,1)
2, (2h)w, 22|λ\R
λ
1,1|−hw−1, 1n−4|λ|+2).
If (h − 1)w is odd then ϕ ∈ Γ4,n with h1 = hλ1,1, h2 = h, w2 = w and
w3 = |λ \Rλ1,1| − ((h− 1)w − 1)/2, as
4h1 + 2h2w2 − 2w2 + 4w3 − 2 = 4hλ1,1 + 2hw − 2w + 4|λ \Rλ1,1|
− 2((h− 1)w1 − 1)− 2
= 4hλ1,1 + 4|λ \Rλ1,1|
= 4|λ|
and by Equation (3.3.6) and Theorem 3.1.25 we have that
n− 4|λ| = n− 2(|λ|+ |µ|) = |α(2)| = (k + 1)k/2
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for some k ∈ N. So the theorem holds in this case.
If (h − 1)w is even then ψ ∈ Γ4,n with h1 = hλ1,1, h2 = h, w2 = w and
w3 = |λ \Rλ1,1| − (h− 1)w/2, as
4h1 + 2h2w2 − 2w2 + 4w3 = 4hλ1,1 + 2hw − 2w + 4|λ \Rλ1,1| − 2(h− 1)w1
= 4hλ1,1 + 4|λ \Rλ1,1|
= 4|λ|
and again n − 4|λ| = (k + 1)k/2 for some k ∈ N. So the theorem holds in
this case too.
Finally, assume that i ≥ 2. Then ψ ∈ Γ6,n with h1 = hλ1,1, h2 = h,
w2 = w, w3 = 2|λ \Rλ1,1| − hw and w4 = |γ(2)|, as
4h1 + 2h2w2 + 2w3 + w4 = 4h
λ
1,1 + 2hw + 4|λ \Rλ1,1| − 2hw + |γ(2)|
= 4hλ1,1 + 4|λ \Rλ1,1|+ |γ(2)|
= 4|λ|+ |γ(2)|
= |γ(2)|+ 2(|λ|+ |µ|)
= |γ|
by the definition of the 2-weight, Theorem 3.1.36 and Corollary 3.1.38,
n− 22i−2|γ| =
i−2∑
j=0
22j−1(kj + 1)kj
for some kj ∈ N by Equations (3.3.4) and (3.3.5) and w4 = |γ(2)| = (k+1)k/2
for some k ∈ N by Theorem 3.1.25. In particular the theorem holds also in
this case.
As this was the last case that needed to be checked, we have that the
theorem holds.
Corollary 3.3.16. Let Γ′n be given by
Γ′n = {(h1, hw22 , 1m) ` n : h1 ≥ h2 ≥ 1, w2,m ≥ 0}
∪
{(
(2ih1)
2iw1 , (2ih2)
2i−1w2 , (2i)w3 , (2i−1)w4 , 1m
)
` n : i ≥ 1,
h1 ≥ h2 ≥ 1, w1 ∈ {0, 1} and w2, w3, w4,m ≥ 0
}
.
Then Γ′n is a sampling pair for 2.
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Proof. If Γn and Γj,n are defined as in the Theorem 3.3.15 we have that
Γn ⊆ Γ′n as
Γ1,n,Γ2,n ⊆ {(h1, hw22 , 1m) ` n : h1 ≥ h2 ≥ 1, w2,m ≥ 0}
and
Γ3,n,Γ4,n,Γ5,n,Γ6,n ⊆
{(
(2ih1)
2iw1 , (2ih2)
2i−1w2 , (2i)w3 , (2i−1)w4 , 1m
)
` n :
i ≥ 1, h1 ≥ h2 ≥ 1, w1 ∈ {0, 1} and
w2, w3, w4,m ≥ 0
}
.
Theorem 3.3.17. Let n ≥ 1, Γn be given as in Theorem 3.3.15 and Γ′n as
in Corollary 3.3.16. Then
|Γn| ≤ |Γ′n| ≤ (log(n) + 1)
(
64
5
n4 + n2 + n
)
.
Proof. As Γn ⊆ Γ′n by Corollary 3.3.16 we only need to prove that |Γ′n| is
bound by (log(n) + 1)(64n4/5 + n2 + n). Let
A := {(h1, hw22 , 1m) ` n : h1 ≥ h2 ≥ 1, w2,m ≥ 0}
and
B :=
{(
(2ih1)
2iw1 , (2ih2)
2i−1w2 , (2i)w3 , (2i−1)w4 , 1m
)
` n : i ≥ 1,
h1 ≥ h2 ≥ 1, w1 ∈ {0, 1} and w2, w3, w4,m ≥ 0
}
.
Then |Γ′n| ≤ |A|+ |B|. To bound |A| notice that if (h1, hw22 , 1m) ∈ A then by
assumption and since (h1, hw22 , 1m) is a partition of n,
1 ≤ h2 ≤ h1 ≤ n,
0 ≤ w2 ≤ n/h2,
m = n− h1 − h2w2.
So it follows that
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|A| ≤
n∑
h2=1
(
n
h2
+ 1
)
(n− h2 + 1)
=
n∑
j=1
(
n
j
+ 1
)
(n− j + 1)
=
n∑
j=1
n2 + n− j2 + j
j
≤ (n2 + n)
n∑
j=1
1
j
= (n2 + n)(1 +
∫ n
1
1
dxedx)
≤ (n2 + n)(1 +
∫ n
1
1
x
)
≤ (n2 + n)(log(n) + 1).
From the above chain of equalities and inequalities we also have that
r∑
j=1
(
r
j
+ 1
)
(r − j + 1) ≤ (r2 + r)(log(r) + 1) (3.3.7)
for 1 ≤ r ∈ N.
To bound |B| notice that if(
(2ih1)
2iw1 , (2ih2)
2i−1w2 , (2i)w3 , (2i−1)w4 , 1m
)
∈ B
we can assume that w1 + w2 + w3 + w4 ≥ 1 (if the above partition is (1n)
we can take i, w4 = 1 and w1, w2, w3 = 0). So 1 ≤ 2i−1 ≤ n and then
1 ≤ i ≤ blog2(n) + 1c. Also
m = n− 22ih1w1 − 22i−1h2w2 − 2iw3 − 2i−1w4.
For b a positive integer we have that
bbac/bc = max{c ∈ N : c ≤ bac/b} = max{c ∈ N : c ≤ a/b} = ba/bc
where the second equality holds as b is a positive integer.
As
n− 22i−1(2h1w1 + h2w2)− 2i−1(2w3 + w4) ≥ 0
we have that
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• h1 ≤ n/22i ≤ n/2i−1 if w1 = 1,
• h2 ≤ n/22i−1 ≤ n/2i−1 if w2 ≥ 1,
• 0≤w2≤bn/(22i−1h2)c≤bn/(2i−1h2)c=bbn/2i−1c/h2c≤bn/2i−1c/h2,
• 0 ≤ w3 ≤ n/2i,
• 0 ≤ w4 ≤ n/2i−1.
As 2i−1 ≤ n, that is n/2i−1 ≥ 1, we can assume that 1 ≤ h2 ≤ h1 ≤ n/2i−1.
By assumption we also have that w1 ∈ {0, 1}. So
|B| ≤
blog2(n)+1c∑
i=1
|{0, 1}|
∣∣∣{0, . . . , ⌊ n
2i
⌋}∣∣∣ ∣∣∣{0, . . . , ⌊ n
2i−1
⌋}∣∣∣
bn/2i−1c∑
h2=1
∣∣∣∣{0, . . . ,⌊bn/2i−1ch2
⌋}∣∣∣∣ ∣∣∣{h2, . . . , ⌊ n2i−1⌋}∣∣∣
≤
blog2(n)+1c∑
i=1
2
( n
2i
+ 1
)( n
2i−1
+ 1
)
bn/2i−1c∑
j=1
(⌊
n
2i−1
⌋
j
+ 1
)(⌊ n
2i−1
⌋
− j + 1
)
.
From Equation (3.3.7) we have that
bn/2i−1c∑
j=1
(⌊
n
2i−1
⌋
j
+ 1
)(⌊ n
2i−1
⌋
− j + 1
)
≤
(⌊ n
2i−1
⌋2
+
⌊ n
2i−1
⌋)(
log
(⌊ n
2i−1
⌋)
+ 1
)
.
In particular
blog2(n)+1c∑
i=1
2
( n
2i
+1
)( n
2i−1
+1
) bn/2i−1c∑
j=1
(⌊
n
2i−1
⌋
j
+1
)(⌊ n
2i−1
⌋
−j+1
)
≤
blog2(n)+1c∑
i=1
2
( n
2i
+1
)( n
2i−1
+1
)(⌊ n
2i−1
⌋2
+
⌊ n
2i−1
⌋)(
log
(⌊ n
2i−1
⌋)
+1
)
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and so
|B| ≤
blog2(n)+1c∑
i=1
2
( n
2i
+ 1
)( n
2i−1
+ 1
)
(⌊ n
2i−1
⌋2
+
⌊ n
2i−1
⌋)(
log
(⌊ n
2i−1
⌋)
+ 1
)
≤
blog2(n)+1c∑
i=1
2
( n
2i
+ 1
)( n
2i−1
+ 1
)(( n
2i−1
)2
+
n
2i−1
)
(log(n) + 1)
=
blog2(n)+1c∑
i=1
2
n+ 2i
2i
n+ 2i−1
2i−1
n2 + n2i−1
22i−2
(log(n) + 1)
=
blog2(n)+1c∑
i=1
n(n+ 2i)(n+ 2i−1)2
24i−4
(log(n) + 1)
≤
blog2(n)+1c∑
i=1
n(3n)(2n)2
24i−4
(log(n) + 1)
= 26 · 3n4(log(n) + 1)
blog2(n)+1c∑
i=1
1
24i
≤ 2
6 · 3
24 − 1n
4(log(n) + 1).
So we have that
|Γ′n| ≤ |A|+ |B| ≤ (log(n) + 1)
(
64
5
n4 + n2 + n
)
.
3.4 Universal Sampling Sets for 3 for Sn
In this section we will label conjugacy classes of Sn by unordered partitions
instead of partitions. A conjugacy class of Sn is going to be labeled by more
than one unordered partition. However if λ and µ are both unordered parti-
tion labeling the same conjugacy class then they can be obtained from each
other by reordering their parts. In the following when considering unordered
partitions we will always consider them up to reordering their parts (so that
for example (1, 2) = (2, 1) as unordered partitions).
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Lemma 3.4.1. Let α, β ` n with β 6∈ {α, α′} and let Γn,2 be the universal
sampling set for 2 for Sn constructed in Theorem 3.3.15. Then there exists
λ ∈ Γn,2 with either χαλ = 0 and χβλ 6= 0 or χαλ 6= 0 and χβλ = 0. Moreover, if
α 6= α′, there exists µ ∈ Γn,2 with χα′µ = −χαµ 6= 0.
Proof. The first part follows from the proofs of Propositions 3.3.8 and 3.3.9
and from Lemma 3.3.14.
Assume now that α 6= α′ and let µ′, µ′′ ∈ Γn,2 with ({χα, χα′}, {µ′, µ′′}) a
sampling pair. By Corollary 3.2.2 we have that
µ′ µ′′
χα a d
χα
′ ±1a ±2d
for some a, d and some signs ±i. As the above matrix is invertible the second
part of the lemma follows with µ ∈ {µ′, µ′′}.
Theorem 3.4.2. Let Γn,2 be the universal sampling set for 2 for Sn con-
structed in Theorem 3.3.15 and let α, β be partitions of n. If neither α or
β is self-conjugate and if β 6∈ {α, α′} then ({χα, χα′ , χβ},Γn,2) is a sampling
pair.
Proof. Let λ ∈ Γn,2 such that χαλ = 0 and χβλ 6= 0 or χαλ 6= 0 and χβλ = 0. By
Lemma 3.4.1 we have that such a λ exists.
First assume that χαλ = 0 and χ
β
λ 6= 0. Let µ ∈ Γn,2 with χα
′
µ = −χαµ 6= 0.
By Lemma 3.4.1 we have that such a µ exists. Then
(1n) λ µ
χα a 0 d
χα
′
a 0 −d
χβ b c e
with a, b, c, d 6= 0 and so ({χα, χα′ , χβ}, {(1n), λ, µ}) is a sampling pair.
Next assume that χα′λ = χαλ 6= 0 and χβλ = 0. Again let µ ∈ Γn,2 such that
χα
′
µ = −χαµ 6= 0. Then
(1n) λ µ
χα a c d
χα
′
a c −d
χβ b 0 e
with a, b, c, d 6= 0. So also in this case ({χα, χα′ , χβ}, {(1n), λ, µ}) is a sam-
pling pair.
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Finally assume that χα′λ = −χαλ 6= 0 and χβλ = 0. In this case let µ ∈ Γn,2
such that χβ′µ = −χβµ 6= 0. Then we have that χα′µ = −χαµ and so
(1n) λ µ
χα a c d
χα
′
a −c −d
χβ b 0 e
with a, b, c, e 6= 0. So again ({χα, χα′ , χβ}, {(1n), λ, µ}) is a sampling pair.
In particular we always have that ({χα, χα′ , χβ},Γn,2) is a sampling pair.
We will now prove some propositions which will allow us to construct
sampling sets for {χα, χα′ , χβ} where α, β ` n with α not self-conjugate and
β self-conjugate in Theorem 3.4.20.
Proposition 3.4.3. Let α, β ` n with β self-conjugate. If there exists h such
that wh(α) < wh(β) then ({χα, χβ}, {(1n), (hwh(β), 1n−hwh(β))}) is a sampling
pair and (hwh(β), 1n−hwh(β)) is even.
The definition of even partitions was given in Definition 3.1.6.
Proof. The fact that (hwh(β), 1n−hwh(β)) is even follows from the fact that
wk(β) is even whenever k is even, as β is self-conjugate.
By Corollaries 3.2.5 and 3.2.10 we have that
(1n) (hwh(β), 1n−hwh(β))
χα a 0
χβ b c
with a, b, c 6= 0. So the above matrix is invertible and our claim follows.
Proposition 3.4.4. Let α, β ` n with β self-conjugate. Assume that one of
the following holds
• there exists h odd such that wh(α) > wh(β),
• there exists h even such that wh(α) > wh(β) and wh(α) is even.
Then (hwh(α), 1n−hwh(α)) is even and ({χα, χβ}, {(1n), (hwh(α), 1n−hwh(α))}) is
a sampling pair.
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Proof. The fact that (hwh(α), 1n−hwh(α)) is even follows from the fact that
wh(α) is even if h is even.
By Corollaries 3.2.5 and 3.2.10 we then have that
(1n) (hwh(α), 1n−hwh(α))
χα a c
χβ b 0
with a, b, c 6= 0. So the above matrix is invertible and the proposition follows.
Proposition 3.4.5. Let α, β ` n with β self-conjugate. Assume that for
some i > j ≥ 1 we have that w2i(α) > w2i(β) and that w2i(α) and w2j(α)
are odd. Define
λ := ((2i)w2i (α), (2j)w2j (α)−2
i−jw2i (α), 1m) ` n.
Then ({χα, χβ}, {(1n), λ}) is a sampling pair and λ is even.
Proof. As i > j ≥ 1 and w2i(α) and w2j(α) are odd we have that the number
of even parts of λ is
w2i(α) + w2j(α)− 2i−jw2i(α)
and so is even. In particular λ is even.
By Corollary 3.2.5 we have that
(1n) λ
χα a c
χβ b 0
for some a, b, c with a, b 6= 0. We will show that c is also non-zero. From
Theorem 3.1.40 we have that w2j(α(2i)) = w2j(α)− 2i−jw2i(α). By Theorem
3.2.8 and Corollary 3.2.10 it so follows that
c := ± deg(χα(2i))χα(2i)
((2j)
w
2j
(α
(2i)
)
,1m)
6= 0.
So the above matrix is invertible and then the proposition follows.
Proposition 3.4.6. Let α, β ` n with β self-conjugate. Assume that for
some i ≥ 1 and for some h odd we have that w2ih(α) > w2ih(β), w2ih(α) is
odd and w2i(α) is even. Define
λ := ((2ih)w2ih(α), (2i)w2i (α)−hw2ih(α), 1m) ` n
Then ({χα, χβ}, {(1n), λ}) is a sampling pair and λ is even.
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Proof. As i ≥ 1, h is odd and w2i(α) is even the number of even part of
((2ih)w2ih(α), (2i)w2i (α)−hw2ih(α), 1n−2
iw2i (α)) is
w2ih(α) + w2i(α)− hw2ih(α)
which is even and so the last part of the proposition is proved.
By Corollaries 3.2.5 we that
(1n) λ
χα a c
χβ b 0
for some a, b, c with a, b 6= 0. Similarly to proof of the previous proposition we
have that also in this case c 6= 0. In particular the above matrix is invertible
and so the proposition follows.
Proposition 3.4.7. Let α, β ` n. Assume that wl(α) = wl(β) for ev-
ery l odd, that w2m(α) ≥ w2m(β) for every m and that w2m(α) > w2m(β)
for some m. Let h be such that h is odd, w2ih(α) > w2ih(β) for some
i ≥ 1. Assume that k > 1 odd exists such that w2jhk(α) = w2jhk(β) and
w2jh(α(hk)) = w2jh(β(hk)) for every j ≥ 1. Let
ϕ := (hwh(α), 1n−hwh(α))
and
ψ := ((hk)whk(α), hwh(α)−kwhk(α), 1n−hwh(α)).
Then
det
(
χαϕ χ
α
ψ
χβϕ χ
β
ψ
)
6= 0
and ϕ and ψ are even partitions.
Proof. Since ϕ and ψ only have odd parts they are even partitions.
As wh(α) = wh(β) and whk(α) = whk(β) as h and k are odd, which also
gives
wh(α(hk)) = wh(α)− kwhk(α) = wh(β)− kwhk(β) = wh(β(hk))
we have by Theorem 3.2.8 and Corollary 3.2.13 that
ϕ ψ
χα a b
χβ c d
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with
a = ±fαh deg(χα(h)) = ±
wh(α)!∏
p
∏
i≥1 p
whpi (α)
deg(χα(h))
and
b = ±fαhkχα(hk)(hwh(α)−kwhk(α),1n−hwh(α))
= ±′fαhkfα(hk)h deg(χα(hk,h))
= ±′ whk(α)!∏
p
∏
i≥1 p
whkpi (α)
wh(α(hk))!∏
p
∏
i≥1 p
whpi (α(hk))
deg(χα(h))
and similarly
c = ± wh(β)!∏
p
∏
i≥1 p
whpi (β)
deg(χβ(h)),
d = ± whk(β)!∏
p
∏
i≥1 p
whkpi (β)
wh(β(hk))!∏
p
∏
i≥1 p
whpi (β(hk))
deg(χβ(h)).
As again wh(α) = wh(β), whk(α) = whk(β) and wh(α(hk)) = wh(β(hk)) we
have that
det
(
χαϕ χ
α
ψ
χβϕ χ
β
ψ
)
= wh(α)!whk(α)!wh(α(hk))! deg(χ
α(h)) deg(χβ(h))(
± 1∏
p
∏
i≥1 p
whpi (α)+whkpi (β)+whpi (β(hk))
±′ 1∏
p
∏
i≥1 p
whpi (β)+whkpi (α)+whpi (α(hk))
)
Let r and s maximal such that
2r
∣∣∣∏
p
∏
i≥1
pwhpi (α)+whkpi (β)+whpi (β(hk))
and
2s
∣∣∣∏
p
∏
i≥1
pwhpi (β)+whkpi (α)+whpi (α(hk)).
Then
r =
∑
i≥1
wh2i(α) + whk2i(β) + wh2i(β(hk))
and
s =
∑
i≥1
wh2i(β) + whk2i(α) + wh2i(α(hk)).
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By assumption we have that
∑
i≥1wh2i(α) >
∑
i≥1wh2i(β),
∑
i≥1whk2i(α) =∑
i≥1whk2i(β) and
∑
i≥1wh2i(α(hk)) =
∑
i≥1wh2i(β(hk)), so that r > s and so
the lemma holds.
Proposition 3.4.8. Let α, β partitions of n with β self-conjugate. Assume
that wl(α) = wl(β) for every l odd, that w2m(α) ≥ w2m(β) for every m
and that w2m(α) > w2m(β) for some m. Let h be maximal such that h is
odd and wh2i(α) > wh2i(β) for some positive integer i. Further assume that
wl(α(3h)) = wl(β(3h)) for every l odd, that w2m(α(3h)) ≥ w2m(β(3h)) for every
m and that w2ih(α(3h)) > w2ih(β(3h)) for some i ≥ 1. Let k odd be maximal
such that w2ihk(α(3h)) > w2ihk(β(3h)) for some i ≥ 1. Define
µ := ((3h)w3h(α), (hk)whk(α(3h)), 1m) |= n,
ν := ((3h)w3h(α), (5hk)w5hk(α(3h)), (hk)whk(α(3h))−5w5hk(α(3h)), 1m
′
) |= n.
If w2ihk(α(3h,5hk)) = w2ihk(β(3h,5hk)) for every i ≥ 1 then ({χα, χβ}, {µ, ν}) is
a sampling pair and µ and ν are even partitions.
Proof. As they only have odd parts, µ and ν are even partitions.
Define
µ := ((hk)whk(α(3h)), 1m),
ν := ((5hk)w5hk(α(3h)), (hk)whk(α(3h))−5w5hk(α(3h)), 1m
′
).
From Theorem 3.2.8 we have that
µ ν
χα δ3h(α)f
α
3hχ
α(3h)
µ δ3h(α)f
α
3hχ
α(3h)
ν
χβ δ3h(β)f
β
3hχ
β(3h)
µ δ3h(β)f
β
3hχ
β(3h)
ν .
The proposition then follows by applying Proposition 3.4.7 to α(3h) and β(3h).
Lemma 3.4.9. If γ is both a 3-core and a 5-core then
γ ∈ {(0), (1), (2), (12), (3, 1), (2, 12), (4, 2, 12)}.
In particular if γ is a 3-core and a 5-core then γ does not have 2i-hooks for
i ≥ 3.
Proof. Let X = {hγ1,1, . . . , hγγ′1,1}. Then X is a β-set for γ and 0 6∈ X. As γ
is a 5-core we have that 5, 10 6∈ X. As γ is also a 3-core we then have that
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X ⊆ {1, 2, 4, 7}. This can be easily seen by looking at the 3-abacus
0 1 2
3 4 5
6 7 8
9 10 11
and using Theorem 3.1.21. Checking all possibilities for X we get the lemma.
Lemma 3.4.10. Let α, β ` n. Assume that wl(α) = wl(β) for every l odd,
that w2m(α) ≥ w2m(β) for every m and that w2m(α) > w2m(β) for some
m. Let h be maximal such that h is odd and wh2i(α) > wh2i(β) for some
i ≥ 1. Assume that wl(α(3h)) = wl(β(3h)) for every l odd. Let k be odd. If
w2ihk(α(3h,5hk)) 6= w2ihk(β(3h,5hk)) then i = 1 or i = 2.
Proof. Let α := α(3h,5hk) and β := β(3h,5hk). By Corollary 3.1.42 we have that
α and β are both 3hk-cores and 5hk-cores. So the partitions appearing in
the hk quotients of α and β are 3-cores and 5-cores. As such cores do not
have any 2i-hook for i ≥ 3 by Lemma 3.4.9 we have that
w2ihk(α) = 0 = w2ihk(β)
for i ≥ 3.
From Theorem 3.1.40 applied to α(3h) and β(3h) we obtain that
whk(α) = whk(α(3h))− 5w5hk(α(3h)) = whk(β(3h))− 5w5hk(β(3h)) = whk(β)
and so the claim follows.
Proposition 3.4.11. Let α, β ` n with β self-conjugate. Let h ≥ 1 and
assume that w2h(α) > w2h(β), that w2h(α) is odd and that α(2h) is not self-
conjugate. Let µ be such that χα(2h)µ = −χα
′
(2h)
µ 6= 0. Then
({χα, χβ}, {(1n), ((2h)w2h(α), µ1, µ2, . . .)})
is a sampling pair and ((2h)w2h(α), µ1, µ2, . . .) is an even partition.
Proof. As w2h(α) is odd and µ is an odd partition, as χ
α(2h)
µ = −χα
′
(2h)
µ 6= 0,
we have that ((2h)w2h(α), µ1, µ2, . . .) is even. By Corollary 3.2.5 and Theorem
3.2.8 we have that
(1n) ((2h)w2h(α), µ1, µ2, . . .)
χα a c
χβ b 0
for some a, b, c 6= 0 and so the above matrix is invertible and then
({χα, χβ}, {(1n), ((2h)w2h(α), µ1, µ2, . . .)}) is a sampling pair.
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Proposition 3.4.12. Let α, β ` n with β self-conjugate. Fix h ≥ 1 and
assume that wh(α) = wh(β), α(h) is self-conjugate and α(h) 6= β(h). Let µ be
such that ({χα(h) , χβ(h)}, {(1|α(h)|), µ}) is a sampling pair. Then
({χα, χβ}, {(hwh(α), 1n−hwh(α)), (hwh(α), µ1, µ2, . . .)})
is a sampling pair and (hwh(α), 1n−hwh(α)) and (hwh(α), µ1, µ2, . . .) are even
partitions.
Proof. As wh(α) = wh(β) and β is self-conjugate, (hwh(α), 1n−hwh(α)) is even.
As µ is even as at least one of χα(h)µ and χ
β(h)
µ is non-zero and α(h) and β(h)
are self-conjugate, we also have that (hwh(α), µ1, µ2, . . .) is even.
By Theorem 3.2.8 we have that
(hwh(α), 1n−hwh(α)) (hwh(α), µ1, µ2, . . .)
χα δh(α)f
α
h χ
α(h)
(1n−hwh(α))
δh(α)f
α
h χ
α(h)
µ
χβ δh(β)f
β
hχ
β(h)
(1n−hwh(α))
δh(β)f
β
hχ
β(h)
µ ,
and δh(α), δh(β), fαh , f
β
h 6= 0. Since ({χα(h) , χβ(h)}, {(1|α(h)|), µ}) is a sampling
pair, the above matrix is invertible and so the proposition holds.
Proposition 3.4.13. Let α, β ` n with β self-conjugate. Assume that for
some i ≥ 1 and some h odd all of the following hold:
• w2i+1(α) = w2i+1(β) = 0,
• w2i(α) > w2i(β),
• w2ih(α) > w2ih(β),
• w2i−1(α) = w2i−1(β),
• w2i−1h(α) = w2i−1h(β),
• w2i(α)− w2i(β) 6= w2ih(α)− w2ih(β),
• α(2i−1h) = β(2i−1h).
Define
λ := ((2i−1)w2i−1 (α), 1n−2
i−1w2i−1 (α)),
µ := ((2i−1h)w2i−1h(α), 1n−2
i−1hw2i−1h(α))}).
Then ({χα, χβ}, {λ, µ}) is a sampling pair and λ and µ are even partitions.
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Proof. We have that λ and µ are even partitions as w2i−1(α) = w2i−1(β),
w2i−1h(α) = w2i−1h(β) and β is self-conjugate by assumption. Let
λ µ
χα a c
χβ b d
Proving the proposition is equivalent to prove that(
a c
b d
)
is invertible. As w2i+1(α) = w2i+1(β) = 0, so that w2i+1k(α) = w2i+1k(β) = 0
for every k ≥ 1, and from Theorem 3.2.8 and Corollary 3.2.13 we have that
a = ± w2i−1(α)!
2w2i (α)
∏
p>2
∏
j≥1 p
w
pj2i−1 (α)
deg(χα(2i−1)),
b = ± w2i−1(α)!
2w2i (β)
∏
p>2
∏
j≥1 p
w
pj2i−1 (β)
deg(χβ(2i−1)),
c = ± w2i−1h(α)!
2w2ih(α)
∏
p>2
∏
j≥1 p
w
pj2i−1h(α)
deg(χα(2i−1h)),
d = ± w2i−1h(α)!
2w2ih(β)
∏
p>2
∏
j≥1 p
w
pj2i−1h(β)
deg(χβ(2i−1h)),
where the signs may differ on each line. As α(2i−1h) = β(2i−1h), which also
implies that α(2i−1) = β(2i−1), we have that
det
(
a c
b d
)
= w2i−1(α)!w2i−1h(α)! deg(χ
α(2i−1)) deg(χα(2i−1h))(
± 1
r2w2i (α)+w2ih(β)
±′ 1
s2w2i (β)+w2ih(α)
)
for some r, s odd and some signs±,±′. As w2i(α)−w2i(β) 6= w2ih(α)−w2ih(β)
we have that w2i(α) + w2ih(β) 6= w2i(β) + w2ih(α) and so
± 1
r2w2i (α)+w2ih(β)
±′ 1
s2w2i (β)+w2ih(α)
6= 0.
In particular
det
(
a c
b d
)
6= 0
and so the proposition is proved.
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Lemma 3.4.14. Let γ be a partition. Assume that γ is a 4-core. Then
γ(2) = ((m1,m1−1, . . . , 1), (m2,m2−1, . . . , 1)) for some m1,m2 ≥ 0. Further
m1 = m2 if and only if γ is self-conjugate.
Proof. The first part follows from the fact that γ(2)0 and γ
(2)
1 are 2-cores, as
γ is a 4-core (Theorem 3.1.36) together with Theorem 3.1.25.
The second part follows from Theorems 3.1.30 and 3.1.31 and the fact
that 2-cores are self-conjugate (Corollary 3.1.26).
Lemma 3.4.15. Let γ be the partition with γ(2) = (m,m − 1, . . . , 1) and
γ(2) = ((m1,m1 − 1, . . . , 1), (m2,m2 − 1, . . . , 1)).
If m+m1 +m2 = 0 then γ = (0). If m+m1 +m2 > 0 then
max{hγi,j : hγi,j is odd} = 2(m+m1 +m2)− 1
and 2(m+m1 +m2)− 1 has multiplicity 1 in H(γ).
Proof. If m,m1,m2 = 0 then the lemma clearly holds. So assume now that
m+m1 +m2 > 0. As H(γ) = H(γ′), by Theorem 3.1.31 we can assume that
m1 ≥ m2 if m is even or that m2 ≥ m1 if m is odd. We will first show that
X :={2, 6, . . . , 4m1 − 2}
∪ {1, 3, . . . , 2(m+m1 −m2)− 1,
2(m+m1 −m2) + 3, 2(m+m1 −m2) + 7, . . . ,
2(m+m1 −m2) + 4m2 − 1}.
is a β-set for γ. Notice that
|{i : 2i ∈ X}| =m1
|{i : 2i+ 1 ∈ X}| =(m+m1 −m2) +m2 = m+m1
and so the 2-core of P (X) is given by (m,m− 1, . . . , 1). We will now prove
that P (X) has 2-quotient ((m1,m1 − 1, . . . , 1), (m2,m2 − 1, . . . , 1)).
If m is even then |X| = m+ 2m1 is even and
{i : 2i ∈ X} ={1, 3, . . . , 2m1 − 1}
=X(m1,m1−1,...,1),
{i : 2i+ 1 ∈ X} ={0, 1, . . . ,m+m1 −m2 − 1,
(m+m1 −m2) + 1, (m+m1 −m2) + 3, . . . ,
(m+m1 −m2) + 2m2 − 1}
=X
+(m+m1−m2)
(m2,m2−1,...,1)
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and so in this case the 2-quotient of P (X) is
((m1,m1 − 1, . . . , 1), (m2,m2 − 1, . . . , 1)).
If m is odd we have that
X+1 = {0, 2, . . . , 2(m+m2−m1),
2(m+m2−m1)+4, 2(m+m2−m1)+8, . . . , 2(m+m2−m1)+4m1}
∪ {3, 7, . . . , 4m2−1}
and |X+1| = m+ 2m1 + 1 is even. As
{i : 2i ∈ X+1} ={0, 1, . . . ,m+m2 −m1,
(m+m2 −m1) + 2, (m+m2 −m1) + 4, . . . ,
(m+m2 −m1) + 2m1}
=X
+(m+m2−m1+1)
(m1,m1−1,...,1) ,
{i : 2i+ 1 ∈ X+1} ={1, 3, . . . , 2m2 − 1}
=X(m2,m2−1,...,1)
and so the 2-quotient of P (X) = P (X+1) is
((m1,m1 − 1, . . . , 1), (m2,m2 − 1, . . . , 1)).
In particular P (X) = γ. We will now prove that lemma using Theorem
3.1.21. We have that
max{x : x ∈ X and x is even} =
{
4m1 − 2 m1 > 0
6 ∃ m1 = 0
min{x : x 6∈ X and x is even} = 0
max{x : x ∈ X and x is odd} = 2(m+m1 +m2)− 1
min{x : x 6∈ X and x is odd} = 2(m+m1 −m2) + 1.
As
4m1 − 2− (2(m+m1 +m2)− 1) < 2(m+m1 −m2) + 1,
we have that x− (2(m+m1 +m2)− 1) ∈ X or x− (2(m+m1 +m2)− 1) < 0
for x ∈ X even. In particular from Theorem 3.1.21 it follows that
max{hγi,j : hγi,j is odd} = 2(m+m1 +m2)− 1
and 2(m+m1 +m2)− 1 has multiplicity 1 in H(γ).
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For example if γ is as in the lemma for m = 2, m1 = 3 and m2 = 0 then
the β-set we constructed in the lemma is
X = {2, 6, 10, 1, 3, 5, 7, 9} = {1, 2, 3, 5, 6, 7, 9, 10}
and so
γ = (3, 3, 2, 2, 2, 1, 1, 1).
The hook lengths of γ′ = (8, 5, 2), which are equal to those of γ, are
10 9 7 6 5 3 2 1
6 5 3 2 1
2 1
and so
max{h ∈ H(γ) : h is odd} = 9 = 2(m+m1 +m2)− 1
and w9(γ) = 1.
Lemma 3.4.16. Let α, β ` n with α not self-conjugate and β self-conjugate.
Assume that:
• α and β are 4-cores,
• for h ≥ 1 we have that wh(α) ≥ wh(β),
• w2(α) > w2(β),
• for h ≥ 1 odd we have that w2h(α)−w2h(β) = w2(α)−w2(β) and α(2h)
is self-conjugate whenever w2h(α) 6= w2h(β).
Then α = (3) or α = (13) and β = (2, 1).
Proof. By Theorem 3.4.14 and Lemma 3.1.25 we can write
α(2) = (l1, l1 − 1, . . . , 1),
α(2) = ((m1,m1 − 1, . . . , 1), (m2,m2 − 1, . . . , 1)),
β(2) = (l2, l2 − 1, . . . , 1),
β(2) = ((m,m− 1, . . . , 1), (m,m− 1, . . . , 1))
for some l1, l2,m1,m2,m ≥ 0 with m1 6= m2. By Theorem 3.1.31 we can
assume that m1 > m2. With this assumption from Theorems 3.1.35 and
3.1.36 we have that
w2(2m1−1)(α) = w2m1−1((m1,m1−1, . . . , 1))+w2m1−1((m2,m2−1, . . . , 1)) = 1,
w2(2m1−1)(β) = 2w2m1−1((m,m−1, . . . , 1)).
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By assumption it then follows that w2m1−1((m,m − 1, . . . , 1)) = 0 and so
m1 > m. By assumption we then also have that
w2(α)− w2(β) = w2(2m1−1)(α)− w2(2m1−1)(β) = 1
and so, as
|α(2)|+ 2w2(α) = |α| = |β| = |β(2)|+ 2w2(β)
it follows that |α(2)| = |β(2)| − 2 and so l1 = 1 and l2 = 2. If m1 = 1 we have
that α = (3) and β = (2, 1), as 0 ≤ m2,m < m1 = 1 and then m2,m = 0
(if we had started with m1 < m2 we would have obtained α = (13) and
β = (2, 1)).
So assume now that m1 ≥ 2. By assumption we have that α(2(2m1−1)) is
self-conjugate. From Corollary 3.1.39 it follows that
(α(2(2m1−1)))
(2) = ((m1,m1 − 1, . . . , 1)(2m1−1), (m2,m2 − 1, . . . , 1)(2m1−1))
= ((m1 − 2,m1 − 3, . . . , 1), (m2,m2 − 1, . . . , 1))
and then, from Theorem 3.1.31, that m2 = m1 − 2. As w2(α) − w2(β) = 1
we also have that
m1(m1 + 1) +m2(m2 + 1)
2
= m(m+ 1) + 1.
As m2 = m1 − 2 and m ≤ m1 − 1 we have that
m(m+ 1) + 1 ≤ (m1 − 1)m1 + 1
=
m1(m1 + 1) + (m1 − 2)(m1 − 1)
2
=
m1(m1 + 1) +m2(m2 + 1)
2
with equality holding if and only if m = m1 − 1. In particular m = m1 − 1.
From Lemma 3.4.15 we have that
max{hαi,j : hαi,j is odd} = 2(1 +m1 +m1 − 2)− 1
< 2(2 + 2(m1 − 1))
= max{hβi,j : hβi,j is odd}.
In particular 2(2 + 2(m1 − 1)) 6∈ H(α) but 2(2 + 2(m1 − 1)) ∈ H(β), in
contradiction with the assumption that wh(α) ≥ wh(β) for each h ≥ 1.
Lemma 3.4.17. Let α, β ` n with α not self-conjugate and β self-conjugate.
Assume that:
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• α and β are 8-cores,
• w4(α) > w4(β),
• w4(α) is odd,
• for k ≥ 1 odd we have that w4k(α)−w4k(β) = w4(α)−w4(β) and α(4k)
is self-conjugate whenever w4k(α) 6= w4k(β).
Then there exists h odd with w2h(α) = 1.
Proof. By assumption we have that w4(α) 6= w4(β) and so α(4) is self-
conjugate. Also as α is an 8-core the partitions appearing in its 4-quotient
are 2-cores by Theorem 3.1.36. By Theorem 3.1.25 and Lemma 3.4.14 we
have that
α(4) =((m1,m1 − 1, . . . , 1), (m2,m2 − 1, . . . , 1), (m3,m3 − 1, . . . , 1),
(m4,m4 − 1, . . . , 1)),
(α(4))
(2) =((m,m− 1, . . . , 1), (m,m− 1, . . . , 1))
for some m1,m2,m3,m4,m ≥ 0. Define m′1,m′2,m′3,m′4 such that
{m1,m2,m3,m4} = {m′1,m′2,m′3,m′4}
as multisets and m′1 ≥ m′2 ≥ m′3 ≥ m′4. Also define γ0 and γ1 such that
(γ0, γ1) = α
(2).
First assume that m′1 = m′2. Then, as w4(α) = |α(4)| is odd, it follows
that m′3 6= m′4. As m′1 = m′2 ≥ m′3 > m′4 it follows that m1 +m3 6= m2 +m4
and both m1 +m3 and m2 +m4 are non-zero. By Theorem 3.1.29 and Lemma
3.4.15 we have that
max{hγ0i,j : hγ0i,j is odd} = 2(m+m1 +m3)− 1
6= 2(m+m2 +m4)− 1
= max{hγ1i,j : hγ1i,j is odd}.
Let h := max{2(m+m1 +m3)− 1, 2(m+m2 +m4)− 1}. Then h is odd and
by Theorem 3.1.36 and again by Lemma 3.4.15 it follows that
w2h(α) = wh(γ0) + wh(γ1) = 1.
So assume now that m′1 > m′2. First assume that m′1 = 1. Then
m′2,m
′
3,m
′
4 = 0. Let h := 2(m + m′1) − 1. Then h is odd and by Theo-
rem 3.1.36 and Lemma 3.4.15 it follows that w2h(α) = 1.
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Assume now that m′1 ≥ 2. By Theorem 3.1.36 we have that
w4(2m′1−1)(α) =
4∑
i=1
w2m′1−1((m
′
i,m
′
i − 1, . . . , 1)) = 1.
As β is self-conjugate and so w4(2m′1−1)(β) is even it follows that
w4(2m′1−1)(α) 6= w4(2m′1−1)(β)
and then by assumption α(4(2m′1−1)) is self-conjugate. Using Corollary 3.1.39
we have that
(α(4(2m′1−1)))
(4) = ((m1,m1−1, . . . , 1), (m2,m2−1, . . . , 1), (m3,m3−1, . . . , 1),
(m4,m4−1, . . . , 1)),
where mi = mi if mi 6= m′1 and mi = mi − 2 if mi = m′1. From Theorem
3.1.31 we have, as α(4(2m′1−1)) is self-conjugate, that m1 = m4 and m2 = m3.
In particular m1 + m3 = m2 + m4. As m′1 > m′2,m′3,m′4 it follows that
m1 +m3 6= m2 +m4 and that max{m+m1 +m3,m+m2 +m4} > 0. We can
then conclude similar to the case where m′1 = m′2 (with the only difference
that if m + m1 + m3 = 0 or m + m2 + m4 = 0 then γ0 or γ1 does not have
any node, and so in particular it does not have any hook of odd length, as
in this case γ0 or γ1 is the partition (0)).
Lemma 3.4.18. Let γ and δ be partitions with γ self-conjugate. If H(δ) and
H(γ) are equal then δ = γ.
Proof. For each k define
Hk(γ) := {hγi,j : (i, j) ∈ [γ] and i > k or j > k}
= H(γ) \ {hγi,j : (i, j) ∈ [γ], 1 ≤ i, j ≤ k}
and define Hk(δ) similarly.
We can assume that |γ|, |δ| ≥ 1 (so that H(δ) = H(γ) 6= ∅). In this case
hγ1,1 = maxH(γ) = maxH(δ) = h
δ
1,1.
Assume now that for some k ≥ 1 for 1 ≤ i, j ≤ k we have that (i, j) ∈ [γ]
if and only if (i, j) ∈ [δ] and in this case hγi,j = hδi,j. Then we also have that
Hk(γ) = Hk(δ). If Hk(γ), Hk(δ) = ∅ then the lemma holds. So assume now
that Hk(γ) = Hk(δ) 6= ∅. Then (1, k + 1), (k + 1, 1) ∈ [γ],
hγ1,k+1, h
γ
k+1,1 = maxHk(γ)
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and hγ1,k+1 has multiplicity 2 inHk(γ) = Hk(δ). In particular, as h
λ
i,j is strictly
decreasing in both i and j for any partition λ as long as nodes belong to the
partition, we have that (1, k + 1), (k + 1, 1) ∈ [δ] and hδ1,k+1, hδk+1,1 = hγ1,k+1.
For any partition λ and i, j ≥ 1 we have that λi − j ≥ 0 if and only if
(i, j) ∈ [λ] if and only if λ′j − i ≥ 0. In particular for any 1 ≤ i ≤ λ′1 and
1 ≤ j ≤ λ1 we have that
hλi,1 + h
λ
1,j − hλ1,1 = λi + λ′1 − i+ λ1 − j + λ′j − λ1 − λ′1 + 1
= (λi − j) + (λ′j − i) + 1
≥ 1
if and only if (i, j) ∈ [λ]. If this happens then
hλi,j = h
λ
i,1 + h
λ
1,j − hλ1,1.
As we have that hγ1,j = hδ1,j for every 1 ≤ j ≤ k + 1 and hγi,1 = hδi,1 for every
1 ≤ i ≤ k+1 and k+1 ≤ γ1, γ′1, δ1, δ′1 it follows that for every 1 ≤ i, j ≤ k+1
we have that (i, j) ∈ [γ] if and only if (i, j) ∈ [δ] and in this case hγi,j = hδi,j
and so the lemma follows by induction.
For example the hook lengths of (4, 2, 1, 1) are
7 4 2 1
4 1
2
1
and so H(4, 2, 1, 1) = {7, 4, 4, 2, 2, 1, 1, 1}. To see better how the reconstruc-
tion works in this case let δ be any partition with H(δ) = {7, 4, 4, 2, 2, 1, 1, 1}
and let Hk(δ) be defined as in the proof of Lemma 3.4.18. In this case
hδ1,1 = 7 = maxH(δ) and so H1(δ) = {4, 4, 2, 2, 1, 1, 1}. Now H1(δ) 6= ∅
and 4 = maxH1(δ) has multiplicity 2 in H1(δ). So (1, 2), (2, 1) ∈ [δ] and
hδ1,2, h
δ
2,1 = 4. Until now we know that the hook lengths of δ need to be of
the following form
7 4 · · ·
4 · · · ·
...
... . . . .
As h1,2 + h2,1 − h1,1 = 1 we also have that (2, 2) ∈ [δ] and hδ2,2 = 1. So now
we know that the hook lengths of δ satisfy
7 4 · · ·
4 1 · · ·
...
... . . . .
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As H2(δ) = {2, 2, 1, 1} we have that (1, 3), (3, 1) ∈ [δ] and hδ1,3, hδ3,1 = 2. So
now we have that the hook lengths of δ are of the form
7 4 2 · · ·
4 1 · · · ·
2 · · · · ·
...
...
... . . . .
As
h1,3 + h2,1 − h1,1 = h1,2 + h3,1 − h1,1 = −1
we have that (2, 3), (3, 2) 6∈ [δ] and so as δ is a partition we also have that
(3, 3) 6∈ [δ] (we could also have found that (2, 3), (3, 2), (3, 3) 6∈ [δ] as hδ2,2 = 1).
So the new graph of the hook lengths of δ is
7 4 2 · · ·
4 1
2
...
and H3(δ) = {1, 1}. In particular (1, 4), (4, 1) ∈ [δ] and hδ1,4, hδ4,1 = 1.
As |H3(δ)| = 2 no other node belongs to δ. So δ consists of the nodes
{(1, 1), (1, 2), (1, 3), (1, 4), (2, 1), (2, 2), (3, 1), (4, 1)}, that is δ = (4, 2, 1, 1).
Lemma 3.4.19. Let α, β ` n and hi ≥ 1 for 1 ≤ i ≤ r. Assume that
whi(α(h1,...,hi−1)) = whi(β(h1,...,hi−1)) for 1 ≤ i ≤ r and that α(h1,...,hr) 6=
β(h1,...,hr). Let λ, µ be unordered partitions such that
({χα(h1,...,hr) , χβ(h1,...,hr)}, {λ, µ})
is a sampling pair. Define
λ := (h
wh1 (α)
1 , h
wh2 (α(h1))
2 , . . . , h
whr (α(h1,...,hr−1))
r , λ1, λ2, . . .),
µ := (h
wh1 (α)
1 , h
wh2 (α(h1))
2 , . . . , h
whr (α(h1,...,hr−1))
r , µ1, µ2, . . .).
Then ({χα, χβ}, {α, µ}) is a sampling pair.
Proof. By Corollary 3.2.9 we have that
λ µ
χα aχ
α(h1,...,hr)
λ aχ
α(h1,...,hr)
µ
χβ bχ
β(h1,...,hr)
λ bχ
β(h1,...,hr)
µ
with a, b 6= 0 and so the lemma follows.
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We will now construct a sampling set for triples of characters of Sn of
the form {χα, χα′ , χβ}. Later, in Theorem 3.4.32, we will construct, indepen-
dently from here a universal sampling set for 3 for Sn. If we choose Γn,2 to be
the universal sampling set for 2 for Sn constructed in Theorem 3.3.15, then
each unordered partitions appearing in the set constructed here has at most
8 distinct part lengths larger than 1 and so, it could be proved, similarly as
it was done in Corollary 3.3.16 and Theorem 3.3.17 for the set constructed in
Theorem 3.3.15, that the number of conjugacy classes labeled by elements of
the set constructed in the next theorem can be bounded by a polynomial in
n. Unordered partitions appearing in the set constructed in Theorem 3.4.32
can have only at most two repeated parts longer than 1, but there is no
bound on the number of part lengths appearing in them, so that the number
of conjugacy classes labeled by elements of the set constructed in Theorem
3.4.32 is at least equal to the number of partitions of n into distinct parts.
Theorem 3.4.20. Let Γn,2 be a universal sampling set for 2 for Sn and let
α, β ` n with α not self-conjugate and β 6∈ {α, α′}. Let
Γ′n,3 := Γn,2
∪ {((3h)v, (5hk)w, (2i)x, (2l)y, γ1, γ2, . . .) |= n : h, k, y are odd,
x is even, 2 ≤ i ≤ 3, γ ∈ Γ|γ|,2 odd, h, k, l, y ≥ 1, v, w, s ≥ 0}
∪ {((3h)v, (5hk)w, (2i)x, ly, jz, 1m) |= n : h, k are odd,
x is even, y is even if l is even, z is even if j is even, 2 ≤ i ≤ 3,
h, k, l, j ≥ 1, v, w, x, y, z,m ≥ 0}.
Then ({χα, χα′ , χβ},Γ′n,3}) is a sampling pair.
Proof. If β is not self-conjugate the theorem follows from Theorem 3.4.2. So
assume now that β is self-conjugate, so that χβγ = 0 for every γ odd. Also
χαγ = χ
α′
γ if γ is even or χαγ = −χα′γ if γ is odd. So if λ, µ are even and ν is
odd we have that
λ µ ν
χα a c e
χα
′
a c −e
χβ b d 0
for some a, b, c, d, e which is invertible if and only if e 6= 0 and(
a c
b d
)
is invertible. In this case if λ, µ, ν ∈ Γ′n,3 we have that ({χα, χα′ , χβ},Γ′n,3) is
a sampling pair.
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Let ν ∈ Γn,2 such that ({χα, χα′}, {(1n), ν}) is a sampling pair. Then ν
is odd and e 6= 0. So to prove the theorem it is enough to show that there
exist λ, µ ∈ Γ′n,3 even such that (
a c
b d
)
is invertible. The proof of the theorem will be split into the following cases:
1. The hypotheses of Proposition 3.4.3 are satisfied by α and β.
2. The hypotheses of Proposition 3.4.4 are satisfied by α and β.
3. The hypotheses of Proposition 3.4.5 are satisfied by α and β.
4. The hypotheses of Proposition 3.4.6 are satisfied by α and β.
5. The hypotheses of Proposition 3.4.7 are satisfied by α and β.
6. For some h odd we have that w3h(α) = w3h(β) and the hypotheses of
Proposition 3.4.3 are satisfied by α(3h) and β(3h).
7. For some h odd we have that w3h(α) = w3h(β) and the hypotheses of
Proposition 3.4.4 are satisfied by α(3h) and β(3h).
8. The hypotheses of Proposition 3.4.8 are satisfied by α and β.
9. For some h, k odd w3h(α) = w3h(β), w5hk(α(3h)) = w5hk(β(3h)) and the
hypotheses of Proposition 3.4.3 are satisfied by α(3h,5hk) and β(3h,5hk).
10. For some h, k odd w3h(α) = w3h(β), w5hk(α(3h)) = w5hk(β(3h)) and the
hypotheses of Proposition 3.4.4 are satisfied by α(3h,5hk) and β(3h,5hk).
11. For some h, k odd w3h(α) = w3h(β), w5hk(α(3h)) = w5hk(β(3h)) and the
hypotheses of Proposition 3.4.5 are satisfied by α(3h,5hk) and β(3h,5hk).
12. For some h, k odd w3h(α) = w3h(β), w5hk(α(3h)) = w5hk(β(3h)) and the
hypotheses of Proposition 3.4.6 are satisfied by α(3h,5hk) and β(3h,5hk).
13. For some h, k odd and 2 ≤ i ≤ 3 we have that w3h(α) = w3h(β),
w5hk(α(3h)) = w5hk(β(3h)), w2i(α(3h,5hk)) = w2i(β(3h,5hk)) and the hy-
potheses of Proposition 3.4.3 are satisfied by α(3h,5hk,2i) and β(3h,5hk,2i).
14. For some h, k odd and 2 ≤ i ≤ 3 we have that w3h(α) = w3h(β),
w5hk(α(3h)) = w5hk(β(3h)), w2i(α(3h,5hk)) = w2i(β(3h,5hk)) and the hy-
potheses of Proposition 3.4.4 are satisfied by α(3h,5hk,2i) and β(3h,5hk,2i).
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15. For some h, k, l odd and 2 ≤ i ≤ 3 we have that w3h(α) = w3h(β),
w5hk(α(3h)) = w5hk(β(3h)), w2i(α(3h,5hk)) = w2i(β(3h,5hk)) and the hy-
potheses of Proposition 3.4.6 are satisfied by α(3h,5hk,2i) and β(3h,5hk,2i).
16. For some h, k odd and 2 ≤ i ≤ 3 we have that w3h(α) = w3h(β),
w5hk(α(3h)) = w5hk(β(3h)), w2i(α(3h,5hk)) = w2i(β(3h,5hk)) and the hy-
potheses of Proposition 3.4.11 are satisfied by α(3h,5hk,2i) and β(3h,5hk,2i).
17. For some h, k odd and 2 ≤ i ≤ 3 we have that w3h(α) = w3h(β),
w5hk(α(3h)) = w5hk(β(3h)), w2i(α(3h,5hk)) = w2i(β(3h,5hk)) and the hy-
potheses of Proposition 3.4.12 are satisfied by α(3h,5hk,2i) and β(3h,5hk,2i).
18. For some h, k odd and 2 ≤ j ≤ 3 we have that w3h(α) = w3h(β),
w5hk(α(3h)) = w5hk(β(3h)), w2j(α(3h,5hk)) = w2j(β(3h,5hk)) and the hy-
potheses of Proposition 3.4.13 are satisfied by α(3h,5hk,2j) and β(3h,5hk,2j)
for i = j − 1.
19. For some h, k odd w3h(α) = w3h(β), w5hk(α(3h)) = w5hk(β(3h)),
w4(α(3h,5hk)) = w4(β(3h,5hk)) and the hypotheses of Lemma 3.4.16 are
satisfied by α(3h,5hk,4) and β(3h,5hk,4).
To see that at least one of the above cases must be satisfied notice first
that, by Lemma 3.4.18, if α and β are the partitions obtained from α and β
by recursively taking certain cores then H(α) = H(β) if and only if α = β,
as β is self-conjugate. Assume now that none of Cases 1 to 12 is satisfied.
Then for some h, k ≥ 1 odd and i ≥ 1 we have that w3h(α) = w3h(β),
w5hk(α(3h)) = w5hk(β(3h)) and w2ihk(α(3h)) > w2ihk(β(3h)). As the partitions
appearing in (α(3h,5hk))(hk) and (β(3h,5hk))(hk) are 8-cores by Lemma 3.4.9,
we have that i = 1 or i = 2. By the exclusion of Cases 11 and 12 we
have that w4(α(3h,5hk)) = w4(β(3h,5hk)) and w2(α(3h,5hk)) 6= w2(β(3h,5hk)) if
i = 1 (and then also w2(α(3h,5hk,4)) 6= w2(β(3h,5hk,4))) or if i = 2 we have
that w8(α(3h,5hk)) = w8(β(3h,5hk)), that w4(α(3h,5hk)) 6= w4(β(3h,5hk)) and that
w2(α(3h,5hk)) = w2(β(3h,5hk)) (and then w4(α(3h,5hk,8)) 6= w4(β(3h,5hk,8)) and
w2(α(3h,5hk,8)) = w2(β(3h,5hk,8))). So by Lemma 3.4.17 we are in one of Cases
13 to 19. So at least one of the above cases must be satisfied.
We will now show that in each of the above cases there exists λ, µ ∈ Γ′n,3
as above. In the following we will often use that γ(a1,...,am,b) = γ(a1,...,am) if b
is divisible by at least one of the ai.
1. It follows from Proposition 3.4.3.
2. It follows from Proposition 3.4.4.
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3. It follows from Proposition 3.4.5.
4. It follows from Proposition 3.4.6.
5. It follows from Proposition 3.4.7.
6. We are in Case 9 by choosing k = 3.
7. We are in Case 10 by choosing k = 3.
8. Let h and k be given by Proposition 3.4.8. Let
λ := ((3h)w3h(α), (hk)whk(α(3h)), 1m) |= n,
µ := ((3h)w3h(α), (5hk)w5hk(α(3h)), (hk)whk(α(3h))−5w5hk(α(3h)), 1m
′
) |= n.
As h and k are odd we have that λ, µ ∈ Γ′n,3. The theorem then follows
from Proposition 3.4.8.
9. Let l be such that wl(α(3h,5hk)) < wl(β(3h,5hk)) and define
λ := ((3h)w3h(α), (5hk)w5hk(α(3h)), 1m) |= n,
µ := ((3h)w3h(α), (5hk)wk(α(3h)), lwl(β(3h,5hk)), 1m
′
) |= n.
As h and k are odd we have that that λ, µ ∈ Γ′n,3 and they are even.
The theorem then follows from Proposition 3.4.3 and Lemma 3.4.19.
10. Let l be such that wl(α(3h,5hk)) > wl(β(3h,5hk)) and such that wl(α(3h,5hk))
is even if l is even. Define
λ := ((3h)w3h(α), (5hk)w5hk(α(3h)), 1m) |= n,
µ := ((3h)w3h(α), (5hk)wk(α(3h)), lwl(α(3h,5hk)), 1m
′
) |= n.
As h and k are odd we have that λ, µ ∈ Γ′n,3 and they are even and so
the theorem follows from Proposition 3.4.4 and Lemma 3.4.19.
11. Let i > j ≥ 1 be such that w2i(α(3h,5hk)) > w2i(β(3h,5hk)) and such that
w2i(α(3h,5hk)) and w2j(α(3h,5hk)) are odd. Define
λ := ((3h)w3h(α), (5hk)w5hk(α(3h)), 1m) |= n,
µ := ((3h)w3h(α), (5hk)wk(α(3h)), (2i)w2i (α(3h,5hk)),
(2j)w2j (α(3h,5hk))−2
i−jw2i (α(3h,5hk)), 1m
′
) |= n.
As h and k are odd we have that λ, µ ∈ Γ′n,3 and they are even and
then the theorem follows from Proposition 3.4.5 and Lemma 3.4.19.
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12. Let l odd and i ≥ 1 be such that w2il(α(3h,5hk)) > w2il(β(3h,5hk)) and
w2i(α(3h,5hk)) is even. Define
λ := ((3h)w3h(α), (5hk)w5hk(α(3h)), 1m) |= n,
µ := ((3h)w3h(α), (5hk)wk(α(3h)), (2il)w2il(α(3h,5hk)),
(2i)w2i (α(3h,5hk))−lw2il(α(3h,5hk)), 1m
′
) |= n.
As h and k are odd we have that λ, µ ∈ Γ′n,3 and they are even. The
theorem then follows from Proposition 3.4.6 and Lemma 3.4.19.
13. Let l be such that wl(α(3h,5hk,2i)) < wl(β(3h,5hk,2i)). Define
λ := ((3h)w3h(α), (5hk)w5hk(α(3h)), (2i)w2i (α(3h,5hk)), 1m) |= n,
µ := ((3h)w3h(α), (5hk)w5hk(α(3h)), (2i)w2i (α(3h,5hk)), lwl(β(3h,5hk,2i)), 1m
′
) |= n.
As h and k are odd, as β is self-conjugate and as w2i((α(3h))(5hk)) is
equal to w2i((β(3h))(5hk)) and so is even we have that λ, µ ∈ Γ′n,3 and
they are even. The theorem then follows from Proposition 3.4.3 and
Lemma 3.4.19.
14. Let l be such that wl(α(3h,5hk,2i)) > wl(β(3h,5hk,2i)) and wl(α(3h,5hk,2i)) is
even if l is even. Define
λ := ((3h)w3h(α), (5hk)w5hk(α(3h)), (2i)w2i (α(3h,5hk)), 1m) |= n,
µ := ((3h)w3h(α), (5hk)w5hk(α(3h)), (2i)w2i (α(3h,5hk)), lwl(α(3h,5hk,2i)), 1m
′
) |= n.
As h and k are odd and w2i((α(3h))(5hk)) = w2i((β(3h))(5hk)) is even we
have that λ, µ ∈ Γ′n,3 and they are even. The theorem then follows from
Proposition 3.4.4 and Lemma 3.4.19.
15. Let l odd and j ≥ 1 such that w2j l(α(3h,5hk,2i)) > w2j l(β(3h,5hk,2i)) and
w2j(α(3h,5hk,2i)) is even. Define
λ := ((3h)w3h(α), (5hk)w5hk(α(3h)), 2i
w2i (α(3h,5hk)), 1m) |= n,
µ := ((3h)w3h(α), (5hk)w5hk(α(3h)), 2i
w2i (α(3h,5hk)), (2jl)w2j l(α(3h,5hk,2i)),
(2j)w2j (α(3h,5hk,2i)−lw2j l(α(3h,5hk,2i) , 1m
′
) |= n.
As h, k and l are odd and w2i(α(3h,5hk)) = w2i(β(3h,5hk)) is even we have
that λ, µ ∈ Γ′n,3 and they are even. The theorem then follows from
Proposition 3.4.6 and Lemma 3.4.19.
160 3.4. Universal Sampling Sets for 3 for Sn
16. Let l be such that w2l(α(3h,5hk,2i)) > w2l(β(3h,5hk,2i)), w2l(α(3h,5hk,2i)) is
odd and α(3h,5hk,2i,2l) is not self-conjugate. Let
µ ∈ Γ|α(3h,5hk,2i,2l)|,2
given by Lemma 3.4.1 such that
χ
α(3h,5hk,2i,2l)
µ = −χ
α′
(3h,5hk,2i,2l)
µ 6= 0
(which gives that µ′ is odd) and define
λ := ((3h)w3h(α), (5hk)w5hk(α(3h)), (2i)w2i (α(3h,5hk)), 1m) |= n,
µ := ((3h)w3h(α), (5hk)w5hk(α(3h)), (2i)w2i (α(3h,5hk)),
(2l)w2l(α(3h,5hk,2i)), µ1, µ2, . . .).
Then as h, k and w2l(α(3h,5hk,2i)) are odd and w2i(α(3h,5hk)) is equal to
w2i(β(3h,5hk)) and so is even we have that λ, µ ∈ Γ′n,3 and they are even,
and so the theorem follows from Proposition 3.4.11 and Lemma 3.4.19.
17. Let l be such that wl(α(3h,5hk,2i)) = wl(β(3h,5hk,2i)), (α(3h,5hk,2i))(l) is self-
conjugate and α(3h,5hk,2i,l) 6= α(3h,5hk,2i,l). Let
µ ∈ Γ|α(3h,5hk,2i,l)|,2
of the form (ab, 1m) such that
({χα(3h,5hk,2i,l) , χβ(3h,5hk,2i,l)}, {(1m′), µ})
is a sampling pair. Such a µ exists by the proof of Theorem 3.3.15.
Define
λ :=((3h)w3h(α), (5hk)w5hk(α(3h)), (2i)w2i (α(3h,5hk)), lwl(α(3h,5hk,2i)), 1m
′
) |=n,
µ :=((3h)w3h(α), (5hk)w5hk(α(3h)), (2i)w2i (α(3h,5hk)), lwl(α(3h,5hk,2i)), ab, 1m)|=n.
As h and k are odd and w2i(α(3h,5hk)) = w2i(β(3h,5hk)) is even we have
that λ, µ ∈ Γ′n,3 and they are even and so theorem follows from Propo-
sition 3.4.12 and Lemma 3.4.19.
18. Let l odd be such that w2j−1l(α(3h,5hk,2j)) > w2j−1l(β(3h,5hk,2j)) and
w2j−1l(α(3h,5hk,2j))− w2j−1l(α(3h,5hk,2j))
6= w2j−1(α(3h,5hk,2j))− w2j−1(α(3h,5hk,2j)).
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Let
λ :=((3h)w3h(α), (5hk)w5hk(α(3h)), (2j)w2j (α(3h,5hk)), (2j−2)w2j−2 (α(3h,5hk,2j)),
1m) |= n,
µ :=((3h)w3h(α), (5hk)w5hk(α(3h)), (2j)w2j (α(3h,5hk)), (2j−2l)w2j−2l(α(3h,5hk,2j)),
1m
′
) |= n.
We have that h and k are odd by assumption. In particular λ, µ ∈ Γ′n,3
and they are even and so the theorem follows from Proposition 3.4.13
and Lemma 3.4.19.
19. By Lemma 3.4.16 we have that α(3h,5hk,4) = (3) or α(3h,5hk,4) = (13) and
β(3h,5hk,4) = (2, 1). Let
λ := ((3h)w3h(α), (5hk)w5hk(α(3h)), 4w4(α(3h,5hk)), 13)
and
µ := ((3h)w3h(α), (5hk)w5hk(α(3h)), 4w4(α(3h,5hk)), 3).
Then λ, µ ∈ Γ′n,3 and they are even partitions, as h, k are even and
w4(α(3h,5hk)) = w4(β(3h,5hk)). The theorem then follows from Lemma
3.4.19.
We will now prove some lemmas which will be used to prove that the set
defined in Theorem 3.4.32 is a universal sampling set for 3 for Sn. The first
ones will show how we can, in certain situations construct some sampling
pairs.
Lemma 3.4.21. Let α, β, γ be distinct partitions of m. Also let Γm be a
universal sampling set for 2 for Sm. If wh(α) > wh(β), wh(γ) for some h ≥ 1
then there exist pi, ρ ∈ Γm such that ({χα, χβ, χγ}, {(hwh(α), 1m−hwh(α)), pi, ρ})
is a sampling pair.
Proof. Let pi, ρ ∈ Γm such that ({χβ, χγ}, {pi, ρ}) is a sampling pair. Then,
as wh(α) > wh(β), wh(γ), we have by Corollary 3.2.5 that
(hwh(α), 1m−hwh(α)) pi ρ
χα χα
(hwh(α),1m−hwh(α)) χ
α
pi χ
α
ρ
χβ 0 χβpi χ
β
ρ
χγ 0 χγpi χ
γ
ρ
.
By Theorem 3.2.8 we have that χα
(hwh(α),1m−hwh(α)) 6= 0. So the above matrix
is invertible and then the lemma follows.
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Lemma 3.4.22. Let α, β, γ be distinct partitions of m. Also for r ≥ 0 let
Γr be a universal sampling set for 2 for Sr. If for some h ≥ 1 we have that
wh(α) = wh(β) > wh(γ) and α(h) 6= β(h) then there exist pi, ρ ∈ Γm−hwh(α)
so that ({χα, χβ, χγ}, {(1m), (hwh(α), pi1, pi2, . . .), (hwh(α), ρ1, ρ2, . . .)}) is a sam-
pling pair.
Proof. Let pi, ρ ∈ Γm−hwh(α) such that ({χα(h) , χβ(h)}, {pi, ρ}) is a sampling
pair. As wh(α) = wh(β) > wh(γ) we have by Corollary 3.2.5 and Theorem
3.2.8 that
(1m) (hwh(α), pi1, pi2, . . .) (h
wh(α), ρ1, ρ2, . . .)
χα deg(χα) cαχ
α(h)
pi cαχ
α(h)
ρ
χβ deg(χβ) cβχ
β(h)
pi cβχ
β(h)
ρ
χγ deg(χγ) 0 0
for some cα, cβ 6= 0 and so the above matrix is invertible and the lemma
follows.
Lemma 3.4.23. Let α, β, γ be distinct partitions of m and for r ≥ 1 let
Γr be a universal sampling set for 2 for Sr. Assume that for some h ≥ 1
we have that γ is an h-core and that α and β each have a unique hook of
length h. Let (i1, j1) ∈ [α] and (i2, j2) ∈ [β] be the corresponding nodes. If
α \Rα11,j1 6= β \Rβi2,j2 then there exist pi, ρ ∈ Γm−h such that
{χα, χβ, χγ}, {(1m), (h, pi1, pi2, . . .)(h, ρ1, ρ2, . . .)})
is a sampling pair.
Proof. Similar to the proof of the previous lemma, using the Murnaghan-
Nakayama formula instead of Corollary 3.2.5 and Theorem 3.2.8.
Lemma 3.4.24. Let α, β, γ ` m. Assume that for some h ≥ 1 we have that
wh(α) = wh(β) = wh(γ) =: w and α(h), β(h) and γ(h) are pairwise distinct. If
({χα(h) , χβ(h) , χγ(h)}, {λ, µ, ν}) is a sampling pair then so is
({χα, χβ, χγ}, {(hw, λ1, λ2, . . .), (hw, µ1, µ2, . . .), (hw, ν1, ν2, . . .)}).
Proof. Assume that ({χα(h) , χβ(h) , χγ(h)}, {λ, µ, ν}) is a sampling pair. Then
by Theorem 3.2.8 we have that
(hw, λ1, λ2, . . .) (h
w, µ1, µ2, . . .) (h
w, ν1, ν2, . . .)
χα cαχ
α(h)
λ cαχ
α(h)
µ cαχ
α(h)
ν
χβ cβχ
β(h)
λ cβχ
β(h)
µ cβχ
β(h)
ν
χγ cγχ
γ(h)
λ cγχ
γ(h)
ν cγχ
γ(h)
ν
with cα, cβ, cγ 6= 0 and so the lemma follows.
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Lemma 3.4.25. Let α, β, γ ` m and, for r ≥ 0 let Γr to be a universal
sampling set for 2 for Sr. Assume that for some h ≥ 1 we have that α, β
and γ each have a unique hook of length h. Let (i1, j1) ∈ [α], (i2, j2) ∈ [β]
and (i3, j3) ∈ [γ] be the corresponding nodes. Assume that
α \Rαi1,j1 6= β \Rβi2,j2 = γ \Rγi3,j3 .
Let pi, ρ ∈ Γ|α\Rαi1,j1 | such that ({χ
α\Rαi1,j1 , χβ\R
β
i2,j2}, {pi, ρ}) is a sampling pair
and let ψ ∈ Γm such that (−1)l
β
i2,j2χβψ 6= (−1)l
γ
i3,j3χγψ. Then
({(χα, χβ, χγ}, {(h, pi1, pi2, . . .), (h, ρ1, ρ2, . . .), ν)})
is a sampling pair.
Proof. Notice that ψ exists by definition of Γm. From the Murnaghan-
Nakayama formula, the choice of pi, ρ, ψ and as β \ Rβi2,j2 = γ \ Rγi3,j3 we
have that
(hα1,1, pi1, pi2, . . .) (h
α
1,1, ρ1, ρ2, . . .) ψ
χα (−1)lαi1,j1χα\R
α
i1,j1
pi (−1)lαi1,j1χα\R
α
i1,j1
ρ χαψ
χβ (−1)lβi2,j2χβ\R
β
i2,j2
pi (−1)l
β
i2,j2χ
β\Rβi2,j2
ρ χ
β
ψ
χγ (−1)lγi3,j3χβ\R
β
i2,j2
pi (−1)l
γ
i3,j3χ
β\Rβi2,j2
ρ χ
γ
ψ
is invertible and so the lemma follows.
For the rest of this section we will extend the definition also to pairs (i, j)
with i, j ≥ 1 which do not belong to a partition. If α is a partition and
i, j ≥ 1 with (i, j) 6∈ [α] we define hαi,j := 0. The next lemmas give relations
between certain hook lengths of partitions in certain cases and will be used
later in the proof of Theorem 3.4.32.
Lemma 3.4.26. Let α 6= β ` m with α \Rα1,1 = β \Rβ1,1. Then α1 6= β1 and
α′1 6= β′1. Also α1 < β1 if and only if α′1 > β′1 and in this case the following
holds:
• (2, 1) ∈ [α],
• (1, 2) ∈ [β],
• hα2,1 > hβ2,1,
• hα1,2 < hβ1,2.
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Proof. First notice that as α 6= β ` m then m ≥ 2 and so (1, 1) ∈ [α], [β], so
that α \Rα1,1 and β \Rβ1,1 are defined. Let γ := α \Rα1,1 = β \Rβ1,1. Then
α1 + α
′
1 = h
α
1,1 + 1 = m− |γ|+ 1 = hβ1,1 + 1 = β1 + β′1.
So, as
[α] = α′1
α1
[γ]
[β] = β′1
β1
[γ]
we have that α1 6= β1, as α 6= β. As α1 + α′1 = β1 + β′1 it also easily
follows that α1 < β1 if and only if α′1 > β′1. Assume now that α1 < β1
and α′1 > β′1. As m ≥ 1 we have that α′1 > β′1 ≥ 1, from which follows
that (2, 1) ∈ [α]. If (2, 1) 6∈ [β] then hα2,1 > 0 = hβ2,1. So assume now that
(2, 1) ∈ [β]. Then
hα2,1 = α
′
1 + γ1 − 1 > β′1 + γ1 − 1 = hβ2,1.
In either case hα2,1 > h
β
2,1. Similarly (1, 2) ∈ [β] and hα1,2 < hβ1,2.
Lemma 3.4.27. Let α be a partition and i, j ≥ 1 with (i, 1) ∈ [α] and
(1, j) ∈ [α]. Then
α \Rαi,1 = (α1, . . . , αi−1, (α \Rα1,1)i, (α \Rα1,1)i+1, . . .),
(α \Rα1,j)′ = (α′1, . . . , α′j−1, (α \Rα1,1)′j, (α \Rα1,1)′j+1, . . .).
Proof. It is enough to prove that
α \Rαi,1 = (α1, . . . , αi−1, (α \Rα1,1)i, (α \Rα1,1)i+1, . . .),
since for every partition β and (k, l) ∈ [β] we have that
(β \Rβk,l)′ = β′ \Rβ
′
l,k.
Let X := {hα1,1, . . . , hαα′1,1}. By Theorem 3.1.20 we have that X is a
β-set for α. By Theorem 3.1.21 we have that X1 := {hα2,1, . . . , hαα′1,1, 0} is
a β-set for α \ Rα1,1 and X2 := {hα1,1, . . . , hαi−1,1, hαi+1,1, . . . , hαα′1,1, 0} a β-set
for α \ Rαi,1 respectively. Write X = {x1, . . . , xα′1}, X1 = {y1, . . . , yα′1} and
X2 = {z1, . . . , zα′1} with xk, yk, zk decreasing. Then
zk =
{
xk 1 ≤ k < i,
yk i ≤ k ≤ α′i
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and so it easily follows by the definition of β-set and as |X| = |X1| = |X2|
that
(α \Rαi,1)k =
{
αk 1 ≤ k < i,
(α \Rα1,1)k i ≤ k ≤ α′1
and then
α \Rαi,1 = (α1, . . . , αi−1, (α \Rα1,1)i, (α \Rα1,1)i+1, . . .).
The lemma follows also from considering that if (i, 1) ∈ [α] then
Rαi,1 = R
α
1,1 ∩ {(k, l) : k ≥ i}.
For example if we let α = (4, 4, 2) and i = 2 then the Young diagrams of
(4, 4, 2), (4, 4, 2) \R(4,4,2)2,1 = (4, 1) and (4, 4, 2) \R(4,4,2)1,1 = (3, 1) are given by
• • • +
• × × ×
× ×
in which • correspond to elements of (4, 4, 2), of (4, 4, 2) \ R(4,4,2)2,1 and of
(4, 4, 2)\R(4,4,2)1,1 , + to elements of (4, 4, 2) and of (4, 4, 2)\R(4,4,2)2,1 = (4, 3) but
not of (4, 4, 2)\R(4,4,2)1,1 and × to elements of (4, 4, 2) but not of (4, 4, 2)\R(4,4,2)2,1
or of (4, 4, 2) \R(4,4,2)1,1 .
Lemma 3.4.28. Let α, β ` m with (2, 1) ∈ [α] and (1, 2) ∈ [β]. Assume that
α \Rα1,1 = β \Rβ1,1 and α \Rα2,1 = β \Rβ1,2. Then α = (1m) and β = (m).
Proof. From Lemma 3.4.27 we have that
α \Rα2,1 = (α1, (α \Rα1,1)2, (α \Rα1,1)3, . . .),
(β \Rβ1,2)′ = (β′1, (β \Rβ1,1)′2, (β \Rβ1,1)′3, . . .).
As β′1 ≥ 1 by assumption we have that
(β \Rβ1,2)1 = |{i ≥ 1 : (β \Rβ1,2)′i ≥ 1}|
=
{
1 (β \Rβ1,1)′2 = 0,
max{i : (β \Rβ1,1)′i > 0} (β \Rβ1,1)′2 > 0
=
{
1 (β \Rβ1,1)′2 = 0,
(β \Rβ1,1)1 (β \Rβ1,1)′2 > 0.
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As (β \ Rβ1,1)1 ≤ 1 if (β \ Rβ1,1)′2 = 0 and (β \ Rβ1,1)1 > 1 if (β \ Rβ1,1)′2 > 0 we
have that
(β \Rβ1,2)1 = max{1, (β \Rβ1,1)1}.
As α \Rα1,1 = β \Rβ1,1 and α \Rα2,1 = β \Rβ1,2 it then follows that
α1 = max{1, (β \Rβ1,1)1} = max{1, (α \Rα1,1)1}.
As |α| > 0 we have that α1 > (α \ Rα1,1)1, as (α1, 1) ∈ Rα1,1 and so (α1, 1) is
an element of [α] \ [α \ Rα1,1]. So it follows that α1 = 1 and then α = (1m).
As β \ Rβ1,2 = α \ Rα2,1 = (1) it also follows that β = (m) and so the lemma
is proved.
Lemma 3.4.29. Assume that α, β, γ ` m satisfy the following conditions.
• hα1,1 = hβ1,1 > hγ1,1 = hα2,1 > hβ1,2,
• hβ2,1 = hγ2,1,
• α1 ≤ β1,
• α \Rα1,1 = β \Rβ1,1,
• γ \Rγ1,1 = α \Rα2,1.
Then (2, 1) ∈ [β], [γ] and β \Rβ2,1 = γ \Rγ2,1.
Proof. By Lemma 3.4.26 we have that (2, 1) ∈ [α] and (1, 2) ∈ [β]. By
assumption we have that
m ≥ hα1,1 > hα2,1 > hβ1,2 ≥ β1 − 1
and so β1 ≤ m− 1 and then β2 > 0, that is (2, 1) ∈ [β]. As hγ1,1 < hα1,1 ≤ m
we have that γ \ Rγ1,1 6= (0) and so (1, 1) ∈ [γ \ Rγ1,1] and then (2, 2) ∈ [γ].
In particular (2, 1) ∈ [γ]. By Lemma 3.4.27 and by assumption we have that
for i ≥ 2
(β \Rβ2,1)i = (β \Rβ1,1)i = (α \Rα1,1)i = (α \Rα2,1)i = (γ \Rγ1,1)i = (γ \Rγ2,1)i.
In particular (β \Rβ2,1)i = (γ \Rγ2,1)i for i ≥ 2. As
|β \Rβ2,1| = |β| − hβ2,1 = |γ| − hγ2,1 = |γ \Rγ2,1|
it then also follows that (β \Rβ2,1)1 = (γ \Rγ2,1)1 and so β \Rβ2,1 = γ \Rγ2,1.
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Lemma 3.4.30. Assume that α, β, γ are distinct partitions of m satisfying
the following conditions.
• hα1,1 = hβ1,1 > hγ1,1 = hα2,1 > hβ1,2,
• hα3,1 ≤ max{hβ1,2, hγ1,2},
• α \Rα1,1 = β \Rβ1,1,
• α \Rα2,1 = γ \Rγ1,1,
• α1 ≤ β1,
• (2, 2) ∈ [α].
Then (2, 2) ∈ [α], [β], [γ]. Let h := max{hβ1,2, hγ1,2}. Then if h | hβi,j and
(i, j) ∈ [β] or h | hγi,j and (i, j) ∈ [γ] we have that (i, j) ∈ {(1, 1), (1, 2), (2, 1)}.
If h > hα3,1 then α is an h-core, while if h = hα3,1 then if h | hαi,j and (i, j) ∈ [α]
then (i, j) ∈ {(1, 1), (2, 1), (3, 1)}.
Proof. As (2, 2) ∈ [α], α \ Rα1,1 = β \ Rβ1,1 and α \ Rα2,1 = γ \ Rγ1,1 we have
that (2, 2) ∈ [α], [β], [γ]. Then from Lemma 3.4.26 we have that 2 ≤ β′1 < α′1
and so (3, 1) ∈ [α]. As α \Rα1,1 = β \Rβ1,1 it then follows that hβ3,1 < hα3,1. As
γ2 > 0 we have that
γ2 = (γ \Rγ1,1)1 + 1 = (α \Rα2,1)1 + 1 = α1 + 1
and so
γ′1 = h
γ
1,1 − γ1 + 1 ≤ hγ1,1 − γ2 + 1 = hα2,1 − α1 = α′1 + α2 − α1 − 2 < α′1.
Also as α \Rα2,1 = γ \Rγ1,1 we have from Lemma 3.4.27 that
(γ \Rγ1,1)2 = (α \Rα2,1)2 = (α \Rα1,1)2
and so, if (3, 1) ∈ [γ],
hγ3,1 = γ
′
1 + (γ \Rγ1,1)2 − 2 < α′1 + (α \Rα1,1)2 − 2 = hα3,1.
If (3, 1) 6∈ [γ] then we have that hγ3,1 = 0 < hα3,1, as (3, 1) ∈ [α]. So we have
that
hγ3,1, h
β
3,1 < h
α
3,1 ≤ h
and then, as h = max{hβ1,2, hγ1,2}, if h | hβi,j and (i, j) ∈ [β] or h | hγi,j and
(i, j) ∈ [γ] it follows that (i, j) ∈ {(1, 1), (1, 2), (2, 1)}.
By Lemma 3.4.26 we have that hα1,2 < h
β
1,2 ≤ h and by assumption that
hα2,1 > h
β
1,2 and hα2,1 = h
γ
1,1 > h
γ
1,2, so that hα2,1 > h. In particular if hα3,1 < h
it follows that α is an h-core, while if hα3,1 = h then if h | hαi,j and (i, j) ∈ [α]
we have that (i, j) ∈ {(1, 1), (2, 1), (3, 1)}.
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Lemma 3.4.31. Let α, β, γ ` m be distinct partitions satisfying the follow-
ings.
• hα1,1 = hβ1,1 > hγ1,1 = hα2,1 = hβ1,2,
• α \Rα1,1 = β \Rβ1,1,
• α1 ≤ β1.
Then hα2,1 > 0 and α, β, γ each have a unique hook of length hα2,1. Further if
(2, 2) ∈ [α] then whα2,1(α), whα2,1(β), whα2,1(γ) = 1.
Proof. Notice that (2, 1) ∈ [α] by Lemma 3.4.26 and so hα2,1 > 0. From
Lemma 3.4.26 it follows that hα2,1 = h
β
1,2 > h
α
1,2, h
β
2,1 and so α and β have a
unique hook of length hα2,1.
It is clear that whα2,1(γ) = 1 as h
α
2,1 = h
γ
1,1 and so also γ has a unique hook
of length hα2,1.
Assume now that (2, 2) ∈ [α]. As we have already proved in the general
case that whα2,1(γ) = 1 we only have to prove that whα2,1(α), whα2,1(β) = 1. As
hα1,1 = h
β
1,1 and hα2,1 = h
β
1,2 > h
α
1,2, h
β
2,1 we have that whα2,1(α) = 1 if and only
if hα2,1 does not divide hα1,1 = h
β
1,1 if and only if whα2,1(β) = 1. So it is enough
to prove that whα2,1(α) = 1. As (2, 2) ∈ [α] we have that
hα2,1 < h
α
1,1 = h
α
1,2 + h
α
2,1 − hα2,2 < 2hα2,1.
In particular hα2,1 - hα1,1 and so the lemma follows.
Theorem 3.4.32. Let Γn,3 denote the set of (unordered) partitions of n
with at most two repeated parts larger than 1, and such that if there are two
repeated parts larger than 1 then one of them occurs with multiplicity 2. Then
Γn,3 is a universal sampling set for 3 for Sn.
Proof. We have that
Γ0,3 = {(0)}
Γ1,3 = {(1)}
Γ2,3 = {(2), (12)}
and so if n ≤ 2 then Γn,3 is a sampling set for Irr(Sn) and then Γn,3 is
universal sampling for 3 in this case.
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Assume now that n ≥ 3. It is enough to prove that for every α, β, γ ` n
distinct partitions there exist λ, µ, ν ∈ Γn,3 such that ({χα, χβ, χγ}, {λ, µ, ν})
is a sampling pair. For m ≥ 0 let
Γm,2 := {(a1, . . . , ar, bc, 1d) |= m : r, c, d ≥ 0,
a1 > . . . > ar and b 6= aj for 1 ≤ j ≤ r}.
By Theorem 3.3.5 this is a universal sampling set for 2 for Sm. When applying
Lemmas 3.4.21 or 3.4.22 in the rest of the proof we will always take Γi := Γi,2,
without specifying it. By definition we have that Γm,2 ⊆ Γm,3. Also, up to
reordering its parts, (h, δ1, δ2, . . .) ∈ Γm+h,3 for every m,h ≥ 0 and δ ∈ Γm,2.
We have that Γ3,3 = {(3), (2, 1), (13)} is a universal sampling set for 3
for S3. Also if m is such that there exists at least 3 distinct partitions of m
then m ≥ 3. Assume now that Γm,3 is a universal sampling set for 3 for each
m < n. We will prove by induction that Γn,3 is also universal sampling for
3. We will do this by finding some λ, µ, ν which up to reordering their parts
are in Γn,3 such that ({χα, χβ, χγ}, {λ, µ, ν}) is a sampling pair.
The proof will be divided into different cases. The following cases cover
all possibilities, up to reordering α, β and γ.
• hα1,1 = hβ1,1 = hγ1,1,
– α \Rα1,1, β \Rβ1,1, γ \Rγ1,1 are pairwise distinct: Case 1.
– α \Rα1,1 = β \Rβ1,1 6= γ \Rγ1,1: Case 2.
– α \Rα1,1 = β \Rβ1,1 = γ \Rγ1,1,
∗ α1 ≤ β1 ≤ γ1 and hα2,1 6= hγ1,2: Case 3.
∗ α1 ≤ β1 ≤ γ1 and hα2,1 = hγ1,2: Case 4.
• hα1,1 = hβ1,1 > hγ1,1,
– α \Rα1,1 6= β \Rβ1,1: Case 5.
– α \Rα1,1 = β \Rβ1,1 and α1 ≤ β1,
∗ hα2,1, hβ1,2 < hγ1,1: Case 6.
∗ hα2,1 6= hβ1,2 and max{hα2,1, hβ1,2} = hγ1,1,
· If hα2,1 > hβ1,2 then γ \ Rγ1,1 6= α \ Rα2,1, while if hα2,1 < hβ1,2 then
γ \Rγ1,1 6= β \Rβ1,2: Case 7.
· If hα2,1 > hβ1,2 then γ \ Rγ1,1 = α \ Rα2,1, while if hα2,1 < hβ1,2 then
γ \Rγ1,1 = β \Rβ1,2,
• If hα2,1 > hβ1,2 then hα3,1 > hβ1,2, hγ1,2, while if hα2,1 < hβ1,2 then
hβ1,3 > h
α
2,1, h
γ
2,1: Case 8.
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• (2, 2) 6∈ [α] and if hα2,1 > hβ1,2 then hα3,1 ≤ max{hβ1,2, hγ1,2}, while
if hα2,1 < h
β
1,2 then h
β
1,3 ≤ max{hα2,1, hγ2,1}: Case 9.
• (2, 2) ∈ [α] and if hα2,1 > hβ1,2 then hα3,1 = max{hβ1,2, hγ1,2}, while
if hα2,1 < h
β
1,2 then h
β
1,3 = max{hα2,1, hγ2,1}: Case 10.
• (2, 2) ∈ [α] and if hα2,1 > hβ1,2 then hα3,1 < max{hβ1,2, hγ1,2}, while
if hα2,1 < h
β
1,2 then h
β
1,3 < max{hα2,1, hγ2,1}: Case 11.
∗ hα2,1 6= hβ1,2 and max{hα2,1, hβ1,2} > hγ1,1: Case 12.
∗ hα2,1 = hβ1,2 = hγ1,1,
· α \Rα2,1, β \Rβ1,2, γ \Rγ1,1 are pairwise distinct: Case 13.
· two of α\Rα2,1, β\Rβ1,2, γ\Rγ1,1 are equal while the other is different:
Case 14.
· α \Rα2,1 = β \Rβ1,2 = γ \Rγ1,1: Case 15.
∗ hα2,1 = hβ1,2 > hγ1,1: Case 16.
• hα1,1 > hβ1,1, hγ1,1: Case 17.
For each of the above cases we will now show how to construct λ, µ, ν.
1. Let λ, µ, ν ∈ Γ|α\Rα1,1|,3 with ({χα\R
α
1,1 , χβ\R
β
1,1 , χγ\R
γ
1,1}, {λ, µ, ν}) a sam-
pling pair. As α \ Rα1,1, β \ Rβ1,1, γ \ Rγ1,1 are hα1,1-cores we have that
hα1,1 is not a part of λ, µ, ν by Corollary 3.2.5 and so, by Lemma
3.4.24, we can take λ := (hα1,1, λ1, λ2, . . .), µ := (hα1,1, µ1, µ2, . . .) and
ν := (hα1,1, ν1, ν2, . . .), as λ, µ, ν ∈ Γn,3.
2. We can apply Lemma 3.4.25 to γ, α, β and hα1,1.
3. By Lemma 3.4.26 we have that (2, 1) ∈ [α], [β] and (1, 2) ∈ [β], [γ]
and that hα1,2 < h
β
1,2 < h
γ
1,2 and hα2,1 > h
β
2,1 > h
γ
2,1. By assumption we
have hα2,1 6= hγ1,2. We will assume that hα2,1 > hγ1,2 (the other case is
similar). Then as hα1,1 = h
β
1,1 = h
γ
1,1 we have that whα2,1(α) = 1 and
whα2,1(β), whα2,1(γ) = 0. So we can apply Lemma 3.4.21 to α, β, γ and
hα2,1.
4. From Lemma 3.4.26 we have that (2, 1) ∈ [α], [β], that (1, 2) ∈ [β], [γ]
and, as hα2,1 = h
γ
1,2 that hα2,1 > hα1,2, h
β
1,2, h
β
2,1, h
γ
2,1. So, as by assumption
hα1,1 = h
β
1,1 = h
γ
1,1 we have that whα2,1(α), whα2,1(γ) = 1 and whα2,1(β) = 0.
If α \Rα2,1 6= γ \Rγ1,2 we can apply Lemma 3.4.22 to α, γ, β and hα2,1.
Assume now that α\Rα2,1 = γ \Rγ1,2. Then from Lemma 3.4.28 we have
that α = (1n) and γ = (n). As β \Rβ1,1 = α \Rα1,1 = (0) and β 6∈ {α, γ}
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we have that β = (b, 1n−b) for some 2 ≤ b < n. So
(1n) (n) (n− 1, 1)
χα 1 (−1)n−1 (−1)n−2
χβ deg(χβ) (−1)n−b 0
χγ 1 1 1
which has determinant
(−1)n2 deg(χβ) + (−1)n−b + (−1)b+1.
As deg(χβ) > 1 the above submatrix of the character table is invertible.
As (1n), (n), (n − 1, 1) ∈ Γn,2 we can take λ := (1n), µ := (n) and
ν := (n− 1, 1).
5. As hα1,1 = h
β
1,1 > h
γ
1,1 and α\Rα1,1 6= β \Rβ1,1 we can apply Lemma 3.4.22
to α, β, γ, hα1,1.
6. From Lemma 3.4.26 we have that hα2,1 > h
β
2,1 and hα1,2 < h
β
1,2. As
hα1,1, h
β
1,1 > h
γ
1,1 > h
α
2,1, h
β
1,2 we have that whγ1,1(α), whγ1,1(β) = 0 and so
we can apply Lemma 3.4.21 for γ, α, β and hγ1,1.
7. We will assume that hα2,1 > h
β
1,2 as the other case is similar. Then
hγ1,1 = h
α
2,1. From Lemma 3.4.26 we then also have that hα2,1 > h
β
2,1 and
hα2,1 > h
β
1,2 > h
α
1,2. As hα1,1 = h
β
1,1 we have that whα2,1(α), whα2,1(γ) = 1
and whα2,1(β) = 0. As α \Rα2,1 6= γ \Rγ1,1 we can apply Lemma 3.4.22 to
α, γ, β and hα2,1.
8. We will assume that hα2,1 > h
β
1,2. As hα3,1 > h
β
1,2, h
γ
1,2 ≥ 0 we have that
hα3,1 > 0 and so (3, 1) ∈ [α]. As hβ1,1 = hα1,1 > hα3,1 and hγ1,1 = hα2,1 > hα3,1,
if there exists (j, k) such that hβj,k = h
α
3,1 or h
γ
j,k = h
α
3,1 then j ≥ 2 and
k = 1. Also from Lemma 3.4.26 we have that hα1,2 < h
β
1,2 < h
α
3,1. So
α, β, γ each have at most one hook of length hα3,1. For j ≥ 2 we have
that
(α \Rα3,1)1 = α1,
(β \Rβj,1)1 = β1 > α1,
(γ \Rγj,1)1 = γ1 > (γ \Rγ1,1)1 = (α \Rα2,1)1 = α1
as γ1 ≥ 1.
First assume that β and γ are hα3,1-cores. Then as wαh3,1 ≥ 1 we can
apply Lemma 3.4.21 to α, β, γ and hα3,1.
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Next assume that one of β or γ is a hα3,1-core while the other is not.
We will assume that β is not a hα3,1-core while γ is a hα3,1-core (the
other case is similar). Let j such that hβj,1 = hα3,1. Then j ≥ 2 and so
α \Rα3,1 6= β \Rβj,1. So we can apply Lemma 3.4.22 to α, β, γ and hα3,1.
Finally assume that neither of β or γ is an hα3,1-core. As α1 < β1 we
have that hβ3,1 < hα3,1 (as (3, 1) ∈ [α]). Also as γ1 > α1 and hα1,1 > hγ1,1
we have that α′1 > γ′1 and so, if (3, 1) ∈ [γ], then
hγ3,1 = γ
′
1 + (γ \Rγ1,1)2 − 2
= γ′1 + (α \Rα2,1)2 − 2
= γ′1 + (α \Rα1,1)2 − 2
< α′1 + (α \Rα1,1)2 − 2
= hα3,1.
If (3, 1) 6∈ [γ] we still have that hγ3,1 < hα3,1. So, as
hβ1,1, h
γ
1,1 > h
α
3,1 > h
β
1,2, h
β
3,1, h
γ
1,2, h
γ
3,1
and β and γ are not hα3,1-cores we have that hα3,1 = h
β
2,1 = h
γ
2,1 and these
are the only hooks of α, β and γ of length hα3,1. By the previous part
and Lemma 3.4.29 we have that α \ Rα3,1 6= β \ Rβ2,1 = γ \ Rγ2,1. So we
can apply Lemma 3.4.25 to α, β, γ and hα3,1.
9. As (2, 2) 6∈ [α] and α \ Rα1,1 = β \ Rβ1,1 we have that (2, 2) 6∈ [β]. So
α = (a, 1n−a) and β = (b, 1n−b) for some 1 ≤ a, b ≤ n. As a ≤ b and
α 6= β we have that a < b. We will now assume that hα2,1 > hβ1,2, that is
that n− a > b− 1. Then we have that γ \Rγ1,1 = α \Rα2,1 = (a) and so
γ = (c, a+ 1, 1n−a−c−1) for some a+ 1 ≤ c ≤ n− a− 1. By assumption
we have that hα2,1 = h
γ
1,1 > 1, in particular (3, 1) ∈ [α]. We have that
hα3,1 = n− a− 1
hβ1,2 = b− 1 ≤ n− a− 1
hγ1,2 = c ≤ n− a− 1.
As by assumption we have that hα3,1 ≤ max{hβ1,2, hγ1,2} we then have
that hα3,1 = max{hβ1,2, hγ1,2}.
Assume first that hα3,1 = h
γ
1,2. In this case c = n − a − 1 and so
γ = (n− a− 1, a+ 1). As a < b ≤ n− a we have that
hα1,2 = a− 1 < n− a− 1 = hα3,1,
hβ2,1 < n− a = hα2,1.
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By assumption we also have that hβ1,2 < hα2,1. Then
(n) (n− a, a) (n− a− 1, a+ 1)
χα (−1)n−a (−1)n−a−1χ(a)(a) (−1)n−a−2χ(a,1)(a+1)
χβ (−1)n−b 0 δb−1,n−a−1χ
(1n−b+1)
(a+1)
+δn−b,n−a−1(−1)n−b−1χ(b)(a+1)
χγ 0 −χ(a)(a) −χ(a,1)(a+1) + δa+1,n−a−1χ(n−a−1)(a+1)
=
(n) (n− a, a) (n− a− 1, a+ 1)
χα (−1)n−a (−1)n−a−1 (−1)n−a−1
χβ (−1)n−b 0 (−1)n−b(δb−1,n−a−1 − δn−b,n−a−1)
χγ 0 −1 1 + δa+1,n−a−1
which has determinant
(−1)a+b(2 + δa+1,n−a−1 + δb−1,n−a−1 − δn−b,n−a−1) 6= 0.
So, as (n), (n − a, a), (n − a − 1, a + 1) ∈ Γn,3, we are finished in this
case.
Assume now that hα3,1 > h
γ
1,2. Then h
β
1,2 = h
α
3,1. So β = (n− a, 1a) and
γ = (c, a + 1, 1n−a−c−1) for some a + 1 ≤ c ≤ n − a − 2. Assume first
that ±α deg(χα) ±β deg(χβ) ±γ deg(χγ) 6= 0 for every choice of signs
±α,±β,±γ. Then
(1n) (n) (n− a, a)
χα deg(χα) (−1)n−a (−1)n−a−1
χβ deg(χβ) (−1)a 0
χγ deg(χγ) 0 (−1)n−a−c
is invertible, as it has determinant
(−1)n+c deg(χα) + (−1)c+1 deg(χβ) + (−1)n deg(χγ) 6= 0.
So, as (1n), (n), (n − a, a) ∈ Γn,3, we can take λ := (1n), µ := (n) and
ν := (n− a, a).
Assume now that ±α deg(χα)±βdeg(χβ)±γdeg(χγ) = 0 for some choice
of signs ±α,±β,±γ. We have that
H(α) = {n} ∪ {a− 1, . . . , 1} ∪ {n− a, . . . , 1},
H(β) = {n} ∪ {n− a− 1, . . . , 1} ∪ {a, . . . , 1}.
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Also the hook lengths of γ are given by
n− a c . . . c− a+ 1 c− a− 1 . . . 1
n− c a . . . 1
n− a− c− 1
...
1.
So, using the hook formula (Theorem 3.2.11) we have that
deg(χα) =
n!
n(a− 1)!(n− a)! ,
deg(χβ) =
n!
na!(n− a− 1)! ,
deg(χγ) =
n!(c− a)
(n− a)(n− c)c!a!(n− a− c− 1)! .
Then
(n− 1)!
a!(n− a)!
(
±αa±β (n− a)±γ n(c− a)(n− a− 1)!
(n− c)c!(n− a− c− 1)!
)
= 0
for some ±α,±β,±γ. In particular
n(c− a)(n− a− 1)!
(n− c)c!(n− a− c− 1)! ≤ n,
that is
(c− a)(n− a− 1)!
(n− c)c!(n− a− c− 1)! ≤ 1.
By assumption we have that c ≥ a+ 1 ≥ 2 and that n− a− c− 1 ≥ 1,
as c = hγ1,2 < hα3,1 = n− a− 1. So, since 0 < a+ 1 ≤ c ≤ n− a− 2,
(n−a−1)!
c!(n−a−c−1)! =
(
n−a−1
c
)
≥
(
n−a−1
1
)
= n−a−1 ≥ n−c
and then
(c− a)(n− a− 1)!
(n− c)c!(n− a− c− 1)! ≥ c− a.
As
(c− a)(n− a− 1)!
(n− c)c!(n− a− c− 1)! ≤ 1
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we have that c = a + 1. So if ±α deg(χα) ±β deg(χβ) ±γ deg(χγ) = 0
for some ±α,±β,±γ, then γ = (a + 1, a + 1, 1n−2a−2) and n > 2a + 2.
If n− 2a− 2 = n− a− c− 1 ≥ 2 then, as c = a+ 1 ≥ 2, we would have
that
(c− a)(n− a− 1)!
(n− c)c!(n− a− c− 1)! =
1
(n− a− 1)
(
n− a− 1
a+ 1
)
> 1
which would give a contradiction. So n − 2a − 2 = 1, which gives
γ = (a+ 1, a+ 1, 1). In particular n = 2a+ 3 and so α = (a, 1a+3) and
β = (a+ 3, 1a). In this case
(2a+ 3) (a+ 3, a) (a+ 2, a+ 1)
χα (−1)a+3 (−1)a+2χ(a)(a) (−1)a+1χ(a,1)(a+1)
χβ (−1)a 0 χ(1a+1)(a+1)
χα 0 χ
(a)
(a) −χ(a+1)(a+1)
=
(2a+ 3) (a+ 3, a) (a+ 2, a+ 1)
χα (−1)a+1 (−1)a (−1)a
χβ (−1)a 0 (−1)a
χα 0 1 −1
is invertible. As (2a+ 3), (a+ 3, a), (a+ 2, a+ 1) ∈ Γn,3, we are done.
10. We will assume that hα2,1 > h
β
1,2. From Lemma 3.4.30 we have that if
(j, k) ∈ [α] and hα3,1 | hαj,k then (j, k) ∈ {(1, 1), (2, 1), (3, 1)}, while if
(j, k) ∈ [β] and hα3,1 | hβj,k or (j, k) ∈ [γ] and h | hγj,k then (j, k) is in
{(1, 1), (1, 2), (2, 1)}.
First assume that hα3,1 | hα1,1 and hα3,1 | hα2,1. We then have by Theorem
3.1.11 that hα1,1 = 3hα3,1 and hα2,1 = 2hα3,1. From Lemma 3.4.26 we have
that hβ2,1 < hα2,1, and so, as α \ Rα1,1 = β \ Rβ1,1, as (2, 2) ∈ [α], [β] and
as h3,1 = max{hβ1,2, hγ1,2}, it follows that
3hα3,1 < h
α
1,1 + h
α
2,2 = h
β
1,1 + h
β
2,2 = h
β
1,2 + h
β
2,1 < h
α
3,1 + h
α
2,1 = 3h
α
3,1
which gives a contradiction. So hα3,1 can not divide both hα1,1 and hα2,1.
Assume now that hα3,1 | hα1,1 and hα3,1 - hα2,1. Then by Theorem 3.1.11 we
have that hα1,1 = 2hα3,1. As (2, 2) ∈ [α], so that (α \ Rα1,1)′1 ≥ 1 we have
by Lemma 3.4.27 that
h
α\Rα2,1
1,1 =(α\Rα2,1)1+(α\Rα2,1)′1−1=α1+(α\Rα1,1)′1−1=α1+α′2−2=hα1,2.
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So, as α \Rα2,1 = γ \Rγ1,1 and (2, 2) ∈ [α], [γ] it follows that
hγ1,2 + h
γ
2,1 = h
γ
1,1 + h
γ
2,2
= hγ1,1 + h
γ\Rγ1,1
1,1
= hα2,1 + h
α\Rα2,1
1,1
= hα2,1 + h
α
1,2
= hα1,1 + h
α
2,2
> 2hα3,1.
As hγ1,2 ≤ hα3,1 we then have that hγ2,1 > hα3,1. As hα3,1 - hα2,1 = hα1,1 we
have by the previous part and Theorem 3.1.11 that if (j, k) ∈ [γ] and
hα3,1 | hγj,k then (j, k) = (2, 1) and so whα3,1(γ) ≤ 1. As hβ1,1 = hα1,1 = 2hα3,1
we have by Lemma 3.4.30 that either hβ1,2 = hα3,1 and hα3,1 - h
β
2,1 or
hβ2,1 = h
α
3,1 and hα3,1 - h
β
1,2. As
hβ1,2 + h
β
2,1 = h
α
1,2 + h
α
2,1 = h
α
1,1 + h
α
2,2 > 2h
α
3,1
as α \ Rα1,1 = β \ Rβ1,1 and (2, 2) ∈ [α], [β] and as hβ1,2 ≤ hα3,1 we then
have that hβ1,2 = hα3,1 and hα3,1 - h
β
2,1. So whα3,1(α), wh(β) = 2 and as
hα1,1 = h
β
1,1 = 2h
α
3,1 we have that
α(hα3,1) = α \Rα1,1 = β \Rβ1,1 = β(hα3,1).
From Lemma 3.4.27 it follows that
α \Rα3,1 = (α1, α2, (α \Rα1,1)3, (α \Rα1,1)4, . . .),
(β \Rβ1,2)′ = (β′1, (β \Rβ1,1)′2, (β \Rβ1,1)′3, . . .)
and so, as α1 > (α \ Rα1,1)1, α2 > (α \ Rα1,1)2 and β′1 > (β \ Rβ1,1)′1 since
(2, 2) ∈ [α], [β] by Lemma 3.4.30, we have that the unique hook of
α\Rα3,1 of length hα3,1 has leg-length 1, while the unique hook of β \Rβ1,2
of length hα3,1 has leg-length β′1−(β\Rβ1,1)′1−1. So, as hα1,1 = hβ1,1 > hγ1,1,
as hα1,2 < hα2,1 = h
γ
1,1 6∈ H(β), as α(h) = α \Rα1,1 = β \Rβ1,1 = β(h) and as
α \Rα2,1 = γ \Rγ1,1, we have by the Murnaghan-Nakayama formula that
(hα1,1, 1
|α\Rα1,1|) (hα2,1, 1
|α\Rα2,1|) ((hα3,1)
2, 1
|α(hα3,1)|)
χα (−1)α′1−1a (−1)α′1−2b (−1)α′1−2a
χβ (−1)β′1−1a 0 (−1)β′2−1+β′1−(β\Rβ1,1)′1−1a
χγ 0 (−1)γ′1−1b 0
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with a = deg(χα\R
α
1,1) and b = deg(χα\R
α
2,1). As β′2 > 0 (as (2, 2) ∈ [β])
we have that (β\Rβ1,1)′1 = β′2−1 and so the above submatrix is invertible.
As (hα1,1, 1
|α\Rα1,1|), (hα2,1, 1
|α\Rα2,1|), ((hα3,1)
2, 1
|α(hα3,1)|) ∈ Γn,3 we are done
considering this case.
Assume next that hα3,1 - hα1,1 and hα3,1 | hα2,1. Then by Theorem 3.1.11
we have that hα2,1 = 2hα3,1. Also in this case, as α \ Rα1,1 = β \ Rβ1,1 and
α \Rα2,1 = γ \Rγ1,1, we have that
hβ1,2 + h
β
2,1 = h
γ
1,2 + h
γ
2,1 = h
α
1,2 + h
α
2,1 > 2h
α
3,1
and so hβ2,1, h
γ
2,1 > h
α
3,1 and then from Theorem 3.1.11 we have that
hα3,1 - h
β
2,1, h
γ
2,1. As hα3,1 - hα1,1 = h
β
1,1 and h
γ
1,1 = h
α
2,1 = 2h
α
3,1 we have that
hγ1,2 = h
α
3,1, that whα3,1(α), whα3,1(γ) = 2 and whα3,1(β) ≤ 1 and that
α(hα3,1) = α \Rα2,1 = γ \Rγ1,1 = γ(hα3,1).
From Lemma 3.4.27 we have that
α \Rα3,1 = (α1, α2, (α \Rα1,1)3, (α \Rα1,1)4, . . .)
= (α1, α2, (α \Rα2,1)3, (α \Rα2,1)4, . . .),
(γ \Rγ1,2)′ = (γ′1, (γ \Rγ1,1)′2, (γ \Rγ1,1)′3, . . .)
and α1 = (α \Rα2,1)1. As α2 > (α \Rα2,1)2 and γ′1 > (γ \Rγ1,1)′1 we have
that the unique hook of α \Rα3,1 with hook-length hα3,1 has leg-length 0,
while the unique hook of γ \ Rγ1,2 with hook-length hα3,1 has leg-length
γ′1 − (γ \Rγ1,1)′1 − 1. So
(hα1,1, 1
|α\Rα1,1|) (hα2,1, 1
|α\Rα2,1|) ((hα3,1)
2, 1
|α(hα3,1)|)
χα (−1)α′1−1a (−1)α′1−2b (−1)α′1−3b
χβ (−1)β′1−1a 0 0
χγ 0 (−1)γ′1−1b (−1)γ′2−1+γ′1−(γ\Rγ1,1)′1−1b
with a = deg(χα\R
α
1,1) and b = deg(χα\R
α
2,1). As (γ \ Rγ1,1)′1 = γ′2 − 1 as
γ′2 > 0 the above matrix is invertible. As again
(hα1,1, 1
|α\Rα1,1|), (hα2,1, 1
|α\Rα2,1|), ((hα3,1)
2, 1
|α(hα3,1)|) ∈ Γn,3,
we are done considering this case too.
At last assume that hα3,1 - hα1,1, hα2,1. In this case, since h
β
1,1 = h
α
1,1 and
hγ1,1 = h
α
2,1 we have by Lemma 3.4.30 that if (j, k) ∈ [β] and hα3,1 | hβj,k
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or (j, k) ∈ [γ] and hα3,1 | hγj,k we have that (j, k) ∈ {(1, 2), (2, 1)} and
then from Theorem 3.1.11 that hβj,k = h
α
3,1 or h
γ
j,k = h
α
3,1. So we have
that whα3,1(α) = 1 and whα3,1(β), whα3,1(γ) ≤ 2. As hα3,1 = max{hβ1,2, hγ1,2}
we also have that whα3,1(β), whα3,1(γ) can not be both 0. As (2, 2) is a
node of α, β and γ and, from Lemma 3.4.27,
(β \Rβ1,2)′ = (β′1, (β \Rβ1,1)′2, (β \Rβ1,1)′3, . . .),
(γ \Rγ1,2)′ = (γ′1, (γ \Rγ1,1)′2, (γ \Rγ1,1)′3, . . .)
we have that
(α \Rα3,1)1 = α1 > (α \Rα1,1)1,
(α \Rα3,1)2 = α2 > max{1, (α \Rα2,1)2},
(β \Rβ1,2)1 = (β \Rβ1,1)1 = (α \Rα1,1)1,
(β \Rβ2,1)1 = β1 > α1,
(γ \Rγ1,2)1 = (γ \Rγ1,1)1 = (α \Rα2,1)1 = α1,
(γ \Rγ1,2)2 = max{1, (γ \Rγ1,1)2} = max{1, (α \Rα2,1)2},
(γ \Rγ2,1)1 = γ1 > α1.
First assume that one of whα3,1(β) and whα3,1(γ) is equal to 1, while the
other is equal to 0. As α \ Rα3,1 6∈ {β \ Rβ1,2, β \ Rβ2,1, γ \ Rγ1,2, γ \ Rγ2,1}
we can apply Lemma 3.4.22 to α, β, γ and hα3,1.
Next assume that whα3,1(β), whα3,1(γ) = 1. As h
α
3,1 = max{hβ1,2, hγ1,2} we
have that α(hα3,1), β(hα3,1) and γ(hα3,1) are pairwise different and so we can
apply Lemma 3.4.24 to α, β, γ and hα3,1.
Assume now that one of wh(β) and wh(γ) is equal to 2, while the other
is less then 2. Then we can apply Lemma 3.4.21 to α, β, γ and hα3,1.
Finally assume that whα3,1(β), whα3,1(γ) = 2. Then
hα3,1, h
β
1,2, h
β
2,1, h
γ
1,2, h
γ
2,1 = h
α
3,1
and these are the only hooks of length hα3,1 of α, β or γ. If we let
a := deg(χα\R
α
1,1) and b := deg(χα\R
α
2,1) and pi is any partition of n−hα3,1
then
(hα1,1, 1
|α\Rα1,1|) (hα2,1, 1
|α\Rα2,1|) (hα3,1, pi1, pi2, . . .)
χα (−1)α′1−1a (−1)α′1−2b (−1)α′1−3χα\R
α
3,1
pi
χβ (−1)β′1−1a 0 (−1)β′1−2χβ\R
β
2,1
pi +(−1)β′2−1χβ\R
β
1,2
pi
χγ 0 (−1)γ′1−1b (−1)γ′1−2χγ\R
γ
2,1
pi +(−1)γ′2−1χγ\R
γ
1,2
pi
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which has determinant
ab
(
(−1)α′1+β′1+γ′1−1χα\R
α
3,1
pi + (−1)α′1+β′1+γ′1−1χβ\R
β
2,1
pi
+ (−1)α′1+β′2+γ′1χβ\R
β
1,2
pi + (−1)α′1+β′1+γ′1χγ\R
γ
2,1
pi
+(−1)α′1+β′1+γ′2−1χγ\R
γ
1,2
pi
)
= ab(−1)α′1+β′1+β′2+γ′1
(
(−1)β′2−1χα\R
α
3,1
pi + (−1)β′1χβ\R
β
1,2
pi
+(−1)γ′1−1χγ\R
γ
1,2
pi
)
as, from Lemma 3.4.29, we have that β \Rβ2,1 = γ \Rγ2,1 and as
β′2 = (β\Rβ1,1)′1+1 = (α\Rα1,1)′1+1 = (α\Rα2,1)′1+1 = (γ\Rγ1,1)′1+1 = γ′2,
since (2, 2) ∈ [α], [β], [γ] and α \Rα1,1 = β \Rβ1,1 and α \Rα2,1 = γ \Rγ1,1.
As a, b 6= 0 and (hα1,1, 1|α\R
α
1,1|), (hα2,1, 1
|α\Rα2,1|), (hα3,1, pi1, pi2, . . .) ∈ Γn,3 for
pi ∈ Γn−hα3,1,3 with no part equal to hα3,1, it is enough to show that we
can find pi ∈ Γn−hα3,1,3 with no part equal to hα3,1 such that
(−1)β′2−1χα\R
α
3,1
pi + (−1)β′1χβ\R
β
1,2
pi + (−1)γ′1−1χγ\R
γ
1,2
pi 6= 0.
Assume that pi = (hα3,1, ρ1, ρ2, . . .) for some partition ρ. From Lemma
3.4.27 and as (2, 2) ∈ [β], [γ] so that (β \Rβ1,1)1, (γ \Rγ1,1)1 ≥ 1,
h
β\Rβ1,2
1,1 = (β \Rβ1,2)1 + (β \Rβ1,2)′1 − 1
= (β \Rβ1,1)1 + β′1 − 1
= β2 + β
′
1 − 2
= hβ2,1
= hα3,1,
h
γ\Rγ1,2
1,1 = (γ \Rγ1,2)1 + (γ \Rγ1,2)′1 − 1
= (γ \Rγ1,1)1 + γ′1 − 1
= γ2 + γ
′
1 − 2
= hγ2,1
= hα3,1.
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Also
(β \Rβ1,2) \R
β\Rβ1,2
1,1 = (β \Rβ1,1) \R
β\Rβ1,1
1,1
= (α \Rα1,1) \R
α\Rα1,1
1,1
= (α \Rα2,1) \R
α\Rα2,1
1,1
= (γ \Rγ1,1) \R
γ\Rγ1,1
1,1
= (γ \Rγ1,1) \R
γ\Rγ1,1
1,1 ,
So, as α \Rα3,1 is an hα3,1-core, as whα3,1(β \Rβ1,2), whα3,1(γ \Rγ1,2) = 1, we
have that
(−1)β′2−1χα\R
α
3,1
pi + (−1)β′1χβ\R
β
1,2
pi + (−1)γ′1−1χγ\R
γ
1,2
pi
= (−1)β′1+(β\Rβ1,2)′1−1χ(β\R
β
1,2)\R
β\Rβ1,2
1,1
ρ + (−1)γ′1+(γ\Rγ1,2)′1χ(γ\R
γ
1,2)\R
γ\Rγ1,2
1,1
ρ
= 0.
So pi does not contain any part equal to hα3,1 if
(−1)β′2−1χα\R
α
3,1
pi + (−1)β′1χβ\R
β
1,2
pi + (−1)γ′1−1χγ\R
γ
1,2
pi 6= 0.
Let α := α \ Rα3,1, β := β \ Rβ1,2 and γ := γ \ Rγ1,2. Notice that by the
previous part α, β and γ are pairwise different and
3 ≤ |α| = |β| = |γ| < n
(we have that |α| ≥ 3 since α, β and γ are distinct partitions). By
induction we can find λ, µ, ν ∈ Γ|α|,3 with ({χα, χβ, χγ}, {λ, µ, ν}) a
sampling pair. So there exists pi ∈ {λ, µ, ν} with
(−1)β′2−1χα\R
α
3,1
pi + (−1)β′1χβ\R
β
1,2
pi + (−1)γ′1−1χγ\R
γ
1,2
pi 6= 0
and then we are done.
11. We will assume that hα2,1 > h
β
1,2. Let h := max{hβ1,2, hγ1,2}. By Lemma
3.4.30 we have that α is a h-core. So h - hα1,1 = h
β
1,1 and h - hα2,1 = h
γ
1,1
and then by Lemma 3.4.30 we have that if (j, k) ∈ [β] and h | hβj,k
or (j, k) ∈ [γ] and h | hγj,k then hβj,k = h or hγj,k = h and (j, k) is in
{(1, 2), (2, 1)}.
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We will now show that β \Rβ1,2 6= γ \Rγ1,2, that they are both not equal
to β \ Rβ2,1 or γ \ Rγ2,1 and that if hβ2,1 = hγ2,1 then β \ Rβ2,1 = γ \ Rγ2,1.
From Lemma 3.4.30 we have that (2, 2) ∈ [α], [β], [γ], so that
α1, γ2, (β \Rβ1,1)1, (γ \Rγ1,1)1 ≥ 1.
So from Lemmas 3.4.26 and 3.4.27 it follows that
(β \Rβ1,2)1 = (β \Rβ1,1)1 = (α \Rα1,1)1 < α1,
(γ \Rγ1,2)1 = (γ \Rγ1,1)1 = (α \Rα2,1)1 = α1,
(β \Rβ2,1)1 = β1 > α1,
(γ \Rγ2,1)1 = γ1 ≥ γ2 = (γ \Rγ1,1)1 + 1 = (α \Rα2,1) + 1 = α1 + 1
and so β \ Rβ1,2 6= γ \ Rγ1,2 and β \ Rβ1,2, γ \ Rγ1,2 6∈ {β \ Rβ2,1, γ \ Rγ2,1}.
Assume now that hβ2,1 = h
γ
2,1. Then from Lemma 3.4.29 we have that
β \Rβ2,1 = γ \Rγ2,1.
If wh(β) 6= wh(γ) then, as wh(α) = 0 we can apply Lemma 3.4.21 to α,
β, γ and h.
So we can assume now that wh(β) = wh(γ). As h = max{hβ1,2, hγ1,2}
and if (j, k) ∈ [β] and h | hβj,k or (j, k) ∈ [γ] and h | hγj,k then hβj,k = h
or hγj,k = h and (j, k) ∈ {(1, 2), (2, 1)} we have that 1 ≤ wh(β) ≤ 2.
Assume first that wh(β) = 1. As hβ1,2 = h or h
γ
1,2 = h (or both) we have
by the previous part that β(h) 6= γ(h). So we can apply Lemma 3.4.22
to β, γ, α and h.
Finally assume that wh(β) = wh(γ) = 2. In this case
hβ1,2, h
β
2,1, h
γ
1,2, h
γ
2,1 = h.
As (2, 2) ∈ [β], [γ] and β \Rβ2,1 = γ \Rγ2,1 we have that
(β \Rβ1,2) \R
β\Rβ1,2
1,1 = (β \Rβ2,1) \R
β\Rβ2,1
1,1
= (γ \Rγ2,1) \R
γ\Rγ2,1
1,1
= (γ \Rγ1,2) \R
γ\Rγ1,2
1,1 .
So we can apply one of Cases 3 or 4 to β \ Rβ1,2, γ \ Rγ1,2 and β \ Rβ2,1
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and find some pi, ρ, ϕ ∈ Γ|β\Rβ1,2|,2 with
pi ρ ϕ
χβ\R
β
1,2 χ
β\Rβ1,2
pi χ
β\Rβ1,2
ρ χ
β\Rβ1,2
ϕ
χγ\R
γ
1,2 χ
γ\Rγ1,2
pi χ
γ\Rγ1,2
ρ χ
γ\Rγ1,2
ϕ
χβ\R
β
2,1 χ
β\Rβ2,1
pi χ
β\Rβ2,1
ρ χ
β\Rβ2,1
ϕ
invertible. In particular
pi ρ ϕ
(−1)β′2−1χβ\Rβ1,2 + (−1)β′1−2χβ\Rβ2,1 a b c
(−1)γ′2−1χγ\Rγ1,2 + (−1)γ′1−2χγ\Rγ2,1 d e f
has rank 2. So (up to reordering pi, ρ, ϕ), we can assume that(
a b
c d
)
is invertible. As wh(α) = 0 and hβj,k = h or h
γ
j,k = h if and only if
(j, k) ∈ {(1, 2), (2, 1)} and β\Rβ2,1 = γ\Rγ2,1 we have by the Murnaghan-
Nakayama formula that
(1n) (h, pi1, pi2, . . .) (h, ρ1, ρ2, . . .)
χα deg(χα) 0 0
χβ deg(χβ) a b
χγ deg(χγ) c d
is invertible. As pi, ρ ∈ Γ|β\Rβ1,2|,2 we have that (1
n), (h, pi1, pi2, . . .) and
(h, ρ1, ρ2, . . .) are elements of Γn,3 we are done.
12. We will assume that hα2,1 > h
β
1,2. Then from Lemma 3.4.26 we have
that hα2,1 > h
β
2,1. As hα1,1 = h
β
1,1 and hα2,1 = max{hα2,1, hβ1,2} > hγ1,1 it does
then follow that whα2,1(α) > 0 and whα2,1(β), whα2,1(γ) = 0. So we can
apply Lemma 3.4.21 to α, β, γ and hα2,1.
13. Assume first that (2, 2) ∈ [α]. Then by Lemma 3.4.31 we have that
whα2,1(α), whα2,1(β), whα2,1(γ) = 1. As α\Rα2,1, β \Rβ1,2, γ \Rγ1,1 are pairwise
distinct we can find λ, µ, ν ∈ Γ|α\Rα2,1|,3 with
({χα\Rα2,1 , χβ\Rβ1,2 , χγ\Rγ1,1}, {λ, µ, ν})
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a sampling pair. As α\Rα2,1, β \Rβ1,2, γ \Rγ1,1 are hα2,1-cores we have that
hα2,1 is not a part of λ, µ, ν, since otherwise each of χ
α\Rα2,1 , χβ\R
β
1,2 and
χγ\R
γ
1,1 would vanish on at least one of the conjugacy classes correspond-
ing to λ, µ, ν. So (hα2,1, λ1, λ2, . . .), (hα2,1, µ1, µ2, . . .) and (hα2,1, ν1, ν2, . . .)
are elements of Γn,3 and we are done by Lemma 3.4.25.
Assume now that (2, 2) 6∈ [α]. By Lemma 3.4.31 we have that α, β, γ
each have a unique hook of length hα2,1. As (2, 2) 6∈ [α] we also have
that (2, 2) 6∈ [β] and so α \ Rα2,1 = (α1) and β \ Rβ1,2 = (1β′1). As
|γ \ Rγ1,1| = |α \ Rα2,1| = α1, if α1 ∈ H(γ \ Rγ1,1) then h
γ\Rγ1,1
1,1 = α1. As
γ\Rγ1,1 6∈ {α\Rα2,1, β\Rβ1,2} if α1−1 ∈ H(γ\Rγ1,1) then h
γ\Rγ1,1
1,1 = α1−1.
Then, if  = (−1)lγ1,1+l
γ\Rγ1,1
1,1 ,
(hα2,1, 1
γ1) (hα2,1, γ1) (h
α
2,1, γ1 − 1, 1)
χα (−1)α′1−2 (−1)α′1−2 (−1)α′1−2
χβ 1 (−1)β′1−1 (−1)β′1−2
χγ (−1)lγ1,1 deg(χγ\Rγ1,1) δ
h
γ\Rγ1,1
1,1 ,α1
δ
h
γ\Rγ1,1
1,1 ,α1−1
which has determinant
(−1)α′1+β′1+lγ1,1+l
γ\Rγ1,1
1,1
(
(−1)l
γ\Rγ1,1
1,1 2 deg(χγ\R
γ
1,1) + ((−1)β′1 − 1)δ
h
γ\Rγ1,1
1,1 ,α1
− (1 + (−1)β′1)δ
h
γ\Rγ1,1
1,1 ,α1−1
)
.
As deg(χγ\R
γ
1,1) > 1 as γ \ Rγ1,1 6= (m), (1m) for some m ∈ N, we
have that the above matrix is invertible. As (hα2,1, 1γ1), (hα2,1, γ1) and
(hα2,1, γ1 − 1, 1) are elements of Γn,3 we are done.
14. From Lemma 3.4.31 we have that α, β, γ each have a unique hook of
length hα2,1. As two of α \ Rα2,1, β \ Rβ1,2 and γ \ Rγ1,1 are equal and the
other is different we can apply Lemma 3.4.25 to α, β, γ and hα2,1.
15. From Lemma 3.4.31 we have that α, β, γ each have a unique hook of
length hα2,1. As α \Rα1,1 = β \Rβ1,1 and α \Rα2,1 = β \Rβ1,2 we have that
α = (1n) and β = (n) from Lemma 3.4.28. Also as α \ Rα2,1 = γ \ Rγ1,1
we have that γ = (c, 2, 1n−c−2) for some 2 ≤ c ≤ n− 2. So
(1n) (n) (n− 1, 1)
χα 1 (−1)n−1 (−1)n−2
χβ 1 1 1
χγ deg(χγ) 0 (−1)n−c−1
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which has determinant
(−1)n−12 deg(χγ) + (−1)n−c−1 + (−1)c−1.
As deg(χγ) > 1 the above matrix is invertible. As (1n), (n) and (n−1, 1)
are elements of Γn,3 we are done.
16. From Lemma 3.4.26 we have that hα1,2 < h
β
1,2 and hα2,1 > h
β
2,1. In
particular both α and β have a unique hook of length hα2,1. Also γ is a
hα2,1-core.
Assume first that α\Rα2,1 6= β \Rβ1,2. Then we can apply Lemma 3.4.23
to α, β, γ and hα2,1.
Assume now that α\Rα2,1 = β \Rβ1,2. Then from Lemma 3.4.28 we have
that α = (1n) and β = (n). As hγ1,1 < hα2,1 = n− 1 we have that
(1n) (n) (n− 1, 1)
χα 1 (−1)n−1 (−1)n−2
χβ 1 1 1
χγ deg(χγ) 0 0
is invertible. As (1n), (n), (n− 1, 1) ∈ Γn,3 we are done.
17. As hα1,1 > h
β
1,1, h
γ
1,1 we can apply Lemma 3.4.21 to α, β, γ and hα1,1.
So by induction Γn,3 is a universal sampling set for 3 for Sn for every n.
Chapter 4
Alternating Groups
We will now consider alternating groups. Conjugacy classes and irreducible
characters of An are closely connected to those of Sn, as can be seen from
the next couple of theorems. This will be used in Section 4.2 to construct
universal sampling sets for 2 for the alternating groups. In the following we
will assume that n ≥ 2, so that An has index 2 in Sn. This assumption will
also hold in Section 4.2.
4.1 Conjugacy Classes and Irreducible Charac-
ters of An
We will start by giving an overview about conjugacy classes and irreducible
characters of An. This will be done by comparing them to those of Sn.
Theorem 4.1.1. Let pi ∈ An and let αpi be the cycle partition of pi.
• If αpi = (2a1 + 1, 2a2 + 1, . . . , 2ah + 1) with a1 > . . . > ah ≥ 0 then the
conjugacy class of pi in Sn splits into two separate conjugacy classes of
An.
• In all other cases the conjugacy class of pi in Sn is equal to the conjugacy
class of pi in An.
Proof. See Lemma 1.2.10 of [5].
If α is an even partition and α is not of the form
(2a1 + 1, 2a2 + 1, . . . , 2ah + 1)
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for some a1 > . . . > ah ≥ 0 we will label with α the conjugacy class of An
with cycle partition α. If
α = (2a1 + 1, 2a2 + 1, . . . , 2ah + 1)
for some a1 > . . . > ah ≥ 0 we will label with α+ and α− the two conjugacy
classes of Sn with cycle partition α (notice that in this case α is an even
partition as all non-zero parts of α are odd).
Theorem 4.1.2. Let α ` n.
• If α 6= α′ then ϕα := χα ↓An= χα′ ↓An is an irreducible character of An.
• If α = α′ then χα ↓An= ϕα+ +ϕα− with ϕα+ and ϕα− irreducible distinct
characters of An.
We also have that
Irr(An) = {ϕα : α 6= α′ ` n} ∪ {ϕα+ , ϕα− : α = α′ ` n}.
Proof. See Theorem 2.5.7 of [5].
In order to finish describing the irreducible characters of An we only have
to describe ϕα± for α self-conjugate, which will be done in the next theorem.
Theorem 4.1.3. Let α ` n be self-conjugate. Let k be maximal such that
(k, k) ∈ [α] and define hα := (hα1,1, hα2,2, . . . , hαk,k). Let pi ∈ An with cycle
partition β.
• If β 6= hα then ϕα±(pi) = χα(pi)/2.
•
ϕα
±
h+α
=
(−1)(n−k)/2 ±
√√√√(−1)(n−k)/2 k∏
i=1
hαi,i
 /2
and
ϕα
±
h−α
=
(−1)(n−k)/2 ∓
√√√√(−1)(n−k)/2 k∏
i=1
hαi,i
 /2.
Notice that the parts of hα are odd and pairwise distinct as α is self-
conjugate.
Proof. See Lemma 2.5.12 and Theorem 2.5.13 of [5].
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4.2 Universal Sampling Sets for 2 for An
In this section if α is a partition and k is maximal such that (k, k) ∈ [α] we
define hα := (hα1,1, . . . , hαk,k). We will assume that n ≥ 2. We will start with
some propositions that take care of the cases where at least one of the two
irreducible characters is labeled by a self-conjugate partition.
Proposition 4.2.1. Let α ` n be self-conjugate. Then ({ϕα±}, {h±α}) is a
sampling pair.
Proof. By Theorem 4.1.3 we have that
det
(
ϕα
+
h+α
ϕα
+
h−α
ϕα
−
h+α
ϕα
−
h−α
)
=

(−1)(n−k)/2 +
√√√√(−1)(n−k)/2 k∏
i=1
hαi,i
2
−
(−1)(n−k)/2 −
√√√√(−1)(n−k)/2 k∏
i=1
hαi,i
2
 /4
= (−1)(n−k)/2
√√√√(−1)(n−k)/2 k∏
i=1
hαi,i
6= 0
and so the proposition follows.
Proposition 4.2.2. Let α, β ` n be distinct self-conjugate partitions. Let
, δ ∈ {±}. Then ({ϕα , ϕβδ}, {(1n), h+α , h+β }) is a sampling pair.
Proof. We can assume that hα > hβ lexicographically. Then by Corollary
3.2.4 and Theorem 4.1.3 we have that ϕβ
δ
h+α
= 0. As we are assuming that
n ≥ 2 we have that hα1,1 > 1 and then by the formulas in Theorem 4.1.3 we
have that ϕα
h+α
6= 0. Then
(1n) h+α
ϕα

deg(ϕα

) ϕα

h+α
ϕβ
δ
deg(ϕβ
δ
) 0
is invertible and so the proposition holds.
Proposition 4.2.3. Let α, β ` n such that α is self-conjugate and β is not
self-conjugate and let  ∈ {±}. Then ({ϕα , ϕβ}, {(1n), h±α}) is a sampling
pair.
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Proof. First notice by Theorem 4.1.3 that ϕβ
h+α
= ϕβ
h−α
and ϕα
h+α
6= ϕα
h−α
.
First assume that ϕβ
h±α
6= 0. In this case
h+α h
−
α
ϕα

ϕα

h+α
ϕα

h−α
ϕβ ϕβ
h+α
ϕβ
h−α
is invertible.
Assume now instead that ϕβ
h±α
= 0. As ϕα
h+α
6= 0 it follows that
(1n) h+α
ϕα

deg(ϕα

) ϕα

h+α
ϕβ deg(ϕβ) 0
is invertible.
In either case the proposition follows.
The following lemmas will be used in constructing sampling pairs for
{φγ, φδ}, where γ and δ are not self-conjugate and will be used in Theorem
4.2.21. The first lemmas show how we can construct some sampling pairs for
the corresponding characters of Sn.
Lemma 4.2.4. Let γ, δ ` n and h > 1 such that wh(γ) > wh(δ) and that γ(h)
and δ are not self-conjugate. Then there exist pi and ρ odd with χγ(h)pi , χδρ 6= 0.
Define λe := (1n) and λo := ρ. Also define µe := (hwh(γ), 1|γ(h)|) and
µo := (hwh(γ), pi1, pi2, . . .) if wh(γ)(h− 1) is even, or µe := (hwh(γ), pi1, pi2, . . .)
and µo := (hwh(γ), 1|γ(h)|) if wh(γ)(h− 1) is odd.
Then ({χγ, χδ}, {λe, µe}) and ({χγ, χδ}, {λo, µo}) are sampling pairs with
λe, µe even and λo, µo odd.
Proof. The existence of pi and ρ follows from γ(h) and δ not being self-
conjugate.
The fact that λe, µe are even and λo, µo are odd follows from the definitions
of even and odd partitions.
By definition we have that χδλe , χδλo 6= 0. Since wh(γ) > wh(δ) by assump-
tion and χγ(h)pi 6= 0 it follows from Theorem 3.2.8 and Corollaries 3.2.5 and
3.2.10 that χγµe , χ
γ
µo 6= 0 and χδµe , χδµo = 0 and so the lemma holds.
Lemma 4.2.5. Let γ, δ ` n and h > 1 such that there exist unique i, j such
that hγi,j = h and that δ is an h-core. Assume that γ \ Rγi,j and δ are not
self-conjugate. Then there exist pi and ρ odd with χ
γ\Rγi,j
pi , χδρ 6= 0.
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Let λe := (1n) and λo := ρ. Let µe := (h, 1n−h) and µo := (h, pi1, pi2, . . .)
if h is odd, or µe := (h, pi1, pi2, . . .) and µo := (h, 1n−h) if h is even.
Then ({χγ, χδ}, {λe, µe}) and ({χγ, χδ}, {λo, µo}) are sampling pairs with
λe, µe even and λo, µo odd.
Proof. The proof is similar to the proof of the previous lemma, using the
Murnaghan-Nakayama formula instead of Theorem 3.2.8 and Corollaries 3.2.5
and 3.2.10.
Lemma 4.2.6. Let γ, δ ` n and h > 1 such that wh(γ) = wh(δ). Assume
that δ, γ(h) are not self-conjugate and δ(h) is self-conjugate. Let ν, pi, ρ such
that ({χγ(h) , χγ′(h) , χδ(h)}, {ν, pi, ρ}) is a sampling pair. Then up to reordering
ν, pi, ρ we have that ν, pi are even and ρ is odd. Also there exists ψ odd with
χδψ 6= 0.
If wh(γ)(h−1) is even let λe :=(hwh(γ), ν1, ν2, . . .), λo :=(hwh(γ), ρ1, ρ2, . . .),
µe :=(hwh(γ), pi1, pi2, . . .) and µo :=ψ.
If wh(γ)(h−1) is odd let λe :=(hwh(γ), ρ1, ρ2, . . .), λo :=(hwh(γ), ν1, ν2, . . .),
µe :=(1n) and µo :=(hwh(γ), pi1, pi2, . . .).
Then ({χγ, χδ}, {λe, µe}) and ({χγ, χδ}, {λo, µo}) are sampling pairs with
λe, µe even and λo, µo odd.
Proof. Since δ is not self-conjugate we have that ψ exists.
As ({χγ(h) , χγ′(h) , χδ(h)}, {ν, pi, ρ}) is a sampling pair we also have that
({χγ(h) , χγ′(h)}, {ν, pi, ρ}) is a sampling pair and so at least one of ν, pi, ρ is
even and at least one of them is odd, since γ(h) 6= γ′(h). Up to reordering
ν, pi, ρ we can assume that ν is even and ρ is odd. Assume now that pi is odd.
As χδ(h)ξ = 0 for every ξ odd since δ(h) is self-conjugate we then have that
ν pi ρ
χγ(h) a b c
χγ
′
(h) a −b −c
χδ(h) d 0 0
which is not invertible and then ({χγ(h) , χγ′(h)}, {ν, pi, ρ}) is not a sampling
pair, which contradicts our assumptions. So, up to reordering ν, pi, ρ we can
assume that ν and pi are even and ρ is odd. So
ν pi ρ
χγ(h) a b c
χγ
′
(h) a b −c
χδ(h) d e 0
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for some a, b, c, d, e ∈ Z. As the above matrix is invertible we have that c 6= 0
and
(
a b
d e
)
is invertible. As
(hwh(γ), ν1, ν2, ...) (h
wh(γ), pi1, pi2, ...) (h
wh(γ), ρ1, ρ2, ...) (1
n) ψ
χγ fa fb fc deg(χγ) χγψ
χδ gd ge 0 deg(χδ) χδψ
for some f, g 6= 0 by Theorem 3.2.8. As by assumption χδψ 6= 0 we then have
that in either case ({χγ, χδ}, {λe, µe}) and ({χγ, χδ}, {λo, µo}) are sampling
pairs.
The fact that λe, µe are even and λo, µo are odd follows now from the
definitions of even and odd partitions.
Lemma 4.2.7. Let γ, δ ` n and h > 1 such that there exist unique i, j, i′, j′
such that hγi,j, hδi′,j′ = h. Assume that δ and γ \ Rγi,j are not self-conjugate
and δ \Rδi′.j′ is self-conjugate. Let ν, pi, ρ such that
({χγ\Rγi,j , χ(γ\Rγi,j)′ , χδ(h)}, {ν, pi, ρ})
is a sampling set. Then up to reordering ν, pi, ρ we have that ν, pi are even
and ρ is odd. Also let ψ odd such that χδψ 6= 0.
Define λe := (h, ν1, ν2, . . .), λo := (h, ρ1, ρ2, . . .), µe := (h, pi1, pi2, . . .)
and µo := ψ if h is odd or define λe := (h, ρ1, ρ2, . . .), λo := (h, ν1, ν2, . . .),
µe := (1n) and µo := (h, pi1, pi2, . . .) if h is even.
Then ({χγ, χδ}, {λe, µe}) and ({χγ, χδ}, {λo, µo}) are sampling pairs with
λe, µe even and λo, µo odd.
Proof. The proof of this lemma is like that of the previous lemma, with
the only difference in how to prove that f and g are non-zero and with the
partitions (h, ...) instead of the partitions (hwh(γ), ...). In this case f, g 6= 0
by the Murnaghan-Nakayama formula as there are unique hooks in both γ
and δ of length h.
Lemma 4.2.8. Let γ, δ ` n and h ≥ 1 and assume that there exist unique
(i1, j1) ∈ [γ] and (i2, j2) ∈ [δ] with hγi1,j1 = hδi2,j2. If γ \ Rγi1,j1 6= δ \ Rδi2,j2
and ({χγ\Rγi1,j1 , χδ\Rδi2,j2}, {pi, ρ}) is a sampling pair, then the same holds for
({χγ, χδ}, {(h, pi1, pi2, . . .), (h, ρ1, ρ2, . . .)}).
Proof. The lemma follows easily from the Murnaghan-Nakayama formula.
The next lemmas give informations about certain part lengths, hook
lengths or cores.
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Lemma 4.2.9. Let γ be a partition with (1, 2), (2, 1) ∈ [γ]. Then if γ \ Rγ1,1
is self-conjugate we have that γ \Rγ2,1 and γ \Rγ1,2 are not self-conjugate.
Proof. Since γ \ Rγ1,2 = (γ′ \ Rγ
′
2,1)
′ it is enough to prove that γ \ Rγ2,1 is not
self-conjugate. We will do this by proving that (γ \Rγ2,1)′1 < (γ \Rγ2,1)1.
By Lemma 3.4.27 we have that
γ \Rγ2,1 = (γ1, (γ \Rγ1,1)2, (γ \Rγ1,1)3, . . .).
As γ \Rγ1,1 is self-conjugate and γ2 ≥ 1 we have that
(γ \Rγ2,1)′1 = max{1, (γ \Rγ1,1)′1} = max{1, (γ \Rγ1,1)1} = max{1, γ2 − 1}
and so, as γ1 ≥ 2, it follows that (γ \ Rγ2,1)′1 < γ1 = (γ \ Rγ2,1)1 and then the
lemma follows.
Lemma 4.2.10. Let γ, δ ` n with (2, 2) ∈ [γ], [δ], γ \ Rγ1,1 = δ \ Rδ1,1 and
hδ1,2, h
δ
2,1 > h
γ
1,2. If γ \Rγ2,1 is self-conjugate then δ \Rδ1,2 and δ \Rδ2,1 are not
self-conjugate.
Proof. From Lemma 3.4.27 we have that
γ \Rγ2,1 = (γ1, (γ \Rγ1,1)2, (γ \Rγ1,1)3, . . .),
δ \Rδ2,1 = (δ1, (δ \Rδ1,1)2, (δ \Rδ1,1)3, . . .),
(δ \Rδ1,2)′ = (δ′1, (δ \Rδ1,1)′2, (δ \Rδ1,1)′3, . . .).
As (2, 2) ∈ [γ] we have that (γ \Rγ1,1)′1 ≥ 1 and so
(γ \Rγ2,1)′1 = max{i : (γ \Rγ2,1)i ≥ 1} = max{i : (γ \Rγ1,1)i ≥ 1} = (γ \Rγ1,1)′1.
Since γ \Rγ2,1 is self-conjugate it follows that
(γ \Rγ1,1)′1 = (γ \Rγ2,1)′1 = (γ \Rγ2,1)1 = γ1 > (γ \Rγ1,1)1.
As hγ1,2 < hδ1,2, hδ2,1 and γ \Rγ1,1 = δ \Rδ1,1 it follows that
δ1 = h
δ
1,2−(δ \Rδ1,1)′1+1 > hγ1,2−(γ \Rγ1,1)′1+1 = γ1,
δ′1 = h
δ
2,1−(δ \Rδ1,1)1+1 > hγ1,2−(γ \Rγ1,1)1+1 > hγ1,2−(γ \Rγ1,1)′1+1 = γ1.
Similarly to (γ \Rγ2,1)′1 = (γ \Rγ1,1)′1 we also have that (δ \Rδ1,2)1 = (δ \Rδ1,1)1
and (δ \Rδ2,1)′1 = (δ \Rδ1,1)′1. So
(δ \Rδ1,2)1 = (δ \Rδ1,1)1 = (γ \Rγ1,1)1 < γ1 < δ′1 = (δ \Rδ1,2)′1
and
(δ \Rδ2,1)1 = δ1 > γ1 = (γ \Rγ1,1)′1 = (δ \Rδ1,1)′1 = (δ \Rδ2,1)′1.
In particular δ \Rδ1,2 and δ \Rδ2,1 are not self-conjugate.
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Lemma 4.2.11. Let γ, δ ` n be partitions with γ \Rγ1,1 = δ \Rδ1,1. Then
hγ1,2 + h
γ
2,1 = h
δ
1,2 + h
δ
2,1.
Proof. Assume first that (2, 2) 6∈ [γ]. Then we also have that (2, 2) 6∈ [δ] and
so
hγ1,2 + h
γ
2,1 = n− 1 = hδ1,2 + hδ2,1
if n ≥ 1. If n = 0 then the result clearly holds as then γ = δ.
Assume now that (2, 2) ∈ [γ]. As γ \ Rγ1,1 = δ \ Rδ1,1 we have that
(2, 2) ∈ [δ]. Also we have that
hγ1,1 = |γ| − |γ \Rγ1,1| = |δ| − |δ \Rδ1,1| = hδ1,1.
So
hγ1,2+h
γ
2,1 = h
γ
1,1+h
γ
2,2 = h
γ
1,1+h
γ\Rγ1,1
1,1 = h
δ
1,1+h
δ\Rδ1,1
1,1 = h
δ
1,1+h
δ
2,2 = h
δ
1,2+h
δ
2,1.
Lemma 4.2.12. Let γ, δ ` n be distinct partitions with γ \ Rγ1,1 = δ \ Rδ1,1
and max{hγ1,2, hγ2,1} = max{hδ1,2, hδ2,1}. If hγ2,1 ≥ hγ1,2 we have that
hγ2,1 = h
δ
1,2 > h
γ
1,2 = h
δ
2,1,
while if hγ2,1 ≤ hγ1,2 we have that
hγ2,1 = h
δ
1,2 < h
γ
1,2 = h
δ
2,1.
Proof. From Lemma 4.2.11 we have that hγ1,2 + h
γ
2,1 = h
δ
1,2 + h
δ
2,1 and from
Lemma 3.4.26 that hγ1,2 6= hδ1,2 and hγ2,1 6= hδ2,1. As
max{hγ1,2, hγ2,1} = max{hδ1,2, hδ2,1}
we also have that
min{hγ1,2, hγ2,1} = min{hδ1,2, hδ2,1}
so hγ2,1 = hδ1,2 6= hγ1,2 = hδ2,1 and then the lemma follows.
Lemma 4.2.13. Let γ, δ ` n be distinct partitions with γ \Rγ1,1 and δ \Rδ1,1
equal to each other. Assume that max{hγ1,2, hγ2,1} > max{hδ1,2, hδ2,1}. Then ei-
ther hγ1,2 > max{hδ1,2, hδ2,1} and hγ2,1 < min{hδ1,2, hδ2,1} or hγ1,2 < min{hδ1,2, hδ2,1}
and hγ2,1 > max{hδ1,2, hδ2,1}.
Proof. Follows easily from Lemma 4.2.11.
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Lemma 4.2.14. Let γ be a partitions of n with (2, 2) ∈ [γ] and with γ \Rγ2,1
self-conjugate. Then (γ \Rγ1,1)1 < (γ \Rγ1,1)′1 and (γ \Rγ1,1)2 ≥ (γ \Rγ1,1)′2.
Proof. As (2, 2) ∈ [γ] we have that (γ \ Rγ1,1)′1 ≥ 1. So, since γ \ Rγ2,1 is
self-conjugate, we have using Lemma 3.4.27 that
(γ \Rγ1,1)1 < γ1 = (γ \Rγ2,1)1 = (γ \Rγ2,1)′1 = (γ \Rγ1,1)′1
and
(γ \Rγ1,1)2 = (γ \Rγ2,1)2 = (γ \Rγ2,1)′2 ≥ (γ \Rγ1,1)′2.
Lemma 4.2.15. Assume that γ, δ are partitions of n with γ \Rγ1,1 = δ \Rδ1,1.
Assume that (2, 2) ∈ [γ], that hγ2,1 > hδ1,2 = hδ2,1 > hγ1,2 and that γ \ Rγ2,1 is
self-conjugate. Then γ′1 > δ′1 > δ1 > γ1 and h
γ
3,1 > h
δ
3,1 > h
δ
1,3 > h
γ
1,3.
Proof. Notice that by assumption we have that (i, j) ∈ [γ], [δ] for i, j ≤ 2.
From Lemma 3.4.27 we have that
γ \Rγ2,1 = (γ1, (γ \Rγ1,1)2, (γ \Rγ1,1)3, . . .).
As γ \ Rγ2,1 is self-conjugate and (2, 2) ∈ [γ], so that γ1, (γ \ Rγ1,1)′1 ≥ 1, we
have that (γ \Rγ1,1)1 < (γ \Rγ1,1)′1 and (γ \Rγ1,1)2 ≥ (γ \Rγ1,1)′2 from Lemma
4.2.14. As hδ1,2 = hδ2,1 and γ \Rγ1,1 = δ \Rδ1,1 we have that
δ1 + (γ \Rγ1,1)′1 = δ1 + (δ \Rδ1,1)′1
= hδ1,2 + 1
= hδ2,1 + 1
= δ′1 + (δ \Rδ1,1)1
= δ′1 + (γ \Rγ1,1)1.
In particular it follows that δ1 < δ′1. From Lemma 3.4.26 we have that γ′1 > δ′1
and γ1 < δ1.
If the corresponding nodes belong to the corresponding partition we have
that
hγ1,3 = γ1 + γ
′
3 − 3 = γ1 + (γ \Rγ1,1)′2 − 2,
hγ3,1 = γ
′
1 + γ3 − 3 = γ′1 + (γ \Rγ1,1)2 − 2,
hδ1,3 = δ1 + δ
′
3 − 3 = δ1 + (δ \Rδ1,1)′2 − 2,
hδ3,1 = δ
′
1 + δ3 − 3 = δ′1 + (δ \Rδ1,1)2 − 2.
194 4.2. Universal Sampling Sets for 2 for An
Since γ′1 > δ′1 > δ1 > γ1 ≥ 2 we have that (3, 1) ∈ [γ] and that (1, 3) and
(3, 1) are nodes of δ. Since γ \Rγ1,1 = δ \Rδ1,1 and (γ \Rγ1,1)1 < (γ \Rγ1,1)′1 it
then follows that
hγ3,1 > h
δ
3,1 > h
δ
1,3 > 0.
As hγ1,3 = 0 if (1, 3) 6∈ [γ] we also have that hδ1,3 > hγ1,3 (both in the case
(1, 3) ∈ [γ] and in the case (1, 3) 6∈ [γ]) and so the lemma holds.
Lemma 4.2.16. Let γ be a partition. If γ1 ≤ γ′1 − 3 and γ3 ≥ 2 then
hγ2,1 < h
γ
3,1.
Proof. First notice that by assumption (3, 2) ∈ [γ]. In particular (2, 1) and
(3, 1) are nodes of γ and so
hγ2,1 = γ2 + γ
′
1 − 2 ≤ γ1 + γ′1 − 2 ≤ 2γ′1 − 5 < 2γ3 + 2γ′1 − 6 = 2hγ3,1.
Lemma 4.2.17. Let γ be a partition with (3, 3) ∈ [γ], with γ1 ≤ γ′1 and with
hγ1,2 6= hγ2,1, hγ3,1. Assume that γ \ Rγ2,1 is self-conjugate and that hγ1,1 < 2hγ1,2.
Then γ(hγ1,2) is not self-conjugate and 1 ≤ whγ1,2(γ) ≤ 2.
Proof. From Lemma 3.4.27 it follows that
(γ \Rγ1,2)′ = (γ′1, (γ \Rγ1,1)′2, (γ \Rγ1,1)′3, . . .).
As (3, 3) ∈ [γ] we have that (γ \Rγ1,1)1, (γ \Rγ1,1)2 > 0 and so
(γ \Rγ1,2)1 = (γ \Rγ1,1)1 < γ1 ≤ γ′1
and (γ \Rγ1,2)2 = (γ \Rγ1,1)2. From (γ \Rγ1,2)1 < γ′1 it follows that γ \Rγ1,2 is
not self-conjugate. So if γ \ Rγ1,2 is an hγ1,2-core we are done, as in this case
whγ1,2(γ) = 1.
Assume now that γ \Rγ1,2 is not an hγ1,2-core. By assumption we have that
hγ1,1 < 2h
γ
1,2 and so in particular h
γ\Rγ1,2
1,1 < 2h
γ
1,2. In particular if h
γ\Rγ1,2
i,j is a
multiple of hγ1,2 then h
γ\Rγ1,2
i,j = h
γ
1,2. We have that
h
γ\Rγ1,2
1,2 = h
γ
2,3 < h
γ
1,2,
h
γ\Rγ1,2
1,1 = (γ \Rγ1,2)′1 + (γ \Rγ1,2)1 − 1 = γ′1 + (γ \Rγ1,1)1 − 1 = hγ2,1 6= hγ1,2,
h
γ\Rγ1,2
2,1 = (γ \Rγ1,2)′1 + (γ \Rγ1,2)2 − 2 = γ′1 + (γ \Rγ1,1)2 − 2 = hγ3,1 6= hγ1,2.
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As γ \ Rγ1,2 is not an hγ1,2-core it then follows that whγ2,1(γ \ R
γ
1,2) = 1, and
then whγ1,2(γ) = 2, and there exists i ≥ 3 with h
γ\Rγ1,2
i,1 = h
γ
1,2. As (3, 3) ∈ [γ]
we have that
(γ \Rγ1,2) \R
γ\Rγ1,2
1,1 = (γ \Rγ2,1) \R
γ\Rγ2,1
1,1
is self-conjugate and (2, 2) ∈ [γ \Rγ1,2]. In particular
(γ \Rγ1,2)2 = ((γ \Rγ1,2)\R
γ\Rγ1,2
1,1 )1 +1 = ((γ \Rγ1,2)\R
γ\Rγ1,2
1,1 )
′
1 +1 = (γ \Rγ1,2)′2.
As i ≥ 3 we have from Lemma 3.4.27 that ((γ \Rγ1,2)\R
γ\Rγ1,2
i,1 )2 = (γ \Rγ1,2)2.
that
((γ \Rγ1,2) \R
γ\Rγ1,2
i,1 )
′
2 ≤ max{i− 1, ((γ \Rγ1,2) \R
γ\Rγ1,2
1,1 )
′
2}.
As (γ \ Rγ1,2)′2 ≥ 1 we also have that (γ \ Rγ1,2)′2 > ((γ \ Rγ1,2) \ R
γ\Rγ1,2
1,1 )
′
2.
Assume that γ \Rγ1,2 \R
γ\Rγ1,2
i,1 is self-conjugate. Then
((γ \Rγ1,2) \R
γ\Rγ1,2
i,1 )
′
2 = (γ \Rγ1,2)2 = (γ \Rγ1,2)′2
and so, again from Lemma 3.4.27, i > (γ \Rγ1,2)′2. In this case (γ \Rγ1,2)i = 1
and so, as h
γ\Rγ1,2
i,1 = h
γ
1,2 and (γ \Rγ1,2)′1 = γ′1, it follows that
i = γ′1 − hγ1,2 + 1 > (γ \Rγ1,2)′2 = (γ \Rγ1,1)′2.
So
hγ1,1 = γ1 + γ
′
1 − 1 ≥ hγ1,2 + γ1 + (γ \Rγ1,1)′2 − 1 = 2hγ1,2
which gives a contradicts the assumption. In particular (γ \Rγ1,2) \R
γ\Rγ1,2
i,1 is
equal to γ(hγ1,2) and so since it is not self-conjugate the lemma follows.
Lemma 4.2.18. Let γ and δ be partitions such that the following holds.
• (2, 2) ∈ [γ],
• (3, 2) ∈ [δ],
• δ1 > γ1,
• γ \ Rγ1,1 = δ \Rδ1,1,
• γ \Rγ2,1 is self-conjugate.
Then (δ \Rδ3,1) > (δ \Rδ3,1).
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Proof. From Lemma 3.4.27 we have that
γ \Rγ2,1 = (γ1, (γ \Rγ1,1)2, (γ \Rγ1,1)3, . . .),
δ \Rδ3,1 = (δ1, δ2, (δ \Rδ1,1)3, (δ \Rδ1,1)4, . . .).
Since (2, 1) ∈ [γ] and (3, 1) ∈ [δ] we have that (γ\Rγ1,1)′1 ≥ 1 and (δ\Rδ1,1)′1 ≥ 2
and so (γ \ Rγ2,1)′1 = (γ \ Rγ1,1)′1 and (δ \ Rδ3,1)′1 = (δ \ Rδ1,1)′1. From the other
assumptions we then have that
(δ\Rδ3,1)1 =δ1>γ1 =(γ\Rγ2,1)1 =(γ\Rγ2,1)′1 =(γ\Rγ1,1)′1 =(δ\Rδ1,1)′1 =(δ\Rδ3,1)′1.
Lemma 4.2.19. Let γ, δ ` m such that (2, 2) ∈ [γ] and γ \ Rγ2,1 = δ \ Rδ1,1.
Then hγ1,2 = hδ2,2.
Proof. As (2, 2) ∈ [γ] we have that (1, 1) ∈ [γ \ Rγ2,1] = [δ \ Rδ1,1] and that
(γ \Rγ1,1)′1 ≥ 1. So, using Lemma 3.4.27, we have that
hδ2,2 = h
δ\Rδ1,1
1,1
= h
γ\Rγ2,1
1,1
= (γ \Rγ2,1)1 + (γ \Rγ2,1)′1 − 1
= γ1 + (γ \Rγ1,1)′1 − 1
= γ1 + γ
′
2 − 2
= hγ1,2.
Lemma 4.2.20. Let γ, δ ` n satisfying the following conditions.
• (3, 3) ∈ [γ],
• γ \Rγ1,1 is self-conjugate,
• hγ1,2 < hγ2,1 = hδ1,1,
• γ \Rγ2,1 = δ \Rδ1,1.
Then we have that γ′1 > γ1, δ1, δ′1 and h
γ
3,1 > h
γ
1,3, h
δ
1,3, h
δ
3,1.
Further if hγ1,2 ≥ hγ3,1 then if hγ1,2 | hγi,j or hγ1,2 | hδi,j with (i, j) ∈ [γ] or
(i, j) ∈ [δ] we have that hγ1,2 = hγi,j or hγ1,2 = hδi,j respectively.
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Proof. By assumption
γ1 = h
γ
1,2 − (γ \Rγ1,1)′1 + 1 < hγ2,1 − (γ \Rγ1,1)1 + 1 = γ′1
and then
hγ1,3 = γ1 + (γ \Rγ1,1)′2 − 2 < γ′1 + (γ \Rγ1,1)2 − 2 = hγ3,1.
From Lemma 4.2.19 we have that hγ1,2 = hδ2,2. From Lemma 3.4.27 we have
that
δ \Rδ1,1 = γ \Rγ2,1 = (γ1, (γ \Rγ1,1)2, (γ \Rγ1,1)3, . . .),
that is γ1 = (δ\Rδ1,1)1 and (γ\Rγ1,1)j = (δ\Rδ1,1)j for j ≥ 2. As (γ\Rγ1,1)′1 ≥ 1
and γ \Rγ1,1 is self-conjugate we also have that
(γ \Rγ1,1)1 = (γ \Rγ1,1)′1 = (γ \Rγ2,1)′1 = (δ \Rδ1,1)′1.
In particular δ1, δ′1 > (γ \Rγ1,1)1. As
γ′1 + (γ \Rγ1,1)1 − 1 = hγ2,1 = hδ1,1 = δ1 + δ′1 − 1
we then have that γ′1 > δ1, δ′1. As γ \Rγ1,1 is self-conjugate and (γ \Rγ1,1)′2 ≥ 2
we have that
(δ \Rδ1,1)2 = (γ \Rγ1,1)2 = (γ \Rγ1,1)′2 = (γ \Rγ2,1)′2 = (δ \Rδ1,1)′2.
In particular
hδ1,3 = δ1 + (δ \Rδ1,1)′2 − 2 < γ′1 + (γ \Rγ1,1)2 − 2 = hγ3,1,
hδ3,1 = δ
′
1 + (δ \Rδ1,1)2 − 2 < γ′1 + (γ \Rγ1,1)2 − 2 = hγ3,1
and so the first part of the lemma is proved.
Assume now that hγ1,2 ≥ hγ3,1. Then
hγ1,1 = γ1 + γ
′
1 − 1
= hγ3,1 + γ1 − γ3 + 2
≤ hγ1,2 + γ1 − γ3 + 2
< hγ1,2 + γ1 + γ
′
2 − 2
= 2hγ1,2,
as γ′2, γ3 ≥ 3 and so the lemma follows, since hδ1,1 = hγ2,1 < hγ1,1.
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We are ready to prove the next theorem which allows us to construct
universal sampling sets for 2 for An starting from universal sampling sets
for 3 for Sn. In Corollary 4.2.22 we will give an explicit construction of a
universal sampling set for 2 for An.
Theorem 4.2.21. For m ≥ 0 let ∈ Γm be a universal sampling set for 3 for
Sm such that (h, 1m−h) ∈ Γm for 0 ≤ h ≤ m. Define
Γ := {(hw11 , . . . , hwmm , γ1, γ2, . . .) : m ≥ 0, hi ≥ 1 distinct, 1 ≤ wi ≤ 2,
γ ∈ Γn−h1w1−...−hmwm}.
Then
Γ′ := {γ ∈ Γ : γ even and γ does not consist of odd and distinct parts}
∪ {γ± : γ ` n consists of odd and distinct parts}
is a universal sampling set for 2 for An.
Proof. For n = 2 we have that (12) ∈ Γ′. So we can now assume that n > 2.
In this case |Irr(An)| > 2, so it is enough to prove that ({ϕ, ψ},Γ′) is a
sampling pair for ϕ 6= ψ ∈ Irr(An).
Notice that Γm is also a sampling set for {χλ, χλ′} with λ ` m not self-
conjugate. Then for each λ ` m not self-conjugate there exist ν, pi ∈ Γm with
ν even, pi odd and χλν , χλρ 6= 0.
As (1n) ∈ Γ it follows from Theorem 4.1.2 and Propositions 4.2.1, 4.2.2
and 4.2.3 in order to prove the theorem it is enough to prove that
({χα, χβ}, {γ ∈ Γ : γ is even})
is a sampling pair for α, β ` n not self-conjugate which are distinct and not
conjugate to each other.
The proof will be divided in several cases, with at least one case satisfied
by each pair of partitions γ, δ not self-conjugate, distinct and not conjugate
to each other with |γ| = |δ|, up to exchanging γ and δ.
Assume that α, β ` n are not self-conjugate and that α 6= β, β′. Define
α1 := α and β1 := β. In some of the cases we will recursively remove wi
(with wi ∈ {1, 2}) hooks of length hi from αi and βi to obtain αi+1 and
βi+1 respectively such that αi+1 and βi+1 are hi-cores. In the other cases
we will construct λe, λo, µe, µo such that λe and µe are even, λo and µo are
odd and ({χαi , χβi}, {λe, µe}) and ({χαi , χβi}, {λo, µo}) are sampling pairs in
S|αi|. Even if it will not be specified, whenever applying Lemmas 4.2.4 to
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4.2.8 we will assume that ν, pi, ρ ∈ Γm for some m. It can be easily checked
that with this assumption the constructed λe, λo, µe, µo are in
Γ′′ := {(h, k, γ1, γ2, . . .) : h, k ≥ 0, γ ∈ Γ|αi|−h−k}.
We will then use λe, λo, µe, µo to construct λ, µ ∈ {γ ∈ Γ : γ is even} such
that ({χα, χβ}, {λ, µ}) is a sampling pair in Sn.
As long as αi and βi will be defined, they will not be self-conjugate, they
will not be equal or conjugate to each other, |αi| = |βi| and αi and βi will
satisfy one of the following conditions or one of the equivalent ones obtained
exchanging αi and βi.
1. • (1, 2) 6∈ [αi] or (2, 1) 6∈ [αi],
• hβi1,1 ≤ |αi| − 2.
2. • (1, 2) 6∈ [αi] or (2, 1) 6∈ [αi],
• hβi1,1 = |αi| − 1.
3. • (1, 2) 6∈ [αi] or (2, 1) 6∈ [αi],
• hβi1,1 = |αi|.
4. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \Rαi1,1, βi \Rβ
i
1,1 are self-conjugate,
• hβi1,1 6= max{hαi1,2, hαi2,1} 6= max{hβ
i
1,2, h
βi
2,1} 6= hαi1,1.
5. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \Rαi1,1, βi \Rβ
i
1,1 are self-conjugate,
• hβi1,1 = max{hαi1,2, hαi2,1}.
6. • (1, 2), (2, 1) ∈ [αi], [βi] but (2, 2) 6∈ [αi],
• βi \Rβi1,1 6= (1) is self-conjugate,
• max{hαi1,2, hαi2,1} = max{hβ
i
1,2, h
βi
2,1}.
7. • (1, 2), (2, 1) ∈ [αi], [βi] but (2, 2) 6∈ [αi],
• βi \Rβi1,1 = (1),
• max{hαi1,2, hαi2,1} = max{hβ
i
1,2, h
βi
2,1}.
8. • (2, 2) ∈ [αi], [βi],
• αi \Rαi1,1 6= βi \Rβ
i
1,1 are self-conjugate,
• max{hαi1,2, hαi2,1} = max{hβ
i
1,2, h
βi
2,1}.
9. • (1, 2), (2, 1) ∈ [αi], [βi]
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• αi \Rαi1,1 = βi \Rβ
i
1,1 are self-conjugate,
• max{hαi1,2, hαi2,1} = max{hβ
i
1,2, h
βi
2,1}.
10. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \Rαi1,1 is self-conjugate and βi \Rβ
i
1,1 is not self-conjugate,
• hαi1,1 = hβ
i
1,1.
11. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \Rαi1,1 and βi \Rβ
i
1,1 are not self-conjugate and they are distinct
and not conjugate to each other,
• hαi1,1 = hβ
i
1,1.
12. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} = max{hβ
i
1,2, h
βi
2,1},
• If (j, k), (j′, k′) ∈ {(1, 2), (2, 1)} are such that hαij,k ≥ hαik,j and
hβ
i
j′,k′ ≥ hβ
i
k′,j′ then α
i \Rαij,k and βi \Rβ
i
j′,k′ are not self-conjugate.
13. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} = max{hβ
i
1,2, h
βi
2,1},
• There exists (j, k) ∈ {(1, 2), (2, 1)} with hαij,k ≥ hαik,j and αi \ Rαij,k
self-conjugate.
14. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} > hβ
i
1,2, h
βi
2,1,
• If (j, k) ∈ {(1, 2), (2, 1)} is such that hαij,k ≥ hαik,j then αi \ Rαij,k is
not self-conjugate.
15. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} > hβ
i
1,2, h
βi
2,1 and h
βi
1,2 6= hβ
i
2,1,
• There exists (j, k) ∈ {(1, 2), (2, 1)} with hαij,k ≥ hαik,j and αi \ Rαij,k
self-conjugate,
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• max{hβi1,2, hβ
i
2,1} 6∈ H(αi).
16. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} > hβ
i
1,2, h
βi
2,1 and h
βi
1,2 6= hβ
i
2,1,
• There exists (j, k) ∈ {(1, 2), (2, 1)} with hαij,k ≥ hαik,j and αi \ Rαij,k
self-conjugate,
• max{hβi1,2, hβ
i
2,1} ∈ H(αi).
17. • (1, 2), (2, 1) ∈ [αi], [βi] but (2, 3) 6∈ [αi] or (3, 2) 6∈ [αi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} > hβ
i
1,2 = h
βi
2,1,
• There exists (j, k) ∈ {(1, 2), (2, 1)} with hαij,k ≥ hαik,j and αi \ Rαij,k
self-conjugate.
18. • (2, 3), (3, 2) ∈ [αi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} > hβ
i
1,2 = h
βi
2,1,
• There exists (j, k) ∈ {(1, 2), (2, 1)} with hαij,k ≥ hαik,j and αi \ Rαij,k
self-conjugate,
• hαi2,2 = max{hαi1,3, hαi3,1, hβ
i
1,3, h
βi
3,1}.
19. • (2, 3), (3, 2) ∈ [αi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} > hβ
i
1,2 = h
βi
2,1,
• There exists (j, k) ∈ {(1, 2), (2, 1)} with hαij,k ≥ hαik,j and αi \ Rαij,k
self-conjugate,
• hαi2,2 > hαi1,3, hαi3,1, hβ
i
1,3, h
βi
3,1.
20. • (2, 3), (3, 2) ∈ [αi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} > hβ
i
1,2 = h
βi
2,1,
• There exists (j, k) ∈ {(1, 2), (2, 1)} with hαij,k ≥ hαik,j and αi \ Rαij,k
self-conjugate,
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• hαi2,2 < max{hαi1,3, hαi3,1, hβ
i
1,3, h
βi
3,1} 6= hβ
i
1,2.
21. • (2, 3), (3, 2) ∈ [αi] but (3, 3) 6∈ [αi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} > hβ
i
1,2 = h
βi
2,1,
• There exists (j, k) ∈ {(1, 2), (2, 1)} with hαij,k ≥ hαik,j and αi \ Rαij,k
self-conjugate,
• hαi2,2 < max{hαi1,3, hαi3,1, hβ
i
1,3, h
βi
3,1} = hβ
i
1,2.
22. • (3, 3) ∈ [αi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} > hβ
i
1,2 = h
βi
2,1,
• There exists (j, k) ∈ {(1, 2), (2, 1)} with hαij,k ≥ hαik,j and αi \ Rαij,k
self-conjugate,
• hαi2,2 < max{hαi1,3, hαi3,1, hβ
i
1,3, h
βi
3,1} = hβ
i
1,2,
• min{hαi1,2, hαi2,1} > hβ
i
1,3, h
βi
3,1.
23. • (3, 3) ∈ [αi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} > hβ
i
1,2 = h
βi
2,1,
• There exists (j, k) ∈ {(1, 2), (2, 1)} with hαij,k ≥ hαik,j and αi \ Rαij,k
self-conjugate,
• hαi2,2 < max{hαi1,3, hαi3,1, hβ
i
1,3, h
βi
3,1} = hβ
i
1,2,
• min{hαi1,2, hαi2,1} = max{hβ
i
1,3, h
βi
3,1}.
24. • (3, 3) ∈ [αi],
• αi \ Rαi1,1 and βi \ Rβ
i
1,1 are not self-conjugate with βi \ Rβ
i
1,1 equal
to αi \Rαi1,1 or its conjugate,
• max{hαi1,2, hαi2,1} > hβ
i
1,2 = h
βi
2,1,
• There exists (j, k) ∈ {(1, 2), (2, 1)} with hαij,k ≥ hαik,j and αi \ Rαij,k
self-conjugate,
• hαi2,2 < max{hαi1,3, hαi3,1, hβ
i
1,3, h
βi
3,1} = hβ
i
1,2,
• min{hαi1,2, hαi2,1} < max{hβ
i
1,3, h
βi
3,1}.
25. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \Rαi1,1 is not self-conjugate,
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• hαi1,1 > hβ
i
1,1.
26. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \Rαi1,1 is self-conjugate and βi \Rβ
i
1,1 is not self-conjugate,
• hαi1,1 > hβ
i
1,1 > h
αi
1,2, h
αi
2,1.
27. • (1, 2), (2, 1) ∈ [αi], [βi],
• αi \Rαi1,1 is self-conjugate,
• hβi1,1 < max{hαi1,2, hαi2,1}.
28. • (1, 2), (2, 1) ∈ [αi], [βi] but (2, 2) 6∈ [αi],
• hβi1,1 = max{hαi1,2, hαi2,1},
• αi \Rαi1,1 is self-conjugate while βi \Rβ
i
1,1 is not self-conjugate,
• If hαi1,2 ≥ hαi2,1 then βi \ Rβ
i
1,1 6∈ {αi \ Rαi1,2, (αi \ Rαi1,2)′}, while if
hα
i
1,2 ≤ hαi2,1 then βi \Rβ
i
1,1 6∈ {αi \Rαi2,1, (αi \Rαi2,1)′}.
29. • (2, 2) ∈ [αi],
• hβi1,1 = max{hαi1,2, hαi2,1},
• αi \Rαi1,1 is self-conjugate while βi \Rβ
i
1,1 is not self-conjugate,
• If hαi1,2 ≥ hαi2,1 then βi \ Rβ
i
1,1 6∈ {αi \ Rαi1,2, (αi \ Rαi1,2)′}, while if
hα
i
1,2 ≤ hαi2,1 then βi \Rβ
i
1,1 6∈ {αi \Rαi2,1, (αi \Rαi2,1)′}.
30. • (1, 2), (2, 1) ∈ [αi] but (2, 2) 6∈ [αi],
• hβi1,1 = max{hαi1,2, hαi2,1},
• αi \Rαi1,1 is self-conjugate while βi \Rβ
i
1,1 is not self-conjugate,
• If hαi1,2 ≥ hαi2,1 then βi \ Rβ
i
1,1 ∈ {αi \ Rαi1,2, (αi \ Rαi1,2)′}, while if
hα
i
1,2 ≤ hαi2,1 then βi \Rβ
i
1,1 ∈ {αi \Rαi2,1, (αi \Rαi2,1)′}.
31. • (2, 2) ∈ [αi] but (2, 3) 6∈ [αi] or (3, 2) 6∈ [αi],
• hβi1,1 = max{hαi1,2, hαi2,1},
• αi \Rαi1,1 is self-conjugate while βi \Rβ
i
1,1 is not self-conjugate,
• If hαi1,2 ≥ hαi2,1 then βi \ Rβ
i
1,1 ∈ {αi \ Rαi1,2, (αi \ Rαi1,2)′}, while if
hα
i
1,2 ≤ hαi2,1 then βi \Rβ
i
1,1 ∈ {αi \Rαi2,1, (αi \Rαi2,1)′}.
32. • (2, 3), (3, 2) ∈ [αi] but (3, 3) 6∈ [αi],
• hβi1,1 = max{hαi1,2, hαi2,1},
• αi \Rαi1,1 is self-conjugate while βi \Rβ
i
1,1 is not self-conjugate,
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• If hαi1,2 ≥ hαi2,1 then βi \ Rβ
i
1,1 ∈ {αi \ Rαi1,2, (αi \ Rαi1,2)′}, while if
hα
i
1,2 ≤ hαi2,1 then βi \Rβ
i
1,1 ∈ {αi \Rαi2,1, (αi \Rαi2,1)′},
• If (αi)2 = 3 or (αi)2 = min{(αi)1, (αi)′1} then
βi, (βi)′ 6=(min{(αi)1, (αi)′1}+ (αi)2 − 1,min{(αi)1, (αi)′1}+ 1,
2(α
i)2−2, 1max{(α
i)1,(αi)′1}−min{(αi)1,(αi)′1}−(αi)2).
33. • (2, 3), (3, 2) ∈ [αi] but (3, 3) 6∈ [αi],
• hβi1,1 = max{hαi1,2, hαi2,1},
• αi \Rαi1,1 is self-conjugate while βi \Rβ
i
1,1 is not self-conjugate,
• If hαi1,2 ≥ hαi2,1 then βi \ Rβ
i
1,1 ∈ {αi \ Rαi1,2, (αi \ Rαi1,2)′}, while if
hα
i
1,2 ≤ hαi2,1 then βi \Rβ
i
1,1 ∈ {αi \Rαi2,1, (αi \Rαi2,1)′},
• (αi)2 = 3 and
βi, (βi)′ 6=(min{(αi)1, (αi)′1}+ 2,min{(αi)1, (αi)′1}+ 1, 2,
1max{(α
i)1,(αi)′1}−min{(αi)1,(αi)′1}−3).
34. • (2, 3), (3, 2) ∈ [αi] but (3, 3) 6∈ [αi],
• hβi1,1 = max{hαi1,2, hαi2,1},
• αi \Rαi1,1 is self-conjugate while βi \Rβ
i
1,1 is not self-conjugate,
• If hαi1,2 ≥ hαi2,1 then βi \ Rβ
i
1,1 ∈ {αi \ Rαi1,2, (αi \ Rαi1,2)′}, while if
hα
i
1,2 ≤ hαi2,1 then βi \Rβ
i
1,1 ∈ {αi \Rαi2,1, (αi \Rαi2,1)′},
• (αi)2 = min{(αi)1, (αi)′1} ≥ 4 and
βi, (βi)′ 6=(2 min{(αi)1, (αi)′1} − 1,min{(αi)1, (αi)′1}+ 1,
2min{(α
i)1,(αi)′1}−2, 1max{(α
i)1,(αi)′1}−2 min{(αi)1,(αi)′1}).
35. • (3, 3) ∈ [αi],
• hβi1,1 = max{hαi1,2, hαi2,1},
• αi \Rαi1,1 is self-conjugate while βi \Rβ
i
1,1 is not self-conjugate,
• If hαi1,2 ≥ hαi2,1 then βi \ Rβ
i
1,1 ∈ {αi \ Rαi1,2, (αi \ Rαi1,2)′}, while if
hα
i
1,2 ≤ hαi2,1 then βi \Rβ
i
1,1 ∈ {αi \Rαi2,1, (αi \Rαi2,1)′},
• hαi1,3, hαi3,1 < hαi1,2, hαi2,1.
36. • (3, 3) ∈ [αi],
• hβi1,1 = max{hαi1,2, hαi2,1},
• αi \Rαi1,1 is self-conjugate while βi \Rβ
i
1,1 is not self-conjugate,
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• If hαi1,2 ≥ hαi2,1 then βi \ Rβ
i
1,1 ∈ {αi \ Rαi1,2, (αi \ Rαi1,2)′}, while if
hα
i
1,2 ≤ hαi2,1 then βi \Rβ
i
1,1 ∈ {αi \Rαi2,1, (αi \Rαi2,1)′},
• max{hαi1,3, hαi3,1} = min{hαi1,2, hαi2,1}.
37. • (3, 3) ∈ [αi],
• hβi1,1 = max{hαi1,2, hαi2,1},
• αi \Rαi1,1 is self-conjugate while βi \Rβ
i
1,1 is not self-conjugate,
• If hαi1,2 ≥ hαi2,1 then βi \ Rβ
i
1,1 ∈ {αi \ Rαi1,2, (αi \ Rαi1,2)′}, while if
hα
i
1,2 ≤ hαi2,1 then βi \Rβ
i
1,1 ∈ {αi \Rαi2,1, (αi \Rαi2,1)′},
• max{hαi1,3, hαi3,1} > min{hαi1,2, hαi2,1},
• w
max{hαi1,3,hα
i
3,1}(β
i) ≤ 1.
38. • (3, 3) ∈ [αi],
• hβi1,1 = max{hαi1,2, hαi2,1},
• αi \Rαi1,1 is self-conjugate while βi \Rβ
i
1,1 is not self-conjugate,
• If hαi1,2 ≥ hαi2,1 then βi \ Rβ
i
1,1 ∈ {αi \ Rαi1,2, (αi \ Rαi1,2)′}, while if
hα
i
1,2 ≤ hαi2,1 then βi \Rβ
i
1,1 ∈ {αi \Rαi2,1, (αi \Rαi2,1)′},
• max{hαi1,3, hαi3,1} > min{hαi1,2, hαi2,1},
• w
max{hαi1,3,hα
i
3,1}(β
i) ≥ 2.
We will now show how to construct either αi+1, βi+1, hi and wi or λe,
λo, µe and µo in each of the above cases. In most of the cases we will prove
only one subcase. The other subcases correspond to taking (αi)′ instead of
αi or (βi)′ instead of βi. As proofs for the subcases not considered would be
similar to that of the subcase considered (simply changing indices to consider
(αi)′ instead of αi or (βi)′ instead of βi) they will be omitted.
1. As (1, 2) 6∈ [αi] or (2, 1) 6∈ [αi] we have that αi = (1|αi|) or αi = (|αi|).
We will assume that αi = (|αi|). If |αi| is odd let λe := (|αi|) and
λo := (|αi| − 1, 1), while if |αi| is even let λe := (|αi| − 1, 1) and
λo := (|αi|). Then λe is even while λo is odd. Let µe even and µo odd
such that µe, µo ∈ Γ|αi| with χβ
i
µe , χ
βi
µo 6= 0. As hβ
i
1,1 ≤ |αi| − 2 we have
that χαiλe = 1, χα
i
λo = 1, χ
βi
λe = 0, χ
βi
λo = 0 and so we are done.
2. Again αi = (1|αi|) or αi = (|αi|) as (1, 2) 6∈ [αi] or (2, 1) 6∈ [αi]. We
will assume that αi = (|αi|). As hβi1,1 = |αi| − 1 = |βi| − 1 it follows
that βi = ((βi)1, 2, 1(β
i)′1−2) with (βi)1, (βi)′1 ≥ 2. As βi is not self-
conjugate we have that (βi)1 6= (βi)′1. We will assume (βi)1 > (βi)′1.
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We have that (βi)1 + (βi)′1 = |βi| = |αi| and so ((βi)1, (βi)′1 − 1, 1)
and (|αi|) are either both even or both odd and the same holds for
((βi)1, (β
i)′1) and (|αi| − 1, 1). Let λe := (|αi|), λo := (|αi| − 1, 1),
µe := ((βi)1, (β
i)′1 − 1, 1) and µo := ((βi)1, (βi)′1) if |αi| is odd, while
if |αi| is even let λe := (|αi| − 1, 1), λo := (|αi|), µe := ((βi)1, (βi)′1)
and µo := ((βi)1, (βi)′1− 1, 1). Then λe, µe are even, λo, µo are odd and
λe, λo, µe, µo ∈ Γ′′. Since
hβ
i
1,1 = |αi| − 1,
hβ
i
1,2 = (β
i)1,
hβ
i
2,1 = (β
i)′1 < (β
i)1
it follows from the Murnaghan-Nakayama formula that
(|αi|−1, 1) ((βi)1, (βi)′1)
χα
i
1 1
χβ
i
(−1)(βi)′1−1χ(1)(1) −χ(1
(βi)′1 )
((βi)′1)
=
(|αi|−1, 1) ((βi)1, (βi)′1)
χα
i
1 1
χβ
i
(−1)(βi)′1−1 (−1)(βi)′1
and
(|αi|) ((βi)1, (βi)′1 − 1, 1)
χα
i
1 1
χβ
i
0 −χ(1(β
i)′1 )
((βi)′1−1,1)
=
(|αi|) ((βi)1, (βi)′1 − 1, 1)
χα
i
1 1
χβ
i
0 (−1)(βi)′1−1
which are invertible and so we are done.
3. Also in this case αi = (1|αi|) or αi = (|αi|) as (1, 2) 6∈ [αi] or (2, 1) 6∈ [αi].
We will again assume that αi = (|αi|). As hβi1,1 = |αi| = |βi| it follows
that βi = ((βi)1, 1(β
i)′1−1). As βi is not self-conjugate we have that
(βi)1 6= (βi)′1. We will assume that (βi)1 > (βi)′1. Also (βi)′1 ≥ 2
as βi 6= αi, (αi)′. In this case (βi)1 + (βi)′1 = |αi| + 1. In particular
((βi)1 − 1, (βi)′1) and (|αi| − 1, 1) are either both even or both odd.
The same holds for ((βi)1 − 1, (βi)′1 − 1, 1) and (|αi|). If |αi| is odd
let λe := (|αi|), λo := (|αi| − 1, 1), µe := ((βi)1 − 1, (βi)′1 − 1, 1) and
µo := ((βi)1−1, (βi)′1). If |αi| is even let λe := (|αi|−1, 1), λo := (|αi|),
µe := ((βi)1 − 1, (βi)′1) and µo := ((βi)1 − 1, (βi)′1 − 1, 1). Then λe, µe
are even, λo, µo are odd and λe, λo, µe, µo ∈ Γ′′. We have that
hβ
i
1,1 = |αi|,
hβ
i
1,2 = (β
i)1 − 1 < |αi| − 1,
hβ
i
2,1 = (β
i)′1 − 1 < (βi)1 − 1 < |αi| − 1
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since (βi)1, (βi)′1 ≥ 2. So
(|αi|) ((βi)1 − 1, (βi)′1 − 1, 1)
χα
i
1 1
χβ
i
(−1)(βi)′1−1χ(0)(0) χ(1
(βi)′1 )
((βi)′1−1,1)
=
(|αi|) ((βi)1 − 1, (βi)′1 − 1, 1)
χα
i
1 1
χβ
i
(−1)(βi)′1−1 (−1)(βi)′1−2
and
(|αi| − 1, 1) ((βi)1 − 1, (βi)′1)
χα
i
1 1
χβ
i
0 χ
(1(β
i)′1 )
((βi)′1−1,1)
=
(|αi| − 1, 1) ((βi)1 − 1, (βi)′1)
χα
i
1 1
χβ
i
0 (−1)(βi)′1−1
are invertible and then we are done.
4. As αi \ Rαi1,1 and βi \ Rβ
i
1,1 are self-conjugate but αi and βi are not
self-conjugate, we have by Lemma 3.4.26 that hαi1,2 6= hαi2,1 and that
hβ
i
1,2 6= hβ
i
2,1. As max{hαi1,2, hαi2,1} 6= max{hβ
i
1,2, h
βi
2,1} we will assume that
hα
i
2,1 > h
αi
1,2, h
βi
1,2, h
βi
2,1. The other cases can be proved similarly. From
Lemma 4.2.9 we have that αi \ Rαi2,1 is not self-conjugate. We can
then construct λe, λo, µe, µo as in Lemma 4.2.5 for αi, βi and hαi2,1, as
w
hα
i
2,1
(βi) = 0, since hβ
i
1,1 6= hαi2,1 > hβ
i
1,2, h
βi
2,1.
5. From Lemma 3.4.26 we have that hαi1,2 6= hαi2,1. We will assume that
hα
i
1,2 < h
αi
2,1. From Lemma 4.2.9 we have that αi \ Rαi2,1 is not self-
conjugate. We can then apply Lemma 4.2.7 for αi, βi and h = hαi2,1.
6. By assumption αi = (a, 1|αi|−a) for some 2 ≤ a < |αi|. As αi is not
self-conjugate it follows that a − 1 6= |αi| − a. We will assume that
a− 1 < |αi| − a. From Lemma 3.4.26 applied to βi and (βi)′ it follows
that hβ
i
1,2 6= hβ
i
2,1. We will assume that h
βi
1,2 < h
βi
2,1. If βi \Rβ
i
1,1 was equal
to αi \ Rαi1,1 = (0) it would then follow that βi = αi, as hαi2,1 = hβ
i
2,1
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by assumption. So βi \ Rβi1,1 6= αi \ Rαi1,1 = (0) (since (2, 2) 6∈ [αi] by
assumption) and then (2, 2) ∈ [βi]. Also
αi \Rαi2,1 = ((αi)1)
and, from Lemma 3.4.27,
βi \Rβi2,1 = ((βi)1, (βi \Rβ
i
1,1)2, (β
i \Rβi1,1)3, . . .).
We have that (αi\Rαi2,1)′1 = 1 and (βi\Rβ
i
2,1)
′
1 = (β
i\Rβi1,1)′1 as (2, 2) ∈ [βi]
so that (βi\Rβi1,1)′1 ≥ 1. As (βi)1 ≥ 2 if βi\Rβ
i
2,1 ∈ {αi\Rαi2,1, (αi\Rαi2,1)′}
we have that αi\Rαi2,1 = βi\Rβ
i
2,1 and (βi\Rβ
i
1,1)
′
1 = 1. As βi\Rβ
i
1,1 is self-
conjugate this would give that βi \Rβi1,1 = (1), contrary to our assump-
tion. So αi \Rαi2,1 and βi \Rβ
i
2,1 are different and not conjugate to each
other. From Lemma 4.2.9 we have that βi \ Rβi2,1 is not self-conjugate.
Now |αi\Rαi2,1| = |βi\Rβ
i
2,1| ≥ 2 and so αi\Rαi2,1 is also not self-conjugate.
Let λ˜e, λ˜o, µ˜e, µ˜o be as in that one of Cases 1 to 3 which applies to
αi\Rαi2,1 and βi\Rβ
i
2,1. Let λe := (hα
i
2,1, λ˜
e
1, λ˜
e
2, . . .), λo := (hα
i
2,1, λ˜
o
1, λ˜
o
2, . . .),
µe := (hα
i
2,1, µ˜
e
1, µ˜
e
2, . . .) and µo := (hα
i
2,1, µ˜
o
1, µ˜
o
2, . . .) if hα
i
2,1 is odd. If
hα
i
2,1 is even let instead λe := (hα
i
2,1, λ˜
o
1, λ˜
o
2, . . .), λo := (hα
i
2,1, λ˜
e
1, λ˜
e
2, . . .),
µe := (hα
i
2,1, µ˜
o
1, µ˜
o
2, . . .) and µo := (hα
i
2,1, µ˜
e
1, µ˜
e
2, . . .). Then λe, µe are even
and λo, µo are odd and we are done by Lemma 4.2.8.
7. From the assumptions αi = (a, 1|αi|−a) for some 2 ≤ a < |αi| and
βi = (b, 2, 1|α
i|−b−2) for some 2 ≤ b ≤ |αi| − 2. As αi and βi are not
self-conjugate we have that a − 1 6= |αi| − a and b 6= |αi| − b. We will
assume that a− 1 < |αi| − a and b < |αi| − b. Then we have that
|αi| − a = hαi2,1 = max{hα
i
2,1, h
αi
1,2} = max{hα
i
2,1, h
αi
1,2} = hβ
i
2,1 = |αi| − b,
that is a = b. We have that (|αi|) and (|αi|−a, a−1, 1) are either both
even or both odd. The same is true for (|αi| − 1, 1) and (|αi| − a, a). If
|αi| is odd let λe := (|αi|), λo := (|αi| − 1, 1), µe := (|αi| − a, a − 1, 1)
and µo := (|αi|− a, a). If |αi| is even let λe := (|αi|− 1, 1), λo := (|αi|),
µe := (|αi| − a, a) and µo := (|αi| − a, a − 1, 1). Then λe, µe are even
and λo, µo are odd and λe, λo, µe, µo ∈ Γ′′. Also as a 6= 1, |αi|, as
αi \Rαi2,1, βi \Rβ
i
2,1 = (a) and as a < |αi| − a (as b = a) we have that
(|αi|) (|αi| − a, a− 1, 1)
χα
i
(−1)|αi|−a (−1)|αi|−a−1
χβ
i
0 (−1)|αi|−a−2
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and
(|αi| − 1, 1) (|αi| − a, a)
χα
i
0 (−1)|αi|−a−1
χβ
i
(−1)|αi|−a−1 (−1)|αi|−a−2
and so we are done.
8. From Lemma 3.4.26 applied to αi and (αi)′ and to βi and (βi)′ we
have that hαi1,2 6= hαi2,1 and hβ
i
1,2 6= hβ
i
2,1. Assume that hα
i
2,1 > h
αi
1,2 and
hβ
i
2,1 > h
βi
1,2. Then by assumption hα
i
2,1 = h
βi
2,1. As (2, 2) ∈ [αi], so that
(αi \Rαi1,1)′1 ≥ 1, we have from Lemma 3.4.27 that
h
αi\Rαi2,1
1,1 =(α
i\Rαi2,1)1 +(αi\Rα
i
2,1)
′
1−1=(αi)1 +(αi\Rα
i
1,1)
′
1−1=hα
i
1,2<h
αi
2,1
and similarly h
βi\Rβi2,1
1,1 = h
βi
1,2 < h
αi
2,1. In particular αi \Rαi2,1 and βi \Rβ
i
2,1
are hαi2,1-cores.
By Lemma 4.2.9 we have that αi \ Rαi2,1 and αi \ Rαi2,1 are not self-
conjugate. We will now show that they are distinct and not conjugate
to each other. As, from Lemma 3.4.27, as αi \ Rαi1,1 is self -conjugate
and (2, 2) ∈ [αi],
(αi \Rαi2,1)′1 = (αi \Rα
i
1,1)
′
1 = (α
i \Rαi1,1)1 < α1 = (αi \Rα
i
2,1)1
and similarly
(βi \Rβi2,1)′1 = (βi \Rβ
i
1,1)1 < (β
i \Rβi2,1)1,
if βi\Rβi2,1 ∈ {αi\Rαi2,1, (αi\Rαi2,1)′} we then have that αi\Rαi2,1 = βi\Rβ
i
2,1,
since in the Young diagrams of both partitions the first row contains
more elements than the first column. From Lemma 3.4.27 we have that
αi \Rαi2,1 = ((αi)1, (αi \Rα
i
1,1)2, (α
i \Rαi1,1)3, . . .)
and
βi \Rβi2,1 = ((βi)1, (βi \Rβ
i
1,1)2, (β
i \Rβi1,1)3, . . .).
So if αi \Rαi2,1 = βi \Rβ
i
2,1 we would have that
(αi \Rαi1,1)j = (αi \Rα
i
2,1)j = (β
i \Rβi2,1)j = (βi \Rβ
i
1,1)j
for j ≥ 2. We would also have
(αi \Rαi1,1)1 = (αi \Rα
i
2,1)
′
1 = (β
i \Rβi2,1)′1 = (βi \Rβ
i
1,1)1.
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In particular if αi \ Rαi2,1 = βi \ Rβ
i
2,1 then αi \ Rαi1,1 = βi \ Rβ
i
1,1, which
gives a contradiction to the assumptions.
So as αi \ Rαi2,1 and βi \ Rβ
i
2,1 are hα
i
2,1-cores, they are not self-conjugate
and they are different and not conjugate to each other we can take
αi+1 := αi \Rαi2,1, βi+1 := βi \Rβ
i
2,1, hi := hα
i
2,1 and wi := 1.
9. As by assumption αi \ Rαi1,1 = βi \ Rβ
i
1,1 we have from Lemma 3.4.26
applied to αi and βi and (βi)′ that hαi1,2 6= hβ
i
1,2, h
βi
2,1 and hα
i
2,1 6= hβ
i
1,2, h
βi
2,1.
This gives a contradiction since max{hαi1,2, hαi2,1} = max{hβ
i
1,2, h
βi
2,1} by
assumption.
10. In this case we can construct λe, λo, µe, µo as in Lemma 4.2.6 for αi, βi
and hαi1,1.
11. In this case we can take αi+1 := αi \ Rαi1,1, βi+1 := βi \ Rβ
i
1,1, hi := hα
i
1,1
and wi := 1.
12. We will assume that βi \ Rβi1,1 = αi \ Rαi1,1 and that hαi1,2 ≤ hαi2,1. As
αi \ Rαi1,1 is not self-conjugate we have that (2, 2) ∈ [αi], [βi]. From
Lemma 4.2.12 we have that hαi2,1 = h
βi
1,2 > h
αi
1,2 = h
βi
2,1.
Assume that hαi2,1 | hαi1,1. Then
(αi)1 + (α
i)′1 − 1 = hα
i
1,1 ≥ 2hα
i
2,1 = 2(α
i)2 + 2(α
i)′1 − 4.
As
(αi)2 + (α
i)′1 − 2 = hα
i
2,1 > h
αi
1,2 = (α
i)1 + (α
i)′2 − 2
we would then get that
(αi)1 ≥ 2(αi)2 + (αi)′1 − 3 > (αi)1 + (αi)2 + (αi)′2 − 3
which gives a contradiction as (αi)2, (αi)′2 ≥ 2 as (2, 2) ∈ [αi]. In
particular, as hβ
i
1,1 = h
αi
1,1 and hα
i
2,1 = h
βi
1,2 > h
αi
1,2 = h
βi
2,1, we have that
αi \ Rαi2,1 and βi \ Rβ
i
1,2 are hα
i
2,1-cores, as whαi2,1(α
i), w
hα
i
2,1
(βi) = 1 from
Theorem 3.1.35.
By assumption we have that αi\Rαi2,1 and βi\Rβ
i
1,2 are not self-conjugate.
We will show that they are distinct and not conjugate to each other.
We have from Lemma 3.4.27 that
αi \Rαi2,1 = ((αi)1, (αi \Rα
i
1,1)2, (α
i \Rαi1,1)3, . . .)
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and
(βi \Rβi1,2)′ = ((βi)′1, (βi \Rβ
i
1,1)
′
2, (β
i \Rβi1,1)′3, . . .).
As (βi \ Rβi1,1)1 ≥ 1 as βi \ Rβ
i
1,1 is not self-conjugate we then have that
(βi \Rβi1,2)1 = (βi \Rβ
i
1,1)1. As
(αi \Rαi2,1)1 = (αi)1 > (αi \Rα
i
1,1)1 = (β
i \Rβi1,1)1 = (βi \Rβ
i
1,2)1
if βi \Rβi1,2 ∈ {αi \Rαi2,1, (αi \Rαi2,1)′} we have that βi \Rβ
i
1,2 = (α
i \Rαi2,1)′.
In this case (αi \Rαi1,1)j = (βi \Rβ
i
1,1)
′
j = (α
i \Rαi1,1)′j for j ≥ 2 and then
(αi \Rαi1,1)1 = (αi \Rαi1,1)′1. So if βi \Rβ
i
1,2 = (α
i \Rαi2,1)′ then αi \Rαi1,1 is
self-conjugate which gives a contradiction with the assumptions. Then
βi \Rβi1,2 6∈ {αi \Rαi2,1, (αi \Rαi2,1)} and then we can take αi+1 := αi \Rαi2,1,
βi+1 := βi \Rβi1,2, hi := hαi2,1 and wi := 1.
13. We will assume that hαi2,1 ≥ hαi1,2 and that βi \Rβ
i
1,1 = α
i \Rαi1,1. We have
that (2, 2) ∈ [αi], [βi] since αi \Rαi1,1 is not self-conjugate.
From Lemma 4.2.12 we have that hαi2,1 = h
βi
1,2 > h
αi
1,2 = h
βi
2,1. From
Lemma 3.4.27 and by assumption we have that
αi \Rαi2,1 = ((αi)1, (αi \Rα
i
1,1)2, (α
i \Rαi1,1)3, . . .)
is self-conjugate. As (αi \Rαi1,1)′1 ≥ 1 it follows that
(αi \Rαi1,1)′1 = (αi \Rα
i
2,1)
′
1 = (α
i \Rαi2,1)1 = (αi)1 > (αi \Rα
i
1,1)1.
Assume now that βi \ Rβi1,2 is self-conjugate. Then we would similarly
have that (βi \ Rβi1,1)1 > (βi \ Rβ
i
1,1)
′
1, which gives a contradiction as
βi \Rβi1,1 = αi \Rαi1,1. So βi \Rβ
i
1,2 is not self-conjugate and we can then
apply Lemma 4.2.7 to βi, αi and hαi2,1.
14. We will assume that βi \ Rβi1,1 = αi \ Rαi1,1 and that hαi2,1 ≥ hαi1,2. As
αi \ Rαi1,1 is not self-conjugate we have that (2, 2) ∈ [αi], [βi]. So from
Lemma 4.2.13 we have that hαi2,1 > h
βi
1,2, h
βi
2,1 > h
αi
1,2. By assumption
αi \ Rαi2,1 is not self-conjugate. As hβ
i
1,1 = h
αi
1,1 > h
αi
2,1, so that βi is an
hα
i
2,1-core, we can then take λe, λo, µe, µo as given by Lemma 4.2.5 for
αi, βi and hαi2,1.
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15. We will assume that hαi2,1 ≥ hαi1,2 and that αi \ Rαi1,1 = βi \ Rβ
i
1,1. From
Lemma 4.2.13 it then follows that hαi2,1 > h
βi
1,2, h
βi
2,1 > h
αi
1,2. By as-
sumption we then have that αi \ Rαi2,1 is self-conjugate. Let (j′, k′) in
{(1, 2), (2, 1)} such that hβij′,k′ > hβ
i
k′,j′ . Then h
βi
j′,k′ has multiplicity 1 in
H(βi), since hβ
i
1,1 > h
βi
j′,k′ > h
βi
k′,j′ . From Lemma 4.2.10 it follows that
βi \Rβij′,k′ is not self-conjugate. So we can take λe, λo, µe, µo as given by
Lemma 4.2.5 for βi, αi and hβ
i
j′,k′ .
16. We will be assuming that hαi2,1 ≥ hαi1,2 and that αi\Rαi1,1 = βi\Rβ
i
1,1. Since
αi\Rαi1,1 = βi\Rβ
i
1,1 is not self-conjugate we have that (2, 2) is a node of αi
and βi]. So hαi2,1 > h
βi
1,2, h
βi
2,1 > h
αi
1,2 from Lemma 4.2.13. By assumption
we then have that αi\Rαi2,1 is self-conjugate. Let (j′, k′) ∈ {(1, 2), (2, 1)}
such that hβ
i
j′,k′ > h
βi
k′,j′ . As h
αi
1,2 < h
βi
j′,k′ and h
βi
j′,k′ ∈ H(αi) there exists
j such that hαi
j,1
= hβ
i
j′,k′ . As h
αi
2,1 > h
βi
j′,k′ we have that j ≥ 3. Also
hβ
i
j′,k′ has multiplicity 1 in H(α
i), since hαi1,2 < h
βi
j′,k′ and hook lengths
are strictly decreasing both along the rows and the columns as long as
the corresponding nodes belong to the partition. As (2, 2) ∈ [βi] we
have that
hα
i
1,1 = h
βi
1,1 = h
βi
1,1 + h
βi
2,2 − hβ
i
2,2 = h
βi
1,2 + h
βi
2,1 − h
βi\Rβi1,1
1,1 < 2h
βi
j′,k′ .
As (j′, k′) ∈ {(1, 2), (2, 1)} and hβij′,k′ > hβ
i
k′,j′ it follows that α
i and βi
have both hβ
i
j′,k′-weight equal to 1 and so α
i \ Rαi
j,1
and βi \ Rβij′,k′ are
hβ
i
j′,k′-cores. From Lemma 4.2.10 we have that β
i \ Rβij′,k′ is not self-
conjugate.
Assume first that αi \ Rαi
j,1
is not self-conjugate. We will now prove
that αi \ Rαi
j,1
and βi \ Rβij′,k′ are distinct and not conjugate to each
other. From Lemmas 3.4.27 and 4.2.15, as αi \ Rαi1,1 = βi \ Rβ
i
1,1 and as
(2, 2) ∈ [αi] we have that
(βi \Rβi1,2)1 = (βi \Rβ
i
1,1)1 = (α
i \Rαi1,1)1 < (αi)1,
(βi \Rβi1,2)′1 = (βi)′1 > (αi)1,
(βi \Rβi2,1)1 = (βi)1 > (αi)1.
As, from Lemma 3.4.27,
αi \Rαi
j,1
= ((αi)1, . . . , (α
i)j−1, (α
i \Rαi1,1)j, (αi \Rα
i
1,1)j+1, . . .)
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if αi \ Rαi
j,1
and βi \ Rβij′,k′ are equal or conjugate then (j′, k′) = (1, 2)
and (αi \ Rαi
j,1
)′ = βi \ Rβi2,1. We will now assume that this happens.
Then (βi)1 = (αi \Rαij,1)′1. As
(βi)1 > (β
i \Rβi1,1)′1 = (αi \Rα
i
1,1)
′
1 = (α
i)2 − 1
and (αi \ Rαi
j,1
)′1 = max{j − 1, (αi \ Rαi1,1)′1} we have that j − 1 = (βi)1
and
αi \Rαi
j,1
= ((αi)1, . . . , (α
i)j−1).
As (αi)′2 ≤ j − 1 we then have that (βi \ Rβ
i
2,1)2 = (α
i \ Rαi
j,1
)′2 = (α
i)′2.
So, as (αi)′2 > 0,
(βi \Rβi1,1)1 ≥ (βi \Rβ
i
1,1)2
= (βi \Rβi2,1)2
= (αi \Rαi
j,1
)′2
= (αi)′2
= (αi \Rαi1,1)′1 + 1
and then (βi \ Rβi1,1)1 > (αi \ Rαi1,1)′1. This contradicts the fact that
(βi\Rβi1,1)1 < (αi\Rαi1,1)′1, as αi\Rαi1,1 = βi\Rβ
i
1,1 and from Lemma 4.2.14.
So we have that αi \Rαi
j,1
and βi \Rβij′,k′ are distinct and not conjugate
to each other. So we can take αi+1 := αi \ Rαi
j,1
, βi+1 := βi \ Rβij′,k′ ,
hi := h
βi
j′,k′ and wi := 1.
Assume now that αi\Rαi
j,1
is self-conjugate. In this case we can construct
λe, λo, µe, µo as given by Lemma 4.2.6 for αi, βi and hβ
i
j′,k′ .
17. By assumption we have that αi = (a1, a2, 1a3−2)′ or αi = (a1, a2, 1a3−2)
for some a1, a2, a3. We will assume that αi = (a1, a2, 1a3−2) and that
αi \ Rαi1,1 = βi \ Rβ
i
1,1. So βi = (b1, a2, 1b3−2) for some b1 and b3 with
b1 + b3 = a1 +a3. As αi \Rαi1,1 is not self-conjugate we have that a2 ≥ 3.
From Lemma 4.2.13 we have that hαi1,2 6= hαi2,1. As αi \ Rαi2,1 = (a1) is
not self-conjugate as a1 ≥ a2 ≥ 3, by assumption it then follows that
αi \Rαi1,2 = (a2− 1, 1a3−1) is self-conjugate, that is a2 = a3 + 1. Also we
have that hαi1,2 ≥ hαi2,1 and then, since hαi1,2 6= hαi2,1, that
a1 = h
αi
1,2 > h
αi
2,1 = a2 + a3 − 2.
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As b1 = hβ
i
1,2 = h
βi
2,1 = a2+b3−2 we have that b1 = b3+a2−2 = b3+a3−1.
As b1+b3 = a1+a3 we have that b1 = (a1−1)/2+a3 and b3 = (a1+1)/2
and so a1 = 2a + 1 is odd. Then αi = (2a + 1, a3 + 1, 1a3−2) and
βi = (a+ a3, a3 + 1, 1
a−1). From Lemma 4.2.11 we have that
hα
i
1,2 + h
αi
2,1 = h
βi
1,2 + h
βi
2,1
and since hαi1,2 > hα
i
2,1 and h
βi
1,2 = h
βi
2,1 it then follows that
hα
i
1,2 > h
βi
1,2 = h
βi
2,1 > h
αi
2,1.
In particular we also have that
2a+ 1 = hα
i
1,2 > h
βi
1,2 = a+ a3
and then that a ≥ a3.
As hαi1,1 = h
βi
1,1 = 2a + a3, as hα
i
1,2 = 2a + 1 > h
αi
2,1, h
βi
1,2, h
βi
2,1, as
αi \ Rαi1,1 = βi \ Rβ
i
1,1 = (a3) and as αi \ Rαi1,2 = (a3, 1a3−1) we have
from the Murnaghan-Nakayama formula that
(2a+ a3, a3) (2a+ 1, 2a3 − 1)
χα
i
(−1)a3−1χ(a3)(a3) −χ
(a3,1a3−1)
(2a3−1)
χβ
i
(−1)aχ(a3)(a3) 0
=
(2a+ a3, a3) (2a+ 1, 2a3 − 1)
χα
i
(−1)a3−1 (−1)a3
χβ
i
(−1)a 0
which is invertible.
As a ≥ a3 it follows that hβi1,2 = hβ
i
2,1 = a+ a3 ≤ 2a = hαi1,3 with equality
holding if and only if a = a3 and that hα
i
2,1 = 2a3 − 1 < 2a = hαi1,3.
Also by assumption hβ
i
1,1 = h
αi
1,1 > h
αi
1,3. In particular we have from the
Murnaghan-Nakayama formula that
(2a+ a3, a3 − 1, 1) (2a, a3, a3)
χα
i
(−1)a3−1χ(a3)(a3−1,1) −χ
(a3,2,1a3−2)
(a3,a3)
χβ
i
(−1)aχ(a3)(a3−1,1) δa,a3(−χ
(a3,1a3 )
(a3,a3)
+ (−1)a3−1χ(2a3)(a3,a3))
=
(2a+ a3, a3 − 1, 1) (2a, a3, a3)
χα
i
(−1)a3−1 χ(1a3 )(a3) − (−1)a3−2χ
(a3)
(a3)
χβ
i
(−1)a δa,a3(−(−1)a3−1χ(a3)(a3) + (−1)a3−1)
=
(2a+ a3, a3 − 1, 1) (2a, a3, a3)
χα
i
(−1)a3−1 (−1)a3−12
χβ
i
(−1)a 0
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is invertible. So we can take λe := (2a+a3, a3), λo := (2a+a3, a3−1, 1),
µe := (2a+ 1, 2a3 − 1), µo := (2a, a3, a3).
18. From Lemma 4.2.13 we have that hαi1,2 6= hαi2,1. We will assume that
hα
i
2,1 > h
αi
1,2 and that αi \ Rαi1,1 = βi \ Rβ
i
1,1. From Lemma 4.2.13 and
by assumption we then have that hαi2,1 > h
βi
1,2 = h
βi
2,1 > h
αi
1,2. From
Lemma 4.2.15 it then follows that (αi)′1 > (βi)′1 > (βi)1 > (αi)1 and
hα
i
3,1 > h
βi
1,3, h
βi
3,1, h
αi
1,3. So h
βi
2,2 = h
αi
2,2 = h
αi
3,1 by assumption.
As (αi)1 < (βi)1 < (βi)′1 < (αi)′1, so that (αi)1 ≤ (αi)′1 − 3, and as
(αi)3 ≥ 2 we have from Lemma 4.2.16 that hαi2,1 < 2hαi3,1. So
2hα
i
2,2 = 2h
αi
3,1 > h
αi
2,1 > h
βi
1,2 = h
βi
2,1 > h
αi
1,2 > h
αi
2,2
and then hαi2,2 - hα
i
1,2, h
αi
2,1, h
βi
1,2, h
βi
2,1.
As hβ
i
1,3, h
βi
3,1 < h
αi
3,1 = h
αi
2,2 and as by the previous part hα
i
2,2 - h
βi
1,2 = h
βi
2,1
we have by Theorem 3.1.11 that hαi2,2 - h
βi
1,1 = h
αi
1,1 (since h
βi
1,1 > h
αi
2,2).
As hαi1,3, h
βi
1,3, h
βi
3,1 < h
αi
3,1 = h
αi
2,2 we then have that whαi2,2(β
i) = 1 and
w
hα
i
2,2
(αi) = 2.
So
hβ
i
2,2 = h
αi
2,2 = h
αi
3,1 > h
βi
1,3, h
βi
3,1, h
αi
1,3
and hαi2,2 does not divide hα
i
1,1, hα
i
1,2, hα
i
2,1, h
βi
1,1, h
βi
1,2 or h
βi
2,1. In particular
w
hα
i
2,2
(αi) = 2 and w
hα
i
2,2
(βi) = 1. As (αi)3 > 0 we have that
h
αi\Rαi2,2
2,1 = (α
i \Rαi2,2)2 + (αi \Rα
i
2,2)
′
1 − 2
= (αi)3 − 1 + (αi)′1 − 2
= hα
i
3,1.
As (2, 2) ∈ [αi] we have that
(αi \Rαi2,1) \R
αi\Rαi2,1
1,1 = (α
i \Rαi2,2) \R
αi\Rαi2,2
1,1
which is self-conjugate as αi \Rαi2,1 is self-conjugate. As (2, 3) and (3, 2)
are nodes of αi, so that (1, 2) and (2, 1) are nodes of αi \ Rαi2,2, it then
follows by Lemma 4.2.9 that (αi \Rαi2,2) \R
αi\Rαi2,2
2,1 is not self-conjugate.
Also (αi)
(hα
i
2,2)
= (αi\Rαi2,2)\R
αi\Rαi2,2
2,1 , since (αi\Rαi2,2)\R
αi\Rαi2,2
2,1 is obtained
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from αi by removing one hook of length hαi2,2 and one of length hα
i
3,1 = h
αi
2,2
and w
hα
i
2,2
(αi) = 2.
As w
hα
i
2,2
(αi) = 2, w
hα
i
2,2
(βi) = 1 and (αi)
(hα
i
2,2)
is not self-conjugate we
can apply Lemma 4.2.4 to αi, βi and hαi2,2 to construct λe, λo, µe, µo.
19. Also in this case we will assume that hαi2,1 > hα
i
1,2 and αi\Rαi1,1 = βi\Rβ
i
1,1.
As (2, 2) ∈ [αi], [βi] we have that
(αi \Rαi2,1) \R
αi\Rαi2,1
1,1 = (α
i \Rαi2,2) \R
αi\Rαi2,2
1,1
= (αi \Rαi1,1) \R
αi\Rαi1,1
1,1
= (βi \Rβi1,1) \R
βi\Rβi1,1
1,1
= (βi \Rαi2,2) \R
βi\Rβi2,2
1,1
which is self-conjugate as αi \ Rαi2,1 is self-conjugate. We have that
(αi \ Rαi2,2)1 = (αi)1, (αi \ Rαi2,2)′1 = (αi)′1, (βi \ Rβ
i
2,2)1 = (β
i)1 and
(βi \Rβi2,2)′1 = (βi)′1. From Lemma 4.2.15 it follows that
(αi)′1 > (β
i)′1 > (β
i)1 > (α
i)1.
In particular αi \ Rαi2,2 and βi \ Rβ
i
2,2 are not self-conjugate, they are
distinct and not conjugate to each other. Since (1, 2), (2, 1) ∈ [αi], [βi]
and then (1, 2), (2, 1) ∈ [αi \Rαi2,2], [βi \Rβ
i
2,2] we have that
h
αi\Rαi2,2
1,2 =(α
i\Rαi2,2)1+(αi\Rα
i
2,2)
′
2−2=(αi)1+((αi\Rα
i
2,2)\R
αi\Rαi2,2
1,1 )
′
1−1
h
αi\Rαi2,2
2,1 =(α
i\Rαi2,2)′1+(αi\Rα
i
2,2)2−2=(αi)′1+((αi\Rα
i
2,2)\R
αi\Rαi2,2
1,1 )1−1
h
βi\Rβi2,2
1,2 =(β
i\Rβi2,2)1+(βi\Rβ
i
2,2)
′
2−2=(βi)1+((βi\Rβ
i
2,2)\R
βi\Rβi2,2
1,1 )
′
1−1
h
βi\Rβi2,2
2,1 =(β
i\Rβi2,2)′1+(βi\Rβ
i
2,2)2−2=(βi)′1+((βi\Rβ
i
2,2)\R
βi\Rβi2,2
1,1 )1−1
and then it follows that
h
αi\Rαi2,2
2,1 > h
αi\Rαi2,2
1,2 , h
βi\Rβi2,2
1,2 , h
βi\Rβi2,2
2,1 .
So αi\Rαi2,2 and βi\Rβ
i
2,2 satisfy Case 4. Let λ˜e, λ˜o, µ˜e, µ˜o be given by Case
4 for αi \Rαi2,2 and βi \Rβ
i
2,2. If hα
i
2,2 is odd define λe :=(hα
i
2,2, λ˜
e
1, λ˜
e
2, . . .),
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λo := (hα
i
2,2, λ˜
o
1, λ˜
o
2, . . .), µe := (hα
i
2,2, µ˜
e
1, µ˜
e
2, . . .) and µo := (hα
i
2,2, µ˜
o
1, µ˜
o
2, . . .).
If instead hαi2,2 is even define λe:=(hα
i
2,2, λ˜
o
1, λ˜
o
2, . . .), λo:=(hα
i
2,2, λ˜
e
1, λ˜
e
2, . . .),
µe := (hα
i
2,2, µ˜
o
1, µ˜
o
2, . . .) and µo := (hα
i
2,2, µ˜
e
1, µ˜
e
2, . . .). Then λe, µe are even,
λo, µo are odd. Also as by the assumptions if hαil,m = hα
i
2,2 or h
βi
l,m = h
αi
2,2
then (l,m) = (2, 2) we are done by Lemma 4.2.8.
20. We will assume that hαi2,1 ≥ hαi1,2 and that αi \ Rαi1,1 = βi \ Rβ
i
1,1. Then
from Lemma 4.2.13 and by assumption we have that
hα
i
2,1 > h
βi
1,2 = h
βi
2,1 > h
αi
1,2.
As (2, 3), (3, 2) ∈ [αi] we have that (1, 3), (3, 1) ∈ [αi], [βi]. From
Lemma 4.2.15 we have that hαi3,1>hα
i
1,3, h
βi
1,3, h
βi
3,1. By assumption we have
that hβ
i
1,2, h
βi
2,1 6= hαi3,1, that hβ
i
2,2 = h
αi
2,2 < h
αi
3,1 and that h
βi
1,1 = h
αi
1,1 > h
αi
3,1
and so βi is a hαi3,1-core. In particular we have that hα
i
3,1 - h
βi
1,1 = h
αi
1,1 and
so, as hαi1,3, hα
i
2,2 < h
αi
3,1, if hα
i
3,1 | hαil,m then (l,m) ∈ {(1, 2), (2, 1), (3, 1)}.
From Lemma 4.2.15 we also have that (αi)1 ≤ (αi)′1 − 3 and so,
as (αi)3 ≥ 2 we have from Lemma 4.2.16 that hαi2,1 < 2hαi3,1. Since
(2, 1), (3, 1) ∈ [αi], so that hαi3,1 < hαi2,1, it follows that hαi3,1 - hαi2,1. If
hα
i
3,1 | hαi1,2 then as hαi1,2 < hαi2,1 < 2hαi3,1 we have that hαi1,2 = hαi3,1. In
particular w
hα
i
3,1
(αi) ≤ 2.
From Lemma 3.4.27,
αi \Rαi2,1 = ((αi)1, (αi \Rα
i
1,1)2, (α
i \Rαi1,1)3, . . .)
αi \Rαi3,1 = ((αi)1, (αi)2, (αi \Rα
i
1,1)3, (α
i \Rαi1,1)4, . . .).
Since hαi2,1 > hα
i
1,2 we have by assumption that αi \Rαi2,1 is self-conjugate.
Assume first that αi \ Rαi3,1 is also self-conjugate. Then it follows that
[αi \Rαi3,1] \ [αi \Rαi2,1] is self-conjugate. We have that
[αi \Rαi3,1] \ [αi \Rα
i
2,1] = {(2, j) : (αi \Rα
i
1,1)2 < j ≤ (αi)2} 6= ∅
as 1 ≤ (αi \Rαi1,1)2 < (αi)2 as (3, 2) ∈ [αi]. In particular
[αi \Rαi3,1] \ [αi \Rα
i
2,1] = {(2, 2)}
and then (αi)2 = 2, in contradiction with (2, 3) ∈ [αi] by assumption.
So αi \ Rαi3,1 is not self-conjugate. As αi \ Rαi2,1 is self-conjugate and as
(αi \Rαi1,1)′1 ≥ 2, since (3, 2) ∈ [αi], we have that
(αi \Rαi3,1)′1 = (αi \Rα
i
1,1)
′
1 = (α
i \Rαi2,1)′1 = (αi \Rα
i
2,1)1 = (α
i \Rαi3,1)1.
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So, as αi \ Rαi3,1 is not self-conjugate, (αi \ Rαi3,1) \ R
αi\Rαi3,1
1,1 is not self-
conjugate. Also
h
αi\Rαi3,1
1,1 = (α
i \Rαi3,1)1 + (αi \Rα
i
3,1)
′
1− 1 = (αi)1 + (αi \Rα
i
1,1)
′
1− 1 = hα
i
1,2.
By Theorem 3.1.35 we have that
w
hα
i
3,1
(αi) = |{(j, k) ∈ [αi] : hαi3,1 | hα
i
j,k}|.
Also from the previous part we have that
{(3, 1)} ⊆ {(j, k) ∈ [αi] : hαi3,1 | hα
i
j,k} ⊆ {(1, 2), (3, 1)}.
If {(j, k) ∈ [αi] : hαi3,1 | hαij,k} = {(3, 1)} then α(hαi3,1) = α
i \ Rαi3,1. If
{(j, k) ∈ [αi] : hαi3,1 | hαij,k} = {(1, 2), (3, 1)} we have by the first part
that hαi1,2 = hα
i
3,1. In this case
w
hα
i
3,1
(αi \Rαi3,1) = whαi3,1(α
i)− 1 = 1
and since h
αi\Rαi3,1
1,1 = h
αi
1,2 it follows that α(hαi3,1) = (α
i \ Rαi3,1) \ R
αi\Rαi3,1
1,1 .
In particular in either case (αi)
(hα
i
3,1)
is not self-conjugate.
As w
hα
i
3,1
(βi) = 0, as 1 ≤ w
hα
i
1,2
(αi) ≤ 2 and as (αi)
(hα
i
3,1)
is not self-
conjugate we can take λe, λo, µe and µo as given by Lemma 4.2.4
applied to αi, βi and hαi3,1.
21. We will assume that hαi2,1 > hα
i
1,2 and that αi \ Rαi1,1 = βi \ Rβ
i
1,1. From
Lemma 4.2.13 it follows that hαi2,1 > h
βi
1,2, h
βi
2,1 > h
αi
1,2. As (2, 3) and
(3, 2) are nodes of αi while (3, 3) is not a node of αi, we have that
αi = (a1, a2, 2
a3−2, 1a4−a3) for some a2, a3 ≥ 3. As αi \ Rαi1,1 = βi \ Rβ
i
1,1
we have that βi = (b1, a2, 2a3−2, 1b2−a3) for some b1 and b2 such that
b1 + b2 = a1 + a4. As αi \ Rαi2,1 = (a1, 1a3−2) is self-conjugate we have
that a1 = a3−1. From Lemma 4.2.15 we have that hαi3,1 > hαi1,3, hβ
i
1,3, h
βi
3,1
and so hαi3,1 = h
βi
1,2 = h
βi
2,1. Since
hα
i
3,1 = a4 − 1,
hβ
i
1,2 = b1 + a3 − 2,
hβ
i
2,1 = b2 + a2 − 2,
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hα
i
3,1 = h
βi
1,2 = h
βi
2,1 is equivalent to a4 − 1 = b1 + a3 − 2 = b2 + a2 − 2.
As we also have that b1 + b2 = a1 + a4 and that a1 = a3 − 1 it follows
that a3 = a1 + 1, a4 = 2a1 + a2 − 1, b1 = a1 + a2 − 1, b2 = 2a1 and so
αi = (a1, a2, 2
a1−1, 1a1+a2−2),
βi = (a1 + a2 − 1, a2, 2a1−1, 1a1−1).
As hαi1,1 = h
βi
1,1 = 3a1 + a2 − 2 and
hβ
i
1,1 = h
αi
1,1 > h
αi
2,1 = 2a1 + 2a2 − 3 > hα
i
1,2, h
βi
1,2, h
βi
2,1
we have from the Murnaghan-Nakayama formula that
(3a1 + a2 − 2, a1 + a2 − 2) (2a1 + 2a2 − 3, 2a1 − 1)
χα
i
(−1)2a1+a2−2χ(a2−1,1a1−1)(a1+a2−2) (−1)2a1+a2−3χ
(a1,1a1−1)
(2a1−1)
χβ
i
(−1)2a1−1χ(a2−1,1a1−1)(a1+a2−2) 0
=
(3a1 + a2 − 2, a1 + a2 − 2) (2a1 + 2a2 − 3, 2a1 − 1)
χα
i
(−1)a1+a2−1 (−1)a1+a2
χβ
i
(−1)a1 0
which is invertible. As a1 ≥ a2 ≥ 3, as
hα
i
1,2 < h
βi
1,2 = h
βi
2,1 = h
αi
3,1 = 2a1 + a2 − 2
and as
αi \Rαi3,1 = (a1, a2, 1a1−2),
βi \Rβi1,2 = (a2 − 1, 12a1−1),
βi \Rβi2,1 = (a1 + a2 − 1, 1a1−1),
so that
h
αi\Rαi3,1
1,2 = a1 < a1 + a2 − 2 = h
αi\Rαi3,1
2,1 ,
h
βi\Rβi1,2
1,2 = a2 − 2 < a1 + a2 − 2 = h
βi\Rβi1,2
a1−a2+3,1,
h
βi\Rβi2,1
1,2 = a1 + a2 − 2 > a1 − 1 = h
βi\Rβi2,1
2,1
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we have that
(3a1+a2−2, a1−1, a2−1) (2a1+a2−2, a1+a2−2, a1)
χα
i
(−1)2a1+a2−2χ(a2−1,1a1−1)(a1−1,a2−1) (−1)2a1+a2−4χ
(a1,a2,1a1−2)
(a1+a2−2,a1)
χβ
i
(−1)2a1−1χ(a2−1,1a1−1)(a1−1,a2−1)
(−1)a1χ(a2−1,12a1−1)(a1+a2−2,a1)
+(−1)2a1−2χ(a1+a2−1,1a1−1)(a1+a2−2,a1)
=
(3a1+a2−2, a1−1, a2−1) (2a1+a2−2, a1+a2−2, a1)
χα
i
(−1)3a1+a2−4χ(a2−1)(a2−1) (−1)3a1+a2−6χ
(a1)
(a1)
χβ
i
(−1)3a1−3χ(a2−1)(a2−1)
(−1)2a1+a2−3χ(a2−1,1a1−a2+1)(a1)
+(−1)2a1−2χ(1a1 )(a1)
=
(3a1+a2−2, a1−1, a2−1) (2a1+a2−2, a1+a2−2, a1)
χα
i
(−1)a1+a2 (−1)a1+a2
χβ
i
(−1)a1−1 0
which is invertible.
So we can let
λe := (3a1 + a2 − 2, a1 + a2 − 2),
λo := (3a1 + a2 − 2, a1 − 1, a2 − 1),
µe := (2a1 + 2a2 − 3, 2a1 − 1),
µo := (2a1 + a2 − 2, a1 + a2 − 2, a1).
22. We will assume that hαi2,1 ≥ hαi1,2 and that αi \ Rαi1,1 = βi \ Rβ
i
1,1. From
Lemma 4.2.13 and by assumption we have that
hα
i
2,1 > h
βi
1,2 = h
βi
2,1 > h
αi
1,2.
Further by assumption we have that
hα
i
1,2 > h
βi
1,3, h
βi
3,1.
Also as αi \Rαi1,1 = βi \Rβ
i
1,1 we have that
hα
i
1,2 > h
αi
2,2 = h
βi
2,2.
In particular hαi1,2 6∈ H(βi).
As (3, 3) ∈ [αi] and αi \Rαi1,1 = βi \Rβ
i
1,1 it follows that (3, 3) ∈ [βi]. So
by the assumptions
2hα
i
1,2 > h
βi
1,3 + h
βi
3,1 = h
βi
1,1 + h
βi
3,3 > h
βi
1,1 = h
αi
1,1
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From Lemma 4.2.15 we have that hαi3,1 > hα
i
1,3, h
βi
1,3, h
βi
3,1. Then hα
i
3,1 = h
βi
1,2
by assumption, and then hαi1,2 6= hαi2,1, hαi3,1, since hαi2,1 > hβ
i
1,2 > h
αi
1,2. From
Lemma 4.2.15 we also have that (αi)1 < (αi)′1. From Lemma 4.2.17 it
then follows that (αi)
(hα
i
1,2)
is not self-conjugate and 1 ≤ w
hα
i
1,2
(αi) ≤ 2.
As we have that w
hα
i
1,2
(βi) = 0 and (αi)
(hα
i
1,2)
is not self-conjugate we can
take λe, λo, µe, µo as given by Lemma 4.2.4 applied to αi, βi and hαi1,2.
23. We will assume that hαi2,1 ≥ hαi1,2 and that αi \ Rαi1,1 = βi \ Rβ
i
1,1. From
Lemma 4.2.13 and by assumption we have that
hα
i
2,1 > h
βi
1,2 = h
βi
2,1 > h
αi
1,2
and from Lemma 4.2.15 we have that
hα
i
3,1 > h
βi
3,1 > h
βi
1,3 > h
αi
1,3.
So hαi1,2 = h
βi
3,1 by assumption. As (3, 3) ∈ [αi] and αi \ Rαi1,1 = βi \ Rβ
i
1,1
it follows that (3, 3) ∈ [βi] and then
2hα
i
1,2 > h
βi
1,3 + h
βi
3,1 = h
βi
1,1 + h
βi
3,3 > h
βi
1,1 = h
αi
1,1.
In particular if hαi1,2 | hαij′,k′ or hαi1,2 | hβ
i
j′,k′ then h
αi
1,2 = h
αi
j′,k′ or hα
i
1,2 = h
βi
j′,k′ .
As hβ
i
1,2 > h
αi
1,2, h
βi
1,3 < h
βi
3,1 = h
αi
1,2 and h
βi
2,2 = h
αi
2,2 < h
αi
1,2 it then follows
that w
hα
i
1,2
(βi) = 1.
As hαi3,1 > h
βi
3,1 = h
αi
1,2 and from Lemma 4.2.15 we have that (αi)′1 > (αi)1,
we have from Lemma 4.2.17 that (αi)
(hα
i
1,2)
is not self-conjugate and
1 ≤ w
hα
i
1,2
(αi) ≤ 2.
If w
hα
i
1,2
(αi) = 2 we can then apply Lemma 4.2.4 to αi, βi and hαi1,2.
Assume now that w
hα
i
1,2
(αi) = 1. Then αi \ Rαi1,2 = (αi)(hαi1,2) is not self-
conjugate. From Lemma 3.4.26 we have that (βi)1 > (αi)1. As αi \Rαi2,1
is self-conjugate and as (3, 3) ∈ [αi] and αi \ Rαi1,1 = βi \ Rβ
i
1,1, so that
(3, 3) ∈ [βi], we have from Lemma 4.2.18 that (βi \Rβi3,1)1 > (βi \Rβ
i
3,1)
′
1.
In particular βi \ Rβi3,1 is not self-conjugate. From Lemma 4.2.15 we
have that (αi)′1 > (βi)1. So, from Lemma 3.4.27,
(αi \Rαi1,2)′1 = (αi)′1 > (βi)1 = (βi \Rβ
i
3,1)1 > (β
i \Rβi3,1)′1
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and then αi \Rαi1,2 and βi \Rβ
i
3,1 are distinct and not conjugate to each
other. As w
hα
i
1,2
(αi) = w
hα
i
1,2
(βi) = 1 we can take αi+1 := αi \ Rαi1,2,
βi+1 := βi \Rβi3,1, hi := hαi1,2 and wi := 1.
24. We will assume that hαi1,2 ≤ hαi2,1 and αi \Rαi1,1 = βi \Rβ
i
1,1. From Lemma
4.2.13 and by assumption we then have that hαi1,2 < h
βi
1,2 = h
βi
2,1 < h
αi
2,1
and from Lemma 4.2.15 that hαi3,1 > h
βi
3,1 > h
βi
1,3 > h
αi
1,3. By assumption
hβ
i
1,2 = h
βi
2,1 > h
βi
3,1 and h
βi
2,2 = h
αi
2,2 < h
αi
1,2 < h
βi
3,1 and so we have that if
hβ
i
l,m = h
βi
3,1 then (l,m) = (3, 1). As (3, 3) ∈ [αi] and αi \Rαi1,1 = βi \Rβ
i
1,1
it follows that (3, 3) ∈ [βi] and then
hβ
i
1,1 = h
βi
1,3 + h
βi
3,1 − hβ
i
3,3 < 2h
βi
3,1.
In particular if hβ
i
3,1 | hβ
i
l,m then h
βi
l,m = h
βi
3,1 and so (l,m) = (3, 1). That
is w
hβ
i
3,1
(βi) = 1.
As hαi1,1 = h
βi
1,1 < 2h
βi
3,1 we also have that if h
βi
3,1 | hαil,m then hαil,m = hβ
i
3,1.
As hαi3,1 > h
βi
3,1 > h
αi
1,2 if there exists an (l,m) ∈ [αi] with hαil,m = hβ
i
3,1
then (l,m) = (l, 1) with l ≥ 4. In particular w
hβ
i
3,1
(αi) ≤ 1.
As (βi)1 > (αi)1 from Lemma 3.4.26, (3, 3) ∈ [αi], [βi], αi \Rαi2,1 is self-
conjugate and αi \ Rαi1,1 = βi \ Rβ
i
1,1, we have from Lemma 4.2.18 that
(βi \Rβi3,1)′1 < (βi \Rβ
i
3,1)1 and so βi \Rβ
i
3,1 is not self-conjugate.
As (2, 2) ∈ [αi] we have that
(αi \Rαi1,1) \R
αi\Rαi1,1
1,1 = (α
i \Rαi2,1) \R
αi\Rαi2,1
1,1
is self-conjugate as αi \ Rαi2,1 is self-conjugate. As αi \ Rαi1,1 is not self-
conjugate we then have that (αi \Rαi1,1)1 6= (αi \Rαi1,1)′1.
Assume first that w
hβ
i
3,1
(αi) = 1. Let l ≥ 4 such that hαil,1 = hβ
i
3,1. We will
show that αi \Rαil,1 and βi \Rβ
i
3,1 are distinct and not conjugate to each
other. In order to do this we will use that (αi \ Rαi1,1)1 6= (αi \ Rαi1,1)′1.
From Lemma 3.4.27 we have that
αi \Rαil,1 = ((αi)1, . . . , (αi)l−1, (αi \Rα
i
1,1)l, (α
i \Rαi1,1)l+1, . . .)
βi \Rβi3,1 = ((βi)1, (βi)2, (βi \Rβ
i
1,1)3, (β
i \Rβi1,1)4, . . .).
223 4.2. Universal Sampling Sets for 2 for An
We also have that
(αi \Rαil,1)1 = (αi)1 < (βi)1 = (βi \Rβ
i
3,1)1
and so if βi\Rβi3,1 ∈ {αi\Rαil,1, (αi\Rαil,1)′} then βi\Rβ
i
3,1 = (α
i\Rαil,1)′. From
Lemma 3.4.27 we have that (αi \Rαi2,1)′1 = (αi \Rαi1,1)′1 since (2, 2) ∈ [αi],
so that (1, 1) ∈ [αi \ Rαi1,1] and then (αi \ Rαi1,1)′1 ≥ 1. As αi \ Rαi2,1 is
self-conjugate it then follows that
(αi \Rαi1,1)′1 = (αi \Rα
i
2,1)
′
1 = (α
i \Rαi2,1)1 = (αi)1 < (βi)1.
Also as (l, 1) ∈ [αi] and then (l − 1, 1) ∈ [αi \Rαil,1] we have that
(αi \Rαil,1)′1 = max{l − 1, (αi \Rα
i
1,1)
′
1}.
If βi \Rβi3,1 = (αi \Rαil,1)′ we have that
(αi \Rαil,1)′1 = (βi \Rβ
i
3,1)1 = (β
i)1
and so
(αi \Rαil,1)′1 = l − 1 = (βi)1 > (αi \Rα
i
1,1)
′
1.
As (1, 2) ∈ [αi] we have that (αi \ Rαi1,1)′1 = (αi)′2 − 1 and so l > (αi)′2.
In particular (αi \ Rαil,1)′2 = (αi)′2. So if βi \ Rβ
i
3,1 = (α
i \ Rαil,1)′ we have
that (αi)′2 = (βi)2. As (2, 2) ∈ [αi], [βi] and αi \Rαi1,1 = βi \Rβ
i
1,1 we have
that
(αi)′2 = (α
i \Rαi1,1)′1 + 1,
(βi)2 = (β
i \Rβi1,1)1 + 1 = (αi \Rα
i
1,1)1 + 1
this gives a contradiction with (αi \Rαi1,1)1 6= (αi \Rαi1,1)′1. In particular
αi \Rαil,1 6∈ {βi \Rβ
i
3,1, (β
i \Rβi3,1)′}.
If αi \ Rαil,1 is not self-conjugate then as αi \ Rαil,1 and βi \ Rβ
i
3,1 are h
βi
3,1-
cores, and as βi \Rβi3,1 is not self-conjugate and αi \Rαil,1 and βi \Rβ
i
3,1 are
distinct and not conjugate to each other we can take αi+1 := αi \ Rαil,1,
βi+1 := βi \Rβi3,1, hi := hβ
i
3,1 and wi := 1.
If αi \ Rαil,1 is self-conjugate we can then take λe, λo, µe, µo as given by
Lemma 4.2.6 for βi, αi and hβ
i
3,1.
Assume now that w
hβ
i
3,1
(αi) = 0. Since βi \Rβi3,1 is not self-conjugate we
can take λe, λo, µe, µo as given by Lemma 4.2.4 for βi, αi and hβ
i
3,1.
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25. In this case we can take λe, λo, µe, µo as given by Lemma 4.2.4 for αi,
βi and hαi1,1.
26. As hαi1,1 > h
βi
1,1 > h
αi
1,2, h
αi
2,1 we have that whβi1,1
(αi) = 0. We can then take
λe, λo, µe, µo as given by Lemma 4.2.4 for βi, αi and hβ
i
1,1.
27. We will assume that hαi2,1 ≥ hαi1,2. As hβ
i
1,1 < h
αi
2,1 we have whαi2,1(β
i) = 0.
From Lemma 3.4.26 applied to αi and (αi)′ we have that hαi1,2 6= hαi2,1.
In particular hαi2,1 > hα
i
1,2 and so there is a unique hook of length hα
i
2,1 in
αi.
From Lemma 4.2.9 αi \ Rαi2,1 is not self-conjugate. We can then take
λe, λo, µe, µo as given from Lemma 4.2.5 for αi, βi and hαi2,1.
28. As (1, 2), (2, 1) ∈ [αi] and (2, 2) 6∈ [αi] we have that αi = (a, 1|αi|−a) for
some 2 ≤ a < |αi|. As αi is not self-conjugate we have a− 1 6= |αi| − a.
We will assume that |αi| − a > a− 1. Let λ˜e, λ˜o, µ˜e, µ˜o be given by one
of Cases 1 to 3 for αi \ Rαi2,1 and βi \ Rβ
i
1,1. From Lemma 4.2.8 if hα
i
2,1
is odd we can then take λe = (hαi2,1, λ˜e1, λ˜e2, . . .), λo = (hα
i
2,1, λ˜
o
1, λ˜
o
2, . . .),
µe = (hα
i
2,1, µ˜
e
1, µ˜
e
2, . . .) and µo = (hα
i
2,1, µ˜
o
1, µ˜
o
2, . . .), while if hα
i
2,1 is odd
λe = (hα
i
2,1, λ˜
o
1, λ˜
o
2, . . .), λo = (hα
i
2,1, λ˜
e
1, λ˜
e
2, . . .), µe = (hα
i
2,1, µ˜
o
1, µ˜
o
2, . . .) and
µo = (hα
i
2,1, µ˜
e
1, µ˜
e
2, . . .).
29. From Lemma 3.4.26 applied to αi and (αi)′ we have that hαi1,2 6= hαi2,1.
We will assume that hαi1,2 < hα
i
2,1. As (2, 2) ∈ [αi] we have from Lemma
3.4.27 that
h
αi\Rαi2,1
1,1 = (α
i \Rαi2,1)1 + (αi \Rα
i
2,1)
′
1− 1 = (αi)1 + (αi \Rα
i
1,1)
′
1− 1 = hα
i
1,2.
In particular αi \ Rαi2,1 is an hαi2,1-core. As hβ
i
1,1 = h
αi
2,1 by assumption
we also have that βi \Rβi1,1 is an hαi2,1-core. From Lemma 4.2.9 we have
that αi \ Rαi2,1 is not self-conjugate. So we can take αi+1 := αi \ Rαi2,1,
βi+1 := βi \Rβi1,1, hi := hαi2,1 and wi := 1.
30. As (1, 2), (2, 1) ∈ [αi] and (2, 2) 6∈ [αi] we have that αi = (a, 1|αi|−a)
for some 2 ≤ a < |αi|. Since αi is not self-conjugate we have that
a − 1 6= |αi| − a. We will assume that |αi| − a > a − 1. In this case
hα
i
2,1 > h
αi
1,2 and so h
βi
1,1 = h
αi
2,1 and βi \Rβ
i
1,1 ∈ {αi \Rαi2,1, (αi \Rαi2,1)′}. We
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will assume that βi \ Rβi1,1 = αi \ Rαi2,1. Then βi = (b, a + 1, 1|αi|−b−a−1)
for some a+ 1 ≤ b ≤ |αi| − a− 1. So we have that
hα
i
2,1 = |αi| − a ≥ b+ 1 ≥ a+ 2 = hα
i
1,2 + 3.
In particular hαi1,2 < hα
i
2,1 − 1. Also hβ
i
1,2 = h
αi
2,1 − 1 holds if and only if
|αi| − b− a− 1 = 0, that is b = |αi| − a− 1, and hβi2,1 = hαi2,1 − 1 if and
only if b = a+ 1.
We have from the Murnaghan-Nakayama formula that
(|αi|) (hαi2,1, hαi1,2, 1)
χα
i
(−1)|αi|−a (−1)|αi|−a−1χ(a)
(hα
i
1,2,1)
χβ
i
0 (−1)|αi|−b−aχ(a)
(hα
i
1,2,1)
=
(|αi|) (hαi2,1, hαi1,2, 1)
χα
i
(−1)|αi|−a (−1)|αi|−a−1
χβ
i
0 (−1)|αi|−b−a
and
(hα
i
2,1, h
αi
1,2 + 1) (h
αi
2,1 − 1, hαi1,2 + 2)
χα
i
(−1)|αi|−a−1χ(a)
(hα
i
1,2+1)
(−1)|αi|−a−2χ(a,1)
(hα
i
1,2+2)
χβ
i
(−1)|αi|−b−aχ(a)
(hα
i
1,2+1)
(−1)|αi|−b−a−1δb,a+1χ(b)
(hα
i
1,2+2)
−δb,|αi|−a−1χ(a,1
|αi|−b−a)
(hα
i
1,2+2)
=
(hα
i
2,1, h
αi
1,2 + 1) (h
αi
2,1 − 1, hαi1,2 + 2)
χα
i
(−1)|αi|−a−1 (−1)|αi|−a−1
χβ
i
(−1)|αi|−b−a (−1)|αi|−b−a−1(δb,a+1 + δb,|αi|−a−1),
are invertible as δb,a+1 + δb,|αi|−a−1 ≥ 0.
We have that (|αi|) and (hαi2,1, hαi1,2, 1) are either both odd or both even.
The same is true for (hαi2,1, hα
i
1,2 + 1) and (hα
i
2,1 − 1, hαi1,2 + 2). If |αi|
is odd let λe := (|αi|), λo := (hαi2,1, hαi1,2 + 1), µe := (hαi2,1, hαi1,2, 1) and
µo := (hα
i
2,1 − 1, hαi1,2 + 2). If |αi| is even let λe := (hαi2,1, hαi1,2 + 1),
λo := (|αi|), µe := (hαi2,1 − 1, hαi1,2 + 2) and µo := (hαi2,1, hαi1,2, 1). Then
λe, µe are even and λo, µo are odd and so we are done.
31. As αi \ Rαi1,1 is self-conjugate we have that (2, 3) ∈ [αi] if and only
if (3, 2) ∈ [αi]. So in this case (2, 3), (3, 2) 6∈ [αi]. As (2, 2) ∈ [αi]
and (2, 3), (3, 2) 6∈ [αi] we have that αi = (a, 2, 1|αi|−a−2) for some
2 ≤ a ≤ |αi|−2. As αi is not self-conjugate a 6= |αi|−a. We will assume
that a < |αi| − a. In this case hβi1,1 = hαi2,1 = |αi| − a > a = hαi1,2 and so
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βi\Rβi1,1 ∈ {αi\Rαi2,1, (αi\Rαi2,1)′}. We will assume that βi\Rβ
i
1,1 = α
i\Rαi2,1.
Then βi = (b, a+ 1, 1|αi|−b−a−1) for some a+ 1 ≤ b ≤ |αi| − a− 1. So
(|αi| − 1, 1) (|αi| − a, a)
χα
i
(−1)|αi|−a−1 (−1)|αi|−a−2
χβ
i
0 (−1)|αi|−a−b
is invertible. As a+ 1 ≤ b ≤ |αi| − a− 1 we have that a ≤ |αi| − a− 2
with equality holding if and only if b = a+ 1 and |αi| − a− b− 1 = 0.
In particular
• hαi1,2 = a ≤ |αi| − a− 2 and αi \Rαi1,2 = (1|αi|−a),
• hαi2,2 = 1 < |αi| − a− 2,
• hαi3,1 = |αi| − a− 2 and αi \Rαi3,1 = (a, 2),
• hβi1,2 = b and if b = |αi| − a− 2 then βi \Rβ
i
1,2 = (a, 1
2),
• hβi1,3 = b−1 ≤ |αi|−a−2 and if b = |αi|−a−1 then βi\Rβ
i
1,3 = (a, 2),
• hβi2,1 = |αi| − b and if |αi| − b = |αi| − a− 2, that is b = a+ 2, then
βi \Rβi2,1 = (a+ 2),
• hβi2,2 = a ≤ |αi| − a− 2 and if a = |αi| − a− 2 then
βi \Rβi2,2 = (b, 1|α
i|−b−a) = (a+ 1, 1),
• if (3, 1) ∈ [βi] then hβi3,1 = |αi| − b− a− 1 < |αi| − a− 2.
Since hβ
i
1,1 = h
αi
2,1 > h
αi
1,2 and hα
i
2,1 = |αi| − a, from the Murnaghan-
Nakayama formula we have that
(|αi| − a, a− 1, 1) (|αi| − a− 2, a+ 1, 1)
χα
i
(−1)|αi|−a−2χ(a)(a−1,1) (−1)|α
i|−a−3χ(a,2)(a+1,1) − δa,|αi|−a−2χ(1
|αi|−a)
(a+1,1)
χβ
i
(−1)|αi|−a−bχ(a)(a−1,1)
−δb,|αi|−a−2χ(a,1
2)
(a+1,1) − δb,|αi|−a−1χ(a,2)(a+1,1)
+(−1)|αi|−a−b−1δb,a+2χ(a+2)(a+1,1)
+δa,|αi|−a−2χ
(a+1,1)
(a+1,1)
=
(|αi| − a, a− 1, 1) (|αi| − a− 2, a+ 1, 1)
χα
i
(−1)|αi|−a−2 (−1)|αi|−a(1− δa,|αi|−a−2)
χβ
i
(−1)|αi|−a−b δb,|αi|−a−1 + (−1)|αi|−a−b−1δb,a+2
=
(|αi| − a, a− 1, 1) (|αi| − a− 2, a+ 1, 1)
χα
i
(−1)|αi|−a−2 (−1)|αi|−a(1− δa,|αi|−a−2)
χβ
i
(−1)|αi|−a−b (−1)|αi|−a−b−1(δb,a+2 + δb,|αi|−a−1).
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If a = |αi| − a − 2 then χαi(|αi|−a−2,a+1,1) = 0 and χβ
i
(|αi|−a−2,a+1,1) 6= 0
as in this case b = a + 1 = |αi| − a − 1. If a = |αi| − a − 2 then
χα
i
(|αi|−a−2,a+1,1) = (−1)|α
i|−a and so the above matrix is invertible as
δb,a+2 + δb,|αi|−a−1 ≥ 0.
If |αi| is even we can then take λe := (|αi| − 1, 1), λo := (|αi| − a, a),
µe := (|αi|−a, a−1, 1) and µo := (|αi|−a−2, a+1, 1). If |αi| is odd we
can take λe := (|αi|−a, a), λo := (|αi|−1, 1), µe := (|αi|−a−2, a+1, 1)
and µo := (|αi| − a, a− 1, 1).
32. As (2, 3), (3, 2) ∈ [αi], (3, 3) 6∈ [αi] and αi \ Rαi1,1 is self-conjugate we
have that αi = (a1, a2, 2a2−2, 1a3−a2) for some a1, a3 ≥ a2 ≥ 3. Notice
that (αi)′1 = a3. As αi is not self-conjugate we have that a1 6= a3.
We will assume that a1 < a3. In this case hα
i
1,2 < h
αi
2,1 = h
βi
1,1 and so
βi\Rβi1,1 ∈ {αi\Rαi2,1, (αi\Rαi2,1)′}. We will assume that αi\Rαi2,1 = βi\Rβ
i
1,1.
Then βi = (b1, a1 + 1, 2a2−2, 1b2−a2) with b1 + b2 = a2 + a3 − 1. As
(2, 2) ∈ [αi], [βi] we have that
hα
i
1,2 = h
αi\Rαi2,1
1,1 = h
βi\Rβi1,1
1,1 = h
βi
2,2.
As βi is a partition we have that b1 > a1 ≥ a2 and that b2 ≥ a2. Since
a2 +a3−1 = b1 +b2 it follows that a3 > b1, b2. As a3 > a1 ≥ a2 ≥ 3 and
so (1, 3), (3, 1) ∈ [αi], [βi] and hαi1,3 = a1 − 1, hαi3,1 = a3 − 1, hβ
i
1,3 = b1 − 1
and hβ
i
3,1 = b2 − 1, we have that hαi3,1 > hαi1,3, hβ
i
1,3, h
βi
3,1. In particular,
as hook lengths are decreasing along both rows and columns as long
as the corresponding nodes belong to the partition, if hαij,k = hα
i
3,1 then
(j, k) ∈ {(1, 2), (2, 2), (3, 1)} and, as hβi1,1 = hαi2,1, if hβ
i
j,k = h
αi
3,1 then
(j, k) ∈ {(1, 2), (2, 1), (2, 2)}. As b1+b2 = a2+a3−1, as a3 > a1, b2 ≥ a2,
as a3 > b1 > a2 and as a2 ≥ 3, the following holds:
• αi \Rαi3,1 = (a1, a2, 1a2−3) and then h
α\Rαi3,1
1,1 = a1 + a2 − 2.
• hαi1,2 = hαi3,1 if and only if a1 + a2 − 1 = a3 and in this case, as
αi \Rαi1,2 = (a2 − 1, 1a3−1),
h
αi\Rαi1,2
1,2 = a2 − 2 < a1 + a2 − 2,
h
αi\Rαi1,2
2,1 = a3 − 1 = a1 + a2 − 2.
• hαi2,2 = hαi3,1 if and only if 2a2−2 = a3 and, as αi\Rαi2,2 = (a1, 1a3−1),
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in this case
h
αi\Rαi2,2
1,1 = a1 + a3 − 1 > a1 + a2 − 2,
h
αi\Rαi2,2
1,2 = a1 − 1 < a1 + a2 − 2,
h
αi\Rαi2,2
2,1 = a3 − 1 < a1 + a2 − 2.
• hβi1,2 = hαi3,1 if and only if b1 + a2 − 1 = a3 and in this case, as
βi \Rβi1,2 = (a1, 1b2−1),
h
βi\Rβi1,2
1,1 = a1 + b2 − 1 > a1 + a2 − 2,
h
βi\Rβi1,2
1,2 = a1 − 1 < a1 + a2 − 2,
h
βi\Rβi1,2
2,1 = b2 − 1 = a2 + a3 − b1 − 2 = 2a2 − 3 < a1 + a2 − 2.
• hβi2,1 = hαi3,1 if and only if b2 +a1 = a3 and, as βi \Rβ
i
2,1 = (b1, 1
a2−2),
in this case
h
βi\Rβi2,1
1,2 = b1 − 1 = a2 + a3 − b2 − 2 = a1 + a2 − 2,
h
βi\Rβi2,1
2,1 = a2 − 2 < a1 + a2 − 2.
• hβi2,2 = hαi3,1 if and only if a1 + a2 − 1 = a3 and in this case, as
βi \Rβi2,2 = (b1, 1b2−1),
h
βi\Rβi2,2
1,1 = b1 + b2 − 1 = a2 + a3 − 2 > a1 + a2 − 2,
h
βi\Rβi2,2
1,2 = b1 − 1 < a3 − 1 = a1 + a2 − 2,
h
βi\Rβi2,2
2,1 = b2 − 1 < a3 − 1 = a1 + a2 − 2.
So, as a1 ≥ a2, as hαi1,1 > hαi2,1 = hβ
i
1,1 > h
αi
1,2, as hα
i
1,1 = a1 + a3 − 1 and
as hαi2,1 = a2 + a3− 2, we have from the Murnaghan-Nakayama formula
that
(a1 + a3 − 1, 2a2 − 3) (a2 + a3 − 2, a1 + a2 − 2)
χα
i
(−1)a3−1χ(a2−1,1a2−2)(2a2−3) (−1)a3−2χ
(a1,1a2−2)
(a1+a2−2)
χβ
i
0 (−1)b2−1χ(a1,1a2−2)(a1+a2−2)
=
(a1 + a3 − 1, 2a2 − 3) (a2 + a3 − 2, a1 + a2 − 2)
χα
i
(−1)a2+a3−3 (−1)a2+a3−4
χβ
i
0 (−1)a2+b2−3
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is invertible. Also, since hαi3,1 = a1 − 1,
(a2+a3−2, a1−1, a2−1) (a3−1, a1+a2−2, a2−1)
χα
i
(−1)a3−2χ(a1,1a2−2)(a1−1,a2−1)
(−1)a3−3χ(a1,a2,1a2−3)(a1+a2−2,a2−1)
+(−1)a2−1δa3,a1+a2−1χ(a2−1,1
a3−1)
(a1+a2−2,a2−1)
χβ
i
(−1)b2−1χ(a1,1a2−2)(a1−1,a2−1) (−1)b2−2δa3,a1+b2χ
(b1,1a2−2)
(a1+a2−2,a2−1)
=
(a2+a3−2, a1−1, a2−1) (a3−1, a1+a2−2, a2−1)
χα
i
(−1)a3−2χ(1a2−1)(a2−1)
(−1)a2+a3−5χ(a2−1)(a2−1)
+(−1)a2+a3−3δa3,a1+a2−1χ(a2−1)(a2−1)
χβ
i
(−1)b2−1χ(1a2−1)(a2−1) (−1)b2−2δa3,a1+b2χ
(1a2−1)
(a2−1)
=
(a2+a3−2, a1−1, a2−1) (a3−1, a1+a2−2, a2−1)
χα
i
(−1)a2+a3−4 (−1)a2+a3−1(1 + δa3,a1+a2−1)
χβ
i
(−1)a2+b2−3 (−1)a2+b2−4δa3,a1+b2
is invertible if a3 6= a1 + b2. In this case if |αi| is even let
λe := (a1 + a3 − 1, 2a2 − 3),
λo := (a2 + a3 − 2, a1 − 1, a2 − 1),
µe := (a2 + a3 − 2, a1 + a2 − 2),
µo := (a3 − 1, a1 + a2 − 2, a2 − 1).
If |αi| is odd let
λe := (a2 + a3 − 2, a1 − 1, a2 − 1),
λo := (a1 + a3 − 2, 2a2 − 2),
µe := (a3 − 1, a1 + a2 − 2, a2 − 1),
µo := (a2 + a3 − 2, a1 + a2 − 2).
Assume now that a3 = a1 + b2. Then we have that
b1 = a2 + a3 − b2 − 1 = a1 + a2 − 1.
In this case
βi =(min{(αi)1, (αi)′1}+ (αi)2 − 1,min{(αi)1, (αi)′1}+ 1, 2(α
i)2−2,
1max{(α
i)1,(αi)′1}−min{(αi)1,(αi)′1}−(αi)2).
and then by assumption a2 6= a1, 3. As αi is a partition we then have
that a1 > a2 ≥ 4. With these assumptions the following holds.
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• hαi1,2 = a1 + a2 − 2 < a1 + b2 − 1 = a3 − 1 = hαi3,1.
• hαi2,2 = 2a2 − 3 < a1 + a2 − 1 ≤ a1 + b2 − 1 = a3 − 1 = hαi3,1.
• αi \Rαi3,1 has no hook of length b1 − 2 since
h
αi\Rαi3,1
1,1 = a1 + a2 − 2 = b1 − 1,
h
αi\Rαi3,1
1,2 = a1 = b1 − a2 + 1 < b1 − 2,
h
αi\Rαi3,1
2,1 = 2a2 − 3 < a1 + a2 − 3 = b1 − 2.
• If hβi1,2 = hαi3,1 then a3 = b1 + a2− 1 and then βi \Rβ
i
1,2 has no hook
of length b1 − 2 since
h
βi\Rβi1,2
1,1 = a1 + b2 − 1 > b2 − 2,
h
βi\Rβi1,2
1,2 = a1 − 1 = b1 − a2 < b1 − 2,
h
βi\Rβi1,2
2,1 = b2 − 1 = a2 − a1 + b1 − 2 < b1 − 2.
• hβi2,1 = hαi3,1 and
h
βi\Rβi2,1
1,3 = b1 − 2,
h
βi\Rβi2,1
2,1 = a2 − 2 ≤ a1 − 2 = b1 − a2 − 1 < b1 − 2.
• hβi2,2 = a1 + a2 − 2 ≤ a1 + b2 − 2 < a3 − 1 = hαi3,1.
In particular
(a2 + a3 − 2, a1 − 1, a2 − 1) (a3 − 1, b1 − 2, a2)
χα
i
(−1)a2+a3 0
χβ
i
(−1)a2+b2−1 (−1)b2−2χ(b1,1a2−2)(b1−2,a2)
=
(a2 + a3 − 2, a1 − 1, a2 − 1) (a3 − 1, b1 − 2, a2)
χα
i
(−1)a2+a3 0
χβ
i
(−1)a2+b2−1 (−1)b2χ(2,1a2−2)(a2)
=
(a2 + a3 − 2, a1 − 1, a2 − 1) (a3 − 1, b1 − 2, a2)
χα
i
(−1)a2+a3 0
χβ
i
(−1)a2+b2−1 (−1)a2+b2
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is invertible. In this case if |αi| is even let
λe := (a1 + a3 − 1, 2a2 − 3),
λo := (a2 + a3 − 2, a1 − 1, a2 − 1),
µe := (a2 + a3 − 2, a1 + a2 − 2),
µo := (a3 − 1, b1 − 2, a2).
If |αi| is odd let
λe := (a2 + a3 − 2, a1 − 1, a2 − 1),
λo := (a1 + a3 − 1, 2a2 − 3),
µe := (a3 − 1, b1 − 2, a2),
µo := (a2 + a3 − 2, a1 + a2 − 2).
33. As (2, 3), (3, 2) ∈ [αi], (3, 3) 6∈ [αi], (αi)2 = 3 and αi \ Rαi1,1 is self-
conjugate we have that αi = (a1, 3, 2, 1a3−3) for some a1, a3. As αi is not
self-conjugate we have that a1 6= a3. We will assume that a3 > a1 and
that βi = (a1+2, a1+1, 2, 1a3−a1−3). As αi and βi are partitions we have
that a1 ≥ 3 and a3 ≥ a1 + 3 ≥ 6. If a3 = 6 then a1 = 3, αi = (32, 2, 13)
and βi = (5, 4, 2). In this case we can take λe := (7, 2, 2), λo := (8, 3),
µe := (5, 3, 3) and µo := (7, 4). We have that λe, λo, µe, µo ∈ Γ′′. So
assume now that a3 ≥ 7. Then
• hαi1,2 = a1 + 1 and hαi1,2 = a3 − 3 if and only if a3 = a1 + 4 and in
this case αi \Rαi1,2 = (2, 1a1+3) and
h
αi\Rαi1,2
1,2 = 1 < a1 + 1,
h
αi\Rαi1,2
4,1 = a1 + 1.
• hαi1,3 = a1 − 1 < a3 − 3.
• hαi2,2 = 3 < a3 − 3.
• hαi4,1 = a3 − 3, αi \Rαi4,1 = (a1, 3, 2) and
h
αi\Rαi4,1
1,2 = a1 + 1,
h
αi\Rαi4,1
2,1 = 4 ≤ a1 + 1.
• hβi1,1 = a3 + 1.
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• hβi1,2 = a1 + 3 and hβ
i
1,2 = a3 − 3 if and only if a3 = a1 + 6 and in
this case βi \Rβi1,2 = (a1, 15),
h
βi\Rβi1,2
1,1 = a1 + 5,
h
βi\Rβi1,2
1,2 = a1 − 1,
h
βi\Rβi1,2
2,1 = 5.
• hβi1,3 = a1 + 1 and hβ
i
1,3 = a3 − 3 if and only if a3 = a1 + 4 and in
this case βi \Rβi1,3 = (a1, 2, 2, 1) and
h
βi\Rβi1,3
1,2 = a1 + 1,
h
βi\Rβi1,3
2,1 = 4 ≤ a1 + 1.
• hβi1,4 = a1 and hβ
i
1,4 = a3 − 3 if and only if a3 = a1 + 3 and in this
case βi \Rβi1,4 = (a1, 3, 2) and
h
βi\Rβi1,3
1,2 = a1 + 1,
h
βi\Rβi1,3
2,1 = 4 ≤ a1 + 1.
• hβi2,1 = a3 − 1.
• hβi2,2 = a1 + 1 and hβ
i
2,2 = a3 − 3 if and only if a3 = a1 + 4 and in
this case βi \Rβi2,2 = (a1 + 2, 13) and
h
βi\Rβi2,2
1,2 = a1 + 1,
h
βi\Rβi2,2
2,1 = 3 < a1 + 1.
• hβi2,3 = a1 − 1 < a3 − 3.
• hβi3,1 = a3 − a1 − 1 < a3 − 3.
We have that
(a1 + a3 − 1, 3) (a3 + 1, a1 + 1)
χα
i
(−1)a3−1χ(2,1)(3) (−1)a3−2χ(a1,1)(a1+1)
χβ
i
0 (−1)a3−a1−1χ(a1,1)(a1+1)
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which is invertible. Also, if δx≤y = 1 if x ≤ y and δx≤y = 0 otherwise,
we have that
(a3 + 1, a1 − 1, 2) (a3 − 3, a1 + 1, 4)
χα
i
(−1)a3−2χ(a1,1)(a1−1,2) (−1)a3−4χ
(a1,3,2)
(a1+1,4)
+ δa3,a1+4χ
(2,1a1+3)
(a1+1,4)
χβ
i
(−1)a3−a1−1χ(a1,1)(a1−1,2)
−δa3,a1+4(χ(a1,2,2,1)(a1+1,4) + χ
(a1+2,13)
(a1+1,4)
)
+δa3,a1+6χ
(a1,15)
(a1+1,4)
− δa3,a1+3χ(a1,3,2)(a1+1,4)
=
(a3 + 1, a1 − 1, 2) (a3 − 3, a1 + 1, 4)
χα
i
(−1)a3−2χ(1,1)(2)
(−1)a3(χ(2,1,1)(4) − δa1,3χ(3,1)(4) )
+δa3,a1+4(−1)a1χ(2,1,1)(4)
χβ
i
(−1)a3−a1−1χ(1,1)(2)
−δa3,a1+4(χ(1
4)
(4) + δa1,3χ
(3,1)
(4) + χ
(14)
(4) )
+δa3,a1+6δa1≤4(−1)a1χ(a1,1
4−a1 )
(4)
−δa3,a1+3(χ(2,1
2)
(4) − δa1,3χ(3,1)(4) )
=
(a3 + 1, a1 − 1, 2) (a3 − 3, a1 + 1, 4)
χα
i
(−1)a3−1 (−1)a3(1 + δa1,3 + δa3,a1+4)
χβ
i
(−1)a3−a1 δa3,a1+4(2 + δa1,3) + δa3,a1+6δa1≤4−δa3,a1+3(1 + δa3,3)
is invertible. If |αi| is even we can take
λe = (a1 + a3 − 1, 3),
λo = (a3 + 1, a1 − 1, 2),
µe = (a3 + 1, a1 + 1),
µo = (a3 − 3, a1 + 1, 4).
If |αi| is odd we can take
λe = (a3 + 1, a1 − 1, 2),
λo = (a1 + a3 − 1, 3),
µe = (a3 − 3, a1 + 1, 4),
µo = (a3 + 1, a1 + 1).
34. As αi is not self-conjugate and αi \ Rαi1,1 is self-conjugate we have that
(αi)1 6= (αi)′1. We will assume that (αi)1 < (αi)′1. Then αi is equal
to (a21, 2a1−2, 1a3−a1) for some a3 > a1. We will also assume that βi is
equal to (2a1 − 1, a1 + 1, 2a1−2, 1a3−2a1). We have that
(a1 + a3 − 1, 2a1 − 3) (a1 + a3 − 2, 2a1 − 2)
χα
i
(−1)a3−1χ(a1−1,1a1−2)(2a1−3) (−1)a3−2χ
(a1,1a1−2)
(2a1−2)
χβ
i
0 (−1)a3−a1−1χ(a1,1a1−2)(2a1−2)
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which is is invertible, and
(a1 + a3 − 2, (a1 − 1)2)
χα
i
(−1)a3−2χ(a1,1a1−2)((a1−1)2)
χβ
i
(−1)a3−a1−1χ(a1,1a1−2)((a1−1)2)
=
(a1 + a3 − 2, (a1 − 1)2)
χα
i
(−1)a1+a3
χβ
i
(−1)a3−1.
As a3 ≥ 2a1 as βi is a partition and as a1 ≥ 4 we have that
• hαi1,2 = 2a1 − 2 ≤ a3 − 2.
• hαi4,1 = a3 − 2.
• hβi1,1 = a1 + a3 − 2 > a3 − 2.
• hβi1,2 = 3a1 − 3 and then hβ
i
1,2 = a3 − 2 if and only if a3 = 3a1 − 1.
• hβi1,3 = 2a1 − 2 ≤ a3 − 2.
• hβi2,1 = a3 − 1.
• hβi2,2 = 2a1 − 2 ≤ a3 − 2.
• hβi3,1 = a3 − a1 − 1 < a3 − 2.
In particular for any ν ` 3a1 − 2
(a3 − 2, ν1, ν2, . . .)
χα
i
(−1)a3−4χ(a21,2,1a1−4)ν + δa3,2a1(−1)a1−1χ(a1−1,1
2a1−1)
ν
χβ
i δa3,2a1(−χ(a1,2
a1−1)
ν + (−1)a1−2χ(2a1−1,1a1−1)ν )
+δa3,3a1−1(−1)a1−1χ(a1,1
2a1−2)
ν .
As
• h(a21,2,1a1−4)2,1 = 2a1 − 3 and h(a
2
1,2,1
a1−4)
1,2 = a1 + 1 ≤ 2a1 − 3 with
equality holding if and only if a1 = 4,
• h(a1−1,12a1−1)4,1 = 2a1 − 3 and h(a1−1,1
2a1−1)
1,2 = a1 − 2 < 2a1 − 3,
• h(a1,2a1−1)1,2 = 2a1 − 2 > 2a1 − 3, h(a1,2
a1−1)
1,3 = a1 − 2 < 2a1 − 3 and
h
(a1,2a1−1)
2,1 = a1 < 2a1 − 3,
• h(2a1−1,1a1−1)1,3 = 2a1 − 3 and h(2a1−1,1
a1−1)
2,1 = a1 − 1 < 2a1 − 3,
• h(a1,12a1−2)3,1 = 2a1 − 3 and h(a1,1
2a1−2)
1,2 = a1 − 1 < 2a1 − 3,
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we have that
(a3 − 2, 2a1 − 3, a1 + 1)
χα
i (−1)a1+a3−7χ(a1,1)(a1+1) + δa1,4(−1)a3−2χ
(a1−1,12)
(a1+1)
+δa3,2a1(−1)3a1−5χ(a1−1,1
2)
(a1+1)
χβ
i
δa3,2a1(−1)a1−2χ(2,1
a1−1)
(a1+1)
+ δa3,3a1−1(−1)3a1−5χ(a1,1)(a1+1)
=
(a3 − 2, 2a1 − 3, a1 + 1)
χα
i
(−1)a1+a3 + δa1,4(−1)a3 + δa3,2a1(−1)a1−1
χβ
i −δa3,2a1 + δa3,3a1−1(−1)a1 .
In particular
(a1 + a3 − 2, (a1 − 1)2) (a3 − 2, 2a1 − 3, a1 + 1)
χα
i
(−1)a1+a3 (−1)a1+a3 + δa1,4(−1)a3 + δa3,2a1(−1)a1
χβ
i
(−1)a3−1 −δa3,2a1 + δa3,3a1−1(−1)a1
=
(a1 + a3 − 2, (a1 − 1)2) (a3 − 2, 2a1 − 3, a1 + 1)
χα
i
(−1)a1+a3 (−1)a1+a3(1 + δa1,4 + δa3,2a1)
χβ
i
(−1)a3−1 (−1)a3−1(δa3,2a1 + δa3,3a1−1)
which is invertible if a3 6= 3a1 − 1. In this case if |αi| is even we
can take λe := (a1 + a3 − 1, 2a1 − 3), λo := (a1 + a3 − 2, (a1 − 1)2),
µe := (a1 + a3− 2, 2a1− 2) and µo := (a3− 2, 2a1− 3, a1 + 1). If |αi| is
odd we can take λe := (a1 +a3−2, (a1−1)2), λo := (a1 +a3−1, 2a1−3),
µe := (a3 − 2, 2a1 − 3, a1 + 1) and µo := (a1 + a3 − 2, 2a1 − 2).
Assume now that a3 = 3a1 − 1. Then a3 6= 2a1. We have that
h
(a21,2,1
a1−4)
1,1 = 2a1 − 2,
h
(a1,12a1−2)
1,2 = a1 − 1 < 2a1 − 2,
h
(a1,12a1−2)
2,1 = 2a1 − 2.
So we have that
(a1 + a3 − 2, (a1 − 1)2) (a3 − 2, 2a1 − 2, a1)
χα
i
(−1)a1+a3 (−1)a1+a3−6χ(a1−1,1)(a1)
χβ
i
(−1)a3−1 (−1)3a1−4χ(a1)(a1)
=
(a1 + a3 − 2, (a1 − 1)2) (a3 − 2, 2a1 − 2, a1)
χα
i −1 1
χβ
i
(−1)a1 (−1)a1
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is invertible. So if |αi| is even we can take
λe = (a1 + a3 − 1, 2a1 − 3),
λo = (a1 + a3 − 2, (a1 − 1)2),
µe = (a1 + a3 − 2, 2a1 − 2),
µo = (a3 − 2, 2a1 − 2, a1).
If |αi| is odd we can take
λe = (a1 + a3 − 2, (a1 − 1)2),
λo = (a1 + a3 − 1, 2a1 − 3),
µe = (a3 − 2, 2a1 − 2, a1),
µo = (a1 + a3 − 2, 2a1 − 2).
35. By assumption (1, 2), (1, 3), (2, 1), (3, 1) ∈ [αi]. From Lemma 3.4.26
applied to αi and (αi)′ we have that hαi1,2 6= hαi2,1. We will assume that
hα
i
1,2 < h
αi
2,1 and αi \ Rαi2,1 = βi \ Rβ
i
1,1. Using Lemma 4.2.19 we have
that hαi1,2 = h
βi
2,2. Also from Lemma 4.2.20 and by assumption we have
that hαi1,2 > hα
i
3,1 > h
αi
1,3, h
βi
1,3, h
βi
3,1 and that if hα
i
1,2 | hαij,k or hαi1,2 | hβ
i
j,k
for (j, k) ∈ [αi] or (j, k) ∈ [βi] then hαi1,2 = hαij,k or hαi1,2 = hβ
i
j,k. Since
hα
i
2,1 > h
αi
1,2 > h
αi
3,1 it then follows that whαi1,2(α
i) = 1 and since
hβ
i
1,2, h
βi
2,1 > h
βi
2,2 = h
αi
1,2 > h
βi
1,3, h
βi
3,1
it follows that w
hα
i
1,2
(βi) = 1.
By Lemma 4.2.9 we have that αi \ Rαi1,2 is not self-conjugate, since
αi \ Rαi1,1 is self-conjugate by assumption. As, using Lemma 4.2.20,
(βi \ Rβi2,2)1 = (βi)1 < (αi)′1 and (βi \ Rβ
i
2,2)
′
1 = (β
i)′1 < (α
i)′1 we have
that αi \Rαi1,2 and βi \Rβ
i
1,1 are distinct and not conjugate to each other.
As they are also hαi1,2-cores since whαi1,2(α
i), w
hα
i
1,2
(βi) = 1, we can take
αi+1 := αi \ Rαi1,2, βi+1 := βi \ Rβ
i
2,2 hi := h
αi
1,2 and wi := 1 if βi \ Rβ
i
2,2 is
not self-conjugate.
If βi \ Rβi2,2 is self-conjugate we can apply Lemma 4.2.6 to αi, βi and
hα
i
1,2.
36. By assumption (1, 2), (1, 3), (2, 1), (3, 1) ∈ [αi]. From Lemma 3.4.26
applied to αi and (αi)′ we have that hαi1,2 6= hαi2,1. We will assume that
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hα
i
1,2 < h
αi
2,1 and αi \Rαi2,1 = βi \Rβ
i
1,1. From Lemma 4.2.20 we have that
hα
i
1,3 < h
αi
3,1 and then by assumption hα
i
3,1 = h
αi
1,2. Also from Theorem
3.1.35 and Lemma 4.2.20 we have that the hαi1,2 weight of αi and βi is
equal to the number of their hooks of length hαi1,2. In particular, since
hook lengths are decreasing along both the columns and the rows as
long as the corresponding nodes belong to the partition, we have that
w
hα
i
1,2
(αi) = 2. From Lemmas 4.2.19 and 4.2.20 and by assumption we
have that
hβ
i
1,3 < h
αi
3,1 = h
αi
1,2,
hβ
i
2,2 = h
αi
1,2,
hβ
i
3,1 < h
αi
3,1 = h
αi
1,2.
and so w
hα
i
1,2
(βi) = 1.
From Lemma 3.4.27 we have that
αi \Rαi3,1 = ((αi)1, (αi)2, (αi \Rα
i
1,1)3, (α
i \Rαi1,1)4, . . .).
As (αi \Rαi1,1)′1 ≥ 2 we also have that (αi \Rαi3,1)′1 = (αi \Rαi1,1)′1. So
h
αi\Rαi3,1
1,1 = (α
i)1 + (α
i \Rαi1,1)′1 − 1 = hα
i
1,2.
We have that (αi \Rαi3,1)′2 = (αi \Rαi1,1)′2 as (αi \Rαi1,1)′2 ≥ 2. Let
α := (αi \Rαi3,1) \R
αi\Rαi3,1
1,1 .
As (αi \ Rαi3,1)2 = (αi)2 ≥ 1 and (αi \ Rαi3,1)′2 = (αi \ Rαi1,1)′2 ≥ 1 and as
αi \Rαi1,1 is self-conjugate, we have that
α1 = (α
i)2 − 1 > (αi \Rαi1,1)2 − 1 = (αi \Rα
i
1,1)
′
2 − 1 = α′1.
In particular α = (αi)
(hα
i
1,2)
is not self-conjugate. As w
hα
i
1,2
(αi) ≤ 2, we
can then take λe, λo, µe, µo as given by Lemma 4.2.4 for αi, βi and hαi1,2.
37. By assumption (1, 2), (1, 3), (2, 1), (3, 1) ∈ [αi]. From Lemma 3.4.26
applied to αi and (αi)′ we have that hαi1,2 6= hαi2,1. We will assume
that hαi1,2 < hα
i
2,1 and αi \ Rαi2,1 = βi \ Rβ
i
1,1. As (3, 3) ∈ [αi] we have
that (2, 2) ∈ [αi \ Rαi2,1] = [βi \ Rβ
i
1,1] and then (3, 3) ∈ [βi]. This also
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gives that (2, 2) ∈ [αi], [βi] and so from Lemma 4.2.19 it follows that
hα
i
1,2 = h
βi
2,2. From Lemma 4.2.20 we have that (αi)1 < (αi)′1 and that
hα
i
3,1 > h
αi
1,3, h
βi
1,3, h
βi
3,1. As (3, 3) ∈ [αi] it then follows that
hα
i
1,1 = h
αi
1,3 + h
αi
3,1 − hα
i
3,3 < 2h
αi
3,1.
As hαi1,2 < hα
i
3,1 by assumption this implies that hα
i
3,1 | hαij,k if and only
if hαij,k = hα
i
3,1 and this happens if and only if (j, k) = (3, 1) and then
w
hα
i
3,1
(αi) = 1. As
2hα
i
3,1 > h
αi
1,1 > h
αi
2,1 = h
βi
1,1 > h
αi
3,1 > h
αi
1,2 = h
βi
2,2
and hβ
i
1,3, h
βi
3,1 < h
αi
3,1 we also have that hα
i
3,1 | hβ
i
j,k if and only if h
αi
3,1 = h
βi
j,k
and this can happen only if (j, k) ∈ {(1, 2), (2, 1)}.
We will show that αi \ Rαi3,1 is not self-conjugate and that αi \ Rαi3,1 is
distinct and not conjugate to βi \Rβi1,2 and βi \Rβ
i
2,1. As
(αi \Rαi1,1)′1, (βi \Rβ
i
1,1)1, (β
i \Rβi1,1)′1 ≥ 2,
as αi \ Rαi1,1 is self-conjugate and as αi \ Rαi2,1 = βi \ Rβ
i
1,1 we have from
Lemma 3.4.27 that
(αi \Rαi3,1)1 = (αi)1,
(αi \Rαi3,1)′1 = (αi \Rα
i
1,1)
′
1 = (α
i \Rαi1,1)1 < (αi)1,
(βi \Rβi1,2)1 = (βi \Rβ
i
1,1)1 = (α
i \Rαi2,1)1 = (αi)1,
(βi \Rβi1,2)′1 = (βi)′1 > (βi \Rβ
i
1,1)
′
1 = (α
i \Rαi2,1)′1 = (αi \Rα
i
1,1)
′
1,
(βi \Rβi2,1)1 = (βi)1 > (βi \Rβ
i
1,1)1 = (α
i \Rαi2,1)1 = (αi)1.
we have that αi \ Rαi3,1 is not self-conjugate and that it is distinct and
not conjugate to βi \Rβi1,2 and βi \Rβ
i
2,1, since
(αi \Rαi3,1)′1 < (βi \Rβ
i
1,2)1, (β
i \Rβi1,2)′1
and
(αi \Rαi3,1)1, (αi \Rα
i
3,1)
′
1 < (β
i \Rβi2,1)1.
By assumption w
hα
i
3,1
(βi) ≤ 1. So we can not have that hαi3,1 is equal to
both hβ
i
1,2 and h
βi
2,1. Assume first that whαi3,1(β
i) = 1 and if (j, k) is such
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that hαi3,1 = h
βi
j,k then β
i \ Rβij,k is not self-conjugate. As αi \ Rα
i
3,1 and
βi \ Rβij,k are hα
i
3,1-cores we can take αi+1 := αi \ Rαi3,1, βi+1 := βi \ Rβ
i
j,k,
hi := h
αi
3,1 and wi := 1.
Assume next that w
hα
i
3,1
(βi) = 1 and if (j, k) is such that hαi3,1 = h
βi
j,k then
βi \Rβij,k is self-conjugate. In this case we can construct λe, λo, µe, µo as
in Lemma 4.2.6 for αi, βi, hαi3,1.
Finally assume that w
hα
i
3,1
(βi) = 0. Then we can take λe, λo, µe, µo as
given by Lemma 4.2.4 for αi, βi and hαi3,1.
38. From Lemma 3.4.26 applied to αi and (αi)′ we have that hαi1,2 6= hαi2,1.
We will assume that hαi1,2 < hα
i
2,1 and αi\Rαi2,1 = βi\Rβ
i
1,1. As (3, 3) ∈ [αi]
we have that (2, 2) ∈ [αi\Rαi2,1] = [βi\Rβ
i
1,1] and then (3, 3) ∈ [βi]. From
Lemma 4.2.20 we have that hβ
i
2,2 = h
αi
1,2 < h
αi
3,1, that whαi3,1(α
i) = 1 and
that if hαi3,1 | hβ
i
j,k then h
βi
j,k = h
αi
3,1 and that (also using the assumptions)
hβ
i
1,1 = h
αi
2,1 > h
αi
3,1 > h
βi
1,3, h
βi
2,2, h
βi
3,1.
It then follows that if hβ
i
j,k = h
αi
3,1 then (j, k) ∈ {(1, 2), (2, 1)}. So by
assumption w
hβ
i
3,1
(βi) = 2 and hβ
i
1,2, h
βi
2,1 = h
αi
3,1. So
hα
i
1,2 + h
αi
2,1 = h
βi
2,2 + h
βi
1,1 = h
βi
1,2 + h
βi
2,1 = 2h
αi
3,1
and then
(αi)1 + (α
i)′2 − 2 + (αi)2 + (αi)′1 − 2 = 2(αi)3 + 2(αi)′1 − 6.
As (αi)2, (αi)′2 ≥ 1 and αi \Rαi1,1 is self-conjugate we have that
(αi)2 = (α
i \Rαi1,1)1 + 1 = (αi \Rα
i
1,1)
′
1 + 1 = (α
i)′2
and then (αi)1+2(αi)2+2 = (αi)′1+2(αi)3. If we let a := (αi)2−(αi)3+1
we then have that (αi)′1 = (αi)1+2a. Notice that by its definition a ≥ 1.
As, from Lemma 3.4.27,
βi \Rβi1,1 = αi \Rα
i
2,1 = ((α
i)1, (α
i \Rαi1,1)2, (αi \Rα
i
1,1)3, . . .)
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and as (3, 3) ∈ [αi], [βi] so that (αi)′1, (αi \ Rαi1,1)′1, (βi)2, (βi)′2 ≥ 1 we
have that
(βi)2 =(β
i \Rβi1,1)1+1=(αi)1+1,
(βi)′2 =(β
i \Rβi1,1)′1+1=(αi \Rα
i
2,1)
′
1+1=(α
i \Rαi1,1)′1+1=(αi)′2 =(αi)2.
As hβ
i
1,2, h
βi
2,1 = h
αi
3,1 we also have that
(βi)1+(α
i)2−2=(βi)1+(βi)′2−2=(αi)3+(αi)′1−3=(αi)1+(αi)2+a−2,
(βi)′1+(α
i)1−1=(βi)2+(βi)′1−2=(αi)3+(αi)′1−3=(αi)1+(αi)2+a−2
and so (βi)1 = (αi)1 + a and (βi)′1 = (αi)2 + a− 1.
As αi\Rαi1,1 is self-conjugate for j, k ≥ 2 we have that (j, k) ∈ [αi] if and
only if (k, j) ∈ [αi]. Also as αi \Rαi2,1 = βi \Rβ
i
1,1 for j ≥ 2 and k ≥ 1 we
have that (j+1, k+1) ∈ [αi] if and only if (j, k) ∈ [αi\Rαi2,1] = [βi\Rβ
i
1,1]
and this happens if and only if (j + 1, k + 1) ∈ [βi]. In particular for
j, k ≥ 3 we have that (j, k) ∈ [βi] if and only if (i, k) ∈ [αi] if and only
if (k, j) ∈ [αi] if and only if (k, j) ∈ [βi]. In particular since (3, 3) ∈ [αi]
and by definition of a
(αi)′3 = (β
i)3 = (β
i)′3 = (α
i)3 = (α
i)2 − a+ 1.
We have that hαi1,2 = (αi)1 + (αi)2 − 2 since (αi)2 = (αi)′2. As by
definition a ≤ (αi)2 − 2 and as (3, 3) ∈ [αi], [βi] we also have that
hα
i
1,1 = (α
i)1+(α
i)′1−1 = 2(αi)1+2a−1 ≤ 2(αi)1+2(αi)2−5 < 2hα
i
1,2,
hβ
i
1,3 = (β
i)1+(β
i)′3−3 = (αi)1+a+(αi)2−a+1−3 = hα
i
1,2,
hβ
i
2,2 = (β
i)2+(β
i)′2−3 = (αi)1+1 + (αi)2−3 = hα
i
1,2,
hβ
i
3,1 = (β
i)3+(β
i)′1−3 = (αi)2−a+1+(αi)2+a−1−3 < hα
i
1,2.
As hβ
i
1,1 < h
αi
1,1 < 2h
βi
1,2 if hα
i
1,2 | hαij,k or hαi1,2 | hβ
i
j,k then h
αi
1,2 = h
αi
j,k or
hα
i
1,2 = h
βi
j,k. It then follows that whαi1,2(α
i) ≤ 2 and w
hα
i
1,2
(βi) = 2.
We will first show that (βi)
(hα
i
1,2)
is not self-conjugate. From Lemma
3.4.27 we have that
(βi \Rβi1,3)′ = ((βi)′1, (βi)′2, (βi \Rβ
i
1,1)
′
3, (β
i \Rβi1,1)′4, . . .).
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Since (βi\Rβi1,1)1, (βi\Rβ
i
1,1)2 ≥ 2 as (3, 3) ∈ [βi] and so (2, 2) ∈ [βi\Rβ
i
1,3]
we have
(βi \Rβi1,3)1 = (βi \Rβ
i
1,1)1 = (β
i)2 − 1,
(βi \Rβi1,3)2 = (βi \Rβ
i
1,1)2 = (β
i)3 − 1.
From (βi \Rβi1,3)1 = (βi)2 − 1 it follows that
h
βi\Rβi1,3
1,2 = (β
i \Rβi1,3)1 + (βi \Rβ
i
1,3)
′
2 − 2 = (βi)2 − 1 + (βi)′2 − 2 = hβ
i
2,2.
So (βi \ Rβi1,3) \ R
βi\Rβi1,3
1,2 is obtained from βi by removing one hook
of length hβ
i
1,3 and one hook of length h
βi
2,2. Since h
βi
1,3 = h
βi
2,2 = h
αi
1,2
and w
hα
i
1,2
(βi) = 2 we have that (βi \ Rβi1,3) \ R
βi\Rβi1,3
1,2 = (β
i)
(hα
i
1,2)
. As
(2, 2) ∈ [βi \Rβi1,3], so that (1, 1) ∈ [(βi \Rβ
i
1,3) \R
βi\Rβi1,3
1,1 ] it follows from
Lemma 3.4.27 applied to βi \Rβi1,3 and the node (1, 2) that
((βi)
(hα
i
1,2)
)1 = ((β
i \Rβi1,3) \R
βi\Rβi1,3
1,1 )1
= (βi \Rβi1,3)2 − 1
= (βi)3 − 2
= (αi)2 − a− 1
and that
((βi)
(hα
i
1,2)
)′1 = (β
i \Rβi1,3)′1 = (βi)′1 = (αi)2 + a− 1.
In particular (βi)
(hα
i
1,2)
is not self-conjugate as a ≥ 1.
If w
hα
i
1,2
(αi) < 2 we can then apply Lemma 4.2.4 to βi, αi and hαi1,2.
So assume now that w
hα
i
1,2
(αi) = 2. We will show that (αi)
(hα
i
1,2)
is
distinct and not conjugate to (βi)
(hα
i
1,2)
. In order to do this it it enough to
prove that ((αi)
(hα
i
1,2)
)1 6= ((βi)(hαi1,2))1, ((β
i)
(hα
i
1,2)
)′1. From Lemma 3.4.27
we have that
(αi \Rαi1,2)′ = ((αi)′1, (αi \Rα
i
1,1)
′
2, (α
i \Rαi1,1)′3, . . .).
Since (3, 3) ∈ [αi], so that (1, 1) ∈ [αi \Rαi1,1], [αi \Rαi1,2], we have that
(αi \Rαi1,2)1 = (αi \Rα
i
1,1)1 = (α
i)2 − 1.
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So
h
αi\Rαi1,2
1,1 = (α
i)2 − 1 + (αi)′1 − 1 = hα
i
2,1 > h
αi
1,2,
h
αi\Rαi1,2
1,2 = h
αi
2,3 < h
αi
1,2
and then, as w
hα
i
1,2
(αi) = 2, there exists j ≥ 2 with hα
i\Rαi1,2
j,1 = h
αi
1,2. Also
(αi)
(hα
i
1,2)
= (αi \ Rαi1,2) \ R
αi\Rαi1,2
j,1 . From Lemma 3.4.27 it then follows
that
((αi)
(hα
i
1,2)
)1 = (α
i \Rαi1,2)1 = (αi)2 − 1.
As a ≥ 1 we have that (αi)
(hα
i
1,2)
is distinct and not conjugate to (βi)
(hα
i
1,2)
.
If (αi)
(hα
i
1,2)
is not self-conjugate we can then take αi+1 := (αi)
(hα
i
1,2)
,
βi+1 := (βi)
(hα
i
1,2)
, hi := hα
i
1,2 and wi := 2.
If (αi)
(hα
i
1,2)
is self conjugate we can apply Lemma 4.2.6 to βi, αi and
hα
i
1,2.
We are now done analysing the particular cases. We will now show how
to construct λ, µ ∈ {γ ∈ Γ : γ is even} such that ({χα, χβ}, {λ, µ}) is a
sampling pair.
Let s be such that αs, βs are used to construct λe, λo, µe, µo and define
λ
e
:= (hw11 , . . . , h
ws−1
s−1 , λ
e
1, λ
e
2, . . .),
λ
o
:= (hw11 , . . . , h
ws−1
s−1 , λ
o
1, λ
o
2, . . .),
µe := (hw11 , . . . , h
ws−1
s−1 , µ
e
1, µ
e
2, . . .),
µo := (hw11 , . . . , h
ws−1
s−1 , µ
o
1, µ
o
2, . . .).
By definition of hi for 1 ≤ i < s we have that hi 6= hj for 1 ≤ i 6= j < s,
as from Corollary 3.1.42, we have that αj and βj are hi-cores for i < j. In
particular, as αs and βs are hi-cores for 1 ≤ i < s, and as ({χαi , χβi}, {λe, µe})
and ({χαi , χβi}, {λo, µo}) are sampling pairs we have by Corollary 3.2.5 that
hi is not a part of λe, λo, µe, µo, as otherwise χα
i and χβi would both vanish
on the conjugacy class labeled by the corresponding unordered partition. So
λ
e
, λ
o
, µe, µo ∈ Γ. If ∑s−1i=1 wi(hi − 1) is even let λ := λe and µ := µe. If∑s−1
i=1 wi(hi − 1) is odd let λ := λ
o and µ := µo. Then λ and µ are even
and by repeatedly applying Lemma 4.2.8 we have that ({χα, χβ}, {λ, µ}) is
a sampling pair and so the theorem is proved.
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We will now use Theorems 3.4.32 and 4.2.21 to explicitly construct a
universal sampling set for 2 for An.
Corollary 4.2.22. Let Γ′n,2 consists of all partitions of n with at most two
parts larger than 1 with multiplicity larger than 2 and such that if two such
parts exists than one of them occurs with multiplicity at most 4. Then
Γn,2 := {γ ∈ Γ′n,2 : γ even and γ does not consist of odd and distinct parts}
∪ {γ± : γ ` n consists of odd and distinct parts}
Then Γn,2 is a universal sampling set for 2 for An.
Proof. Clearly Γ2,2 = {(12)} is a universal sampling set for 2 for A2. So
assume now that n ≥ 3. Then |Irr(An)| > 2 and so it is enough to prove
that ({ϕ, ψ},Γn,2) is a sampling pair for ϕ 6= ψ ∈ Irr(An). As (1n) ∈ Γ′n,2 it
follows from Propositions 4.2.1, 4.2.2 and 4.2.3 in order to prove the theorem
it is enough to prove that ({ϕα, ϕβ},Γn,2) is a sampling pair for α, β ` n not
self-conjugate which are distinct and not conjugate to each other.
For r ≥ 0 let Γr,3 be the universal sampling set constructed in Theorem
3.4.32 for Sr. Using the same notation as in the proof of Theorem 4.2.21, let
s be the step at which we construct sampling sets for {χαs , χβs}. Then we
have, from the last part of the proof of Theorem 4.2.21, that
λ

= (hw11 , . . . , h
ws−1
s−1 , k1, k2, λ1, λ2, . . .)
with λ ∈ ∪rΓr,3, hi pairwise distinct, 1 ≤ wi ≤ 2 and k1, k2 ≥ 0. Also we
have by the last part of the proof of Theorem 4.2.21 that k1, k2 and the parts
of λ are not in {hi : 1 ≤ i ≤ s−1}. By the definition of Γr,3, up to reordering
its parts,
λ = (a1, . . . , aq, b
c, lx, 1m)
with q ≥ 0, ai, b and l pairwise distinct, 0 ≤ c ≤ 2 and x,m ≥ 0. In
particular λ ∈ Γ′n,2. Similarly µ ∈ Γ′n,2. Since λ and µ are even by choice
of  in the last part of the proof of Theorem 4.2.21 the corollary follows from
Theorem 4.1.2.
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