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Abstract
We consider some scale model experiments in which the forces on rowing blades were
measured [Caplan and Gardner, J. Sport Sciences, 25(6), 653-650, 2007]. The experiments
were conducted in a flume at a single flow velocity which corresponded to a Froude number,
based on the depth dimension of the blade, very close to the critical value of unity. For
real rowing, the blade moves at speeds corresponding to Froude numbers in the range
of approximately 0.3 to 3.5. We use a computational fluid dynamics (CFD) analysis to
investigate the Froude and Reynolds number effects on the forces on a flat plate ‘blade’,
as well as the effects of the flume size relative to the model size in the experiments. We
consider only one orientation of the plate to the flow velocity and we consider only idealized
steady flow. We find that the flume in the experiments was probably too shallow, so that
the measured force coefficients could be 6% higher than for rowing in deep water. Using a
series of calculations for fluids with different densities, we show that the force coefficient
is independent of the Reynolds number for the range of Reynolds numbers characteristic
of real rowing, but is a strong function of the Froude number. There is a sudden decrease
of some 30% in the force coefficient as the Froude number changes from sub-critical (less
than 1) to super-critical (greater than 1). For Froude numbers greater than 2 the force
coefficient increases steadily with Froude number.
1
1 Introduction
Figure 1 shows a rowing blade just after it was withdrawn from the water, at the end of the
propulsive part of a rowing stroke. The blade is part of an oar on the left (port) side of the
boat; the forward motion of the boat is approximately towards the right top corner of this
picture. The blade is attached to the oar shaft which is attached to the boat via a pivoting
oarlock (out of the field of view of this picture). The oarlock allows the shaft to swing in an
arc in the horizontal plane and also in the vertical plane.
Figure 1: Rowing blade after it emerges from the water at the end of a propulsive stroke
(Oarsport UK)
During the propulsive part of the stroke the blade is held so its face is approximately
perpendicular to the undisturbed water surface, with its upper edge at or just below the water
level. The oar shaft is swept through an angle in the horizonal plane of about 90◦. Water flows
over, under and around the blade as it moves through the water. Water surface (gravity driven)
waves are generated (see Figure 1). Standard dimensional analysis, as shown in Section 2, shows
that we can expect the flow to depend not only on the Reynolds number, but also the Froude
number Fr = V/
√
gD which is the ratio of the flow speed V to the surface wave speed ≈ √gD
where D is the depth dimension of the blade and g is the acceleration due to gravity. Experience
with similar flows such as the flow of water around a boat, or the flow of water over a weir or
through a culvert, point to the crucial effect of the Froude number; in particular, the difference
between sub-critical (Fr < 1) and super-critical flow (Fr > 1) might be as great as that between
the subsonic and supersonic flow of gases.
Figure 2 shows a typical path of the tip of the oar through the water from the moment of
‘catch’ (when the oar blade first makes contact with the water) to the moment of release’ (when
the oar blade is removed from the water). The figure also shows a schematic view of the boat
hull and oar at the catch and later at the release. The path of the blade tip through the water is
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Figure 2: Schematic view, looking down on stationary water. Boat and one oar at moment of
‘catch’ and later moment of ‘release’. Boat moves to right while oar rotates counter-clockwise.
Path of oar tip shown by dots. Oar length, pivot-to-tip, is 2.66 m. Boat is not to scale.
shown as a series of dots.1 The speed of the blade as it varies during the time it is in the water
is shown in Figure 3. At the catch the blade is moving with a speed of about 4.5 m/s through
the water. While in the water, the blade-tip moves away from the boat, its speed slowing as it
does so, then makes a small loop. At ‘square-off’, when the oar is square to the boat-forward
direction, the blade is travelling backwards through the water (in the opposite direction to the
hull velocity) with its minimum speed with respect to the water; a point about half-way along
the blade (about 300 mm from the tip) is travelling at only 0.5 m/s through the water. The
Froude number varies from about 3 down to 0.3 during the stroke, while the Reynolds number
varies from about 9× 105 down to 9× 104 (both based on a typical blade depth dimension of
220 mm).
2 Scale model measurement of rowing blade forces
Caplan and Gardner (2007) measured the forces on 1
4
-scale model rowing blades mounted in
a water flume. They varied the orientation of the blade with respect to the freestream flow
velocity in an attempt to model the blade at different parts of its path through the water. It is
the purpose of this paper to use a computational fluid dynamics (CFD) analysis to investigate
how reliable these tests might be for predicting the flow around full size rowing blades. We do
not investigate the effects of steady as opposed to unsteady flow (i.e. constant as opposed to
varying angle of attack), which is one obvious difference between the laboratory tests and real
rowing. Rather we consider
1This blade path was constructed from oar angles and boat speed measured at the Australian Institute of
Sport, by Dr. V. I. Kleshnev. The boat had eight oars and was rowed by a heavyweight crew of eight men
(average mass 86 kg per man); the stroke rate was 40.8 strokes/minute and the average boat speed was 6.63
m/s. (Kleshnev, Personal communication, 2004).
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Figure 3: Blade Froude V/
√
gD number based on speed V of blade relative to still water and
blade depth D = 0.22 m. Two points on the blade. 40.8 strokes/min.
1. whether the flume cross-section is sufficiently large for the model tested and
2. the likely effects of a mismatch in Froude number between the experiments and the full-
size flow.
We consider only the rectangular flat plate model ‘blade’ tested by Caplan and Gardner
(2007), and consider it in one orientation only, normal to the flow. The x-direction is along
the centreline of the flume in the flow direction, the y-direction is across the flume, and the
z-direction is vertically upwards. The plate is normal to the x-axis. In the terminology adopted
in the experimental report, the blade is at an angle of attack of 90◦. In this orientation the
x-z plane passing through the centre of the plate is a plane of symmetry and the total force
acting on the plate has no y-component. Our computational results show that, regardless of
the speed of the flow, the (vertical) z-component of the force on the blade is little different
from the buoyancy force for immersion in still water. Of more interest is the x-component of
force, normal to the face of the plate, which provides the total propulsive force on the blade in
this orientation. The normal force here corresponds to the drag force on the blade (i.e. it is
opposite to opposite to the blade’s velocity relative to the water).
The blade has a width W in the y-direction, depth D in the negative z-direction and
thickness t in the x-direction. The experimental results were measured in a flume of width
Wf = 640 mm and depth Df = 150 mm and an unstated length Lf . The fluid in the flume was
water, with a density of ρ and viscosity of µ. The freestream velocity (the water velocity far
upstream in the assumed uniform flow) is denoted V . The experiments were performed with
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air (assumed to be at rest) as the surrounding fluid. The gravity force acts in the negative
z-direction, and there is an air-water interface roughly parallel to the x-y plane. The density
and viscosity of air are ρa and µa, respectively.
3 Dimensional analysis
Dimensional analysis can be used to simplify the functional relationship between the water
force on the blade and all those physical properties on which the force depends (see for example
Fox and MacDonald (1994)). The first step is to identify all the physical properties of the
system (in this case, the experimental set-up of blade and water flume) which will affect the
force which is measured. To simplify the analysis, certain fluid properties can be eliminated
as insignificant. Thus the typical surface tension force on the blade can be estimated as σW ,
where σ ≈ 72× 10−3 N/m is the ‘surface tension’ for the air-water interface, and W ≈ 140 mm
is the model blade width. The typical pressure force on the blade can be estimated as ρV 2W 2,
where V = 0.75 m/s is the flow velocity and ρ ≈ 1000 kg/m3 is the water density. Thus
the surface tension force is typically a fraction σ/ (ρV 2W ) ≈ 1/1000 of the pressure force and
can be ignored. Cavitation (‘local boiling’) occurs when the pressure of the moving water
falls below the water saturation pressure which, for a temperature of 20◦ C, is Pv ≈ 2.3 kPa.
This is approximately -97.7 kPa below atmospheric pressure. If this pressure occurred in the
scale-model flow, the pressure coefficient would be
CP ≈ Pv − Pa1
2
ρV 2
=
−97.7× 103
1
2
× 1000× 0.752 ≈ −347,
far beyond the negative pressure coefficients that occur in similar flows. For example, the
pressure coefficient on an airfoil in subsonic flow is rarely below CP = −6 (see Wenzinger(1937)).
Thus, the normal force FN can be expected to depend on the twelve variables in Eq. 1
FN = f0 (V,W,D, t,Wf , Df , Lf , g, ρ, µ, ρa, µa) (1)
where g = 9.81 m/s2 is the acceleration dues to gravity, ρ and µ are the water density and
viscosity respectively, and ρa and µa are the corresponding properties for air. Standard dimen-
sional analysis indicates that Eq. 1 can be re-written as a relation between ten non-dimensional
parameters. For example
CN = f1
(
Fr,Re,
W
D
,
t
D
,
Wf
W
,
Df
D
,
Lf
D
,
ρa
ρ
,
µa
µ
)
(2)
where
CN ≡ FN1
2
ρV 2WD
(3)
Fr ≡ V√
gD
(4)
Re ≡ ρV D
µ
≡ V D
ν
. (5)
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Flume (mm) Flat Plate (mm) Ratio
Wf Df W D t Wf/W Df/D
640 150 140.38 55.15 1.8 4.57 2.73
Flow speed V Fr = V/
√
gD Re = V D/ν
1
4
-scale 0.75 m/s 1.02 46,214
full size 0.5–1.5 m/s 0.34–1.02 110,000–330,000
Table 1: Dimensions and flow conditions, rectangular flat plate (blade) at 90◦ angle of attack
[1]. Water: ρ = 999 kg/m3, ν ≈ 1 × 10−6 m2/s. The full size Froude and Reynolds numbers
based on D = 220 mm and flow speed for 40.8 strokes/min (at tip and half-way along blade).
Here ν = µ/ρ is the kinematic viscosity of water, Fr is the Froude number and Re is the
Reynolds number.
Throughout this study the blade geometric parameters W/D and t/D are constant, as are
the two ratios of fluid properties, ρa/ρ and µa/µ. Hence it is convenient to eliminate these
parameters from our list of independent variables to get
CN = f2
(
Fr,Re,
Wf
W
,
Df
D
,
Lf
D
)
(6)
In the triple limit of Wf/W → ∞, Df/D → ∞ and Lf/D → ∞ we expect the force to be
independent of these parameters, so that Eq. 6 reduces to
CN = f3 (Fr,Re) . (7)
To find how this limit is approached corresponds to our first listed objective.
The flume in the experiments was Wf = 640 mm in width (Wf/W ≈ 4.57) and the water
depth was Df = 150 mm (Df/D ≈ 2.73). The dimensions and aspect ratio of the rectangular
flat plate blade are not stated exactly by Caplan and Gardner (2007). Based on the quoted
frontal area of the model plate, and aspect ratio depicted in a sketch of the plate, we assume
the plate in the tests had dimensions of W = 140.38 mm and D = 55.15 mm as shown in
Table 1. The top edge of the plate was aligned with the nominal water level in the flume.
4 Froude number effect in experiments
Our first CFD task was to repeat the flow velocity tests described by Caplan and Gardner
(2007). Using the same flume dimensions and blade size as in the experiment we varied the
freestream flow speed from 0.25 m/s to 5 m/s. Figure 4 shows our calculated force coefficient
CN . An error (±1%) might be inferred from the size of the data points depicted in Fig. 6 of the
experimental report, although this is not explicitly stated there, and an error of ±5% might be
inferred from a detailed examination of the results.2 We have used the smaller error estimate
2The component of the force acting on the flat blade, parallel to the flat face, as measured by Caplan and
Gardener (2007) can be calculated from the values of lift and drag coefficients presented by them. For the
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Figure 4: Velocity effects effect in scale model experiments, for flume cross-section of 640 mm
× 150 mm. Vertical dashed lines indicate flow speeds for Fr = 0.5, 1.0, 2.0 and 4.0. Crosses
shows measured value of 1.93± 0.02, scaled from [1], Fig. 6.
and plotted the experimental value as 1.93± 0.02 in Figure 4. This range of values agrees with
the computed value to within the estimated error (see section 6) of the computations of ±2.4%.
The varying Froude number is marked on the velocity axis of Figure 4 where it can be
seen that the force coefficient changes suddenly near Fr = 1. Both the Froude number and the
Reynolds number are proportional to the flow speed so, as far as this test shows, the change
might be due to the change in either the Froude number or the Reynolds number. We show
that this is a Froude number, not a Reynolds number, effect in section 7, where we show the
results of a series of calculations with constant Reynolds number but varying Froude number.
The change in the flow from sub-critical to super-critical Froude number is illustrated in
Figure 5 which shows the water surface level along the middle of the flume. For the sub-critical
flow a ‘cavity’ is formed in the water behind the plate. In contrast, for supercritical flow a
large ‘mountain’ of water is formed behind the plate. In real rowing, the Froude number is
sub-critical when the blade is in this orientation, and a cavity is usually formed. The remnants
of such a cavity can be seen in Figure 1.
Caplan and Gardner (2007) do not say whether they selected their flow velocity of 0.75 m/s
majority of the angles of attack reported this parallel component of force is directed from the trailing to the
leading edge of the plate; in other words in the direction opposite to the expected flow direction along the face
of the blade and thus opposite to the expected direction of the friction force on this flat blade. This is also
opposite in direction to that expected for any drag force on the shaft connected to the trailing edge of the blade
in the experimental set-up. It seems likely that this ‘wrongly directed’ parallel force is less than the smallest
force that can be resolved accurately. Macrossan (2008) therefore estimated that the experimental error may
be as large as ±5%.
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Figure 5: Computed water surface along centreline of flow: subcritical (Fr = 0.953, V = 0.7 m/s)
and supercritical flow (Fr = 2.724, V = 2 m/s). Plate D = 55 mm.
by examining the force coefficients on all blades, or all orientations of the blade with respect to
the water velocity. The results in Figure 4 suggest that for the flat plate (in this configuration)
the flow speed they chose (corresponding to a Froude number of 1.02) is close to the maximum
value they could have used without seeing a marked decrease in the measured force coefficient.
5 Effect of flume size
The simulations reported above used a computational domain with the same cross-section as
that of the flume used in the experiments, except that the computation takes advantage of the
plane of symmetry to consider half the width of the flume only. It is possible that the flume
size could have some effect on the experimental results or that the finite computational domain
might have significant effects on our computed results. Hence a study of the effect of the size
of our computational domain was undertaken. The results of this study are shown in Figures 6
and 7.
Figure 6 shows how the calculated normal force coefficient varies with flume width. We
find that for Wf/W ≥ 4.29 the calculated force coefficient is almost independent of this ratio.
This indicates that the flume used in the experiments (Wf/W = 4.57) was sufficiently wide. In
contrast, Fig. 7 shows that a depth ratio of Df/D = 4.55 (Df = 250 mm) is required, whereas
the flume used in the experiments was only 150 mm deep. According to these calculations the
measured forces in the shallow flume could be 6% too large compared to a deep flume.
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Figure 6: Effect of flume width. Calculated normal force coefficient CN for different flow
speeds. Df = 150 mm, Lf = 800 mm. The vertical line indicates the ‘acceptable’ flume width
(Wf = 600 mm).
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Figure 7: Effect of flume depth. Calculated normal force coefficient CN for different flow speeds.
Wf = 640 mm, Lf = 650 mm. The vertical line shows the ‘acceptable’ depth (Df = 250 mm).
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Figure 8: Effect of downstream length of flume/computational domain. Flume cross-section
is 640×150. The vertical line shows the acceptable flume length (Lf = 800 mm, 250 mm
upstream, 550 mm downstream)
The boundary layer thickness on the floor of the flume can be estimated from laminar
boundary layer theory (Fox and McDonald, 1994) as a few millimeters only. Hence the effect of
the flume depth cannot plausibly be attributed to any ‘flow blocking’ due to boundary layers.
The ‘depth effect’ is more likely due to the change in surface wave speed between shallow and
deep water. For shallow water the water depth determines the surface wave speed; in deep
water the blade dimension determines the wave speed.
The calculation was sensitive to the overall length of the computational domain Lf , and
did not show such a clear limiting case as for the depth and width effect. Figure 8 shows, for a
fixed length of 250 mm upstream of the plate, how the computed value of CN varies as the total
length Lf varies. An upstream length as high as 600 mm (overall length 1150 mm) was tested
for two subcritical flows. In both cases the upstream disturbance in the water level extends to
the inlet. Examples of these upstream water level profiles are shown in Figure 9. Despite the
difference in the upstream water level the computed values of CN differed by less than 0.7%.
6 Estimated solution error
For all remaining computations which we report we used a ‘flume/domain’ of width Wf/W ≈
4.29 (300 mm half-width for the 1
4
-scale model) and depth Df/D ≈ 4.55. The overall length was
Lf/D ≈ 14.5 (800 mm for the scale model) and the inlet was approximately 4.55D upstream
of the plate. We estimate the probable error arising from the truncated length of the domain
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Figure 9: Effect of upstream length. The rise in upstream water level extends to the inlet for
both a near inlet (250 mm) and a far inlet (600 mm). Fr = 0.7.
as ± 1.2%. This estimate is based on 2 standard deviations calculated from the values of CN
for LF in the range 600 mm to 1000 mm in Figure 8.
We estimate the error in the computed values of CN as 2.4% which is sum of the errors
of 1.2% for the downstream boundary effect, 0.7% for the upstream boundary effect and 0.5%
due to mesh resolution. In other words we think our numerical solution of the governing fluid
equations, the RANS equations and associated turbulence model equations, in the vicinity of
the plate is within 2.4% of an exact solution of those equations on a infinitely fine computational
mesh, with the appropriate far-field boundary conditions.
7 Froude number vs. Reynolds number effect
In order to demonstrate that the Froude number effects dominate any Reynolds number effects,
we would need a series of experiments where we keep the Reynolds number constant while the
Froude number varies. Since the body size D and freestream fluid speed V appear in both the
Reynolds number and Froude number, we need results for fluids with a wide range of kinematic
viscosities ν = µ/ρ. This is easy with computational fluid dynamics, since we can change the
fluid properties at will.
We have undertaken a series of CFD simulations, using both a ‘full-size’ blade and a 1
4
-scale
model. We varied the Froude number by varying the flow speed V , while varying the fluid
density ρ to keep the Reynolds number constant (i.e. the product ρV was constant). The
dynamic viscosity µ of the fluid was held constant at the standard value for water. The density
11
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Figure 10: Normal force coefficient as a function of Froude number for various Reynolds num-
bers. Scale model and full-size plate. Wf/W = 4.29, Df/D = 4.55.
of the gas phase (the air) was altered to keep the ratio ρa/ρ constant, and the viscosity µa was
unchanged.
Fig. 10 shows the variation of CN as a function of Froude number for seven different fixed
Reynolds numbers in the range 5× 104 to 5× 106. For Froude numbers less than 2, there is an
almost perfect ‘collapse’ of the data into a single relation CN = f4 (Fr) for all Reynolds numbers
tested. For Froude numbers in the range 0.5 – 1, CN varies by only 3% of the average value,
i.e. the force coefficient is approximately independent of the Froude number in this range.
For Froude numbers greater than 2, there is a discrepancy of about 5% between the scale-
model and full-size results. A similar effect can be seen in the CFD results reported for a
non-rectangular blade by Coppel, Gardner, Caplan and Hargreaves (2008). The blade had a
‘Macon’ shape when viewed front-on. It was curved in one direction only to match the model
blade tested by Caplan and Gardner (2007). Coppel et al. considered a low Froude number
(≈ 1) and a high Froude number (≈ 3.2). For the high Froude number they considered a 1
4
-scale
and a full-scale model. Their results are compared with ours for the rectangular flat plate in
Fig. 11. For the high Froude number their force coefficients are similar to ours (despite the
slightly different blade shapes) and show the same small discrepancy (about 5%) between the
full-scale and 1
4
-scale models. The discrepancy is not related to the Reynolds number, since it
appears in our calculations where the Reynolds number as well as the Froude number is the
same between the full-scale and 1
4
-scale results. In our calculations, the discrepancy might be
due to the different final computational meshes, found by the automatic re-meshing facility
of CFX (see Appendix B) for the full size and 1
4
-scale computations. A small difference in
12
100
1.3
1.4
1.5
1.6
1.7
1.8
5
FROUDE NUMBER V/(gD)1/2
N
O
RM
AL
 F
O
RC
E 
CO
EF
FI
CI
EN
T 
C N
Macon 1/4 size:  41,000
Macon 1/4 size:  137,000
Macon full size: 1,100,000
 Plate full size:  50,000 − 5,000,000
 Plate 1/4 size: 150,000 − 1,000,000
Figure 11: Normal force coefficient for the Macon blade (Coppel et al., 2008) and the present
data for the rectangular flat plate (taken from Fig. 10).
the speed at which liquid surface waves propagate for the scale model mesh and full-size mesh
might account for the slight discrepancy at high Froude numbers.
8 Conclusion
We have looked at a model ‘rowing blade’ (a flat plate) at only one angle of attack (square
to the flow). Experimental measurements of the force on the plate are available (Caplan and
Gardner, 2007) and our force coefficient, calculated in a flume of the same size as the experiment,
and for matching conditions, agrees with the measured value within the probable error of the
experiments and the CFD computations. We think this gives confidence in the CFD results
for other flow conditions, and is accurate enough to investigate the scaling effects which must
be addressed for any laboratory testing of rowing blades. We find that a flume depth ratio of
Df/D ≥ 4.55 is required before the force coefficient on a rowing blade becomes independent of
the water depth. This condition is not satisfied in the experiments.
We have found that CN is independent of the Reynolds number in the range 5 × 104 to
5×106. In contrast we have shown a strong Froude number effect on the normal force coefficient
CN . For this orientation (square to the flow) the blade in real rowing (when the oar shaft is
approximately square to the boat) moves at a low speed through the water, such that the
Froude number is less than unity. We calculate that the force coefficient varies by only ±1.5%
for Froude numbers in the range 0.5 – 1.0, which suggests that exact dynamic similitude is not
13
necessary in scale model experiments for this one orientation of the blade. The rowing blade
in the early part of the stroke moves through the water with a Froude number greater than
unity. Our results strongly suggest that these high Froude numbers would have to be matched
exactly in experiments.
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A Computational method
We used the computational fluid dynamics (CFD) program ANSYS/CFX (version 11, ANSYS
Inc, Canonsburg, PA, USA) to solve the Reynolds Averaged Navier-Stokes (RANS) equations.
The Shear Stress Transport (SST) k-ω model was used to model the turbulence. The SST k-ω
model combines the strengths of the k-² and the k-ω models by using the latter in the viscous
sub-layer and the former in the free stream.
The volume of fluid (VOF) method was used for this two phase flow (liquid plus air). The
gravity force was included and a free surface between the liquid and air forms (although it is
smeared into a finite thickness rather than represented as a discrete interface). The air phase
has a constant inflow velocity, the same as the water flow. This is slightly different from the
experimental condition. The top plane of the computational region was taken as a ‘slip wall’;
no mass flows across the wall and there is no transfer of momentum between the air and the
wall. The side and bottom walls of the computational domain were set as no-slip walls. The
inlet turbulent intensity was set at 5%, and the turbulent length scale was set equal to the
depth dimension of the plate.
The model plate size in the simulations is 140 mm × 55 mm and the full size plate size is
560 mm × 220 mm. The standard fluid density of water in the CFX program is 997 kg/m3
and the dynamic viscosity is µ = 8.899 × 10−4 Pa s. These values are slightly different from
those for standard water at 16◦C used by Caplan and Gardner [1]. Since we are interested in
finding the form of the non-dimensional relation of Eq. 7, these differences in fluid properties
and scale model size between the computations and the experiment are of no consequence.
The computational results depend not just on the parameters listed in Eq. 6 but on the
fineness of the computational mesh. Details of the computational mesh are given in Appendix B,
where we estimate the error in the calculated force coefficient due to the resolution of mesh to
be about ±0.5%. By considering also the effects of the finite computation domain (see section
6) we suggest that ±2.4% is a reasonable estimate of the error in our computed values of CN .
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Figure 12: The calculated normal force coefficient depends on the fineness of the computational
mesh, as indicated by the total number of computational cells. Force values are normalized by
the value found with the most refined mesh. The grid with 490,000 elements, and minimum
element size of t/2, was deemed sufficiently accurate.
B Mesh resolution, estimated errors
For this blunt body flow, flow separation occurs at the edges of the flat plate, where the flow
passes from the ‘windward’ to the ‘leeward’ side of the plate. Since the location of the flow
separation point is not controlled by the boundary layer growth (as would be the case if the
plate were oblique rather than normal to the impinging water velocity) no special ‘boundary
layer grid’ was deemed necessary. The mesh used for the simulations consists of tetrahedral
elements. The mesh is refined twice for each simulation, using the automatic re-meshing facility.
The mesh refinement takes place when the relative closing errors, i.e. the root-mean-square
(RMS) values of the normalized residual over all elements (see the User’s Manual, §7.5.1 and
§7.5.3 available under the CFX ‘Help’ menu) for all solution variables are reduced to 10−3 or
less. At each mesh refinement, the number of mesh elements is doubled. The extra elements
are concentrated at the air-water interface where the gradients of volume fraction are greatest.
After the second (and final) mesh refinement, the solution procedure continues until all the
normalized RMS closing errors are less than 10−4.
The influence of mesh size on the normalized force is shown in Figure 12. The mesh con-
taining 490,000 elements (after mesh adaption) gave a value of CN within 0.5% of the value
found with a grid consisting of 1.1 million elements (the most refined grid possible, given the
16
(a) plane of symmetry (b) half plate surface
Figure 13: Typical final refined mesh. (a) Plane of symmetry at mid-plate width, showing
refinement to resolve air-water interface. (b) Surface grid on one side of half plate (surface
normal to plane of symmetry).
3GB of RAM available). The smallest elements in the mesh had an edge dimension of half the
plate thickness and the side of the largest elements (far removed from the blade) was eleven
times the blade thickness. The computation time with this mesh was typically twenty minutes.
The final meshes for the entire symmetry plane and the back of the flat plate are shown in
Figure 13.
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