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Geometric transitions, double scaling limits and gauge
theories
Osvaldo P. Santillan ∗
Abstract
In the present work certain features of the Penner model, such its enumerative meaning
and its relation to the Chern-Simons theory on the 3-sphere, are reviewed. Also, some
features related to geometric transitions at the level of the observables are discussed. In
this setup, the non commutative five dimensional U(1) Nekrasov partition function is
interpreted as a limiting case of a mean value of the Ooguri-Vafa operator for a Chern-
Simons model, which is dual to the A-model on a toric Calabi-Yau with h1,1 = 1 and h2,1 =
2. We work out a B-model interpretation of this identification explicitly by considering
this model on the corresponding mirror geometries.
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1. Introduction
The study of enumerative problems and topological invariants is a topic of major interest in
pure mathematics. The study of non perturbative phenomena of gauge theories is a topic of
major interest in physics. In the last thirty years there is growing evidence that each of these
issues contributes significantly to the development of the other. An example is the Clemmens
conjecture [1] in enumerative geometry which states that there are a finite number of rational
curves of a given degree in the quintic Calabi-Yau. This conjecture was studied in the context
of topological sigma models and, by use of duality and mirror symmetry arguments, a list of
these numbers was presented in [2]. Although the conjecture it is known to be true for curves
of lower degree, a proof of this conjecture is not known. But is remarkable that the lower
degree number are exactly reproduced by the calculations of [2], which additionally predicts
the numbers for curves of higher degree. The generalization of this calculation for more general
Calabi-Yau geometries is one of the roots of the Gromov-Witten invariants. These invariants
usually take rational values and therefore it is difficult to give them an enumerative meaning.
This difficulty was interpreted as the effect of bubbling for holomorphic maps. A partial answer
to this problem was given by Gopakumar and Vafa [3] who find a set of integer numbers which
can be constructed in terms of the Gromov-Witten invariants and which may count the number
of these holomorphic maps. This conjecture is true for some cases but, to the best of our
knowledge, a complete proof is not known.
Another important tool in the study of topological sigma models are geometric transitions,
which connect deformed geometries with resolved ones. The classic examples are the two
resolutions of the Calabi-Yau conifold, the deformed one is T ∗S3 and the resolved one, which
is the fibration X t = O(−1) ⊕ O(−1) → P 1. In general, the geometries of the form T ∗M
with M a suitable 3-manifold are Calabi-Yau. When a IIA string theory with a worldsheet
with boundaries is defined over such geometries and N branes are placed at the boundaries, the
theory admits a dual description in terms of a CS theory with gauge group SU(N) over the
base 3-manifoldM . By summing up all the holes the branes disappear and a dual closed string
version is obtained. The main conjecture of [3] is that this string is defined over the resolved
geometry. For the deformed conifold, the background should be X t = O(−1)⊕ O(−1) → P 1.
It is believed that such dualities are true beyond the S3 example.
A privileged link between algebraic geometry and physics is played by the matrix models.
Examples are the Penner [61] and the Kontsevich ones [4]. The Penner one is a powerful tool
for calculating the Euler characteristics of the moduli space of Riemann surfaces of genus g
and s punctures. The Kontsevich model allows to calculate the intersection number of the
Atiyah-Bott-Morita-Miller-Mumford [5]-[7] classes of these moduli spaces and is equivalent to
two dimensional topological gravity [8]. At the present there are known several topological field
theories admitting a matrix description. An example are the CS theories mentioned above, and
also IIA and IIB strings models on local Calabi-Yau geometries.
Topological field theories, matrix models and dualities are key ingredients for geometrical
engineering of supersymmetric gauge theories. These methods were shown to be successful for
reproducing the Seiberg-Witten anzatz [9] for the Wilsonian effective action N = 2 super Yang-
Mills theory with gauge group SU(2), and were further applied to other gauge theories with
matter. Nevertheless, a complete proof of the validity of this anzatz was obscured by the fact
that the instanton measure becomes very hard to deal with when the instanton charge grows. A
notable advance was done by Nekrasov [10] who employed localization techniques in calculating
the ADHM instanton integration. These approach itself is related to cohomological topological
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field theories. The outcome of this investigation is the so called Nekrasov partition function,
which reduce the instanton calculation of Seiberg-Witten to a combinatorial expression in terms
of summations over Young diagrams [10]-[13]. The result is in agreement with the Seiberg-
Witten anzatz. Also it was obtained in [10] a one parameter deformation of this partition in
terms of equivariant instanton calculus of a U(1)×U(1) subgroup of the rotation subgroup of
SO(4)≃ SU(2)× SU(2) acting on Euclidean space-time R4. This partition has two parameters
ǫ1, ǫ2 instead of one gs which are interpreted as the angular velocities for the U(1)×U(1)
subgroup of rotation. The deformed version Z(µ, ǫ1, ǫ2) broke supersymmetries unless the
parameters satisfy ǫ1− = ǫ2 = gs. Additionally the Nekrasov theory has been found to be
related to the quantization of algebraic integrable systems [14]-[19].
In the last year a correspondence which relate the Nekrasov partition function of N = 2
conformal invariant SU(2) gauge theory and the Virasoro conformal blocks of chiral Liouville
field theory with background charge was proposed by Alday-Gaiotto and Tachikawa (AGT) [20].
This correspondence is rather interesting, as involve two theories defined in different space time
dimensions. Its roots rely in the M5-brane construction of N = 2 gauge theories which was
developed in [21] and further studied in [22]-[26]. In this construction, a four-dimensional N
= 2 superconformal gauge theory arises from compactification of M5-branes on a Riemann
surface with punctures. The Nekrasov partition function of a N = 2 superconformal gauge
theory turns to be related to the Liouville conformal block for the Riemann surface. The choice
of the background charge of the Liouville theory determine the parameters ǫi of the Nekrasov
deformation. A non trivial consistency check for the AGT conjecture for the case Nf = 4 of
the conjecture was reported in [27]-[32].
Recently, a novel point of view concerning the AGT conjecture was introduced by Dijkgraaf
and Vafa [33] (see also [34]), who proposed a Penner like matrix model whose classical spectral
curve reproduces the Gaiotto curve [21]. The last is known to reduce in certain limit to the
usual Seiberg-Witten curve. The main conjecture is that the partition of DV matrix model
gives Virasoro conformal blocks of chiral Liouville field theory and simultaneously gives the
undeformed Nektrasov partition function, thus providing a link between both theories. This
line of though was push forward in [35]-[38] and relations with generalized Selberg integrals can
be found in [39]-[44]. Additionally it was presented in [33] a matrix model which corresponds
to the deformed Nekrasov partition function Z(µ, ǫ1, ǫ2).
The DV realization of the AGT conjecture is specially interesting, as it implies a revival
for methods of enumerative geometry for studying problems in gauge theories. This realization
involve several sophisticated methods of modern mathematical physics such as large N dualities
for topological strings and enumerative invariants [3]-[52], CS theories and matrix models [53]-
[57], geometric transitions [58], Calabi-Yau crystals [59] mirror symmetry and maps between
matrix models and Liouville theory [60]. These features makes that formulation considerably
attractive.
The aim of the present work is to discuss an small but still rich realization of the ideas
described in the previous two paragraphs, and is organized as follows. In section 2 we review
several features of the Penner model. We emphasize its enumerative meaning for calculating
the Euler characteristic of the moduli space Msg of complex structures for Riemann surfaces of
genus g and s punctures. We show that its double scaling limit gives direct information about
the perturbative and non perturbative part of the topological CS theory with gauge group
SU(N) over S3. In section 3 we review geometrical transitions in the A-model at the level
of the partition function and the observables. We also interpret the N=2 abelian Nekrasov
partition function as certain limiting case of the Ooguri-Vafa operator corresponding to a CS
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theory on certain toric geometry with h1,1 = 1 and h2,1 = 2. In section 4 we elaborate the
same interpretation in the B-model setup, by considering corresponding mirror Calabi-Yau
geometries.
2. Matrix models, Chern-Simons theories and double
scaling limits
2.1 The Penner model
A classic example of a matrix model with logarithmic interaction is the Penner model [61], which
compute the orbifold Euler characteristic χ(Msg ) of the moduli space M
s
g of complex structures
on a Riemann surfaces of genus g with s punctures (or marked points). This correspondence
between the topological invariants of Msg and matrix models is related to an specific set of
graphs, which appears when considering a simplicial decomposition of Msg for computing the
Euler characteristics and which are Feynman diagramms of an specific matrix model, the Penner
one.
Any two dimensional metric g2 defined over a Riemann surface is locally conformally flat.
This means that the distance element can be parameterized as
g2 = e
φdz ⊗ dz, (2.1)
with (z, z) a complex coordinate system and φ(z, z) an scalar function. Two complex coordinate
complex coordinate systems (z, z) and (z′, z′) are considered equivalent is they are related by a
transformation of the form z′ = f(z). The moduli spaceMsg parameterize the set of inequivalent
complex coordinate systems for a Riemann surface of genus g and s marked points. It has
dimension 3g − 3 + s, and this number is always required to be positive.
The spaceMsg is not smooth, and to calculate its topological invariants is of special interest.
One of these invariants, the Euler characteristic, requires a simplicial decomposition. An useful
one is provided in terms of trajectories of Jenkins-Streibel quadratic differentials [64]. Given a
Riemann surface with marked points, there always exist a quadratic differential η = ηzz(z)dz
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with poles at the positions of the punctures. The complex coordinate u defined by du =
√
η(z)dz
induces a notion of the length of an arbitrary curve γ on the Riemann surface by the Euclidean
formula
l(γ) =
∫
γ
| du | . (2.2)
The curves for which η is positive and real along them are called horizontal and for the negative
real case the curves are known as vertical. Horizontal curves describe regular flows along the
Riemann surface, except at the positions where the zeros of η are located. When approaching
a zero of order n with a fixed angle it follows that η ≃ zndz2 = ei(n+2)θdρ2 and therefore there
are n + 2 angles at which the differential is positive. This may be paraphrased that at a zero
of order n there are n + 2 horizontal curves meeting. Instead near a pole of order two, the
function η take negative values. By moving around in the angular direction it follows that
η ∼ −dz2/z2 = dθ2 is positive, thus the curves surrounding these points are all horizontal, and
form concentric loops.
The set of differentials with the properties described above, and with the further property
that the curves that do not pass through zero are closed, do in fact exist. Once a complex
structure are fixed they are unique, and therefore characterize the moduli space Msg [64]. Any
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of these differentials determines a metric by (2.2) and thus notion of length for the edges
of the graph and conversely, given a graph with edges of a given length, one can construct
the corresponding quadratic differential. The local element (2.1) shows that a fixed complex
structure of a given Riemann surface do not change by an overall scaling. Thus, by varying
the lengths of the edges E while keeping the total length L fixed, it is possible to parameterize
the space of these differentials and, indirectly, the moduli Msg .
1 Details of these non trivial
assertions can be found for instance in [63].
The horizontal flows for the differentials described above can be though as a graph with
n+2 incident edges E in which the zeroes or branch points are vertices. The poles of order two
give rise to loops, therefore the number of these loops is equal to the number s of punctures
of the Riemann surface. By varying the lengths of the edges, a simplicial decomposition of the
moduli space is obtained. Any of these graphs determines a two dimensional surface F (G) for
which G ⊂ F (G) in such a way the inclusion is an homotopy equivalence. This is achieved by
decomposing the lines into two ones, giving rise to a ribbon graph, or a fat graph. The two
invariants characterizing the surface F (G) are its Euler characteristic χ(G) and its genus g(G),
these invariants can be expressed in terms of the number of boundary components s(G) and
the number of k-valent vertices vk(G) of G by the relations
χ(F (G)) = χ(G) =
1
2
∑
k
(2− k)vk(G), (2.3)
g(G) =
1
4
(
4− 2s(G) +∑
k
(k − 2)vk(G)
)
. (2.4)
The Euler characteristic of Msg is calculated in terms of this simplicial decomposition, which is
equal to the Euler characteristic of the fat graph complex. It is given by [61]
χ(Msg ) = χ(C
∗) =
∑
G∈G˜
(−1)v(G)
|Γ(G)| , (2.5)
with v(G) the number of vertices of the graph G. In these terms, the generating function for
the orbifold Euler characteristic (2.5) is defined by
Φc(I, N) =
∑
−2χ(G)=I
(−1)
∑
k
vk(G)N s(G)
|Γ(G)| , (2.6)
with the sum is understood over connected graphs. The analogous quantity without this re-
striction is usually denoted as Φ(I, N). The function (2.6) can be expressed as well as
Φc(I, N) =
∑
g≥0,s≥1
χ(Msg )N
s, (2.7)
with the sum is done taking into account the constraint I = 4g − 4 + 2s. Additionally, it is
customary to introduce the quantity Z(N, t)
Z(t, N) =
∑
i≥0
Φ(N, I)(i
√
t)I , (2.8)
1More precisely, this cell decomposition parameterize M sg ×Rs+, with Rs+ is the octant parameterized by the
perimeter pi of the i-th face. The spaceM
s
g×Rs+ is the Mumford decorated space [65], whose Euler characteristic
is known to be equal, up to a sign, to the Euler characteristic of M sg .
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which is a polynomial expression in the indeterminate t, or the quantity F (N, t)
F (N, t) =
∑
i≥1
Φc(N, 2I)(−t)I , (2.9)
for connected graphs.
The quantities (2.8)-(2.9) defined in the previous paragraph are the fundamental ones for
the Penner theory. From the other side, functions such as Z(t, N) or F (t, N) arise typically in
N ×N hermitian matrix models perturbative calculations such as those in [62]. The partition
function of those models is generically
Z =
∫
dM(H) e−NTrV(M) (2.10)
in which M is an N × N hermitian matrix, V (M) is a generic potential and the measure the
space HN×N of hermitian N ×N matrices is given by
dM(H) =
N∏
i=1
dMij
∏
i<j
(dReMij)(dImMij).
For an arbitrary polynomial potential
V (x) =
x2
2
+
∞∑
k=3
gk
k
xk,
it is known that the quadratic interaction corresponds to a free field and its expansion give the
propagator
< MijMkl >=
∫
dM(H)MijMkl e
−NTrV (M) =
1
N
δikδjl,
and that k-powers give rise to k-valence vertex. The corresponding diagrams will contain high
powers of the coupling constants gk. In fact the partition function of the model can be written
as
Z =< eN
∑∞
k=3
gk
k
TrMk >=
∑
n1,n2,..≥0
∏
k≥1
(Ngk)
nk
knk!
<
∏
i≥1
(TrMi)
ni >
=
∑
n1,n2,..≥0
∏
k≥1
(Ngk)
nk
knk!
∑
N−ENF ,
where the last sum is related to all the labeled fat graphs with ni valent vertices and E the
number of vertices of a graph and F the number of faces. The summation of the possible
labeling of an unlabeled graph modify the symmetry factors, leaving with an expression of the
form [100]
Z =
∑
G
NV (G)−E(G)+F (G)
|Γ(G)|
∏
k≥1
g
nk(G)
k , (2.11)
with the sum is over all the fat graphs G, nk(G) is the number of k-valent vertices of the graph
G and V −E+F is equal to the Euler characteristic χ(G) of the graph. The standard relation
in quantum field theory F = − logZ gives the generating function for connected graphs.
The similarities between (2.11) and (2.9) suggest that there exists a matrix model reproduc-
ing the Penner quantities. This model should have arbitrary k-valent vertices and thus arbitrary
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k-powers. Additionally it has only a coupling constant, namely t. The quantity Φ(I, N) in (2.6)
can be expressed as an integration of the form
Φ(I, N) =
∑∑
(k−2)vk=I
1
2N/2πN2/2Πkvk
∫
HN×N
dM(H)Πk
(−TrMk
k
)vk
e−
1
2
TrM2 , (2.12)
and the sum is interpreted as a sum over the tuples {vk}K1 satisfying the constraints
∑
(k−2)vk =
I and v1 = v2 = 0.
2 In these terms the partition function that reproduce (2.9) is found to be
Z(t, N) =
∫
dMe−
1
t
Tr
∑∞
n=2
Mn(i
√
t)n
n∫
dMe−
1
2
TrM2
, (2.13)
or, equivalently
Z(t, N) =
∫
dMe−
1
t
Tr(i
√
tM+log(I−√tM))∫
dMe−
1
2
TrM2
. (2.14)
The last is the partition function for the Penner matrix model [61]. By parameterizing the
matrices as M = eΦ it is known that by a change of variables that this model reduce to the
matrix Liouville model.
2.2 The Euler characteristic and the string expansion
The computation of the partition function (2.14) allows to find the explicit expression for
Φ(N, t) by (2.8). By rewriting Φ(N, t) as in (2.7) the orbifold Euler characteristics χ(Msg ) may
extracted. Thus the explicit value of (2.14) is of enumerative interest. An standard procedure
to find the value of a generic matrix model partition function, in particular (2.14), is by the
use of monic polynomials Pn(x) = x
n +
∑n−1
i=1 P
(i)
m x
n−i orthogonal with respect to the measure
defining the model [62]. This condition means that∫
dµ(x)Pn(x)Pm(x) = δmnhn, (2.15)
with hn being interpreted as the norm of the polynomial Pn(x). When hn = 1 the polyno-
mial basis Pn(x) is called orthonormal. In situations in which the moments
∫∞
−∞ x
ndµ(x) exist
for every n, the monic polynomials Pn(x) do exist and are unique, and satisfy the following
recurrence relation
xPn(x) = Pn+1(x) + SnPn(x) +RnPn−1(x), hn+1 = Rn+1hn, (2.16)
for some x-independent terms Sn and Rn. The measure of the Penner model (2.14) is obtained
by going to the eigenvalue representation. Hermitian matrices are always diagonalizable and one
can go to the eigenvalue representation λi for which the partition function Z(t, N) is represented
as
Z(t, N) =
1
2N/2ΠN2/2ΠN1 p!
∫
RN
Πi 6=j(λi − λj)2ΠNi=1dµt(λi), (2.17)
where dµt(λi) denote the measure defined by the jacobian of the transformation UMU
−1 which
takes M to the diagonal form namely
dµi(λ) = e
−
∑
k≥0
λk+2(i
√
t)k
k+2 dλ = e
1
t
(log 1
(1−iλ√t)−iλ
√
t)
dλ. (2.18)
2From the physical point of view this last condition corresponds to remove the tadpole and the self-energy
insertions.
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The last formula can be rewritten as
dµt(x) = −i
√
t(et)−t−1(−z)−t−1e−zdz, z = 1
t
(ix
√
t− 1). (2.19)
This is the measure for the Penner model and in fact, it is precisely the integrand in the integral
definition of the Gamma function Γ(x). The orthogonal polynomials for this norm are related
to the monic Laguerre polynomials L−t−1n (z) by the following relation
Pn,t(x) =
t
n
2
in
(−1)nn!L−t−1n (z), (2.20)
and the norms hn corresponding to these polynomials are
hn =
tn
i2n
(n!)2
∫
|L−t−1n (z)|2dµt(z) =
tn
(−1)n (n!)
2 2π
√
t(et)−t−1
Γ(1
t
)Γ(1− 1
t
)
Γ(n− 1
t
+ 1). (2.21)
In terms of the above quantities the partition function (2.14) can be calculated explicitly,
together with the euler characteristic χ(Msg ). The jacobian of the transformation UMU
−1
which brings M to the diagonal form is
∆(x) =
∏
i 6=j
(xi − xj) = det ‖xj+1i ‖ = det ‖Pj+1(xi)‖, 1 ≤ i, j ≤ N, (2.22)
and this together with (2.14) gives the following expression for the partition function
Z(t, N) =
N !
(2π)N/2
∏N
p=1 P !
N1∏
n=0
hn, (2.23)
or, by taking into account (2.21)
Z(t, N) =
(
2π
√
t(et)−t−1
Γ(1
t
)Γ(1− 1
t
)
)N N !∏N
p=1 P !
N1∏
n=0
tn
(−1)nn!Γ(n−
1
t
+ 1). (2.24)
The last is already an explicit expression, but it can be further simplified by use of the following
identity concerning Gamma functions
Γ(n− 1
t
+ 1) =
(−1)n
tn
n∏
p=1
(1− pt)Γ(1− 1
t
),
which allows to rewrite (2.24) as
Z(t, N) =
(
2π
√
t(et)−t−1
Γ(1
t
)
)N N−1∏
p=1
(1− pt)N−p. (2.25)
The generating function for connected graph F (N, t) is the logarithm of (2.25) namely
F (t, N) = −Nµ(1
t
) +
N−1∑
p=1
(N − p) log(1− pt). (2.26)
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Here we have defined the Planna function µ(1
t
) = log Γ(1
t
) + (1
t
− 1
2
) log t+ 1
t
− 1
2
log(2π) which
has the series expansion
µ(
1
t
) =
∞∑
m=1
B2m
2m(2m− 1)t
2m−1, (2.27)
with Bn being the usual Bernoulli numbers. The last formula together with (2.26) gives the
following expression for the free energy
F (t, N) = N
∞∑
m=1
B2m
2m(2m− 1)t
2m−1 +
N−1∑
p=1
(N − p) log(1− pt). (2.28)
The Euler characteristic χ(Msg ) is determined by expressing the last logarithm as an expansion
in the indeterminate N of the form (2.7). This can be achieved by expanding the logarithm in
(2.28) in powers of t and by use of the combinatorial identity
N1∑
p=1
pv =
1
v + 1
( v+1∑
k=0
(
v + 1
k
)
BkN
v+1−k − Bv+1
)
=
Nv+1
v + 1
− N
v
2
+
[v/2]∑
k=1
(
v
2k − 1
)
B2k
2k
Nv+1−2k, (2.29)
with [v/2] being the integer part of v/2. The application of these formulas gives
F (t, N) =
∞∑
m=1
tj
[
− N
j+1
j(j + 1)(j + 2)
+
[(j+1)/2]∑
k=1
(2k − 1)!(j − 1)!
(j + 2− 2k)!
B2k
2k!
N j+2−2k
]
. (2.30)
Comparison between (2.30) and (2.7) shows that the generating function Φc(2I, N) is given by
Φc(2I, N) = (−1)I
[
− N
j+1
j(j + 1)(j + 2)
+
[(j+1)/2]∑
k=1
(2k − 1)!(j − 1)!
(j + 2− 2k)!
B2k
2k!
N j+2−2k
]
, (2.31)
and taking into account the constraint I = 2g+ s− 2 > 0, s ≥ 1 and g ≥ 0 it may be seen that
k = g. Then (2.7) shows that the orbifold euler characteristic of the moduli space of punctured
Riemann surfaces with g ≥ 0 and s ≥ 1 is given by
χ(Msg ) = (−1)s
(s+ 2g − 3)!(2g − 1)
s!2g!
B2g. (2.32)
For s = 0 and g > 1 the result is
χ(M0g ) =
B2g
4g(g − 1) , (2.33)
which is the orbifold characteristic of the moduli space without punctures. It should be men-
tioned that there are alternative combinatorial expressions which can be used in order to cal-
culate the Penner numbers, for example [67].
An interesting feature of the Penner free energy is that the rescaling t → t/N converts it
into
F (N, t) = −∑
I≥1
Φ(2I, N)
(
− t
N
)I
=
∞∑
g=0
Fg(t)N
2−2g, (2.34)
which is the topological expansion for the self-dual c = 1 string found in [70]. Here
Fg(t) =
∑
s≥1
(−1)s+1χ(Msg )t2g−2+s,
is the summation over the punctures, which leads to a closed string theory.
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2.3 A double scaling limit
Given a matrix model characterized by a coupling constant t at large N, the perturbative
genus expansion has a finite radius of convergence tgc which may depend on the genus g under
consideration. But there are matrix models for which the critical points are independent of the
genus, that is tgc = tc for all g. In this situation, when approaching the critical value, the average
number of vertices in a typical Feynman diagram diverges and the diagram itself becomes a
continuous two dimensional surface, and the free energy diverges as
Fg(t) ∼ (t− tc)χ(1+ 12m ), χ = 2− 2g, (2.35)
with a constant m which depends on the matrix model under consideration. In those cases one
may define a limit, known as a double scaling limit
N(t− tc)χ = µ, N →∞, t→ tc, (2.36)
with the parameter µ is held finite after the limit is taken. Note that the theory before the
double scaling limit is defined in terms of two parameters N and t and after the limit only one
appears, namely µ.
The Penner model is one of those models admitting double scaling limit. This may be seen
by expanding the logarithmic terms in (2.28) by use of the Euler-Maclaurin formula
N−1∑
p=1
(N−p) log(1−pt) =
∫ N
1
(N−x) log(1−xt
N
)dx−∆f(N)
2
+
B2
2
∆f ′(N)+...+
B2k
(2k)!
∆f 2k−1(N),
with
∆f 2k−1(N) = f 2k−1(N)− f 2k−1(1).
The integral in the last expression can be evaluated explicitly as∫ N
1
(N − x) log(1− xt
N
)dx =
N2
2t
(1− t)2 log(1− t)− 3N
2
4
+
N2
2t
. (2.37)
Additionally the other terms in the series are
f(N)
2
= 0,
B2
2
f ′(N) = − 1
12
log(1− t), (2.38)
B2k
(2k)!
f 2k−1(N) =
B2k
4k(k − 1)[N(1− t)]
2−2kt2k−2.
It is seen that all the terms of the expansion are divergent when t→ 1. The continuum limit of
the free energy is obtained by letting N →∞ and t→ 1 such that the quantity µ = N(1 − t)
is fixed
F (µ) = −µ
2
2
log µ+
1
12
logµ−∑
g≥2
χ(M0g )µ
2−2g. (2.39)
This is the double scaling limit of the theory, and is the continuum description of the Penner
model. It follows from (2.39) that the double scaling of the Penner model is the generating
function for the orbifold Euler characteristics of the moduli spaces of Riemann surfaces without
punctures.
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2.4 Relation to CS with gauge group SU(N) on S3
One of the most interesting features of the Penner model (2.28) gives direct information about
the perturbative and non perturbative part of the SU(N) Chern-Simons on the sphere S3.
These remarkable properties follow partially from the higher rank duality that is present in this
CS theory, as it will be described below. The lagrangian of the SU(N) CS theory on a three
manifold M is given by
S =
k
4π
∫
S3
Tr(dA ∧ A+ 2
3
A ∧ A ∧A),
where A is a SU(N) gauge connection on the trivial bundle over M and k is the coupling
constant. The explicit value for the partition function corresponding to this action when M =
S3 is
ZpCS(S
3, SU(N), k) = (k +N)−
N
2
√
k +N
N
N−1∏
j=1
{2 sin jπ
N + k
}N−j. (2.40)
It is customary to define the CS coupling constants
gcs =
2πN
k +N
, λcs =
gcs
N
=
2π
k +N
, (2.41)
the first of them has a range between 0 and 2π.
The CS partition function introduced above possess the rank level duality [76]. This means
that the partition function is, up to a multiplicative factor, unchanged under the interchange
of k ↔ N . This multiplicative factor can be read from
ZpCS(S
3, SU(N), k)
ZpCS(S
3, SU(k), N)
=
√
k
N
. (2.42)
This symmetry also holds for the expectation values for the unknot and, for more general knots,
the skein relations shows that the expectation value of a knot in a representation R of SU(N)
is the same as certain representation R˜ in S(k) defined in [77]. The free energy of the model is
the logarithm of (2.40) namely
F pCS(S
3, U(N)) = − logZpCS(S3, SU(N)) = −
N
2
log(k +N) +
N−1∑
j=1
(N − j) log(2 sin πj
k + n
).
(2.43)
The last expression may be decomposed as the sum of a perturbative and non perturbative
piece by the trigonometric identity
sin πz = (πz)
∞∏
n=1
(
1− z
2
n2
)
,
which gives the result
F pCS(S
3, U(N)) =
N−1∑
j=1
(N − j)
∞∑
n=1
log(1− j
2g2cs
4π2n2N2
), (2.44)
F npCS(S
3, U(N)) =
N2
2
log(k +N)− N(N − 1)
2
log(2π) +
N−1∑
j=1
(N − j) log j. (2.45)
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The perturbative part of CS (2.44) is related to the Penner model as follows. Perform the
variable change t→ t/N in the Penner free energy (2.28) and consider two Penner models with
opposite coupling constants t and −t. When the free energy of both models are summed, then
the terms with Bernoulli numbers cancel and the logarithmic terms survive. The sum is given
by
F (t, N) + F (−t, N) =
N−1∑
p=1
(N − j) log(1− p
2t2
N2
).
By introducing a succession of coupling constants tn parameterized as tn = gcs/2πn and sum-
ming the last expression over n it is obtained
∞∑
n=1
F (tn, N) + F (−tn, N) =
N−1∑
j=1
(N − j)
∞∑
n=1
log(1− j
2g2cs
4π2n2N2
).
By comparing the last expression with (2.44) it follows immediately that
F pCS(S
3, U(N)) =
∞∑
n=1
(F (N, tn) + F (N,−tn)), (2.46)
i.e, the sum is equal to the perturbative part of the CS partition function (2.44) [66]. In the
following we denote t = t1 = gcs/2π, as this is the parameter which will be identified with the
Penner one in (2.34). In fact, the relation with the Penner model shows that a double scaling
limit exist when t→ 1.
The relation between the Penner model and the U(N) CS theory on S3 is more deep than
the one shown above. The U(N) CS theory on S3 is also a model admitting a double scaling
limit. Interestingly enough, the non perturbative part of CS (2.50) can be obtained from the
perturbative part (2.44) by taking this double scaling limit. This result is a consequence of the
rank level duality signaled in (2.42). Moreover, the limit t→ 1 is equivalent to gcs → 2π. The
rank level duality k ↔ N interchanges gcs = 2π with gcs = 0. Therefore one may expect to
read non perturbative contributions around gcs = 0 by a double scaling limit around gcs = 2π.
The above assertions can be made explicit as follows. The expression (2.44) may be ex-
panded by using the definition of the ζ function
∞∑
n=1
n−2k = ζ(2k), (2.47)
together with the binomial series (2.29). The final result is
F pCS =
∞∑
g=0
∞∑
h=2
F pg,hλ
2g−2+h
cs N
h, (2.48)
with
F p0,h = −
2ζ(h− 2)
(2π)h−2(h− 2)(h− 1)h,
F p1,h =
ζ(h)
6(2π)hh
, (2.49)
F pg,h = −
2ζ(2g − 2 + h)
(2π)2g−2+h
(
2g − 3 + h
h
)
B2g
2g(2g − 2) .
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Additionally, the non perturbative part (2.50) can be expressed as
F npCS(S
3, U(N)) = log
(
(2πλ)
N2
2 G2(N + 1)
(2π)
N(N+1)
2
)
, (2.50)
with G2(N+1) = 1!2!..(N−1)!. It follows that G2(N+1) is the Barnes function G(z) evaluated
on integer arguments, whose asymptotic form for large values of z is known to be
G(z+1) =
1
12
−logA+z
2
log(2π)+
(
z2
2
− 1
12
)
log z−3z
2
4
+
N∑
k=1
B2k+2
4k(k + 1)z2k
+O(
1
z2N+2
), z >> 1.
By use of this asymptotic expansion the following large N limit for the non perturbative CS
free energy is obtained
F np0 =
N2
2
(log(Nλcs)− 3
2
),
F np1 = −
1
12
log(N) + ζ ′(1), (2.51)
F npg = N
2−2gχ(M0g ).
Besides, by defining the succession of parameters
νn =
2πN
gcs
(
gcs
2π
− n), (2.52)
it follows from (2.46) that the double scale limit is when N → ∞ and gcs → 2π such that ν1
is constant. In this limit the perturbative part of (2.46) becomes the Penner string expansion
(2.39) by making the replacement µ1 → µ. Additionally, by comparing (2.51) with the terms
of the double scaled free energy of the Penner model (2.39) it is immediate that they are
essentially the same, up to a redefinition µ → N . This is an interesting feature, and suggest
that in certain cases one may read non perturbative contributions in field theory from the
perturbative expansions. This issue was discussed in the context of geometrical engineering of
gauge theories for instance in [71].
2.5 The closed string version
The perturbative free energy (2.48) is an expansion in terms of open string amplitudes F pg,h
given in (2.49). But it may expressed as well as a summation over closed string amplitudes F pg
as
F pCS =
∞∑
g=0
F pg λ
2g−2
cs , (2.53)
in which F pg is defined as a sum over the holes h of the Riemann surface
F pg (gcs) =
∞∑
h=1
F pg,hg
h
cs. (2.54)
This can be achieved with the definition of the zeta function (2.47) together with the binomial
identity
1
(1− x)q =
∞∑
n=0
(
q + n− 1
n
)
xn (2.55)
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gives that
F pg (gcs) =
(−1)g|B2gB2g−2|
(2g − 2)!2g(2g − 2) −
B2g
2g(2g − 2)(
1
gcs)2g−2
+
B2g
2g(2g − 2)
∞∑
n=−∞
1
(gcs + 2πn)2g−2
. (2.56)
The non perturbative expansion (2.50) can be expressed as
F np(gcs) =
∑
g=0
F npg (gcs)g
2g−2
s ,
with
F npg (gcs) =
B2g
2g(2g − 2)
1
g2g−2cs
, g ≥ 2.
Note that this term cancels the second term in (2.56). By using the identity
∞∑
n=−∞
1
n + z
=
2iπ
1− e2ipiz ,
and the definition of the polylogarithm
Lij(x) =
(
x
d
dx
)|j| 1
1− x = |j|!
x|j|
(1− x)|j|+1 + ... (2.57)
it is obtained finally
Fg(gcs) =
(−1)g|B2gB2g−2|
(2g − 2)!2g(2g − 2) +
|B2g|
2g(2g − 2)!Li3−2g(q), (2.58)
valid for g ≥ 2. Here the exponential q = exp (−igcs) has been introduced for later convenience.
In terms of the quantities (2.58) the free energy is expressed as a closed expansion of the form
(2.53).
3. A-model interpretation of the Abelian Nekrasov func-
tion
3.1 The A-model on the conifold and geometrical transitions
The CS theory with U(N) gauge group on a compact three manifoldM admits an interpretation
as an open string field description for the topological string A-model on the manifold T ∗M ,
which is a Calabi-Yau known as the cotangent bundle of M , for which N branes wrap M , thus
providing Dirichlet conditions for the open strings. These resembles the situation for bosonic
strings with Chan Paton factors U(N), which are known to admit a description as a cubic
non commutative field theory [90], in which the string field is a U(N) matrix. For Calabi-Yau
geometries of the form T ∗M , the submanifoldM is lagrangian. Dirichlet conditions are assured
by considering maps X from the worldsheet to the background geometry which when restricted
to the disconnected parts of the boundary ∂Σhg satisfy X(∂Σ
h
g )|i ⊂ Li, with Li a lagrangian
submanifold and i denotes the i-th disconnected part of the boundary.
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The simplest choice is M = S3 for which the resulting CY manifold is T ∗S3. This situation
corresponds to the CS theory with U(N) gauge group over S3 analogous to the one described in
the previous section. The Calabi-Yau manifold T ∗S3 may be characterized as follows. Consider
the singular conifold, that is, the singular algebraic surface defined by the points (x, y, u, v) in
C4 satisfying the equation
xy − uv = 0. (3.59)
This is a Calabi-Yau surface. It can be characterized as well as
detZ = det
(
x u
y v
)
= 0. (3.60)
The torus action T 2 : (x, y, u, v)→ (eiαx, e−iαy, eiβu, e−iβv) leaves the equation (3.60) invariant.
The α and β actions can be taken to generate the (0, 1) and (1, 0) cycles of T 2. Now, if a given
point (x, y, u, v) satisfies (3.59) then λ(x, y, u, v) also satisfies it, thus (3.59) is a cone and is
singular at the origin. The geometry is a cone over S2 × S3. It is sometimes convenient to
parameterize in radial and angular coordinates as
x = a1a2 = r
3
2 cos
θ1
2
cos
θ2
2
ei(ψ+φ1−φ2), y = a2a4 = r
3
2 cos
θ1
2
sin
θ2
2
ei(ψ+φ1+φ2),
u = a2a3 = r
3
2 sin
θ1
2
cos
θ2
2
ei(ψ−φ1−φ2), v = a1a4 = r
3
2 sin
θ1
2
sin
θ2
2
ei(ψ−φ1+φ2). (3.61)
The canonical metric on this manifold is invariant under SU(2)×SU(2)×U(1) since the trans-
formation LZRT and U(1) : (a1, a2, a3, a4) → (eiαa1, eiαa2, e−iαa3, e−iαa4) leave the equation
(3.60) invariant. There is a redundancy in the definition of the coordinates ai since given any
set of them the redefinition ai → λai for i = 1, 2 and ai → λ−1ai for i = 3, 4 gives valid
coordinates as well. This redundancy can be eliminated by imposing the constraint
|a1|2 + |a2|2 − |a3|2 − |a4|2 = 0, (3.62)
quotiented with the U(1) action described above.
The singular conifold admit two types of Calabi-Yau desingularizations. The first is the
deformed conifold which is obtained by introducing a complex parameter µ in (3.59) such that
the limit µ→ 0 gives the singular geometry
xy − uv = µ. (3.63)
This deformed version is still a Calabi-Yau surface but the conical singularity in the origin has
been removed, in other words the tip of the cone has been smoothed out. By a coordinate
change
x = η1 + iη2, y = η1 − iη2, u = iη3 − η4, v = iη3 + η4, (3.64)
with new complex coordinates ηi = xi + ipi the algebraic equation (3.63) can be expressed as
4∑
i=1
(x2i − p2i ) = µ,
4∑
i=1
xipi = 0. (3.65)
The last expression shows explicitly the S3 inside the geometry, which is given by the locus where
all pi = 0. The second equation (3.65) shows that pi are the coordinates of the cotangent bundle.
The full geometry where we include also the imaginary parts of xi is in fact diffeomorphic to the
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cotangent bundle T ∗S3. At infinity the conifold looks like S2 × S3. As we move from infinity
toward the origin both S2 and S3 shrink, until the S2 disappears and the S3 is left with radius
µ.
There exist still another CY resolution of (3.59), topologically inequivalent to the deformed
conifold, known as the resolved conifold. The equation (3.59) is equivalent to the existence of
nontrivial solutions of the linear system
uz = x, vz′ = y, (3.66)
with the new coordinates z and z′ parameterize CP (1) ≃ S2 and are related by z′ = z−1.
Away from (x, y, u, v) = (0, 0, 0, 0) the matrix has rank 1, so (z, z′) solving are unique up to
an overall scaling and give no new coordinates for the manifold. But at the singular point
(x, y, u, v) = (0, 0, 0, 0) any pair (z, z′) solve the equation. Therefore this modified space is the
same as the singular conifold, except that the point (x, y, u, v) = (0, 0, 0, 0) has been replaced
by a whole S2. This space is characterized as
{(x, y, z, u, [z1 : z2]) ∈ C4 × CP (1) | xu− yv = 0, uz = x, vz′ = y}, z = z1
z2
, z′ =
z2
z1
(3.67)
In terms of the coordinates ai introduced above the geometry can be reexpressed as
|a1|2 + |a2|2 − |a3|2 − |a4|2 = Re(t), (3.68)
quotiented with the U(1) action U(1) : (a1, a2, a3, a4) → (eiαa1, eiαa2, e−iαa3, e−iαa4). The
surface a3 = a4 = 0 describes an sphere S
2 with coordinates (a1, a2). The coordinates a3 and
a4 are the fiber coordinates. The surface (3.68) is the resolved conifold X
t, and is a fibration
of the form X t = O(−1)⊕O(−1)→ P 1.
The deformed conifold T ∗S3 and the resolved conifold X t = O(−1) ⊕ O(−1) → P 1 are in
some sense dual geometries, connected by a large N transition in the topological A model [3].
The branes of the A model on T ∗S3 are supported over the holes h of the Riemann surface. But,
as we discussed above, the A-model on T ∗S3 with N branes wrapping the S3 special lagrangian
submanifold is equivalent to CS theory on S3 and gauge group U(N). After taking the double
scaling limit one has the open perturbative expansion (2.48)-(2.49). But this open expansion is
equivalent to (2.58), for which the holes has disappeared together with the D-branes supported
over them. It is natural to ask if there is a closed string theory whose free energy is (2.58).
If this closed string version do exist, then the absence of the D-branes should be compensated
by a change in the background geometry. The Gopakumar and Vafa conjecture states that
this closed string theory do exist, and is the topological closed string on the resolved conifold
X t = O(−1) ⊕ O(−1) → P 1 [3]. In other words, CS theory with U(N) on S3 at large N
should be equivalent to the topological string on the resolved conifold. The free energy for this
topological string is given by
Fr(gs, t) =
∞∑
n=1
qn
n(2 sin ngs
2
)2
, (3.69)
with q the parameter defined below (2.58). It was explicitly checked in [3], by use of the
mathematical identities introduced in the previous sections, that free energy (3.69) coincides
with (2.58) under the identification of the string coupling constant gcs and the CS one given by
gs = igcs. (3.70)
This provides a partial consistency argument for this conjecture.
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3.2 Geometric transitions at the level of observables
The correspondence described above between the free energy of topological strings on T ∗S3 at
large N and the resolved conifold X t = O(−1)⊕O(−1)→ P 1 is supposed to hold also at the
level of the observables [51]-[52]. In the U(N) CS theory on S3 these observables are composed
by Wilson loops operators, which are constructed in terms of a knot K, i.e, an embedded
oriented circle in S3, and in terms of a representation R of U(N) as follows
WR = TrRP exp
∮
K
A. (3.71)
Here P denote the usual path ordering operation. A correspondence between branes in the A-
model and the CS theory should be related to correspondence between lagrangian submanifolds
and knots. Such correspondence is indeed known. For a given knot K parameterized as q(s)
with 0 ≤ s ≤ 2π in S3 the following lagrangian submanifold Ck in the Calabi-Yau T ∗S3 can be
constructed [52]
Ck = {(q(s), p) ∈ T ∗S3|
∑
i
q˙ipi = 0}. (3.72)
Here pi are the coordinates of the cotangent bundle introduced in (3.65). The 3-folds (3.72) have
the topology of a solid tori R1×S2 and are known as conormal lagrangian submanifolds. These
manifolds are known to be compact and to have a boundary at infinite, which is topologically
a T 2 with homology basis α and β. The first cycle is the contractible one inside Ck, the second
is not.
When a geometrical transition from T ∗S3 to resolved conifold X t = O(−1)⊕O(−1)→ P 1
takes place, the lagrangian submanifolds Ck will evolve to a new geometry C˜k. It was argued in
[83] that the resulting geometry is a lagrangian submanifold in the resolved conifold geometry
of the Taubes type [84]. These lagrangian submanifolds are also constructed in terms of knots
K, and have also the topology of R2 × S1 and with an asymptotic boundary T 2. In addition,
they ends on the knot K at the S3 of the infinite of the resolved conifold. The authors of [83]
postulated that the Taubes knots allows an holographic dual description of the CS theory. In
this duality the bulk description is given by lagrangian D-branes ending in knots at the sphere
at infinite, thus introducing sources for Wilson loop operators at the boundary.
The dual description mentioned above can be made more precise as follows. The lagrangian
submanifold Ck of T
∗S3 described in (3.72) has the property that it intersects the S3 along
the knot K. When there are N branes wrapping the S3 the topological A model gives the CS
theory on S3 with U(N) gauge group. But in presence of M branes wrapping the 3-cycle Ck
there will appear strings stretched between both type of branes which corresponds to a massless
complex field ϕ transforming in the bifundamental (N,M). This field is a fermion for branes
and a boson for anti-branes. When integrated out by a one loop computation the resulting
action for anti-branes is
SM,N(S
3) = SCS(S
3, U(N)) + SCS(Ck, U(M)) +
∞∑
n=0
1
n
TrUnTrV n, (3.73)
with
U = TrRP exp
∮
α
A, V = TrRP exp
∮
α
A′, (3.74)
A and A′ being the U(N) and U(M) gauge connection respectively and the path integral is
taken around the non contractible knot α. The exponential of the third operator in (3.73)
Z(U, V ) = exp(
∞∑
n=0
1
n
TrUnTrV n), (3.75)
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is known as the Ooguri-Vafa operator.
There exist other expressions for the Ooguri-Vafa operator (3.75) in the literature. One is
Z(U, V ) = 1 +
∑
−→
k
1
z−→
k
Υ−→
k
(U)Υ−→
k
(V ), (3.76)
where we have defined Υ−→
k
(U) =
∏∞
j=1(TrU
j)kj and z−→
k
=
∏
j≥1 kj!j
kj and the sum is performed
in such a way that
∑
kj = |−→k | = k. Alternatively, by application of the Frobenius formula, the
action (3.76) becomes a sum over representations Q
Z(U, V ) =
∑
Q
TrQUTrQV. (3.77)
These traces appearing in the previous expression are sometimes known as the Schur functions
sR(U) and the following relation holds
sR(u1, ..., uN) = TrQU =
det uki+N−ij
det uN−ij
, (3.78)
with (u1, ..., uN) the eigenvalues of U .
For large N the M branes can be considered as probes, and by integrating out the field
A an effective action will be obtained which is the sum U(M) Chern-Simons plus quantum
corrections F (t, V ). These corrections are by definition
exp(−F (gcs, V )) = 1∫
[DA] exp(−SCS(A, S3))
∫
[DA] exp(−SCS(S3, A) +
∞∑
n=0
1
n
TrUnTrV n),
(3.79)
from where it follows that
F (t, V ) = − log < Z(U, V ) >S3 , Z(U, V ) = exp(
∞∑
n=0
1
n
TrUnTrV n). (3.80)
The full effective action is then
Seff = SCS(A
′, S3) + F (gcs, V ). (3.81)
Since the resulting Lagrangian submanifold Ck in the resolved geometry provides boundary
conditions for open strings, it was conjectured that the free energy of open topological strings
with boundary conditions specified by Ck is identical to the free energy of the deformed Chern-
Simons theory with action (3.81) [51]-[52]. Taking into account this point of wiew it follows
from the expressions (3.74) and (3.80) that the effective action is
F (t, V ) = − log
(
eiSCS(A)
∑
Q
TrQP exp
∮
α
A
∫
[DA′]eiSCS(A
′)TrQP exp
∮
α
A′
)
(3.82)
The path integral over the connection A′ can be interpreted as a wavefunction < ψ| whose
values depends on the boundary conditions imposed at the infinite of (3.72), whose boundary
is T 2. Besides the insertion of the Wilson loop related to A′ gives another state |Q > at the
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torus at the infinite. Therefore the quantum action (3.82) may be interpreted in terms of a
sum of representations as
F (t, V ) = − log
(
eiSCS (A)
∑
Q
TrQP exp
∮
α
A < ψ|R >
)
. (3.83)
The representations form an orthonormal basis, thus the choice < ψ| =< R| projects Q = R.
As the topological A model corresponds to deformations of the Kahler 2-form ω, the addition
of branes corresponds to changes in the periods of ω. In fact, the presence of A′ modifies these
integrals by adding a boundary term [97]
xi =
∫
α=∂D
Ai +
∫
D
ω.
For a generic representation R one has for anti-branes that [85]∮
β
Ai = gs(Ri − i+ M
2
+
1
2
), i = 1, 2, ..,M
∮
D
ω = gs
M
2
, (3.84)
with M the number of anti-branes, D is a disk with ends in β, and the analogous formula hold
for branes by replacing Ri with R
T
i [83].
At large N, when the branes has been integrated out, the Ooguri-Vafa conjecture states that
the new geometry is the resolved conifold. But the M branes wrapping Ck are still present and
becomes branes wrapping the cycle C˜k which is obtained from Ck after the transition. As was
mentioned above, these new cycles are the Taubes ones [83]. The Wilson loop operator defined
for the representation Ri becomes the bulk object corresponding to M lagrangian D-branes in
the resolved conifold. Additionally, the sum of the holonomies (3.84) which we denote xi turns
out to be
xi = gs(Ri − i+M + 1
2
). (3.85)
This quantity, which is calculated for the deformed conifold, is interpreted by this duality
argument as the moduli for the lagrangian D-branes on the resolved conifold [97],[83].
3.3 Relation to N = 2 U(1) gauge theory
The Nekrasov function [10] was introduced in order to deal with the complicated grow of the
instanton measure of super Yang-Mills when the instanton number increases. It tackles the
problem by embedding the N=2 theory into a background called Ω background, which is a
twist of the R4 bundle characterized by two complex parameters ǫ1, ǫ2. The partition function
of this theory has the advantage that it can be analytically performed to arbitrary order in the
instanton expansion. The instanton part of the Seiberg-Witten theory is obtained through the
Nekrasov partition function by the limit ǫ1 = −ǫ2 = gs → 0. The case ǫ1 = −ǫ2 = gs was found
to be related to string theories and matrix models already in [73]-[75].
In the following the attention will be focused in the non commutative N = 2 U(1) gauge
theory with ǫ1 = −ǫ2 = gs, whose partition function is given [10]-[13] as
Zinst(a,Λ, gs) =
∑
λ
m2k
g
2|λ|
s
exp(− 1
g2s
∑
k≥1
tkchk+1(a, λ)), (3.86)
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where tk are coupling constants, λ = (k1, ..., kj, ...) is a partition, chk+1(a, λ) are its Chern
characters and a is the vacuum expectation value of the vector multiplets. The quantity mk is
the Plancherel measure for the partition, and is defined as
mλ =
∏
u∈λ
1
h(u)
=
dimRk
k!
=
∏
i<j
ki − kj + j − i
j − i , (3.87)
with u(i, j) being a box in the Young diagramm of λ. The small phase of the theory corresponds
to the choice tk = 0 except for k = 1. In this phase the Chern character is given by ch2(a, λ) =
a2 + 2g2s |λ| and the partition function reduce to
Zinst(a,Λ, gs) =
∑
λ
m2λ
g
2|λ|
s
exp(− t1
g2s
a2 − 2t1|λ|). (3.88)
The Plancherel measure defined in (3.87) can be expressed in integral forms in terms of a
function γgs(x) which satisfies the difference equation
γgs(x+ ǫ)− γgs(x− ǫ)− 2γgs(x) = log(x), (3.89)
and in terms of the piecewise linear function fλ(x) defined by the upper part of the Young
diagram corresponding to the partition λ, known as the profile function
fλ(x) = |x− a|+ ρ(x), (3.90)
ρ(x) =
∞∑
i=1
|x− a + gski + gs(i− 1)| − |x− a+ gski + gsi|+ |x− a+ gsi|+ |x− a+ gs(i− 1)|.
From the last expression it may be shown that the second derivatives f ′′λ (x) contains only terms
proportional to Dirac delta. In these terms it may be shown that the Plancherel measure is
mλ = exp
(
− 1
8
∫
x1>x2
dx1dx2f
′′
λ (x1)f
′′
λ (x2)γgs(x1 − x2,Λ)
)
, (3.91)
The kernel γgs(x,Λ) of the integral (3.89) admits an integral expression
γgs(x,Λ) =
d
ds
(
Λ2
Γ(s)
∫ ∞
0
dt
t1−s
e−tx
(egst − 1)(e−gst − 1)
)
s=0
, (3.92)
and an expansion on gs given by
γgs(x,Λ) =
∞∑
g=0
g2−2gs γg(x,Λ) (3.93)
=
1
g2s
(
1
2
x2 log
x
Λ
− 3
4
x2)− 1
12
log(
x
Λ
) +
∞∑
g=2
B2g
2g(2g − 2)(
gs
x
)2g−2
which is precisely the expansion of the U(N) Chern-Simons on S3 (2.51) and (2.38).
It is convenient to introduce a deformed partition function which reduce to the Nekrasov
one in the limit of small coupling constant gs. This is achieved by evaluating the Schur function
(3.78) at the specific values ui = q
−i+ 1
2
sR(ui = q
−i+ 1
2 ) = q−
1
2
|R|sR(1, q, q2, ..., qN−1), q = e−gs. (3.94)
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The resulting value for this function is proportional to the q-deformation of the dimension of
R namely
sR(1, q, q
2, ..., qN−1) = qn(λ)
∏
u∈λ
[n+ c(u)]
[h(u)]
, (3.95)
where n(λ) =
∑
i ki(i − 1) and c(u) = i − j is the content of u and h(u) = ki + ktj − i − j + 1
is the hook length for a given box u = (i, j) of the diagram of λ. In addition, (3.95) is also
related the knot invariant for the unknots in S3, which is given by
WR(K) = sR(ui = q
N−2i+1
2 ) = qN |R|sR(ui = q−i+
1
2 ) (3.96)
The deformed partition function is defined in these terms as 3
Z˜inst(a,Λ, gs) =
∑
λ
s2λ(xi = q
i− 1
2 ) exp(− t1
g2s
a2 − 2t1|λ|), (3.97)
There exist an useful formula for the Schur function
sλ(xi = q
i− 1
2 ) = q
1
4
κ(λ)
∑
(i,j)∈λ
1
qh(i,j) − q−h(i,j) , (3.98)
where h(i, j) is the hook length of the box (i, j) in the Young diagram and κ(λ) = 2
∑
(i,j)∈λ(j−
i). For small gs, that is, for q ≃ 1 it follows from (3.98) that (3.97) reduce to the the partition
function (3.88) for the non commutative U(1) gauge theory on R4 with N = 2 supersymmetry.
The expression (3.97) appears in other contexts. For instance, it was considered in [94]-[95]
as a model of q-deformed random partitions corresponding to a five dimensional U(1) gauge
theory with a fifth dimension being a circle S1. The limit q → 1 is equivalent to tend the radius
of the circle equal to zero.
3.4 Small coupling limit of the abelian Nekrasov function and OV
operators
In this section we will show that the partition function Z˜inst(a,Λ, gs) in (3.97) can be intrepreted
as the mean value of the Ooguri-Vafa operator corresponding to the toric Calabi-Yau geometry
considered in the references [88]. This CY geometry can be parameterized by the complex
coordinates (x, y, u, v) and is defined in algebraic form as
(z − µ1)(z − µ2) + uv = 0, xy = z, µ1 < 0, 0 < µ2. (3.99)
As in the case of the singular conifold, there is a torus symmetry given by T 2 : (x, y, u, v) →
(eiαx, e−iαy, eiβu, e−iβv) which leaves the equation (3.99) invariant. By a redefinition of coordi-
nates the algebraic equation describing the geometry can be expressed as
(x21 + x
2
2 − R)2 + u21 + u22 − r2 = 0, R =
µ1 + µ2
2
, r =
µ1 − µ2
2
, (3.100)
which represents it as an ALE (asymptotically locally euclidean) fibration. The α action is
degenerated at z = 0. Similarly the β cycle degenerates at the two branching points z = µi.
3This sort of partitions were considered in [91] in order to enumerate Donaldson-Thomas invariants of local
toric Calabi-Yau threefolds without compact divisors.
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The cycles over the intervals µ1 < z < 0 and 0 < z < µ2 are two three spheres S
3. The surface
uv = µ1µ2 connects the two S
3 as its boundaries are two circles, every of them located in
each sphere. The real part of the algebraic equation (3.100) has the topology of S2 × S1. The
parameter r measures the radius of the S2 and the radius of S1 varies from R+
√
r to R−√r.
Alternatively, the parameter r measures the separation of the two spheres located at µi and R
measures their distance to the origin. This manifold has b3 = 2 and b2 = 1, and r is interpreted
as the unique Kahler parameter.
As for the conifold, in the situation in which Ni branes are wrapped on each cycle, an
scalar ϕ in the representation (N1, N2) will appear, corresponding to the bifundamental strings
stretched between the two sets of branes. The difference with the situation for the conifold
(3.73) is that this complex scalar is now massive, since the strings have a finite length, and its
mass is proportional to r. The resulting action is given by
SM,N(S
3) = SCS(A1) + SCS(A2) +
∞∑
n=1
e−nr
n
TrUn1 TrU
n
2 , (3.101)
where the operators U1,2 are the holonomies of the gauge fields over the S
1 described above.
The expression (3.101) can alternatively be written as a sum of representations of the form [54]
SM,N(S
3) = SCS(A1) + SCS(A2) +
∑
R
TrRU1e
−lrTrRU2. (3.102)
with l the number of boxes in the representation of R. In this situation the two boundaries of
the annulus give two knots K1 and K2. This means that the total free energy is given by
F = FCS(N1, gs) + FCS(N2, gs) + log
∑
R
e−lrWR(K1)WR(K2). (3.103)
These knots turn out to be two unknot, as was shown in [54] by use of a Heedegard decom-
position of the two 3-spheres into solid tori. The Wilson loop operators WR(Ki) is a function
of the coupling constant gs = 2π/(ki + Ni) (which is the same for both CS theories) and the
parameters ti = gsNi. If the choice N1 = N2 is made, then t1 = t2 = gsNi and the Ooguri-Vafa
operator corresponding to (3.103) is
< Z(U, V ) >=
∑
R
e−lrWR(K1)WR(K2) =
∑
R
e−lrWR(K)WR(K) =
∑
R
M |R|s2λ(xi = q
i− 1
2 ),
(3.104)
with M = e−rqN . This is exactly the same as (3.97) under the identification
exp(−2t1)←→M = e−rqN , (3.105)
up to an irrelevant factor exp(− t1
g2s
a2). Taking this into account, together with the discussion
above (3.97) it follows that the abelian Nekrasov function (3.88) is the small phase limit of the
Ooguri-Vafa operator corresponding to the toric geometry (3.99) with t1 = t2.
Under a geometrical transition, the parameters t1 and t2 become the Kahler parameters of
the new geometry. There is a third Kahler parameter which is given by 2t = 2r − t1 + t2 [58].
By taking the double scaling limit Ni →∞ and gs → 0 such that ti = gsNi are kept finite gives
the following expression for the free energy
F = − log < Z(U, V ) >=
∞∑
d=1
e−dt1 + e−dt2 + e−dt(1− e−dt1)(1− e−dt2)
d(2 sin(dgs/2))2
. (3.106)
The third term in (3.106) is the contribution from the Ooguri-Vafa operator (3.104).
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4. B-model interpretation of the Abelian Nekrasov func-
tion
In the previous section we have identified the abelian Nekrasov function as the Ooguri-Vafa
operator corresponding to the A model defined over some specific toric geometry. As this
geometry admits a mirror it should be possible to give a direct B-model interpretation the
abelian Nekrasov partition function. This description is explained in the present section.
4.1 Topological B model as deformations of complex structures
The topological B-model with a generic Calabi-Yau geometry as a target space corresponds to
parameter deformations which affect the complex structure of the Calabi-Yau but leaving the
Kahler structure intact. Several properties were exhaustively studied in [48]. For example, for
the deformed conifold T ∗S3 a deformation affecting the complex structure xy = µ is
x(y +
∑
n>0
ntnx
n−1) = µ, (4.107)
with tn certain parameters. It is known that the deformations affecting the complex are those
which induce a change in the periods of the holomorphic (3,0) form of the Calabi-Yau
Ω =
1
4π2
dx ∧ dy ∧ du
u
. (4.108)
In the topological B-model these deformations arise when there is one complex dimensional
subspace inside the Calabi-Yau with N B-branes wrapped over it. The inclusion of these B-
branes induce the following change the periods of the holomorphic 3-form
∆
∫
C
Ω = Ngs, (4.109)
with C a 3-cycle linking the B-brane world-volume.
The geometry of the deformed conifold is a particular ”local” CY geometry. These local
geometries are CY surfaces of the form
uv = H(x, y), (4.110)
with complex coordinates (x, y, u, v) and H(x, y) a function on two of these variables. The
resulting surface is generically a 3-dimensional complex one. For the deformed conifold T ∗S3 the
function H(x, y) can be read directly from the defining equation (3.63) and is H(x, y) = xy−µ
with µ the deformation parameter. For any local geometry, the distinguished Riemann surface
H(x, y) = 0, (4.111)
is the locus where the fiber degenerate into two components u = 0 and v = 0. For any local
Calabi-Yau and in particular for the deformed conifold, the degenerating locus of Riemann
surface H(x, y) = 0 generically has punctures. The deformation of the complex structure of
the Calabi-Yau is achieved by placing non compact branes on these punctures.
The theory of [48] is described in terms of the so called Kodaira-Spencer fields. For local
Calabi-Yau these fields can be reduced from 3 to 1 complex dimensions along the normal
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directions. The resulting fields are defined on the asymptotic regions x → ∞ and y → ∞
corresponding to the locus of the equation H(x, y) = 0 as follows
x = ∂yφ˜(y), y = −∂xφ(x). (4.112)
The one form λ = ydx = ∂φ is the reduction of the complex 3-form Ω integrated along the two
normal directions. The period of λ integrated along a point xi on the Riemann surface where
the brane intersects receive a non trivial contribution∮
xi
λ =
∮
xi
∂φ = gs, (4.113)
therefore branes in these punctures are affecting the complex structure.
The quantum mechanical operator for creating a brane ψ(xi) in the model is defined by
following relation [55]
< ...
∮
xi
∂φ ψ(xi)... >= gs < ...ψ(xi)... >,
which implies that x corresponds to a disk amplitude operators
ψ(x) =
∫ x
y(x′)dx′. (4.114)
The creation of N branes located at diferent positions xi corresponds to the mean value
< N |ψ(x1)....ψ(xN)|W >, (4.115)
where the state < N | is an N-fermion state and |W > is an state inH , the space of chiral bosons.
The introduction of these N branes correspond to a deformation of the complex structure as
(4.107) and in fact the parameters tn in (4.107) are defined in terms of the position of the
branes by the formula
tn = −gs
n
N∑
i=1
x−ni . (4.116)
Therefore the effect of placing these disk operators (or branes) is to deform the complex struc-
ture of the conifold as (4.107).
The variables x and y can be though as conjugated variables, in analogous way as the
momentum p and the coordinate x in usual quantum mechanics. In fact the operator ψ˜(y)
related to the y patch in (4.112) by
ψ˜(y) = Ŝψ(x) =
1√
2πgs
∫
dxe−
xy
gs ψ(x), (4.117)
which makes plausible this interpretation. In the last formula Ŝ is playing a role as an S-matrix.
The quantization of the complex moduli is realized by introducing quantum Kodaira-Spencer
fields. The vacuum expectation value of the KS field in turn defines a quantum Riemann surface
which determines the CY with varied complex moduli. In the quantization scheme one has the
following commutation relations [96]
[y, x] = gs. (4.118)
In the case of anti-branes, the action becomes the minus of the action of branes, SB¯ = −SB,
and thus, in the quantization, the conjugate momentum of x becomes −y which results in the
commutation relation, [y, x] = −gs.
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For multiple branes the relation (4.117) is generalized to
< N |ψ˜(y1)....ψ˜(yN)|W >=
∫
(
N∏
j=1
dxj)e
−
∑N
i=1
xiyi
gs < N |ψ(x1)....ψ(xN)|W >, (4.119)
By use of the Harish-Chandra-Itzykson-Zuber formula it follows that these correlators can be
expressed as a the partition function of the following matrix model
Z(t, t) =< N |ψ(x1)....ψ(xN )|W >=
∫
N×N
dX(detX)−Ne
1
gs
Tr(
∑
n
tnTrXn+XY ), (4.120)
with tn =
gs
n
TrY −n. The model (4.120) is known as the Imbimbo-Mukhi model [78].
4.2 The B-model on mirror geometries
The A-model on a generic Calabi-Yau manifold Y is equivalent to the B-model on the mirror
Calabi-Yau, if this mirror exists. Two CY manifolds Y and Y˜ are mirror if they are topologically
inequivalent and the N = 2 A-sigma models with one of them as background is isomorphic to
the B-sigma model with the other as background. It is well known that for any two mirror
manifolds the Hodge numbers h1,1 and h2,1 are interchanged. This means that the deformations
of the complex structure on one side are equivalent to Kahler deformations on the other side,
and viceversa. As the A-model is related to Kahler deformation and the B-model is related
to complex structure deformations this imply that the A-model on one of them, say Y , is
equivalent to the B-model on the other one Y˜ , and viceversa.
The mirror dual of the resolved conifold was worked out explicitly in [81]. To describe this
mirror is convenient to introduce homogeneous coordinates (y1 : y2 : y3, y4) = (e
−Y1 : e−Y2 :
e−Y3 : e−Y4) parameterizing CP(3). The Riemman surface describing the mirror geometry of
the resolved conifold is
H(yi) = y1 + y2 + y3 + y4 = 0. (4.121)
The constraint from the GNLS is that the coordinates yi describe a quadric in CP(3) given by
y1y2 = e
−ty3y4. (4.122)
These equations imply that
Y1 + Y2 − Y3 − Y4 = t, e−Y1 + e−Y2 + e−Y3 + e−Y4 = 0. (4.123)
The Riemann surface (4.121) has four punctures. At any of these punctures two of the Yi goes to
infinite. The location of these punctures in CP(3) are P1 = (1 : 0 : −1 : 0), P2 = (1 : 0 : 0 : −1)
P3 = (0 : 1 : 0 : −1) and P4 = (0 : 1 : −1 : 0). At these punctures one may choose a coordinate
yi = 1 and express one of the remaining coordinates in terms of the other two by use of the
quadric equation (4.122). Denote the two remaining coordinates as x and y. For P1,3 the
Riemann equation is
H(x, y) = 1 + e−x1,3 + ey1,3 + ey1,3−x1,3−t = 0, (4.124)
while for P2,4 it is instead
H(x, y) = 1 + e−x2,4 + e−y2,4 + e−x2,4−y2,4−t. (4.125)
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Note that x and p = y + iπ are canonically conjugated coordinates, as x → ∞ implies that
p→ 0. There is a remaining SL(2, Z) freedom in choosing the coordinates, which corresponds
to transformation which do not alter the periods of the coordinates x and y and the three form
Ω. By an particular SL(2, Z) one can express the last equation as
u˜v˜ = H(x˜, y˜) = (ey˜ − 1)(ex˜+y˜ − 1)− µ, µ = 1− e−t. (4.126)
The parameter µ describe the complex structures on the manifold.
The Riemann surface arise (4.121) has a matrix model interpretation. The CS partition
function for U(N) gauge group over S3 can be rewritten by use of the Weyl denominator
formula as [80], [53]
ZCS =
∫ N∏
i=1
dui
∏
i<j
(2 sinh
ui − uj
2
)2e−
1
2gs
∑
i
ui. (4.127)
By defining the new variables mi = e
uiq−N this can be reexpressed as [54]
ZCS =
∫
dMe−
1
gs
Tr(logM)2 . (4.128)
This matrix model is in fact equivalent to the B-model on the mirror of the resolved conifold
[54]. The spectral curve defining this model has been found in [98] and it turns out to be
given by the Riemann surface (4.124) defining the mirror of the resolved conifold. The density
distribution ρ(λ) of the eigenvalues of the model is calculated by the resolvent, which for the
matrix model (4.128) this is given by
ω0(t) =
1
2t
∮
dz
2πi
W ′(z)
p− z
(
(p− a)(p− b)
(z − a)(z − b)
) 1
2
(4.129)
with W ′(z) = log z/z. The solution satisfying the appropriate asymptotic is given by
ω0(t) = − 1
tp
log
(1 + etp+√(1 + e−tp)2 − 4p
2p
)
, (4.130)
and the density of eigenvalues corresponding to these model is
ρ(λ) =
1
πtλ
tan−1
(√4λ− (1 + e−tλ)2
1 + etλ
)
. (4.131)
By defining the function
x(p) = t(1− pω0(p)) + iπ
and denoting p = et−y it follows that x satisfy the relation
ex + ey + ey−x+t + 1 = 0, (4.132)
which is the algebraic equation defining the Riemann surface defining the resolved conifold,
namely (4.124).
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4.3 Multiple branes and geometric transitions
The addition of non compact B-branes in the B-model (4.127) is given by the introduction of
the operator
ψ(x) = (−1)NqN2+ 12N det(e−x −M), (4.133)
which is equal for a single brane to
< ψ(x) >= pN(x). (4.134)
The branes in the model are described in terms of the orthogonal polynomials corresponding
for the measure of (4.128). These are the Stieltjes-Wigert polynomials given by [79]
pn(x) = (−1)nqn2+ 12n
n∑
k=0
[
n
k
]
q
k(k−n)
2
−k2(−q− 12x)k, (4.135)
where q = egs and the symbols appearing in this expression are given by[
n
k
]
=
[n]!
[k]![n− k]! , [n]! = q
n
2 − q−n2 . (4.136)
These single correlation functions satisfy the Schrodinger equation corresponding to a Hamil-
tonian obtained by replacing the function H(x, y) describing the mirror of the resolved conifold
with Ĥ(x,−gs∂x), which in this case is given by
Ĥ(x,−gs∂x) < ψ(x) >= (qN − e−gs∂x − q− 12 exe−gs∂x − q− 12 exe−2gs∂x) < ψ(x) >= 0. (4.137)
This is the equation for the spectral curve of the matrix model translated into the operator
formalism [92]-[93]. Besides, the multi correlation functions for branes at different position is
given by [72]
<
k∏
i=1
B(xi) >=
det(pN+j−1(xi))
∆(x)
. (4.138)
The insertion of branes in the matrix model can be implemented by adding the following term
in the matrix model
ZB =
∫
dMexp
(
− 1
gs
Tr[(logM)2 + log(M⊗ Im×m − IN×N ⊗X)]
)
, (4.139)
with X = (x1, .., xm) being a diagonal U(m) matrix whose diagonal elements parameterize the
moduli of the branes.
The brane insertions can be translated into the A-model crystal picture of [59], as there
exist a map Q which maps B-model calculations into A-model ones [87]. In this picture, a
non-compact A-brane is represented by a half-line in R3 and it creates a defect in the lattice.
The presence of defect is represented by the insertion of a certain fermion operator ΨD, such
that the amplitude of a single brane is [87]
ZA(x) =< ΨD(x) >, (4.140)
with x the modulus of the brane. These A-brane has a topology S1 × R2 and its amplitude is
ZA(x) =
N∏
n=1
(1− xqn) = L(x, q)
L(xe−t, q)
(4.141)
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with t = gsN and L(x, q) is the polylogarithm given by
L(x, q) =
∞∏
k=1
(
1− xqk
)
= exp(
∞∑
k=1
xk
x[x]
). (4.142)
The generalization to multiple branes is described in [86] and [102]. These branes are described
by the mean value of the Wilson loop operator for the unknot in the deformed conifold T ∗S3,
which in the crystal picture is represented as
< WR >=M(q)
2 exp(
∞∑
n=1
ent
n[n]2
)
∏
i<j
(1− exi−xj)
M∏
i=1
exp(
∞∑
n=1
enxi + en(t−xi)
n[n]
), (4.143)
with xi given in (3.85) and t = gs(N +M). Following [83] we consider the situation in which
the moduli of the branes is parameterized as xi = exp− gs(l +m− i + 12). These branes live in
a resolved conifold with Kahler parameter t = gs(N + l). When the numbers l and m are large
these branes trigger a geometric transition to a new CY manifold called bubbling CY manifold
[83]. The Kahler moduli for this new geometry t1 = gsm, t2 = gsl and t = gs(N −m). In fact
by introducting the moduli xi = exp− gs(l +m− i + 12) into (4.143) it is obtained the partition
function
< WR >=M(q)
2 exp(
∞∑
d=1
e−dt1 + e−dt2 + e−dt(1− e−dt1)(1− e−dt2)
d(2 sin(dgs/2))2
). (4.144)
In the situation in which the two Kahler moduli are equal the logarithm of this quantity coin-
cides, up to an additive term, with the free energy (3.106). This means that we have reproduced
the large N limit of the partition (3.104) whose small phase limit the abelian Nekrasov function
(3.88), in the B-model setup.
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