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Abstract
This paper is concerned with the approximation properties of convolution operators with respect to uni-
variate B-splines. For such operators, we give rates of uniform convergence in terms of the usual second
modulus of smoothness at a length which depends on the distances between the knots and their multiplicity.
A reasonable balance between the degree of accuracy in the approximation and the degree of di2erentiability
of the approximants is achieved by considering Steklov operators (built up from B-splines with equidistant
simple knots), for which strong converse inequalities are given. Applications to simultaneous approximation
and divided di2erence expansions, and to estimate the in4nite time ruin probabilities in a context of risk
theory are also provided. We use a probabilistic approach in the spirit of Karlin et al. (J. Multivariate Anal.
20 (1986) 69) and Ignatov and Kaishev (Serdica 15 (1989) 91) based on the representation of B-splines as
the probability densities of linear combinations of uniform order statistics.
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1. Introduction
The theories of spline functions and order statistics are well established theories in applied mathe-
matics and mathematical statistics, respectively (see, for example, [7,25,27]). In recent years, spline
functions have enjoyed a wide applicability in diverse branches of applied probability and statistics,
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both from a theoretical and a computational points of view. For instance, normalized tensor B-splines
are used in nonparametric probability density estimation [12], estimates of the survival probability in
risk theory in terms of multivariate B-splines are given in [16] and univariate B-splines describe the
distribution function of the travel time in carousel systems [21]. We refer to [4] for a full account
of statistical applications of spline functions in economics, agriculture, meteorology and geophysics,
among other 4elds.
There is, however, a closer connection between multivariate B-splines and order statistics, as
discovered independently in [14,15,18]. Indeed, the probabilistic perspective introduced in Karlin et
al. [18] in dealing with multivariate B-splines allows for simpli4cations in recurrence relations and
limit theorems, as well as for further generalizations, while Ignatov and Kaishev [15] show that
multivariate B-splines appear as the probability densities of linear combinations of order statistics
from the uniform distribution on the unit interval.
In this paper, we are concerned with convolution operators with respect to univariate B-splines,
paying special attention to their approximation properties. Such operators have been considered by
StrHm [30] (see also the references therein), mainly from the point of view of their preservation
properties, showing for instance that convolutions of two B-splines are expressed by linear combi-
nations of higher-order degree B-splines. In the important particular case of equally spaced simple
knots, B-spline convolution operators are known in the literature on approximation theory as Steklov
operators (cf. [9]). This kind of n-fold convolution operators have been extensively studied. For ex-
ample, Ditzian and Ivanov [9] have shown for them strong converse inequalities in the L∞ norm, and
Abel and Ivan [1] have obtained complete asymptotic expansions when acting on smooth functions.
One of the main features of this paper is that, following Ignatov and Kaishev [15], we represent
B-spline convolution operators as expectations with respect to linear combinations of uniform order
statistics. This probabilistic approach has several interesting advantages. First, it shows that B-spline
convolution operators belong to the general class of Bernstein-type operators considered in [3,26],
thus allowing for a uni4ed treatment of their approximation properties and for the possibility of
further generalizations (to this regard, see Remark 3.5). Second, the probabilistic representation
makes easier the computation of moments, specially the computations involving the variance, which
is the crucial quantity in determining rates of convergence (see Theorem 3.2, Proposition 3.4 and
Remark 3.5). Third, the usual analytical proofs of strong converse inequalities are very technical and
heavily depend on the particular form of the operators under consideration; in addition, the main
tools—appropriate K-functionals, shown to be equivalent to the corresponding Ditzian-Totik moduli
of smoothness- do not provide upper and lower constants (cf. [9,10,19]). The probabilistic approach,
however, is simpler in many cases and supplies strong converse inequalities (at least in the L∞
norm) with small upper and lower constants, without paying an extra e2ort (see [2,3] and Theorem
4.1 and Remark 4.4 below). Finally, the probabilistic methodology opens the door to applications
of B-splines in statistics and applied probability (cf. [16] and application (B) in Section 5).
The contents of this paper are organized as follows. In Section 2, we recall the probabilistic
representation of univariate B-splines. In essence, the equivalent Hermite-Gennochi’s and Peano’s
formulae for divided di2erences are viewed as expectations with respect to linear combinations of
uniform order statistics. In Section 3, we consider B-spline convolution operators and show a direct
inequality in terms of the usual second modulus of smoothness at length equal to the standard
deviation of the random variables involved. Roughly speaking, the best degree of accuracy in the
approximation is attained for those B-splines having high maximum multiplicity. Such splines, in
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contrast, produce approximants with poor degree of di2erentiability. A reasonable balance between
the degree of accuracy in the approximation and the degree of smoothness of the approximants is
achieved by considering Steklov operators, which are built up from B-splines with equidistant simple
knots. For this kind of n-fold convolution operators, represented by sums of independent identically
distributed random variables, we give in Section 4 strong direct and converse inequalities in the
sup-norm. As stated in Remark 4.4, our proofs also work for general n-fold convolution operators.
Finally, Section 5 is devoted to applications. The 4rst one is concerned with simultaneous ap-
proximation by means of Steklov operators and divided di2erence expansions. Actually, we provide
the well-known property that the nth derivative of a function f can be approximated by its nth
symmetric di2erences with exact rates of uniform convergence. This approximation procedure can
be generalized by considering divided di2erence expansions, which are an important tool in many
areas of numerical analysis (see [11] and the references therein). In Corollary 5.2, we improve some
recent results by Floater [11] on divided di2erence expansions. The second application (of complete
di2erent nature) has to do with in4nite time ruin probabilities in the classical risk model, when the
claim amounts have nonnegative lattice distributions. Although exact formulae for 4nite and in4nite
time ruin probabilities have been obtained by di2erent authors (see, for instance, [8,16,23,24]), it
may be of interest to consider approximations which allow us to use well-known recursion formulae
for compound random variables taking values on the set of nonnegative integers (see, for instance,
[31]). We use ‘rounding to the midpoint’ approximation procedures and supply them with rates
of uniform convergence, improving in the case at hand some general results by Denuit and Van
Bellegem [6].
From now on, we shall use the following notations. Every function f is a real measurable function
de4ned on R, the sup-norm of which is denoted by ‖f‖. 1A stands for the indicator function of
the set A, N for the set of nonnegative integers and N∗ := N \ {0}. For any n∈N∗, A(n) is the
set of n − 1 times di2erentiable functions such that f(n−1) is absolutely continuous (f(0) := f).
In such a case, we denote by f(n) the Radon-Nicodym derivative of f(n−1) with respect to the
Lebesgue measure. Finally, for any n∈N∗, C(n) is the set of all functions f∈A(n) such that f(n)
is continuous, while C(0) stands for the set of continuous functions.
2. Divided dierences and uniform distributions
We recall some properties concerning divided and symmetric di2erences which can be found in [7,
pp. 120–123 and pp. 137–140] (see also [27] for more details). Let n∈N∗ and let x06 x16 · · ·6 xn
be a sequence of n + 1 real points, with x0 	= xn. Set i := xi − xi−1; i = 1; : : : ; n. The nth divided
di2erence of the function f at these points can be recursively de4ned by
[x0]f = f(x0); [x0; x1]f =
f(x1)− f(x0)
x1 − x0 ; x0 	= x1;
and in general for k = 2; : : : ; n
[x0; : : : ; xk]f =
[x1; : : : ; xk]f − [x0; : : : ; xk−1]f
xk − x0 ; x0 	= xk ;
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taking into account that if x0 = xk , then we must assume the existence of f(k)(x0) and, in such a
case, we de4ne
[x0; : : : ; xk]f =
f(k)(x0)
k!
; k = 1; : : : ; n− 1:
In fact, [x0; : : : ; xn]f is the coePcient of xn of the polynomial of degree n which interpolates f at
x0; : : : ; xn. The nth order B-spline with knots at x0; : : : ; xn is de4ned by
M (x; x0; : : : ; xn) := n[x0; : : : ; xn](· − x)n−1+ ; x∈R: (1)
Whenever f∈A(n), we have the following Hermite-Genocchi’s formula
[x0; : : : ; xn]f =
∫ 1
0
dt1
∫ t1
0
dt2 · · ·
∫ tn−1
0
f(n)(x0 + 1t1 + · · ·+ ntn) dtn: (2)
The symmetric di2erences of a function f with step ¿ 0 are recursively de4ned by
1f(x) := f
(
x +

2
)
− f
(
x − 
2
)
; nf(x) := 
1

n−1
 f(x); n= 2; 3; : : : ;
or, equivalently, by
nf(x) =
n∑
k=0
(−1)k
(
n
k
)
f
(
x +
(n
2
− k
)

)
; x∈R: (3)
It turns out that
nf
(
x0 +
n
2
)
= n!n[x0; x0 + ; : : : ; x0 + n]f: (4)
On the other hand, let (Uk)nk=1 be a sequence of independent identically distributed random variables
having the uniform distribution on [0; 1]. Denote by (Un(k))
n
k=1 the associated sequence of order
statistics, i.e., Un(k) is the kth smallest random variable among U1; : : : ; Un; k=1; : : : ; n. We de4ne the
random variable
Zn(1 ;:::;n) := 1U
n
(n) + · · ·+ nUn(1): (5)
Observe that in the particular case of equidistant simple knots, that is, if i = ¿ 0; i=1; : : : ; n, we
have
Zn(; :::; ) = (U1 + · · ·+ Un): (6)
As said in the Introduction, the B-spline M (x; x0; : : : ; xn) is the probability density of the linear
combination x0 + Zn(1 ;:::;n). This property has been shown in [15,18] in a multivariate setting. In
the univariate case, such a property immediately follows from (2), since the right-hand side in (2)
can be seen as an integral with respect to the joint probability density of (Un(1); : : : ; U
n
(n)) (cf. [17,
p. 280]). More precisely, we state the following.
Proposition 2.1. Let n∈N∗ and let x06 x16 · · ·6 xn with x0 	= xn. Set i := xi−xi−1; i=1; : : : ; n.
For any f∈A(n), we have
Ef(n)(x0 + Zn(1 ;:::;n)) = n![x0; : : : ; xn]f: (7)
J.A. Adell, C. Sang(uesa / Journal of Computational and Applied Mathematics 174 (2005) 79–99 83
In particular, the probability density of x0+Zn(1 ;:::;n) is M (x; x0; : : : ; xn) as de6ned in (1). Moreover,
for any ¿ 0, we have
Ef(n)(x0 + Zn(; :::; )) =
1
n
nf
(
x0 +
n
2
)
: (8)
Remark 2.2. Formula (7) is the probabilistic version of Peano’s representation formula for divided
di2erences (cf. [7, p. 123]). On the other hand, it follows from (5) that
x0 + Zn(1 ;:::;n) = x0D
n
n + x1D
n
n−1 + · · ·+ xnDn0; (9)
where Dnk := U
n
(k+1)−Un(k); k=0; : : : ; n are called the spacings (Un(0)=0; U n(n+1)=1). Let {(0); : : : ; (n)}
be any arbitrary permutation of the indices {0; : : : ; n}. It is known (see [15]) that the random vectors
(Dn0; : : : ; D
n
n) and (D
n
(0); : : : ; D
n
(n)) have the same law (indeed, the (n+1)-dimensional Dirichlet dis-
tribution D(1; : : : ; 1)). Therefore, (7) and (9) give us a probabilistic interpretation of the well-known
fact that
[x0; : : : ; xn]f = [x(0); : : : ; x(n)]f:
3. B-spline convolution operators
Let j; k; n∈N∗ with 16 j6 k6 n. The 4rst and second moments of the order statistics are given
(cf. [17, p. 280]) by
EUn(k) =
k
n+ 1
(10)
and
Cov(Un(j); U
n
(k)) = E(U
n
(j) − EUn(j))(Un(k) − EUn(k)) =
j(n+ 1− k)
(n+ 1)2(n+ 2)
: (11)
Denote by L the set of locally bounded functions. We de4ne the positive linear operator Pn(1 ;:::;n)
acting on functions f∈L by
Pn(1 ;:::;n)f(x) = Ef(x + xc + Z
n
(1 ;:::;n)); x∈R; (12)
where xc := x0 − Qx and Qx := (n + 1)−1(x0 + · · · + xn) is the arithmetic mean of the knots. Taking
expectations in (9) and using (10) we have
xc =−EZn(1 ;:::;n) =−
∑n
k=1 (n+ 1− k)k
(n+ 1)
: (13)
Therefore, this operator is centered, i.e.,
Pn(1 ;:::;n)e1 = e1; (e1(x) = x; x∈R):
In the particular case of equally spaced simple knots, we can write
Pnf(x) := P
n
(; :::; )f(x) = Ef
(
x +

2
Sn
)
; x∈R; (14)
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where Sn := V1 + · · · + Vn and (Vk)nk=1 is a sequence of independent identically distributed random
variables having the uniform distribution on [− 1; 1]. In other words, Pn is the nth fold convolution
operator of P1 . Indeed, it follows from (6) and (13) that
xc + Zn(; :::; ) =−
n
2
+ 
n∑
k=1
Uk =

2
n∑
k=1
(2Uk − 1):
It therefore suPces to set Vk := 2Uk − 1; k = 1; : : : ; n in order to show (14).
Observe that from (8) and (14), we have for any ¿ 0 and f∈A(n) that
Pnf
(n)(x) = Ef(n)
(
x +

2
Sn
)
=
1
n
nf(x); x∈R: (15)
As follows from Proposition 2.1, the probability density of the random variable xc + Zn(1 ;:::;n) is
the B-spline with knots at xc; xc + 1; : : : ; xc + 1 + · · · + n, some of them may coincide. To this
respect, denote by n∗ the number of nonzero coePcients among 1; : : : ; n and by Qk the kth nonzero
coePcient among 1; : : : ; n, for k = 1; : : : ; n∗, that is,(
xc; xc + 1; : : : ; xc +
n∑
k=1
k
)
=

xc; : : : ; xc︸ ︷︷ ︸
m0
; xc + Q1; : : : ; xc + Q1︸ ︷︷ ︸
m1
; : : : ; xc +
n∗∑
k=1
Qk ; : : : ; xc +
n∗∑
k=1
Qk︸ ︷︷ ︸
mn∗

 : (16)
We also denote by
Q := max( Q1; : : : ; Qn∗);  := min( Q1; : : : ; Qn∗); (17)
and by
m := max(m0; : : : ; mn∗): (18)
Usually, Q is called the mesh of the B-spline and m its maximum multiplicity.
Some elementary approximation properties of the operator Pn(1 ;:::;n) as de4ned in (12) are given
in the following.
Proposition 3.1. Let n; r ∈N∗. Then,
(a) If f∈L and x is a continuity point of f, then
lim
Q→0
Pn(1 ;:::;n)f(x) = f(x):
(b) If f∈C(r), then Pn(1 ;:::;n)f∈C(r) and
(Pn(1 ;:::;n)f)
(k)(x) = Pn(1 ;:::;n)f
(k)(x); x∈R; k = 1; : : : ; r:
(c) Assume that the density of xc + Zn(1 ;:::;n) is the B-spline with n
∗ + 1 di9erent knots as in (16)
and let m be the maximum multiplicity as in (18). Then, Pn(1 ;:::;n)f∈A(n−m+1) for any f∈L.
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Proof. By (5), the distribution functions of the random variables Zn(1 ;:::;n) have compact support and
Zn(1 ;:::;n) converges to 0 as
Q → 0. Therefore, (a) follows by dominated convergence. Statement (b)
follows by di2erentiation under the integral sign in (12). Finally, let f∈L and set s := 1+· · ·+n.
Observe that
Pn(1 ;:::;n)f(x) =
∫ x+xc+s
x+xc
f(u)M (u− x; xc; xc + 1; : : : ; xc + s) du; x∈R: (19)
By assumption and [7, p. 119] the B-spline M (u− x; xc; xc + 1; : : : ; xc + s)∈C(n−m) and M (n−m)(u−
x; xc; xc + 1; : : : ; xc + s) is di2erentiable except at the knots of multiplicity m. Therefore, (c) follows
by di2erentiation under the integral sign in (19). The proof of Proposition 3.1 is complete.
In order to give rates of uniform convergence in Proposition 3.1(a), we recall that the ith modulus
of smoothness of a function f at length  ¿ 0 is de4ned by
!i(f;  ) := sup{|if(x)| : x∈R; 06 6  }; i∈N: (20)
It is known (cf. [10, p. 37]) that
!i(f; a )6 ai!2(f;  ); a¿ 0;  ¿ 0; (21)
where a stands for the ceiling of a, i.e., the smallest integer greater or equal than a. Denote by
M(2) the set of all functions f such that !2(f; 1)¡∞.
The main result of this section is the following.
Theorem 3.2. Let Pn(1 ;:::;n) be the operator de6ned in (12). For any f∈M(2), we have
‖Pn(1 ;:::;n)f − f‖6
3
2
!2(f; Var1=2(Zn(1 ;:::;n))): (22)
Moreover,
Var(Zn(1 ;:::;n)) =
∑n
k=1 k(n+ 1− k)2k + 2
∑n
k=1
∑n
j=k+1 k(n+ 1− j)kj
(n+ 1)2(n+ 2)
(23)
and
n∗(n∗ + 1)2(n∗ + 2)
12(n+ 1)2(n+ 2)
26Var(Zn(1 ;:::;n))
6min
(
n∗(n∗ + 1)2(n∗ + 2)m2
12(n+ 1)2(n+ 2)
;
n
12
)
Q2; (24)
where n∗, ; Q and m are de6ned in (16)–(18).
Proof. Let f∈M(2) and x∈R. Since we can write
Pn(1 ;:::;n)f(x) = Ef(x + ’(x) Y Var
1=2(Zn(1 ;:::;n)));
where ’(x) ≡ 1 and
Y :=
Zn(1 ;:::;n) + xc
Var1=2(Zn(1 ;:::;n))
;
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we see that Pn(1 ;:::;n)f is a Bernstein-type operator of the form considered in [3]. Therefore, estimate
(22) readily follows from [3, Corollary 3.1]. On the other hand, it follows from (5) that
Var(Zn(1 ;:::;n)) =
n∑
k=1
2k Var(U
n
(n+1−k)) + 2
n∑
k=1
n∑
j=k+1
kj Cov(Un(n+1−j); U
n
(n+1−k)); (25)
which, thanks to (11), shows (23). On the other hand, it follows from (25) and (6) that
Var(Zn(1 ;:::;n))6Var(Z
n
( Q; :::; Q)) =
Q2Var
(
n∑
k=1
Uk
)
=
n
12
Q2; (26)
thus showing the second upper bound in (24). Finally, using the notations in (16)–(18), set rk :=
m0 + · · ·+ mk−1; k = 1; : : : ; n∗. We have from (5) that
Var(Zn(1 ;:::;n)) =Var
(
n∗∑
k=1
QkUn(n+1−rk)
)
=
n∗∑
k=1
Q2kVar(U
n
(n+1−rk)) + 2
n∗∑
k=1
n∗∑
j=k+1
Qk QjCov(Un(n+1−rj); U
n
(n+1−rk)): (27)
Let 16 k6 j6 n∗. Recalling that n+ 1 = m0 + · · ·+ mn∗ , we have from (11) that
Cov(Un(n+1−rj); U
n
(n+1−rk))
=
(mj + · · ·+ mn∗)(m0 + · · ·+ mk−1)
(n+ 1)2(n+ 2)
6m2
(n∗ + 1− j)k
(n+ 1)2(n+ 2)
= m2
(n∗ + 1)2(n∗ + 2)
(n+ 1)2(n+ 2)
Cov(Un
∗
(n∗+1−j); U
n∗
(n∗+1−k)): (28)
We therefore obtain from (27) and (28) that
(n+ 1)2(n+ 2)
(n∗ + 1)2(n∗ + 2)
Var(Zn(1 ;:::;n))
6 (m Q)2

 n∗∑
k=1
Var(Un
∗
(n+1−k)) + 2
n∑
k=1
n∑
j=k+1
Cov(Un
∗
(n+1−j); U
n∗
(n+1−k))


=(m Q)2Var(Zn
∗
(1; :::;1)) = (m Q)
2 n
∗
12
;
where the last equality follows from (26). This shows the upper bound in (24). The proof of the
lower bound in (24) is similar by taking into account that mk¿ 1 and Qk¿; k = 1; : : : ; n∗. The
proof of Theorem 3.2 is complete.
Remark 3.3. The inequalities in (24) are sharp. Actually, in the case of equally spaced simple knots,
that is, if n∗ = n, m = 1 and 1 = · · · = n =  =  = Q¿ 0, the lower and upper bounds in (24)
coincide.
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Two properties usually imposed to the approximants of a certain function are a high degree
of accuracy in the approximation and a high degree of smoothness of the approximants. In this
sense, it would be desiderable to 4nd the operator Pn(1 ;:::;n) within a certain class of operators which
simultaneously ful4lls both requirements. The following result shows that this is not possible in
general (see also the comments after Remark 3.5).
Proposition 3.4. Let n∈N∗, s¿ 0 and Dn(s) := {(1; : : : ; n) : i¿ 0; i=1; : : : ; n; 1+· · ·+n=s}.
Then,
inf
Dn(s)
Var(Zn(1 ;:::;n)) = Var(Z
n
(s=2;0; :::;0; s=2)) = Var
( s
2
(Un(n) + U
n
(1))
)
=
s2
2(n+ 1)(n+ 2)
:
Proof. Fix s¿ 0. Let (1; : : : ; n)∈Dn(s) and let xc be as in (12). For any '∈R, let (Wk)nk=1 be a
sequence of independent identically distributed random variables having the uniform distribution on
['; ' + 1] and denote by (Wn(k))
n
k=1 its associated sequence of order statistics. Let M' be the set of
all measurable functions T : Rn → R such that ET (W1; : : : ; Wn)2 ¡∞. Denote by C' the following
set of estimators of the parameter ' based on (Wk)nk=1
C' = {T (W1; : : : ; Wn) : T ∈M'; and
T (W1 + a; : : : ; Wn + a) = T (W1; : : : ; Wn) + a; a∈R}: (29)
The estimators in C' are called equivariant estimators of the location parameter ' (see [20, p. 134]).
It turns out (cf. [20, p. 161]) that (Wn(n) + W
n
(1) − 1)=2 is the Pitman estimator (the minimum risk
equivariant estimator with respect to the quadratic loss function) of the parameter ', i.e.,
inf
C'
E(T (W1; : : : ; Wn)− ')2 = E
(
Wn(n) +W
n
(1) − 1
2
− '
)2
; '∈R: (30)
Since s−1(xc + 1Wn(n) + · · ·+ nWn(1))∈C', we have from (30) that
E
(
xc + 1Wn(n) + · · ·+ nWn(1)
s
− '
)2
¿E
(
Wn(n) +W
n
(1) − 1
2
− '
)2
; '∈R: (31)
Taking '=0, we see that Wk and Uk have the same law, k=1; : : : ; n. This, together with (5), implies
that the random variables s−1(xc + 1Wn(n) + · · ·+ nWn(1)) and s−1(xc + Zn(1 ;:::;n)) have the same law.
We therefore conclude from (13) and (31) that
Var(Zn(1 ;:::;n)) = s
2E
(
1
s
(xc + Zn(1 ;:::;n))
)2
¿ s2E
(
Un(n) + U
n
(1) − 1
2
)2
= Var(Zn(s=2;0; :::;0; s=2));
thus completing the proof of Proposition 3.4.
Remark 3.5. Although an analytical proof of Proposition 3.4—based on the minimization of the
quadratic form in (23) over the symplex Dn(s)—is possible, the statistical proof we have given is
justi4ed by the following generalizations of Theorem 3.2 and Proposition 3.4.
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Let s¿ 0 and let T (W1; : : : ; Wn)∈C' (suPcient conditions for an estimator T (W1; : : : ; Wn) to be
equivariant can be found in [20, p. 157]). We consider centered convolution operators QT;s of the
general form
QT;sf(x) := Ef(x + s(+ + T (U1; : : : ; Un))); x∈R; (32)
where + := −ET (U1; : : : ; Un). As in the proof of Theorem 3.2, it can be shown that
‖QT;sf − f‖6 32 !2(f; Var
1=2(sT (U1; : : : ; Un))); f∈M(2): (33)
In the same way, as in the proof of Proposition 3.4, we have
Var(sT (U1; : : : ; Un))¿Var(Zn(s=2;0; :::;0; s=2)): (34)
Hence, we conclude that Pn(s=2;0; :::;0; s=2) is the operator which provides the best upper bound in (33)
among those of the form (32).
Fix the number n of knots and the distance s := xn − x0 between the last and the 4rst knots and
consider the family of operators
Ps := {Pn(1 ;:::;n) : (1; : : : ; n)∈Dn(s)}:
According to Theorem 3.2 and Proposition 3.4, Pn(s=2;0; :::;0; s=2) is the operator in Ps which gives the
best degree of accuracy in the approximation. Moreover, we have
‖Pn(s=2;0; :::;0; s=2)f − f‖6
3
2
!2
(
f;
s√
2(n+ 1)(n+ 2)
)
; f∈M(2): (35)
In contrast, the approximants Pn(s=2;0; :::;0; s=2)f; f∈M(2), have poor degree of smoothness. In fact,
the operator Pn(s=2;0; :::;0; s=2) is represented by the random variable xc + Z
n
(s=2;0; :::;0; s=2), whose probability
density is the B-spline with knots at x0 = −s=2; x1 = · · · = xn−1 = 0; xn = s=2. Since the knot 0 has
multiplicity n− 1, we see from Proposition 3.1(c) that Pn(s=2;0; :::;0; s=2)f∈A(2), for any f∈M(2).
On the other hand, it follows from Proposition 3.1(c) that Pn(s=n; :::; s=n) is the operator in Ps which
attains the maximum degree of smoothness, since Pn(s=n; :::; s=n)f∈A(n), f∈M(2). However, it follows
from (24) and (26) that
‖Pn(s=n; :::; s=n)f − f‖6
3
2
!2
(
f;
s√
12n
)
; f∈M(2): (36)
We therefore conclude from (35) and (36) that there is no optimal operator in Ps in the sense of
attaining both the maximum accuracy and smoothness.
Notwithstanding the preceding discussion, we have the following. Suppose that Pn(1 ;:::;n) is the
operator represented by the random variable xc + Zn(1 ;:::;n) whose probability density is the B-spline
with n∗ + 1 di2erent knots and maximum multiplicity m, as in (12) and (16). Set
 := 
√
n∗(n∗ + 1)2(n∗ + 2)
(n− m+ 1)(n+ 1)2(n+ 2) ;
where  is de4ned in (17). The convolution operator Pn−m+1 =P
n−m+1
(; :::; ) of the form (14), represented
by a random variable Zn−m+1(; :::; ) whose probability density is the B-spline with n−m+2 equally spaced
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simple knots, has the same order of di2erentiability than Pn(1 ;:::;n)f (as follows from Proposition
3.1(c)) and, in addition, we have
Var(Zn−m+1(; :::; ) ) =
n− m+ 1
12
2 =
n∗(n∗ + 1)2(n∗ + 2)
12(n+ 1)2(n+ 2)
26Var(Zn(1 ;:::;n));
as follows from (24) and (26). This means that the operator Pn−m+1 provides better upper bounds in
(22) than Pn(1 ;:::;n)f. We therefore conclude that the subset of convolution operators of the form (14)
constitutes a class of approximation operators within the set of all B-spline convolution operators
for which the requirements of accuracy in the approximation and smoothness of the approximants
are reasonably balanced. This is the reason why we consider the operators Pn in more detail in the
following section.
4. Converse inequalities for convolution operators
In this section, we get deep into the approximation properties of the convolution operators Pn as
de4ned in (14). Using K-functionals, Ditzian and Ivanov [9] have shown that, for a 4xed n∈N∗,
the right order of convergence for ‖Pnf − f‖ is the usual second modulus of smoothness of f.
The following result, shown by combining probabilistic arguments with the ideas of Knoop and
Zhou [19], improves Ditzian and Ivanov’s result in the sense of providing explicit lower and upper
constants independent of the number n of knots.
We enunciate the main result of this section.
Theorem 4.1. Let n∈N∗, ¿ 0 and f∈M(2). Then,
1
29
!2
(
f; 
√
n
12
)
6 ‖Pnf − f‖6
3
2
!2
(
f; 
√
n
12
)
: (37)
Proof. Statement (37) is equivalent to
1
29
!2
(
f;
√
n
3
)
6 ‖Pnf − f‖6 3
2
!2
(
f;
√
n
3
)
; (38)
where
Pnf(x) := Pn2f(x) = Ef(x + Sn); x∈R; f∈L:
This follows from the fact that, for any ¿ 0, we have ‖Pnf − f‖= ‖Pnf − f‖ and !2(f;  ) =
!2(f; ( )=2);  ¿ 0, where f(x) := f((x)=2); x∈R.
The upper bound (direct inequality) in (38) is an immediate consequence of (22) and (26). To
prove the converse inequality, we shall need the following two auxiliary results.
Denote by g the probability density of the random variable S3. From Proposition 2.1, or from
(15), it can be checked that
g(u) =
1
24
3∑
k=0
(−1)k
(
3
k
)
(3− 2k − u)2+; u∈R:
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On the other hand, it follows by calculus that
c :=
∫
R
(g(1)(u))2
g(u)
du=
√
3
2
ln
√
3 + 1√
3− 1
(
0
0
= 0
)
: (39)
Finally, let (Tk; k ∈N∗) be a sequence of independent identically distributed random variables having
g as their common probability density.
Our 4rst auxiliary result actually follows from Knoop and Zhou [19, p. 55]. Nevertheless, we give
here a proof of it for the sake of completeness.
Lemma 4.2. Let n∈N∗ and let f be a bounded function. Set Q = P3. Then,
‖(Q2nf)(2)‖6 c
n
‖f‖;
where c is de6ned in (39).
Proof of Lemma 4.2. Let n∈N∗, x∈R and let f be a bounded function. The smoothness of g
implies that
(Qf)(1)(x) =
d
dx
∫
R
f(u)g(u− x) du=−Ef(x + T1)h(T1); (40)
where h(x) := g(1)(x)=g(x). For i = 1; : : : ; n, we have from Fubini’s theorem that
(Qnf)(1)(x) =−EQn−1f(x + Ti)h(Ti) =−1n
n∑
i=1
EQn−1f(x + Ti)h(Ti)
=−1
n
Ef(x + T1 + · · ·+ Tn)(h(T1) + · · ·+ h(Tn)): (41)
Choosing f ≡ 1 in (40), we see that Eh(T1) = 0. Hence, we have from (39), (41) and Schwarz’s
inequality that
‖(Qnf)(1)‖6 ‖f‖
n
E1=2(h(T1) + · · ·+ h(Tn))2 = ‖f‖
√
c
n
:
We therefore obtain from Proposition 3.1(b) and (c) that
‖(Q2nf)(2)‖= ‖[Qn(Qnf)(1)](1)‖6 ‖(Qnf)(1)‖
√
c
n
6
c
n
‖f‖;
thus completing the proof of Lemma 4.2.
Lemma 4.3. Let n∈N∗ and f∈M(2). Set Q = P3. For any k ∈N∗, we have
‖(Q2nf)(2)‖6 360k(1 + kc)
5n(12k − c) + 2c‖P
nf − f‖:
Proof of Lemma 4.3. Let n; k ∈N∗, x∈R and f∈M(2). Denote by +i := +i(n)=ESin; i∈N∗. Using
a Taylor series expansion and taking into account that the symmetry of Sn implies that +1 = +3 = 0,
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we have
PnQ2n(k+1)f(x)− Q2n(k+1)f(x) = EQ2n(k+1)f(x + Sn)− Q2n(k+1)f(x)
=
+2
2
[Q2n(Q2nkf − f)](2)(x) + +2
2
(Q2nf)(2)(x) +
1
4!
ES4n (Q
2n(k+1)f)(4)(.); (42)
where . is a random point between x and x + Sn.
By the direct inequality in (38), Q2nkf − f is bounded. Therefore, by Lemma 4.2, the 4rst term
on the right-hand side in (42) is bounded above by
c+2
2n
‖Q2nkf − f‖: (43)
Similarly, recalling Proposition 3.1(b), the last term on the right-hand side in (42) is bounded by
+4
4!
‖[Q2nk(Q2nf)(2)](2)‖6 c+4
4!nk
‖(Q2nf)(2)‖: (44)
Inserting estimates (43) and (44) in (42), we obtain(+2
2
− c+4
4!nk
)
‖(Q2nf)(2)‖6 ‖Pnf − f‖+ c+2
2n
‖Q2nkf − f‖
6
(
1 +
3ck+2
n
)
‖Pnf − f‖; (45)
where we have used that ‖Q2n(k+1)(Pnf − f)‖6 ‖Pnf − f‖ and the triangular inequality. Since
+2 =
n
3
and +4 =
n(n− 1)
3
+
n
5
;
the conclusion follows from (45).
We are in a position to prove the converse inequality in (38). To this end, let n∈N∗, x∈R and
06 h6
√
n=3. By (15), Lemma 4.3 and the triangular inequality, we have
|2hf(x)|6 |2h(f − Q2nf)(x)|+ |2hQ2nf(x)|
6 4‖Q2nf − f‖+ h2|P2h(Q2nf)(2)(x)|
6 24‖Pnf − f‖+ n
3
‖(Q2nf)(2)‖6
(
24 +
120 nk(1 + kc)
5n(12k − c) + 2c
)
‖Pnf − f‖
6 24
(
1 +
k(1 + kc)
12k − c
)
‖Pnf − f‖6 29‖Pnf − f‖;
where the last inequality follows by calculus. This shows the lower bound in (38) and completes
the proof of Theorem 4.1.
Remark 4.4. The constant 32 in front of the second modulus in (37) is better than that reported in
[1]. On the other hand, let Ln be an n-fold convolution operator of the general form
Lnf(x) := Ef
(
x + 
n∑
k=1
Zk
)
; x∈R; ¿ 0; n∈N∗;
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where (Zk; k ∈N∗) is a sequence of independent identically distributed symmetric random variables
having a 4nite fourth moment. In this setting, a similar result to Theorem 4.1 is valid, provided that
the following conditions are satis4ed. For some j∈N∗ (j = 3 in the proof of Theorem 4.1), the
random variable Z1 + · · ·+ Zj has a di2erentiable probability density gj such that
(i) ∫
R
(g(1)j (u))
2
gj(u)
du¡∞
and
(ii) For any bounded function f, we have
(Ljf)
(1)(x) =−
∫
R
f(x + u)g(1)j (u) du; x∈R:
The proof of this general result follows along the lines of that in Theorem 4.1. Note that the
crucial point in the proof of Theorem 4.1 is that the coePcient on the left-hand side in (45) be
strictly positive. This condition can always be guaranteed in the general case by choosing k large
enough.
5. Applications
In this section, we consider some applications of Theorems 3.2 and 4.1 above in approximation
theory and applied probability.
5.1. Simultaneous approximation and divided di9erence expansions
When approximating a smooth function f by a sequence of positive linear operators, an interest-
ing problem is to simultaneously approximate f and its derivatives by the approximants and their
derivatives (see, for instance, [7, p. 245, 22,5]). We shall restrict our attention to the case in which
the approximants have the form Pnf as described in (14), known as the Steklov functions of f in
the literature on approximation theory.
Recalling Proposition 3.1(c), Theorem 4.1 gives us the following immediate consequence.
Corollary 5.1. Let r ∈N and let f∈C(r) be such that f(k) ∈M(2); k = 0; : : : ; r. For any n∈N∗
and ¿ 0, we have
1
29
!2
(
f(k); 
√
n
12
)
6 ‖(Pnf)(k) − f(k)‖6
3
2
!2
(
f(k); 
√
n
12
)
; k = 0; : : : ; r:
On the other hand, it is well-known (cf. [7, p. 46]) that the nth derivative of a function f can be
approximated by its symmetric di2erences of order n. This property is an immediate consequence of
Proposition 3.1(a). Indeed, if f∈A(n) and x is a continuity point of f(n), we have from (15) and
Proposition 3.1(a) that
lim
→0
nf(x)
n
= lim
→0
Pnf
(n)(x) = f(n)(x): (46)
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If, in addition f(n) ∈M(2), then Theorem 4.1 provides the approximation formula in (46) with rates
of uniform convergence, as we have
1
29
!2
(
f(n); 
√
n
12
)
6
∣∣∣∣
∣∣∣∣nf(x)n − f(n)
∣∣∣∣
∣∣∣∣6 32 !2
(
f(n); 
√
n
12
)
; ¿ 0: (47)
Finally, in view of the approximation procedure in (46), the problem of simultaneous approxima-
tion can be posed in a more general setting, without di2erentiability requirements on the function
under consideration. In other words, if f∈M(2), we can simultaneously approximate any symmet-
ric di2erence khf in terms of the smooth approximants P
n
f. Actually, since 
k
hP
n
f = P
n

k
hf and
khf∈M(2), as follows from (3), we have for any k ∈N, n∈N∗, h¿ 0 and ¿ 0 that
1
29
!2
(
khf; 
√
n
12
)
6 ‖khPnf − khf‖6
3
2
!2
(
khf; 
√
n
12
)
;
as follows from Theorem 4.1.
On the other hand, we see from (4) and (7) that formula (46) is a particular case of divided
di2erence expansions of the form
[x0; : : : ; xn]f =
p−1∑
k=n
ck(x)
f(k)(x)
k!
+ Rp; x∈ [x0; xn]; (48)
where f is smooth enough, p¿ n+ 1, Rp is a remainder term and
ck(x) := [x0; : : : ; xn](· − x)k : (49)
There are many applications in numerical analysis of expansions of the form (48), such as 4nite
di2erence schemes for boundary-value problems (see Floater [11] and the references therein). Denote
by ‖ · ‖ the sup-norm over the interval [x0; xn]. Using divided di2erence techniques, Floater [11,
Theorems 2 and 3] has shown that
|n![x0; : : : ; xn]f − f(n)( Qx)|6 cn+2( Qx)(n+ 2)(n+ 1) ‖f
(n+2)‖6 n24 Q2‖f(n+2)‖; (50)
provided that f∈C(n+2). To this respect, we give the following.
Corollary 5.2. For any n∈N∗, we have
(a) If f∈A(n) and f(n) ∈M(2), then
|n![x0; : : : ; xn]f − f(n)( Qx)|6 32 !2(f
(n); Var1=2(Zn(1 ;:::;n))): (51)
(b) If f∈C(n+2), then
|n![x0; : : : ; xn]f − f(n)( Qx)|6
Var(Zn(1 ;:::;n))
2
‖f(n+2)‖
6min
(
n∗(n∗ + 1)2(n∗ + 2)m2
(n+ 1)2(n+ 2)
; n
) Q2
12
‖f(n+2)‖: (52)
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Proof. Part (a) is an immediate consequence of (7), (12) and (22), as we have
n![x0; : : : ; xn]f = Ef(n)(x0 + Zn(1 ;:::;n)) = P
n
(1 ;:::;n)f
(n)( Qx): (53)
On the other hand, if f∈C(n+2), we use a Taylor’s expansion of second order in (53) to obtain
n![x0; : : : ; xn]f − f(n)( Qx) = 12 Ef
(n+2)(.)
(
x0 + Zn(1 ;:::;n) − Qx
)2 ; (54)
for some random point .∈ [x0; xn]. The 4rst upper bound in (52) readily follows from (54), while
the second one follows from (24). This completes the proof of Corollary 5.2.
Observe that estimate (51) is given under weaker smoothness assumptions than in (50). Also, it
follows from (7) and (49) that
cn+2( Qx) = [x0; : : : ; xn](· − Qx)n+2 = (n+ 2)!n! 2 E(x0 + Z
n
(1 ;:::;n) − Qx)2
=
(n+ 1)(n+ 2)
2
Var(Zn(1 ;:::;n)):
Therefore, the 4rst upper bounds in (50) and (52) coincide. However, the second upper bound in
(52) is better than the second upper bound in (50).
5.2. Approximation of ruin probabilities in the classical risk model
From now on, unless otherwise speci4ed, all of the random variables appearing in a same ex-
pression are supposed to be mutually independent. Also, any random variable endowed with a zero
subscript is supposed to be null.
We consider the classical collective risk model, in which insurance claims occur according to a
Poisson process (N (t); t¿ 0) with intensity 2¿ 0, and the individual claim amounts (Xi)i¿1 are
identically distributed and positive random variables with 4nite mean. Suppose that the insurance
company starts with initial capital U (0) := u¿ 0 and receives premiums at a constant rate c¿2EX1,
so that its wealth U (t) at time t is given by
U (t) := u+ ct −
N (t)∑
i=0
Xi; t¿ 0: (55)
The probability of eventual ruin  (u) is the probability that U (t) is ever negative, i.e.
 (u) = 1− P(L6 u); u¿ 0; (56)
where
L := sup
t¿0
(
N (t)∑
i=0
Xi − ct
)
(57)
is the maximal aggregate loss random variable. It is well-known (cf. [13, Chap. III]) that L can be
written as
L=
M∑
i=0
Li; (58)
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where M has the geometric distribution
P(M = n) =
(
1− 2EX1
c
)(
2EX1
c
)n
; n∈N; (59)
and (Li)i¿1 are identically distributed positive random variables (called the record lows), such that
L1 has the equilibrium distribution of X1, i.e.,
P(L16 x) =
1
EX1
∫ x
0
P(X1 ¿s) ds; x¿ 0: (60)
It follows from (56) and (58) that the probability of non ruin is given by the so-called Beekman’s
convolution formula
1−  (u) = P(L6 u) =
∞∑
n=0
P(M = n)P(L1 + · · ·+ Ln6 u); u¿ 0: (61)
We shall restrict our attention to discrete claim amounts. In this setting, the ruin problem has
been treated in great generality by Picard and LefTevre [23,24] (see also [8]). These authors have
obtained exact formulae for 4nite and in4nite time ruin probabilities in terms of generalized Appell
polynomials, also extending the risk model in (55) by considering non necessarily linear premium
incomes. It is also worth mentioning that Ignatov and Kaishev [16] have found connections between
4nite-time ruin probabilities and B-splines in a more general setting than that in (55).
The exact calculus of ruin probabilities, however, may be time consuming. It therefore seems
interesting to approximate the distribution of the random variable L in (61) by the distribution of
L˜=
M∑
i=0
L˜i; (62)
where the random variables L˜i are discrete and close to Li. This has the advantage that there are
well-known recursion formulae to evaluate the distributions of random variables of the form (62)
(we refer to [31] for a survey of such recursive methods, including Panjer’s recursion). In Theorem
5.5 below, we actually estimate the Kolmogorov distance between L and L˜, as an application of
Theorem 4.1.
In what follows, we shall assume that the claim amounts Xi have the form Xi := Zi; i∈N∗, where
Zi is N-valued and ¿ 0 is 4xed. Let (Z˜ i)i¿1 be a sequence of N-valued, identically distributed
random variables such that
P(Z˜1 = k) :=
P(Z1 ¿k)
EZ1
; k ∈N: (63)
On the other hand, let (Ui)i¿1 and (Vi)i¿1 be two sequences of identically distributed random
variables such that U1 (resp. V1) is uniformly distributed on [0; 1] (resp. on [ − 1; 1]). Finally,
X ≡ (L)Y means that the random variables X and Y have the same law.
Lemma 5.3. With the preceding notations, we have
Li ≡ (L)  (Z˜ i + Ui) ≡ (L) 
(
Z˜ i +
1
2
+
Vi
2
)
; i∈N∗: (64)
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Proof. It follows from (60) that
P
(
L1

6 x
)
=
1
EZ1
∫ x
0
P(Z1 ¿s) ds=
1
EZ1
∫ x
0
P(Z1 ¿s) ds; x¿ 0: (65)
On the other hand, let l∈N and x∈ (l; l+ 1]. By (63), we have
P(Z˜1 + U16 x) = P(Z˜1 ¡l) +
P(Z1 ¿l)
EZ1
(x − l): (66)
From (65) and (66), we see that the densities of the random variables L1= and Z˜1 + U1 coincide
except on N, thus showing the 4rst equality in Lemma 5.3. The second one follows from the fact
that 2U1 − 1 ≡ (L)V1. The proof of Lemma 5.3 is complete.
It should be observed that Lemma 5.3 is implicitly contained in the works by Shiu [28,29]. For
any r ∈N∗, we consider the rounding of the random variable Li de4ned by
L˜i := L˜i(r) =
(
rLi=+ 12
)

r
; i∈N∗; (67)
where x stands for the integer part of x. Accordingly, we de4ne
L˜ := L˜(r) =
M∑
i=0
L˜i: (68)
Rounding procedures similar to that in (67) are well-known in the literature of risk theory (see, for
instance, [13, Chap. III]). However, instead of rounding to the lower or to the upper endpoint of each
interval k=r ¡Li ¡ (k +1)=r; k ∈N, we round to the midpoint. As follows from (69) below, this
has the advantage of preserving the mean of the original random variable Li, i.e., EL˜i =ELi; i∈N∗
and therefore EL˜= EL.
Lemma 5.4. For any i∈N∗, we have
Li ≡ (L)L˜i + 2r Vi (69)
and
L˜i ≡ (L) 
(
Z˜ i +
1
r
(
Yi +
1
2
))
; (70)
where (Yi)i¿1 is a sequence of identically distributed random variables such that P(Y1 = k) =
1=r; k = 0; : : : ; r − 1.
Proof. The proof of (69) being similar to that in Lemma 5.3, we shall only show (70). Since
k + x= k + x; k ∈N; x¿ 0, we have from Lemma 5.3 and (67) that
L˜i ≡ (L)
(
rZ˜ i + rUi+ 12
)

r
= 
(
Z˜ i +
1
r
(
rUi+ 12
))
:
This shows (70) by setting Yi = rUi and completes the proof of Lemma 5.4.
Denote by m(X ) the mode of a random variable X having a lattice distribution. An estimate of
the Kolmogorov distance between the random variables L and L˜ is given in the following.
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Theorem 5.5. Let F and F˜ be the distribution functions of the random variables L and L˜ as de6ned
in (58) and (68), respectively. For any r ∈N∗, we have
‖F − F˜‖6Eg(M) m(Z˜1)
r
=
P(Z1 ¿ 0)
EZ1
Eg(M)
1
r
; (71)
where
g(n) :=
1
2
1{1;2}(n) +
3
2
⌈√
n
12
⌉
1[3;∞)(n); n∈N: (72)
Proof. Denote by G˜ the distribution function of the random variable L˜1 as de4ned in (67) and by
G˜∗n its n-fold convolution distribution function. It follows from (58), (69) and (14) that
F(x) =P(M = 0) +
∞∑
n=1
P(M = n)EG˜∗n
(
x +

2r
(V1 + · · ·+ Vn)
)
=P(M = 0) +
∞∑
n=1
P(M = n)Pn=rG˜
∗n(x); x¿ 0;
and therefore that
‖F − F˜‖6
∞∑
n=1
P(M = n)‖Pn=rG˜∗n − G˜∗n‖: (73)
Straightforward but tedious computations give us
‖Pn=rG˜∗n − G˜∗n‖=
m(
∑n
i=1 L˜i)
2
6
m(L˜1)
2
; n= 1; 2: (74)
On the other hand, using Theorem 4.1, (20) and the fact that G˜∗n is a nondecreasing function we
have
‖Pn=rG˜∗n − G˜∗n‖6
3
2
!2
(
G˜∗n;

r
√
n
12
)
6
3
2
!1
(
G˜∗n;

r
√
n
12
)
: (75)
From (75) and (21), we obtain
‖Pn=rG˜∗n − G˜∗n‖6
3
2
⌈√
n
12
⌉
!1
(
G˜∗n;

r
)
=
3
2
⌈√
n
12
⌉
m(L˜1 + · · ·+ L˜n)6 32
⌈√
n
12
⌉
m(L˜1); (76)
where the equality in (76) follows from the fact that G˜∗n is a lattice distribution with span =r. On
the other hand, we have from (63) and (70) that
m(L˜1) = m
(
Z˜1 +
1
r
Y1
)
=
m(Z˜1)
r
=
P(Z1 ¿ 0)
EZ1
1
r
: (77)
The conclusion follows from (73), (74), (76) and (77). The proof of Theorem 5.5 is complete.
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Denuit and Van Bellegem [6] have obtained general results concerning distances between random
sums. Applying Proposition 4.3. by Denuit and Van Bellegem [6] to the case at hand, we obtain
‖F − F˜‖6E[M ]‖G − G˜‖= E[M ]m(Z˜1)
2r
; (78)
where G is the distribution function of the random variable L1 and the equality in (78) follows by
calculus. It is readily seen from (72) that g(n)6 n=2; n∈N. Therefore, estimate (71) is better than
that in (78). Finally, recall that Theorem 4.1 is stated for arbitrary functions f∈M(2). Therefore,
this theorem could be applied when other distances are taken into consideration, such as stop-loss
or total variation distances. Details are omitted.
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