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Abstract
Fiber bundle models (FBM’s) have been used to model the failure of fibrous composites as
load-sharing systems since the 1960’s when Rosen (1964 and 1965) conducted some remarkable
experiments on unidirectional fibrous composites. These experiments gave seminal insights into
their failure under increasing tensile load. However, over the last thirty years FBM’s have been
used to model catastrophic failure in other situations by the physical science community and
others. The purpose of this paper is to sketch some research on load-sharing models and statis-
tical analysis methods that have been overlooked by this community. These are illustrated by
summarizing the findings regarding Rosen’s Specimen A experiments and presenting the neces-
sary results needed for this. Related research about the bundle breaking strength distribution
and the joint distribution (the Gibbs measure) regarding the state (failed or unfailed) of the
bundle components at a given load per component, s, is also given.
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1 Introduction
Fiber bundle models (FBM’s) have been used to model the failure of fibrous composites as
load-sharing systems since the 1960’s when Rosen (1964 and 1965) conducted some remarkable
experiments on unidirectional fibrous composites. These experiments gave seminal insights into
their failure under increasing tensile load. However, over the last thirty years FBM’s have been
used to model catastrophic failure in other situations (Kun et al., 2006, and Hansen et al., 2015)
by the physical science community and others.
Kun et al. (2006) is one of several introductory chapters in a book cited in the references where
the chapters after the introduction are specialized applications of the FBM in the geosciences. On
the other hand Hansen et al. (2015)’s book is an excellent introduction to FBM’s that is accessible
to nonphysicists. The purpose of this sketch is not to give a comprehensive review of the literature
(the latter two references and Li et al., 2018, are good sources to start this) but rather to sketch
some research on load-sharing models and statistical analysis methods relevant for FBM’s that
have been overlooked by the physical science community. These are illustrated by summarizing the
findings from Li et al. (2018) regarding Rosen’s Specimen A experiments and the necessary results
needed for this. Related research about the bundle breaking strength distribution and the joint
distribution (the Gibbs measure) regarding the state (failed or unfailed) of the bundle components
at a load per component, s, is also given.
In Section 2, a threshold distribution (a scale mixture) is given for the bundle breaking strength
when the bundle component strengths are independent Weilbulls. The bundle strength distribution
is a gamma type mixture over the gamma scale parameter where the scale mixing distribution is
totally determined by the load-sharing rule. In Section 3, the construction of the joint distribution
of the components’ states is given. It is a Gibbs measure that has a simple local structure given
in (3.6) in terms of the log odds of a component strength distribution evaluated based on the
load-sharing rule.
Rosen’s Series A specimen experiments are described in Section 4. The nonparametric Bayes
estimation of the component strength distribution is given in Section 4.2 where a partition based
prior is used because the component breaking strengths from Rosen’s photographs of Specimen
A-7 are all censored. The local structure of the load-sharing that was used in the analysis of the
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photographs sufficed for this purpose but did not define a load-sharing rule. This is needed to
model the Series A Specimen breaking strengths as a chain-of-grid-bundles in Section 4.5 and to
define the Gibbs measure for the 4× 4 grid-bundle in Section 4.6. In Section 4.3, it is shown that,
when the local structure of the load-sharing defines one step transition probabilities for a Markov
chain, absorbing state probabilities for the chain can be used to define a monotone load-sharing
rule based on this local structure.
To keep the paper self-contained, a simple presentation of the extreme value asymptotics needed
in Section 4.5 is given in Section 4.4. (A brief but complete theory for minimum extreme value
asymptotics can be found in Chapter 8 of Barlow and Proschan, 1975.) With regard to chain-of-
bundles asymptotics, Harlow et al. (1983) addressed this for bundles that were parallel systems
of k components under monotone load-sharing. They showed that, when the component strength
distribution behavior was Weibull-like with shape parameter ρ at the origin, the chain breaking
strength was asymptotically Weibull with shape parameter kρ where k is referred to, later, as the
inflation factor. They also noted that much of the load-sharing used in the literature was local
in structure and did not lend itself for asymptotic purposes; you needed to have a load-sharing
rule that prescribes the load-sharing for all possible configurations of unfailed components. Their
asymptotic results were derived for load-sharing rules that were what they called monotone load-
sharing rules. Lynch (2001) considered the same situation, but for Weibull components and, as
such, was able to exploit the bundle threshold representation given in Durham and Lynch (2000).
Using this representation, he was able to obtain not just limit results but approximations and
investigated not just parallel systems but arbitrary systems. In this case the inflation factor is the
size of the smallest cut set defined later.
Finally, in Section 5, we have two concluding comments regarding FBM’s. The first is in regards
to the Markovian behavior of the component failures under increasing load. The second describes
how, with certain assumptions on component degradation, the results in the previous sections might
be pieced together to develop a theory and methods to analyze cycles to failure testing data.
The following notation is used in later sections.
Notation:
(i) X ∼ f or X ∼ F denotes that the random variable X has distribution F or density f .
(ii) In a different context than (i), An ∼ Bn means An/Bn n→∞−→ 1.
Analysis for Fiber Bundle Failure 4
(iii) A(ε) = o(ε) means A(ε)/ε
ε→0−→ 0.
2 Threshold Representations
In Section 2.1 we give threshold representations for the order statistics of iid exponential random
variables. It is well known that the asymptotic distribution of the kth order statistic is a gamma
with shape parameter k. A consequence of the representations given here is that, for a random
sample of size the n, the kth order statistic’s exact distribution is a scale mixture of gammas with
shape parameter k where the mixing is over the scale parameter and the mixing distribution is
based on a convolution of k − 1 uniforms and the sample size n.
Similar representations are given in Section 2.2 for the breaking strengths in a fiber bundle. Here
the mixing distributions are also convolutions of uniforms which are based on the load-sharing rule
for bundle and the shape parameter is related to the number of fiber components that break in the
bundle.
2.1 A Threshold Representation for Order Statistics
Following Grego and Lynch (2006), let X1, X2, . . . , Xn be iid random variables with distribution
F and density f . Denote their ordered values by X1;n < X2;n < · · · < Xn;n. Then, for 1 ≤ k < l ≤ n
and 0 < x < y, (Xk;n, Xl;n) ∼ fk,l,n(x, y), where
fk,l,n(x, y) ∝ (F (x))k−1f(x)(F (y)− F (x))l−k−1f(y)(F¯ (y))n−l. (2.1.1a)
When X1, X2, . . . , Xn and iid unit exponentials (i.e., F¯ (x) ≡ 1− F (x) = e−x),
fk,l,n(x, y) ∝ (1− e−x)k−1e−x(e−x − e−y)l−k−1e−y(e−y)n−l
= (1− e−x)k−1e−(l−k)x(1− e−(y−x))l−k−1e−(n−l+1)y (2.1.1b)
= (1− e−x)k−1e−(n−k+l)x(1− e−(y−x))l−k−1e−(n−l+1)(y−x)
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Since
1− e−x
x
=
∫ 1
0
e−θxdθ, (2.1.1c)
(1− e−x)k−1
xk−1
=
∫ k−1
0
e−θxbk−1(θ)dθ (2.1.1d)
and
(1− e−(y−x))l−k−1
(y − x)l−k−1 =
∫ l−k−1
0
e−θ(y−x)bl−k−1(θ)dθ (2.1.1e)
where bm(θ) denotes the convolutions of m uniforms on [0, 1]. So,
fk,l,n(x, y) =
∫∫
θk1x
k−1e−θ1x
(k − 1)!
θl−k2 (y − x)l−k−1e−θ2(y−x)
(l − k − 1)! ak;n(θ1)al−k;n(θ2)dθ1dθ2 (2.1.2a)
where
ak;n(θ) ∝ bk−1(θ − (n− k + 1))
θk
and al−k;n(θ) ∝ bl−k+1(θ − (n− l + 1))
θl−k
. (2.1.2b)
Thus, ak;n(θ) and al−k;n(θ) are probability densities that are positive on the intervals [n− k+ 1, n]
and [n − l + 1, n], respectively, and vanish off their complements; they are size biased, shifted
convolutions of uniforms. They also quantify the error in the gamma approximation to fk,l;n(x, y).
The mixture representation given in (2.1.2) for order statistics is related to representations
for load-sharing systems given in Lynch (1999) and Durham and Lynch (2000) where the mixing
distribution was not specified as it was done here for order statistics. The complete specification
for load-sharing systems was given, though, in Li and Lynch (2011).
Let X,Y,Θ1 and Θ2 denote the random variables given by the construction in (2.1.2). Then,
from (2.1.2a), the joint density of these random variables is
fX,Y,Θ1,Θ2(x, y, θ1, θ2) =
θk1x
k−1e−θ1x
(k − 1)!
θl−k2 (y − x)l−k−1e−θ2(y−x)
(l − k − 1)! ak;n(θ1)al−k;n(θ2) (2.1.3)
where (X,Y ) ∼ fk,l;n(x, y). It follows from (2.1.3) that Θ1 ∼ ak;n(θ1) and Θ2 ∼ al−k;n(θ2).
It also follows from (2.1.3) that X and Y given Θ1 and Θ2 have joint conditional density
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fX,Y |Θ1,Θ2(x, y | θ1, θ2) =
θk1x
k−1e−θ1x
(k − 1)!
θl−k2 (y − x)l−k−1e−θ2(y−x)
(l − k − 1)!
= fX|Θ1(x | θ1)fY |X,Θ2(y | x, θ2) (2.1.4)
From (2.1.2b) and (2.1.3), the joint conditional density of Θ1 and Θ2 given X and Y is
fΘ1,Θ2|X,Y (θ1, θ2 | x, y) =
e−xθ1bk−1(θ1 − (n− k + 1))
lk−1(x)
e−(y−x)θ2bl−k+1(θ2 − (n− l + 1))
ll−k−1(y − x)
= fΘ1|X(θ1 | x)fΘ2|X,Y (θ2 | x, y) (2.1.5)
where the normalizing constants in the denominator are in terms of the Laplace transforms of
the convolutions of uniforms. The term in the middle identity of (2.1.5) is a product of these
exponentially tilted convolutions and shows that Θ1 and Θ2 are conditionally independent given
X and Y .
In the next section similar distributional results to those given in (2.1.2-5) are excerpted from
Li and Lynch (2011), Section 3 for load-sharing systems (bundles). See that reference for all the
details.
2.2 Threshold Representations Related to the Bundle Strength
In this section, we derive the threshold representations of the joint distribution of the Phase I
failure strengths and of the system strength for a monotone load-sharing system and some conse-
quences of these representations.
The strength of a load-sharing system is based on the nominal load per component (the
load per component), say s. We assume that there are n components in a system which are labeled
by N = {1, 2, . . . , n}. Let M ⊆ N denote the set of working components in N . Then the load at
component i ∈ M for a nominal load per component s is given by λi(M)s. These non-negative
constants, λi(M), quantify the load-sharing and the collection {λi(M) : i ∈M,M ⊆ N} is called a
load-sharing rule.
When a system of components is subjected to an increasing load, the functioning components
share the load according to the load-sharing rule for the system. As the load is increased, a
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component fails if its strength is less than the load given by the load-sharing rule. There are
two types of failures for an individual component. When a component fails directly due to the
increasing load, it is referred as a Phase I failure. We refer to the nominal load that causes a
Phase I failure as a Phase I breaking stress. A Phase I failure can initiate a series of additional
instantaneous failures (referred as Phase II failures) as further load is transferred from the
previous failed components. The load that is transferred is also determined by the load-sharing
rule. If the system has not failed under this Phase I/II cycle, the load is increased and the
system eventually undergoes another cycle. This continues until a collection of components fail
that cause system failure.
To describe load-sharing rules and the process of system failure, we introduce the notation for a
breaking pattern. Following Lynch (1999) and Durham and Lynch (2000), the encoding notation
for a breaking pattern is a listing in the form
p ≡ p1p2 · · · pf (2.2.1a)
where
pm ≡ im(Am1(Am2(· · · (Amkm) · · · ))),m = 1, 2, . . . , f. (2.2.1b)
The breaking pattern in (2.2.1) consists of f failure cycles and pm is referred to as the m
th
failure cycle. Components i1, i2, . . . , if in the listing are not enclosed in parentheses and indicate
components that undergo a Phase I failure. The index f is the number of Phase I/II cycles. Note
that an isolated Phase I failure, say im, may initiate no Phase II failures but is still referred to as
a Phase I/II cycle, in which case, pm = im.
The parenthetically nested collection of components, the subscripted sets A in (2.2.1b) between
the Phase I failures indicate the Phase II failures they initiate. The number of right parentheses
indicates the number of Phase II groups of components within a Phase I/II cycle. The groupings
indicated by the left parentheses are groupings of components that fail due to load transfer caused
by the preceding group’s failure. Note the subscripted sets B and C, below, are defined in terms
the A’s given by the pattern in (2.2.1b). See Li and Lynch (2011) for details. (In Hansen et al.,
2015, the Phase II failures in a cycle are called a burst and the nested parenthetical groupings are
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referred to as inclusive bursts. An important topic, among many, in this book is the distribution
of the size of bursts and that of its behavior (power laws) as a function of the size of bundle.)
Following Harlow et al. (1983), a load-sharing rule is referred to as a monotone load-sharing
rule if
λi(L) ≥ λi(M) for all i ∈ L,L ⊆M ⊆ N,
and ∑
i∈M
λi(M) > 0,M ⊆ N.
Since the load-sharing is monotone, the following system of equations and inequalities for x and
s must be satisfied based on the notation from (2.2.1):
xiu = λiu(N − Cu)su, u = 1, . . . , f (C1)
and
λi′(N − Cu −Bu(m−2))su < xi′ ≤ λi′(N − Cu −Bu(m−1))su (C2)
for u = 1, . . . , f , i′ ∈ Aum and m = 1, . . . , ku where Bu(−1) = ∅.
In (C1) write
aiu = λiu(N − Cu) (C3a)
and let
Li′ = λi′(N − Cu −Bu(m−2)) and Ui′ = λi′(N − Cu −Bu(m−1)) (C3b)
Then, from (C3b) the two bounds for the strength of component i′ in (C2) can be written as
Li′Su < xi′ ≤ Ui′su. (C4)
Now consider a load-sharing system under increasing load per component, s, consisting of n
components with independent component strengths X1, X2, . . . , Xn. Let C denote the random
variable for the number of cycles for component strengths X1, X2, . . . , Xn when the system is a
parallel system. Let S1 < S2 < · · · < SC ≡ S denote the sequence of phase I breaking strengths
where S is the strength of the parallel system. Let {1, . . . , n} ≡ P0 ⊃ P1 ⊃ . . . ⊃ PC−1 denote the
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sets of components that survive the ith cycle, i = 1, . . . , C − 1. Then, since the load-sharing rule is
monotone,
Sc+1 = min
i∈Pc
Xi
λi(Pc)
for c = 0, . . . , C − 1.
We first use (C3) and (C4) to derive the joint density of all Phase I breaking stresses, denoted
by fs(S), for a system of n iid unit exponential components. We proceed as follows. Pick one of the
attainable breaking patterns, say p. (Certain patterns may not be attainable. See Li and Lynch,
2011, for details.) By (C3a&b), the joint density of S and Q where Q denotes the random breaking
pattern is
fS,Q(s, p) = P (Q = p | S = s)dFS(s)
=
∏
u=1,...,f
m=1,...,ku
i′∈Aum
[Fi′(Ui′su)− Fi′(Li′su)][
f∏
u=1
aiufiu(aiusu)]ds (2.2.2)
where we adopt the convention throughout that terms in the first product in (2.2.2) are equal to 1
when Aum = ∅.
Note that (2.2.2) is similar in form to (2.1.1a). Thus, if the fiber strengths are iid unit expo-
nentials, we get similar results to (2.1.2-5) from arguments similar to (2.1.1b-e). For example, the
strength distribution of the bundle is a mixture over the scale parameter of gammas with shape
parameter n. The mixing distribution itself is a mixture where the components in the mixing dis-
tribution are size-biased convolutions of uniforms where the uniforms are based on the load-sharing
rule and the failure pattern associated with that component.
For a load-sharing system with arbitrary structure, let P ∗ denote the set of path sets for the
structure. It is assumed without further comment that the systems are coherent; i.e., systems for
which all components are relevant in the sense that a component working or not affects whether
the system works. Coherent systems can be described in terms of path and cut sets. Recall (see
Barlow and Prochan, 1975) that a path (cut) set for a system is a set of components where, if all
the components in a path (cut) set work (fail), the system works (fails). Thus, the system works
(fails) if and only if at least one path (cut) set works (fails).
Given X1, X2, . . . , Xn, the collection {Pc} is random. The structure given by P ∗ still works
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if and only if the set of unfailed components is Pc ∈ P ∗. Thus, the strength of the structure is
S∗ = max
Pc∈P ∗
Sc+1 = max
Pc∈P ∗
min
i∈Pc
Xi
λi(Pc)
. Because P0 ⊃ P1 ⊃ . . . ⊃ PC−1, S∗ = Sc∗+1 where Pc∗ is the
smallest path set of the system structure among P0 ⊃ P1 ⊃ . . . ⊃ PC−1. It follows that Pc is a path
set for c ≤ c∗ and the complement of P cc∗+1 has to be a cut set of the structure. Let Ac and |A|
denote the complement and the cardinality, respectively, of the set A. For fiber strengths that are
iid unit exponentials, the strength distribution of the bundle is a mixture over both the scale and
shape parameter of gammas where the shape parameter is between P cc∗ and P
c
c∗+1. See Section 3 of
Durham and Lynch (2000) for a complete discussion regarding the value of the shape parameter.
The mixing distribution again is a mixture where the components in the mixing distribution are
size-biased convolutions of uniforms.
Comments:
(i) Extensions: Let X1, X2, . . . , Xn be independent Weibull strengths where the survival distribu-
tion of Xi is W (x;σi, ρ) = exp{−( xσi )ρ}. Consider a load-sharing system of these components with
load-sharing rule {λi(M) : i ∈ M,M ⊆ N}. Then, since Zi ≡ (Xiσi )ρ, i = 1, 2, . . . , n are iid unit
exponentials, the previous threshold representations for iid unit exponentials can be modified by
replacing the load-sharing rule {λi(M)} by {(λi(M)σi )ρ : M ⊆ N} and a change of variable from x
to x1/ρ.
(ii) Interpretation of the Parameters in the Threshold Representations: For Weibull strengths, the
distribution representations scale parameters are in terms of the load-sharing rule and contains the
mechanics regarding the bundle. On the other hand, the shape parameters contain the information
regarding the number of fiber failures prior to the catastrophic failure of the bundle and is some-
what analogous to crack growth and critical crack size in metals.
3 The Gibbs Distribution of the States of the Fiber Bundle Model
Below is a summary of results from Sections 2 and 4 in Li et al. (2018). In this formulation,
let N = {1, . . . , n} denote a set of sites/nodes. These nodes can either be occupied or empty.
The set A ⊆ N of occupied nodes will be referred to as a configuration and we are interested
in modeling the distribution of the configuration. In our contexts, the configurations are sets of
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working components in the fiber bundle.
One family of models are the Gibbs measures. A real valued function U(A), A ⊆ N with
U(∅) = 0 , will be called the energy on N . The Gibbs measure with energy U is given by
P (A) =
exp{−U(A)}
Z
for A ⊆ N (3.1a)
where Z is a normalizing constant
Z =
∑
A⊆N
exp{−U(A)} (3.1b)
referred to as the partition function in statistical mechanics and P (∅) = Z−1.
If U is an energy function on N , define V (A) for A ⊆ N by
V (A) = −
∑
B⊆A
(−1)|A−B|U(B) (3.1c)
where |A| denotes the cardinality of the set A. We have immediately
U(B) = −
∑
A⊆B
V (A) (3.1d)
since (3c&d) are just the Mo¨bius inversion formulas that relate U and V . We will call V the
potential corresponding to energy U .
It is implicit in equations (3.1) that the Gibbs measure satisfies the positivity condition :
P (A) > 0 for A ⊆ N. (3.2)
Since we can define the energy by U(A) ≡ logP (A)−logP (∅) for any probability measure satisfying
the positivity condition, we see that such a measure is a Gibbs measure.
In this case, the local structure for the Gibbs measure on the subsets of N is determined by
the log odds ratio of site i being occupied to that it is not given A\{i}, i.e.,
σi(A) ≡ log P (A)
P (A\{i}) . (3.3)
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Thus, from (3.3), (3.1a&b) and (3.1d) where in (3.1d),
σi(A) = log
P (A)
P (A\{i}) = U(A\{i})− U(A)
=
∑
K⊆A
V (K)−
∑
K⊆A\{i}
V (K) (3.4)
=
∑
K⊆A:i∈K
V (K).
Identity (3.4) gives a way to calculate the log odds ratios by summing potentials. The following
theorem shows, via the Mo¨bius inversion formula, how to obtain the potentials through the log
odds ratios.
Theorem 3.1 (Li et al., 2018, Theorem 2.1) Let σ(A) ≡ ∑
i∈A
σi(A). Then, for K 6= ∅,
V (K) =
∑
A⊆K
(−1)|K\A|σ(A)
|K| (3.5)
The starting point to define the Gibbs measure for load-sharing systems with component
strength distributions is (3.3) since the log-odds at a load per component s for the ith compo-
nent for configuration simply is
σi(A, s) = log
F i(λi(A)s)
Fi(λi(A)s)
. (3.6)
Let σ(A, s) ≡ ∑
i∈A
σi(A, s). Then, it follows from (3.5) and (3.1d), how the potentials, V (K, s),
and energy, U(A, s), are determined by these log-odds. In which case, the Gibbs measure for a
load-sharing system is Ps(A) =
exp{−U(A,s)}
Z(s) , for A ⊆ N .
The Gibbs measure, Ps, is determined by a large number of parameters/functions, {V (K, s)}.
Later, in our analysis of Rosen specimens we will see that the structure of the fitted Ps for the 4×4
Rosen grid can be approximated by much simpler Gibbs measures.
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4 A Description of Rosen’s Experiment: The Chain-of-Bundles
Model
In this section we discuss Rosen’s nine Series A specimens. Each specimen had a test section
that was “0.5×1 inch in size and 0.06 inch thick” and contained “90-100 parallel glassfibers of 0.005
inch diameter” (Rosen 1964, p. 1990). All nine specimens were tested under increasing load, seven
until they failed and two until a load at which the testing device malfunctioned. Specimen A-7
consisted of 93 fibers and is given special status since a sequence of photographs were taken until it
failed at an ultimate load (UL) of 116 pounds. Besides discussing various aspects of the analysis of
the specimen data in Sections 4, some technical background material needed regarding partitioned
based priors, Weibull plots, chain of bundle asymptotics and absorbing state load-sharing rules for
this discussion are also given.
4.1 The Chain-of-Bundles Model
Quoting from Li et al. (2018) “W. B. Rosen (1964, 1965) conducted some remarkable ex-
periments on unidirectional fibrous composites that gave seminal insights into their failure under
increasing tensile load. He discovered that no load could be borne through a fiber around a fiber
break in a composite for a distance he referred to as the ineffective length. This discovery led to
a grid system of components conceptualization where the nodes in the grid are ineffective length
fiber components. The component strengths are independent and a component/node fails when
the load at the node exceeds the component strength. The tension/interaction between the loads
and the component strengths creates dependencies between the nodes.”
“This conceptualization also led Rosen to model the composite as something he called a chain-
of-bundles model. The chain is a series system of parallel subsystems of nodes which he referred
to as bundles. The bundles were horizontal collections of nodes across the grid and the chain
fails when one of the bundles fails and where a bundle fails when all the components/nodes in the
bundle fail. No load is transferred between bundles but there is load-sharing between nodes in
a bundle described by a load-sharing rule. Originally he used the equal load-sharing rule where
load is carried equally within a bundle and load from a failed component in a bundle is transferred
equally to unfailed nodes/components within a bundle. But, he and later authors proposed more
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localized rules, some based on crack growth considerations, but only in horizontal bundles.”
4.2 The Analysis of Specimen A-7
“Grego et al. analyzed the photographs of specimen A-7 from one of Rosen’s experiments.
(Copies of these photographs are given there). For their analysis, they used a 22× 93 grid system
of components to estimate the component strength distribution since there were 93 fibers in the
specimen where each fiber was divided into 22 fiber segment components based on the median
ineffective length of the specimen.” In Figures 4 and 5, there, failures in the grid system correspond
to those in the photographs.
“In the experiments, photographs were taken to identify fiber fractures at a series of percentages
of the ultimate load. In the initial experiment, polarized transmitted light was used. At zero load,
the fibers are dark and the binder between fibers appears light. As the load increases, the fibers
appear brighter indicating increased load, and breaks appear as dark rectangular regions at random
locations. (The dark rectangular regions are determined by the ineffective length and their being
dark indicates that no load is borne in the region.)”
“The “X” shaped area of increased brightness around a break suggests that load is transferred
through the matrix material to unbroken fiber components that are diagonally and horizontally
(but not vertically) adjacent to the break. This means that a local load-sharing rule would be
appropriate to model load transfer where the load at a break is transferred equally in the six
diagonal and horizontal directions as depicted in Figure 2. See Grego et al. (2014) for further
details.”
The above description of the load-sharing sufficed for Grego et al.’s analysis but does not well-
define the load-sharing rule at this point and was not needed for their analysis. This is needed
later, though, to fit the Gibbs measure for the bundles in the chain-of-bundles model for Rosen’s
specimen data and discussed in the next subsection about absorbing state load-sharing rules.
The analysis in Grego et al. (2014) was based on a nonparametric Bayes procedure where the
prior was a Dirichlet process prior. The Dirichlet process parameter is a finite measure α(·) on
[0,∞). The normed Weibull distribution with shape parameter 6.5 and scale parameter 1.5 and
weight/norming constant α([0,∞)) = 50 was chosen for α(·). The choice of these values for the
shape and scale parameters were based on some apriori information cited in the paper.
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In an ideal situation, the Phase I breaking strengths could be measured but the Phase II
breaking strength are always censored and only known to be in a set of values. Since the data
for Specimen A-7 is a series of photographs where component failures are only known to occur in
a given photograph, all breaking strengths are censored. In such censoring situations, Dirichlets
priors can be converted to partitioned based Dirichlets (PBD) where the partition is determined by
the censoring sets (Sethuraman and Hollander, 2009). The data from Rosen’s photographs results
in a partition consisting of 22 intervals (not to be confused with the 22 rows in the grid for the
composite) based on the censoring.
In this situation, because all the observations are censored, the partition probabilities are just
multinomial probabilities where the Dirichlet process over a partition set is just a smoothing method
for the posterior probability of the strength distribution estimator over that set. When there is no
censoring in a multinomial problem with k cells (equivalent to a partition of size k) with a Dirichlet
prior, the posterior is Dirichlet where the posterior parameter is the prior parameter updated by
one for the cell that the observation appears in. When an observation is censored, e.g., say it is
only known to occur in the first two cells, the prior is used to assign the observation to cell 1 or cell
2. If it assigns it to cell 1 the prior parameter for cell 1 is updated by one while the assignment to
2 updates the prior parameter for cell 2. It follows that the posterior is then just a mixture of two
Dirichlets with these two updated parameters where the mixing proportions are just the assignment
probabilities from the prior Dirichlet. In general, the natural (conjugate) prior for these types of
nonparametric Bayes problems is a PBD where the posterior is just a PBD. The formal derivation
of these results can be found in Sethuraman and Hollander, (2009).
The main finding of the analysis in Grego et al. (see Figure 9 there) was that a Weibull with
ρ = 5 and σ = 2 was a reasonable model for the lower tail of the component strength distribution
of an ineffective length fiber. In Section 4.5, we discuss how Li et al. (2018) use this information
to see that a 4 × 4 grid is an appropriate size bundle to model Rosen’s specimen data as a chain-
of-bundles model and to determine the Gibbs measure for the of this size. We also discuss their
nonparametric estimation of the specimen breaking strength distribution for Rosen’s 9 specimen
breaking strengths. This estimate and its confidence bands are used to judge the validity of the
chain-of-bundles approximations given later.
The next two subsections give some necessary background material needed for this discussion.
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In Section 4.3, absorbing state load-sharing rules are used to well-define the local load-sharing rule
used in Grego et al.’s analysis and, in Section 4.6, to derive the Gibbs measure and investigate its
behavior. Weibull plots and chain-of-bundle asymptotics used in Section 4.5 are given in Section
4.4.
4.3 Absorbing State Load-Sharing Rules
Consider a network of components. A network is defined by a directed graph G = G(N,E)
where N = 1, 2, . . . , n and E are the sets of nodes/components and edges, respectively, in G. In
essence, the graph is the basis of a transition diagram for the Markov chain which will be used to
calculate the load-sharing rule. Let P = {pi,j : i and j = 1, . . . , n} = {pi,j} be a one-step transition
probability matrix on the nodes N of G where there is a directed edge from i to j in G if pi,j > 0.
The state of a node is either 1 or 0 indicating that the node works or has failed. Each component
i has a strength Si. Let s > 0 denote the load per n components that is imposed on the network
and let A denote the set of working components. Then, as before, the load at component i ∈ A is
given by λi(A)s and the component fails if λi(A)s < Si. The load is determined by a load-sharing
rule referred to as absorbing state load-sharing rules defined in terms of an absorbing state
Markov chain on the graph G. The notion of an absorbing state load-sharing rule is now formalized
and shown to be monotone.
For a set of working components A let AP = {Api,j} where, if i ∈ A, Api,j = 1 when j = i and
Api,j = 0 if not, and
Api,j = pi,j if i and j in A
c. By rearranging the rows and columns of AP it
can be rewritten as the partitioned matrix
AP =

AI A0
AR AQ

where AI is the |A| × |A| identity matrix, AQ is the subprobability matrix of one-step transition
probabilities from states in Ac, and AR is the matrix of one-step transitions from states in Ac
to those in A. Then, the absorption probabilities {AUi,j : i ∈ Ac, j ∈ A} satisfy the system of
equations
Aui,j =
∑
k∈Ac
Aqi,k
Auk,j +
Ari,j (4.3.1a)
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that can be written in matrix form as
AU = AQAU + AR. (4.3.1b)
Identity (4.3.1) has solution
AU =
∞∑
m=0
AQmAR ≡ (AI − AQ)−1AR. (4.3.2)
Interpret ui,j as the proportion of the load at i ∈ Ac that is transferred to j ∈ A. Then we
define an absorbing state load-sharing rule by
λi(A) = 1 +
∑
i∈Ac
Aui,j . (4.3.3)
Lemma 4.3.1 An absorbing state load-sharing rule is monotone.
Proof : Let A ⊂ B, j ∈ A and i /∈ B. Since any absorption path from i to j that contributes to
Bui,j is also one that contributes to
Aui,j ,
Bui,j ≤ Aui,j . Thus, from (4.3.3),
λj(B) = 1 +
∑
i∈Bc
Bui,j ≤ 1 +
∑
i∈Bc
Aui,j ≤ 1 +
∑
i∈Ac
Aui,j = λj(A). 
Remark: The transition matrix based on the local load-sharing rule used in the 22 × 93 grid to
analyze Specimen A-7 or any of the grids discussed later is defined as follows. Nodes in a grid
network are neighbors if they are adjacent diagonally or horizontally in the grid but not vertically.
Transition probabilities from any given neighbor to an adjacent neighbor is 1 over the number of
neighbors. This gives the one step transition matrix P that is used to define the load-sharing rule
given by (4.3.3).
4.4 Chain-of-Bundles: Weibull Plots and Minimums
Let F be a survival function. A Weibull probability plot of F is the graph {(lnx, ln[− lnF ]) :
x ≥ 0}. The Weibull probability plot of the Weibull survival function W (x, σ, ρ) = exp{−(x/σ)ρ}
is the linear graph {(lnx, ρ lnx− ρ lnσ) : x ≥ 0} with slope, the shape parameter ρ, and intercept
−ρ lnσ at x = 1.
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We now consider the behavior of the slope in a Weibull plot as x→ 0. Let F (x) ∼ Kxβ. Since
− lnF (x) = F (x)+o(F (x)) ∼ Kxβ, ln[− lnF (x)]−β lnx− lnK → 0 as x→ 0. So, the slope of the
Weibull plot behaves like β as x → 0. This has implications for the minimum from a distribution
F (x) ∼ Kxβ. The following lemma shows that the asymptotic distribution of the minimum is
Weibull with shape parameter β.
Lemma 4.4.1 Let Mr be the minimum of r observations from F (x) ∼ Kxβ. Then,
P (r1/βMr > x)
r→∞−−−→ exp{−Kxβ}.
Proof : From an argument similar to the one above in the preceding paragraph,
lnP (r1/βMr > x) = r lnF (x/r
1/β) ∼ −Kxβ. 
From Section 2.2, the strength survival distribution for a parallel load-sharing system of n iid
unit exponential strengths is, as x→ 0,
F (x) =
∞∑
j=n
∫
(θx)je−θx
j!
a(θ)d(θ) =
xn
n!
∫
θna(θ)dθ + o(xn) ≡ Kxn + o(xn) (4.4.1)
where the first identity follows from the threshold representation and the relationship of the gamma
distribution with integer shape parameter and the Poisson distribution. Thus, from Lemma 4.4.1,
for a chain of bundles of n parallel iid unit exponential components, the chain strength distribution
is asymptotically Weibull with scale parameter K =
∫
θn
n! a(θ)dθ and shape parameter n.
For n independent Weibull strengths with the same shape parameter, ρ, but with different scale
parameters, σi, i = 1, 2, . . . , n, we get the following from Comment (ii) in Section 2.2 by replacing
the load-sharing rule {λi(M)} by {(λi(M)σi )ρ : M ⊆ N} and changing x to xρ in (4.4.1):
FW (x) =
∞∑
j=n
∫
(θxρ)je−θxρ
j!
aW (θ)d(θ) =
xρn
n!
∫
θnaW (θ)dθ + o(x
ρn) ≡ KWxρn + o(xρn). (4.4.2)
Here aW (θ) is the mixing distribution based on the load-sharing rule {(λi(M)σi )ρ : M ⊆ N}.
For a bundle with arbitrary structure and fiber strengths that are iid unit exponentials, from
the discussion in Section 2.2, the strength distribution of the bundle is a mixture over both the
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scale and shape parameter of gammas where the shape parameter is between |P cc∗ | and |P cc∗+1|. It
is easy to see that (4.4.1) holds where n is replaced by the minimum shape parameter, say m, and
the constant K is based on the conditional mth moment of the mixing distribution of the scale
parameter given the shape parameter is m. Similarly, for independent Weibull strengths with the
same shape parameter, ρ, but with different scale parameters, (4.4.2) holds with n replaced by m.
Here the support of the shape parameter in the mixing distribution is contained in {ρ, 2ρ, . . . , nρ}.
Thus, combining (4.4.1) and (4.4.2) and the above comments with Lemma 4.4.1, we get the
following regarding the asymptotic distribution for the chain-of-bundles model.
Lemma 4.4.2 Consider a load-sharing bundle of n independent Weibull strength components with
the same shape parameter, ρ, with a given system structure. Let k denote the size of the small-
est cut set(s) for the structure. Then, the asymptotic distribution of the strength of the chain is
Weibull with shape parameter kρ and the scale parameter based on the kth moment of the mixing
distribution of the scale parameter given that the shape parameter is kρ.
Thus, for large chains, the inflation factor, k, the asymptotic chain Weibull shape parameter
is the critical number of failures in the bundle that cause catastrophic failure of the chain.
4.5 Modeling the Specimen Breaking Strength Distribution as a Chain-of-
Bundles
In this section, we summarize Li et al.’s (2018) investigation of the chain-of-bundles model with
grids for bundles as a model for the breaking strengths of Rosen’s Series A specimens. The data for
these specimens is in Table 2 there. Since there are two right censored observations, the Kaplan-
Meier (KM) estimator was used to construct the cdf plots and the Weibull plots in Figure 11 there.
The 95% condence bands in the plots are based on the KM estimator and the solid reference lines
are for the Weibull with shape and scale parameters ρs = 22.04 and σs = 117.69, respectively,
which are the values of the maximum likelihood estimates (mle) of these parameters. Here, the
subscript, s, is for specimen.
Simulations of size 10, 000, 000 were used to determine the grid strength distribution for various
size grids. The component strength distribution was Weibull with ρ = 5 and σ = 2 based on the
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discussion in the Section 4.2.2.
A reason for studying such grids is that they accommodate local load-sharing in not just the
horizontal direction. Zweben and Rosen (1970) and Zhao and Takeda (2000b) discuss local load-
sharing rules to define the size of small horizontal clusters (see Figure 1 in the latter) of ineffective
length fibers whose failure causes catastrophic failure of the composite. Zhao and Takeda found
that the Zweben-Rosen local load-transfer model would result in critical horizontal clusters of size
2−4 but the size would be larger for more realistic composites that are based on the Curtin-Takeda
load-transfer model. Again, Zhao-Takeda and Zweben-Rosen were both studying horizontal clusters
while the grids studied here accommodate the load-transfer seen in Rosen’s experiments which is
both in the horizontal and diagonal direction. Note, though, that if the Zweben-Rosen model
for three dimensional unidirectional fibrous composites, where the load-transfer around a break
is to the four adjacent fiber components, is modified to a planar unidirectional composite with
four adjacent components (say, just diagonally), then their load-transfer model is close, but more
severe, to the model used here where the adjacency is 4 diagonal and 2 horizontal components. It
is not surprising that the Zweben-Rosen model would slightly underestimate the critical number of
failures, 4, in the analysis given here.
The distributions and their Weibull plots are given in Figures 12-14 in Li et al., (2018), for
3 × 3, 4 × 3, 5 × 3, 6 × 3, 4 × 4, 5 × 5, 6 × 6, 3 × 4, 3 × 5, and 3 × 6 grids where “The slope
of the lower tails (s ≤ 1) in the Weibull plots (Figures 12(b), 13(b) and 14(b)) indicates that a
chain of grid bundles for these size grids will be asymptotically Weibull where the slope, ρg, is the
Weibull shape parameter for the given grid. The relative slope, k = ρg/ρ, is the inflation factor
(IF) where the extreme value Weibull “asymptotics” discussed in the introduction of Section 4.2”
(see the previous subsection here, especially Lemma 4.4.2) “ suggest that k is the critical number
of components that cause catastrophic failure of the grid for s ≤ 1.”.
In Figure 1 below we give graphs of the distributions and their Weibull Plots and of the Weibull
fit for the specimen data and of the chain-of-grid models for the square grids, c × c, c = 4, 5, 6
and for the r × 3 grids, r = 3, 4, 5, 6. You can see a distinct difference between the square grids
graphs and plots which are indistinguishable from the mle Weibull fit and the latter rectangular
grids which “underestimate” the mle fit since they are, for the most part, to the left of it. Figure
17 of Li et al. (2018) shows that, even though the breaking strength distributions of chains of the
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3 × 4, 3 × 5 and 3 × 6 grids fall within the confidence bands, they considerably overestimate the
strength for the mle Weibull fit.
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Figure 1: Distributions, Weibull Plots, and the Weibull Fit for the Specimen Data and of the Chain
of Grids.
4.6 The Gibbs Measure for the 4× 4 Grid
We now give a condensed version of the findings in Section 4.2.1 of Li et al. (2018) regarding
the Gibbs measure for the 4× 4 grid. Here we make use of the material in Section 3 about Gibbs
measures. Define the load-sharing rule from the remark at the end of Section 4.3 and (4.3.3). From
this, we can define the log-odds σi(A, s) = log
F i(λi(A))
Fi(λi(A))
and σ(A, s) =
∑
i∈A
σi(A, s) at a given load
per component s. Using this with (3.5) and (3.1d) we can define the potentials and energy that
defines the Gibbs measure in (3.1a).
Although there are a large number of parameters/potentials, they are well behaved. This is
indicated in Figures 4-6, there, and in Figure 2, below, which is a subset of Figure 6 and indicates
the linear relationship between the potentials graphed there for different strength percentiles. Let
sp denote the p
th percentile of the bundle strength distribution. The corresponding slope, a(sp′),
and y-intercept, b(sp′), are graphed in Figure 3, below.
These figures suggest that there can be a substantial reduction in the parameterization of the
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Gibbs measure for modeling Rosen’s specimen data. In particular, let v(k, sp) denote the median
potential for sets K for which k = |K|. From Figure 3 and (3.1d), the energy function for the p′th
is approximately
−U(A, sp′) ∼= a(sp′)
∑
K⊆A
V (K, sp) + b(sp′)2
|A|−1
∼= a(sp′)
∑
K≤|A|
(|A|
k
)
v(K, sp) + b(sp′)2
|A|−1
≡ −a(sp′)U1(A)− b(sp′)U2(A)
≡ −ULMF (A, sp′)
where the second approximation is based on the median approximations of the potentials justified
by Figure 5 in Li et al. (2018).
The latter approximation is referred to as the linear median field (LMF) approximation
by them. The LMF approximation is a bi-proportional approximation using the two energy func-
tions U1 and U2. The first energy function is totally determined by the load-sharing rule and the
component strength distributions while the second is totally determined by the cardinality of the
configuration A. Gleaton et al. (2019) have studied implications of Gibbs measures with propor-
tional energies for dry fiber bundles. How well such implications carry over to this bi-proportional
case is subject to further study.
5 Some Concluding Comments
Below are two comments regarding the above results. The first indicates that, for monotone
load-sharing systems, the failure process is Markovian. The second suggests how the previous ideas
can be extended to cycles to failure (not to be confused with Phase I/II cycles) of a fiber bundle.
(i) Markovian Behavior Under Increasing Load: The stochastic behavior of a fiber bundle is
simple to describe in terms of a repetitive two step Phase I/II Markovian structure (Li, 2009)
described as follows.
The first step is a Phase I failure. The Phase I failure strength is based on the conditional
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strength distributions of the surviving components after the previous Phase II failures that failed at
a load per component, say s. Since the load-sharing rule is monotone, all the relevant information
that is needed to determine the Phase I failure in the next phase depends on the set, say A,
of components surviving after the previous Phase II failures, as well as the conditional strength
distributions of the surviving components conditioning on λi(A)s for the i
th component.
Say the next stage Phase I failure is at s′ > s. Then, for the next Phase II cycle, the conditional
log odds of the ith component surviving load λi(A)s
′ given that it survived load λi(A)s is the same
as the unconditional log odds σi(A, s
′) given in (3.6) since λi(A)s′ ≥ λi(A)s. Thus, the Gibbs
measure for the Phase II failures only depends on the Phase I failure at s′ and the set of surviving
just prior to at s and no other information. Note that this formulation has a drawback; it does
not keep track of the failure pattern. The Gibbs measure only determines the set of surviving
components in the Phase II cycle.
In terms of Markov random fields (MRF’s) the local structure of the field is that of the
Gibbs measure. Thus, the set of failed components corresponds to the set of occupied nodes in the
network for the MRF. The graph for the network to analyze Rosen’s specimen data is complete so
it is not that interesting from a MRF perspective; all the nodes are neighbors. See Li et al. (2017),
Section 4.1, for a discussion of the relationship of the neighborhood structure of the MRF and that
of the load-sharing network and for MRF’s references. (This is an earlier version of Li et al., 2018,
but with this material on MRF’s.)
(ii) Cycles To Failures - Incorporating Damage/Degradation: The following is inspired by Kun et
al. (2006) Section 3 formulation of degradation, especially formula (5). Here consider cycle testing
of a bundle under repeated increased load from 0 to s∗ in a cycle. If no damage or degradation is
incorporated into the model, then either the bundle fails in the first cycle or it never fails. This is
unrealistic.
To avoid this, one way to account for wear/degradation in cycle testing is to have the strength
distributions of the components decrease as the number of cycles increases. A tractable way to do
this is to define the strength distribution of the ith component after the kth cycle to be Fik(s) =
Fi(s/a
k) where 0 < a < 1 is the parameter that accounts for the degradation in strength in a cycle.
We conjecture that much of the above work would apply but needs to be pieced together over the
intervals (0, s∗], (s∗, s∗/a], (s∗/a, s∗/a2], ... where the first, third, ... (the odd numbered intervals)
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can be viewed as increasing the load over those intervals and where the even numbered intervals
have Phase II failures given by degradation from “jumping” the load from s∗ to s∗/a in the second
interval etc. These Phase II failures in the even intervals are not caused entirely by load transfer
but are systematic failures due to this “jumping of load” because of degradation/damage over that
cycle.
6 Summary
In this paper we have sketched some modeling results and methodology used in the study of
fiber bundles and chains-of-bundles. The modeling results include a threshold representation for the
bundle strength distribution, the Gibbs measure for the joint distribution of the states of the bundle
and minimum extreme value asymptotics to analyze chain-of-bundles. The methodology includes
partition based priors and Kaplan-Meier estimation to analyze censored data and Weibull analysis
methods. These results and analysis methods are illustrated using Rosen’s Series A Specimen data.
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