In this paper, we consider complete convergence and complete moment convergence of weighted sums for an array of rowwise AANA random variables. The main result of the paper generalizes the Baum-Katz theorem on AANA random variables. Our results extend and improve the corresponding ones of Wang et al.
n → ∞ such that Cov f (X n ), g(X n+ , . . . , X n+k ) ≤ q(n) Var f (X n ) Var g(X n+ , . . . , X n+k ) / for all n, k ∈ N and for all coordinatewise nondecreasing continuous functions f and g for which Var f (X n ) and Var g(X n+ , . . . , X n+k ) exist.
Random variables X ni , i, n ∈ N, are called an array of rowwise AANA random variables if for every n ∈ N, random variables X ni , i ∈ N, are AANA.
The family of AANA random variables contains NA (in particular, independent) random variables (with q(n) = , n ≥ ) and some more kinds of random variables which are not much deviated from being negatively associated. An example of AANA random variables which are not NA was constructed by Chandra The concept of complete convergence was introduced by Hsu and Robbins [] as follows. Random variables U n , n ∈ N, are said to converge completely to a constant C if ∞ n= P(|U n -C| > ε) < ∞ for all ε > . In view of the Borel-Cantelli lemma, this implies that U n → C almost surely (a.s.). The converse is true if random variables U n , n ∈ N, are independent. Hsu and Robbins [] proved that arithmetic means of independent and identically distributed (i.i.d.) random variables converges completely to the expected value if the variance of the summands is finite. Erdös [] proved the converse. The result of Hsu, Robbins and Erdös is a fundamental theorem in probability theory and has been generalized and extended in several directions by many authors. One of the most important generalizations was provided by Baum and Katz [] for the strong law of large numbers as follows.
Theorem A Let / < α ≤  and αp > . Let X n , n ∈ N be i.i.d. random variables with zero means. Then the following statements are equivalent: Next, we will give the definition of stochastic domination which is used frequently in the paper. Definition . Random variables X n , n ∈ N, are said to be stochastically dominated by a random variable X if for every n ∈ N there exists a positive constant C such that
An array of rowwise random variables X ni , i, n ∈ N, is said to be stochastically dominated by a random variable X if for every n ∈ N there exists a positive constant C such that
Wang et al.
[] discussed the complete convergence for an array of rowwise AANA random variables which are stochastically dominated by a random variable X and obtained the following result.
Theorem B Let X ni , i, n ∈ N, be an array of rowwise AANA random variables which are stochastically dominated by a random variable X and EX ni =  for every i, n ∈ N with q(n) from Definition ..
where integer number k ≥  and s
(ii) If E|X| log |X| < ∞ and
The complete convergence for an array of rowwise random variables was studied by many authors. See, for example, the complete convergence for an array of rowwise independent random variables was studied by Hu et The main purpose of the paper is to further study the complete convergence and complete moment convergence of weighted sums for an array of rowwise AANA random variables. The result of the paper generalizes the Baum-Katz theorem on AANA random variables in different methods. As an application, we get the Marcinkiewicz-Zygmund type strong law of large numbers for weighted sums on AANA random variables. Our results extend and improve the corresponding ones of [] .
Throughout this paper, for r > , let s . = r/(r -) be the dual number of r. The symbols C, C  , C  , . . . denote positive constants which may be different in various places. Assume that I(A) is the indicator function of the set A. Let x + = max(, x) and log x = ln max(x, e),
where ln x denotes the natural logarithm. a n = O(b n ) stands for |a n | ≤ C|b n |. http://www.journalofinequalitiesandapplications.com/content/2013/1/359
Preliminaries
To prove the main results of the paper, we need the following lemmas. 
where C  and C  are positive constants.
Assume that f n , n ∈ N are all nondecreasing (or all nonincreasing) and continuous functions, then f n (X n ), n ∈ N, are still AANA random variables with q(n).
there exists a positive constant C r depending only on r such that
for all n ≥  and  < r ≤ ,
, where integer number k ≥ , then there exists a positive constant D r depending only on r such that for all n ≥ ,
Main results and their proofs
In this section, let X ni , i, n ∈ N, be an array of rowwise AANA random variables, i.e., for every n ∈ N, X ni , i ∈ N, are AANA random variables with the identical mixing coefficient q(i) and let a ni , i, n ∈ N, be an array of real numbers. Let X n , n ∈ N, be AANA random variables with q(n) from Definition ..
In the following, let ψ(x) =  or ψ(x) = log x. Note that the function ψ(x) has the following properties (see [] ): http://www.journalofinequalitiesandapplications.com/content/2013/1/359
We will consider the following conditions.
, where integer number
and αp ≥ . Assume that X ni , i, n ∈ N, are an array of rowwise AANA random variables which are stochastically dominated by a random variable X, a ni , i, n ∈ N, are an array of real numbers with
Proof Without loss of generality, we can assume that a ni >  for all i, n ∈ N. For fixed n ∈ N,
We will consider the following three cases. 
For I * , note that for every n ∈ N, a ni X ni -Ea ni X ni , i ∈ N, are AANA random variables from Lemma .. By Markov's inequality, Lemma . and Jensen's inequality, we have that for any r ≥ ,
We consider the following three cases. Case . α > /, αp >  and p ≥ . Take r = q. By q > max{
αp- α-/
, }, it follows that q > p and αp - -αq + q/ < -. For I *  , we have by C r inequality that
We have by (.) that
Case . α > /, αp >  and  < p < . Take r = . Similar to the proofs of (.), (.) and (.), we have that
Case . α > /, αp =  and p > . Take r = . Note that / < α <  if αp = . Similar to the proof of (.), it follows that I * < ∞.
(ii) Let p = . Note that α ≥  from αp ≥ . By EX ni =  for i, n ∈ N, Lemma ., (.) and (.), we have that
Hence for n large enough, we have
It follows that
For I  , we have by (.) and (.) that
For I  , we have by Markov's inequality, Lemma ., Lemma ., (.) and (.) that
Noting that E|X| p ψ(|X|) < ∞, we have by Markov's inequality, Lemma . and (. Remark . Under the conditions of Theorem ., we have that for p > ,
In fact, by Lemma . with r ≥ , we get
By the process of the proof of Theorem . in the case p > , it follows that (.) holds.
Similar to the proof of Theorem ., we can get easily the following result. In the following, we give the Marcinkiewicz-Zygmund type strong law of large numbers of weights sums on AANA random variables.
Corollary . Let α >  
and αp ≥ . Let X n , n ∈ N, be AANA random variables which are stochastically dominated by a random variable X. Assume that a n , n ∈ N are real numbers with
Proof Taking 
