Cell flipping in VLSI design is an operation in which some of the cells are replaced with their "mirror images" with respect to a vertical axis, while keeping them in the same slot. After the placement of all the cells, one can apply cell flipping in order to further decrease the total area, approximating this objective by minimizing total wire length, channel width, etc. However, finding an optimal set of cells to be flipped is usually a difficult problem. In this paper we show that cell flipping can be efficiently applied to minimize channel density in the standard cell technology. We show that an optimal flipping pattern can be found in O(p( n c ) c ) time, where n, p and c denote the number of nets, pins and channels, respectively. Moreover, in the one channel case (i.e. when c = 1) the cell flipping problem can be solved in O(p log n) time. For the multi-channel case we present both an exact enumeration scheme and a mixed-integer program that generates an approximate solution very quickly. We present computational results on examples up to 139 channels and 65000 cells.
Introduction
This paper investigates a combinatorial problem arising from the computer aided design of VLSI circuits in the so-called "standard cell" technology. It is assumed that cell placement has already been performed, i.e. all the cells have been given a physical location (slot) in a set of horizontal rows. The only remaining degree of freedom at this stage, is that of performing cell flipping, i.e. the operation of replacing some of the cells with their "mirror image" with respect to a vertical axis, while keeping them in the same slot of the same row.
Examples where flipping a few cells improves the design by reducing channel width can be easily found, raising the combinatorial problem of determining an optimal subset of cells to be flipped, so that channel width is minimized. Note that in standard cell design, minimizing channel width is a particularly relevant criterion since, when the number of channels is fixed, the total surface of the chip is simply proportional to the sum of channel widths.
Unfortunately, even without cell flipping, it is known that finding a minimum width channel routing is a difficult problem (see e.g. la paugh 1980, who showed that channel width minimization in the jog-free Manhattan Model is N P -hard). However, numerous computational studies have shown that, in most practical cases, channel width may be very closely approximated by the so-called channel density, an easily computable quantity.
Cell flipping was considered in [2] for minimizing total wire length in the more general custom cell technology, and was shown to lead to an NP-hard formulation. In [4] a cell flipping formulation was considered to satisfy channel density and net span constraints. In case of one channel an efficient algorithm, based on 2-satisfiability, was proposed.
Our purpose in this paper is to show a different pseudo-Boolean formulation for channel density minimization. Using this formulation we are able to show that channel density minimization in the standard cell technology can be solved in polynomial time for any fixed number of channels. Furthermore, this pseudo-Boolean formulation allows us to derive an mixed-integer programming approximation model for the multi-channel case. A large number of the variables and constraints could be eliminated by applying a linearization technique, and thus even very large problems could be solved approximately by standard packages.
We give first, in Section 2, a detailed description of the one channel case, and show in Section 3 that the cell flipping problem for one channel can be reformulated as a min-max problem involving pseudo-Boolean functions, i.e. real valued functions in 0−1 variables. More precisely, the problem becomes to minimize the pointwise maximum of a collection of quadratic pseudo-Boolean functions, each one of which depends on at most two of the variables. In Section 4, this problem is shown to be polynomially solvable via a binary search. At each step of this search, the subproblem of deciding whether the optimum value is less than or equal to the current threshold value, is reduced to a 2-satisfiability problem, and from this, a polynomial complexity bound is easily derived. In Section 5, we show how the approach may be extended to the case of several channels, leading to a polynomial time algorithm for any fixed number C of channels. In Section 6 we present a technique for efficient computation of the lower bounds of a given channel's density as well as a mixed-integer programming approximation model for the multi channel case, Finally, in Section 7, we present computational results for actual VLSI chips with up to 139 channels and over 65 000 cells. We would like to thank Frédéric Pétrot, University of Paris 6, CAD Research Team, for providing us with the data for these examples.
Optimal cell flipping: the one channel case
Standard cell technology has been widely used as an alternative to custom design of VLSI circuits because of its cheaper development and production costs. In standard cell design (see e.g. lengauer 1990) a channel is the area between two consecutive rows of cells.
The cells contained in the first and second rows will be denoted by C i , with i in the index sets I 1 and I 2 , respectively. Each cell has electrical inputs/outputs called pins (which are located on the side of the channel) by which it is connected to other cells either contained in the same row, or in the other row (see figure 1 ). The pins of the cells are linked through electrical connections called equipotentials or nets. For instance, on figure 1, there is a net connecting pin b of C 1 , pin e of C 3 and pin n of C 8 .
The list of nets (so called net list) corresponding to figure 1 is:
{a, l}{b, e, n}{c, i, q}{d, m, t}{f, r, j, }{g, k, o}{h, p, s}.
In the fabrication process, nets are physically routed by using two metal layers, one horizontal and one vertical 3 . This requires space between the two rows of active compotents (cells). Of course, one of the objectives of all layout systems is to reduce the surface of the chip implementing the design. In the case of a single channel, this just amounts to minimizing channel width, i.e. the total number of distinct horizontal tracks necessary to route all the nets.
In the routing of the 7 nets shown on figure 1, it can be seen that channel width is equal to 5 (because 5 distinct horizontal tracks are needed to perform the routing). Optimizing cell placement to miminize channel width is a difficult problem which has been extensively addressed in the literature (see e.g. lengauer 1990).
In many cases, the minimum achievable channel width has been shown to be closely related to the so-called channel density, which is defined as follows. Taking account of the physical locations of the pins, each net may be represented as a closed interval of the real line: the left end of the interval corresponds to the leftmost pin involved in the set, and the right end of the interval, to the rightmost pin in the net.
For any α ∈ R, let ν(α) denote the number of intervals in the family containing α. ν(α) will also be called the local density of the channel at α. Then the channel density is
Clearly the channel width can never be less than the channel density. On the other hand, numerous computational studies have shown that, in a high proportion of cases, minimum channel width and channel density are equal and, when this does not occur, the relative difference is always rather small. This explains why, in most CAD tools for VLSI circuit layout, minimum channel density is looked for as a good approximation to minimum channel width.
In the present paper, we assume that the cells have already been placed on the two sides of the channel and that the only freedom we have to further improve the design, is to perform cell flipping.
Cell flipping is the operation by which a given cell is replaced by its symmetric with respect to a vertical axis ∆ through its center. Through this operation, we observe that the location of the pins of the cell are changed accordingly (see figure 2) . The fact that a given design may be improved with respect to channel density by using cell flipping can be illustrated on the example of figure 1 . Indeed, flipping cell C 4 leads to the new configuration shown on figure 4 where it is seen that channel density has been reduced by 1 and routing with channel width = channel density = 4 is now possible.
3 Formulation of the one channel flipping problem as a pseudoBoolean optimization problem
With each cell C i of the design under consideration, let us associate a boolean variable x i where x i = 1 if and only if cell C i is flipped. We therefore have n = |I 1 | + |I 2 | boolean variables x i (i = 1, . . . , n).
For any possible choice of x = (x i ) ∈ {0, 1} n , let d(x 1 , . . . , x n ) denote the corresponding channel density. Thus, the problem is to find x * ∈ {0, 1} n such that
We now show how to obtain an algebraic expression of the pseudo-Boolean function d. The problem data essentially consist of:
-the location of each cell and its pins;
-the net list.
Thus, in order to specify an arbitrary instance of the problem, we are given the following data:
• for each cell C i (i ∈ I 1 ∪ I 2 ) the abscissa µ i of the center of the cell;
• for each cell C i (i ∈ I 1 ∪I 2 ) the set P (i) giving the list of the names (indices) of the various pins of C i ; • for each cell C i and each pin p ∈ P (i), the abscissa α p of pin p;
• the number L of nets in the net list and, for each l ∈ [1, L], the list S l of pins to be electrically connected though net l; • for each pin p, the index number ϕ(p) of the cell to which it belongs.
The above data is sufficient to derive all the necessary information about the cells C i deduced from C i by flipping. Clearly, cell C i is still centered at µ i , and has the same set of pins P (i). Also we note that the abscissae α p of the pins p ∈ P (i) in C i are transformed to α p in C i where:
The range of a cell C i , i ∈ I 1 ∪ I 2 , is the closed real interval R i = [γ i , θ i ] where:
{α p }, and θ i = max
and the range of C i , i.e. cell i after flipping, is R i = [γ i , θ i ] where
Now consider any configuration of the cells defined by a given boolean vector x ∈ {0, 1} n and let l ∈ [1, L] be a net.
The range of this net in the configuration specified byx is defined as the closed interval
Now let δ(α,x) denote the local channel density obtained at the abscissa α ∈ R when the variables x 1 , . . . , x n are assigned the valuesx 1 ,x 2 , . . . ,x n respectively; we have:
and from the definition of channel density:
We observe that ∀l ∈ [1, L], and ∀x ∈ {0, 1} n , all the possible intervals T l (x) have endpoints in the set of real numbers:
Therefore it is easily seen that the maximum defined by (2) remains the same by considering only those values of α which are in A. In other words, for anŷ x ∈ {0, 1} n :
From this, it follows that the pseudo-Boolean function d is defined as the pointwise maximum of at most 2 × N P pseudo-Boolean functions δ(α, x 1 , . . . , x n ), where N P is the total number of pins in the problem.
We shall show now that, for each α ∈ A, δ(α, x 1 , x 2 , . . . , x n ) takes on a particularly simple form.
Consider an arbitrary α ∈ A. There exists at most one cell i ∈ I 1 such that α ∈ R i ∪R i . Similarly, there exists at most one cell j ∈ I 2 such that α ∈ R j ∪R j .
Clearly, the local channel density δ(α, x) remains constant for fixed x i and x j , for any flipping of the other cells k = i k = j. In other words, δ(α, x) only depends on the two boolean variables x i and x j .
Therefore, for each given α, we only have to compute four values, namely:
This computation may easily be carried out as follows:
We assume that, for each net l, the index number min(l) (resp. max(l)) of the pin in S l having minimum abscissa (resp. maximum abscissa) in the initial configuration of the cells has been precomputed (it is easy to see that this precomputation has to be carried out only once, and can be done in O(N P ) time, where N P = i∈I 1 ∪I 2 |P (i)| is the total number of pins). Now, to compute the values β ij , for each value of the pair (x i , x j ) (i.e. (0, 1), (1, 0) and (1, 1)), we do the following:
Let us compute now the complexity of the above procedure for obtaining β ij (x i , x j ) for each value of the pair (x i , x j ) . The computation of y l and z l has only to be carried out for at most
{|S l |} denotes the maximum cardinality of a net and P max = max i∈I 1 ∪I 2 {|P (i)|} denotes the maximum number of pins in any cell, then the complexity is O(P max ×S max ). This is also the complexity for obtaining all three values β ij (0, 1), β ij (1, 0) and β ij (1, 1) for each value of α. This computation will have to be repeated for all possible values of α, i.e. at most 2 × N P = 2
Once the β ij values have been determined for some given α ∈ A, we can readily obtain the formal expression of δ(α, x, . . . , x n ) as:
Therefore, the channel density defined in (2) as a pseudo-Boolean function of the n boolean variables (x 1 , . . . , x n ) is the pointwise maximum of |A| quadratic pseudo-Boolean functions in at most 2 variables given by (4).
To make notation simpler, each value of α in A will be given an index number k, k ranging from 1 to K = |A|. For each k corresponding to some α ∈ A, we denote by i k , j k the indices of the two boolean variables involved in the formal expressionof δ(α, x 1 , . . . , x n ) and let
be the coefficients of the linear terms;
be the coefficient of the quadratic term.
With this notation, (4) may be rewritten as:
and the channel density d(x 1 , . . . , x n ) takes the form:
Let us note that some of the coefficients in (5) may be equal to 0.
Also, remember that the formal expressions (5) and (6) can be obtained from the problem data in O(N P × P max × S max ) time. In practical applications P max and S max are usually small integers (P max being typically less than 6-8, and S max very rarely exceeding 10).
Let us conclude this section with an example ( shown in Figure 4 ). This example consists of 2 rows with 5 and 4 cells in each, respectively, and 11 nets, with two pins in each. The original placement cannot be drawn on less than 4 tracks, since e.g. in the horizontal overlap of cells C 2 and C 6 , or in the overlap of cells C 3 and C 7 the maximal channel density is 4. Let us compute now the local density functions δ(α, x 1 , ..., x n ) defined as above. Let L ij denote the interval of the horizontal overlap of cells C i and C j , and let us introduce
Obviously, g ij depends only on x i and x j , since δ(α, x 1 , ..., x n ) depends only on x i and x j , whenever α ∈ L ij , as we observed earlier, and g ij will only have to be computed for those pairs (i, j) for which the overlap L ij is not empty. The following table lists the resulting functions.
.., x 9 ) = max { 2; 3 − 2x 6 + x 1 x 6 ; 4 − x 2 − 2x 2 x 6 ;
4 − x 2 − x 2 x 7 ; 4 − x 3 − x 7 ; 4 − 2x 3 + 2x 8 + x 3 x 8 ;
2 + 2x 4 + 3x 8 − x 4 x 8 ; 3 + x 4 − x 9 + x 4 x 9 }.
4 A polynomial algorithm for the one channel case
In this section we show how to exploit the special structure of the pseudoBoolean function d(x 1 , x 2 , . . . , x n ) to be minimized, in order to derive a polynomial algorithm based on a binary search.
Let d (x 1 , x 2 , . . . , x n ) be given by (6) with ∀k = 1, . . . , K:
and consider any integer z ∈ [0, z 0 ]. Since z 0 ≤ L (the total number of nets in the problem), it is clear that a polynomial time algorithm for minimizing d(x 1 , . . . , x n ) will be obtained if we are able to solve in polynomial time the problem:
We shall show now that, for any z ∈ N, problem π(z) can be reformulated as a quadratic Boolean equation (i.e. a 2-SAT problem). To see this, let us consider the following four cases for each of the quadratic functions
Case 1 If g k (0, 0)z, then binary vectors for which x i k = 0 and x j k = 0 must be excluded. This may be achieved by requiring that
Case 2 If g k (1, 0)z, then the combination x i k = 1 and x j k = 0 must be excluded, which is equivalent to the equation
Case 3 If g k (0, 1)z, then x i k = 0 and x j k = 1 are not allowed, hence
Case 4 If g k (1, 1)z, then x i k = x j k = 1 should be excluded, which is equivalent with requiring
Of course, for a given k ∈ [1, K], any combination of the above four cases may arise. For instance, if we have
then we will have to satisfy the Boolean equations
formed by the two equations arising from cases 2 and 4.
Observe that, if all four values of g k are greater than z, then we get the inconsistent system of equations
In such a situation, it will immediately be clear that the current value of z is not feasible for d, but it is a lower bound on the optimal value, indicating thus that a larger value for z has to be tested for.
We will denote by F z the system of Boolean equations obtained as above for k = 1, 2, . . . , K. It is readily seen that Since F z is a system of quadratic Boolean equations, and since 2 − SAT is solvable in linear time (see e.g. [ 
1]), we have
Proposition 2 The size of F z (i.e. the total number of literals appearing in the equations) is O(n). Therefore F z can be solved in linear time O(n).
Proof: If we represent the cells in the upper row (resp. in the lower row) as a set of disjoint consecutive open intervals of the real line, it is easy to see that the only pairs of variables involved in clauses of F z correspond to the edges of the intersection graph (see e.g. [5] ) of this family of intervals. The latter is bipartite without cycles (note that it may not be connected). Hence the intersection graph has at most n − 1 edges. Therefore, there are at most n − 1 pairs of variables involved in F z . Since for each pair of variables, there may be at most 4 terms, we can conclude that the size of F z is O(n).
By using the well-known linear time algorithm described in aspvall, plass & tarjan (1979), the solution to F z can be obtained in time O(n) (linear in the number of cells). ¿From this we can easily deduce an efficient polynomial algorithm to solve the minimum channel density problem. Indeed, the optimal value z * (and a corresponding solution) can be obtained by applying binary search, as follows:
Binary search to find an optimal channel density solution
(c) If z max 1 + z min , then let z = z min + z max 2 .
(d) Construct the quadratic Boolean equations F z and find a solution or conclude that there is no such solution (in linear time, see [1] ). (e) If F z has no solution, then set z min ← z and return to (b). (f ) If F z has a solution, x = ( x 1 , . . . , x n ) then set z max ← z and x * ← x, and return to (b).
Since z 0 ≤ L (the total number of nets in the problem) it is easily seen that the number of iterations necessary to obtain z * is O(log 2 L). Thus we obtain:
Theorem 1 Minimizing channel density in the one channel case can be carried out in polynomial time O(N P log 2 L), where L is the total number of nets ("equipotentials") and N P = i∈I 1 ∪I 2 |P (i)| is the total number of pins.
Proof: For each value of z, constructing the quadratic Boolean equations F z requires O(K) elementary operations, and since K ≤ 2 N P the complexity is O(N P ). Solving then F z requires O(n) time. Therefore, for each value of z, the complexity is O(N P + n) = O(N P ), since n ≤ N P (each cell has at least one pin). The result follows, since there are at most log 2 L values to be tested for.
Let us return now to the example given in Figure 4 . It is easy to see that the density function (7) of this example can also be written as
Using expression (8) is advantegeous in our problem, since, e.g., if we want to test whether d(x 1 , ..., x n ) can take a value smaller than 5, all terms in (8) having coefficients ≥ 5 must be cancelled. This provides us directly with the desired 2-SAT formulation.
In order to find the optimal cell flipping, let us carry out now the dichotomic search of this section.
We can see from (8) that d(x 1 , ..., x 9 ) ≤ z max = 6, and also that d(x 1 , ..., x 9 ) ≥ z min = 1.
Therefore, let us start with z = 1+6 2 = 3. To decide the feasibility of d(x 1 , ..., x n ) ≤ z we have to find a binary assignment which cancells all terms of d(x 1 , ..., x 9 ) with coefficients greater than z = 3. The corresponding Boolean equation F z is as follows:
This equation is consistent (x 2 = x 3 = 1, x 4 = x 8 = 0 satisfies all terms), thus we can set z max = 3, and hence z = 3+1 2 = 2 in the next iteration. The corresponding Boolean equation F z x 3 x 8 ∨x 4 x 8 , ∨x 3 x 8 ∨x 4 x 8 ∨x 2 ∨x 3 x 7 ∨x 3 x 8 ∨x 4 ∨x 6 ∨x 2 x 7 ∨x 3 x 7 ∨x 3 x 7 ∨x 4 x 9 = 0. is again consistent, e.g. x * = (0, 1, 1, 0, 0, 1, 1, 0, 1) is a solution. Hence we get z max = 2. Since z max − z min ≤ 1, we can stop, and conclude that z * = 2 is an optimal solution, and that x * is an optimal flipping assignment. Figure 5 below depicts the same channel after the optimal flipping, i.e. after flipping cells C 2 , C 3 , C 6 , C 7 and C 9 . The optimal channel density is 2. 
The multichannel case
We now extend our analysis to the case where there are Q channels formed by Q + 1 distinct rows of cells.
In this case, nets may connect terminals which are not located on the sides of a single channel. Since the locations of the feedthroughs are known, as far as the cell flipping problem is concerned, they can be represented as new terminals attached to the cells which are traversed. More precisely, each feedthough used by a net to traverse a row r is replaced by two new terminals, one on each side of the cell. The original net is replaced by two distinct nets, one on each side of row r. In that way, it is seen that it is not restrictive to assume that each of the nets in the given cell flipping problem is located in one single channel and connects only terminals located on one or both sides of that channel (see figure 7) . Now, for each channel q = 1, . . . , Q let us denote by d q (x 1 , . . . , x n ) the pseudoBoolean function representing the density of channel q in terms of all the variables x 1 , . . . , x n of the problem (here n is equal to the total number of cells appearing in all the rows). An expression for d q is:
where J q is a set of indices corresponding to channel q and g Since the total surface of the design is now proportional to the sum of the widths of the channels, the objective of the cell flipping problem is to minimize the sum of the channel densities, in other words:
We note that the problems in the various channels cannot be solved separately since the variables x i corresponding to cells in one intermediate row r appear in both expressions of d r (x 1 , . . . , x n ) and d r−1 (x 1 , . . . , x n ).
Q denote the channel densities of the various channels in the initial configuration for which
. . , L Q the number of nets in channels 1, 2, . . . , Q, and
For q = 1, . . . , Q, let us denote byẑ q the minimum width of channel q determined by the algorithm of section 4. It is the minimum value for z q such that the quadratic Boolean equation F q zq is consistent. Here F q z denotes the system of quadratic Boolean equations expressing the condition that the density of channel q is not more than z.
Then problem (9) reduces to the search for Q integer values z 1 , z 2 , . . . , z Q such that:
(ii) There exists a binary vectorx which solves simultaneously the equations F q zq , q = 1, ..., Q.
If we enumerate all possible values for (z 1 , z 2 , . . . , z Q ) satisfying (i), each time checking the feasibility of (ii) by solving the corresponding 2-SAT equation, then we get the following complexity result.
Theorem 2
The complexity of solving the optimal cell flipping problem for a total number of terminals N P , Q channels and L nets is
Hence the problem is polynomially solvable for fixed Q.
Proof: For each value of z 1 , z 2 , . . . , z Q , constructing all the quadratic Boolean equations F q zq takes O(N P ) time. Also, since the total number of terms in these equations for q = 1, ..., Q is O(n), the complexity of solving (ii) is O(n). Therefore, for each combination (z 1 , z 2 , . . . , z Q ) to be checked, the computing time is O(N P ). In view of (10), the total number of combinations to examine is bounded by
and since
The result then follows.
Improved Lower Bounds and a Heuristic Algorithm
We now describe methods that both improve efficiency in computing the initial lower bounds of each channel's density and provide an initial set of channel densities that closely approximate the optimal densities. The lower bounds are derived without extra computational costs, while the heuristic densities are obtained through the solution of a mixed-integer program.
Recall that, for each channel q = 1, . . . , Q, d q (x 1 , . . . , x n ) is the pseudoBoolean function representing the density of channel q, and can be written as
where J q is the set of indices of variables corresponding to channel Q and g k q (x i k , x j k ) is a quadratic pseudo-Boolean function in the two variables x i k and x j k . Hence, the problem we wish to solve is
There are many different methods for obtaining lower bounds on d q (x 1 , . . . , x n ). For example, one can solve the single channel problem for each q, thus providing the lower boundsẑ q (see Section 5); however, this yields an O(nQ) algorithm. A much more efficient way of deriving good lower bounds is as follows: for each k ∈ J q , let
and
This lower bound can be obtained in-line while each g k q (x i k , x j k ) is being computed. This implies that no extra time is needed to compute these bounds.
In order to obtain a good approximation of the density of each channel, more work is required. To this end, we shall construct linear upper bounds for each g k q (x i k , x j k ) and then find a series of cell flippings that minimize the total sum of the upper bounds. In this way, we generate feasible channel densities; however, note that the densities obtained are not guaranteed to be upper bounds of the optimal individual channel densities.
Recall that, given a quadratic pseudo-Boolean function f (x 1 , . . . , x n ), a linear function l(x 1 , . . . , x n ) can be constructed so that l(x 1 , . . . , x n ) ≥ f (x 1 , . . . , x n ) for all 0 − 1 vectors (x 1 , . . . , x n ). Linear functions constructed using the methodology of [3] are known as roofs. A simple example of a roof l(x) can be obtained by replacing each c ij x i x j term, with c ij > 0, by (c ij /2)(x i + x j ) and each c ij x i x j term, with c ij < 0, by (c ij /2)(x i + x j − 1). We shall call such linear functions half-roofs.
can be easily obtained. Now, we wish to find a λ q such that
2 . This leads to the following mixed-integer program:
Now, let U B q = λ q . It is easy to see that Q q=1 U B q is an upper bound on the optimal channel density. Let us remark that, if we would try to relax the integrality constraints (14), and solve the linear relaxation of (12) -(14), the corresponding λ q values may not be valid upper bounds on d q (x 1 , . . . , x n ), for each q.
Since the integer program (12) -(14) may have a large number of variables and constraints, it may not be possible to solve it in a reasonable amount of time. One way to improve upon the formulation is to restrict the number of rows and variables as follows: if LB q is a lower bound for d q (x 1 , . . . , x n ), let
In other words,Ĵ q represents those quadratic functions that can actually affect the density of channel q. All other functions have values less than or equal to the known lower bound. Let us thus consider the following mixed-integer program:
Clearly problem (15) -(18) yields the same optimal values of λ q as problem (12)- (14), but with much fewer variables and constraints, as shown from the computational results below. It follows that, in our heuristic solution, we may give those variables not appearing in (15) -(18) a value of 0, since they have no affect on the solution.
Computational Results
In this section we describe some computational results obtained by implementing our algorithm on some sample data. All data was obtained from the Architecture team, MASI laboratory, University Pierre et Marie Curie (Paris VI), Paris, France, and comes from the placement of cells from acutal VLSI chips. Table 1 gives the sizes of the problems we solved as well as the time, in CPU seconds, it took our algorithm to read in the data. To solve these problems, we implemented in C++ a revised version of the enumeration algorithm described in Section 5. We enumerate over all channel densities z q in the interval [LB q , L q ], where L q was defined in Section 5 and LB q was defined in Section 6. For each set of channel densities z q , we check its feasibility by solving an appropriate 2-SAT problem. If a feasible set of channel densities has total density lower than our current best solution, we save it. We incorporate specific improvements to this total enumeration scheme in order to decrease the total number of channel densities we need to consider. For example, when a full enumeration is done, the densities of all channels but one are fixed, and the remaining channel's density is enumerated. Once we obtain a density where the 2-SAT problem is no longer consistent, we need not examine any of the remaining densities for that channel. This eliminates a portion of the combinations we need to consider. Another change we made to improve the running time of the algorithm is to examine, via the solution of a 2-SAT equation, only those values (z 1 , z 2 , . . . , z Q ) whose sum Q q=1 z q is smaller than the current best solution. This can greatly improve the running time of the algorithm since we only do the "bounding" routine at those nodes whose individual channel densities can improve the current solution. We also included our heuristic method, described in Section 6, where we solve the mixed-integer program (12) -(14).
We then ran our enumeration algorithm on a Silicon Graphics MIPs 10000 with 192M memory and 175 Mhz speed. The mixed-integer program was solved using CPLEX 4.0. Sizes of the reduced mixed-integer programs, as well as their computational times (in CPU seconds) are given in Table 2 . In Table 3 we show the initial (default) solution, the heuristic solution derived from the mixed-integer program (15) -(18), and the optimal solution for each problem we considered. We see that, in every case, our heuristic solution is either equal to or nearly equal to the optimal channel densities. In addition, our heuristic solution improves upon the default solution (without any cell flippings). However, this solution would not be of importance if it were difficult to obtain; fortunately, this has not been the case. In Table 4 we show the computational results obtained by solving the problems with the exact algorithm using our heuristic solution as an initial starting point. We can see that our exact method works very well; in fact, we use relatively few 2-SAT calculations, even for problem scmul. Unfortunately, not all problems can be efficiently solved to optimality. Problem ptx, when starting with our heuristic solution, took over 60 CPU hours to solve, requiring over 4.2 billion nodes visited with over 38 million 2-SAT formulations. However, the mixed-integer program yielding our heuristic solution was solved in about 0.01 second, thus yielding an improvement over the default solution very quickly. In addition, from Tables 1, 2 , and 4 we can see that the majority of the total time needed to obtain a solution comes from reading in and initializing the problem data. Table 4 Optimization times and number of nodes in the exact enumeration procedure Let us remark finally that, as Table 3 shows, in all examples we found the exact optimum improving slightly on the implemented chip design. Even though these improvements are not substantial, the computational cost of obtaining them is negligible.
