Opinions differ widely as to the type of architecture most suitable for achieving the tremendous performance gains expected with computers built by nanotechnology. In this context little research effort has gone into asynchronous cellular arrays, an architecture that is promising for nanocomputers due to (1) its regular structure of locally interconnected cells, and (2) its asynchronous mode of timing. The first facilitates bottom-up manufacturing techniques like directed self-assembly. The second allows the cells' operations to be timed randomly and independently of each other, mitigating the problems accompanying a central clock, like high power consumption and heat dissipation. The advantages of asynchronous timing notwithstanding, it makes computation less straightforward. Attempts to compute on asynchronous cellular arrays have therefore focused on simulating synchronous operation on them, at the price of more complex cells. Here we advance a more effective approach based on the configuration on an asynchronous cellular array of delay-insensitive circuits, a type of asynchronous circuit that is robust to arbitrary delays in signals. Our results may be a step towards future nanocomputers with a huge number of autonomously operating cells organized in homogeneous arrays that can be programmed by configuring them as delay-insensitive circuits.
Introduction
Though the recent progress in the development of logic gates and simple circuits on molecular scales [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] (for a short review see [14] ) brings nanocomputers a step closer to reality, it is still an open question as to what computer architectures are most suitable for them [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . The prevailing von Neumann architecture, characterized by the separation of memory and processing resources, poses challenges in particular when superimposed onto nanotechnology [15, 19, 22, 23] . Apart from its irregular structure, which complicates cost-effective manufacturing on molecular scales, it also faces problems with its global connectivity: at higher integration densities, computers based on the von Neumann architecture are not gate limited but rather interconnection limited [22] .
Suffering less from such problems are architectures for nanocomputers based on cellular arrays. Locally connected in homogeneous patterns, such arrays contain vast numbers of identical simple cells. The regular structure of an array of cells not only reduces design efforts to a few parts that can be reused many times in a design, it also opens up the possibility of bottom-up molecular manufacturing techniques. Though it is far from trivial to bulk manufacture cellular arrays on nanometre scales, the task is considerably easier than manufacturing the irregular structures found in von Neumann computers. By employing chemical techniques to produce components in large quantities and piece them together in arrays by directed self-assembly, it may be possible to construct computers with up to the order of Avogadro's number of simple identical cells. Cellular arrays range from coarse-grained systems, like the propagated instruction processor (PIP) [25] and the reconfigurable architecture workstation (RAW) architecture [26] , to fine-grained systems, like systolic arrays [27] , field programmable gate array (FPGA) based systems [22] and cellular automata, the last model of this list being focused upon in this paper.
A cellular automaton [28] [29] [30] is an array of cells, each of which is a finite automaton [31] . The cells interact locally in accordance with a set of rules that are designed such as to produce certain global behaviour, like generalpurpose computation [28] . We will denote this model by the more general term 'cellular arrays', as the term emphasizes the model's regular structure and it is often used in an implementation-oriented context. A cellular array designed with the specific aim of nanometre-scale computation in mind is Biafore's cellular array [17] . It implements Fredkin's billiard ball model [32] , which conducts reversible general-purpose computation by the ballistic interactions of idealized billiard balls with each other. The cells consist of quantum-dot devices, organized such that electrical charge is transferred under the control of optical clock signals of different wavelengths supplied in a specific order. Another cellular array architecture aiming for efficient implementations by nanotechnology is the cell matrix [19] . In this model each cell, containing a memory of less than 100 bytes, can be programmed to calculate a specific function, like a NAND, an XOR, a one-bit full adder, a wire etc.
The above cellular arrays are timed synchronously, requiring the delivery of a central clock signal to each cell. A synchronous mode of timing gives rise to a wide array of problems, like high power consumption and, associated with it, heat dissipation (more details in section 3). These problems tend to get worse at increased integration densities.
It thus makes sense to consider asynchronous cellular arrays [33] , a computation model that pairs a homogeneous structure with a mode of operation in which all cells conduct simple operations timed randomly and independently of each other. Though attractive for attaining efficient physical realizations, this asynchronous mode of operation brings up the question of how to actually compute on such cellular arrays. The few attempts to do so [33] [34] [35] [36] [37] have focused on simulating a timing mechanism on an asynchronous cellular array to force the cells into synchronicity, and then utilizing well-established methods to compute synchronously. This is inefficient, not only because the simulation of the timing mechanism requires increased complexities of the cells, but also because the computing methods used are sequential to begin with, and thus fail to exploit the massive parallelism of cellular arrays (more on the disadvantages of this method in section 7).
Here we show a more elegant approach based on an asynchronous cellular array that conducts asynchronous computations directly without resorting to synchronous methods. Requiring just four bits of memory to store its state, each cell in the cellular array needs access to only its own four bits and one bit of each of its four neighbouring cells. To enable the cellular array to conduct the same class of computations as that possible on conventional computers, it requires as few as nine rules describing interactions between its cells.
Our approach exploits the properties of so-called delayinsensitive circuits, a type of circuit that allows arbitrary delays in signals without this being an obstacle to its correct operation. Delay-insensitive circuits not only offer many advantages in themselves over synchronous circuits [38] [39] [40] [41] [42] , they also combine well with asynchronous cellular arrays. Their robustness to signal delays creates substantial freedom in laying them out on asynchronous cellular arrays, since the requirement no longer holds that signals must arrive at certain places at times dictated by a central clock, as in synchronous circuits. This takes away concerns about variations in the operational speed of cells and considerably simplifies the design of configurations representing circuit elements laid out on asynchronous cellular arrays.
Computers based on asynchronous cellular arrays may lead to tremendously increased performance, a computational potential especially useful in applications requiring massive parallelism, like simulations of particle systems in physics, simulations of networks of neural cells, genetic algorithms and artificial intelligence. Section 2 of this paper defines the (two-dimensional) asynchronous cellular array model used. We also show how signals are transmitted over the cells. Section 3 starts with an overview of asynchronous circuits, and in particular delayinsensitive circuits. We then describe how they operate and show an implementation on the asynchronous cellular array of a set of circuit primitives from which arbitrary delayinsensitive circuits can be constructed. Section 4 deals with the interactions between the cells. Interaction rules are defined, and it is shown how they can be used to drive the primitives in section 3 when implemented on the cellular array. We then construct a configuration of cells by which signals can be made to cross on the cellular array, this guaranteeing that arbitrary circuits can be laid out on the cellular array. This section finishes with the construction of a one-bit memory on the cellular array. Section 5 aims to close the gap between cells and circuits on one hand and higher-order program structures on the other hand. To this end, a for-loop is constructed using the onebit memory. Section 6 discusses implementation details and section 7 finishes this paper with conclusions and a discussion.
Asynchronous cellular arrays
A cellular array is a d-dimensional array of identical cells (this paper assumes d = 2), each of which can be in one of a finite number of states, denoted as the integers 0, 1, . . . , n − 1, where n is the number of states. Each cell can read the states of itself and of its neighbouring cells, and change its own state in accordance with these states. Such a state change is called a transition, and an expression describing an allowable transition is called a transition rule. The set of cells whose state can be accessed by a cell is called the neighbourhood of the cell. A frequently used neighbourhood is the von Neumann neighbourhood: it consists of a cell's nearest orthogonal neighbours. Another type of neighbourhood sometimes encountered is the Moore neighbourhood, which consists of all nearest cells adjacent to a cell including the diagonal cells. A Moore neighbourhood is usually employed on totalistic cellular arrays, i.e., models in which the number of neighbouring cells in certain states, rather than the states themselves, form the basis of transitions. Certain desired behaviour is imposed on a cellular array by setting its cells in proper states and defining transition rules that lead to state changes corresponding to this behaviour. For example, one may design a cellular array that can conduct the same class of computations as those possible on a conventional computer [28] , or conduct operations by which configurations of cells in certain states are copied to other parts of the cellular space (self-reproduction) [43] [44] [45] , or both [28, 29, 46, 47] . Cellular arrays in which all cells undergo transitions at the same time are called synchronous. They are the most widely studied type of cellular array.
When transitions of the cells occur at random times, independent from each other, we obtain asynchronous cellular arrays. This paper employs a recently proposed asynchronous cellular array called a self-timed cellular automaton (STCA) [35] . An STCA is a two-dimensional asynchronous cellular array of identical cells, each of which can be in one of 16 states. The state of a cell is encoded by four bits that are positioned along the cell's sides, where a filled (black) circle indicates a bit valued 1 and an open (white) circle a bit valued 0. Figure 1 depicts part of an array of such cells.
Each cell can undergo transitions, which take place in accordance with transition rules that operate on the four bits of the cell and the nearest bit of each of its four neighbours. Assuming that the bit states are denoted by u, u , r , r
can be depicted as in figure 2 , where the condition
When the bit pattern of a cell matches the left-hand side of a transition rule (the part left of the arrow in figure 2), the cell will undergo a transition, but the timing of the transition is random. If there is no transition rule whose left-hand side matches the cell's bit pattern, the cell remains inactive. Though transitions of cells are timed randomly and independently of each other, they are subject to the condition that two neighbouring cells never undergo transitions simultaneously. This ensures that two neighbouring cells will not attempt to set the two bits common to them to different values at the same time. Figure 3(a) gives an example of a transition rule that, operating on a pattern of one 1-bit and seven 0-bits, moves the 1-bit one cell to the north. The rule is only applied to cells of which the four bits and the four neighbouring bits exactly match the pattern of eight bits on the left-hand side of the rule in figure 3(a) . Applied twice, the transition rule in figure 3(a) gives rise to the sequence of configurations in figure 3 (b) in which a 1-bit moves into the northern direction along an uninterrupted area of cells. The rotation-symmetric and reflection-symmetric equivalents of transition rules may also serve as transition rules. This allows the above transition rule to be used for transmitting signals in directions towards the south, east, or west as well. Section 6 gives a more detailed description of the algorithms in accordance with which transitions take place on an STCA. Having defined the transmission of signals, we describe in the next sections how they can be operated upon by delay-insensitive circuits laid out on an STCA. This way of computing may be characterized as collision based computing [48] , a paradigm in which compact patterns, our signals, wander around in a structureless space and smash into other compact patterns, which in our case are the elements of delay-insensitive circuits.
Delay-insensitive circuits
A delay-insensitive circuit is a circuit whose correctness of operation is unaffected by arbitrary delays of its signals in the circuit elements and the interconnection wires. Operations in delay-insensitive circuits are driven by signals: each circuit element is inactive unless it receives an appropriate set of input signals, after which it processes the signals, outputs appropriate signals and becomes inactive again. Since delayinsensitive circuits do not require a central clock signal, they belong to the larger class of asynchronous circuits, which have several advantages over synchronous circuits [38, 39, 41, 42] (see also [49] for an informal discussion):
(1) Circuitry for distributing the clock signal not required.
The area required for circuitry to distribute the clock signal increases with the number of components in the circuit, and this area may become very high for molecular-scale integration densities. Apart from significantly saving on circuit area, the absence of circuitry to distribute the clock signal also improves the homogeneity of the system-a great advantage for nanometre-scale fabrication. An asynchronous circuit operates as fast as switching times of devices allow, rather than being limited by the slowest parts of the circuit, which in synchronous systems limit the global clock rate. (7) Modularity. Asynchronous circuits can be subdivided into modules that can be designed independently and combined without considerations of timing restrictions. The operational correctness of a module does not depend on other modules, as long as basic design constraints are obeyed. Modularity guarantees that circuit elements can be rearranged easily into various circuits.
Since the above advantages are felt even more strongly at higher integration densities, there is increasing interest in asynchronous circuits, even though they have disadvantages too, like the much less available design, testing and manufacturing infrastructure and expertise as compared to synchronous systems. Moreover, asynchronous circuits often require additional hardware to avoid hazards, non-monotonic changes in the value of signals, which may cause unexpected circuit behaviour. As synchronous circuits allow signals to arrive out of tone as long as they settle down within a clock signal, they have been considered easier to design than asynchronous circuits, whose signals must be correct the first time they arrive at their destination. Hazards may be less of an issue, however, for implementations of asynchronous circuits in some technologies different from solid-state electronics, for example, technology based on molecular mechanisms, such as the molecular cascades [51] mentioned in section 7.
Another drawback of asynchronous circuits is the overhead caused by their signalling protocol. The usual way to initiate an action in an asynchronous circuit is to send a request signal. The circuit then signals the completion of the action by an acknowledge signal. This way of signalling, called handshaking, requires many connections and feedback connections to make circuit modules work together seamlessly. As a result, extra time for operations and extra circuitry is required, which diminishes the benefits of asynchronous circuits in practice. The delay-insensitive circuits used in this paper, however, require less feedback connections than usual, since they allow multiple signals at a time in each of their interconnection wires [52] , implying that it is not necessary for a circuit element to receive an acknowledge signal before outputting signals to its output wires. Though such a signalling method has never been considered before, as it is impractical for solid state electronics-based systems, it is easily-and most easily-implemented in cellular array-based systems.
Asynchronous circuits come in many flavours (see [38] for an overview and [39] for an overview with a history of asynchronous circuits). The most general class is formed by asynchronous circuits that make use of timing assumptions both within the circuit and in the interaction between circuit and the environment, for example assumptions on the boundedness of delays [53] . This class of signals is the least robust to unexpected behaviours. The second class constitutes selftimed circuits [54] . The elements of self-timed circuits make no assumptions on the timing of communications between them. This delay-insensitive mode of communication contrasts with the mode of communication within the elements, which are strictly regulated: for example, wires inside elements may be required to have bounded or negligible delays. In the third class, speed-independent circuits [55] , operations of circuit elements may be subject to unbounded delays, but wires between elements have zero or negligible delays. These circuits are in practice very similar [38] to circuits in the fourth class, quasi-delay-insensitive circuits [56] , which are delay insensitive except that they require a so-called isochronic fork [57, 58] , a fan-out element of which all output branches have the same delay. The fifth class constitutes the circuits with which we started this section, delay-insensitive circuits. The most robust of all asynchronous circuits due to their tolerance to delays of both circuit elements and wires, delay-insensitive circuits are very suitable for implementation on asynchronous cellular arrays. This type of circuit has its roots in the work by Clark and Molnar in the 1960s on macromodules [59, 60] , developed at Washington University in St Louis, a project resulting in a set of easily interconnected hardware modules from which computer systems can be readily assembled. Those not initiated in the subtleties of electronics are able to construct working computers from these modules-a powerful demonstration of the composition benefits of delay-insensitive circuits. Follow-up of this work is in [40, 41, [61] [62] [63] [64] among others. Also contained in this class are micropipelines [65] , which are designed to be an asynchronous alternative to synchronous elastic pipelines-pipelines in which the number of data can vary-but they also serve as a powerful method for implementing general computations. As they use a bundled data protocol-a bundle of bounded-delay data wires, each transmitting 1 bit, combined with two delay-insensitive control wires, one for requests and one for acknowledgementsthey are not delay insensitive in the strict sense, so they are sometimes considered a class on their own [38] .
Unlike in synchronous circuits that use binary valued signals, information in delay-insensitive circuits is often represented by the presence of signals on particular wires. To transmit a binary value, for example, two wires are used: a signal on one of the wires denotes the value 0, and a signal on the other wire denotes the value 1. Called dualrail encoding [66] , this way of encoding allows a signal on only one of the two wires at a time. The absence of signals on both wires indicates that no information is being transmitted. Though dual-rail encoding requires more wires than bundled data encoding, we use dual-rail encoding in this paper, because a bundled data scheme demands that data signals arrive earlier than control signals, which is hard to guarantee in implementations on asynchronous cellular arrays.
Delay-insensitive circuits consist of modules, which are elements with a finite number of input and output wires and a finite number of states. When receiving certain signals from the input wires, a module conducts an operation, as a result of which it may change its state and output certain signals on its output wires. Modules can be organized in a hierarchy, ranging from a module constructed from networks of modules, which may be as complex as a delay-insensitive computer, to modules so simple that they cannot be subdivided any further, so-called primitive modules. Realized in a cellular array by configurations of cells in certain states, modules connect to each other by paths (see figure 4), uninterrupted areas of cells over which signals are transmitted from a source module to a destination module.
A path of cells plays the same role in asynchronous cellular arrays as a wire in solid-state circuits. We then define a signal as the change of state or value of part of a path, directed from one of its ends (the source) to the other end (the destination). There can be more than one signal on each path, but signals will never interfere with each other on a path, i.e., different signals are not fused into a single signal and every single signal does not spontaneously split into more than one signal. Once a signal is transmitted from a source, it cannot be withdrawn, and it will head for its destination. The presence of other signals will never prevent it from reaching its destination, though they may delay it by a finite amount of time.
Once an input signal reaches its destination module, it is assimilated and the module conducts an operation, which usually results in the output of signals on one or more of its paths. The module may have to wait, though, for other input signals to arrive from different paths if its operation requires it. In this case, the input signal is called pending.
The transmission of signals over paths and their processing by modules may undergo any finite time delay, without this having any consequences for the correct operation of the circuit. In other words, there are no time constraints on signals.
There are a few rules governing the assimilation of signals by modules. Two successive input signals on one path to a module are always interspersed in time by an output signal produced by the module as a response to the first signal. This effectively prevents the module from using successive input signals from the same path for one operation. A different situation occurs when a module is presented with two input signals from different paths, and it can only process one at a time. In this case the module may arbitrarily choose which signal to process first. It is then said to arbitrate between its input signals. Systematic overviews of the conditions under which delay-insensitive circuits operate can be found in [40] and [52] .
As in synchronous systems, in which any arbitrary Boolean circuit can be constructed from a primitive like the NAND-gate, for delay-insensitive circuits too there is a set of primitives from which any arbitrary circuit can be constructed. Such a set is called universal. For practical purposes, universality can be considered as the constructability from the set of primitives, of circuits that can conduct the same types of computation as possible on conventional computers (see also discussion in [52] ). Boolean gates are not universal primitives for delay-insensitive circuits, because they lack the functionality to deal with every possible temporal ordering of events on their input wires [57, 67] . A set of primitives for delay-insensitive circuits must provide both universal logic functionality as well as timing functionality, the latter being necessary to make up for the loss of the clock. Keller proposed a set of delay-insensitive primitives and showed that, given an arbitrary module's specification in terms of its states' changes and its output signals for every allowable combination of input signals, the module can be constructed from the set of primitives, which implies that the set of primitives is universal [40] . Ebergen proposed an alternative set of delayinsensitive primitives [63] , and proved by using a formal system called a trace language that the set is universal [68] . Patra [41] used Keller's work as the base for yet another universal set of delay-insensitive primitives. An extensive listing of primitives available in delay-insensitive systems is given in [69] . Most relevant to the current paper is an overview of the primitives of Keller [40] and Patra [41] , and the proposal of a novel universal set of primitives based on them, given by Lee et al [52] . We use the set of primitives of Lee et al, because it goes particularly well with asynchronous cellular arrays. This set is listed in box 1 (left-hand side). Unlike delayinsensitive primitives proposed in the past, these primitives may have bi-directional interconnections, i.e., paths that can be used for both input as well as for output, albeit not at the same time. Moreover, a path may contain multiple signals at the same time, provided they all move in the same direction. Under these conditions at most three interconnections are required for input and output to each of the primitives, as shown in [52] , which substantially simplifies the simulation of the primitives on asynchronous cellular arrays.
The merge primitive (see box 1), proposed in [52] , merges two input streams into a single output stream. It differs from the merge primitive in literature (see for example [40, 60] ) at a crucial point: unlike the conventional merge, which demands mutually exclusive inputs, our merge allows input signals that arrive at its input paths simultaneously. It deals with such input by forwarding one of the input signals first to the output path, while keeping the input signal at the other input path pending until it is ready to handle the signal. Since our model allows multiple signals to be on a path at a time, it is not necessary to check whether the output path already contains a signal before a new signal can be output to it. Our merge has the advantage over the conventional merge in that it can be used [52] to construct a sequencer-a module for arbitrating the passage of signals on two paths through it (see figure 5 )-that runs in without-busy-waiting mode-a mode that does not require a signal to continuously idle around in the intra-modular circuit checking for input. As sequencers in which only conventional merge primitives are used cannot run in this mode [41] , they require the underlying hardware to continuously switch, a potential source of heat dissipation.
The input/output multiplexer, proposed in [52] , is used to transform one input path and one output path into one bi-directional path. It is a prerequisite for any scheme that employs bi-directional paths.
The symmetric join primitive, proposed in [52] , produces an output signal upon receiving one input signal from each of two different paths, and can be thought of as synchronizing its two input signals. It differs from the join primitive in the literature (see for example [40] ) in that it has three bidirectional paths, rather than the two input paths and one output path of the conventional join. This equips it with a functionality much richer than that of a conventional join: when an input signal is pending on one of the paths of a symmetric join, it is still undetermined at which of the remaining paths the output will emerge since this depends on which of the remaining paths the second input signal is received. The symmetric join can be used to construct modules like a TRIA [41] and a resettable join [69] (see figure 6 ), whereas a conventional join is insufficient for this.
The fork primitive is a fan-out element commonly used in delay-insensitive circuits [40, 60] . It produces one signal at each of its output paths for every signal it receives from its input path.
The arbitrating test and set is a primitive to test the presence of an input signal on its bi-directional path. Triggered by a signal to the input path, the module returns an output signal to the bi-directional path if there was a signal input to the bi-directional path, and it returns an output signal to the output path otherwise. An important condition to be fulfilled by the outside circuitry for the proper use of the arbitrating test and set is that no two subsequent signals may be input to the bi-directional path: they should always be interspersed by one output signal from this path. Every signal input to the bi-directional path thus gives rise to exactly one signal being Figure 6 . (a) A TRIA module constructed from one symmetric join and three input/output multiplexers (adjusted from [52] ). Upon receiving an input signal from each of the two wires I i (i ∈ {1, 2, 3}) and I j ( j ∈ {1, 2, 3} \ {i}), it outputs a signal to the wire O 6−i − j . Though the symbol for the TRIA is similar to that of the input/output multiplexer, they can be easily distinguished between by the positions, numbers and types of the wires. (b) A resettable join module constructed from a TRIA and a merge. When receiving one input signal each from wires a and b, the module outputs a signal to wire c. An input signal pending on either a or b is redirected to output wire k when an input signal is assimilated from reset wire r.
output to this path, triggered by an input signal to the input path. Necessary for constructing a sequencer module (see figure 5 ), this primitive is used for arbitration between processes that want access to a shared resource, which is an important functionality in a massively parallel model like cellular arrays. Though the functionality of any arbitrary delay-insensitive circuit can be realized without the use of an arbitrating test and set primitive [40] or a sequencer module, only limited efficiency can be achieved when access of shared resources by parallel processes is required, since this can only be done by alternately activating and deactivating the processes. For the implementation of delay-insensitive circuits on our STCA, arbitration is necessary to ensure that signals on crossing paths can pass the crossing-a shared resource-without conflicts (see also [70] and section 4). The absence of arbitration would severely degrade the performance of circuits, up to the point that in the worst case only a single signal at a time would be able to run around in the whole circuit. The arbitrating test and set primitive is basically the same as the arbitrating test and set of Keller [40] , except that it has one path less: one input path and one output path of Keller's arbitrating test and set is combined into one bi-directional path, to keep the number of paths of the primitive limited to three. Variations on this theme are also possible, for example the corresponding primitive in [52] , called reflexive arbitrating test and set, combines the other input path and output path too, giving rise to only two bidirectional paths for the primitive. For the implementation on the STCA in this paper, however, it is most convenient to use three paths for the primitive.
Laying out delay-insensitive circuits on asynchronous cellular arrays
Any arbitrary delay-insensitive circuit can be realized in an STCA by using the cell configurations on the right of box 1 to represent the corresponding primitives on the left, and connecting them to each other by paths of cells. To make these configurations behave like the primitives, we give a set of nine transition rules describing how cells interact with each other (see box 2).
Only when the configurations on the right of box 1 are presented with input signals do they undergo transitions, as the transition rules fail to match them otherwise. The configurations are thus stable in the absence of input signals.
The merge primitive, represented by a configuration of two adjacent 1-bits, processes a single signal in accordance with rule 2 in box 2, as in figure 7(a), and two simultaneous signals Figure 11 . A sequence of configurations in which an arbitrating test and set operates on (a) a signal from its input path, resulting in a signal to the output path, and (b) an input signal from its bi-directional path (arriving first) followed by a signal from its input path, resulting in an output signal on the bi-directional path.
Box 3.
Crossing signals on the cellular array. (For supporting online material (movie) see [71] .) in accordance with rule 3, as in figure 7(b) . This primitive can also be used for right and left turns of signals.
The input/output multiplexer is represented by a configuration of three pairs of 1-bits. For a signal from its input path, as in figure 8(a) , the configuration works as a merge primitive, outputting the signal on the bi-directional path towards the west, due to rule 2. If a signal is input to its bi-directional path at the west, as in figure 8(b) , it passes right through the configuration, leaving it at its eastern side, in accordance with rules 4 and 5.
The symmetric join primitive is represented by a configuration of two 1-bits at the opposite exterior of a cell. If only one signal is input to this primitive, it is kept pending until a second signal enters, after which both signals are assimilated, producing one output signal. Rule 6 applies when the input signals originate from opposite paths (see figure 9(a) ), whereas rule 7 applies when the input signals originate from adjacent paths (see figure 9(b) ).
The fork configuration uses rule 8 in combination with rule 5 to process a signal from its input path. Passing through the sequence of successive configurations in figure 10 , it produces one signal at the east and one at the north, though not necessarily simultaneously due to the asynchronous operation of the cellular array.
Finally, rule 9 is used for the arbitrating test and set primitive, which is represented as a configuration built up around a core-displayed as a shaded area in figure 11 -that is basically an input/output multiplexer, but with additional functionality. In its normal state this core redirects signals arriving from its input path towards its output path using rules 2, 4 and 5. When a signal to the input path is preceded by a signal to the bi-directional path, however, as in the leftmost configuration in figure 11(b) , the middle bit pair of the core is first set to 0 in accordance with rule 9, after which the signal from the input path follows a different route: due to rule 2 it is redirected into the core, coming from the north, after which it resets the middle bit pair of the core to 1 by rule 5 and leaves the primitive at its bi-directional path.
When realizing a delay-insensitive circuit by laying out primitives on the cellular array and connecting them to each other by paths, special care is required for paths that cross each other, since the cellular array lacks a third dimension via which crossings can be made. The cells at the intersection of a crossing are a shared resource, so arbitration is required to distribute this resource amongst the paths. To this end, we adapt the design of the busy-waiting sequencer in [41] to make it suitable for signal crossings. The resulting circuit scheme is given in box 3, together with its implementation on the cellular array. This configuration guarantees collision-free crossings, whatever the order in which signals arrive at the input paths. A more complicated and efficient version of this circuit, based on a without-busy-waiting sequencer [52] , is given in [70] . Simulations conducted on a computer confirm the correct operation of the signal crossing (see online supporting material [71] ). The use of the crossing configuration allows any particular delay-insensitive circuit to be implemented on the cellular array with the configurations on the right of box 1 as the base. This includes memory registers, circuits to do arithmetic and so on.
Finally, we construct a one-bit memory with the control circuitry required for read/write operations. Such a one-bit memory is proposed as a delay-insensitive primitive in [40] (where it is called an S-module), but we design its circuit here in terms of the lower-level primitives in box 1. The resulting implementation on the cellular array is given in box 4. All path crossings in this memory are collision free, and thus do not require the crossing configuration in box 3. The circuit design in box 4 can be carried over without problems to the framework of conventional delay-insensitive circuits, as each path in this circuit contains at most one signal at a time. A more complicated circuit design for the one-bit memory is in [41] . Simulations conducted on a computer confirm the correct operation of the one-bit memory (see online supporting material [72] ).
Higher order program structures
An important issue for a nanocomputer will be-as for any computer-whether it lends itself to easy programming, and whether the huge amount of software available for current computers can be easily translated to run on it. Examples of software used to construct delay-insensitive hardware from program descriptions are Philip's Tangram compiler [73] , Martin's Communicating Processes compiler [56] and Ebergen's system to translate specifications in trace language into circuits [63] . The Tangram compiler has been used to develop a pager with delay-insensitive logic, which not only resulted in only half the power consumption of comparable products, but also in substantially less RF interference. Martin used his compiler to design a computer with quasi-delayinsensitive logic. The above achievements indicate that one-bit Figure 12 . A one-bit counter constructed from a one-bit memory. To initialize the counter's memory, a signal is input to the Write 0 or Write 1 wire, giving rise to an acknowledgement on the Ackn 0 or Ackn 1 wire, respectively. A signal input via the Count wire flips the value of the counter's memory: if the value changes to 1, a signal is output to the Carry wire, otherwise it is output to the Done wire. Both initialization as well as updating of the one-bit memory takes place via the input wire W 0 or W 1 of the one-bit memory, so signals for initialization and updating are merged before being input to W 0 or W 1 , respectively. To split the output signals emerging from the A 0 or A 1 wire, respectively, in accordance with whether they originate from initialization or from updating, two TRIA modules are used.
delay-insensitive circuits can be generated from program descriptions, but this work tends to be directed towards circuit design rather than program design.
In this section we take a different approach and express higher order programming structures directly in terms of the delay-insensitive circuit primitives in box 1. Due to the modularity of delay-insensitive circuits, such programming structures can be easily combined in large programs. Our starting point is the one-bit memory in the previous section. Though Keller has used such a one-bit memory as a primitive [40] in combination with his other primitives to construct larger modules, his constructions are not intuitively straightforward, and hardly serve as a model for building delayinsensitive software. To stay a little closer to well known programming concepts, we outline how a for-loop, which is an important program structure, can be constructed from our primitives. We first construct a one-bit counter from a onebit memory, then combine n one-bit counters into one n-bit counter, and finally construct a for-loop, using the counter for controlling the number of times the loop is run through. Though an implementation of the loop structure on the STCA is not given due to space considerations, the resulting cellular array configuration can be easily obtained by piecing together the configurations corresponding to the primitives and modules used in the loop structure.
A one-bit counter ( figure 12 ) flips the contents of its bit each time it receives an input signal on the Count wire, producing an output signal on the Carry wire if the flipping operation changes the bit to 1, and on the Done wire otherwise. Also contained in the module is circuitry to initialize the bit to 0 or 1.
Box 4.
A one-bit memory with its control circuitry. (For supporting online material (movies) see [72] .) The next step is to combine n one-bit counters into an nbit counter ( figure 13 ). The combined memories of the one-bit counters form an n-bit register into which a value can be written via the Write wires of the one-bit counters. Once the register is initialized, say to the value k, the counter will be decreased by 1 each time an input signal is received from the Count wire, giving rise to one signal output to the Done wire the first k times, and one signal output to the Carry wire the k + 1th time. The Dummy wire has no particular function here, but can be used to combine counters into bigger ones by connecting one counter's Dummy wire with another counter's Done wire.
The construction of the for-loop is given in figure 14 . Writing k, the number of times the loop should be executed, into the n-bit counter gives rise to one acknowledging signal from each of the counter's memory bits. The resulting n acknowledging signals are joined into one signal that is used to activate the initialization of the loop. A signal emerging from the Done wire of the loop initialization signifies its end, and this signal is used to start the counter, which subsequently activates the body of the loop k times. Finally, a signal emerges from the End wire, which, apart from denoting the end of the loop's execution, can also be used to start up the next process.
Program structures are static, and as such they can be represented as delay-insensitive circuits. How about data? Though data are more dynamic [16] , their configuration usually takes place in large blocks. Provided that the structure of the data is known in advance, such blocks can be represented as delay-insensitive circuits. An even more dynamic handling of data can be achieved in implementations on asynchronous cellular arrays, if delay-insensitive circuits can be configured dynamically on the cellular arrays, for example by using techniques resembling self-reproduction [28, [43] [44] [45] [46] (see also the discussion in section 7). We will not pursue this issue in more detail here, as it is beyond the scope of this paper, but only note that in principle no insurmountable obstacles need to be expected.
Methods and implementation
Whereas there are well-established methods to design logic circuits in synchronous systems and to minimize the numbers of gates used, the design and optimization of delayinsensitive circuits is less straightforward. The methods to automatically generate delay-insensitive circuits from program descriptions [56, 63, 73] , mentioned in section 5, are aimed at the use of primitives different from ours. We have no description language and translation software available yet for our set of primitives, so our design process is not guided by a systematic method, but by hands-on reasoning, which proved to be satisfactory for the design of the signal crossing circuit and the one-bit memory.
The implementations on the STCA of the primitives and sample circuits were verified to be correct by simulations on one-bit one-bit one-bit Figure 13 . An n-bit counter constructed from n one-bit counters.
a PC with an Intel Pentium 4 processor running under Linux. The simulation program was written in the program language Java, which proved to be sufficiently fast for our purposes. The cellular array was updated in accordance with the following algorithm.
• Determine a cell c at random in accordance with a uniform probability distribution.
• Check whether the values of the eight bits associated with the cell (the cell's own four bits and one bit of each of its four neighbours) match the values of the bits on the left-hand side of a transition rule.
• If there is a match, update the bits associated with cell c in accordance with the matched transition rule; otherwise, do nothing. • Repeat the above procedure.
This algorithm ensures that on average each cell is probed at the same rate. Simultaneous updating of two neighbouring cells, which is forbidden, is automatically excluded by this updating algorithm. Simultaneous updating of two non-neighbouring cells, though not done explicitly by the algorithm, is included in the set of behaviours it can simulate. For, as two non-neighbouring cells have no shared bits and thus can be updated independently, every scheme of updating non-neighbouring cells simultaneously can be expressed as a scheme of updating them sequentially. We conclude that the algorithm covers every allowed updating order of the cellular array, whether it be simultaneous updating of non-neighbouring cells or not.
When implementing the STCA cellular array physically, rather than simulating it as we did, a scheme will be required according to which simultaneous updating of two neighbouring cells is ruled out. To prove that such a scheme is possible in principle, we give an algorithm for this task. We extend each cell by a bit that can be written into by the cell itself and only read out by the neighbours of the cell. This bit, called the a-bit, indicates to neighbouring cells that the cell may become active and undergo a transition, thus preventing them from doing the same. The algorithm runs independently in each cell and is as follows:
(1) Set own a-bit to 0 (2) If the a-bit of any neighbour cell is 1, then go to 2 (3) Set own a-bit to 1 (4) Wait a random time (5) If the a-bit of any neighbour cell is 1, then go to 1 (6) If the status bits associated with the cell match a transition rule's left-hand side, do the corresponding transition (7) Go to 1. Figure 14 . Construction of a for-loop. After writing the number of times (k) the loop should be executed in the n-bit counter, the loop is initialized by the acknowledge signals emerging from the writing operation. This is followed by the execution of the loop k times. A signal emerging from the End wire signifies the end of the loop's execution.
Though the a-bits of two neighbouring cells may be simultaneously 1 some of the time, at least one of the cells will reset its a-bit to 0 and forego the right to undergo a transition, due to line 5 of the algorithm. If both of two neighbouring cells reset their a-bits to 0, neither of them undergoes a transition and the whole procedure is repeated, until one of the cells passes line 5. Line 4 is used to prevent two neighbouring cells from getting phase locked to each other, i.e., prevent them from having to flip their a-bits repeatedly to 0 and 1 with neither of them getting beyond line 5. By using this algorithm, it is not necessary to update the eight state bits associated with a cell in synchrony during a transition, because the 1-state of the cell's a-bit blocks all transitions of the neighbouring cells, thus preventing concurrent access to the state bits. Thus as long as a cell's a-bit is 1, the state bits of the cell may be updated in any order. This algorithm may not result in the most efficient implementations as it requires each cell to continuously check the a-bits of its neighbours. An alternative would be to implement a cell's complete logic functionalityincluding the above mutual exclusion algorithm-in terms of a delay-insensitive circuit that runs in without-busy-waiting mode. This would activate a cell only when strictly necessary. Finally, the above algorithm is not necessary if the cellular array can be reformulated such that two neighbouring cells are allowed to undergo simultaneous transitions, as in [70] . This would probably result in more cell states and transition rules, however, if implemented on the STCA. It tends to be more difficult to design such models and verify the correctness of their operation.
Conclusions and discussion
Asynchronous cellular arrays offer many advantages over synchronous computer architectures for implementations on nanometre scales. Their regular structure holds the promise for efficient manufacturing techniques based on directed molecular self-assembly. Their asynchronous mode of timing offers many advantages at high integration densities and is more compatible with the asynchronous nature of phenomena at nanometre scales. Consequently, physical implementations of asynchronous cellular arrays may be more straightforward than those of conventional computer architectures. Due to the nondeterminism accompanying their asynchronous nature, however, asynchronous cellular arrays are more difficult to compute on than synchronous architectures. The method developed in this paper makes this problem more manageable. The first element of this method, laying out a delay-insensitive circuit on an asynchronous cellular array, allows a cell to be passive as long as no signal is available for it. The second element of this method, partitioning the state of each cell into bits that are shared with the cell's neighbours, provides a strict control of the order in which cells undergo their transitions when they process a signal. Our method not only limits the required number of cell states and transition rules, but also allows the efficient exploitation of the cellular array's massive parallelism. Notwithstanding the model's simplicity, it is able to carry out the same class of computations as conventional computers. This paper aims to convey three messages.
(1) Cellular array-based architectures may be a better choice for nanocomputers than von Neumann computer architectures. (2) An asynchronous mode of timing has advantages over a synchronous one for nanometre-scale implementations, and it is also manageable from a computational point of view. (3) Rather than focusing on the realization of transistors on nanometre scales, it may pay off to find out how to implement and use operations that are typical for cellular arrays or delay-insensitive circuits.
There is a large body of work in delay-insensitive circuits that can be used with our approach. Previously proposed delay-insensitive circuits assume that at most one signal at a time can be on each wire, making them a special case of our circuits. To implement such delay-insensitive circuits on the asynchronous cellular array in this paper, we only need to express them in terms of the primitives in box 1. As pointed out in sections 3 and 5, systems as complicated as computers have been realized with delay-insensitive circuits, and much of this work, including design, implementation and debugging methods, can be carried over to our framework, in principle. The delay-insensitive circuits used in this paper, however, offer better efficiency for cellular automation-based implementations, though less experience is available with them. Their ability to transmit multiple signals at a time on each wire tends to decrease the need for feedback connections to acknowledge the receipt of signals. It also opens the way for the merge primitive used in this paper, which can accept signals at its inputs simultaneously-a precondition for the construction of without-busy-waiting sequencer modules from arbitrating test and set primitives (see section 3 and [52] ).
In any distributed system there is a risk of deadlock, a state of a system in which different subparts are indefinitely waiting for input from each other, and the asynchronous systems in this paper are no exception to this. For example, two symmetric join primitives may mutually wait for input from each other, a situation that can never be resolved. Deadlock of this type is hard to prevent because it is due to incorrect circuit design. Provided circuits are correctly designed and laid out on the asynchronous cellular array, however, deadlock will not occur, because an undefined combination of state bits will never arise in any cell of such a cellular array.
In the introduction we briefly mentioned an alternative method to tame the asynchronicity of asynchronous cellular arrays, that is, by simulating synchronous cellular arrays on them [33, [35] [36] [37] . This approach requires more cell states and transition rules than ours: simulating an n-state synchronous cellular automaton requires a 3n 2 -state asynchronous cellular automaton in [33, 36] , an n 2 + 2n-state asynchronous cellular automaton in [37] , and an O(n √ n)-state generalized STCA in [35] .
Worse yet, to synchronize different parts of the asynchronous cellular array with each other-necessary, because in the end it is a synchronous cellular array that is being simulated-exchange of signals between these parts is necessary. This exchange takes the form of waves-we call them synchronization waves-that propagate along the cellular space [36, 37] . Since all cells need to continuously change their states to accommodate these waves, there are a lot of dummy transitions, even in areas of the cellular array where no signals or configurations are present. Implemented physically, such an asynchronous cellular array needs to consume much more power, and with it dissipate heat, than should be strictly necessary to support its computation, which hardly makes it a better candidate for implementations in nanotechnology than synchronous cellular arrays.
The cells in a cellular array need to be as simple as possible to allow efficient implementations and manufacturing on nanometre scales. Assuming that the transition rules are stored locally in each cell, we count the complexity of a cell as the number of bits required to encode the cell's state and the table of transition rules. For the asynchronous cellular automaton in this paper this comes to four bits for a cell's state, eight bits for the left-hand side of each of the nine transition rules in box 2 and eight bits for the right-hand side, making a total of 4 + 9 × (8 + 8) = 148 bits. A reduction in the number of bits is possible by reducing the number of transition rules, and this may be accomplished if alternative delay-insensitive primitives are found that are simpler and fewer in number, yet form a universal set. An example of such an approach is in [74] , in which the number of rules is reduced to four, resulting in only 68 bits per cell, but this is at the cost of efficiency. Though the same class of computations can be conducted on this model as on conventional computers, it is extremely limited in its ability: only a single signal at a time is allowed to run around in a delayinsensitive circuit mapped on this cellular array, hardly a model for efficient parallel information processing.
Our approach lends itself not only to the STCA cellular array in this paper, but also to more conventional asynchronous cellular arrays, i.e., models in which cells' states are treated as a whole, rather than being subdivided into substates (bits), and in which each cell can only update its own state, and not that of its neighbours. We have experimented with a five-state asynchronous cellular array with a von Neumann neighbourhood [70] and a six-state totalistic asynchronous cellular array with a Moore neighbourhood [75] . These cellular arrays require more transition rules, for example the five-state model in [70] requires 58 rules and the six-state model in [75] even more. For the model in [70] , three bits are required to represent its five states. Moreover, the von Neumann neighbourhood requires each transition rule to encode in its left-hand side the states of a cell itself and of the four neighbour cells, and in its right-hand side the new state of the cell. This gives a total of 3+58×3×(1+4+1) = 957 bits for encoding a cell's state and the table of transition rules. As this is substantially more than the number of bits required by our STCA model, this model may be more difficult to implement on nanometre scales than our model.
Are there ways to reduce the complexities of cells other than minimizing the number of transition rules and states? One standard way is to store the transition rules in a central place from which each cell can read them, but this does not work in our case. Not only does this require a communication structure for global access by all cells to the table of transition rules, a possibility that we try to avoid by using cellular arrays in the first place, it also requires each cell to continuously check whether a transition rule applies to it, which will swamp the central table by read requests from all cells and in the process consume much energy to support each cell's activities. The encoding of the transition table in each individual cell, on the other hand, allows implementations in which a cell becomes only active if a transition rule applies to it-a data-driven mode of operation that is intimately related to asynchronous systems.
Another strategy towards cells with low complexities is by exploiting the physical interactions between molecules to implement transition rules. The cascades of hopping CO molecules on a Cu(111) surface at cryogenic temperatures, recently presented by IBM researchers [51] , are an example of such an approach. These molecules are arranged in configurations such that the motion of one molecule causes the subsequent motion of another, and so on in a cascade of motion similar to a row of toppling dominoes [51] , which is a typical delay-insensitive mode of operation. The interactions of the CO molecules are used to realize the transmission of a signal along a path, as well as the operation of delayinsensitive primitives like a fork, a join and a merge, the latter three denoted in [51] as fan-out, AND-gate and ORgate. A NOT-gate is implemented with dual-rail encoding by simple crossing the 0-wire and 1-wire. To implement a dualrail encoded AND-gate in this framework, a symmetric join will be required [52] , or a TRIA, or a resettable join. These are harder to implement by molecular cascades than a joinbut probably not impossible. This scheme only provides onetime computation, as the original positions of the molecules are not recovered after an operation. To realize recoverable computations, it may be necessary to use molecules that hop between bi-stable states. [21] is another model that exploits physical interactions as a way to implement transitions. This model comes usually in the form of a twodimensional array of cells, each containing four quantum dots arranged near the corners of the cell, sometimes augmented with a fifth dot in the centre. In the ideal case the dots in a cell are occupied by two electrons, which will move to two dots in a cell's opposite corners due to electric (Coulomb) interactions, but which will never move out of the cell. Magnetic QCAs have also been proposed [76] , and they seem to have great promise for operation at room temperature. The two different ways in which the electrons can settle in a cell are usually associated with a 0 and a 1, respectively. Lining up the cells in certain configurations gives rise to wires, fan-outs, AND-gates, NOTgates etc. As it is hard to guarantee the arrival of a signal in a certain time interval in these models due to the complicated dynamics involved in the system converging to its ground state, a delay-insensitive mode of signalling seems suitable to them, though, on the other hand, it may be incompatible with the bounded decoherence times associated with QCA models. Clocked versions of QCAs have also been proposed [77] . As to the implementability of delay-insensitive circuits on QCAs, it is probably possible to implement a fork and a merge, because they resemble a fan-out and an OR-gate, respectively. A join may be more difficult, however, as it requires keeping an input signal pending in the case where the join waits for a second input signal to arrive.
Quantum-dot cellular automata (QCAs)
Monomolecular arrays are promising for implementing STCA on nanometre scales. In such arrays, each cell consists of a single molecule that integrates the elementary functions and interconnections required for executing the cell's transitions.
Currently, basic functions of digital electronics-rectification, amplification and storage-can be realized in single molecules, but connecting those molecules to one another poses difficulties, especially when it has to be done cost-effectively on a mass scale at high densities. Monomolecular electronics has the potential to solve this problem by integrating whole circuits within single molecules [78] . In recent years substantial progress has been made in the synthesis of very long molecules, and eventually it may be possible to realize a 15 × 15 nm 2 molecular circuit with as many as 1000 intramolecular switches [79] , not a very large number to realize a computer, but sufficient to build a single cell. For this approach to be successful, a deeper understanding is required of the design of intramolecular electronics, which does not obey the known Kirchhoff law of electrical circuits [78, 79] .
Is the asynchronous cellular array in this paper scalable? Though in principle the array can be made as large as we like, at certain sizes it will take a long time for a signal to move from one side of the array to the other side. For example, in a two-dimensional array of 10 9 × 10 9 cells each of which is able to do a transition every nanosecond on average, it takes a few seconds for a signal to traverse the array, suggesting that a two-dimensional array bigger than this may be impractical. The limits for three-dimensional arrays are less strict, but eventually they are also bounded in size. The issue of scalability is strongly connected to the organization of software on the array. If software is organized with an emphasis on locality, the need to traverse the array will be infrequent, making the above limitation be felt less strongly. Another factor that limits scalability is the input and output bandwidth of the cellular array. If input to and output from the array is conducted via the sides of the array, the upper bound on the bandwidth grows as the square root of the total number of cells in the case of a two-dimensional array and the cubic root in the case of a three-dimensional array. It is probably hard to circumvent this limitation other than organizing a system such that input and output is minimized. One way to do this is to use the array not only for computation, but also for permanent storage of programs and data, as envisioned in [16] .
Though this paper shows how to efficiently simulate delayinsensitive circuits on asynchronous cellular arrays, it leaves open the challenge of configuring the inherently homogeneous cellular hardware into particular delay-insensitive circuits [19] . This problem boils down to moving a certain pattern of information-a configuration of cells in appropriate states representing a circuit layout-to a certain location in the cellular array. Assuming that the information to configure the cellular array originates from the sides of the cellular array, we see two configuration methods, both using only local interactions between cells. The first method employs cells that have two modes: a computation mode and a configuration mode. Used for example in the cell matrix [19] , this method requires cells, each with a memory sufficiently large to contain a wide variety of transition rules and the capacity to write a combinatorial function of the contents of its neighbouring cells' memories into its own memory. Configuration is then achieved by rewriting the memories from cell to cell until the destination cell is reached. The second method uses the collective behaviour of the cells to copy information from one part in the cellular array to the other. Conceptually close to self-reproduction, this task has been successfully studied in synchronous cellular arrays [28, 29, [43] [44] [45] [46] , and it appears feasible as well in their asynchronous counterparts. To include configuration functionality into a cellular array with either method, however, the cells in the array will become somewhat more complex, and further research will be necessary.
When manufacturing on molecular scales, it is inevitable that some of the cells contain defects, and, even if cells work properly, they will now and then err due to noise and quantum effects. To cope with this, a cellular array needs to be defect tolerant and fault tolerant. Defect tolerance, the ability of a machine to work properly notwithstanding persistent defects, is essential for creating working nanocomputers. A cellular array would ideally detect its own defects and cope with them, rather than leaving this to an outside computer [20] , which is likely to be a bottleneck. Fault tolerance, the ability to correct nonpersistent errors, has been studied extensively in conventional computers, and has also attracted attention in the context of cellular arrays [34, 80, 81] . In principle defect tolerance and fault tolerance are possible in asynchronous cellular arrays, but further research is required to design models implementing these concepts without the complexities of the cells increasing too much.
Future research on nanocomputers based on asynchronous cellular arrays needs to focus on the items mentioned in this discussion, in particular on decreasing the complexity of cells, physical implementations, configuration of asynchronous cellular arrays and fault and defect tolerance. Another topic of interest when building nanocomputers is reversible computing [82] , a way of computing that is backwards deterministic. Every operation in a reversible computation is governed by a one-to-one function, which implies that information never gets destroyed. As with asynchronous computing, reversibility tends to reduce power consumption and heat dissipation: in principle, a reversible computation can be conducted without consuming energy, whereas each irreversible operation conducted at temperature T requires energy of at least kT ln 2 J/bit [83] . Though studied extensively in a great variety of synchronous computation models, reversible computing is virtually unexplored in an asynchronous framework. As most physical interactions on the nanometre scale are asynchronous, it makes sense to investigate whether a reversible mode of computation can be included in an asynchronous framework. Some preliminary results on the combination of reversibility and delay insensitivity are in [84] , which proposes delayinsensitive circuits that, while not strictly reversible, have the flavour of it. Lee et al [74] formulate a delay-insensitive reversible implementation on an STCA cellular array, but the resulting model is inefficient, since it only allows a single signal to run around at a time in the whole cellular array.
