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Resumen
En este trabajo nos centramos en la adquisicio´n de
clasificaciones verbales automa´ticas para el espan˜ol.
Para ello realizamos una serie de experimentos con
20 sentidos verbales del corpus Sensem. Empleamos
diferentes tipos de atributos que abarcan informa-
cio´n lingu¨´ıstica diversa y un me´todo de clustering
jera´rquico aglomerativo para generar varias clasifica-
ciones. Comparamos cada una de estas clasificacio-
nes automa´ticas con un gold standard creado semi-
automa´ticamente teniendo en cuenta construcciones
lingu¨´ısticas propuestas desde la lingu¨´ıstica teo´rica. Es-
ta comparacio´n nos permite saber que´ atributos son
ma´s adecuados para crear de forma automa´tica una
clasificacio´n coherente con la teor´ıa sobre construccio-
nes y cuales son las similitudes y diferencias entre la
clasificacio´n verbal automa´tica y la que se basa en la
teor´ıa sobre construcciones lingu¨´ısticas.
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Abstract
In this work we focus on the automatic acquisi-
tion of verbal classifications for Spanish. To do so, we
perform a series of experiments with 20 verbal senses
that belong to the Sensem corpus. We use different
kinds of features that include diverse linguistic infor-
mation and an agglomerative hierarchical clustering
method to generate a number of classifications. We
compare each of these automatic classifications with
a semi-automatically created gold standard, which is
*Este trabajo ha sido realizado en el marco del proyec-
to Adquisicio´n de escenarios de conocimiento a trave´s de
la lectura de textos (SKATeR, TIN2012-38584-C06-01) y
gracias a una beca de investigacio´n de la escuela de doc-
torado de la Universitat Oberta de Catalunya.
built on the basis of linguistic constructions proposed
by theoretical linguistics. This comparison allows us
to investigate which features are adequate to build a
verb classification coherent with linguistic construc-
tions theory and which are the similarities and diffe-
rences between an automatic verbal classification and
a verb classification based on the theory of linguistic
constructions.
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1 Introduccio´n
Los lexicones computacionales tienen un gran
valor dentro del a´rea del Procesamiento del Len-
guaje Natural. VerbNet (Schuler, 2005) ha sido
empleado en mu´ltiples tareas, como por ejem-
plo etiquetacio´n de papeles sema´nticos (Giuglea
y Moschitti, 2006), elaboracio´n de sistemas de
dia´logo automa´tico (Swift, 2005) o desambigua-
cio´n de sentidos verbales (Brown, Dligach, y Pal-
mer, 2014). El modelo de lexico´n de VerbNet
presenta adema´s la ventaja de estar organiza-
do por clases. Las clases verbales estructuran in-
formacio´n relativa al verbo y a sus argumentos,
lo que permite eliminar informacio´n redundan-
te y elaborar generalizaciones (Schulte im Wal-
de, 2006). Por ejemplo, la clase appear-48.1.1
de VerbNet contiene 41 verbos que comparten
esquemas sinta´ctico-sema´nticos, lo que permite
usar los atributos asociados a la clase en tareas
de Procesamiento del Lenguage Natural, gene-
ralizando la informacio´n que aporta cada verbo
individualmente.
Sin embargo, la elaboracio´n manual de un le-
xico´n es costosa y requiere bastante tiempo y re-
cursos que en ocasiones no esta´n disponibles. Por
ello, en los u´ltimos an˜os se han realizado varios
experimentos y trabajos con el objetivo de ad-
quirir un lexico´n verbal de forma automa´tica o
semi-automa´tica que pueda aplicarse satisfacto-
riamente a diversas tareas. En concreto, se ha
utilizado texto anotado a diferentes niveles o le-
xicones de subcategorizacio´n como VALEX (Kor-
honen, Krymolowski, y Briscoe, 2006) para crear
clasificaciones verbales automa´ticas asociadas a
informacio´n sinta´ctico-sema´ntica.
El objetivo de este trabajo es averiguar
que´ atributos lingu¨´ısticos son ma´s adecuados
para una clasificacio´n sinta´ctico-sema´ntica au-
toma´tica de verbos para el espan˜ol usando te´cni-
cas de clustering, con el fin de hacer una selec-
cio´n de los mismos y aplicarlos posteriormente en
una clasificacio´n ma´s amplia de unidades verba-
les. Para este fin, hemos realizado diversos expe-
rimentos con varias clasificaciones verbales. Para
obtener estas clasificaciones verbales hemos esco-
gido un conjunto controlado de verbos que pre-
sentan diferentes iniciadores, campos sema´nticos
y esquemas sinta´cticos y hemos empleado varios
tipos de atributos y un algoritmo de clustering
para crear la clasificacio´n. Los atributos contie-
nen informacio´n lingu¨´ıstica sinta´ctico-sema´ntica
(funciones sinta´cticas, roles sema´nticos, preferen-
cias selectivas, entre otros). Adema´s de utilizar
diferente tipo de informacio´n, hemos experimen-
tado con diversas configuraciones de los rasgos
lingu¨´ısticos y diferentes tipos de valor de los atri-
butos. En cuanto al algoritmo, elegimos el cluste-
ring jera´rquico aglomerativo, ya que es coherente
con las clasificaciones verbales manuales, que son
taxono´micas y que recogen la idea de la existencia
de diferentes grados de similitud entre los miem-
bros de las clases. Por otro lado, consideramos
que es interesante poder observar la distribucio´n
de los sentidos verbales por clases en funcio´n del
nivel de la jerarqu´ıa escogido.
2 Trabajos previos
Las clasificaciones verbales automa´ticas se ela-
boran generalmente a partir de la aplicacio´n de
un algoritmo supervisado o no supervisado a da-
tos extra´ıdos de un corpus. Presentan una serie
de ventajas e inconvenientes sobre las manuales.
Como desventaja podemos apuntar el hecho de
que, al ser generadas automa´ticamente a partir
de informacio´n de corpus, pueden contener ruido
o clases no del todo coherentes, frente a la preci-
sio´n que podemos encontrar en una clasificacio´n
manual. Por otro lado, las clasificaciones verbales
automa´ticas pueden alcanzar una gran cobertu-
ra con un coste mı´nimo. El nu´mero de propues-
tas de clasificaciones verbales automa´ticas cre-
cio´ considerablemente a partir del trabajo teo´rico
de clasificacio´n verbal de Levin (1993), en el que
se basa VerbNet, uno de los lexicones verbales
ma´s empleados en Procesamiento del Lenguaje
Natural. La hipo´tesis de Levin es que el signifi-
cado de un verbo determina su comportamiento
en cuanto a la expresio´n e interpretacio´n de sus
argumentos. Esta hipo´tesis ha sido la base para
muchas de las propuestas de clasificacio´n verbal
automa´tica. Por lo tanto, la mayor parte del tra-
bajo realizado en el a´rea de clasificacio´n verbal
automa´tica tiene por objetivo crear unas clases
verbales similares a las que propone Levin. Para
ello exploran diferentes caracter´ısticas lingu¨´ısti-
cas y algoritmos de clustering. A continuacio´n
ofrecemos un panorama general del trabajo rea-
lizado en esta a´rea, tanto el que esta´ basado en
las clasificaciones verbales de Levin, como aque-
llas propuestas que tienen como objetivo adquirir
otro tipo de clasificacio´n verbal.
Con relacio´n a aquellos trabajos cuyo objeti-
vo es adquirir una clasificacio´n similar a la de
Levin (y que, por tanto, usan adaptaciones o tra-
ducciones de la clasificacio´n de Levin como gold
standard) podemos diferenciar entre aquellos que
usan un enfoque supervisado y los que usan un
enfoque no supervisado (clustering). Ambos tipos
modelan los verbos basa´ndose en un conjunto de
caracter´ısticas lingu¨´ısticas orientadas a capturar
las alternancias de dia´tesis en las que Levin ba-
sa su clasificacio´n. Sin embargo, en el caso de los
enfoques no supervisados, la clase a la que perte-
nece un verbo no es conocida a priori.
En cuanto a los enfoques no supervisados,
que sera´ nuestra perspectiva, generalmente em-
plean patrones de subcategorizacio´n en combina-
cio´n con diferentes algoritmos, como por ejemplo
Joanis, Stevenson, y James (2008) y Li y Brew
(2008). Los patrones de subcategorizacio´n enri-
quecidos con preferencias selectivas han demos-
trado dar lugar a una mayor precisio´n a la ho-
ra de inducir las clases de Levin como vemos en
Sun y Korhonen (2009) y Vlachos, Korhonen, y
Ghahramani (2009)
Este me´todo para realizar clasificaciones ver-
bales tambie´n se ha empleado para otras lenguas
diferentes del ingle´s. Para evaluar estas clasifia-
ciones se han empleado diferentes me´todos: Brew
y Schulte im Walde (2002) y Schulte im Walde
(2006) crean un gold standard manual para el
alema´n, mientras que Falk, Gardent, y Lamirel
(2012) construyen automa´ticamente una base de
datos para el france´s con criterios similares a la
de VerbNet. Otra alternativa comu´n es la de tra-
ducir las clases de Levin, lo que permite una com-
paracio´n entre los resultados en ambos idiomas.
Sun y Korhonen (2009) obtienen para el france´s
una medida-F de 54.6 (la medida-F para el equi-
valente ingle´s es de 80.4). Scarton et al. (2014)
obtienen una medida-F de 42.77 para el portu-
gue´s brasilen˜o. En ambos casos los atributos que
mejor funcionan son los patrones de subcatego-
rizacio´n enriquecidos con preferencias selectivas
y preposicionales. Para el espan˜ol, Ferrer (2004)
aplica un clustering jera´rquico a 514 verbos y los
evalu´a con la clasificacio´n manual de Va´zquez,
Ferna´ndez, y Mart´ı (2000). Usa probabilidades
de diferentes tipos de patrones de subcategoriza-
cio´n, obteniendo una medida Rand de 0.07 para
15 clusters.
Una aproximacio´n diferente es el trabajo de
Sun, McCarthy, y Korhonen (2013), que no em-
plea patrones de subcategorizacio´n, sino que pro-
pone un me´todo alternativo para capturar las al-
ternancias de dia´tesis de los verbos, basa´ndose en
la idea de que una alternancia de dia´tesis puede
aproximarse calculando la probabilidad conjunta
de dos patrones de subcategorizacio´n.
Entre aquellos trabajos que se apartan del ob-
jetivo de adquirir una clasificacio´n verbal similar
a la de Levin, podemos mencionar la propuesta
de Merlo y Stevenson (2001), que utiliza un en-
foque supervisado para clasificar verbos en tres
grupos: inacusativos, inergativos y de objeto nu-
lo. Finalmente, cabe mencionar tambie´n el tra-
bajo de Lenci (2014), cuyo objetivo es descubrir
clases verbales. Para ello usa patrones de subcate-
gorizacio´n y preferencias selectivas en un corpus
del italiano, empleando uno de estos patrones de
subcategorizacio´n como semilla para despue´s ha-
cer particiones segu´n rasgos ma´s espec´ıficos entre
los verbos que lo contienen.
En general los trabajos mencionados asignan
los lemas verbales a una sola clase, lo que no per-
mite dar cuenta de la polisemia verbal. Este fac-
tor puede ser muy importante, ya que la mayor´ıa
de los verbos tienen al menos dos sentidos. Al
modelar un verbo sin tener en cuenta sus senti-
dos puede obtenerse un modelo poco preciso, ya
que en realidad la mayor parte de la informacio´n
se obtiene del sentido ma´s frecuente, mientras
que aquellos sentidos menos frecuentes quedan
sin modelar o distorsionan el modelo (Korhonen,
Krymolowski, y Marx, 2003).
3 Metodolog´ıa
A continuacio´n explicamos la metodolog´ıa que
hemos seguido en este trabajo. En primer lugar,
detallamos los criterios para seleccionar los sen-
tidos verbales para los experimentos (3.1). Se-
guidamente explicamos el proceso de creacio´n de
un gold standard (3.2), tomando construcciones
lingu¨´ısticas propuestas desde la lingu¨´ıstica teo´ri-
ca. El gold standard es una referencia con la que
se pueden comparar las clasificaciones verbales
automa´ticas para comprobar si se obtienen clases
equivalentes. A continuacio´n (3.3), explicamos el
proceso de extraccio´n de informacio´n lingu¨´ıstica
del corpus para generar los datos que sirven de
base para los experimentos. Adema´s, en este mis-
mo apartado explicamos el tipo de algoritmo de
clustering que empleamos para elaborar las dife-
rentes clasificaciones verbales automa´ticas.
3.1 Seleccio´n de sentidos verbales
En nuestro trabajo hemos optado por reali-
zar experimentos con sentidos verbales, en vez
de lemas, para obtener modelos ma´s precisos. En
concreto, trabajamos con un u´nico sentido por
verbo, esto es, no incluimos pares polise´micos pa-
ra poder modelizar sin ambigu¨edad. No obstante,
reconocemos que el feno´meno de la polisemia ver-
bal es algo que se ha de tener en cuenta y tratar
en cualquier aplicacio´n computacional.
Se escogen 20 sentidos verbales del corpus Sen-
sem (Ferna´ndez-Montraveta y Va´zquez, 2014)
que aparecen con una frecuencia mayor de 10
frases en el corpus para asegurar la representa-
tividad de las diferentes propiedades sinta´ctico-
sema´nticas asociadas con los sentidos. Estos 20
sentidos presentan diferentes esquemas sinta´cti-
cos, pertenecen a diferentes campos sema´nticos,
correspondientes a los supersenses de Wordnet
asociados a los synsets del Multilingual Central
Repository (Gonzalez-Agirre y Rigau, 2013) y
poseen diferentes tipos de iniciadores del evento:
causativos, agentivos y experimentadores. Estas
tres caracter´ısticas permiten que el conjunto es-
cogido sea representativo, pese al limitado nu´me-
ro de sentidos verbales. A continuacio´n mostra-
mos la clasificacio´n de los sentidos seleccionados
segu´n el campo sema´ntico al que pertenecen: 1
estado: parecer 1, valer 1, estar 14.
comunicacio´n: valorar 2, explicar 1.
cognicio´n: gustar 1, pensar 2.
movimiento: perseguir 1, viajar 1,volver 1,
montar 2.
cambio: abrir 18, cerrar 19, crecer 1, mo-
rir 1.
1Para una definicio´n de los sentidos verbales y nu´mero
de ocurrencias de cada uno en el corpus se puede consultar
el anexo A
percepcio´n: ver 1, escuchar 1.
actividad (social y corporal): trabajar 1,
dormir 1, gestionar 1.
3.2 Creacio´n del gold standard
A continuacio´n detallamos el proceso de crea-
cio´n del gold standard, que es una clasificacio´n
verbal basada en propuestas teo´ricas sobre cons-
trucciones. Definimos la nocio´n de construccio´n
como un signo lingu¨´ıstico, con forma y significa-
do, que comprende estructura sinta´ctica y roles
sema´nticos. Esta definicio´n es coincidente con la
nocio´n de construccio´n de Goldberg (1994) y la
de dia´tesis de Levin. Esta clasificacio´n servira´ pa-
ra evaluar las clasificaciones creadas automa´ti-
camente, lo que permitira´ escoger los atributos
adecuados para crear una clasificacio´n automa´ti-
ca similar a una clasificacio´n manual, mucho ma´s
costosa de realizar.
El primer paso en la creacio´n del gold stan-
dard es seleccionar los atributos lingu¨´ısticos que
configurara´n las clases verbales. En nuestro ca-
so hemos utilizado estructuras sinta´cticas ba´si-
cas descritas en mu´ltiples grama´ticas como Ba-
rreto y Bosque (1999). Adema´s, hemos empleado
construcciones adaptadas de Levin, teniendo en
cuenta los trabajos de Cifuentes Honrubia (2006)
y Va´zquez, Ferna´ndez, y Mart´ı (2000). Tomamos
las construcciones aisladas, es decir, cada uno de
los pares en una alternancia de dia´tesis, lo que
no impone restricciones sobre el tipo de alternan-
cia en el que participan los verbos. Dado que la
cantidad de sentidos escogidos es limitada para
controlar el efecto de los diferentes atributos, se
han preferido aquellas construcciones que tienen
un cara´cter ma´s general sobre aquellas espec´ıficas
para determinados verbos. A continuacio´n lista-
mos y explicamos brevemente estas estructuras y
construcciones. Empleamos como atributos cin-
co estructuras sinta´cticas ba´sicas: transitiva, in-
transitiva, ditransitiva, predicativa y atributiva;
adema´s, contamos con trece construcciones:
1. Causativa protot´ıpica: Construccio´n en la
que se explicita la causa de un evento por
medio de un sujeto. El sujeto puede ser un
agente (volitivo) o una causa (no volitiva).
El objeto esta´ afectado por el evento en di-
versos grados. Ej. La falta de lluvias seco´ el
r´ıo
2. Anticausativa protot´ıpica (con “se”): Es una
construccio´n intransitiva donde la entidad
afectada ocupa la posicio´n de sujeto. Ej. El
r´ıo se seco´
3. Causativa de per´ıfrasis: Es una causativa en
la que el predicado aparece en infinitivo jun-
to con el auxiliar “hacer”. Ej. Los fuertes
vientos han hecho bajar las temperaturas
4. Anticausativa sin “se”: el constituyente que
expresa la causa se elide. Una entidad no
afectada ocupa la posicio´n de sujeto. Ej. Las
temperaturas han bajado
5. Voz media: Expresa un estado o propie-
dad del sujeto sin combinarse con un verbo
atributivo. Generalmente van con un com-
plemento adverbial que refuerza la lectu-
ra estativa, a diferencia de la anticausati-
va protot´ıpica, que tiene una interpretacio´n
dina´mica. Ej. La pintura se esparce con fa-
cilidad.
6. Impersonal pronominal: El verbo aparece en
tercera persona, no tienen sujeto gramatical
expl´ıcito ni recuperable por el contexto. Ej.
Se aconseja el uso obligatorio del cinturo´n
7. Sujeto oblicuo: El iniciador del evento apare-
ce en una posicio´n encabezada por una pre-
posicio´n. Se suele subdividir en varios tipos,
pero dado que nuestro nu´mero de ejemplos
es pequen˜o, no hemos tenido en cuenta estas
subdivisiones. Ejs. La gente se beneficia de
las nuevas medidas
8. Reflexiva: La accio´n expresada por el sujeto
recae sobre s´ı mismo. Ej. Mar´ıa se peina.
9. Rec´ıproca: El sujeto de estas construcciones
es plural. Cada uno de los componentes del
sujeto ejerce una accio´n sobre los otros, a la
vez que la recibe de los dema´s. Ej. Juan y
Pedro se desafiaron.
10. Pasiva perifra´stica: El objeto ocupa una po-
sicio´n topicalizada y el verbo se construye
con un auxiliar. Generalmente el agente se
puede expresar mediante un sintagma pre-
posicional. Ej. Los bizcochos fueron comidos
por los nin˜os
11. Pasiva refleja: Se construye con la part´ıcula
“se”. El sujeto se pospone a la part´ıcula. El
iniciador de la accio´n no se explicita pero
suele ser agentivo. Ej. Se pasaron los trabajos
a ordenador
12. Objeto cognado: El objeto que mantiene una
relacio´n etimolo´gica con el verbo, por ello las
frases con esta construccio´n tienen un senti-
do tautolo´gico. Ej. Cantamos una cancio´n
13. Resultativa con “estar”: Detalla el estado re-
sultado de la accio´n expresada por el verbo.
Ej. El pan esta´ cortado
Figura 1: Modelizacio´n del clustering jera´rquico
aglomerativo (adaptado de la entrada de agrupa-
miento jera´rquico de Wikipedia)
Para crear las clases verbales del gold standard
aplicamos un clustering jera´rquico aglomerativo
junto con estos atributos y los sentidos verba-
les descritos. En el clustering jera´rquico aglome-
rativo cada elemento (en nuestro caso sentidos
verbales) pertenece inicialmente a un grupo. En
cada paso se van fusionando los dos grupos con
menor distancia (ver figura 1). La distancia en-
tre dos grupos se calcula aplicando una funcio´n
de distancia entre algunos de sus elementos (por
ejemplo, distancia euclidea, distancia del coseno,
etc.). La seleccio´n de dichos elementos se puede
realizar de formas diferentes, que se definen como
tipos de enlace. En nuestros experimentos hemos
empleado cuatro tipos de enlace distintos (sim-
ple, completo, promedio y promedio ponderado)
para comprobar el efecto que tienen en las agru-
paciones de los verbos, con lo cual obtenemos un
gold standard para cada tipo de enlace.
Figura 2: Enlace simple, promedio y completo
En la figura 2 podemos ver co´mo se calcula la
distancia entre grupos en los tres tipos de enlace:
de izquierda a derecha mostramos el enlace sim-
ple, el enlace promedio (el promedio ponderado es
una variante de este) y el enlace completo. En el
enlace simple la distancia entre dos grupos viene
dada por la mı´nima distancia entre los elementos
de ambos grupo. En el enlace promedio la distan-
cia entre dos grupos se calcula como promedio de
la distancia entre todos los pares de elementos de
ambos grupos. En el enlace promedio ponderado
la distancia entre dos grupos se define de la mis-
ma manera que en el caso del enlace promedio,
pero se tienen en cuenta los grupos previos que
pasaron a formar parte de los grupos actuales.
Finalmente, en el enlace completo la distancia
entre dos grupos se calcula teniendo en cuenta
los elementos ma´s dispares de ambos grupos.
El resultado del clustering jera´rquico es una
jerarqu´ıa de posibles agrupaciones, cada una de
ellas definida por cada nivel de la jerarqu´ıa. Una
vez obtenido el resultado del clustering, se de-
be decidir el nivel de agrupacio´n ma´s apropiado.
Para ello, tres lingu¨istas evaluaron las distintas
agrupaciones que conten´ıan de 4 a 10 clases y
finalmente, despue´s de varias reuniones de dis-
cusio´n, se llego´ al acuerdo de que el modelo de
6 clases era el ma´s adecuado, ya que en e´l hay
una serie de agrupaciones de los sentidos verba-
les comunes para los cuatro tipos de enlace que
son coherentes con la teor´ıa lingu¨´ıstica. Aparecen
siempre en la misma clase los sentidos de cara´cter
estativo estar 14 y parecer 1. En otra clase apa-
recen juntos abrir 18, cerrar 19, crecer 1 y mo-
rir 1, que son verbos que expresan cambio (junto
con ellos aparece tambie´n dormir 1, que se trata
de una actividad). Tambie´n juntos en una clase se
agrupan escuchar 1, explicar 1, gestionar 1, per-
seguir 1, ver 1 y valorar 2, que generalmente tie-
nen iniciadores humanos u organizaciones. Traba-
jar 1 y volver 1, intransitivos agentivos, tambie´n
permanecen juntos en todos los tipos de enlace y
en ocasiones se agrupan con otros verbos. Valer
1 y gustar 1 siempre son miembros u´nicos de su
grupo. Los dema´s alternan entre los grupos ya
mencionados. Las clases resultantes pueden con-
sultarse en la columna izquierda del anexo B.
3.3 Experimentacio´n
En los experimentos se emplean diferentes
atributos lingu¨´ısticos extra´ıdos del corpus Sen-
sem:
atributos sema´nticos de los argumentos:
• Roles sema´nticos obtenidos a partir de
un mapping jera´rquico realizado entre
los roles de Sensem y la propuesta de
Lirics (Bonial et al., 2011):
◦ roles sema´nticos finos (40 roles),
◦ roles sema´nticos abstractos (16 ro-
les);
• Supersenses de Wordnet (Miller, 1995)
(45 supersenses);
• Ontolog´ıa de SUMO (Niles y Pease,
2003) (1000 te´rminos). Los supersenses
y los te´rminos de la ontolog´ıa de SU-
MO se obtienen a partir del nu´cleo de
los argumentos verbales, que en Sensem
esta´n anotados con synsets.
atributos morfosinta´cticos: funcio´n sinta´cti-
ca; categor´ıa morfolo´gica; construccio´n, que
recoge aspectos como la topicalizacio´n o des-
topicalizacio´n del sujeto lo´gico, la reflexivi-
dad o la impersonalidad.
aspecto oracional (estado, evento, proceso).
Mediante la seleccio´n de esta informacio´n con-
figuramos diferentes espacios de atributos para
los experimentos. Con el fin de obtener una re-
presentacio´n lo ma´s completa posible de los pre-
dicados, cada atributo sema´ntico se combina con
uno sinta´ctico. Por otro lado, para explorar el
rol del aspecto, que no se ha tenido en cuenta
generalmente a la hora de elaborar clasificacio-
nes verbales automa´ticas, realizamos una versio´n
de estos atributos combinada con el aspecto de
las frases. Finalmente, para valorar el potencial
de los roles sema´nticos a la hora de definir una
clasificacio´n verbal, an˜adimos otro atributo que
consiste en roles sema´nticos sin combinarlos con
informacio´n sinta´ctica.
Como resultado tenemos 27 tipos de atribu-
tos segu´n el tipo de informacio´n lingu¨´ıstica que
recogen (por ejemplo, sintaxis+supersenses, sin-
taxis+roles de sensem, categor´ıa morfosinta´cti-
ca+ontolog´ıa SUMO+aspecto, etc). A su vez, es-
tos atributos admiten tres configuraciones dife-
rentes de informacio´n: rasgos aislados, constitu-
yentes y patrones. En la figura 3 presentamos un
ejemplo de anotacio´n de la frase en Semsem Re-
medios abrio´ su bolso.
Figura 3: Anotacio´n de una frase en el corpus
Sensem
Para esta frase, con informacio´n lingu¨´ısti-
ca relativa a roles y funciones sinta´cticas, ob-
tendr´ıamos las siguientes configuraciones:
rasgos aislados (4 atributos): sujeto, agente,
objeto directo, tema afectado
constituyentes (2 atributos): sujeto-agente,
objeto directo-tema afectado
patrones (1 atributo): sujeto-agente+objeto
directo-tema afectado
Por lo tanto, los 20 sentidos tomados de
Sensem quedan caracterizados por los atributos
sinta´ctico-sema´nticos de las frases en las que par-
ticipan. En cuanto al valor del atributo, experi-
mentamos con dos tipos diferentes: binarios (0/1)
y probabilidades. Los atributos binarios toman
valores 0 o 1 dependiendo de si para un sentido y
un atributo dados (por ejemplo abrir 18 y sujeto-
agente+objeto-tema) hay al menos una frase que
recoja ambos (1) o no la hay (0). Por otro lado,
las probabilidades expresan, para un sentido y un
atributo dados (por ejemplo abrir 18 y sujeto-
agente+objeto-tema), la proporcio´n de frases en
las que aparecen ambos en relacio´n a las frases
en las que participa el sentido verbal.
Para cada set de datos con un tipo de atributo
obtenido mediante las combinaciones que acaba-
mos de explicar, realizamos clustering jera´rquico
aglomerativo con cada uno de los cuatro enla-
ces posibles. Las funciones de distancia emplea-
das son dos: una basada en el coeficiente Dice
(Dice, 1945), ya que es adecuada y ampliamen-
te empleada para atributos binarios y otra basa-
da en el Coseno para los probabil´ısticos, tambie´n
muy utilizada en estos casos. Estas medidas se
emplean para calcular la distancia entre dos ele-
mentos en funcio´n de los valores asociados a los
atributos que los caracterizan. El nu´mero de cla-
ses deseadas en el resultado del clustering que
compararemos con el gold standard se establece
en un rango entre 4 y 10.
4 Evaluacio´n y resultados
Para evaluar los resultados, comparamos cada
gold standard correspondiente a un tipo de enla-
ce con los resultados de los experimentos para
este enlace. En las tablas 1, 2, 3 y 4 mostramos
los resultados para cada tipo de enlace. Para cada
variacio´n de atributo-valor (rasgos aislados, cons-
tituyentes y patrones con valores probabil´ısticos
y binarios) se muestra el nu´mero de clases y el
tipo de informacio´n lingu¨´ıstica que conforman la
clasificacio´n automa´tica ma´s similar al respectivo
gold standard. La similitud entre el gold standard
y el resultado de cada experimento se mide em-
pleando la informacio´n mutua ajustada, que da
cuenta de la similitud entre dos etiquetados di-
ferentes para los mismos datos. En nuestro caso,
los dos etiquetados son las clases verbales defi-
nidas en el gold standard y las clases obtenidas
automa´ticamente con datos de Sensem. La me-
dida de informacio´n mutua ajustada oscila entre
0 si las clases verbales son independientes y 1 si
las clases verbales son ide´nticas. Hay una gran
variedad de medidas de evaluacio´n externa pa-
ra algoritmos de clustering. Hemos elegido esta
medida porque no presenta sesgos en cuanto al
nu´mero de clases, al contrario que otras medidas
muy utilizadas como la de pureza (Manning et
al., 2008) y esta´ ajustada, es decir, en el caso de
una agrupacio´n aleatoria de sentidos verbales, el
valor de la medida de informacio´n mutua ajusta-
da es 0 (Strehl, 2002).
5 Ana´lisis de resultados
Si observamos globalmente los resultados co-
rrespondientes a todos los tipos de enlace, vemos
que la informacio´n lingu¨´ıstica que en ma´s ocasio-
nes contribuye a generar una clasificacio´n simi-
lar a la del gold standard es la combinacio´n de
supersenses y funciones sinta´cticas, con una in-
formacio´n mutua ajustada media de 0.530 (este
tipo de informacio´n obtiene mejores resultados
en cuatro ocasiones para el enlace completo, dos
para el simple y una para el de tipo promedio
ponderado). Sin embargo, la combinacio´n de ro-
les abstractos ma´s funciones sinta´cticas, que es la
segunda informacio´n lingu¨´ıstica que ma´s frecuen-
temente aparece en las tablas (dos veces para el
enlace promedio, una para el completo, una pa-
ra el simple y dos para el promedio ponderado)
tiene una informacio´n mutua ajustada media li-
geramente mayor: 0.542. En general observamos
que las funciones sinta´cticas aparecen en muchos
de los atributos que mejores resultados obtienen.
Si nos centramos en el tipo de valor, vemos que
las probabilidades dan lugar a una informacio´n
mutua ajustada media mayor que los atributos
binarios: 0.55 frente a 0.49. En cuanto a la confi-
guracio´n de los atributos, las configuraciones que
generalmente dan lugar a una clasificacio´n ma´s
similar a la del gold standard son las de patrones
y constituyentes, ambas con una informacio´n mu-
tua ajustada media de 0.54. Los rasgos aislados
obtienen peores resultados, con un 0.49.
En conjunto, la configuracio´n que mejores re-
sultados arroja es la que contiene informacio´n
acerca de los supersenses y la funcio´n sinta´ctica
organizada en patrones y con valores probabil´ısti-
cos. Este tipo de atributos y valores en el enlace
simple obtiene una medida de informacio´n mutua
de 0.647. Tambie´n cabe destacar que la combina-
cio´n roles abstractos+aspecto+funcio´n sinta´ctica
obtiene una de las mejores medidas, 0.627, lo que
pone de relieve la importancia del aspecto como
informacio´n relevante a la hora de crear una cla-
sificacio´n verbal automa´tica.
Como hemos visto en el apartado de trabajos
previos, hay una clasificacio´n verbal automa´tica
para el espan˜ol realizada por Ferrer (2004), que
consigue una medida Rand ajustada de 0.07 cla-
sificando 514 verbos en 15 grupos. Para tener una
referencia, calculamos la medida Rand ajustada
de la clasificacio´n verbal generada por la configu-
racio´n que obtiene una mayor informacio´n mutua
ajustada. La medida Rand de esta clasificacio´n
es de 0.619. Pese a que se trata de un valor no-
tablemente ma´s alto que el que alcanza Ferrer
(2004), hay que tener en cuenta que el tipo de
gold standard es diferente y la cantidad de verbos
es menor en nuestro caso, lo que limita el posi-
ble ruido que se generar´ıa con un nu´mero mayor
de sentidos. Aunque ambas clasificaciones no son
directamente comparables, consideramos que los
resultados que hemos obtenido son prometedores
y nos animan a seguir trabajando en esta l´ınea.
En lo relativo a las clases que se obtienen ha-
ciendo clustering con los datos de Sensem, vemos
como en las cuatro mejores agrupaciones, una por
enlace2, hay unos rasgos comunes: de forma simi-
lar a lo que ocurre en el gold standard, estar y pa-
recer se mantienen en una misma clase que tam-
poco contiene ningu´n otro miembro. Por el con-
trario, el grupo de verbos que expresaban cambio
junto con dormir 1 no se mantiene. En concre-
to, abrir 18 y cerrar 19 generalmente aparecen
en un grupo separado de crecer 1 y dormir 1. En
este punto coinciden con la distincio´n hecha por
Levin y Hovav (1995) entre verbos de cambio de
estado que expresan un evento de causa externa y
aquellos que expresan un evento de causa interna.
En Levin y Hovav (1995) se definen los eventos
de causa interna como aquellos en los que el argu-
mento que acompan˜a al verbo posee una propie-
dad que es responsable del evento denotado (por
ejemplo ‘la planta crecio´’) y los eventos de causa
externa como aquellos en los que hay una causa
externa que tiene el control del evento (por ejem-
plo ‘la puerta se abrio´’), que adema´s puede ser he-
cha expl´ıcita en una construccio´n transitiva (por
ejemplo ‘el viento abrio´ la puerta’). Explicar 1,
escuchar 1, gestionar 1, perseguir 1, valorar 2 y
ver 1, que aparec´ıan siempre en el mismo gru-
po en el gold standard, independientemente del
tipo de enlace, se mantienen juntos tambie´n en
todos los enlaces de las clases obtenidas con datos
de corpus. Valer 1 aparece como u´nico miembro
de su grupo en todos los casos, tanto en el gold
2En negrita en las tablas 1-4, los verbos que componen
estas clases esta´n en la columna izquierda de las tablas del
anexo B
Tabla 1: Enlace promedio
Configuracio´n
de los atributos
Valor de
los atributos
Informacio´n
lingu¨´ıstica de
los atributos
Nu´mero
de grupos
Informacio´n
Mutua
Ajustada
rasgos aislados binario
SUMO
aspecto
funciones sinta´cticas
7 0.425
rasgos aislados probabilidades
roles abstractos
construcciones
6 0.598
constituyentes binario
roles abstractos
funciones sinta´cticas
6 0.591
constituyentes probabilidades
roles abstractos
aspecto
funciones sinta´cticas
6 0.627
patrones binario
roles abstractos
morfolog´ıa
6 0.598
patrones probabilidades
roles abstractos
funciones sinta´cticas
7 0.609
Tabla 2: Enlace completo
Configuracio´n
de los atributos
Valor de
los atributos
Informacio´n
lingu¨´ıstica de
los atributos
Nu´mero
de grupos
Informacio´n
Mutua
Ajustada
rasgos aislados binario
SUMO
aspecto
morfolog´ıa
7 0.389
rasgos aislados probabilidades
supersenses
funciones sinta´cticas
8 0.488
constituyentes binario
supersenses
funciones sinta´cticas
5 0.519
constituyentes probabilidades
supersenses
funciones sinta´cticas
7 0.479
patrones binario
roles abstractos
funciones sinta´cticas
6 0.422
patrones probabilidades
supersenses
funciones sinta´cticas
8 0.551
standard como en los grupos creados a partir de
corpus.
Respecto a las diferencias entre el gold stan-
dard y las clases obtenidas, vemos que viajar 1 y
trabajar 1 aparecen siempre juntos en estas cla-
ses, mientras que en el gold standard trabajar 1
aparec´ıa siempre junto con volver 1. Gustar 1,
que en las clases del gold standard aparec´ıan co-
mo u´nico miembro de su grupo, aparece en una
ocasio´n en el mismo grupo que crecer 1. El resto
de los verbos alternan entre dos grupos princi-
pales en las clasificaciones hechas con datos de
Sensem: pensar 2 alterna entre el grupo de escu-
char 1 y aislado, montar 2 alterna entre el gru-
po de volver 1 y aislado, volver 1 alterna entre
el grupo de montar 2 y aislado. Finalmente, mo-
rir 1 alterna entre el grupo de abrir 18 y el de
crecer 1, lo que no es consecuente con el criterio
de causa externa e interna, ya que de mantenerse
este criterio en la clasificacio´n automa´tica deber´ıa
permanecer con crecer 1.
6 Conclusiones
En este trabajo hemos analizado para´metros
relevantes a la hora de hacer clasificaciones ver-
bales automa´ticas empleando clustering jera´rqui-
co aglomerativo. Para ello hemos creado un gold
standard para cada tipo de enlace de forma semi-
automa´tica, utilizando atributos motivados en la
teor´ıa lingu¨´ıstica. Posteriormente hemos realiza-
do varios experimentos empleando diferentes ti-
pos de para´metros y hemos analizado los resul-
tados.
Tabla 3: Enlace simple
Configuracio´n
de los atributos
Valor de
los atributos
Informacio´n
lingu¨´ıstica de
los atributos
Nu´mero
de grupos
Informacio´n
Mutua
Ajustada
rasgos aislados binario
SUMO
aspecto
funciones sinta´cticas
6 0.567
rasgos aislados probabilidades
roles abstractos
aspecto
funciones sinta´cticas
5 0.590
constituyentes binario
roles abstractos
funciones sinta´cticas
6 0.561
constituyentes probabilidades
supersenses
funciones sinta´cticas
6 0.561
patrones binario
SUMO
aspecto
funciones sinta´cticas
6 0.561
patrones probabilidades
supersenses
funciones sinta´cticas
6 0.647
Tabla 4: Enlace promedio ponderado
Configuracio´n
de los atributos
Valor de
los atributos
Informacio´n
lingu¨´ıstica de
los atributos
Nu´mero
de grupos
Informacio´n
Mutua
Ajustada
rasgos aislados binario
SUMO
aspecto
funciones sinta´cticas
6 0.372
rasgos aislados probabilidades roles abstractos 7 0.479
constituyentes binario
supersenses
funciones sinta´cticas
9 0.468
constituyentes probabilidades
roles abstractos
funciones sinta´cticas
6 0.532
patrones binario
roles abstractos
morfolog´ıa
5 0.503
patrones probabilidades
roles abstractos
funciones sinta´cticas
7 0.539
En concreto, para el clustering jera´rquico aglo-
merativo, comprobamos que los diferentes tipos
de enlace tienen un efecto en la configuracio´n de
las clases. En cuanto al disen˜o de los atributos,
hemos visto como la configuracio´n en patrones y
constituyentes ofrece unos resultados mejores que
los rasgos aislados. Si tenemos en cuenta la mejor
clasificacio´n por enlace, son los patrones los que
mejor funcionan, algo que va en la l´ınea de los
trabajos previos. En relacio´n con esto, hemos ob-
servado que el tipo de valor que recoge de forma
ma´s efectiva la informacio´n proporcionada por los
datos son las probabilidades de co-ocurrencia de
verbo y atributo.
En cuanto a la informacio´n lingu¨´ıstica, hemos
comprobado que las funciones sinta´cticas tienen
un papel fundamental, y que ofrecen buenos re-
sultados combinadas con roles sema´nticos abs-
tractos o los supersenses de Wordnet. Adema´s
hemos demostrado que el aspecto, que general-
mente no se ha tenido en cuenta en los traba-
jos previos, es un rasgo u´til. Una inspeccio´n ma-
nual de las clases nos ha permitido observar la
existencia de similitudes ba´sicas globales entre el
gold standard y las clases elaboradas con datos
de Sensem.
En definitiva, en este trabajo hemos evalua-
do que´ tipo de informacio´n sinta´ctico-sema´ntica
es ma´s relevante para una clasificacio´n automa´ti-
ca verbal del espan˜ol, as´ı como el tipo de valor
y configuracio´n de los atributos ma´s adecuados,
empleando un conjunto acotado y controlado de
sentidos verbales. Esto nos ha permitido hacer
un estudio de los cambios en la configuracio´n de
las clases segu´n el empleo de diferentes para´me-
tros. A partir de estos resultados, el pro´ximo paso
sera´ aplicar los para´metros obtenidos a una cla-
sificacio´n ma´s amplia de unidades verbales del
espan˜ol.
A Definicio´n de los sentidos verbales
Entre pare´ntesis se indica el nu´mero de ocu-
rrencias en el corpus.
abrir 18: Descorrer el pestillo o cerrojo,
desechar la llave, levantar la aldaba o desenca-
jar cualquier otra pieza o instrumento semejante
con que se cierra algo. (15)
cerrar 19: Asegurar con cerradura, pasador,
pestillo, tranca u otro instrumento, una puerta,
ventana, tapa, etc., para impedir que se abra.
(14)
crecer 1: Incrementar la cantidad o la impor-
tancia de algo, desarrollarse. (116)
dormir 1: Permanecer en un estado en el cual
todos los movimientos voluntarios son suspendi-
dos, generalmente para descansar. (18)
escuchar 1: Poner atencio´n a lo que se oye.
(107)
estar 14: Encontrarse alguien o algo en un
estado determinado.(101)
explicar 1: Aclarar algo, dar informacio´n so-
bre un asunto. (106)
gestionar 1: Realizar un tra´mite para la con-
secucio´n de una cuestio´n. (36)
gustar 1: Encontrar atractivo o agradable al-
guna cosa o a alguien.(117)
montar 2: Subirse alguien en un animal o un
veh´ıculo. (26)
morir 1: Fallecer, dejar de existir algo o al-
guien. (115)
parecer 1: Aparentar algo, sin serlo necesa-
riamente.(51)
pensar 2: Usar la mente alguien para exami-
nar una idea, razonar. (25)
perseguir 1: Ir detra´s de alguien o algo para
alcanzarle. (53)
trabajar 1: Emplearse en cualquier ejercicio,
obra, trabajo o ministerio.(80)
valorar 2: Admitir la importancia de un he-
cho, cosa o accio´n. (70)
valer 1: Tener algo un determinado valor.
(45)
ver 1: Recibir una imagen a trave´s de la vista.
(86)
viajar 1: Ir de un lugar a otro que suele estar
distante, generalmente mediante algu´n medio de
transporte. (111)
volver 1: Dirigirse hacia el lugar donde ya se
ha estado.(84)
B Clases verbales (gold standard y clase
ma´s similar)
Tabla 5: Enlace promedio
Gold standard Clasificacio´n ma´s similar
1: estar 14 parecer 1
2: escuchar 1 explicar 1 gestionar 1
pensar 2 perseguir 1 valorar 2
ver 1 viajar 1
3: abrir 18 cerrar 19
crecer 1 dormir 1 montar 2 morir 1
4: trabajar 1 volver 1
5: gustar 1
6: valer 1
1: estar 14 parecer 1
2: valer 1
3: montar 2 volver 1
4: abrir 18 cerrar 19 morir 1
5: crecer 1 dormir 1 gustar 1
6: escuchar 1 explicar 1 gestionar 1
pensar 2 perseguir 1 trabajar 1
valorar 2 ver 1 viajar 1
Tabla 6: Enlace completo
Gold standard Clasificacio´n ma´s similar
1: estar 14 parecer 1
2: trabajar 1 volver 1
3: gustar 1
4: escuchar 1 explicar 1
gestionar 1 perseguir 1 valorar 2 ver 1
5: abrir 18 cerrar 19
crecer 1 dormir 1 montar 2
morir 1 pensar 2 viajar 1
6: valer 1
1:abrir 18 cerrar 19
2: estar 14 parecer 1
3: crecer 1 dormir 1 morir 1
trabajar 1 viajar 1 volver 1
4: escuchar 1 explicar 1 gestionar 1
perseguir 1 valorar 2 ver 1
5: valer 1
6: pensar 2
7: montar 2
8: gustar 1
Tabla 7: Enlace simple
Gold standard Clasificacio´n ma´s similar
1: estar 14 parecer 1
2: trabajar 1 volver 1
3: abrir 18 cerrar 19 crecer 1 dormir 1
escuchar 1 explicar 1 gestionar 1
morir 1 pensar 2 perseguir 1
valorar 2 ver 1 viajar 1
4: montar 2
5: gustar 1
6: valer 1
1: estar 14 parecer 1
2: abrir 18 cerrar 19 crecer 1 dormir 1
escuchar 1 explicar 1 gestionar 1
morir 1 perseguir 1 trabajar 1
valorar 2 ver 1 viajar 1 volver 1
3: montar 2
4: valer 1
5 pensar 2
6: gustar 1
Tabla 8: Enlace promedio ponderado
Gold standard Clasificacio´n ma´s similar
1: estar 14 parecer 1
2: escuchar 1 explicar 1 gestionar 1
perseguir 1 valorar 2 ver 1
3: abrir 18 cerrar 19 crecer 1 dormir 1
montar 2 morir 1 pensar 2 viajar 1
4: trabajar 1 volver 1
5: gustar 1
6: valer 1
1: estar 14 parecer 1
2: valer 1
3: crecer 1 dormir 1 morir 1 trabajar 1
viajar 1 volver 1
4‘: abrir 18 cerrar 19 escuchar 1 explicar 1
gestionar 1 perseguir 1 valorar 2 ver 1
5: montar 2
6: gustar 1
7: pensar 2
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