Introduction
Barnes et al. [2] The transition matrix for an m step neighborhood is shown to be T m . For each x i ∈ X , a nonzero a i j designates x j as a neighbor of x i and t i j gives the probability of moving to x j in the next move. For our current purposes, t i j = a i j /d i where d i = ∀ j a i j , the degree of node i. [4] define π = [π i ] to be the steady state vector associated with T and show that α = π T f = π f is the expected value of f i for the discrete-time Markov chain defined by (i,t) ] be the time series yielded from a random walk on L, as defined in [2] starting at x i ; i.e., the t-th normalized solution visited in the generation of the time series has objective function z t = f α(i,t) . An autoregressive process of order 2, AR(2) (see [5] for more details), is defined by the recurrence equation
Kemeny and Snell
where a t is a random deviate with mean 0. This follows directly from the fact that E (z t ) = 0 for all t and
Consider the temporally adjacent triplet, z t , z t−1 and z t−2 . By definition, z t−2 ≡ f αi for some x i . For such specified z t−2 , the d i neighbors of x i are the x j ∈ N i with values z t−1, j . For a given x j ∈ N i , the
The remainder of the work is divided into four sections. In Section 2, we develop a characteristic landscape equation for an AR(2) process and prove that any landscape that satisfies the characteristic equation will possess an autocorrelation function consistent with an AR(2) process. In Section 3, we investigate some properties of a landscape consistent with an AR(2) process. In Section 4, we develop a characteristic landscape equation for an AR( p) process. Finally, in Section 5, we state some conclusions and indicate future research directions.
The characteristic landscape equation for AR(2) process
Grover [1] defined elementary landscapes and showed that such landscapes have properties favorable for local search. Stadler [6] showed that if T is symmetric-regular, then L is elementary if and only if a univariate time series generated from a random walk on L is consistent with an autoregressive process of order 1, i.e., an AR(1) process. Dimova et al. [3] showed that all elementary landscapes are consistent with an AR(1) process.
Proposition 1. If the time series based on a random walk on the landscape is consistent with an AR(2) process, then the landscape satisfies the characteristic landscape equation, (T
Proof. The proof proceeds in three steps:
1. first, the one-step neighborhood of a specific neighbor of solution x j which is a specific neighbor of x i is considered; 2. next, the results are expanded to consider all neighbors, x j ∈ N i ; and 3. third, all possible starting solutions, x i , are considered.
Step 1: We are given a specific solution x i , with associated objective function value z t−2 ≡ f αi . Consider a specific one-step neighbor of x i , x j ∈ N i , with associated objective function value z t−1, j ≡ f α, j . The cardinality of N j is d j . With x i and x j fixed, we average Eq. (1) over all d j neighbors of x j which yields (reading k ∈ N j as "k such that x k ∈ N j ")
Observe that
where T j is the j -th row of T . Substituting this into Eq. (2) we obtain
Step 2: Taking the average of Eq. (3) over the d i neighbors of x i , i.e., over the x j ∈ N i , we obtain
Observing that
, and substituting into Eq. (4), yields
Taking the expectation of Eq. (5) yields
Step 3: In matrix form, Eq. (6) can be written as
Eq. (7) is the characteristic landscape equation for an AR(2) process. If φ 2 = 0, Eq. (7) degenerates to the classical Laplacian equation for an AR(1) process, i.e., if φ 2 = 0 and if T is invertible. As shown in [2] , Eq. (7) may be expressed as T f α = φ 1 f α . If G = T 2 − φ 1 T is a stochastic matrix, then an equivalent classical elementary landscape is present with associated Laplacian equation
Weinberger [7] defines the sample autocorrelation function of a time series, [ f αi ], of length n generated by a random walk on L. Dimova et al. [3] show that the matrix form of the theoretical autocorrelation function for any L is
where Π is a diagonal matrix with Π ii = π i and π = [π i ] is the steady state vector (see [8] for details) associated with T .
Proposition 2. If the landscape satisfies the equation (T
2 − φ 1 T ) f α = φ 2 f α ,
then the time series based on a random walk on this landscape is consistent with an AR(2) process.
Proof. Using the Box and Jenkins [5] approach to analyze a time series, we will prove that behavior of the theoretical autocorrelation function ρ π (s) of such a time series is consistent with the autocorrelation function of an AR(2) process. Eq. (7) can be written in the form
Further, following Kemeny and Snell [4] , we note that T 0 = I , which yields
Premultiplying Eq. (8) by T −1 and substituting yields
Similarly,
The general relation is obtained by premultiplying Eq. (9) by T n−2 and substituting T n f α into Eq. (8) . This yields the recurrent formula for the autocorrelation function of such landscape,
Observing that ρ π (−n) = ρ π (n), the simultaneous solution of Eqs. (10) and (11) yields
1 − φ 2 which corresponds to the classical autocorrelation function of an AR(2) process [5] .
Properties of an AR(2) landscape
This section investigates the structure of an AR(2) landscape from the perspective of local minima using Eq. (7). Depending on the values of the coefficients φ 1 and φ 2 , an AR(2) process can be:
(a) stationary -the roots of its characteristic equation lie outside the unit circle; this is equivalent to requiring that φ 1 + φ 2 < 1, φ 2 − φ 1 < 1, −1 < φ 2 < 1, (b) non-stationary -the roots of its characteristic equation lie on the unit circle, and (c) explosive -the roots of its characteristic equation lie inside the unit circle.
In the context of this work, cases (b) and (c) cannot occur because X is finite and the directly related finite state Markov chain is used to generate the associated time series.
An upper bound for local minima for the two-step neighborhood
Consider a landscape L consistent with an AR(2) process. For any two-step neighborhood local minimum, x * * i , T 
The average of all two-step neighbors of x * * i , Avg k∈N 2 f α,k equals T 2 i f α . Since f * * αi is less than or equal to the objective function value for any two-step neighbor,
Eqs. (12) and (13) imply that f * * α,i − φ 1 T i f α ≤ φ 2 f * * α,i which yields
Since 1 − φ 2 > 0 (i.e. the process is stationary),
