Abstract. We provide new categorical perspectives on Jacobs' notion of hypernormalisation of sub-probability distributions. In particular, we show that a suitable general framework for notions of hypernormalisation is that of a symmetric monoidal category endowed with a linear exponential monad-a notion arising in the categorical semantics of Girard's linear logic.
Introduction
A basic but important construction in probability theory is that of normalising a sub-probability distribution of total weight 1 to a probability distribution of total weight 1; it plays a role, for example, as soon as one wishes to compute conditional probabilities. An obvious fact about normalisation is that one cannot normalise a zero probability sub-distribution, corresponding to the fact that one cannot easily condition on an event of probability zero. In other words, normalisation is only a partial operation on sub-probability distributions.
In [8] , Jacobs refines normalisation to a more subtle notion of hypernormalisation, which is a total operation, and which moreover admits a categorically smooth treatment. Jacobs develops this theory in the simplest non-trivial case, that of finitely supported probability measures on discrete measure spaces (= sets); this is already sufficient to explain some key results of quantitative information flow [14, 13] . However, he made it clear that this was only a starting point, and left it to future work to adapt hypernormalisation to other settings. This paper is a category theorist's response to the ideas of [8] . Initially, the objective was simply to describe some alternative perspectives on hypernormalisation, linking it up to existing constructions in monoidal category theory [17] and quantum algebra [22] ; however, in developing this material into a paper, it became apparent that one could tease out a framework encapsulating the structure needed to generalise hypernormalisation to other settings. The framework in question is that of a symmetric monoidal category endowed with a linear exponential monad. A linear exponential monad T is one for which the symmetric monoidal structure of the base category lifts to the category of T-algebras and there becomes finite coproduct. Linear exponential monads arose in the categorical semantics of linear logic [2] , but have also found application in studying abstract differentiation in mathematics and computer science [5] . The main observation of this paper is that, whenever we have a linear exponential monad, we have an associated notion of hypernormalisation, obeying many of the good algebraic axioms we could expect.
The motivating example of hypernormalisation fits into this framework via the monad for finitely supported probability distributions on the category Set. This turns out to be a linear exponential monad, but with respect to a non-standard monoidal structure on Set which we term the Giry monoidal structure. The Giry monoidal structure has the empty set as unit and binary tensor given by In fact, this monoidal structure can be understood in terms of a quantumalgebraic notion defined in [22] . A tricocycloid in a symmetric monoidal category is an object H endowed with a map v : H ⊗ H → H ⊗ H satisfying suitable axioms. It turns out that (0, 1) is a tricocycloid in the cartesian monoidal category of sets, from which we can derive the Giry monoidal structure using a general construction in [22] which builds monoidal structures out of tricocycloids. We therefore refer to (0, 1) endowed with the map v as the Giry tricocycloid; it is a basic combinatorial object which lies at the heart of probability theory.
Beyond recapturing our motivating example, we also give in this paper many other examples of hypernormalisation arising from other linear exponential monads. Some of these are non-probabilistic, being either toy examples, or derived from categorical models for linear logic. However, we also make a start on extending Jacobs' hypernormalisation to other probabilistic settings. On the one hand, we obtain an extension to the probability multidistributions appearing in [1] 's work on probabilistic term rewriting; on the other hand, we extend it to the monad for finitely additive probability distributions on sets, which is the expectation monad considered in [10] . We fully expect that we can find linear exponential structure on all the key probabilistic monads arising in mathematics and computer science-see [9] for an overview-but leave this for future work.
We conclude this introduction with a brief overview of the contents of the paper. We begin in Section 2 by recalling Jacobs' notion of hypernormalisation; this is a certain map associated to the endofunctor D : Set → Set sending a set X to the set DX of finitely supported probability distributions on X. This endofunctor in fact underlies a monad D on Set, whose algebras are abstract convex spaces-the variety of algebras generated by the quasivariety of convex subsets of affine spaces (cf. [18] )-and in Section 3, we explain how hypernormalisation can be understood in terms of finite coproducts in the category of abstract convex spaces.
The key is the (well-known) observation that the binary coproduct of abstract convex spaces A and B is given by A B as in (1.1), endowed with a suitable convex structure.
In fact, the results of Section 3 do not quite recapture hypernormalisation. In Section 4, we rectify this, and in doing so arrive at the key idea of this paper: that a symmetric monoidal category endowed with a linear exponential monad is an appropriate setting for abstract hypernormalisation.
In Section 5, we affirm that the motivating example of hypernormalisation is indeed an instance of this setting by showing that, as claimed, the Giry monoidal structure (1.1) is a symmetric monoidal structure on Set, with respect to which the finitely supported distribution monad D is a linear exponential monad.
With this done, we turn in Section 6 to the study of hypernormalisation in the abstract. We show that, in our general framework, almost all of the relevant equational properties of hypernormalisation noted in [8] carry over, and that the qualifier "almost" can be removed so long as the symmetric monoidal structure on the base category is co-affine-meaning that the unit object is initial-and the linear exponential monad T is affine-meaning that T 1 ∼ = 1.
Finally, in Section 7, we give a wide range of examples of hypernormalisation in other contexts; as explained above, these examples are partly elementary, partly based on models of linear logic, and partly obtained from more sophisticated notions of probability monad.
Hypernormalisation
In this section, we recall in detail the notion of hypernormalisation from [8] which will drive this paper.
Definition 1.
A finitely supported sub-probability distribution on a set A is a function ω : A → [0, 1] such that supp(ω) is finite and ω(A) 1. We call ω a probability distribution if ω(A) = 1.
Here, we write supp(ω) for the set {a ∈ A : ω(a) > 0} and, for any B ⊆ A, write ω(B) for b∈B ω(b). It will often be convenient to write a sub-probability distribution ω on A as a formal convex combination (2.1)
and ω(b) = 0 could also be written as
If ω is a subprobability distribution on A such that ω(A) > 0, then its normalisation is the probability distribution ω with ω(a) = ω(a)/ω(A).
Of course, if ω : A → [0, 1] is constant at zero, then we cannot normalise it. In [8] , Jacobs introduces the following notion of hypernormalisation as a principled way of rectifying this defect. In the definition, and henceforth, we write DA for the set of probability distributions on a set A. Definition 3. Let A be a set and n ∈ N. The n-ary hypernormalisation function
is given as follows. Writing ι 1 , . . . , ι n for the coproduct injections A → A+· · ·+A, each element ω ∈ D(A + · · · + A) yields n sub-probability distributions ω i on A with ω i (x) = ω(ι i (x)), and we now take
wherein we write  1 , . . . ,  n for the n coproduct injections DA → DA + · · · + DA.
In other words N(ω) "normalises the non-zero sub-probability distributions among ω 1 , . . . , ω n and records the total weights". Of particular interest is the case n = 2. Here, an element of D(A + A) can be identified with a sub-probability distribution ω 1 on A together with a (non-unique) ω 2 which is a "complement" for ω 1 in the sense that ω 2 (A) = 1 − ω 1 (A). There are now three possibilities. First, if ω 1 is already a probability distribution, then
next, if ω 1 is the zero sub-probability distribution then
otherwise, r = ω 1 (A) satisfies 0 < r < 1, and now
where here, and henceforth, if r ∈ [0, 1] then we write r * for 1 − r. Thus, by ignoring the contribution of ω 2 in each case, we see that the partial operation of normalisation is encoded by the total operation of hypernormalisation.
As suggested in Section 8 of [8] , one may generalise the hypernormalisation maps by replacing the n copies of A with n possibly distinct sets, yielding maps
in an entirely analogous manner to before. For our purposes, we will find it more convenient to work with this asymmetric version. In fact, as we saw above, the key features of hypernormalisation are fully alive in the n = 2 case, and so in large part we will prefer to work with the binary hypernormalisation maps
Convex coproducts
In [8] , use is made of the monad structure on the assignation A → DA taking A to its set of finitely supported probability distributions. Our reformulation of the hypernormalisation maps (2.6) will be in terms of this monad D, sometimes called the finite Giry monad, whose definition we now give.
Definition 4. The functor D : Set → Set takes A to DA on objects; while on maps, Df : DA → DB sends ω ∈ DA to the pushforward f ! (ω) ∈ DB given by
The unit η : 1 Set ⇒ D and multiplication µ : DD ⇒ D of the finite Giry monad D have respective components at a set A given by
(Note that, in giving µ A , we have to the left a formal convex combination of elements of DA, and to the right, an actual convex combination in [0, 1].)
In [8] , the finite Giry monad is discussed in terms of its Kleisli category; our interest is in the category of algebras, which are the (abstract) convex spaces.
Definition 5. [21]
A convex space is a set A endowed with an operation
satisfying the following axioms for all a, b, c ∈ A and r, s ∈ (0, 1):
We think of the operation (3.1) as providing an "abstract convex combination" r(a, b) = r · a + r * · b; the axioms are just what is needed to ensure that this behaves as one expects. In particular, they ensure that each of the valid ways of interpreting a formal convex combination
as an element of A via repeated application of the operation (3.1) will give the same result. In this way, we obtain a well-defined function DA → A, which endows A with D-algebra structure, and this is the key step in proving: This result justifies us in using expressions of the form (3.2) to denote an element of a convex space A, as we will do henceforth without further comment.
The link to hypernormalisation lies in the construction of finite coproducts in Conv. While coproducts in algebraic categories are usually messy and syntactic, for convex spaces they are quite intuitive. Given A, B ∈ Conv, their coproduct must certainly contain copies of A and B; and must also contain a formal convex combination r · a + r * · b for each a ∈ A, b ∈ B and r ∈ (0, 1). For a general algebraic theory, this process of iteratively adjoining formal interpretations for operations would continue, but in this case, it stops here: (b, b ) ) . This formula was obtained by expanding out the formal convex combination r · (s · a + s * · b) + r * · (t · a + t * · b ), rearranging, and partially evaluating the terms from A and from B. The reader should have no difficulty giving the remaining, simpler, cases (where one or both arguments of r A B come from A or B), and in then proving that the resulting object is an convex space.
If we write elements a ∈ A, (r, a, b) ∈ (0, 1) × A × B and b ∈ B in the three summands of A B as, respectively, 
To draw the link with hypernormalisation, consider the free-forgetful adjunction
associated to the monad D. The left adjoint F D sends the set A to the set DA, seen as an convex space under the convex combination operation given pointwise by the usual one on [0, 1]. Being a left adjoint, F D preserves coproducts, and so we have for any set A and any n ∈ N a bijection of convex spaces
which, if we spell it out, we see is really just hypernormalisation:
where ω 1 and ω 2 are the sub-probability distributions ωι 1 and ωι 2 on A and B.
Proof. ϕ is the extension of the composite function Finally, consider ω ∈ D(A + B) which does not factor through either DA or DB. Since both sub-probability distributions ω 1 and ω 2 are non-zero, we can form both ω 1 ∈ DA and ω 2 ∈ DB, and in these terms we now have
from the two cases already proved.
Linear exponential monads
The map (3.4) constructed in Proposition 8 is clearly related to hypernormalisation, but is not exactly the hypernormalisation map (2.6). While there is a case to be made that (3.4) is a more faithful encoding of the idea of hypernormalisation than (2.6), it is in fact not so difficult to derive the latter map from the former one, as we now explain.
First observe that the hypernormalisation map (2.6) is not a map of convex spaces, so that to recapture it, we must necessarily leave the category Conv. We do so in an apparently simple-minded fashion, by considering the category Conv arb whose objects are convex spaces and whose maps are arbitrary functions. Now, the binary coproduct on Conv is part of a symmetric monoidal structure, whose unit is the empty convex space, and whose coherence isomorphisms are induced from the universal properties of finite coproducts. This symmetric monoidal structure extends to Conv arb ; by this we mean simply that Conv arb has a symmetric monoidal structure with respect to which the inclusion Conv → Conv arb becomes symmetric strict monoidal. This monoidal structure is (necessarily) given on objects as before, while on maps f : A → A and g : B → B of Conv arb , the tensor f g : A B → A B is given by
i.e., exactly the same formula as the definition of on maps in Conv. Now suppose we are given convex spaces A and B. Using the extended monoidal structure on Conv arb , we obtain a function
whose second part is the inverse of (3.4) and whose first part is the tensor (4.1) of the (non-convex) functions η X and η Y . Working through the definitions, we see that this maps sends elements ι 1 (x) and ι 2 (y) of X Y to the distributions 1·x and 1 · y on X + Y concentrated at a single point; while an element r · x + r * · y ∈ X Y is sent to the two-point distribution r · x + r * · y on X + Y . Combining this description of (4.2) with Proposition 8, we immediately obtain:
The hypernormalisation map (2.6) is the composite
Thus, the hypernormalisation map (2.6) arises inevitably from the isomorphism (3.4) together with the fact that the coproduct monoidal structure on Conv extends to Conv arb . The goal in the remainder of this section is to give a better explanation of why this extension of monoidal structure should exist.
To motivate this explanation, observe that the formula (4.1) for the extended tensor product on Conv arb works because the underlying set of A B depends only on the underlying sets of A and B, and not on their convex space structure. So could the symmetric monoidal structure on Conv be a lifting of a symmetric monoidal structure on Set? In other words, is there a symmetric monoidal structure ( , 0) on Set-which as in the introduction we term the Giry monoidal structure-such that U D : (Conv, , 0) → (Set, , 0) is strict symmetric monoidal?
In the next section, we will see that this is indeed the case; for the moment, let us see how, assuming this fact, we can recover the symmetric monoidal structure of Conv arb . To do this, we consider the evident factorisation Conv → Conv arb → Set of U D through Conv arb , and apply the following result: Lemma 10. [19] Let F : E → C be a strict symmetric monoidal functor between symmetric monoidal categories, and let
be a factorisation of the underlying functor F wherein G is bijective on objects and H is fully faithful. There is a unique symmetric monoidal structure on D making both G and H strict symmetric monoidal.
Proof. Define the unit and the tensor on objects in D to be those of E, and define the tensor on maps and the coherence morphisms to be those of C.
At this point, if we still take for granted the existence of the Giry monoidal structure ( , 0) on Set, then one final category-theoretic transformation will allow us to derive the hypernormalisation maps (2.6) purely in terms of the structure of the finite Giry monad. We begin by recalling:
Definition 11. A monad T on a symmetric monoidal category (C, ⊗, I) is symmetric opmonoidal if it comes endowed with a map υ I : T I → I and maps Proof. Given symmetric opmonoidal structure on T, we define the lifted tensor product of T-algebras by
with as unit the T-algebra υ I : T I → I. Conversely, given a lifted tensor product on T-algebras, we obtain the opmonoidal structure map υ XY as the composite
where θ is the T-algebra structure of (µ X :
, and obtain υ I : T I → I as the T-algebra structure of the lifted unit.
Thus, the fact that the coproduct monoidal structure on Conv lifts the (assumed) Giry monoidal structure ( , 0) on Set can be re-expressed by saying that the finite Giry monad D on Set is symmetric opmonoidal with respect to ( , 0). Actually, more is true: D is a linear exponential monad.
Definition 13. A linear exponential monad on a symmetric monoidal category (C, ⊗, I) is a symmetric opmonoidal monad T on C such that the lifted symmetric monoidal structure on the category of algebras C T is given by finite coproducts.
The notion of linear exponential comonad is due to [2, Definition 3], refining earlier work of Seely and Lafont; it models the connective ! ("of course") of linear logic. The dual notion of linear exponential monad models the dual connective ? ("why not"). The formulation given above is given as [12, Definition 1.17], but is essentially due to Benton [3] ; the equivalence is explained in detail in [15, Section 7] .
It turns out that a linear exponential monad on a symmetric monoidal category is exactly what one needs to develop an good abstract notion of hypernormalisation, satisfying the algebraic properties one would expect. We turn to this in Section 6 below; but first, we check that our motivating example fits into this picture by verifying the existence of the Giry monoidal structure on Set.
The Giry tricocycloid
Somewhat unexpectedly, it turns out that the Giry monoidal structure may be obtained by applying a general construction originating in quantum algebra. Rather than just the cartesian monoidal category of sets, this construction starts from a symmetric monoidal category (C, ⊗, I) with finite coproducts that are preserved by tensor in each variable; for the sake of simplicity, we write ⊗ as if it were strictly associative, and for the sake of brevity, we may denote tensor product by mere juxtaposition. We can now ask: given an object H ∈ C-which in the motivating case will be the set (0, 1)-under what circumstances is there a symmetric monoidal structure ( , 0) on C with unit the initial object, and tensor D) ) constructible from the associativity constraint cells. If we expand out the definitions, we find that this equality is automatic on most summands of the domain; the only non-trivial case to be checked is the equality of the two morphisms HHHABCD ⇒ HAHBHCD given by the respective string diagrams (read from top-to-bottom):
By examining the strings, a sufficient condition for this equality to hold is the equality of the two maps HHH ⇒ HHH represented by the string diagrams (5.4) shows that this sufficient condition is also necessary. In fact, the structure of a map v : HH → HH rendering equal the strings in (5.5) has been studied before in the context of quantum algebra:
The preceding argument now shows: Proof. It is easy arithmetic to see that rs and r · s * /(rs)
To see that the final terms agree, note first that for any a, b ∈ (0, 1) we have
so that the desired equality follows from the calculation
The Giry tricocycloid thus distils the combinatorial essence of the coherence result for abstract convex spaces-i.e., the fact that any two ways of building up a finite convex combination from binary ones will coincide. Actually, this is not yet completely true: Proposition 17 only gives coherence for ordered convex combinations. To account for reordering, we must understand what is necessary to equip a monoidal structure ( , 0) arising as in Proposition 15 with a symmetry; this is the content of [22, Section 4] as we now explain.
Such a symmetry is given by coherent isomorphisms σ AB : A B → B A, i.e., maps A + HAB + B → B + HBA + A, and the coherence axiom relating σ with the unit constraints force the A-and B-summands of the domain to be mapped to the corresponding summands of the codomain. Like before, it is now natural to map the remaining HAB-summand to the HBA-summand via a composite (
The preceding argument thus shows: We now apply the preceding result to our motivating example. Proof. Clearly γ is an involution, so it remains to check the coherence axiom.
To check the equality of the second terms, we calculate using (5.6) twice that:
Putting together all of the preceding results, we are thus justified in giving:
Definition 22. The Giry monoidal structure is the symmetric monoidal structure ( , 0) on the category of sets associated to the Giry tricocycloid (0, 1), v, γ .
On working through the details of Lemma 7, the reader should have no difficulty in verifying that the forgetful functor Conv → Set is strict symmetric monoidal with respect to the coproduct monoidal structure on Conv and the Giry monoidal structure on Set. In light of Lemma 6 and Lemma 12, we have thus verified: Proposition 23. With respect to the Giry monoidal structure on Set, the finite Giry monad D is a linear exponential monad.
Abstract hypernormalisation
In this section, we show that a symmetric monoidal category (C, ⊗, I) with finite coproducts endowed with a linear exponential monad T is a suitable setting for a general notion of hypernormalisation, of which Jacobs' original definition is a particular example. In this setting, we continue to write ϕ : T (A+B) → T A⊗T B for the map underlying the T-algebra isomorphism F T (A + B) → F T (A) ⊗ F T (B); more generally, we will write
for the corresponding n-ary isomorphism.
Definition 24. Let (C, ⊗, I) be a symmetric monoidal category with finite coproducts, and let T be a linear exponential monad on C.
The binary hypernormalisation map N : T (A + B) → T (T A + T B) is the composite
T (A + B) ϕ −−→ T A ⊗ T B η T A ⊗η T B
− −−−−−− → T T A ⊗ T T B
ϕ −1
− −− → T (T A + T B) .
More generally, given objects A 1 , . . . , A n , the n-ary hypernormalisation map
In particular, taking A 1 = · · · = A n in (6.2) recovers Jacobs' hypernormalisation maps T (A + · · · + A) → T (T A + · · · + T A) in this context. In the following section, we give a range of examples of generalised hypernormalisation, but first we investigate the degree to which it inherits the good equational properties of Jacobs' original definition.
Proposition 25. Let T be a linear exponential monad on the symmetric monoidal category (C, ⊗, I). The hypernormalisation maps (6.2) satisfy the conditions expressed by the commutativity of the following diagrams: (1) Hypernormalisation has a left inverse:
(2) Hypernormalisation is idempotent:
and in Kleisli maps
Proof. To prove (1), we first claim that each diagram as to the left below commutes. This is a general fact about linear exponential monads-see, for example [15, Section 7]-but we include the proof for the sake of self-containedness.
Note that both paths are T-algebra maps F T (Σ i T A i ) → ⊗ i F T A i with as domain a coproduct of the T-algebras F T A i . So it suffices to show commutativity on precomposing by a coproduct coprojection T ι i : T T A i → T (Σ i T A i
). This means showing the outside of the diagram right above commutes, wherein we write  i for a coproduct coprojection X i → ⊗ i X i in the category of T-algebras. But the bottom triangle commutes by definition of ϕ, the left region by naturality of µ and the right region by naturality of the coproduct coprojections . Now commutativity in (6.3) yields commutativity in the right part of:
whose left part commutes by definition of N. So the outside commutes; now by the monad axioms for T, the lower composite is the identity, whence also the upper one as required for (1).
Turning to (2), we observe that conjugating by the maps (6.2) yields the square
which commutes by functoriality of ⊗ and naturality of η. Finally, for (3), commutativity of the first diagram is clear from the naturality of the maps The preceding conditions generalise ones appearing in [8, Lemma 5] . Our (2) and (3) correspond exactly to its (3) and (5), while our (1) corresponds either to the right diagram of its (2) or to its (4) . On the other hand, the right diagram of part (1) of [8, Lemma 5] has no correlate in our setting, since it makes use of the canonical strength of the finite Giry monad D with respect to the cartesian monoidal structure of Set; we do not have a strength available in the general setting, and results such as [20] should warn us against imposing one.
This leaves only the left diagrams appearing in (1) and (2) of [8, Lemma 5] . Interestingly, while these make sense in our setting, they do not hold without additional assumptions. For the left diagram of (2), this condition is:
Definition 26. A monad T on a category C with a terminal object 1 is said to be affine if the unique map T 1 → 1 is invertible (necessarily with inverse η 1 : 1 → T 1).
Proposition 27. Let T be an affine linear exponential monad on the symmetric monoidal category (C, ⊗, I) with terminal object 1. The hypernormalisation maps (6.2) satisfy the additional condition that: (4) Destroying the output structure destroys hypernormalisation:
Proof. Conjugating by the maps (6.1) yields the left triangle in
which by naturality is equally the triangle on the right. This commutes because postcomposing by the invertible map ⊗ i ! : ⊗ i T 1 → ⊗ i 1 yields along both sides the map ⊗ i ! : Definition 28. A symmetric monoidal category (C, ⊗, I) is said to be co-affine if its unit object is initial.
So, for example, the Giry monoidal structure and the cocartesian monoidal structure on Set are co-affine, while the cartesian monoidal structure is not so. The point of this extra condition is that it allows us to prove:
Lemma 29. Let T be a linear exponential monad on the symmetric monoidal co-affine category (C, ⊗, I). Finite coproduct coprojections  i : X i → ⊗ i X i in the category of T-algebras are natural with respect to arbitrary maps of C.
Proof. Since non-empty finite coproducts can be constructed from binary ones, it suffices to prove the binary case. Given T-algebras (X, x) and (Y, y), the coproduct coprojection  1 : X → X ⊗ Y can be constructed as the composite
where ψ is the unique isomorphism between initial T-algebras. This much does not use co-affinness; however, using that we may reduce  1 to the composite
where ! is the unique map out of the initial object I ∈ C. Given this description, the desired naturality with respect to arbitrary maps of C is now immediate.
Proposition 30. Let T be a linear exponential monad on the symmetric monoidal co-affine category (C, ⊗, I). The hypernormalisation maps (6.2) satisfy the additional condition that: (5) Normalising trivial input gives trivial output:
Proof. By definition of N and naturality of η, this is equally to show that the following diagram commutes, and this is so by Lemma 29.
The additional conditions in Propositions 27 and 30 are in fact necessary to ensure their conclusions. We will see this now, as we turn to the task of giving a range of examples our general notion of hypernormalisation.
Examples
Of course, the leading example of abstract hypernormalisation is the motivating one, where (C, ⊗, I) is Set with the Giry monoidal structure, and T is the finite Giry monad. In this final section, we describe meaningful examples beyond this.
7.1. Free commutative monoids. Let (C, ⊗, I) be a symmetric monoidal category with finite coproducts in which free commutative ⊗-monoids exist. For example, if C is symmetric monoidal closed with countable colimits, we can construct the free commutative ⊗-monoid on X by the usual exponential formula n∈N X ⊗n /S n . However, weaker hypotheses will also suffice-see [11, 16] .
In any case, as soon as free commutative ⊗-monoids exist, the category CMon ⊗ (C) of commutative ⊗-monoids in C is strictly monadic over C, and the induced monad M is a linear exponential monad due to the well-known fact that the monoidal structure of C lifts to CMon ⊗ (C) and there becomes coproduct 1 . In this context, we thus have a notion of hypernormalisation.
Example 31. When (C, ⊗, I) = (Set, ×, 1), the monad M is the finite multiset monad, for which M X is the set of unordered words x 1 , . . . , x n in the alphabet X. In this case, the (binary) hypernormalisation map is given by . . . , a n , b 1 , . . . , b m → a 1 , . . . , a n , b 1 , . . . , b m where each a i ∈ A and each b j ∈ B (here, to the left, we exploit our freedom in ordering to put all of the a i 's first and all of the b j 's last). Note that the right-hand side of (7.1) is always a doubleton. On the one hand, this means that it is never in the image of η M A+M B , which gives us an example in which Proposition 30 fails to hold. On the other hand, it means that postcomposing (7.1) with M (!+!) : M (M A+M B) → M (1+1) always yields a doubleton, whereas the function M (! + !) : M (A + B) → M (1 + 1) has, for example, the empty multiset in its image: we thus also have an example in which Proposition 27 fails to hold.
Example 32. Similarly, when (C, ⊗, I) = (Vect k , ⊗, k), the monad M is the symmetric algebra monad; its action on a vector space with basis indexed by X is the vector space with basis indexed by the set of unordered words in the alphabet X. In this case, binary hypernormalisation is given as in (7.1) on basis vectors.
Example 33. Of course, it is natural to consider the example (C, ⊗, I) = (Set, , 0). Here, a commutative -monoid is almost a convex space: it is a set endowed with a "convex combination" operation (0, 1) × X × X → X satisfying axioms (ii) and (iii) of Definition 5 but not axiom (i). Since the definition is still entirely algebraic, free commutative -monoids exist, and in fact can be described explicitly.
By a finitely supported probability multidistribution on a set X, we mean a multiset x 1 , . . . , x n on X together with a nowhere-zero probability distribution ω : {1, . . . , n} → (0, 1]. We think of such an element as representing a formal convex combination n i=1 ω(i) · x i , with the difference from (2.1) being that the x i 's appearing in the list need no longer be distinct; so, for example, 1 · x and 1 2 · x + 1 2 · x are different multidistributions. We note that finitely supported sub-probability multidistributions play a key role in [1] .
The set D m (X) of finitely supported probability multidistributions on X becomes the free commutative -monoid on X when equipped with the operation
and so we obtain a notion of hypernormalisation for probability multidistributions.
To describe the action of N :
, we first write 
Example 34. For our next example we consider the category of positive Conway games; we follow the presentation in [16] . A Conway game A is a directed graphcomprised of a set V A of vertices and an irreflexive binary relation E A ⊆ V A × V A giving edges-equipped with a polarity function λ A : E A → {+, −} on edges, and a specified root vertex * A , such that: (1) Every x ∈ V A admits a (directed) path from * A ; (2) Every path starting from * A is finite. We also call vertices of A positions of the game, and call edges moves. With these conventions, the root specifies the starting position; a positive edge represents a player move; and a negative edge represents an opponent move.
The tensor product of Conway games A and B has underlying graph given by V A⊗B = {x ⊗ y : x ∈ V A , y ∈ V B } and
with polarities of edges the same as the underlying edges in A and B, and with root * A⊗B = * A ⊗ * B . The dual of a Conway game A is the game A * with the same underlying graph but opposite polarities of edges.
A play of length n in a Conway game is a path of edges * → x 1 → · · · → x n with edge polarities −, +, −, +, . . . . A one-step extension of such a play is a play
A winning strategy (for player) for a Conway game is a non-empty set σ of plays such that:
(1) Each initial segment of a play in σ is again in σ; (2) Each one-step extension of a even-length play in σ is again in σ; (3) Any odd-length play in σ has a unique one-step extension in σ. Thus, in a winning strategy, player has a specified response to any opponent move, in any position that can be reached by playing according to the strategy. The category Conway has Conway games as objects, and as morphisms A → B, winning strategies for the game A * ⊗ B. The identity morphism from A to A is the "copycat" strategy for A * ⊗ A, and composition of strategies is given by "parallel composition and hiding"; see, for example [7] .
A Conway game is positive if each edge out of the root is positive. The category Conway + of positive Conway games is a symmetric monoidal category under the operation ⊗, with as unit I the game with one position * and no moves. It also has finite coproducts: the initial object is again the game I (so the monoidal structure is co-affine), while the binary coproduct of positive games A and B is given by their disjoint union as graphs with the root vertices * A and * B identified.
By ( 7.2. Free commutative semigroups. Suppose now that (C, ⊗) is a symmetric semimonoidal category; that is, a category endowed with all the structure and axioms of a symmetric monoidal category that do not involve the unit. In this context, one cannot speak of commutative monoids, but can still consider commutative ⊗-semigroups: objects X ∈ C endowed with a map m : X ⊗ X → X satisfying mσ = m. Like before, free commutative semigroups will exist under good conditions, whereupon the category CSgp ⊗ (C) of commutative ⊗-semigroups will be strictly monadic over C. In this circumstance, the induced monad S can quite often be made into a linear exponential monad, as we now explain.
Suppose that C has finite coproducts which are preserved in each variable by ⊗. In this circumstance, there is a co-universal way of completing C to a co-affine symmetric monoidal category (C,⊗, 0): we define the tensor product by
and define the monoidal coherence constraints using distributivity of + over ⊗ and the semimonoidal coherence constraints for ⊗. The couniversality is expressed by 2-natural isomorphisms of categories
for any co-affine symmetric monoidal category (B, ⊗, 0). In particular, taking (B, ⊗, 0) to be the terminal (co-affine) symmetric monoidal category 1, we obtain a bijection over C between the categories CMon⊗(C) and CSgp ⊗ (C).
In this situation, then, the commutative ⊗-semigroup monad S becomes a linear exponential monad with respect to the cofree co-affine monoidal structure (⊗, 0) on C; and so we have a notion of hypernormalisation. We now work this through in a few examples.
Example 35. After the fact, we recognise Example 33 as an instance of this construction. Indeed, as noted in Remarks 16 and 20, Street in [22] shows how a symmetric tricocycloid in a symmetric monoidal category yields a new symmetric semimonoidal structure with tensor operation A, B → H ⊗ A ⊗ B. Taking the couniversal coaffine symmetric monoidal structure on this yields ( , 0) as in Propositions 15 and 19. In particular, the commutative -monoids are equally the commutative semigroups for Street's semimonoidal structure.
Example 36. Consider the cartesian symmetric (semi)monoidal structure on Set. In this case, the free commutative semigroup SX on a set X exists, and is given by all non-empty finite multisets in X. Thus the non-empty multiset monad S is a linear exponential monad with respect to the cofree coaffine symmetric monoidal structure (×, 0) on the cartesian semimonoidal structure; here,
(Note that this is equally the monoidal structure arising from Propositions 15 and 19 applied to the terminal tricocycloid on Set.) The corresponding hypernormalisation maps N : S(A + B) → S(SA + SB) are given by . . . , a n , b 1 , . . . , b m → a 1 , . . . , a n , b 1 , . . . , b m where each a i ∈ A and each b j ∈ B. Note that this example, unlike Example 31, is co-affine, and this is reflected in the difference between (7.1) and (7.3); where (7.1) is entirely uniform, (7.3) involves a three-way case split putting it closer in spirit to Jacobs' original notion of hypernormalisation.
Example 37. In a similar way, the free non-unital symmetric algebra monad S on the category of k-vector spaces is a linear exponential monad with respect to the monoidal structure A, B → A ⊕ (A ⊗ B) ⊕ B on k-vector spaces; the corresponding hypernormalisation maps act on basis vectors as in (7.3).
7.3. Idempotent commutative monoids and semigroups. We observed in Example 33 that commutative monoids for the Giry monoidal structure on Set are more general than convex spaces, since they may fail to satisfy the "idempotency" axiom r(x, x) = x. While we make no claims for the definitiveness of the following notion, it does at least serve to capture this additional requirement. 
A commutative ⊗-monoid (A, m, e) in C is idempotent if, whenever δ is a diagonal for (C, ⊗, I), the composite m • δ A : A → A ⊗ A → A is the identity.
Once again, under good circumstances, free idempotent commutative ⊗-monoids will exist (the quantification over all diagonals in the definition of idempotency may seem problematic, but a Yoneda-style argument typically means that there are only a small set of possible diagonals.)
In this situation, the monad for idempotent commutative ⊗-monoids will be a linear exponential monad; indeed, the commutativity in (7.4) ensures that the full subcategory ICMon ⊗ (C) of CMon ⊗ (C) on the idempotent commutative monoids is closed under the tensor product, which will once again be coproduct. So again, in this situation we have a notion of hypernormalisation.
Example 39. When (C, ⊗, I) is (Set, ×, 1), the unique diagonal is the usual diagonal (id, id) : A → A × A, and so a commutative monoid is idempotent in the sense of Definition 38 just when it is idempotent in the usual sense. Thus the free idempotent commutative monad on X is simply the finite powerset P f X, and the hypernormalisation maps
Example 40. When (C, ⊗, I) = (Vect k , ⊗, k) we see by considering naturality with respect to maps k → k that the only diagonal is componentwise the zero map. It follows that the only idempotent commutative ⊗-monoid is the zero space, and so the theory in this case trivialises.
Example 41. When (C, ⊗, I) is (Set, , 0), we see by considering naturality with respect to maps 1 → A that the possible diagonals δ i : id ⇒ • ∆ are indexed by r ∈ [0, 1]; we have that δ 0 , δ 1 are the left and right coproduct coprojections A → A + (0, 1) × A × A + A, and that δ r (a) = (r, a, a) for 0 < r < 1. It follows that a commutative -monoid is idempotent just when it satisfies the additional axiom r(a, a) = a for all 0 < r < 1-that is, just when it is an abstract convex space. In this way, we re-find the fact that the finite Giry monad D is a linear exponential monad with respect to the Giry monoidal structure.
Furthermore, in the situation of Section 7.2, if we can form free idempotent commutative semigroups with respect to a symmetric semimonoidal structure, then we will obtain a linear exponential monad with respect to the cofree co-affine symmetric monoidal structure. On the one hand, we can see Example 41 as arising in this way; on the other, we can combine Examples 36 and 39 to obtain: Example 42. Consider (C, ⊗, I) = (Set, ×, 1). In this case, "idempotent commutative semigroup" has its usual meaning, and the free such structure on a set X is given by the non-empty finite powerset P ne f . It follows that P ne f is a linear exponential monad with respect to the monoidal structure (×, 0) on Set as in (7.2)-and so we obtain hypernormalisation maps N : P ne f (A + B) → P ne f (P ne f A + P ne f B) which are given by the subset analogue of the multiset formula (7.3).
7.4. The expectation monad. For our final example, we obtain a notion of hypernormalisation for [10] 's expectation monad on Set, whose value at a set X is the set of all finitely additive probability distributions on X.
Definition 43. A finitely additive sub-probability distribution on a set X is a function ω : PX → [0, 1] such that ω(∅) = 0 and ω(A ∪ B) = ω(A) + ω(B) whenever A, B ⊆ X are disjoint subsets; we call ω a probability distribution if in addition ω(X) = 1. We write EX for the set of finitely additive probability distributions on X. Given a function f : X → Y , we write Ef : EX → EY for the function defined by (Ef )(ω)(B) = ω(f −1 (B)).
The unit η X : X → EX takes x ∈ X to the Dirac probability distribution η X (x) : A → 1 if x ∈ A; 0 otherwise.
As for the multiplication, we define this in terms of a notion of integration of a function f : X → [0, 1] against a finitely additive probability distribution. For a general f ∈ [0, 1] X , we express it as a pointwise supremum f = sup n f n of simple functions f n (which may be done, for example, by taking f n to be f rounded down to n decimal places), and now define x∈X f (x) dω = sup n x∈X f n (x) dω .
We can thus define the monad multiplication µ X : EEX → EX by µ X (ω)(A) = τ ∈EX τ (A) dω .
Proposition 45. The expectation monad on Set is a linear exponential monad with respect to the Giry monoidal structure.
Proof. As in [4] , to endow E with linear exponential monad structure is equivalently to give it the structure of a new-Seely category; as elucidated in [15] , this means providing isomorphisms ψ AB : EA EB → E(A + B) and ψ I : I → E(0) making E into a strong symmetric monoidal functor (Set, +, 0) → (Set, , 0) and rendering commutative each diagram of the form is an injection onto those υ ∈ E(A + B) with 0 < υ(A) < 1. The desired ψ AB is thus given by the copairing Eι 1 , h, Eι 2 : EA EB → E(A+B). We leave it as an easy exercise for the reader to check that these maps exhibit E as strong symmetric monoidal (Set, +, 0) → (Set, , 0); and so it remains to verify commutativity in (7.5) . This follows by diagram chasing using: which is trivial when f is a simple function, and follows in the general case by continuity of addition and multiplication.
It follows that the expectation monad admits a good notion of hypernormalisation. To define this, we first define, like before, the normalisation of a finitely additive sub-probability distribution ω : PA → [0, 1] with ω(A) > 0 to be the probability distribution ω with ω(U ) = ω(U )/ω(A). Noting that each set EA admits a structure of convex space where r(ω 1 , ω 2 )(U ) = rω 1 (U ) + r * ω 2 (U ), we now obtain the hypernormalisation map N : E(Σ i A i ) → E(Σ i EA i ) as in (2.2) by
Of course, it would be natural to attempt to extend this to other probability monads, including the Giry monad for probability distributions on the category Meas of measurable spaces, or the Radon monad for Radon probability distributions on the category of compact Hausdorff spaces. We leave this for future work, and end this paper with a conjecture: we claim that, in fact, the expectation monad is terminal among linear exponential monads for the Giry monoidal structure on Set. This is analogous to [6] 's result that the ultrafilter monad on Set is terminal among finite-coproduct-preserving monads on Set-which are equally the linear exponential monads for the cocartesian monoidal structure.
Towards a proof of this, we note that it is quite easy to see that E is terminal among endofunctors T endowed with opmonoidal structure T : (Set, +, 0) → (Set, , 0); the tricky part seems to be showing that, if these structure maps come from a linear exponential monad structure on T , then the induced T → E respects the monad multiplication. It is possible that further side-conditions are necessary to ensure this, but this lies beyond the scope of the present paper.
