In a seminal article on small business lending, Petersen & Rajan (2002) argue that technological changes have revolutionized small business lending markets, weakening the reliance of small businesses on local lenders and increasing geographic distances between firms and their credit suppliers. While their data only cover through 1993, they conjecture that the pace of change accelerated after 1993. Using the 1993Using the , 1998Using the , and 2003 Surveys of Small Business Finances (SSBFs), we test whether the distance changes identified by Petersen and Rajan continued or accelerated during the following decade. Using a novel application of Oaxaca-Blinder decomposition, we identify the extent to which specific observable characteristics are associated with distance changes and draw three conclusions. First, while distances increased between 1993 and 1998 at a faster rate than found by Petersen & Rajan, distance increases appear to have halted or possibly reversed between 1998 and 2003. Second, rather than increasing proportionally for all small firms, distance increases were uneven across firms over the decade, with higher credit quality firms and firms with more experienced ownership realizing greater gains in distance than other firms. Finally, distances increased faster at older firms and, regardless of firm age, increases in distance have only affected some product types, primarily those involving asset-back loans (including mortgages). For relationships that involved the provision of either lines of credit or multiple types of credit, distances increased very little or not at all during the decade. This analysis provides a detailed and nuanced view of how the market for small business credit has evolved during a period of rapid technological change.
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Introduction
During the past several decades, technological improvements have permitted banks to interact with customers more efficiently (e.g., online banking and automated teller machines) and to measure and manage risk more effectively (e.g., credit scoring). At the same time, deregulation has reduced restrictions on branching activity (both intrastate and interstate) and, through federal preemption, increased the ability of banks in one state to offer financial services in other states free from additional regulatory burden. As a consequence of these and other changes, the banking marketplace in the U.S.
has been substantially altered as bank consolidation has increased the size and geographic scope of banks (Critchfield, et al, 2004; DeYoung, et al., 2004) . While the existence of these changes has been undeniable in most aspects of banking, in small business lending, where borrowers have historically relied more on soft information and relationship lending for credit, the extent to which the same technological changes have expanded the geographic reach of lenders has remained in dispute.
In a seminal article on small business lending, Petersen and Rajan (2002) argue that technological changes have revolutionized small business lending by expanding access to credit from more distant suppliers, thereby breaking "the tyranny of distance" in small business lending. The authors draw two conclusions from their data analysis. First, the physical distance between small businesses and their lenders grew steadily (about 3.4 percent per year) between 1973 and 1993.
Second, fewer small businesses list their primary means of interacting with their lenders as being in person. These conclusions are drawn from an analysis of a "synthetic panel" that the authors construct from the 1993 Survey of Small Business Finances (SSBF) to represent small business lending activity from 1973 to 1993. 1 While the data used to support their conclusions only cover through 1993, Petersen and Rajan conjecture, based upon conversations with industry experts and evidence in other studies, 2 that not only has the trend towards longer physical distances between small businesses and their lenders been steady, but "if anything the trend has accelerated since 1993" (Petersen and Rajan, 2002, p. 2534 ).
The 2003 SSBF provides an opportunity to test this conjecture. Using these data, we revisit the issues raised by Petersen and Rajan (2002) to determine the extent to which increases in the physical distance between small businesses and their lenders have continued or possibly accelerated over the subsequent decade. Rather than constructing a synthetic panel from a single wave of the SSBF, we 2 compare the results from the 1993, 1998, and 2003 SSBFs to examine how distances between small firms and their suppliers of credit evolved over time. These surveys provide the most comprehensive look at the financing of small businesses available over this time period and afford the best picture of how distances changed across all types of financial institutions for a nationally representative sample of small business borrowers. Our analysis utilizes Oaxaca-Blinder decomposition in a novel way to examine how distances changed across firms with differing characteristics. While we are unaware of any previous studies that have used Oaxaca-Blinder decomposition to study the effects of technological change over time, this methodology is well suited to identify those firm characteristics that are the most related to changes in distance over the decade.
Our analysis leads us to three conclusions about how distances between small businesses and their suppliers of credit changed over the 1993 to 2003 decade. First, while distances increased during the first five years -indeed, at a faster rate than that found by Petersen and Rajan (2002) -the increases appear to have halted, or possibly even reversed somewhat, between 1998 and 2003. Second, rather than increasing proportionally across the board for all small firms, increases in distance played out unevenly across firms over the decade, with higher credit quality firms and firms with more experienced ownership realizing greater gains in distance than other firms. Finally, distances have increased faster at older firms than at younger firms, and, for all firm age groups, increases in distance have only affected some product types, primarily those involving asset-backed loans (including mortgages). For relationships that involved the provision of either lines of credit or multiple types of credit, distances increased very little or not at all during the decade.
Our results have important implications for understanding how the allocation of credit to small businesses is evolving over time. They also have important implications for antitrust policy, particularly in evaluating the likely competitive effects of proposed bank mergers. If the increase in distances over which small businesses and suppliers of credit interact had continued to increase over the decade, then this may have suggested that small firms are less dependent upon local lenders as sources of credit.
Such a finding would mitigate concerns that a merger between financial institutions in the same local market might allow the merged institution to extract rents from small businesses that are captive to local suppliers of credit. Our analysis suggests that the provision of bank credit remains largely local, and therefore that merger enforcement ought to remain vigilant.
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The plan for the paper is as follows. The next section provides a brief review of empirical studies on how the distance between small businesses and their sources of credit has changed in recent years.
The following section describes the SSBF data and presents univariate statistics on how distances changed across the three survey years. The subsequent section presents the results of our multivariate analysis of distance changes, which controls for a variety of firm-and relationship-specific characteristics. This section also details our use of Oaxaca-Blinder decomposition and presents documents our simulations of distance changes across different types of firms. The final section discusses our results and the conclusions that we draw from them.
Literature Review
The reasons why distance, or more specifically, geographic proximity, should matter in small business lending can be traced to transaction costs incurred by both borrowers and lenders. Brevoort and Wolken (2009) provide a detailed review of the literature on why distance should matter to banking and how the transaction costs that give rise to the importance of distance may have been impacted by technological and regulatory changes in the recent past. We follow here with a limited review of empirical studies on distance in small business lending.
Empirically, the relationship between physical proximity and small business lending patterns has been well documented. Using the 1993 SSBF, Kwast, Starr-McCluer, and Wolken (1997) find that 92.4 percent of small businesses use a depository institution that is within 30 miles of their main office. Data from the 2001 Credit, Banks, and Small Business Survey, conducted by the National Federation of Independent Businesses and detailed by Scott (2003) , indicate that the average travel time between a small business and its primary financial institution was 9.5 minutes. Using this same data source, Amel and Brevoort (2005) estimate that 90 percent of small businesses look for banking services within 14.8 miles of the firm's location.
The first paper to examine how the geographic distance between small businesses and their lenders is changing over time was by Petersen and Rajan (2002) , who as mentioned earlier use the 1993 SSBF to construct a synthetic panel based upon the year in which the relationship between the small business and its lender began. While the data extend farther back in time, the authors exclude those lending relationships that began prior to 1973 and focus on changes in the pattern of lending over the next two decades, from 1973 to 1993 . Petersen and Rajan (2002 conclude that the distance between 4 small firms and their lenders has been increasing by 3.4 percent per year, an increase that they attribute to increases in bank productivity brought about by technological advances.
Several empirical studies followed examining how distances between small businesses and their lenders are changing over time. Wolken and Rohde (2002) Another series of papers has examined this issue using data from the Community Reinvestment Act (CRA). The CRA data provide annual information on the number and dollar amount of small business loans made by depository institutions, by census tract. When combined with data on bank branch locations from the Summary of Deposits data, CRA data can be used to examine how the geographic distribution of small business loans originated at depository institutions changed relative to their branch networks over time. Studies using this data have either focused on how lending changed to geographic areas at different distances from the bank's branch network, or how out-of-market lending (defined as loans to geographic areas in which the depository institution has no branch presence) has changed.
These studies include Hannan (2003) , Brevoort and Hannan (2006 ), Brevoort (2008 ), and Laderman (2008 . In general, studies based upon CRA data (which cover years as late as 2003) have shown little evidence that depository institutions are extending credit at greater distances. To the extent that outof-market lending activity has increased, it has largely been confined to particularly small loans -loans with average balances small enough to resemble credit card loans.
Studies of changing distances in small business lending have also been conducted using data from the U. 
Data and Univariate Analysis
Since its inception, the Survey of Small Business Finances (SSBF) has provided the most comprehensive picture available of the financial dealings of small businesses. The SSBF has several advantages over other data sets in examining distance changes in small business lending. Unlike regulatory data or data from a single banking institution and its customers, the SSBF surveys small businesses directly and obtains a nationally representative dataset of small businesses' financial relationships and the services that they use. The data provide an inventory of all financial services and suppliers used by each firm, and consequently creditors other than banks can be examined. While studies utilizing data from individual banks or the CRA typically have little information available on the firm, the SSBF contains a broad set of firm and owner characteristics.
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In the SSBF, firms are asked to identify and provide information about the institutions from which they received financial services. This information can also be matched to other data sources to obtain additional characteristics of the financial institution or the market or geographic area in which the firm is headquartered. The firm is also asked to report both the location of the office or branch of the financial institution used most frequently, and the distance between the firm's headquarters and that office. When the firm does not know the distance, the location of the financial service provider is used to calculate the distance between the firm's main office and each of its suppliers. 4 These data permit an examination of how the geographic relationship between a small business and its suppliers of credit varies by institution and product type, and how these geographic relationships have changed over the 1993-2003 decade. Table 1 provides detail on four different distance measures for each of the three survey years, broken down by financial institution type and the product being supplied. 5 As with the rest of the paper, the unit of observation used in constructing these numbers is the firm-credit supplier pair and only those firms with an existing credit relationship (i.e., that had a loan, line of credit, or capital lease) are included. 6 In addition to mean and median distances, the percentage of relationships that are conducted with nonlocal suppliers (defined as distances greater than 30 miles) and the mean of the log of one plus distance are included. Table 2 provides p-values for tests of the equality of means between each of the survey years (1993 vs. 1998, 1998 vs. 2003, and 1993 vs. 2003) for each of these distance measures, except median distance. The unit of observation used in this table, and in the study more broadly, is the credit relationship between a firm and its financial institution, so that the means and medians reported in the table represent relationship distances.
4 During the 1993, 1998, and 2003 surveys, respondents were asked the following: "Think of the office or branch of (NAME) that the firm used most frequently. (i) Approximately how many miles from the main office of the firm is this office or branch? (ii) What was the most frequent method of conducting business with this office or branch?" Firms are also asked to provide the address and zip code for this branch or office. For additional details, see the questionnaire or codebook for the surveys at Board of Governors of the Federal Reserve (2008) at http://www.federalreserve.gov/pubs/oss/oss3/nssbftoc.htm. 5 The sample design in all survey years was a nonproportional stratified random sample with oversampling of larger small businesses. All statistics in this paper are weighted with survey weights that reflect differences in sample selection probabilities and response rates. As a result, statistics represent population estimates. 6 The descriptive statistics presented here are similar to those in Brevoort and Wolken (2009). However, this study focuses exclusively on firms using loans, lines of credit, or capital leases whereas the earlier study imposed no such restriction.
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The four unconditional distance measures shown in table 1 each provide a similar picture of how distances evolved over the decade. Relationships between small business firms and their suppliers of credit were conducted at greater distance in 2003 than they had been in 1993. Over the decade, the mean distance between small businesses and their providers of credit increased by 70 miles, a change that was significant at the 1 percent level. The pattern over the decade, however, was not monotonic.
From 1993 to 1998, mean distances increased by over 130 miles, only to decrease five years later by 60 miles. Both of these changes are significant at the 1 percent level. A similar pattern holds for the mean log distance measure, though the decline from 1998 to 2003 is not statistically significant. In contrast, both the median distance and the percent nonlocal measures suggest that distances increased during the decade, though again the change from 1998 to 2003 was not statistically significant for percent nonlocal.
Distances between small businesses and their credit suppliers vary widely by the type of institution supplying credit and the product type. This is true both for distances at the start of the decade and for the way changes in distance occurred during the decade. In particular, distances changed less for relationships with depository institutions than for those with nondepositories. This pattern holds across all four distance measures for each of the three years of the SSBF. However, distances changed over the decade for these two institutions types very differently. At depository institutions, the changes were very minor. In contrast, there is a very clear trend of distances increasing in the early part of the decade and decreasing thereafter for nondepositories. The 5-year changes at nondepositories are significant at the 1 percent level in each case.
Distances can also be examined based upon the type of credit product being supplied. Four distinct types of credit are identified: lines of credit, mortgage loans, asset-backed loans (including motor vehicle loans, equipment loans, and capital leases), and all other loans. Relationships involving the provision of more than one of these are classified as "bundle relationships." Bundle relationships may allow economies of scale on borrowers' transaction costs to be achieved if all loans are at the same lender, and hence may be more likely to be obtained from local lenders. The remaining relationships involve only a single type of credit and are classified on this basis as lines of credit only, mortgages only, asset-backed loans only, and other loans only. These five credit products are mutually exclusive and comprise the products depicted in tables 1 and 2.
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There are substantial differences in relationship distances across product types. Bundle relationships are conducted at much shorter distances than relationships involving a single product.
There is also little evidence that distances for bundle relationships increased over the decade, as none of the distance changes are significant at the 5 percent level. Lines of credit were the next most proximate credit product. For lines of credit, the mean distance increased significantly over the decade; other lines of credit distance measures were not statistically different over the decade.
The largest relationship distances are observed for relationships in which only asset-backed loans are extended. Asset-backed-loan-only relationships are the most commonly observed relationship type and show the clearest pattern of distances increasing during the early portion of the decade and declining thereafter (a pattern observed for all four distance measures, as shown in table 1).
Nevertheless, these relationships also experienced the largest increases in distance over the decade as a whole. For relationships involving the provision of only mortgages or only other loans, the pattern is somewhat different. While distances for these products increased over the decade, the increase appears to have occurred primarily between 1998 and 2003 (though this pattern is not evident in the mean distance measure for mortgages).
These results suggest that while distances were generally higher in 2003 than 10 years earlier, a portion of the substantial increase in mean distance between 1993 and 1998 was erased in the latter half of the decade as mean distances declined between 1998 and 2003, though these changes were not always statistically significant.
In the following section, we explore how distances have changed over the decade using multivariate methods. Our analysis proceeds in three stages. In the first stage, we conduct a reduced form analysis of distance in each of the three waves of the SSBF individually. We then examine distance over time in a single pooled regression that combines all three survey years. The second stage utilizes Oaxaca-Blinder decomposition to examine how changes in distance observed over the decade can be attributed to changes in the distribution of firm characteristics, or to changes in technology or other unobserved factors that may have altered the relationship between individual firm characteristics and distance. This decomposition is used to identify those dimensions of firm characteristic space along which the changes in distance were the least uniform. Finally, the third stage of our analysis uses simulation methods to examine how distances changed at different types of small businesses. 
The Model
As discussed in detail in Brevoort & Wolken (2009) , the importance of geographic proximity in small business credit markets (as in banking in general) derives from transaction costs associated with the provision of credit. Several of these transaction costs may increase with distance, including loan production costs for lenders (e.g., solicitation, underwriting, and loan monitoring costs) and borrowers (e.g., costs of search and information exchange), or costs related to the increased credit risk associated with dealing with distant borrowers about whom lenders may have less information than their closer competitors. Distance-related costs make credit extensions from distant lenders relatively more expensive than extensions from nearby lenders. Over time, distance related costs may have decreased due to technological developments.
Observed relationship distances, therefore, should be related to the characteristics of the firm, the firm-institution relationship, and the market in which the firm operates that affect transaction costs.
To examine this relationship, we model the log of geographic distance between firm i and its r-th creditor (LOG_DIST ir ) as a function of the characteristics of the small business (X i ) and characteristics that are specific to firm i's r-th relationship (Z ir ). Specifically, for each survey year, we estimate
where , β, and γ are parameters to be estimated and є ir is a mean zero error term that encompasses unobservable factors. The unit of observation is the firm-institution pair. Estimations are conducted separately for the 1993, 1998, and 2003 SSBFs. A single equation covering all three survey years (the "pooled model") is also estimated. This equation restricts the coefficients on the explanatory variables to be identical across the three surveys while allowing the intercept to differ. In addition, a "fully interacted" model is estimated in which the slope of each explanatory variable is allowed to change across survey years. The fully interacted model produces the same coefficient estimate as the three yearly models, but allows hypothesis testing of coefficient changes across the three survey years.
Below, we discuss the independent variables included in our estimation, each of which is expected to affect transaction costs and thereby distances.
Firmspecific characteristics (X i ).
Firm-specific characteristics that may impact distance-related transaction costs incurred by the firm or its lenders in extending credit are included in the estimation. We segment these characteristics into five groups that include creditworthiness, opacity, management, industry, and local credit market characteristics. Table 3 provides means for each of these variables for each of the three survey years and for the pooled sample.
Creditworthiness: Characteristics in this group relate to a lender's likely evaluation of the firm's credit risk. Since lenders often rely on characteristics of both the business and the business's owner(s)
in evaluating credit risk, we include measures of both the owner and the firm. Specifically, as measures of each firm's credit quality we include the firm's Dun & Bradstreet credit score (CSPCT), which is a rank ordering of the firm's credit risk based solely upon the characteristics of the business itself. We also include an indicator variable (BADHIS) that is equal to 1 if the business owner or firm has recently been delinquent on either business or personal credit obligations, has filed personal or business bankruptcy, or has judgments against the firm or its owner. 7 The firm's credit quality should be positively associated with CSPCT and negatively associated with BADHIS. As discussed in the Opacity section below, the impact of credit quality on distance is theoretically ambiguous.
Opacity: Related to a firm's credit quality is the extent to which its true quality is opaque (or conversely transparent) to prospective lenders. Variables included in the model to capture the extent of information opacity include the firm's age (LOG_ZFAGE) and asset size (LOG_ASSETS). Both size and age have been used extensively in the literature as measures of information opacity (Petersen and Rajan, 1995; Berger and Udell, 1998; Petersen and Rajan, 2002; Scott and Dunkelberg, 2003; Hyytinen and Pajarinen, 2007; and Black, 2009) , with older and larger firms believed to be less opaque. At the same time, however, both firm age and asset size may also be related to the firm's credit quality or the firm's demand for credit.
Since incorporation may affect the type and amount of information that the firm must make available, an indicator of whether the firm was organized as a corporation (CORP) is included as a measure of opacity. However, incorporation may also have other effects, particularly if the limited liability that goes along with incorporation increases distance-related transaction costs. The final measure of information opacity is an indicator variable for whether the firm's respondent used financial records in completing the SSBF questionnaire (RECORDS). This variable has been used previously as a measure of information transparency (Petersen and Rajan, 2002) . A firm that used detailed financial records to complete the survey should be better able to use those records to accurately convey its credit quality to prospective lenders.
Both higher credit quality and higher information transparency should make prospective borrowers more attractive to lenders. However, it is unclear ex ante how these measures will affect average distances. On one hand, suppliers or lenders may only be willing to extend credit to firms that they can verify are low risk (which would be those creditworthy firms that are sufficiently transparent).
Since the ability of a lender to measure credit risk may decrease with distance, distant lenders may be more cautious in extending credit as they seek to minimize adverse selection. Consequently, one might expect high quality firms to obtain credit at greater distances than riskier firms.
On the other hand, while more transparent and creditworthy firms may be better able to obtain funding from more distant lenders, they will also be more able to obtain funding locally. If small business borrowers incur distance-related transaction costs, then these firms may prefer local lenders, other things equal. In this case, high quality firms will be able to obtain credit from proximate lenders, while lower quality firms may have to expand the radius in which they search for sources of credit, if they cannot receive credit from local lenders. In this case, we would expect higher credit quality and transparency to be associated with shorter relationship distances. The impact of credit quality and transparency on average distances is theoretically ambiguous.
Management: Small firms with professional or more experienced management may be more aware of financing alternatives or have a broader network of financial contacts to call upon.
Consequently, one might expect characteristics of a firm's management to be related to distance. The model includes two firm management characteristics: the years of experience of the firm's principal owner (LOG_OWN1_EXP) and an indicator variable for whether the firm's owner(s) is (are) also its manager(s) (MGR). We expect the coefficient on LOG_OWN1_EXP to have a positive sign and the coefficient on MGR to be negative.
Industry: A firm's industry may be related to its demand for credit, the type of creditors it likely maintains relationships with, and the willingness of lenders to extend credit to the firm. To capture industry-related effects, the model includes control variables for the firm's primary industry as indicated by eight industry dummies based on the firm's 4-digit SIC code. we expect MSA to be negatively related to distance. Estimations also include the log of the number of bank branches per square mile in the firm's local market (DENSITY). Firms with more bank branches nearby may be more aware of or have access to more local funding opportunities and consequently may be more likely to obtain credit locally. We expect DENSITY to be negatively related to distance.
Firms with operations in multiple markets may have direct access to more than one local credit market, whereas firms operating in a single geographic area typically have access to a single local market. Since distance is measured from the office or branch of the lender used most often by the firm to the firm's headquarter location, multimarket firms may have higher observed distances in the data.
To account for this possibility, indicator variables for whether the firm has offices outside of the local banking market (NONMKT) and whether the sales area of the firm is national (NATIONAL) as opposed to regional or local are included, with the expectation that distances are larger for these types of firms.
Relationshipspecific characteristics (Z i )
The model also includes characteristics that are specific to the firm-institution relationship. These characteristics vary not only across firms, but also across the different credit relationships that a firm maintains. Relationship-specific characteristics fall into three broad categories: financial institution type, product characteristics, and length of relationship.
Financial Institution Type: A financial institution's willingness to extend credit over long distances may be affected by its informational advantages (if any) as well as the regulatory incentives to focus on local or less risky lending. Depository institutions (commercial banks, savings banks, savings and loan associations and credit unions) may possess different information advantages and regulatory incentives than nondepository institutions. Information advantages may be related to the unique ability of depository institutions to offer transactions accounts, which most nondepository institutions are not able to offer. Depository institutions that offer such products may glean information from the cash-flow information associated with these accounts. Regulatory incentives include, for example, the Community Reinvestment Act. This Act establishes that depository institutions in the United States have an affirmative obligation to meet the credit needs of the local communities from which they draw their deposits. Bank and thrift regulators routinely examine the lending practices of depository institutions to evaluate whether they are meeting these obligations. These regulations, as well as regulations related to safety and soundness, the unique products offered by depository institutions, and the information generated from these product offerings suggest that such policies may provide depository institutions with a greater incentive to focus on local lending activities. To account for such possible differences, the estimations include an indicator variable (DEPOSIT) that takes on a value of 1 if the relationship is with a depository institution and zero otherwise.
Product characteristics: The type of product being provided may also affect relationship distances. For example, some loans are collateralized with items that have active secondary marketsasset-backed loans such as equipment, automobiles, or other fixed assets -and hence may require less monitoring than other types of loans such as lines of credit or term loans which often have covenants or collateral which need to be examined periodically. To account for differences in product characteristics, lending relationships were divided into the five product types described in the previous section.
Specifically, each lending relationship is classified according to whether the relationship involved the provision of lines of credit only (LOC), mortgages only (MORT), asset-backed loans only (ASSET), other 14 loans only (OTHLN), or a bundle of multiple loan types (BUNDLE). Asset-backed loan only relationships are used as the omitted category. Because asset-backed loans often involve well-defined secondary markets and are collateralized by the item being financed, we expect other loan types to be associated with smaller distances than asset-backed loans. In particular, bundle relationships may allow economies of scale on borrowers' transaction costs to be achieved if all loans are at the same lender, and hence may be more likely to be obtained from local lenders.
The model also includes an indicator variable denoting whether the loan involved the pledging of collateral (COLLAT). Since collateral can limit the amount of loss incurred by a lender in the case of default, a collateralized loan may be less risky and consequently lenders may be more able to profitably make loans that involve collateral. If more distant borrowers are relatively riskier, then one might expect the provision of collateral to increase the willingness of lenders to extend credit at greater distances.
Finally, the last product characteristic variable is an indicator variable (CHECK), which denotes whether the relationship also involved the provision of a checking account. Providing checking account services may help a lender monitor small business loans (Norden and Weber, 2008) , which could reduce transaction costs associated with loan monitoring. However, if the provision of checking services itself entails transaction costs that are related to distance, then this would provide a competitive advantage to more proximate lenders. Moreover, customers of multiple products (checking and one or more loans) may experience economies of scope in the transaction costs associated with their institution, and hence those relationships are likely associated with smaller distances.
Length of Relationship:
The importance of ongoing relationships in the provision of small business credit is well established (Petersen and Rajan, 1994; Boot, 2000; Berger and Udell, 2002) . If relationship lending confers soft information through personal interactions and site visits that occur as part of loan underwriting and monitoring, then geographic proximity may increase the profitability of relationship lending for local lenders. Consequently, we would expect longer relationships to involve closer firms and include a variable measuring the log of the number of years for which the relationship has existed (LOG_REL). The length of relationship may also involve a certain amount of "path dependence" in that lending relationships observed in the survey may reflect decisions made in previous years. If over time small business lending has moved away from relationship lending towards more transaction-based lending technologies, then one would expect to observe shorter relationships that were entirely based upon more recent considerations (such as more recent lending technologies) in the later surveys. Observed distances would therefore more fully reflect lending conditions at the time of the survey.
Our treatment of the length of relationship variable is one of the substantive differences between the analysis undertaken here and the study by Petersen & Rajan (2002) . In their paper, 
Regression Results
The results of the regressions of LOG_DIST on the set of firm-and relationship-specific variables are presented in table 4. The first three columns report the coefficients from the estimation of equation (1) for each of the three survey years separately. the coefficient estimates obtained from estimating the same equation independently for each of the survey years. However, the fully-interacted pooled model allows a variance-covariance matrix to be calculated that permits hypothesis testing across coefficients in different survey years, as well as testing the hypothesis that the three equations have identical coefficients. This latter hypothesis is rejected at the 1 percent level of confidence. 10 For a detailed explanation of how percentage changes in distance were calculated, see Appendix A.
Nevertheless, for each of the variables in this group, we are unable to reject the hypothesis that its coefficient remained constant across the three individual year estimations.
Other explanatory variables appear to be related to observed distances, but without the consistency across the four estimations observed for the variables already discussed. This is consistent with an evolving small business lending market in which technological changes are altering the distancerelated transaction costs associated with the extension of small business credit. The relationship between distance and those variables that are related to the transaction costs that have been affected by technological change should change as technology changes.
One of the most interesting variables in this context is the firm's credit score, CSPCT. Credit score is negatively associated with distance at the 1 percent level in 1993, but has almost no association with distance in the later two surveys. This suggests that in 1993, lower credit quality firms were more likely to obtain credit from distant suppliers than were higher quality firms. A similar result is found for the other credit quality proxy, BADHIS, which indicates whether or not the firm's owner had a history of bad credit. This variable is not significant in any of the three years (or in the pooled model), though the coefficient is positive in the first two years (which is again consistent with lower quality firms getting credit from more distant suppliers) and close to zero in 2003. The implication is that at the start of the decade being examined in this study, it was the lower quality firms who went farther to obtain credit while by the middle of the decade, low and high quality firms were about equally likely to obtain credit from distant suppliers, holding other factors constant.
The importance of owner experience also appears to have changed over the decade.
Coefficients on LOG_OWN1EXP were small and insignificant in the 1993 and 1998 estimations, but positive and significant at the 10 percent level in 2003. The positive effect of owner experience suggests that firms with more experienced owners are more likely to obtain credit from distant suppliers, though this appears to be a relatively recent phenomenon. We can reject the hypothesis that the relationship between LOG_OWN1EXP and distance was constant across the three survey years at the 10 percent level. The other variable representing the firm's management, MGR, was insignificant in all four estimations.
As discussed earlier, information transparency is related to credit quality, though the coefficients on variables in this group exhibit little evidence of change over the decade. Firm asset size, LOG_ASSETS, and the records indicator, RECORDS, each have consistent positive signs across the estimations, suggesting that transparent firms are likely to obtain credit at greater distances than opaque firms. While both of these variables are sporadically significant, using the fully-interacted model, we are unable to reject the hypothesis that the coefficients on either LOG_ASSETS or RECORDS were constant over the decade. Coefficients on the other two variables in this group, LOG_FAGE and CORP, were small and insignificantly different from zero in each of the four estimations.
Change in Distance over Time
The estimation of the pooled model (table 4, column 4) allows direct inferences to be made about how distances changed across the three survey years. The results from this model show that, after controlling for other factors, distances followed the same pattern over time in this multivariate setting as they did in the univariate setting described earlier.
Focusing on the intercept and survey year dummies, distances from the 1998 survey were significantly larger (at the 1 percent level) than those from 1993. As implied by the coefficient on D1998, distances were 40 percent higher in 1998 than they had been in 1993. This is equivalent to an average annual growth rate of 7 percent, which is considerably higher than the 3.4 percent rate reported by Petersen and Rajan (2002) . 11 This result is consistent with their speculation that the rate of change in distance had accelerated after 1993.
During the next five years, however, distances appear to have declined. Specifically, after controlling for other factors, distances in 2003 were about 13 percent lower than they had been in 1998.
This decline is statistically significant at the 5 percent level (p-value=0.0136, not shown in tables). As a result of this decline, distances over the decade as a whole were approximately 21 percent higher than they had been in 1993. This corresponds to an average annual growth rate over the decade of 1.9
percent. This is slower than the 3.4 percent rate of increase found by Petersen and Rajan (2002) .
The results from the pooled model, however, rely on the strong assumption that the underlying relationship between the explanatory variables and distance remained constant over the decade. As we saw in the preceding section, coefficient values changed significantly over this period and we are able to reject the hypothesis that the coefficients on the explanatory variables (other than the survey year indicators) are identical across the three surveys at the 1 percent level (table 4) . This suggests that the 11 Given that the coefficient on time found by Petersen and Rajan (2002) was 0.034, after 5 years their estimates would suggest that distances would be e 0.17 times higher than at the start. This would correspond to an increase over the 5 years of approximately 18.5 percent. technological changes affecting small business credit markets have not acted as a "rising tide" increasing distances at all small firms evenly. In the next section, we begin our examination of how the changes in distance played out across firms with different observable characteristics.
STAGE 2: OAXACABLINDER DECOMPOSITION OF CHANGES IN DISTANCE BETWEEN 1993 AND 2003
The previous section examined how individual firm-and relationship-specific characteristics are related to the distances between small firms and their providers of credit and how individual relationships have been affected by changes over the decade. Missing from the discussion thus far has been the role that changes in firm-and relationship-specific factors have played in the changes in observed mean distances across the three surveys. Just as technology may alter the ability or willingness of small firms and suppliers of credit to interact at greater distances, changes in the characteristics of the firms or of the relationships may also be playing a role.
For example, if the mix of credit products used by small firms changes over time, then one might expect observed distances to also change, even without technological improvements. Such changes may even be endogenous. If information opacity is an impediment to long distance credit relationships, and if the costs of becoming transparent change over time, then one might expect the values of variables related to transparency to increase. In these cases, one might observe changes in the distances over which small firms obtain credit even in the absence of technological changes.
To examine how changes in firm-and relationship-specific characteristics have affected the distances observed in the three SSBF surveys, we utilize Oaxaca-Blinder decomposition (Oaxaca, 1973; Blinder, 1973; Oaxaca and Ransom, 1999; Horrace and Oaxaca, 2001; Bauer, Hahn, and Sinning, 2007) .
Oaxaca-Blinder decomposition is useful in separating observed differences between two sample populations into the portion that is attributable to differences in the populations' respective explanatory variables and the portion that arises because of differences in the underlying data generating processes for the two populations. The first set of differences is often referred to as the endowment effect since it relates to changes in the underlying characteristics (the independent variables) of the samples. The second set of differences reflects differences in the values of the coefficients over time or the underlying model parameters. In our study, we attribute such differences to changes in technology or other unobservable factors.
20
Oaxaca-Blinder decomposition has principally been used to attribute differences in wages between white and minority workers into differences in the two populations' observable characteristics (e.g., education and years of experience) and the portion that is due to unexplainable differences in how the two populations were treated (e.g., discrimination). While Oaxaca-Blinder decomposition has not previously been used to examine the effects of changes in technology (as far as we are aware), this decomposition method presents a clear way to apportion changes in distance observed over time to the potential sources of these changes -technological developments, and firm and relationship characteristics over time.
In each year j, observed mean (log) distances are equal to , where is a vector of means for the firm-and relationship-specific characteristics used in the estimation for year j and is the vector of coefficients from that estimation. Using 1993 as a benchmark year, mean distance differences between years j and k (k > j) can be written as
Here, the first term on the right-hand-side represents the "endowment effect," which is the portion of the total change in mean distance that one observes due to changes in the explanatory variables between years j and k. The endowment effect captures changes in distance that one would have observed even if the underlying technology in place in 1993 remained in effect during the period between years j and k. The second term on the right-hand-side, in square brackets, represents what we refer to here as the "technology effect," which is the portion of the change in distance that derives from changes in the underlying relationship (in this case the values of the coefficients) between the explanatory variables and distances. 12 The technology effect picks up changes that would have been observed even had the distribution of firm characteristics remained the same between years j and k. 13 The results of the decomposition indicate that the total endowment effect is significant and accounts for almost one-quarter of the total change in mean distance over the decade (table 6, column 1). 14 Furthermore, the changes in firm-and relationship-specific characteristics -the endowment effect -had a positive effect on distance over both the 1993 to 1998 and 1998 to 2003 periods. The positive endowment effect was driven primarily by decreases in the share of relationships that were with depository institutions or in the mix of products being supplied.
The remaining portion (about 75 percent) of the change in distance comprises the technological effect, which represents the impact that technological or other changes may have had on distance during the decade. Consistent with the results that we found for the pooled model, the total technology effect suggests that distances increased during the first five years of the decade, again at a faster rate than that found by Petersen and Rajan (2002), and declined thereafter. While the increase in the technology effect between 1993 and 1998 and over the entire 10 year period were significant at the 1 percent level, 15 the decline between 1998 and 2003 is not statistically significant.
If the technological changes were broad-based, in that distances increased across the board for all small businesses, then one would expect this to be captured by an increase in the constant term in the estimations across the three survey years. This pattern is not observed. Over the entire decade, the portion of the technological effect accounted for by the constant term is small, negative, and insignificant. This suggests that whatever technological changes played out over the decade did not affect all firms equally. 13 In the Oaxaca decomposition results, we report results for the endowment and technological effect for groups of variables in the classes discussed earlier, such as creditworthiness and opacity. Most classes of variables considered contain several variables. While it is possible to decompose each variable's effects on distance, grouping variables makes the discussion more tractable.
14 Column 1 of Table 5 indicates that log distances increased by .346, whereas the total endowment effect is associated with an increase in log distances of .082, accounting for approximately 25 percent of the total change (.082/.346).
15 For a detailed description of the procedure used to calculate the standard errors for the 1993-2003 and 1998-2003 Oaxaca-Blinder decomposition estimates, please refer to Jann (2005) and Jann (2008) . We use a bootstrapping procedure (with 10,000 draws) to estimate the standard errors for the 1998-2003 decomposition estimates (with 1993 as the benchmark year).
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The changes captured by the technological effect appear to be operating primarily through two variable groups. Both groups have positive technology effects that were significant at the 5 percent level over the decade, though the changes in each five-year interval are generally not significant. The group that contributed the most to changes in mean distance over time reflected firm management characteristics. The technology effect for this group reflects the monotonic increases in the coefficients on LOG_OWN1EXP across the three years of the SSBF (see table 4 above). As discussed in the previous section, these coefficient changes imply that relationship distances involving firms with more experienced ownership increased relative to relationships involving firms with less experienced ownership over the decade.
The second group with a statistically significant technology effect was creditworthiness. Much like firm management, the technology effect for this group is capturing monotonically increasing coefficients on the two characteristics that comprise this group. Over time, the coefficients on CSPCT and BADHIS became closer to zero. This reflects a larger increase in relationship distances at higher quality firms (measured either by the credit score of the firm or the owner's past credit history) relative to lower quality firms.
These two groups were the largest contributors to the positive technology effect observed between 1993 and 1998 (though only the effect of credit quality was significant at the 10 percent level during this period). In the following five years, the effects of these groups remained positive, while the overall technology effect became negative and insignificant. Nevertheless, contributions of both groups during this second five year period were less than the effects observed in the earlier five year period, suggesting that the rate of change for these two groups diminished in the latter portion of the decade.
The insignificant total technology effect in the latter five-year period appears to derive from offsetting effects across characteristic groups. Three characteristic groups -product type, financial institution type, and length of relationship --had significant technology effects in both five year periods.
However, their coefficients had opposite signs and similar magnitudes in the two five year periods.
Thus, these effects in the latter half of the decade appear to be something of a correction from what was observed in the first half.
From the results of the Oaxaca-Blinder decomposition, we are able to draw several conclusions.
Most of the increase in distance observed over the decade, and particularly during the first five-year period, played out differently across small firms primarily along characteristic dimensions related to 23 credit quality and firm ownership. The technology effect attributed to these groups fell substantially during the latter portion of the decade, though they remained positive. The decline in mean relationship distances observed between the 1998 and 2003 SSBFs appears to primarily reflect changes that played out differently across product types that largely offset increases observed during the previous five years.
While these results are useful in identifying the dimensions along which changes in distance differed over time, it does not fully address questions about how distances actually changed over the decade. In the next section, we use simulation to predict distances at different types of firms to examine how distance changes occurred across firms.
STAGE 3: SIMULATIONS OF DISTANCE CHANGES
While the previous sections have established that the changes in distance did not occur uniformly across small firms and that the dimensions of characteristic space along which the changes differed the most related to credit quality and characteristics of the firm's management, they have not addressed by how much distances changed over the decade. In this section, we use simulation to demonstrate how the change in distance varied across firms.
Our simulations focus on three hypothetical firms that are constructed to resemble firms in the SSBF data. Firms in the data are subdivided into three groups based upon whether their age was three years or less ("young firms"), greater than three years and less than ten ("middle age firms"), or ten or more years ("mature firms"). Our analysis focuses on firm age because we believe this to be a better measure of the opacity of the firm than would other measures, such as firm size.
Within each of these age bands, the median value for each firm-specific characteristic, plus length of relationship, was calculated. 16 The exception is the industry dummy variables. The simulations used values for these variables that are equal to the sample means for that dummy for all firms in that age group. The values used for these characteristics in the simulations are shown in panel A of table 7.
The results show that younger firms tend to have shorter lengths of relationship with their creditors and their primary owners tend to have fewer years of experience. They also tend to be smaller than older firms and have lower credit scores. Finally, younger firms are more likely to be situated in local banking 24 markets with fewer branches per square mile. Each of these patterns is monotonic across the three firm age categories.
For each of these three hypothetical firms, distances were simulated for relationships involving each of the five product types (e.g., lines of credit only, bundle). The remaining relationship-specific variables are all indicator variables. Each of these variables, DEPOSIT, CHECK, and COLLAT is assigned a value of zero or one depending on the product type. If more than 50 percent of relationships involving the provision of a specific product have the characteristic (use a depository institution, have a checking account, or have collateral on the loan), then the variable is assigned a one. Otherwise, the indicator variable for that characteristic is assigned a zero. Panel B of table 7 provides the share of relationships of each product type that involved a depository institution, a checking account, or the pledging of collateral. In the simulations, a share greater than 50 percent resulted in a value for that variable that was equal to one. For example, relationships involving the provision of lines of credit only were assumed to be with depository institutions (share=84.9%), include a checking account (share=66.2%),
and not involve the pledging of collateral (share=38.6%). Note that the values of these variables are assumed to be constant across firm ages, so that differences in simulated distances across the three firms solely reflect differences in firm-and relationship-specific characteristics.
The simulations show that the increases in distance that we observed over the decade in the unconditional means played out very differently across different types of firm and credit relationships. Table 8 presents simulated distances for young, middle age, and mature firms for each of 5 product types and for 3 survey years. Distances for relationships involving either a line of credit only or bundle of loans were noticeably smaller than other credit relationship types and have not increased significantly over the decade, holding constant the characteristics of the firm and the relationship. 17 In stark contrast, distances for relationships involving the provision of only asset-backed loans increased substantially over the decade for all three hypothetical firms with each increase significant at the 1 percent level. While the increase over the decade was substantial, a similar pattern of distances increasing over the first five-year period and contracting over the second period was observed for each of the firm types, although the contraction from 1998-2003 was statistically significant only for the middle age and mature firms.
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The change in distances across these three hypothetical firms also suggests that increases in distance over the decade were more substantial for the mature firm than the young or middle age firms.
In 1993, distances at the mature firm were lower for each of the five relationship types than they were at the other two firms. In 2003, this pattern reversed itself and mature firms had slightly greater distances in each of the relationship types than either of the younger firms. This suggests that the technological changes that affected small business credit markets over this 10-year period affected the relationships of older firms more than younger firms.
The more rapid growth of distances involving older firms reflects, in part, the three firm characteristics that were highlighted earlier as having experienced the largest change over the decade: the firm's credit score (CSPCT), the length of the primary owner's experience (LOG_OWN1EXP), and the number of bank branches per square mile in the market where the firm is located (DENSITY). Based upon the medians used to determine the value of firm and relationship-specific characteristics used in the simulations, older firms have higher values for each of these three characteristics. Consequently, relationship distances with older firms are increasing faster than distances at younger firms.
Conclusions
Recent technological changes have led some to question whether the traditional reliance of small businesses on local suppliers of credit remains an important feature of small business credit markets.
Petersen and Rajan (2002), in particular, argue that productivity improvements at lending institutions are steadily increasing distances between small businesses and their lenders. While their data only run through 1993, they conjecture that the changes in distance that they find over the 1973 to 1993 period accelerated after 1993.
In this paper, we use three years of the SSBF to assess this claim and to examine how mean distances between small businesses and their suppliers of credit changed in the decade between 1993
and 2003. Our analysis leads us to draw three conclusions about how distances between small businesses and their suppliers of credit changed over the decade.
The first conclusion that we draw from our analysis is that the distance increased during the first five years of the decade at a faster rate than was reported by Petersen and Rajan (2002) were approximately 40 percent higher than they had been in 1993, holding constant the characteristics of the firm, financial institution, and product type involved in the relationship. This was followed by a 12 percent decline that left distances for the decade as a whole approximately 23 percent higher in 2003 than they had been in 1993.
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Our second conclusion, which is implied both by our rejection of the pooled regression model 19 and the result of our Oaxaca-Blinder decomposition, is that distance increases over the decade were experienced differently across different types of firm, financial institution, and credit being supplied.
The results of our Oaxaca-Blinder decomposition suggest that the increases in distance were primarily related to the credit quality of the firm and characteristics of the firm's ownership. In particular, while high credit quality firms obtained credit from closer sources than lower quality firms in 1993, this pattern had completely disappeared by the end of the decade with higher and lower credit quality firms obtaining credit from suppliers at equal distances, other things equal. In addition, distances at firms with more experienced owners increased relative to firms with less experienced owners.
Our third and final conclusion is that, based upon the simulations conducted in this paper, the increases in distance over the decade were only experienced for some product types. In particular, distances were found to have increased substantially over the decade for asset-backed loans. Though these relationships were conducted at somewhat shorter distances in 2003 than they had been in 1998, the change over the decade as a whole remains substantial. On the other hand, distance increases for relationships involving lines of credit or multiple credit product types (bundles) were effectively zero.
We also find that distance increases were much larger for older than for younger firms. This is consistent with older firms having higher credit quality and more experienced management. While older firms obtained credit from closer suppliers in 1993 than did younger firms, by 2003 this relationship had inverted and older firms began to obtain credit at relatively greater distances than younger firms.
Because this analysis relies upon a reduced form approach, we are unable to attribute the changes highlighted in this study to demand or supply effects. Nevertheless, an examination of the types of firm or credit relationship that experienced increase in distance can be informative in understanding the likely causes of the increases in distance. In particular, a lot of attention in the literature has been given to the role of technology in hardening information. Our analysis provides no evidence that information opacity has decreased in its importance as a predictor of distance. In fact, for younger and smaller firms, which are generally considered to be the most opaque, the growth of distance lagged those of older and larger firms.
There is, therefore, little reason to believe, based upon these data that credit access to these firms from more distant suppliers has increased over the decade. This suggests that, for antitrust policy purposes, there is little evidence that the local geographic markets in which the smallest of these firms obtain credit have increased significantly. This is particularly true for those credit products that were supplied at the shortest distances at the start of the decade, lines of credit and bundles of credit products. Instead, the increases in distance have primarily affected relationships that involve the provision of asset-backed loans, which at the beginning of the decade were already the most likely to be provided by nonlocal suppliers. To the extent that antitrust policy is focused on preserving locally competitive banking markets to ensure that these small firms that appear to be reliant on local suppliers of credit are not subjected to uncompetitive loan terms, the evidence here argues against relaxing antitrust policy towards banking mergers.
While there is little doubt that technology has had wide-ranging effects on the banking industry, the effects appear to be less revolutionary than some have conjectured (at least so far). However, it appears clear that while distances between small firms and their suppliers of credit have increased, the importance of geographic proximity persists in small business lending.
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Appendix A: Method of Calculating Distance Effects
Distance effects are expressed in this paper as the percentage change in distance arising from a change in a dependent variable. These values will differ somewhat from the value of the coefficients, which are harder to interpret. This appendix documents our method for calculating these percentage changes.
If we let X be a 1xk vector of firm-and relationship-specific characteristics and be a kx1 vector of estimated coefficients, then the predicted distance given these characteristics and coefficients would be . If we increment the value of the j-th independent variable by one unit (or alternatively change the value of a dummy variable from zero to one) the new distance would be . The percentage increase in distance that results from this increment is, therefore, equal to ∆ 100 1 . This is the formula we use to calculate changes in distance from changes in an independent variable when that variable is a dummy variable or when it is a continuous variable that is expressed in levels (as opposed to logs).
For independent variables that are expressed as logs, we express changes in distance as a result of a one-percentage-point change in that variable. The reason for this differential treatment is that for non-logged variables the percentage change in distance from a 1-unit increase is the same, regardless of the starting point used. The same is not true for logged variables. Instead, for logged variables, the percentage change is distance from a one-percentage-point change in the value of the independent variable does not depend on the starting point used. The estimated distance after increasing the value of the j-th variable, which is assumed to enter with a log functional form, by 1 percentage point is equal to 1.01 . The resulting percentage increase in distance is, therefore, given by ∆ 100 1 . 01 1 . This is the equation used to calculate the percentage increase in distance that results from a 1 percentage point increase in a logged dependent variable.
In calculating annual rates of change across different survey years, we take the percentage change in distance,  , over a period of t years and calculate the annual rate of change as r in the formula 1 1 ∆ /100.
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Appendix B: Length of Relationship
A fundamental difference between the analysis undertaken here and that of Petersen & Rajan (2002) involves With the benefit of hindsight, we believe that this methodology is subject to serious selection biases that affect the mean (log) distances calculated for each calendar year under the synthetic panel methodology. There are two potential sources of this bias. The first is firm survivorship bias in which firms that borrow from more distant lenders may be less likely to survive over time. The second is relationship survivorship bias, in which individual firms tend to maintain relationships with closer firms over time, while discontinuing those with more distant suppliers. This bias would exist if relationships with more distant suppliers are more likely single-transaction relationships that last relatively few years until a loan is paid off, as opposed to relationships that firms continue to renew over longer spans of time. As a result of these survivorship biases, more distant relationships are less likely to be reported in later surveys.
If present, these survivorship biases suggest that mean distances calculated for a given calendar year using the synthetic panel methodology will decrease as the length of relationship increases. For example, a survey of relationship distances conducted in year t might be expected to accurately reflect the distances of relationships that began in year t. However, surveys taken in later years, if affected by either firm-or relationship-survivorship biases, would be expected to generate mean distances for year t using the synthetic panel methodology that were lower than the means calculated from earlier surveys.
This is a consequence of longer-distance relationships being less likely to survive until the time the later survey is conducted. The implication of this bias would be that the synthetic panel methodology would tend to understate mean distances in earlier years and overstate the change in distance over time.
The presence of these biases can be seen using a set of graphs similar to one that was used by Petersen & Rajan (2002) . The mean log relationship distance for all credit relationships using the synthetic panel methodology is shown using the 1993 and 1998 SSBFs in figure A1 and using the 1998 and 2003 SSBFs in figure A2 . Looking at the mean log distances for the first five years of overlap between the 1998 and 2003 SSBFs (1994 to 1998 ) and between the 1993 and 1998 SSBFs (1989 to 1993 , shows that in each case the mean log distances calculated using the earlier survey were higher than those calculated using the later survey for four of the first five years. In each of these comparisons, the lone exception is the calendar year in which the earlier survey was conducted where both the mean log distance and the number of relationships upon which the mean was based are particularly low.
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This graph appears to show that in fact, the distances associated with each calendar year do seem to decrease in the length of time between that year and the year in which the survey used to calculate the distance was conducted.
To empirically test for the existence of this bias, we take the following approach. In the absence of survivorship biases, the mean log distances calculated from each survey for any given calendar year should be equal. We test this hypothesis using relationships that began during the years 1988 to 1998.
For each calendar year in which mean log distances can be computed using two or more SSBFs, we use a The results of these tests suggest the existence of survivorship bias (or some other source of bias) in which the mean log distances calculated for a calendar year decline as the length of time between the calendar year and the year in which the survey is conducted increases. Consequently, the synthetic panel approach, which identifies changes in distance from differences in the reported length of relationships within each survey, should tend to overstate the change in distance over time as a result of biases inherent in this methodology. 1993, 1998, and 2003 1993 1998 2003 1993 1998 2003 1993 1998 2003 1993 1998 2003 1993 1998 NOTE: Standard errors are in parantheses. * significant at 10%; ** significant at 5%; *** significant at 1%. 2003 = 1998 1998 = 1993 2003 = 1998 = 1993 35 
