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Abstract 
Groundwater from the (largely unconfined) Chalk aquifers constitutes a major water 
resource in the UK, and the unsaturated zone plays a crucial role in the hydrological cycle, 
determining the timing and magnitude of recharge, and the transport and fate of nutrients. 
At the same time, our physical understanding of this system is incomplete, despite more 
than three decades of study. 
In this research, state of the art instrumentation provided frequent readings of soil 
moisture status, rainfall and actual evaporation from two sites in the Pang and Lam-
bourn catchments, for a continuous two year period (2004/5). A parsimonious, physically 
based model for the flow of water through the Chalk unsaturated zone, including a novel 
representation of the soil and weathered chalk layers, was developed. The parameters 
were identified by inverse modelling using field measurements of water content and matric 
potential. The model is driven by rainfall and evaporation data, and reproduces fluxes 
throughout the profile (including the discrete matrix and fracture components), down to 
the water table (but not the water table response). Results showed that the observed 
changes in soil moisture status were well reproduced by the model, recharge was predomi-
nantly through the matrix, and the recharge response was strongly attenuated with depth. 
It was suggested that the water table elevation at the interfluves may be strongly influ-
enced by processes in the saturated zone, rather than a seasonal recharge signal. There 
is strong evidence that recharge fluxes persist throughout the entire year, even during 
drought conditions, with important implications for the calculation of specific yield of 
the aquifer, and the representation of recharge in groundwater models (and the reliability 
of the parametrisation and predictions of these models). The activation of fast recharge 
pathways through the fractures in the Chalk unsaturated zone is highly sensitive to rainfall 
volume. Relatively modest increases in rainfall can lead to dramatically different recharge 
patterns, with potentially important implications for groundwater flooding. 
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Chapter 1 
Introduction 
1.1 Context 
In England and Wales, around one third of water used for public supply is provided by 
groundwater, and of this around half comes from Chalk aquifers (Price, 1996; Roberts 
and Rosier, 2005). The extensive recharge areas of the Chalk commonly have intensively 
cultivated soils, which form a diffuse source of pollution. Nitrate is of particular concern 
because elevated concentrations render water unsuitable for drinking and many of the 
permeable catchments of south and east England have been subject to rising nitrate con-
centrations in both surface waters and groundwater (Wade et al., 2004). However, despite 
more than 30 years of study, the physical processes controlling the movement of both wa-
ter and solutes through the unsaturated zone of the Chalk are not yet fully understood. 
There are two reasons for this: 
1. The physical properties of the Chalk; Chalk comprises a fine grained porous matrix 
(high porosity 20 — 45%, low permeabihty < 10~^m/day) intersected by a fracture 
network (low porosity < 2%, high permeability » 10~^m/day) (Price et al., 1993). 
Consequently the movement of water and solutes within and between these two 
domains is complex. This is further complicated by the variable degree of fracturing 
throughout the unsaturated Chalk profile, with more fracturing likely to occur near 
to the ground surface, due to weathering. 
2. Our inability to monitor the system effectively: Previous studies have used physi-
cal measurements from the unsaturated zone of the Chalk (obtained using various 
types of instrumentation) in an attempt to further our understanding of this system. 
However, it is essential to recognise that these discrete observations are at best a 
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snapshot of reality, and at worst they are unreahstic due to the interference of the 
instrument with the natural system, or other instrumentation artifacts which are 
not understood. 
From a hydrological perspective, the Chalk unsaturated zone (hereafter CUZ) behaves 
quite differently from the saturated zone, where conventional wisdom is that "Fractures 
pervade the Chalk, and are the primary pathways for rapid flow and contaminant migra-
tion" (Bloomfield, 1996). However, in the unsaturated zone, by definition, pore-water 
pressure is less than atmospheric, and consequently only pores with a sufficiently small 
aperture will retain water against the force of gravity. As such, it is not trivial to deter-
mine whether the fractures will hold and/or transmit water in the unsaturated zone. A 
question that has perplexed workers on the Chalk for more than three decades, from the 
early investigations reported by Smith et al. (1970) and Headworth (1972), through to the 
most recent studies by Mathias et al. (2006) and Lee et al. (2006). 
1.2 Research objectives 
The objectives of this thesis are; 
1. To perform a critical analysis of contemporary instrumentation for measuring matric 
potential and water content of the unsaturated Chalk, suggesting improved calibra-
tion methodologies, and highlighting particular challenges posed by the Chalk. 
2. In the light of the crucial role played by the near surface 'soil layer' (Cooper et al., 
1990; Mathias et al., 2006), and the potential development of deep zero-flux planes 
(Wellings and Bell, 1980), to extend the proposed conceptual models of the Chalk 
unsaturated zone (Mathias et al., 2006; Brouyere, 2006) to represent the atmosphere-
plant-land surface-unsaturated zone continuum in a physically based, parsimonious 
manner, such that the model is driven by variables for which actual measurements 
are available. 
3. To establish a methodology for parameterising the vertically heterogeneous hydraulic 
properties of the near surface Chalk unsaturated zone (due to layers of soil, weathered 
Chalk and consohdated Chalk) using field data. 
4. To use the extensive field data collected from the Pang and Lamb our n catchments 
in the UK, for the years 2004 and 2005, in conjunction with the CUZ model de-
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veloped, to gain insights into the flow mechanisms in the Chalk unsaturated zone, 
and particularly the roles of the fractures and the matrix, and the controls on the 
magnitude and the timing of recharge. 
To achieve these objectives, data from two field sites (West Ilsley and Warren Farm, in 
the Pang and Lambourn catchments respectively, in Berkshire, UK) were selected that pro-
vide particularly well controlled conditions, i.e. sites with a deep Chalk unsaturated zone, 
no evidence of impermeable layers in the profile and above an unconfined Chalk aquifer. 
The land surface was grassland, for which interception is small and actual evaporation 
well quantified. Both sites are close to the interfluve, where it can be assumed that the 
flow in the unsaturated zone, in the absence of impermeable layers, will be predominantly 
vertical. 
It should be noted that the response of the water table is caused not only by the 
recharge flux, but also by local and regional patterns of groundwater flow in the saturated 
zone. Indeed, sensitivity studies in Chapter 7 show that the water table response may be 
entirely independent of the highly localised recharge fluxes. To accurately quantify the 
saturated zone processes would require data (water table data from at least 5 boreholes, to 
quantify the local magnitude and direction of the gradient of the gradient of the hydraulic 
head and accurate estimates of transmissivity), and/or detailed saturated zone models, 
not available in this study. Hence, this research, whilst attempting to understand and 
quantify the hydrological processes in the CUZ, does not attempt to reproduce the water 
table response. 
1.3 Thesis outline 
This thesis consists of nine chapters. This chapter introduces the problem and outlines 
the research objectives. 
Chapter 2 is a literature review which opens with a background of the key concepts 
associated with the theory of the movement of water through the unsaturated zone. Sub-
sequently, the review focuses on research which has been carried out to look at the move-
ment and storage of water, and associated transport of solutes, in the unsaturated Chalk. 
Chapter 2 concludes by proposing a number of research questions to be addressed by this 
thesis. 
One of the ways in which these research questions can be addressed is by the applica-
tion of improved instrumentation. In particular, instrumentation that can record matric 
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potential and water content with a fine temporal resolution over the entire range of field 
conditions is required to make insights into this problem. Therefore, in Chapter 3 a review 
of contemporary instrumentation techniques is given. 
In Chapter 4, the field sites, instrumentation and data products are presented. A 
critical analysis of the instrumentation is undertaken, and an improved calibration rela-
tionship /method is developed for the dielectric instruments for measuring water content 
and matric potential. Data from different instruments that measure the same variable 
are compared to show that, on the whole, these instruments perform well, although some 
important limitations are also pointed out. 
In Chapter 5 the data from the field sites are analysed to gain insights into the hydrolog-
ical processes that govern the movement of water through unsaturated Chalk. Particular 
attention is given to the role of the soil and weathered Chalk layers, the occurrence, in 
space and time, of fracture flow, the nature of flow in the matrix, and how these interacting 
factors determine recharge. 
In order to obtain further insights and address the research questions outlined from 
the literature review, a physically based numerical model was developed for the Chalk 
unsaturated zone (the CUZ model) and is reported in Chapter 6. The model is based on 
the equivalent-continuum concept, which has been previously applied to the Chalk unsat-
urated zone (though has not been rigorously tested), and includes a novel characterisation 
of the hydraulic properties of the soil, weathered chalk and consolidated chalk layers, in a 
continuous, parsimonious manner. This allows the model to be driven by measured me-
teorological variables (rainfall and actual evaporation) without the need for soil moisture 
accounting models, which rely on assumptions which may be inadequate for the Chalk. 
Chapter 7 is dedicated to the calibration of the CUZ model for the two field sites 
where observed data were available. Field data were used to parameterise the model, and 
in doing so, characterise the soil-weathered chalk-consolidated chalk continuum. The field 
data were also used to judge the performance of the model. 
In Chapter 8 the model configurations identified in the previous chapter are used to 
gain insights into the hydrological processes at two field sites. Subsequently, the model is 
used to draw inferences about recharge processes in unconfined Chalk aquifers, including 
a discussion of the implications of the finding from the model for the saturated zone flow 
processes in an unconfined Chalk aquifer. 
Finally, in Chapter 9, the findings of this study, the contributions to our knowledge 
that have been made, suggestions for further work and conclusions are presented. 
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Chapter 2 
Literature Review 
2.1 Introduction 
Broadly speaking, elements of the hydrological cycle are studied by three main disciplines 
- the meteorologist is concerned with water in the Earth 's atmosphere; the surface water 
hydrologist is concerned with water on the Earth's surface; the groundwater hydrolo-
gist/hydrogeologist is concerned with water below the Earth 's surface, largely beneath the 
water table. There is then a gap between the ground surface and the water table, which 
tends to be shared between these three disciplines - the meteorologist is interested in evap-
oration from the land surface and transpiration from the plants which draw water from 
their roots in the soil; the hydrologist in infiltration into the ground; the hydrogeologist in 
recharge to the aquifers. This component is known as the unsaturated zone, and it is an 
extremely important component of the hydrological cycle, determining the fundamental 
hydrological behaviour of any given catchment. To understand how water moves through 
the unsaturated zone we also rely heavily on the discipline of soil physics. In this chapter, 
a background to the key concepts, understanding and theory of the unsaturated zone is 
provided. 
In particular, we are interested in the movement and storage of water in the Chalk, 
which constitutes the largest aquifer in England. Therefore, the second part of this chapter 
is dedicated to a review of the Chalk, with particular attention to the previous work carried 
out to at tempt to understand the flow processes in the unsaturated zone. This review 
identifies important gaps in our empirically derived knowledge and physical understanding 
of the Chalk, which form the key research questions for this study. 
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2.2 The unsaturated zone - Key concepts, understanding 
and theory 
The unsaturated zone is defined as that part of the aquifer that lies above the water table. 
It is thus a zone in which pore-water pressures are less than atmospheric pressure, except 
locally where perched aquifers exist (Price et a l , 1993). As the unsaturated zone may 
be close to saturated, it is important to use the definition based on pore-water pressure, 
rather than the degree of saturation of the soil. If gauge pressure is used, that is to say 
atmospheric pressure, Patm , is taken to be zero, then the pressure head, •0 , is zero at 
the water table. Below the water table, under positive hydrostatic pressure, -0 is greater 
than zero. Above the water table, -ip is less than zero, reflecting the fact that water in the 
unsaturated zone is held in soil pores under surface-tension forces. 
In the unsaturated zone, as in the saturated zone, flow occurs in response to a gradient 
in hydraulic head. Head is defined as the mechanical energy of the fluid per unit weight. 
It can be considered to have three components, elevation head, velocity head and pressure 
head. The velocity of water in the unsaturated zone is so slow that the velocity head is 
neglected, leaving the hydraulic head, h, equal to the sum of the elevation head, hz, and 
pressure head, ijj: 
h = hz + il) (2 .1 ) 
In the context of the unsaturated zone it is common to refer to pressure head as matric 
potential. Matric or soil water suction or tension refers to the same property but takes 
the opposite sign to matric potential (Mullins, 2001). In this study we will use the term 
matric potential, the symbol ip, and all units will be quoted in m H2O (note, 1 m HgO = 
9.81 kPa), or simply m for brevity. 
If an unsaturated profile above a water table is left without any infiltration or evapora-
tion for a long period of time, water in the profile will redistribute (possibly including some 
exchange of water between unsaturated and saturated zones). Eventually, it will reach an 
equilibrium state whereby no fiow is occurring, known as the hydrostatic condition. As 
there is no flow occurring the hydraulic head gradient must be zero throughout the profile 
(note, here we are concerned with gravity driven flow in the vertical direction). As such, 
for a hydrostatic profile we can predict the profiles of the various head and storage com-
ponents, as shown in Figure 2.1. By definition, the elevation head increases with elevation 
with a gradient of +1, so the pressure head must decrease with gradient of -1. 
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Figure 2.1 Theoretical relationship between head, depth and water content 
in the unsaturated zone, after drainage to equilibrium (Price et al., 1993) 
In reality, for an unsaturated zone in the field, hydrostatic conditions are very rare. 
This is because infiltration of rainfall and removal of water from the profile by evapo-
transpiration would continually affect both the head profile and the water content profile. 
A theoretical sequence of these effects is illustrated for a homogeneous granular aquifer 
in Figure 2.2 (for which the initial, hydrostatic state is represented in Figure 2.1). An 
important concept which is demonstrated in Figure 2.2 is that of the zero flux plane, ZFP. 
For a divergent ZFP, DZFP, all water above the plane moves upwards, and below it moves 
downwards (i.e. flow is away from the ZFP). Conversely, for a convergent ZFP, CZFP, 
water above the plane moves downwards and water below moves upwards (i.e. flow is 
towards the ZFP). In either case, no flow occurs across the ZFP, and the head at the 
ZFP will either be a local maximum (DZFP) or minimum (CZFP). The way that DZFP 
and CZFP develop and eventually cancel one-another out, is shown in Figure 2.2, and the 
annual cycle of the ZFP is shown in Figure 2.3. 
2.2.1 The Soil Moisture Characteristic 
Figures 2.1 and 2.2 also show water content profiles. Below the water table the pore space 
is totally saturated, and the water content, 6, is equal to the saturated water content (or 
porosity), 0^. Immediately above the water table lies the capillary fringe, in which the pore 
spaces are also fully saturated, but have negative matric potential. The capillary fringe 
exists because the pore space does not begin to drain until the pore pressure falls below 
a limiting value. This pressure is known as the air-entry pressure (or bubbhng pressure), 
and has a corresponding matric potential ips-
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1. Water infiltrating into the 
soil causes a downward head 
gradient (a), and an increase 
in d (b) near the surface. 
2. As the water moves down, 
the capillary fringe moves 
up (d), and downward flow 
persists throughout the 
unsaturated zone (c). 
3. When evapotranspiration 
exceeds rainfall infiltration, 
a divergent ZFP is 
developed, above which 
water moves upwards (e),(f). 
4. As rainfall again exceeds 
evapotranspiration, a 
convergent ZFP develops, 
which may move down and 
cancel out the DZFP (g),(h). 
5. For a prolonged period with 
evapotranspiration 
exceeding rainfall, the soil 
dries out and the capillary 
fringe moves down (i),(j). 
Figure 2.2 Theoretical relationship between head and water content against 
depth, in the unsaturated zone above a fixed water table, during infiltration 
and evapotranspiration processes (Price et al., 1993) 
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Figure 2.3 Diagrammatic representation of the seasonal partition of water 
fluxes by the zero flux plane method within the unsaturated zone of the Chalk 
(Wellings and Bell, 1980) 
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Figure 2.4 Rise of water in a capillary tube (Fetter, 1994) 
The phenomenon of capillary rise can be demonstrated using a capillary tube, as shown 
in Figure 2.4. The rise in water is caused by the surface tension of the air-water interface 
and the molecular attraction of the liquid and solid phases. The rise of fluid in a capillary 
tube is given: 
4>s = 2 7 COS T 
Pw9^ 
(2.2) 
where tps is the air-entry matric potential (or air-entry pressure. Price et al., 1993), equal 
to the negative height of capillary rise (m), 7 is the surface tension of the fluid (kg s~^), 
T is the contact angle of the meniscus with the capillary tube (degrees), pw is the density 
of fluid (kg m~^), g is acceleration due to gravity (m s~^) and R is the radius of the 
capillary tube (m). For water at 18°C, 7 is 0.073 kg The smaller the radius of the 
capillary tube, the greater the height of the capillary rise, and the more negative the matric 
potential. This theory can be applied to soils, by assuming that the pore spaces act as 
capillary tubes. Therefore, soils with a finer pore spaces will develop larger capillary rise, 
and hence have a thicker capillary fringe. 
As the elevation increases above the capillary fringe, and the pressure head decreases 
accordingly, so the fraction of the pore space that can hold water under capiUary forces 
also decreases. A gradual decrease in pressure (i.e. increase in tension) will result in the 
emptying of progressively smaller pores, until, at high suction values only the very narrow 
pores retain water. Figure 2.5 shows a conceptual diagram of a partially saturated soil, 
where the larger pore spaces have drained, and the smaller spaces between soil granules 
retain water (Hillel, 1998). 
This forms the physical basis of the relationship that exists between water content, 6 
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Figure 2.5 Water in an unsaturated coarse textured soil (Hillel, 1998) 
and matric potential which is known as the Soil Moisture Characteristic, SMC (some-
times termed the water retention function). Figure 2.6 shows some typical SMC curves. 
It can be seen that for the clayey soil, which has fine pores, there is a gradual decrease in 
wetness. In the sandy soil the pores are larger, and hence empty at relatively low suctions. 
Once these large pores have emptied only a small amount of water remains. The curves 
on the right of the figure show how the structure effects the soil-moisture characteristic. 
When the soil is compacted, the porosity is reduced, as are the volume of large pores, and 
the volume of medium size pores is increased. 
Clayey soil 
Sandy soil 
$ 
Compacted soil / ' 
Aggregated soil 
Matric potential, y/ Matric potential, y/ 
Figure 2.6 Soil moisture characteristic curves for different soil textures and 
structures (after Hillel, 1998) 
It has long been understood that the SMC is hysteretic (e.g. Haines, 1930; Richards, 
1941), that is to say, the relationship between 9 and i/; is dependant on the history and 
the direction of the changes (i.e. wetting or drying) in these properties. This phenomenon 
is attributable to the following effects (Hillel, 2004): 
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• The "ink bottle" effect, caused by geometric nonuniformity of individual pores (see 
Figure 2.7) 
• The contact angle effect, whereby the contact angle is greater for an advancing 
meniscus than a receding one. 
• The encapsulation of air in blind or dead end pores, which further reduces the water 
content of newly wetted soils. 
• Swelling, shrinking or ageing phenomenon, whereby the soil structure, and hence 
pore size and connectivity, is modified depending on the drying and wetting history. 
k 1 
Vs 
y 
F i g u r e 2 .7 The ink bottle effect determines the equilibrium height of water in 
a variable width pore (a) in capillary drainage and (b) in capillary rise (Hillel, 
1998) 
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F i g u r e 2.8 Soil moisture characteristic curve showing the effect of hysteresis 
(Hillel, 1998) 
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A typical SMC exhibiting the effect of hysteresis is shown in Figure 2.8. Despite this 
understanding, in almost all engineering and agricultural applications the SMC is assumed 
to be non-hysteretic, since the measurement of a complete set of hysteretic SMC curves is 
extremely time consuming and costly, and it has been difficult to represent these curves 
in a simple mathematical form for use in analyses (Pham et al., 2005), though various 
models have been proposed (Mualem, 1974; Kool and Parker, 1987). 
A parametric relationship for the Soil Moisture Characterist ic 
Various empirical models have been proposed to represent the SMC, based on the assump-
tion that there is a unique relationship between 9 and ip (i.e. hysteresis is negligible) for a 
given soil or porous medium (Hillel, 1998). The most commonly used SMC functions are 
those presented by Brooks and Corey (1964), hereafter the BC model and van Genuchten 
(1980), hereafter the VG model. Both of these models describe effective saturation, Se, as 
a function of •0, where Se is defined: 
where dg and 9r are the saturated and residual water contents. varies between 0 and 
1. The BC model is given by Equation 2.4. 
(2.4) 
Se = l 
where ips and A are parameters. This relationship is limited in that there is an instan-
taneous inflection point. The VG model is (arguably) an improvement on the BC model 
because it does not suffer from this problem. The VG model is defined by Equation 2.5. 
1 1 
where a and n are parameters and m is generally assumed to equal 1 — 1/n, so that 
Equation 2.5 can be easily integrated with respect to i/; (necessary for the Mualem, 1976, 
model for hydraulic conductivity, discussed below). The BC and VG models are essentially 
curve fitting (i.e. empirical) equations, and the physical significance of their parameters is 
somewhat vague. The A parameter in the BC model and the n parameter in the VG model 
are related to the pore size distribution. The a parameter in the VG model is related to 
the inverse of the air entry pressure of the porous medium. 
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A SMC model was proposed by Kosugi (1994) (hereafter referred to as the KS model) 
which has a more rigourous physical basis than previous models. Kosugi (1994) made 
the assumption that the pore radii in a soil are lognormally distributed. Prom capillary 
theory it is known that the negative pore capillary pressure is inversely proportional to 
the pore radius (Equation 2.2). Hence r = where A is a constant, and ln(r) = 
In (A) — ln(—•0). So, if the pore radii are log-normally distributed, it follows that the 
(negative) pore capillary pressures are too. The pore radii distribution function, g{r) is 
defined as 
9(r) = (2.6) 
such that g{r)dr represents the volume of full pores of radii [r, r + dr], per unit volume of 
medium. The corresponding pore capillary pressure distribution function is given by 
f{^) = g{r)~ ^ g{r)^ (2.7) dr A 
where, again, represents the volume of full pores of capillary pressure [ip, ijj + dip], 
per unit volume of medium. It can further be seen that 
== (2.8) 
Therefore, integrating f{ip) with respect to ip yields 9{ip). Kosugi (1996) proposed the 
following two parameter relationship for /(ip)-
(2.9) 
2(7^ 
Equation 2.9 is of the form of a transformed lognormal distribution function for In(V'), 
with mean ln[i/ioexp(cr^)], where ipo is the mode, and a the standard deviation of 
In order to get the probability density function, we must multiply f{ip) by (—V')/(^s — ^r)-
Equation 2.9 can be integrated to give the effective saturation curve (analogous to the 
cumulative distribution function): 
5e = Q[In(0/'^/;o)/cr - cr] (2.10) 
where Q is the complementary normal distribution function, given by; 
roo I / 
= L ("Tj 
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Note, the complementary normal distribution function can be calculated with MATLAB, 
using the command Q(z) = l -0 .5e r fc or the command Q(cc) = l -normcdf(a: ,0 ,1) , 
which are both equivalent. The KS model is defined by Equations 2.10 and 2.11. The 
model has the same number of parameters as the BC and VG models, but the KS param-
eters, |^JQ and a have a more direct physical significance. 
All three models can be related to one another by means of transforming the param-
eters. Given VG model parameters a and n (and m = 1 — 1/n), van Genuchten (1980) 
demonstrated that a similar 9{'4>) relationship could be obtained (particularly when 9 < 6s) 
with the BC model, using the parameter transformations in Equation 2.12. 
* = (2.12) 
X = n — 1 
In a similar manner, Kosugi (1996) showed that similar 9{ip) curves could be obtained 
with the KS and VG model by using the parameter transformations in Equation 2.13. 
o-= 1^(1 - m) ln[(2Vm - l ) / m] 
ipQ — 
The three models are compared (using parameter values for an arbitrary soil from 
van Genuchten, 1980) in Figure 2.9. In the left hand plot the parameter transformations 
are used, whereas in the right hand plot the BG/KS model parameters were found by 
minimising the root mean squared error in Se with the VG model. It can be seen that the 
parameter transformations are appropriate for the VG and BC models in dry conditions, 
and for the VG and KS models in wet conditions. A better overall fit between the VG 
and KS model can be obtained by optimisation. 
2 .2 .2 U n s a t u r a t e d hydrau l i c c o n d u c t i v i t y 
The concept of hydraulic conductivity was originally introduced by Darcy (1856). He 
recognised that flow through a saturated porous medium was proportional to the hy-
draulic head gradient (i.e. Darcy's Law). The constant of proportionality, which is a 
characteristic of the porous medium (as well as the fluid), is what we now refer to as 
hydraulic conductivity, K. The concept was extended from saturated soils to unsaturated 
soils by Buckingham (1907) and Richards (1931) (cited by Haverkamp et al., 1999). When 
the soil is saturated, the water filled pores which conduct water are constant. As the soil 
desaturates, some pores become air filled so that the conductive portion of the soil's pore 
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Figure 2.9 Comparison of BC, VG and KS models, based on Guelph Loam 
(drying) VG parameters (van Genuchten, 1980) and equivalent BC and KS 
parameters derived: a) analytically and b) by curve fitting 
space diminishes. Furthermore, as suction develops, the first pores to empty are the largest 
ones, which are the most conductive. Water flow in unsaturated soil may occur as film 
creep along the walls of wide pores, or as tube flow through narrow water-filled pores. The 
two types of flow may in fact occur simultaneously and conjunctively in adjacent domains 
within the soil (Hillel, 1998). The dependence of the unsaturated hydraulic conductivity 
on the pore size distribution underlines the complicity that exists between the SMC and 
hydrauhc conductivity functions (Haverkamp et al., 1999). 
The unsaturated hydraulic conductivity, that is A'(^), is a soil characteristic which, 
unlike 9 and cannot be measured directly. There are techniques to derive K{il>) indi-
rectly, which involve monitoring 9 (to calculate the change in storage over time), ^ (to 
calculate head gradients, and where appropriate, to give the location of zero flux planes), 
and ground surface fluxes. In laboratory conditions it is relatively easy to control and 
monitor the soil states, and therefore K ( ^ ) can be determined for a soil sample (normally 
done using various configurations of the permeameter, e.g. Hillel, 2004, p. 151). However, 
laboratory methods are only useful if the properties of the samples are truly representative 
of the overall field properties. In particular, the presence of aggregates, stones, fractures, 
and root holes is difficult to represent in small-scale laboratory samples (Haverkamp et al., 
1999). Somewhat less reliable, but more representative are techniques in the field involv-
ing imposed hydrological conditions (such as drainage alone or steady-state infiltration, 
reviewed by Haverkamp et al., 1999). Such techniques have been used on the Chalk by 
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Cooper et al. (1990). There are also field techniques which are based on monitoring the 
system under natural conditions (which are more appropriate for this study where exten-
sive monitoring of water content, matric potential, rainfall and evaporation under natural 
conditions has been carried out). These are known as inverse techniques, whereby rather 
than using model inputs and parameters to obtain the model output, the model input 
and output are used to infer parameter values. The hydraulic parameters are estimated 
either by rearranging the model analytically into an explicit expression, or by numerical 
optimisation (Haverkamp et al., 1999). Whilst analytical solutions are preferable from a 
computational perspective, they require simple boundary conditions (i.e. a surface flux), 
assume homogeneous hydraulic properties, and inevitably involve spatial interpolation of 
variables which do not vary monotonically, from a relatively coarse spatial grid. Numer-
ical optimisation can incorporate complex boundary conditions (for example, distributed 
water uptake from a plant), complex, heterogeneous material properties (such as a two 
domain fracture/matrix porous medium) and interpolation can be based on a much finer 
spatial grid. 
A parametric model for the unsaturated hydraulic conduct iv i ty 
Various models have been proposed to represent the hydraulic conductivity in a vari-
ably saturated porous media (Burdine, 1953; Brutsaert, 1967; Nwabuzor, 1984; Vogel and 
Cislerova, 1988). However, by far the most commonly used model is that presented by 
Mualem (1976), which has been integrated with all three of the soil moisture models being 
considered in this study (Brooks and Corey, 1966; van Genuchten, 1980; Kosugi, 1996). 
It is also used in various commercially available software, for example ROSETTA (Schaap 
et al., 2001) and HYDRUS (Simimek et al., 2005). The Mualem model does have a physical 
basis, though it is probably better described as a semi-physical model, due to the inclusion 
of various empirical correction factors, most notably to account for tortuosity. The basis 
of the model is to assume that movement of water through a soil can be approximated 
by flow though a number of parallel capillary tubes, with correction factors for tortuosity 
and pore connectivity. The soil pore size distribution, in terms of pore radii, r, (which 
range from Rmin to Rmax) deflnes the distribution of capillary tubes. For a given water 
content, 0 only pores with radii less than R with be water filled, hence; 
pR 
(2J4) 
Jo 
36 
where g{r) is the pore water distribution function, as defined in Equation 2.6. In the 
Mualem model, the unsaturated hydrauhc conductivity, K{ip) is given by the product 
of the saturated hydraulic conductivity, Kg, (which is relatively easy to measure in the 
laboratory, for example using a permeameter) and the relative hydraulic conductivity, Kr: 
(2.15) 
On the basis that only water filled pores will contribute to the hydraulic conductivity, 
and that hydraulic conductivity in a capillary tube is proportional to (see Poiseuille's 
equation in Appendix 1 of Mualem, 1976), is defined by the equation: 
^ r ( r ) = a-; rg(r)(Zr (2.16) 
L & r rg(r)dr J 
where L is an empirical parameter that accounts for tortuosity and pore connectivity, 
which will be referred to hereafter as the tortuosity parameter. Combining capillary theory 
(Equation 2.2), the pore water distribution function (Equation 2.6) and the definition of 
effective saturation (Equation 2.3) with Equation 2.16, one obtains: 
I Ue a-v ^ rSe ^ 
Jo tp 
f l dx 
Jo ih 
(2.17) 
V
where 2 is a dummy variable for Se- Mualem (1976) substitutes the BC expression for 
Se{ip) (Equation 2.4) into Equation 2.17, to obtain the BC-Mualem hydraulic conductivity 
relationship: 
= g^+24-2/A (2.18) 
van Genuchten (1980) similarly obtained the VG-Mualem model by combining Equations 
2.5 and 2.17: 
Kr = S^[l - (1 - (2.19) 
Furthermore, Kosugi (1996) obtained the KS-Mualem model by combining Equations 2.10 
and 2.17: 
= gj^(Q[hi(^/Vo)/(Z + (7])^ (2.20) 
Note, again here Q is the complementary normal distribution function defined in Equation 
2.11. 
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As for the 0(V') models, the three -ft'(V') models were compared both for the parameter 
transformations specified in Equations 2.12 and 2.13, and by means of curve fitting, as 
shown in Figure 2.10. The BC-Mualem model is significantly different to the other models 
using the analytical parameter conversion. The VG-Mualem and KS-Mualem models give 
a similar output using the analytical parameter conversions except at low matric potentials, 
when the KS-Mualem model gives a lower K value. By optimising the model parameters, 
all three models give similar output, except the BC-Mualem model close to the inflection 
point. 
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Figure 2.10 Comparison of BC-Mualem, VG-Mualem and KS-Mualem mod-
els, based on Guelph Loam (drying) VG parameters (van Genuchten, 1980) 
and equivalent BC and KS parameters derived: a) analytically and b) by curve 
fitting 
Mualem (1976) found, for a limited number of soils, that a value of L of 0.5 gave 
optimal results, and this parameter value was subsequently adopted by van Genuchten 
(1980) and Kosugi (1996). However, Schaap and Leij (2000), analysing K ( ^ ) data for 
235 soils samples (available in the UNSODA database, Leij et al., 1996), found that the 
VG-Mualem model performance could be significantly improved by using different values 
for L, and the optimal values were frequently negative. They also found the performance 
could be improved by using matching point values for Kg, rather than the measured sat-
urated hydraulic conductivity. The matching point values were generally about 1 order 
of magnitude less than the measured Kg- This difference was attributed to macroporos-
ity, which affects saturated flow, but hardly has an affect on the unsaturated hydraulic 
conductivity. The findings of Schaap and Leij (2000) would tend to indicate that the 
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Mualem model should be viewed as an empirical relationship, for which both Ks and L 
require optimisation, and the optimised value of Kg should not necessarily correspond to 
the measured saturated hydraulic conductivity. 
2.2.3 Unsaturated flow 
In the unsaturated zone, just as in the saturated zone, flow occurs in response to a hydraulic 
head gradient, as described by Darcy's law: 
where Qz is specific discharge, or Darcian velocity, is the hydraulic conductivity, and 
dh 
dz # is the hydraulic head gradient (all in the z direction). 
Consider a unit volume of porous media, as shown in Figure 2.11. It is assumed 
throughout this study that z refers to depth below (rather than elevation above) a datum, 
i.e. z increases in the downward direction, so that elevation head hz is equal to — z and 
hydraulic head is given hy h = 'ip — z. The law of conservation of mass for steady-state flow 
requires that the mass flow into the volume is equal to the mass flow out of the volume. 
It is further assumed that flow in the horizontal is negligible. Therefore: 
Mass Inflow — Mass Outflow = 0 
PwQz ~ ^PwQz 4" (PmQ'z)^ — 0 
— = 0 (2.22) 
For transient conditions, the continuity equation must include a term for the change 
in storage within the control volume. In saturated conditions this is given by the change 
in head over time, multiplied by the density of water and the specific storage, Sg, which 
is the volume of water released for a unit drop in the head. Therefore, the continuity 
equation becomes: 
g^(Puig'z) — PwSs~^ (2.23) 
If the chain rule is used to expand the terms on the left hand side, and assuming 
that dpw/dz is negligible, then the density term can be eliminated from the equation. 
Substituting equation 2.21, Darcy's Law, in the equation gives: 
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Figure 2.11 Elemental control volume for vertical flow through a porous 
medium 
(2.24) 
When the aquifer is not fully saturated the term for the change in storage is represented 
by the change in water content over time and the hydraulic conductivity varies as a 
function of the matric potential, or water content (as discussed above). Unsaturated 
hydraulic conductivity is represented by the term K{ip) (note the z subscript is dropped 
for brevity). Therefore, the continuity equation for unsaturated flow becomes; 
(2.25) 
Furthermore, remembering that hydraulic head is given by h = ip — z, the equation 
can be reduced to: 
I'- 9 . g , 
Introducing the specific capacity, C{4>), which is equal to the gradient of the soil 
moisture characteristic curve, dO/dil;, we can rewrite Equation 2.26: 
d 
= C ( V ) dip 
dt (2.27) 
Equation 2.27 is Richards' equation, with ip as the dependent variable. Richards' 
equation can also be written with 9 as the dependent variable, or in terms of both ip and 
0, known as the mixed form Richards' equation. 
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In addition, it may be necessary to consider an additional source or sink of water (for 
example, extraction of water by plant roots). This is achieved by simply subtracting an 
additional sink term, S [T~^], from the continuity equation (e.g. Liu et al., 2005): 
= C ' ( V ) ^ (2.28) 
Furthermore, the above equation does not account for the effect of elastic storage in 
the porous medium. A reduction in pore water pressure causes a volume of water to 
be released from storage due to expansion of the water and compression of the porous 
matrix (Domenico and Schwartz, 1990, p. 62). This is particularly important in saturated 
conditions, where no water is drained from desaturating the pore space. To account for 
this, we introduce the specific storage parameter, Ss [L~^], as shown (Tocci et al., 1997); 
d 
+ S — (^C{tp) + SgSei'^)^ (2.29) 
2.2.4 Numerical solutions of Richards' equation 
As stated in the previous section, there are in fact three forms of the Richards' equation 
(neglecting elastic storage): 
The ^ form: ^ ^ A ' ( ^ ) = C ( ^ ) ^ 
The g form: ^ ^ ( 0 ) = 
The mixed form: 
" " a z ' V a t ' c ( g ) 
dt 
Solutions to Richards' equation require tha t functional relationships for the soil pa-
rameters be known (i.e. g(^) , or K{d), C{tp) or C(0), and/or D{9), depending on 
the form used). Due to the strongly non-linear nature of these relationships, it is necessary 
to use numerical solution techniques (analytical solutions are available only for linearised 
relationships, and with specific boundary conditions). However, whilst the different forms 
of Richards' equation are analytically identical, the numerical errors associated with each 
differ. The advantages of each form were summarised by Brunone et al. (2003), and a 
detailed review and analysis of errors associated with each form was presented by Jackson 
(2007). The 0 form has the benefit that the parameters K{0) and C{6) generally show less 
non-linearity than K{ip) and C ( ^ ) . However, it is not apphcable in saturated conditions, 
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where there is no change in storage associated with de-watering of pores. The tjj and 
mixed forms apply to both saturated and unsaturated conditions. Furthermore, in layered 
soils they are advantageous as ip, and not 9, is continuous across the soil layer interfaces. 
The -0 form has been shown to produce large mass balance errors when the solved using 
simple time stepping methods (e.g. Milly, 1988), whereas with the mixed form mass is 
perfectly conserved (Celia et al., 1990). However, the mixed form is one equation with 
two unknowns, so cannot be given directly to an ODE solver (defined below), and con-
sequently first order integration schemes are generally used. The form (one equation, 
one unknown) can be solved by the method of lines. This is where the partial differential 
equation is reduced to a system of ordinary differential equations, ODEs, by assessing the 
spatial derivatives using a finite difference scheme. These are then integrated in time, 
for example using an ODE solver (Toed et al., 1997). ODE solvers are standard codes 
which are widely available, for example in MATLAB, which solve the initial value problem 
(Shampine and Reichelt, 1997). Starting at the initial time, with initial conditions, the 
solver calculates a solution for each time step. If the solution satisfies the error tolerance 
criteria it is a successful step, otherwise the solver shrinks the time step size and tries 
again. Tocci et al. (1997) showed that using such an adaptive time step technique, accu-
rate and economical solutions to the xjj form of Richards' equation could be obtained, with 
good mass balance properties, and therefore, this approach will be used in this study. 
2.3 The Chalk 
2 .3 .1 T h e C h a l k aqui fer as a w a t e r r e s o u r c e 
Downing et al. (1993) describe the historical importance of Chalk groundwater in north-
west Europe. Many English towns and villages owe their origin and development to the 
existence of a ready source of high quality water from the Chalk, in the form of springs or 
shallow wells. In the seventeenth century water from the Chalk springs in Hertfordshire 
was supplied to London via artificial channels and wooden pipes. With the onset of 
the industrial revolution in the mid-eighteenth century, and the development of steam-
driven pumps, exploitation of the Chalk groundwater at great depths became possible 
and economically preferable to water from piped distribution systems. As a result large 
numbers of private wells were sunk, and this trend continued until relatively recently. In 
the 1960s, in recognition of the potentially harmful effects of over exploitation, proposals 
were made to manage the Chalk groundwater resources on a regional basis, taking into 
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account not only demand for water supply, but also environmental considerations (in 
particular the need to maintain river flows). Now, the Chalk aquifers provide about 50% 
of the groundwater supplies in England. They are the most important aquifers in Britain, 
due to their occurrence in the south and east of England where population density is high, 
effective precipitation is low, industrial and agricultural demand for water is large and 
there are few sites suitable for reservoirs (Lewis et al., 1993a). 
Efficient management of groundwater resources requires a knowledge of the quantity 
of water recharging the aquifer. This allows safe and reliable pumping regimes to be 
established without over-exploitation of the aquifer or over-reduction of baseflows to rivers 
fed by the aquifer. The first comprehensive assessment of the English Chalk groundwater 
resources was conducted by the British Geological Survey in 1993 and reported by Lewis 
et al. (1993a,b). The aim of this major undertaking was to determine the total volume 
of water in the Chalk (associated with porosity) and the volume in dynamic storage 
(associated with storage changes within the zone of natural water level fluctuation). The 
total area of the Chalk outcrop in England is approximately 21,500 km^, and the volume 
of Chalk rock is 6.88 xlO^^ m^. The study looked at data from 1970-1990, and found 
that the total volume of water in the Chalk is between 2.02 xlO^^ and 2.63 xlO^^ m^. 
The volume in dynamic storage, that is between the highest and lowest water table was 
between 0.4 xlO® and 1.0 xlO® m^, although a number of detailed catchment studies 
(discussed in detail below) cast doubt on these values. The dynamic storage values given 
were equivalent to 0.1 to 0.2 years of recharge over the outcrop, or 0.3 to 0.8 years of 
abstraction. 
In recent years, pollution of groundwater sources has become of increasing concern. A 
knowledge of the quantities and rates of water flow in the unsaturated zone is important 
in predicting the impact and transfer times of pollutants leached from the soil (Cooper 
et al., 1990). It is now generally accepted that since 1945 more intensive arable farming 
has resulted in increased nitrogen leaching from Chalk soils (Wellings, 1984b). The World 
Health Organisation recommend a maximum nitrate nitrogen concentration of 11.3mg 1~^  
for potable water. Concentrations higher than this have been found in the pore water in 
the saturated and unsaturated zone of Chalk in southern England (Young et al., 1976). 
Furthermore, future trends in nitrate levels are expected to increase (Beeson and Cook, 
2004; Jackson et al., 2006). 
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2.3,2 Chalk hydrogeology 
During the late Cretaceous period, some 100 million years ago, in the warm waters of 
the Mediterranean sea, a soft white ooze formed from the accumulation of the skeletal 
plates of microscopic planktonic algae, known as coccoliths. This accumulation took place 
over around 35 million years, and formed the limestone known today as Chalk. Chalk 
was formed over much of northern Europe, as well as parts of North America and Asia. 
The properties of Chalk are as a result of its origin, its subsequent diagenesis and mod-
ification by earth movements and weathering. The result is an aquifer with a very fine 
grained porous matrix intersected by a fracture network (Downing et al., 1993). Unlike 
sandstones, for example, variations in the hydraulic properties of the Chalk are related 
less to its depositional history and stratigraphy boundaries, than to its past groundwater 
flow history (in saturated and unsaturated zones) (Lloyd, 1993). The main development of 
permeability (largely attributable to dissolution) has been in the upper part of the aquifer, 
particularly in bedding plane partings. Hence, despite the fact that the Chalk sequence 
may be 300 m thick, the effective aquifer thickness may only be 30-60 m. Furthermore, as 
precipitation and recharge were higher in the early part of the last post-glacial recession 
than today, areas of enhanced permeability have developed at levels above present day 
water tables, under palaeosaturated conditions. Therefore, the Chalk is likely to exhibit 
considerable heterogeneity (especially in the fracture domain) which cannot be mapped us-
ing conventional geological or geophysical methods. In a section of unconfined chalk from 
the the interfluve to the valley, the transmissivity and specific storage tend to increase 
significantly (Lloyd, 1993). 
For the Upper and Middle Chalk, which outcrops in south east England, the Chalk 
matrix is characterised by a high porosity (20-45%), a low hydraulic conductivity (10""*_ 
10~^ m/day) and a low air-entry pressure (of the order of -30 m) (Price et al., 1993). This 
is due to the shape and composition of the coccohth particles, which have diameters of 
<1 //m-100 /Ltm, but very small and generally uniform pore throat diameters of between 
0.1 jum-1 /^m (Oakes, 1977; Price et al., 1976). The pore-throat sizes are generally very 
uniform. 
The fractures can be said to have opposite hydraulic characteristics to the matrix. 
They have a low porosity, constituting around 1% of the total porosity of the Chalk 
(Downing et al., 1993), a high hydraulic conductivity (2 or 3 orders of magnitude greater 
than that of the matrix, Price et al., 1993), and a high air entry pressure (around -0.5 m, 
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Price et al., 1993; Wellings, 1984a). In the saturated zone the fractures are understood 
to provide the characteristic high transmissivity of the Chalk (allowing it to function 
as an aquifer). In this respect, the saturated Chalk behaves as a classic dual-porosity 
system (Price et al., 1993), that is to say the fractures provide the permeable pathways 
for flow, whilst the matrix provides storage. However, in the unsaturated zone, it is not 
obvious that the fractures will actually be able to hold and hence transmit water against 
the pore water suction in the adjacent matrix. In other words, due to the high air-entry 
pressure of the fractures relative to the low matric potentials developed in the matrix pore 
water, the role of the fractures in the flow and transport processes is poorly understood 
(Wellings, 1984a). We should therefore consider the possibihty that the Chalk unsaturated 
zone functions more like a classic dual-permeability system, where gravity driven flow is 
developed in both the fractures and the matrix. Figure 2.12 contrasts the two typical 
conceptualisations for a fractured porous media - a dual porosity and a dual permeability 
system - for an idealised Chalk unsaturated zone. Therefore, one of the key objectives of 
this study is to at tempt to understand and quantify the relative importance of the fracture 
and matrix flow components. 
Dual Porosity Dual Permeability 
matrix 
L j L ^ 
fractures — Fracture flow 
• - Matrix flow 
F i g u r e 2 .12 An idealized dual porosi ty/dual permeability Chalk unsaturated 
zone 
The origin of the basic fracture system is primarily tectonic. Most workers on the 
European Chalk refer to three sets of fractures, one set being parallel to the bedding, and 
the other two more or less perpendicular to it and often more or less perpendicular to 
each other. In addition, high angle joints may be found (Price et al., 1993). Bloomfield 
(1996), noting that there are no rigorous descriptions of Chalk fracture distributions in 
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the hydrogeological hterature, carried out a survey at a Chalk quarry face at Play Hatch 
Quarry, near Reading in Berkshire, UK (part of the same Chalk formation as the sites 
used in this study). He distinguished large fracture features (horizontal bedding planes 
and sub-vertical faults) and small fracture features (termed joints). In a cross section 7 
m deep by 23 m long, there were around 12 horizontal bedding plane fractures (with an 
average fracture spacing of 0.34 m), and four fault zones (containing one or more sub-
vertical faults, with an average spacing of 5 m). In the saturated zone, such features 
as these would be extremely important to the hydrological processes. However, in the 
unsaturated zone (in the absence of impermeable surface features, e.g. drift cover, leading 
to flow focusing) it is expected that the larger fractures would play a marginal role, if 
any role at all, due to their high air entry pressure. Therefore, the small fractures are 
probably of more interest to this study. Based on scan-line surveys, Bloomfield found the 
fracture spacing of joints to be lognormally distributed, between a minimum of 0.03 m 
and maximum of 0.51 m, with a mean spacing of 0.11 m and standard deviation of 0.13 
m. 
2 . 3 . 3 U n s a t u r a t e d flow a n d t r a n s p o r t p r o c e s s e s in t h e C h a l k 
In this section an understanding of the flow and transport processes in the Chalk un-
saturated zone is given, with an assorted chronology. Prior to the first explicit studies 
of the Chalk unsaturated zone, a study carried out by Maclean (1969) into groundwater 
pollution, presented observations of bacteria in water pumped from a Chalk aquifer in 
Wilmington, North Kent. Observed bacteria levels were always zero, except following 
flood events. During a flood event in September, 1958, no flood water gained direct access 
to the well system, yet large quantities of bacteria were observed in the well. Furthermore, 
samples from the well 5 and 8 months after this event showed elevated concentrations of 
nitrate. These two observations were seen as evidence that the flood water had entered 
the groundwater by percolation. However, it is important to appreciate that bacteria 
is particulate, whilst nitrate is a solute. As such, bacteria, unlike nitrate, could not by 
transported through the Chalk matrix. Therefore, it is quite possible that the nitrate 
was transported by percolation through the Chalk matrix (taking up to five months to 
reach the groundwater), whilst the source of the bacteria could have been direct access of 
the flood water (though Maclean thinks not) or lateral movement through the fractures 
in the saturated zone (for one thing, the borehole is close to a filled in gravel pit, and 
for another, the rising ground water level may have intersected some subsurface source 
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of bacteria, such as a septic tank or a leaking sewer). Maclean also did not consider the 
possibility that these two contaminants may have come from different sources. Therefore, 
there is insufficient evidence in this study to say that whether or not fracture flow in the 
Chalk unsaturated zone had occurred. 
T h e e a r l y w o r k - i n f e r e n c e s f r o m s o l u t e prof i les 
The first study formally conducted to understand flow and transport processes in unsatu-
rated Chalk was reported by Smith et al. (1970). Thermonuclear tests carried out between 
1954 and the early 1960's resulted in tritium being released to the atmosphere. Conse-
quently, tritium concentrations in rainfall could be used as a tracer to study groundwater 
flow. Samples were taken from vertical sections of the chalk in the Lambourn catchment, 
a tributary of the Kennet, and hence the Thames. These were used to assess the distri-
bution of water content and the mass of tritium over depth. Rainfall tritium content was 
established for 1953 to 1968 based on a variety of sources. Prior to 1965, no measurements 
of rainfall tritium content were taken in the UK, so data for this period were established 
by correlation from measurements for Ottawa, Canada and Valentia, Ireland. Foster and 
Smith-Carington (1980) later showed that the correlation coefficients between the rainfall 
tritium content between these various sites were poor and hence concluded that the rain-
fall tritium content estimates for Britain were subject to serious limitations and should 
only be treated as a general indication of the scale of temporal variations that occurred. 
Smith et al. (1970) plotted the distribution of tritium against depth and compared this 
to the tritium content of rainfall plotted against time (as reproduced in Figure 2.13). It 
was assumed that the peaks in the tritium depth profile corresponded to the peaks in the 
tritium content in the rainfall time series. Based on these depths and times the mean 
downward velocity due to intergranular movement was estimated to be 0.88 m/yr. If all 
tritium moved at this rate, then no tritium would be expected to be present below 13 m, 
yet 15% of the total tritium in this profile was observed below 13 m. This was taken as 
evidence that 15% of water is transported by fracture flow, and the remaining 85% by 
intergranular seepage. This appeared to contradict the widely held view at that time that 
fracture flow dominated downward movement of water. 
Various conceptual models (e.g. Young et al., 1976; Oakes et al., 1981; Ragab et al., 
1997) for flow and/or transport in the Chalk unsaturated zone have used 10-15% bypass 
flow (that is, 10-15% of net effective rainfall is passed directly to the saturated zone) on 
the basis of the findings of Smith et al. (1970). However, it has been suggested by Mathias 
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Figure 2.13 Tritium content in Chalk profile and rainfall (Prom Figures 1 and 
2 in Smith et al., 1970, reproduced by Mathias (2005)). 
et al. (2005) that these findings may not be reliable due to the fact that: a) evaporation, 
calculated with Penman's formula (Penman, 1950), may have been underestimated as a 
result of using an upper limit of soil moisture deficit of only 120 mm, no decay of 
tritium appears to have been considered (it has a half life of 12.3 years), c) the mass 
balance calculations assumed that all tritium remained within the unsaturated zone (i.e. 
that no tritium had been lost to the saturated zone), and d) the errors in measurement of 
tritium were ±10% whilst the concentrations below 13 m depth were only slightly elevated 
above the background concentration level. 
In a study by Foster (1975), the data presented by Smith et al. (1970) were reinter-
preted, and attention was drawn to the low levels of tritium observed in the saturated 
zone of the chalk, which was anomalous with the conclusions of the previous study. In-
stead of assuming (as Smith et al., 1970, had done) that all unsaturated flow processes 
are one dimensional, Foster (1975) suggested that it is likely that the input of water to 
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the unsaturated zone would vary areally, and be localised in fractures. Consequently, sig-
nificant concentration gradients between the fractures and the matrix pore-water would 
exist, and in response some diffusive exchange of tritium would occur between these two 
domains. This was demonstrated mathematically for a simplified situation, using an an-
alytical solution to Pick's diffusion law. Local increases in tritium concentration in the 
pore-water, and significant reductions in the tritium concentration in the fractures were 
demonstrated. In other words, the diffusion process appeared to have a considerable ca-
pacity for reducing the tritium concentrations in chalk groundwater recharge. Therefore, 
Foster suggested a mechanism to explain how the data presented by Smith et al. (1970) 
could still be consistent with a system dominated by fracture flow. 
Following on from the ideas of Foster (1975), Oakes (1977) presented a simple model 
for the migration of solutes. It was assumed that water moves solely through the fractures, 
and diffusive exchange of solutes between the mobile fracture water and static matrix pore 
water is instantaneous. Prom considerations of mass continuity, it can be shown that: 
"'A (2 30) 
"mob "I" 
Where u is the downward velocity of the solutes, v is the downward velocity of the water, 
and 6mob and Ostat are the water content in the mobile and static phases. Oakes (1977) 
took typical values of u = 1.0 m/yr = 2.74 xlO~^ m/day, v = 0.7 m/day and a total 
porosity, 9mob + (^stat of 0.35. This gives a mobile porosity, dmob of 1.4 xl0~^. The specific 
yield associated with the fracture porosity was assumed to by 0.02, which, compared with 
Ojnob, was taken to indicate that the fractures cannot be more than about 1/10^^ full during 
normal infiltration events. However, the assumption of instantaneous equilibrium between 
the solutes in the mobile fractures and static matrix is unrealistic, and in reality the 
transfer of solutes would be governed by a process of diffusion (Barker and Poster, 1981). 
Experiments conducted by Oakes (1977) showed that in some cases the fracture/matrix 
system may take half a day to reach 90% equilibrium. We should therefore be cautious 
about Oakes' interpretations relating to flow in the fractures. 
Young et al. (1976) recognised that uniform velocity solute migration could equally be 
achieved by intergranular seepage through the matrix, and therefore their analysis did not 
distinguish between the models of Smith et al. (1970) and Oakes (1977). They had some 
degree of success in modelling observed solute profiles of tritium, nitrate and chloride using 
a uniform downward velocity model, with 10-15% bypass flow (as did other subsequent 
workers, including Oakes, 1977; Oakes et al., 1981). Furthermore, Wellings (1984b), Geake 
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and Foster (1989) and Gardner et al. (1990), observed that the solute peaks were preserved, 
consistent with this uniform velocity model. Therefore, whilst workers have been able to 
demonstrate that solutes and water move through the Chalk at markedly different rates, 
the solute profile studies alone do not provide enough information to understand the actual 
flow mechanism. 
T h e a p p l i c a t i o n of soi l p h y s i c s 
In Section 2.2, the theory developed by soil physicists to describe the movement of water 
through the unsaturated zone was presented. Soil physics techniques for understanding 
the flow processes in the unsaturated zone are based on a combination of the following 
field measurements: 
• The change in matric potential over depth, to derive the hydrauhc gradient which 
determines the direction and potential magnitude of flow; 
• The change in water content over time, to derive the change in storage over time; 
• The boundary fluxes, i.e. rainfall infiltration, evaporation/evapotranpiration, drainage, 
and potentially other sources and sinks. 
However, application of these techniques to the Chalk is somewhat complicated because, 
as noted above, it is a fractured porous medium. A theoretical relationship between head, 
depth and water content in the unsaturated zone of fractured chalk, after drainage to 
equilibrium is shown in Figure 2.14. Here, it is assumed that capillary theory applies to 
the fractures, as it does to the matrix. Therefore, the fractures have an air entry pressure, 
ipsf, and only when the matric potential is higher than will the fractures be expected 
to hold and hence transmit water. Conversely, when the matric potential is lower than 
this threshold, the fractures are not expected to hold or transmit water (this idea was first 
put forward for the chalk by Wellings, 1984a). Most workers reviewed in this section do 
not consider how water moves through and between the matrix and fractures (Haria et al., 
2003, is an exception), but rather, present what should be seen as empirical evidence of 
fiow occuring (or not occurring) in the fractures in the Chalk unsaturated zone. They 
all adopt the simple conceptual framework presented by Wellings (1984a), i.e. that that 
fractures are activated when either the matric potential exceeds tpsf or the estimated 
drainage flux exceeds the matrix saturated hydraulic conductivity. 
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Figure 2.14 Theoretical head and water content against depth for a chalk 
profile at steady-state (Price et al., 2000). •0s/ and Vsm are the air entry 
pressure of the fractures and the matrix respectively. 
Soil physics techniques were first applied to the Chalk by Wellings and Bell (1980). 
Subsequently, numerous studies have been carried out using fundamentally the same ex-
perimental methodology, including Wellings (1984a); Cooper et al. (1990); Hodnett and 
Bell (1990); Gardner et al. (1990); Mahamood-ul-Hassan and Gregory (2002) and Haria 
et al. (2003). These used data collected from various sites in the Chalk, in southern Eng-
land, shown in Figure 2.15, and summarised in Table 2.1 (Note, the instruments used at 
these sites are discussed further in Chapter 4, and summarised in Table 4.1). 
A study carried out at Bridgets farm, on the outcrop of the upper Chalk, between 
1976 and 1981 was reported by Wellings and Bell (1980) and subsequently in more detail 
by Wellings (1984a). Moisture content was recorded twice weekly, using neutron probes, 
to a depth of 7 m. Neutron probe count rates of 64 s were used down to 3 m, and of 
16 min below this, giving random counting errors of ±0.04 and ±0.01 moisture volume 
fraction, respectively. Matric potential in the range of 0 to -7 m HgO was recorded using 
mercury manometer tensiometers, to a depth of 3 m, with readings taken weekly except 
during spring, when they were taken daily. In summer, calibrated gypsum resistance block 
tensiometers installed to 5 m depth were used for measurement of matric potential in the 
range -5 to -150 m H2O. Furthermore, gypsum block tensiometers were combined with 
fast response pressure transducer tensiometers and mounted on an aluminium tubular 
mast at depths of 6, 7, 8, 9, 10, 15 and 20 m. These were logged automatically at hourly 
intervals throughout 1981. These provide dual readings of the same potential, one from 
the tensiometer, and one from the resistance block, although the tensiometer is still limited 
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Site Location Geology Soil depth 
(m) 
Depth to 
unweathered 
Chalk (m) 
Studies t 
Bridgets Farm Bast of Winchester, 
Hampshire. 
SU517337 
Upper Chalk 0.2 1.7 1,2,4,5,6 
Fleam Dyke, 
Cambridge 
East of Cambridge. 
TL 549549 
Middle Chalk 0.3 2.1 2,4 
Stud Farm, 
Cambridge 
3.7 km NE of Fleam 
Dyke. TL567573 
Drift over 
Middle Chalk 
1.2 to 
2.2 
not 
known 
2,4 
Golf course, 
Cambridge 
5.9 km SW of Fleam 
Dyke. TL487542 
Middle Chalk 0.25 1.0 2,4 
West Ilsley SW of Wallingford, 
Oxfordshire. 
SU486834 
Upper Chalk 0.25 0.8 2,4 
Warren Farm 14 km SW of West 
Ilsley SU357816 
Drift over 
Upper Chalk 
1.0 to 
1.8 
not 
known 
2,4 
Wigdens Bo t tom Eastbourne, Sussex. 
TV576969 
Upper Chalk 0.2 not 
known 
3,4 
t The studies which have investigated the various sites using soil physics 
techniques are numbered as follows: 
1. Wellings and Bell (1980) and Wellings (1984a) 
2. Cooper et al. (1990) 
3. Hodnett and Bell (1990) 
4. Gardner et al. (1990) 
5. Mahamood-ul-Hassan and Gregory (2002) 
6. Haria et al. (2003) 
Table 2.1 Overview of Chalk field sites where soil-physics based work has been 
carried out 
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B - Bridgets Farm 
C - Cambridge sites 
WI - West Ilsley C 
WF - Warren Farm 
WB - Wigdens Bottom 
Cover: 
r I I Predominantly drift free 
Cha lk ou t c rop J • Sandy boulder clay 
L Clay with flints 
Figure 2.15 Location of the Challc outcrop, showing the main drift cover and 
the sites where soil-physics based work has been carried out (adapted from 
Gardner et al., 1990) 
to the standard range of 0 to -7 m HgO. Wellings and Bell (1980), looking at daily/weekly 
measurements, did not observe matric potentials over -0.5 m HgO. 
Subsequent workers (Wellings, 1984a; Cooper et al., 1990; Gardner et al., 1990) have 
calculated hydraulic conductivity relationships in the field, based on imposed fiow con-
ditions, i.e. steady-state infiltration (for a description of the technique see Haverkamp 
et ah, 1999). By imposing steady-state infiltration, it is fair to assume the changes in 
soil moisture statues will be monotonic, and hence we can assume these K{ij) values are 
likely to be reliable. A typical set of results is shown in Figure 2.16. Wellings (1984a) and 
Cooper et al. (1990) reported matrix saturated hydraulic conductivities in the range of 2 
to 6 mm/day and 1 to 8 mm/day respectively. The inflection point between -0.3 and -0.5 
m HgO, reported by Cooper et al. (1990) and Gardner et al. (1990), indicates when the 
fractures become activated, with the hydrauhc conductivity increasing rapidly as matric 
potential increases above this threshold. Wellings (1984a) also reported a consistent value 
of-0.5 m H2O for this threshold. This threshold was assumed to be equivalent to i.e. 
the pressure above which the fractures hold and hence transmit water. On the basis of 
capillary theory, ipsf — —0.5 m relates to a minimum fracture aperture of 30 /im (Wellings, 
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1984a), a value which has been widely cited (Price et al., 1993). 
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West llsley 
Golf course 
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-1 -1.5 - 2 
Matric potenlal (m) 
Figure 2.16 Relationship between unsaturated hydraulic conductivity and 
matric potential for six horizons (Cooper et al., 1990) 
Wellings (1984a), who looked at the hourly data, found that matric potential rose above 
-0.5 m H2O on one occasion in a five year study, following a large rainfall event (39.6 mm 
of rain fell overnight). However, as noted above, the instruments used by Wellings (1984a) 
to measure matric potential may not be adequate to measure matric potentials above -5 
m H2O, so it is unclear whether this observation is reliable. Generally matric potentials, 
during the winter, were in the range -2 to -4 m H2O, and Wellings (1984a) therefore 
concluded that matrix flow was dominant. 
Experimental work carried out at all seven sites in Figure 2.15 and Table 2.1 was 
reported by Cooper et al. (1990) and Gardner et al. (1990). During winter, the potentials 
ranged between -0.8 to -2.0 m H2O, which is too low to expect fracture flow to occur. 
Hodnett and Bell (1990) performed a study of the Coombe Deposit in a dry Chalk 
valley near to Widgens Bottom (shown in Figure 2.15). They used mercury manometer 
tensiometers, pressure transducer tensiometers and neutron probes to investigate the pro-
cesses of water movement through the Chalk at Wigdens Bottom, Eastbourne, Sussex. 
Pressure transducer tensiometers were installed to investigate the short term response of 
the proflle to rainfall events, as weekly or fortnightly readings give little indication of this 
response. Data were collected between April and July of 1981. Data from the two types of 
tensiometers compared well, and differences were ascribed to lateral variations in poten-
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tial between the instruments, which were 1.5 m apart. The range of variation in potential 
and the speed of response to rainfall decreased with depth. At the shallowest pressure 
transducer tensiometer, the matric potential was observed to increase rapidly, by up to 
0.6 m H2O, 4 to 6 hours after rainfall, and then tended to decrease steadily at a rate of 
around 0.1 m HgO day~^. When the profile was wet, response to rainfall was rapid, and 
when it was dry, the response was delayed. High matric potentials were observed (up to 
-0.1 m H2O) and it was hypothesised that the high fluxes were probably carried through 
thin films over the surfaces of the cobbles of saturated Chalk which make up the deposit. 
The calculation of drainage fluxes require measurements of the change in soil water 
status (i.e. 9 and ip) over time, such that the changes between measurements occur at a 
more-or-less constant rate (or at the very least are monotonic). Hodnett and Bell (1990) 
noted that there were signiflcant variations in tp within the time scale of a week, and 
therefore argued that drainage rates calculated based on weekly measurements of 0 would 
be unrepresentative. Drainage rates, based on weekly measurements were presented by 
Wellings (1984a) who estimated mean and maximum daily drainage rates (under natural 
field conditions) of 1.4 and 3.4 mm/day. Cooper et al. (1990) who estimated drainage 
rates of between 3.4 and 5 mm/day and Hodnett and Bell (1990) who estimated a peak 
drainage rate of 4 mm/day. In all of these cases, therefore, these estimates are very likely 
to be unreliable. 
Hodnett and Bell (1990) also present K{ijj) values calculated from changes in soil 
moisture status under natural field conditions, using weekly measurements. These are 
likely to be unreliable for the same reasons that the drainage estimates are unreUable. 
Mahamood-ul-Hassan and Gregory (2002) carried out another study at Bridgets Farm, 
and this was the first study to look at logged readings of water content. They compared the 
results of weekly neutron probe and puncture tensiometer measurements, with half-hourly 
measurements from Theta Probes (Delta T, MLl) and pressure transducer tensiometers 
(Delta T, SWTS). The neutron probe was used to take readings to a depth of 3.75 m, 
the puncture tensiometers to 2.4 m, the Theta Probes down to 1.2 m and the pressure 
transducer tensiometers down to 1.5 m. Data were only reported for the winters of 1995-96 
and 1996-97. It is speculated this may be because during the summer, the soil conditions 
were too dry for the tensiometers to function. Drainage rates of 4 to 5 mm/day were 
calculated based on weekly measurements, similar to the values presented by previous 
workers. However, the half-hourly data showed a maximum drainage rate of 26 mm/day. 
This is greater than the hydraulic conductivity of the matrix, which was in the range of 5 
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to 8 mm/day, and suggests that fracture flow may occur on some occasions. This confirms 
the hypothesis that weekly measurements cannot be interpreted sensibly. However, whilst 
the drainage fluxes at 1.2 m depth following some rainfall events exceeded the matrix 
hydraulic conductivity, the matric potentials only increased above -0.5 m HgO at 1.0 m 
depth on one occasion in two seasons. Frequent measurements were not made below 1.2 
m depth so it was not possible to determine whether fracture flow occurred at greater 
depths. 
Mahamood-ul-Hassan and Gregory (2002) also estimated values from changes 
soil moisture status under natural field conditions, shown in Figure 2.17. Because frequent 
measurements were used, it is likely that these estimates would be reliable (unlike the 
values presented by Hodnett and Bell, 1990). The threshold matric potential for fracture 
flow was at around -0.5 m H2O, consistent with all previous estimates, though it might 
be argued that the inflection point was more gradual. The matrix saturated hydraulic 
conductivity was between 5 and 8 mm/day, which is within the range of previous estimates, 
but at the high end. 
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m a t r i c p o t e n t i a l der ived by M a h a m o o d - u l - H a s s a n a n d G r e g o r y (2002) 
A recent study by Haria et al. (2003), carried out in the Upper Chalk in Hampshire 
(close to Bridgets Farm), investigated the effect of the depth of the water table on soil-
moisture conditions. Following a particularly large rainfall event (38 mm of rain fell in 22 
hours), matric potentials at a shallow groundwater site reached as high as -0.24 m HgO, 
whereas at a deep groundwater site they only reached -1.7 m H2O. Hence, it was inferred 
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that preferential fracture flow occurred at the shallow site, whilst for the same storm, at 
the deeper unsaturated zone recharge was through the matrix only. It was concluded that 
this resulted from the effect of the capillary fringe of the fracture domain, and furthermore 
a new conceptual model was proposed, similar to the tertiary storage ideas of Price et al. 
(2000), discussed further below under the heading "Activation of the fractures". 
Cooper et al. (1990) suggested that the soil layer tends to attenuate the rainfall input 
into the Chalk. This buffer capacity allows drainage to be released to deeper layers at 
lower rates more likely to be accommodated by the matrix alone. 
T h e F l e a m D y k e l y s i m e t e r 
The Fleam Dyke lysimeter is located close to Fleam Dyke (see Figure 2.15 and Table 2.1), 
at National Grid Reference TL539549. The lysimeter i s a 5 x 5 x 5 m cube of undisturbed 
Chalk, with drainage at the base collected. The rest water level and pumping water level 
at the site are 18 and 32 m below ground level, respectively. The upper 1.0-1.5 m of the 
profile is weathered Chalk. Jones and Cooper (1998) report on a study which focussed on 
daily measurements of rainfall, drainage and matric potential (from pressure transducer 
tensiometers) as well as weekly MORECS data (rainfall, actual evapotranspiration and 
soil moisture deficit) for the period 1982 - 1983. Matric potentials were observed to rise 
over -0.5 m HgO throughout the entire profile on numerous occasions. On the basis that 
drainage when ^ > —0.5 m H2O is attributed to flow through the fractures and when 
^ < —0.5 m H2O it is attributed to flow through the matrix, one third of all drainage was 
found to have occurred through the fractures - significantly more than has been suggested 
by any previous study. However these findings should be interpreted cautiously, due to 
the artificial lower boundary condition that is imposed on the unsaturated Chalk profile 
by the lysimeter, and the fact that the vast majority of the CUZ is much deeper than 
5 m (see for example Jackson et al., 2006). Drainage from the lysimeter was found to 
continue until August or September, despite the fact that soil moisture deficits (indicated 
by MORECS) had developed between April and June. We can speculate (though this 
point was not made by the authors) that because it took around 4 months for 5 m of 
Chalk to reach field capacity - i.e. to stop yielding water to gravity drainage, for an 
unsaturated zone with a thickness of 15 m or more, the time to stop draining would be 12 
months or more - at which point the next years recharge would replenish the soil moisture 
deficit (as demonstrated in Figure 2.3), and hence recharge would be permanent. 
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T h e spec i f i c y i e l d a n o m a l y 
The BGS study of Chalk groundwater resources (Lewis et al., 1993b) looked at the specific 
yield of various unconfined Chalk catchments (including the Lambourn). For the drought 
years of 1976, 1977, 1988 and 1989, during periods of groundwater recession (which lasted 
between 138 and 154 days) it was assumed that there would be no recharge occurring. 
Therefore, the baseflow should equal the change in groundwater storage over this period. 
The volume of baseflow was calculated from hydrograph separation. The stream flow 
data were split into five day blocks, the minimum flow for each block was calculated, and 
these minima were plotted to construct the baseflow curve. The assumption is that all 
this flow comes from specific yield as the water table drops. The change in groundwater 
storage was calculated from the change in groundwater level between the highest and 
lowest water table (contoured by hand) and storage coefficients (which were distributed 
across the catchment, both areally and with depth, based on whether the water level in 
Spring 1975 was located in the lower, middle or middle/upper Chalk, or above the top of 
the Chalk). The results are shown in Table 2.2. 
Year Baseflow vol (10® m^) Change in storage (10®m^) 
1975 29 2-5 
1976 8 1-2.1 
1988 20 1.9-5 
1989 18 NA 
Table 2.2 Baseflow and change in groundwater storage for the Lambourn 
catchment 
The change in groundwater storage during times of prolonged recession was found to 
be about an order of magnitude less than the total volume of water lost as basefiow from 
the catchment during the same period. Whilst these calculations were certainly imprecise, 
these differences were too large to be attributable to errors in the values of specific yield or 
location of the groundwater divide. There must, therefore, be an additional process which 
contributes to the baseflow. It was suggested that this could be a contribution of water 
from the unsaturated zone, as delayed yield (i.e. gravity drainage from the unsaturated 
zone as a result of a drop in the water table) or, more significantly, delayed recharge (i.e. 
drainage from the unsaturated zone excluding delayed yield). 
If we consider the theoretical seasonal pattern of recharge in Figure 2.3, this indicates 
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that drainage from the unsaturated zone into the saturated zone can occur continuously 
throughout the year (in the summer, this drainage is from below the zero flux plane). We 
can therefore speculate that the gravity drainage of the capillary saturated matrix may 
provide a continual and (crucially) non-negligible flux of water into the saturated zone. 
As the air entry pressure of the matrix is so low, it is unlikely that the matrix pores would 
actually de-water. Therefore, the release of water would either be from elastic storage, as 
implied by Lewis et al. (1993b), or from what might be described as a tertiary storage 
component, which has been proposed by Price et al. (2000) and Haria et al. (2003), and 
is discussed below. 
One of the aims of this research is to investigate whether there is indeed a contin-
ual, non-negligible flux of water from the unsaturated zone into the saturated zone. If 
so, this has serious implications on our understanding of the water resources within the 
Chalk, and in particular on how specific yield, Sy is calculated. Headworth (1972) presents 
methodologies to calculate Sy based on a water balance during natural hydrological con-
ditions, which ignore any recharge fluxes. Alternatively, pumping tests can be performed 
to find aquifer parameters, (transmissivity and Sy). These are commonly analysed using 
the Theis equation (Lewis et al., 1993b), despite the well known limitations of this method 
(Mathias and Butler, 2006), i.e. that the contribution from recharge, despite the relatively 
short period of pumping, may be non-negligible, leading to erroneous values of Sy. 
A c t i v a t i o n of t h e f r a c t u r e s 
Hodnett and Bell (1990) described how the contact area between horizontally separated 
Chalk matrix blocks would form a bottleneck in hydraulic connectivity and so would be 
the first loci to exhibit thin-film preferential behaviour. Haria et al. (2003) illustrate how 
this localised wetting at contact points initiates, as shown in Figure 2.18. In Figure 2.18a) 
incoming water fluxes are low such that the small contact area between Chalk blocks 
has a hydraulic conductivity sufficient to transmit the water downward. Figure 2.18b) 
shows how incoming water fluxes increase such that the small contact area between Chalk 
blocks is restrictive for downward water movement. A thin water film develops at the 
'contact point' increasing the cross sectional water filled porosity resulting in an increase 
in hydraulic conductivity sufficient to transmit the water downwards. Figure 2.18c) shows 
incoming water fluxes increase further and the water fflm at the 'contact point' increases 
in thickness to accommodate the increasing drainage. These represent effective storage 
sites of an intermediate pore size between small matrix apertures and the much greater 
59 
Chalk matrix-
Fracture 
(a) 
(b) 
Water flux in 
Water flux out 
Flux increases 
Contact point 
Water film develops at 
contact point increasing 
the hydraulic conductivity 
(c) 
Flux increases further 
Thick water film at 
contact point acts as 
intermediate porosity 
Figure 2.18 Conceptual description of the development of intermediate stor-
age as explained by contact point theory (Haria et al., 2003). 
fracture apertures. The effect of this intermediate storage would be exacerbated by higher 
pressures, near to the water table. Therefore this storage component was identified as the 
main controlling factor in recharge to shallow groundwater systems. 
Mathias et al. (2005) carried out some numerical experiments to investigate the effect 
of these horizontal fractures on the overall ability of the matrix to conduct water. Two 
matrix blocks, separated by a horizontal fracture, would be in contact at a number of 
points. Flow between matrix blocks was exclusively via the contact area, that is to say, 
water was not allowed to enter the horizontal fracture, as in Figure 2.18 b) and c), making 
for a conservative calculation. The ratio of the horizontal cross sectional areas of the 
contact points to the matrix block gives a measure of connectivity. For an extremely 
conservative calculation, with a connectivity of just 1% it was found that the bulk matrix 
conductivity was reduced by 18%. The authors concluded that water movement through 
the Chalk matrix would be only partially impeded by these horizontal fractures. 
Similar ideas were discussed by Price et al. (2000), who looked further into the specific 
yield anomaly. They calculated that drainage of water equivalent to around 0.25-0.3% of 
the volume of rock in the unsaturated zone would be sufficient to account for the baseflow. 
However, the fracture porosity would have drained rapidly and completely, whilst the 
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matrix porosity would not be expected to drain to any significant degree due to its low air 
entry pressure. Various studies (Low et a l , 1997a,b; Price et al., 1998) have been carried 
out to determine whether the matrix pore space contains drainable elements which could 
account for this apparent extra water. Drainage tests were carried out, in an air-water 
capillary pressure (AWCP) apparatus, on saturated chalk samples, to determine whether 
the matrix would drain for ^ values down to -15 m (thought to be the range likely to be 
experienced in the field). The results indicated that drainage of the chalk, in the absence 
of fractures, was of the order of 0.5-1% of pore space, or about 0.15-0.4% of bulk volume. 
There was a clear correlation between the amount of drainage from the block, and the 
block surface roughness, with more water draining from blocks with rougher surfaces. 
Similarly, there was a correlation between the amount of drainage and ratio of surface 
area to volume, with more water draining from blocks with a larger surface area. These 
findings indicate that an additional component of specific yield may arise from drainage of 
irregularities on block surfaces. As recharge moves down through the matrix, the ^ would 
increase to the point that depressions on the surface of the matrix blocks fill, with the 
smaller depressions filling first followed by the larger ones. The sequence is represented 
and described in Figure 2.19. One of the implications of this proposed mechanism is that 
water entering the fractures will almost invariably have been passed through the matrix 
in higher parts of the profile, meaning that the concept of diffusion of solutes between the 
fractures and the matrix (Foster, 1975) would be irrelevant. Price et al. (2000) therefore 
concluded that fracture flow could be generated at any point in the profile, but would 
probably be initiated at levels where the matrix hydraulic conductivity is relatively low. 
W a t e r l eve l r e s p o n s e t o rainfal l 
Few workers in the past have simultaneously monitored the unsaturated zone and the 
water table response (an exception is the study reported by Wellings, 1984a). 
Headworth (1972) conducted a study into groundwater level fluctuations in the Chalk 
of Hampshire. Rainfall and water table rise data were used to assess a time lag, and based 
on the depth to the water table, a rate of apparent percolation. The observed rates (1.5 to 
6.7 m/day) were significantly greater than estimates of the saturated conductivity of the 
Chalk matrix (up to 0.01 m/day. Price et al., 1993). Headworth interpreted the recharge 
mechanism as a system of displacement - rain entering the top of the partially saturated 
column displaces a similar quantity at the bottom. However, these data could also be 
consistent with fracture flow. 
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(a) Initially only the matrix 
conducts water 
(b) As (yincreases, smaller 
depressions on the 
fissure wall fill 
(c) As {/increases further, the 
narrowest portions of the 
fracture conduct water 
> 
> 
(d) At higher rates of 
recharge, sucessively 
larger depressions fill 
(e) Eventually the fracture 
may fill along its entire 
length 
Figure 2.19 Diagrammatic representation of the initiation of flow in a fracture 
(Price et al., 2000). 
A very recent study by Lee et al. (2006) looked at the cross correlation between 
rainfall time series and the change water table. Results from three sites (Broadhalf-
penny Down, Hampshire, SU67671663; Chilgrove, Sussex, SU83501440; Houndean, Sus-
sex, TQ39301020) were interpreted as indicating responses to rainfall between less than 1 
day and more than 4 weeks. The faster responses were associated with fracture how, and 
the slower response to matrix flow (the displacement mechanism described by Headworth, 
1972). Significantly, it was concluded that the water table response at Broadhalfpenny 
Down, where the unsaturated zone was up to 64 m thick, could occur within 24 hours of 
a rainfall event. This is quite a radical finding (no other workers have suggested that such 
a deep water table responds to rainfall with one day). It should be treated with a degree 
of caution, as it is based on statistical correlation using a single time series (and of course 
correlation does not necessarily imply causation) and not physical observation. 
2.4 Conclusions 
In this chapter, following an introductory section on unsaturated zone flow theory, a sum-
mary of work that has been carried out to understand the flow and transport processes in 
the Chalk has been presented. This shows how both ideas and techniques have evolved over 
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more than three decades of study. Studies which have tried to infer the flow mechanisms 
from tracer studies have been inconclusive. This is essentially because of the inability to 
distinguish, based on solute proflle data, between the alternative concepts of Smith et al. 
(1970) - that (apart 15% bypass flow) water and solutes move through the Chalk matrix 
- and Foster (1975) - that water moves through the fractures and water diffuses from the 
fractures, into the matrix. 
Since the 1980s various studies have been carried out in the English Chalk, based on 
physical measurements of water content and matric potential (Wellings, 1984a; Cooper 
et al., 1990; Hodnett and Bell, 1990; Mahamood-ul-Hassan and Gregory, 2002; Haria 
et al., 2003). The importance of fine time scale data, due to the dynamic response of the 
unsaturated Chalk to rainfall has been demonstrated (Hodnett and Bell, 1990; Mahamood-
ul-Hassan and Gregory, 2002). Prior to the development of techniques to take frequent 
(sub-daily) measurements of 9 and tp over an extended period of time, the fact that 
adequate instrumentation was not available was arguably the main impediment to under-
standing the Chalk unsaturated zone. Most workers since Wellings (1984a) have concluded 
that matrix flow is dominant, but instances when conditions likely to initiate fracture flow 
existed near the top of the profiile have been reported (Wellings, 1984a; Cooper et al., 
1990; Gardner et al., 1990; Hodnett and Bell, 1990; Haria et al., 2003). Therefore, the 
spatial and temporal occurrence of fracture flow and its overall role in the movement of 
water through the profile is still not understood. This forms a key research question for 
this thesis, and advances in instrumentation, discussed in the next chapter, are one of the 
ways that progress can be made. 
Cooper et al. (1990) noted the importance of the soil layer as a control on the recharge 
mechanism, with thicker soils acting as a buffer which prolongs the drainage period. The 
importance of this layer as a control on the flow processes in the unsaturated Chalk 
was further demonstrated in the modelling study by Mathias (2005) (this is reviewed in 
Chapter 6). 
Various workers (Price et al., 2000; Haria et al., 2003) have attempted to understand 
how the fracture domain plays a role in the storage and fiow mechanisms. These workers 
show that due to fracture surface irregularities, the fractures are likely to behave not as a 
binary, on/off system, but in a similar manner to other porous media (that is, the degree 
of saturation is controlled by the matric potential). As such, one of the objectives of this 
study will be to explore how the fracture domain can be represented in a physically based 
model. 
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The specific yield anomaly reported by Lewis et al. (1993b) suggests that delayed yield 
(i.e. water draining from the unsaturated zone) may be occurring in the Chalk. This forms 
another key research question from this study: is there a continual, non-negligible flux of 
water from the unsaturated zone, into the saturated zone? 
To re-iterate, the key research questions which arise from this literature review are: 
• What is the spatial and temporal occurrence of fracture flow in the Chalk unsatu-
rated zone, what are the controls on it, and how significant is its role to the recharge 
processes? 
• Does the matrix always remain saturated, as is often assumed, such that water 
moves through the matrix domain by a linear process of hydraulic diffusion, or is 
there active storage in the matrix, resulting in flow by a combination of intergranular 
seepage and hydraulic diffusion? 
• Can we quantify the effect of the soil layer, whose importance as a control on recharge 
has previously been noted? 
• Is there a continual, non-negligible recharge flux, and can this explain the specific 
yield anomaly? 
• How can the Chalk unsaturated zone, including the fractures, matrix and soil layer 
be represented in a physically based model? 
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Chapter 3 
Soil water instrumentation 
3.1 Introduction 
In the previous chapter a review of the research into the hydrological processes in the 
Chalk unsaturated zone (CUZ) showed that since the 1980's, numerous workers have 
applied soil-physical techniques to explore this issue. In all of this work, only Mahamood-
ul-Hassan and Gregory (2002) have looked at, and hence identified the importance of, 
obtaining fine time scale data (this is discussed further in Chapter 4). This is largely 
because developments in continuous monitoring instrumentation, particularly for water 
content, have only been fairly recent. There is, therefore, an opportunity to improve 
understanding of the fiow processes in the CUZ simply by the application of modern 
techniques for monitoring water content and matric potential, to obtain better temporal 
and spatial data coverage. In this chapter a literature review of instrumentation that is 
available for monitoring the soil moisture properties is presented, dealing separately with 
water content and matric potential. 
3.2 Soil water content 
Direct and indirect methods are available for measuring the soil water. Direct methods 
require destructive sampling, and removal of soil water by evaporation, leaching or a 
chemical process. Indirect rnethods depend on monitoring a soil property that is a function 
of the water content and rely on instrumentation placed in the soil/rock, or remote sensing 
techniques. Although indirect techniques require calibration, most have the considerable 
advantage that measurements on the soil in situ are possible and these can be repeated 
at the same place through time (Gardner et al., 2001). 
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Soil water content can be expressed in various ways, in terms of mass and/or volume 
ratios. This section provides a description the most well established and widely used soil 
water content measurement techniques. In this Chapter, unless otherwise stated, water 
content refers to the total volume of water stored in a given volume of soil. 
3 . 2 . 1 T h e g r a v i m e t r i c m e t h o d 
The oldest established and only truly direct method is the gravimetric, or thermogravimet-
ric, method. A soil sample is placed in a heat-proof container of known weight, weighed, 
dried in an oven set at a constant temperature of 105°C for a period of time, removed 
and allowed to cool in a desiccator, then re-weighed. This procedure is repeated until 
the sample attains a constant mass (ISO 11465:1993) (Gardner et al., 2001). The mass 
wetness, or gravimetric wetness is then given by. 
weight loss in drying Mw 
w — = (3.1) 
weight of dried sample Ms 
which can also be expressed in volumetric terms; 
9 = w— (3.2) 
Pw 
where is the weight of water (kg) (wet weight - dry weight, Ms), w is the mass wetness, 
Pb is the bulk density (kg m"^) and is the density of water (kg m~^). 
This method which involves sampling, transporting and repeated weighing, entails in-
evitable errors and is laborious and time consuming. The oven drying process is arbitrary, 
as some clays may retain appreciable water at 105°C. Also some organic matter may oxi-
dize and decompose at this temperature, so that the weight loss may not be entirely due to 
the evaporation of water. In soils where this is an issue, a lower drying temperature might 
be considered, but this can lead to determination of significantly lower water contents. 
Further errors are introduced as all soil corers tend to compress the soil to some extent 
unless great care is taken, and this also results in an error in the volume water content 
(Bell, 1987). Generally errors can be minimised by increasing the size and the number 
of samples. However, the extraction of samples is invasive and destructive, and could 
significantly disturb an experimental plot. Hence, many workers prefer indirect methods, 
which once installed and calibrated, permit repeated or continuous measurements of soil 
water content at the same points with much less time, labour and soil disturbance (Hillel, 
1998^ 
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3.2.2 Neutron scattering 
First developed in the 1950's, the neutron scattering method has gained widespread accep-
tance as an efficient and reliable technique for monitoring soil water content in the field. 
It is an indirect method, and as such has several advantages over the gravimetric method, 
as previously discussed. It also has the advantage that it has been widely used. However, 
it does have some disadvantages over alternative indirect methods; it is not possible to 
log data automatically from the neutron probe, so only discrete manual measurements are 
possible, and the instrument requires a radioactive source, which consequently means that 
strict and costly safety procedures are required. 
Neutrons are uncharged particles of mass very slightly greater than a proton. As 
they have no charge, they are not influenced by electric fields, and are therefore able 
to penetrate through the electron cloud of an atom to reach the nucleus. A radioactive 
source continually emits fast neutrons radially into the soil, where they encounter, and 
collide elastically with various atomic nuclei. Through repeated collisions, the neutrons are 
deflected and scattered, and they generally lose some of their kinetic energy. The maximum 
amount of energy is lost in a collision when the particles colliding are of approximately 
the same mass, and of all nuclei encountered in the soil, the ones most nearly equal in 
mass to the neutron are the nuclei of hydrogen (protons), which are therefore the most 
effective moderators of fast neutrons in the soil (Gardner et al., 2001). 
As the speed of the initially fast neutrons diminishes, it approaches a speed that is 
characteristic for particles at ambient temperature. Neutrons slowed to such a speed are 
said to be thermalized and are called slow neutrons. These slow neutrons scatter randomly 
in the soil, quickly forming a swarm or cloud of constant density around the probe. The 
equilibrium density of the slow neutron cloud is determined by the rate of emission by the 
source and the rates of thermahzation and absorption by the medium, and is established 
within a small fraction of a second. The density of slow neutrons formed around the probe 
is nearly proportional to the concentration of hydrogen in the medium surrounding the 
probe, and hence approximately proportional to the volume fraction of water present in 
the soil. However, a possible limitation of this method is that certain elements (such as 
boron, cadmium and chlorine) exhibit a high absorbtion capacity for slow neutrons, and 
their presence in non-negligible concentrations might tend to reduce the density of slow 
neutrons (Gardner et al., 2001). 
The neutron probe consists of a radioactive source, continually emitting fast neutrons, 
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and a slow neutron detector, housed within a probe that is lowered into the soil down an 
access tube (Hillel, 1998). Figure 3.1 shows the components of the neutron probe. The ac-
cess tube should be made of a material transparent to neutrons, with sufRcient mechanical 
strength and resistance to corrosion in the soil. Typically, aluminium, aluminium alloy, 
stainless steel or plastics are used. Different access tube materials affect the intercept 
of the neutron count/water content calibration, and the precision of readings is slightly 
lower with PVC access tubes than with aluminium (Evett, 2000). The counter unit, which 
can be referred to as the scaler, ratescaler, or rate meter, measures the electronic pulses 
transmitted from the detector, usually over a preset time, and displays the result. Most 
probes have a quantity of the isotope ^'^^Am, which has a half life of 458 years, and hence 
a working life of at least 20 years (Gardner et al., 2001). 
Probe 
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1 Device 
50 cm 
J Probe 
1 Carrier 
Raiescaw 
Probe 
Cable 
_.l Probe containing 
Source and 
Detector 
Sphere ol 
mportancG 
F i g u r e 3 . 1 P r i n c i p a l c o m p o n e n t s of t h e n e u t r o n d e p t h p r o b e . ( G a r d n e r e t al . , 
2001) . 
The radius of the sphere of influence (or sphere of importance in Figure 3.1) is a 
function of the soil water content, with a value of about 0.15m in a very wet soil and 
about 0.5m in a very dry soil. Because of this, the shape of the measured water content 
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profile is smoothed; for example at the interface of a wet and dry soil, measurements in 
the wet soil will be underestimated, and in the dry soil overestimated. Therefore neutron 
probes are not suitable for measurements where very accurate depth resolution is required. 
Furthermore, due to the sphere of influence, measurements made near to the surface are 
unreliable as fast neutrons can escape through the surface. Although many techniques 
have been developed to deal with this effect (such as neutron reflectors, and the use of soil 
filled trays to artificially extend the soil), the most effective method is to conduct specific 
calibrations for the surface soil layers (Gardner et al., 2001). 
If the source and detector are located at the same point, then a linear calibration of 
counts to water content is possible. However, due to ageing of components, neutron count 
rates in a standard medium should be made at regular intervals. The preferred medium is 
water and a drum at least 0.6 m deep and 0.5 m diameter should be used (Gardner et al., 
2001). Furthermore, the use of standard counts to normalise the cahbration results in a 
soil-specific calibration which can be used with any probe of the same design. A linear 
relationship between the count rate ratio and soil volumetric water content is given; 
0 = TIq— + Tib (3.3) 
-L s 
where F is the count rate in soil (s '^) , Fg is the standard count rate (s"^), 9 is the 
volumetric water content (m^/m^), and Ua and ni, are calibration slope and intercept 
parameters. The calibration slope is dependent on soil composition and density and its 
intercept is dependent on clay content (Akhter et al., 2000). Note also, the access tube 
used in the laboratory for the standard counts should be of the same material as that in 
the field, in order to obtain an accurate calibration. 
There are three basic techniques for calibrating soil water content against count rate; 
theoretical calibrations, laboratory or drum calibrations and field calibrations. Theoretical 
calibrations are based on the very complete and accurate chemical analysis of about 25 soil 
elements. For certain elements like boron, chlorine and cadmium the accuracy required is 
of the order of a few parts per million. The predicted calibration curve is not perfect as 
mathematical approximations to the true physical situation are involved, and considering 
the expense of the chemical analysis, the method is for most purposes only of theoretical 
interest (Bell, 1987). Laboratory and field calibrations are based on regression analysis of 
measured water content/neutron count data. 
For laboratory calibration, soil from the field is excavated and placed in a drum in the 
laboratory. Readings of count rate can be calibrated against gravimetric determinations 
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of the water content. This method can be very accurate, however, only soils which are 
homogeneous in chemistry and texture, which can be repacked uniformly in the laboratory 
to something like their field conditions, and which do not change their dry bulk density 
with water content are suitable. According to these criteria only gravel, sand or silt soils 
are suitable for drum calibration (Bell, 1987). 
A field calibration is based on comparing neutron probe readings taken from the field 
with the water content of core samples, determined by gravimetric analysis. Due to soil 
heterogeneity and various sampling errors there is often a wide scatter in the calibration 
points. Therefore, various methodologies are available which to greater or lesser extent 
compromise accuracy against cost. Normally, where neutron probe measurements are re-
quired, a permanent access tube will be installed. If resources permit it, it is advantageous 
to install numerous additional temporary access tubes for calibration purposes. This al-
lows the soil in the vicinity of the temporary access tube to be destructively cored, for 
gravimetric determination of the water content, after the neutron count readings have been 
taken. Where this is not possible, cores must be taken at distance from the permanent 
tube, which is subject to possible errors as the core sample may not be representative 
of the soil sampled by the neutron probe. Akhter et al. (2000) detail various procedures 
along these lines, for field calibration. Dean et al. (1987) present another technique (albeit 
for calibration of a capacitance probe, but the principle is the same), whereby soil samples 
are taken continuously from within the access tube as it is installed. In the paper, the 
design of a modified auger to install the access tube is presented, with a procedure for 
taking soil samples in 4cm increments. Consequently, neutron probe readings should be 
taken immediately after the access tube has been installed. Note however, the relative 
sizes of the neutron probe sampling area (sphere of radius 0.15-0.5m) and the size of the 
core sample. 
The cost of the cahbration of the neutron probe has induced many users to avoid 
field calibration, and place reliance on either the factory calibration supplied with the 
instrument, or a general calibration derived for a soil type or an area. However, factory 
calibrations are usually carried out with water/sand mixes that bear little resemblance 
to most soils (Akhter et al., 2000). For the Wallingford probe, three typical calibration 
curves are provided, which are based on numerous field experiments (Bell, 1987): 
Silts, Sands and gravels 6 — 0.790 r / P g - 0.024 
Loams 6 = 0.867 r / F g - 0.016 
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Clay (and also Peat) 6 = 0.958 F / r ^ - 0.012 
Akhter et al. (2000) suggest that a universal empirical calibration may be possible by 
expressing water content as a function of both neutron count rate, and soil clay content. 
The largest effect on the calibration, other than the water content, is the hydrogen content 
of the soil, which is present in most clays and in organic matter (Hignett, 2000). Ignoring 
organic matter, an empirical approximation for soil hydrogen, based on the clay content 
of the soil, cc (kg/kg), and expressed as an equivalent amount of water, 9e, is given: 
9e = 0.124(±0.012)cc + 0.015 (3.4) 
and using various field data, the following calibration was derived; 
e = 0.011 - + i . 4 2 ( r / r , ) - i . 2 2 ( r / r , ) ^ (3.5) 
This calibration however has not been widely tested, or accepted to the best of the author's 
knowledge. 
Despite the numerous complications with respect to the calibration of the neutron 
probe, there is some good news. Much of the error in the calibration for water content 
does not affect water content change, because soil composition at a point in the field at 
the time scale of experimental investigations does not change. As most research interest 
is in soil water content changes rather than absolute measurements, therefore, the worst 
problems of calibration can be avoided if only the slope of the calibration curve, and not the 
absolute moisture values need to be known accurately. The differences between the slope of 
the calibration lines for most soils is small and unless there are large densities or chemical 
variations in the soils within an experimental area, the use of a single representative 
calibration curve is probably justified (Bell, 1987). 
Finally, a word on the precision of the neutron probe. Both radioactive decay and slow 
neutron counting are random processes. If repeated counts are made over the same time 
period, the recorded counts fit a Poisson distribution. If the time taken to obtain a count 
is increased, the standard deviation of the mean decreases, so the precision is improved. 
This must be balanced against the need to take numerous measurements over a range of 
depths and spatial locations within a practical time period. Furthermore, the precision is 
worse for a wetter soil, as the mean number of counts is greater, and hence the standard 
deviation is greater (Gardner et al., 2001). 
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3 . 2 . 3 D i e l e c t r i c m e t h o d s 
A dielectric is an electrical insulator. When a dielectric is placed in an electric field, 
the positive and negative charges within it are pulled in opposite directions, producing a 
polarization of the dielectric, and storing energy in it. The electrical energy stored by a 
dielectric is described by the material's permittivity, e, measured in picofarads per meter 
(pF m~^). The relative permittivity is the ratio of a material's permittivity to that of a 
vacuum, e/eo, and is also referred to as the dielectric constant, The dielectric constant 
for water is around 80, for air is around 1, and for soils is usually less than 6 (Gardner 
et al., 2001). 
By means of laboratory experiments, Topp et al. (1980) showed that by using an 
oscillating electromagnetic field with a frequency between 1 MHz and 1 GHz, the apparent 
dielectric constant is strongly dependent on the volumetric water content of the soil. In 
addition, it was suggested that for this frequency range the dielectric constant was almost 
independent of soil density, texture and salt content. For the soils tested, within the 
temperature range of 10-36°C, there was negligible temperature dependence. An empirical 
curve of apparent dielectric constant against water content was produced. Results of 10 
different experimenters, who used widely differing soils, electrical measuring techniques, 
and frequencies produced results which agreed closely with this curve. This empirical 
study found the following third order polynomial could be used to describe the water 
content, 9, as a function of dielectric constant, e,.: 
g = ( -530 + 292er - 5.5e^ + 0.043e^) * (3.6) 
A theoretical relationship between water content and dielectric constant was presented 
by Whalley (1993). This is based on a semi-physical model, which assumes that the 
dielectric constant of the soil is a function of the different dielectric components and their 
relative quantities, known as a soil dielectric mixing model. The formula presented for 
bulk soil dielectric constant, is: 
\ / ^ — ^ ( V ^ — 1) + — 1) + 1 (3-7) 
Ps 
where is the relative permittivity of the soil solids, e-^  is the relative permittivity of 
water, ph is the soil bulk density, ps is the soil particle density and 6 the water content. 
This shows that there is an approximately linear relationship between the water content 
and the square root of the dielectric constant, but also that the soil bulk density has an 
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effect. Subsequent experimental work on a wider range of soils found that incorporation 
of bulk density improved results, which supports this theoretical model (Gardner et al., 
2001). 
However, Whalley (1993) recognised that this model overestimates the slope of the 
•v/^ — 9 curve, and suggested this may be due to the contribution from the imaginary 
component of the dielectric constant. In practice, most substances are imperfect dielectrics 
and exhibit electrical conduction over a wide range of frequencies, leading to energy losses. 
The effect of this can be described in the form of a complex relative permittivity, which 
has a real (in-phase) part describing energy storage, and an imaginary (out-of-phase) part 
describing energy losses. The significance of this loss will depend on the measurement 
technique used and the soil conditions. Soils that have a high salinity, high clay content, 
or receive regular fertilizer applications exhibit the highest conductivities. Techniques that 
have been suggested to modify the calibration to account for this effect (for each specific 
instrument type) are discussed later. 
A twofold calibration strategy is advantageous for dielectric instruments, whereby the 
instrument output is converted into the dielectric constant of the soil (using the first rela-
tionship and associated parameters), and subsequently, the dielectric constant is converted 
into soil water content (using the second relationship and associated parameters). The 
first calibration will depend on the instrument used. The second calibration is instrument 
independent and allows for different dielectric methods to be compared (Robinson et al., 
1999). The initial suggestion that a "universal" relationship exists for this, which once 
established could be applied to all soils, is too simplistic. However, the Topp et al. (1980) 
calibration has been found to be valid for many soils, and can be used as a good benchmark 
for comparisons between dielectric and other instruments. Laboratory and field calibra-
tions can also be undertaken for dielectric instruments, just as previously described for the 
neutron probe. In this case, the form of the calibration relationship and the parameters 
to be optimised are found from combining the two relationships. 
The bulk soil dielectric constant affects the velocity of an electromagnetic wave (used 
in time domain reflectometry), the characteristic impedance of a transmission line (used 
in a Theta Probe) and the capacitance of two or more electrodes embedded in the soil. 
Probes that have been developed around these three principles are described below. 
Time D o m a i n Ref lec tometry 
The use of Time Domain Reflectometry to measure the dielectric constant in a porous 
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medium was first carried out by Topp et al. (1980). Automated systems for measuring 
water content became available in the late 1980s and early 1990s. The propagation velocity, 
Vp, of an electromagnetic wave along a waveguide of length L-w embedded in a porous 
medium is a function of the soil bulk dielectric constant, according to 
where c is the velocity of electromagnetic waves in a vacuum (3 x 10® m/s) and At is the 
signal travel time in the waveguide (i.e. down and back) (Or and Wraith, 1999). There 
is, therefore, a simple, physical relationship between the travel time and the dielectric 
constant, which does not require calibration. Furthermore, as the square root of the 
dielectric constant is proportional to both the travel time and the water content, then the 
travel time is linearly proportional to the water content. 
A TDR instrument consists of a timer to synchronise a pulse generator and sampling 
receiver. The generator supplies a train of high frequency electromagnetic waves (frequen-
cies from 10 MHz to 12 GHz have been used, Wyseure et al., 1997) with a wide frequency 
distribution into the soil sample. The detector measures the sum of the input voltage and 
the reflected pulse. The output is sampled at a series of times after the initial pulse, to 
produce a voltage-time curve, known as the waveform. This is made up of voltages from 
successive reflections at the junctions between the coaxial connector and the waveguide. 
By analysis of the waveform, it is possible to determine the travel time. Therefore, the 
TDR provides a measurement of the integrated water content along the length of two 
parallel electrodes, known as the waveguide (Gardner et al., 2001). 
A waveform for a wet sand is shown in Figure 3.2, to demonstrate the features useful 
for graphical interpretation. Computer algorithms can look at the first derivative and/or 
fit tangential hnes to the waveform, to identify the time of the peak of the rising limb, 
and the reflection point. The time difference, <2 — represents the travel time. At. 
Wave form identiflcation is a particular difficulty of the TDR method, and robust com-
puter algorithms for interpretation are critical for unattended, automatic data acquisition 
(Evett, 2000). 
Dalton et al. (1984) demonstrated how the TDR method can be used to simultaneously 
measure water content and electrical conductivity on the same undisturbed soil volume. 
For an ideal, non-conducting medium, the amplitude of the launched voltage pulse is equal 
to the reflected voltage pulse. For a conducting medium, such as a saline soil, the launched 
voltage pulse is attenuated, due to conduction losses into the medium. The amplitude of 
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Figure 3.2 TDR waveform for a wet sand (Evett, 2000). 
the reflected voltage pulse is thus diminished in proportion to the electrical conductiv-
ity. Dalton and van Genuchten (1986) provided a straightforward analysis of the TDR, 
however, this ignored the effect of multiple signal reflections, and did not account for atten-
uation of the signal by the impedance-matching transformer. Topp et al. (1988) presented 
an improved theory, which they used to find the soil conductivity in variably saturated 
sandy loam and clay loam soil samples. The results compared well with conductivities 
found by conductance bridge measurements. 
Wyseure et al. (1997) adopted a pragmatic empirical approach to account for the effect 
of conductivity on the determination of dielectric constant when using TDR. The apparent 
relative permittivity (or the apparent dielectric constant), k, is the value measured by 
TDR, and due to conductivity effects this is not the same as the actual relative permittivity 
(or dielectric constant) e^. Hence, water contents calculated from the apparent dielectric 
constant in soils with a non-negligible conductivity may be biased. They suggested that 
the maximum negligible conductivity was 0.25 S m""^. For soils with a bulk soil electrical 
conductivity of < 0.25 S m"^, k was found to increase linearly according to: 
& — Ey 4- (3.9) 
where Vl is the bulk soil electrical conductivity (S m~^) and X is a correction coefficient, 
which was found to have a value of 14.32 pF S~^. Robinson et al. (1999) alternatively 
proposed the relationship in Equation 3.10, and suggested that the maximum negligible 
conductivity is lower, at 0.05 S m~^. In this case, % was found to have a value of 1.72, 
and it was suggested that this coefficient be included as a parameter in the instrument 
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calibration. 
= (3.10) 
Impedance technique 
Impedance is a unit of measure, expressed in Ohms, of the total opposition (resistance, 
capacitance and inductance) offered to the flow of an alternating current. The impedance 
of a coaxial transmission line is dependent on its physical dimensions and the dielectric 
constant of the insulating material, according to the relationship (Gaskin and Miller, 1996): 
where r i is the radius of the inner conductor and rg is the radius of the shield conductor 
(see Figure 3.3). An impedance based technique was originally developed for measuring 
the water content of foodstuffs, but was jointly developed by the Macaulay Land Use 
Research Institute (MLURI), Aberdeen and Delta-T Devices, Cambridge, into the Theta 
Probe for measuring the soil water content. 
The Theta Probe is described in a paper by Gaskin and Miller (1996). The device 
consists of a lOOMHz sinusoidal oscillator, a fixed impedance section of coaxial transmission 
line and a stainless steel wire sensing probe, as shown in Figure 3.3. The probe behaves as 
an additional section of transmission line, with an impedance dependant on the dielectric 
constant of the soil surrounding the probe wires. If the impedance of the probe differs from 
that of the fixed, internal transmission line, then a proportion is reflected back towards 
the signal source. The refiected component interferes with the incident signal causing a 
standing wave to be set up on the transmission line, i.e. a variation of voltage amplitude 
along the length of the line. It follows that by measuring the signal amplitude at the start 
and end of the transmission line the probe's relative impedance can be determined. 
A theoretical model is presented, which shows that the difference in amplitude between 
the beginning of the transmission line and the transmission line-probe junction is given 
by; 
^ (3.12) 
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Figure 3.3 Diagrammatic representation of the Theta Probe (Gaskin and 
Miller, 1996) 
where Vj and Vo are peak voltage at the transmission line-probe junction and beginning of 
transmission line respectively, a is the amplitude of the oscillator signal, Zp is the probe 
impedance, and Zi is the transmission line impedance. 
However, because of problems in modelling the response of this device, particularly as 
a result of multiple additional signal reflections which take place at the soil probe ends, an 
empirical approach is taken to calibrate this device. This can be done by taking readings 
in numerous (the more the better) different solutions of known dielectric constant (Gaskin 
and Miller, 1996; Robinson et al., 1999). The relationship proposed in the manual of the 
MLURI ThetaProbe ML2x is; 
= 4.70V^ - 6.40y^ + 6.40y H- 1.07 (3.13) 
where V is the Theta Probe output voltage. 
Results from a prototype Theta Probe and a neutron probe, under simulated field con-
ditions were compared by Gaskin and Miller (1996). It was found that the Theta Probe 
tended to overestimate the water content, but it was suggested that this could be due to 
the calibration of the neutron probe. 
Capacitance technique 
The capacitance between two electrodes is a function of the dielectric constant, as well 
as the geometric configuration of the electrodes. Therefore, by incorporating the soil 
as part of the dielectric of a capacitor, a measure of the soil's dielectric constant may 
be found by measuring the joint capacitance. This can be achieved with an oscillator 
circuit comprising capacitors, an inductor, and a driver transistor. The frequency of 
oscillation of such a circuit can be output, and related to the inverse of the squareroot 
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of the capacitance. In this way, the frequency is related to the dielectric constant. For 
example, for the instrument used by Robinson et al. (1998), the oscillation frequency drops 
from about 150 MHz in air to about 70 MHz in water using 100 mm electrodes. Dean 
et al. (1987) describe the principle of operation of the capacitance probe, and present an 
empirical relationship between frequency and soil water content. 
A physically-based model of the capacitance probe is presented by Robinson et al. 
(1998). The capacitance of a pair of electrodes, Cgi is: 
Cel — r^Qc^o (3.14) 
where is the dielectric constant, Qc is a geometric constant, and Cq is the permittivity 
of a vacuum. The oscillation frequency, Fq, of a resonant circuit is given by: 
where Ic is the circuit inductance and Cg is the circuit capacitance. By considering the 
circuit capacitance as comprising of an electrode capacitance, Cei, a stray parallel capaci-
tance, Ce2 and a circuit board capacitance Ces, Dean (1994) developed a model to describe 
the oscillation frequency response to changes in electrode capacitance: 
l ( r , % + 7:^-1 (3 16) 
1 
. (27r)2/JVCgi + Cg2 ' 
Then by substituting Equation 3.14 for Cei, the relationship between the dielectric 
constant, and frequency of the circuit, Fg (which for simplification is represented through 
LJ = 27rFo) is given: 
e, = (3.17) 
9^0 
However, if the electrodes are inserted into an electrically conducting medium (a lossy 
dielectric), the migration of ions in the high frequency field causes energy to be drawn 
from the circuit, damping the oscillator response. In circuit terms, the probe electrodes 
are analogous to a capacitor with a resistor in parallel. As the conductance increases 
(i.e. resistance reduces) so the oscillation frequency falls, and the apparent electrode 
capacitance appears greater than the true capacitance. Therefore, Robinson et al. (1998) 
present an improved model which accounts for the effect of the bulk soil conductivity, G: 
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f wC3+\/w%2-4(w2icC3-l)^^ ^ 
I 2u{0J-^hC3-l) j " ^2 
Er = (3.18) 
If either of these relationships are to be used, then the probe specific parameters, 
Ic, Ce2, and Ce3 must be quantified. A value of 15 pF can be used for Ce3 (Robinson 
et al., 1998), and Ce2 and Ic can be obtained by taking measurements of the probe's 
oscillation frequency in two known dielectrics, water and air. The bulk soil conductivity is 
the inverse of the resistance between probes, which can be measured by TDR, described 
previously, or by a conductivity bridge. Robinson et al. (1998) therefore concluded that 
each capacitance probe can be calibrated with two measurements (one in air, one in water), 
and with a knowledge of the bulk conductivity of the soil, the instrument can be used to 
measure dielectric content in all soils. 
One commercially available probe that uses the capacitance technique is the Profile 
Probe, manufactured by Delta-T, and described by Evett et al. (2006). This has six capac-
itance sensor element pairs (ring shaped electrodes) located on a fixed plastic rod at depths 
of 0.1, 0.2, 0.3, 0.4, 0.6 and 1.0 m depths. The rod is located into a fibreglass access tube in 
the soil. The probe operates at 100 MHz frequency, and outputs a voltage between 0 and 
0.4 V. Its stated accuracy for measuring water content is ± 5% using the factory calibra-
tion or zb 3% using a soil specific calibration. Evett et al. (2006) found the performance of 
the Profile Probe to be inferior to various other methods (including TDR and alternative 
probes which used the capacitance technique). They suggested the probe performance 
could be improved by using a higher frequency ( 500 MHz). Mwale et al. (2005) found 
the probe performance to be variable, noting that it was particularly sensitive to air gaps 
induced by disturbing the soil during installation. They suggest the profile probe should 
not be considered as an alternative to the neutron probe, but that it may be adequate for 
measuring the change in soil water content. The profile probe is used in this study (note 
it was selected before any critical literature on this probe was available), and in Chapter 
4 we investigate the performance of the probe, using standard and site specific calibrations. 
Comparat ive performance of the dielectric methods 
A study was carried out to compare the results of the three dielectric methods for measur-
ing soil water content by Robinson et al. (1999). This study is considered as a comparison 
of the three techniques, but strictly speaking it is a comparison of three specific instru-
ments, one from each class. The possibility that different instruments within the same 
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class may have different performances should not be excluded. In this study, the model 
presented by Whalley (1993) (Equation 3.7) was used as a theoretical relationship between 
water content and dielectric constant. For the TDR and capacitance probes, theoretical 
calibrations were used to obtain e^, as described previously. For the capacitance probes, 
two sets of results were produced, without and with the effect of conductance (Equations 
3.17 and 3.18 respectively). For the Theta Probe (an impedance technique) an empirical 
calibration curve was derived for in the laboratory by taking readings in eight dielectric 
fluids, whose dielectric constants were known. For each instrument measurements were 
taken from samples of four sandy soils for a range of known water contents and bulk 
densities. Multiple linear regression analysis was performed using as the dependent 
variable and 9 as the main independent variable, with dry bulk density and inter-electrode 
conductivity as the other variables. 
The TDR and capacitance technique measurements of corresponded to a high degree, 
whilst the impedance technique values of were found to be on average 1.5 times higher. 
It was hypothesised that this was due to soil compaction around the electrodes, and the 
relatively small sample volume of the Theta Probe. The study gave considerable attention 
to the effect of bulk soil conductivity on the measured apparent permittivity. It was 
found to be significant using TDR and the capacitance technique, but not the impedance 
technique. The TDR result was improved by including conductivity in the calibration (as 
in Equation 3.10). For the capacitance technique, it was seen that the use of Equation 
3.18 (developed by Robinson et al., 1998, to account for conductivity) to calculate did 
improve the result, particularly for the soil with the highest conductivity. However, even 
using this equation, electrical conductivity was still seen to have an effect, suggesting that 
the modelling of the probe response needs to be improved. 
Verhoef et al. (2006) performed a study which compared the performance of various 
dielectric instruments, focussing on changes in water content over a diurnal cycle. The 
instruments used were the Profile Probe (based on the capacitance technique, manufac-
tured by Delta-T Instruments), the Theta Probe (based on the impedance techniue, also 
manufactured by Delta-T Instruments) and the Aquaflex probe (based on TDR, man-
ufactured by Streat Instruments Ltd., Christchurch, New Zealand). The Profile probe 
and the Theta Probe were infiuenced by temperature variations in the soil, leading to an 
erroneous diurnal fluctuation in the water content. The Aquaflex probe simultaneously 
monitors temperature, and applies a correction to the water content, so did not suffer 
from this effect. Similar temperature effects on probes based on capacitance techniques 
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were also reported by Baumhardt et al. (2000) and Evett et al. (2002). Verhoef et al. 
(2006) were unable to establish temperature correction factors to filter out this effect. 
They concluded that if sub-diurnal changes in water content are required (for example, 
when calculating the diurnal energy or water balance to assess evaporation rates) these 
instruments are problematic; however, they may still be appropriate for monitoring longer 
term changes in water content at a particular site. 
Summciry of the dielectric methods 
In summary, the TDR and capacitance techniques give more consistent values of dielectric 
constant than impedance techniques. However, this does not necessarily invalidate the 
impedance technique, as long as the instrument is calibrated properly using an empirical 
relationship, and does not rely on a calibration parameters derived using different tech-
niques. Measurements of water content based on TDR and capacitance techniques appear 
to be vulnerable to changes in the electrical conductivity of the soil, whereas those based 
on the impedance technique are not. The impedance technique is sensitive to changes 
in the soil temperature. The TDR and capacitance techniques have not been tested for 
sensitivity to temperature (except the Aquaflex TDR which has automatic temperature 
correction). Therefore, all techniques have strengths and weaknesses and the most impor-
tant thing, regardless of the instrument type, is to ensure that calibration is performed 
as rigourously as possible. All of these techniques are based on the relative proportion of 
soil, air and water in the sampling volume, and as such air gaps between the instrument 
probe and the surrounding soil may bias the readings. 
3 . 2 . 4 A l t e r n a t i v e soi l w a t e r c o n t e n t m e t h o d s 
All of the previously discussed methods are highly pertinent to this study, either because of 
their accuracy (the gravimetric method, neutron scattering) or because of their potential 
to be used to collect fine temporal resolution data, that is to say, be continuously logged. 
The principle of this study will be to use the former to validate the latter. Therefore, little 
attention is given in this review to alternative methods for measuring soil water content, 
which do not offer these advantages. A list of these methods is given by Gardner et al. 
(2001) and is summarised as follows: 
• G a m m a ray attenuation- When soil is irradiated with gamma rays, the scattering 
and absorption which occur are primarily a function of soil density. In non-shrink-
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swell soils, temporal variation in total bulk density is due to water content change 
and therefore gamma ray attenuation or backscatter can be used to monitor water 
content. 
• N M R - Nuclear magnetic resonance spectroscopy. Atomic nuclei change their energy 
levels when subjected to oscillating electromagnetic fields; different frequencies affect 
different nuclei, but hydrogen nuclei give the strongest response. Electronic detection 
of either the energy absorption or nuclear dipole excitation gives the NMR signal. 
NMR measurement of hydrogen content is related to water content by calibration. 
• T h e r m a l conduc t i v i t y - An electrical heating element and a temperature sensor 
are placed in soil either directly, or encased in a porous block. The time for a 
given temperature to be achieved after heat is applied is measured. The rate of 
heat dissipation is a function of soil thermal diffusivity, which depends of soil water 
content. 
3.3 Matric potential 
Despite some recent improvements in methods for measuring potential in the past ten 
years, there is still a need for a single sensor that can log matric potential to a field 
accuracy that is sufficient for understanding water movement under wet conditions (e.g. 0 
down to -10 m H2O ± 0.02 m HgO) while being able to measure to a reasonable accuracy, 
say ± 5%, down to < 150 m H2O (Mullins, 2001). 
Techniques for measuring matric potential, which have been classified on the measure-
ment principle, are discussed in the following section. 
3 . 3 . 1 T e n s i o m e t e r s 
The invention of the tensiometer is commonly attributed to Willard Gardner, with the 
first robust design for field applications attributed to Lorenzo A Richards during the 
early 1920s. However, evidence shows that the original design was proposed by Burton 
E Livingstone as early as 1908, with advanced implementation of similar concepts by 
Lynde and Dupre in 1913 (Or, 2001). Almost a century since the first tensiometers were 
developed, they have become a widely used, well understood technique for measuring the 
soil water matric potential. A good, comprehensive review of tensiometers is given by 
Mullins (2001), and the main points are summarised here. 
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A tensiometer consists of a porous cup, generally of ceramic material, connected 
through a tube to a manometer, with all parts filled with water. When the cup is placed 
in the soil, where the matric potential measurement is to be made, the water in the cup 
comes in hydraulic contact and tends to equilibrate with the soil water through the pores 
in the ceramic walls. When initially placed in the soil the water in the tensiometer tends 
to be at atmospheric pressure. Soil water, being generally at less than atmospheric pres-
sure, exercises a suction, which draws out a certain amount of water from the rigid and 
airtight tensiometer. This then reduces the pressure of the water in the tensiometer, and 
the matric potential is read by means of a manometer, a vacuum gauge or an electrical 
transducer (Hillel, 1998). 
de-aired water. 
7 7 7 ? 
pzzzr 
i 
Irl-.r 
-porous cup 
—datum 
mercury reservoir 
20 mm 
Figure 3.4 Mercury manometer tensiometer (Mullins, 2001). 
For a mercury manometer tensiometer, based on the elevations as shown in Figure 
3.4., the matric potential (in units of metres) is given by equation 3.19. 
if} = h — — l)h — c = h — 12.66 — c 
Pw 
(3.19) 
where i/) is the matric potential (m), pM and are the density of mercury and water 
respectively (kg m~^), h and b are the elevations (m) shown in Figure 3.4, and c is the 
factor to correct for depression that occurs at the mercury-water interface (m). 
The main limitation of all water-filled tensiometers, is that they have have a lower 
measuring limit of around -8.0 to -8.5 m H2O (Mullins, 2001; Hillel, 1998). This is because 
at more negative potentials there is a tendency for cavitation to occur. This is where air 
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bubbles form at microscopic irregularities within the instrument, which then expand, and 
the water column breaks down. Because dissolved air tends to move into the cup, and 
come out of solution tensiometers often have an air t rap that allows air to collect without 
blocking the instrument. This air causes the response time to increase, so it is usual to 
"purge" the tensiometer at regular intervals, by replacing the trapped air with deaired 
water. 
In the case that matric potentials are required at a considerable depth (say 10m) a 
pressure transducer tensiometer can be used, with the transducer located near to the 
measuring depth. Otherwise, a large hanging water column will be present, which will 
break once the tension approaches 10 m HgO. 
Another possible limitation of the tensiometer is the response time, determined by the 
conductance of the porous cup, the unsaturated permeability of the soil and the volume of 
water movement required for a given change in potential (the gauge sensitivity). This is 
only important when frequent measurements of matric potential are required. Generally, 
however, differences in readings due to response times for all types of tensiometer are much 
less than would be expected from the sensitivity of the gauges, so it is not necessary to 
consider this problem further. 
Tensiometers in the field should be shielded from direct sunlight, to avoid temperature 
effects. 
The various types of tensiometers that have been developed are described as follows: 
• Mercury manometer tensiometers- As shown in Figure 3.4. These instruments 
can be read with a resolution of ± 0.025 m H2O, taking into account effects of cap-
illary correction and hysteresis. However, mercury is an environmentally hazardous 
substance, so these instruments do not tend to be used anymore. 
• Bourdon vacuum gauge tensiometers- Consist of a vacuum gauge connected 
through a tube to the porous cup. These are less accurate that mercury manometers, 
due to the friction of the mechanism, the difficulty of setting an accurate zero and a 
coarse scale division, typically of 0.2 m H2O. 
• Pressure transducer tensiometers- A pressure transducer is connected to the 
porous cup, and probably located as close to the cup as possible to minimise the 
length of the water column. Locating the transducer at depth also has the advantage 
of minimising temperature effects. Pressure transducer tensiometers have a high 
gauge sensitivity, making them suitable for frequent measurements, and they can be 
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used with data loggers, to an accuracy of around ± 0.02 m H2O. Tensiometers with 
data loggers are essential for remote sites, where measurements are required more 
frequently than the site can be visited. They must be periodically purged, to ensure 
that any air tha t enters is removed, and also checked to ensure that the readings do 
not drift. 
• Punc ture tensiometers- Consist of a portable pressure transducer attached to a 
hypodermic needle that can be used to puncture a septum at the top of a permanently 
installed tensiometer, and hence measure the pressure inside it. Each time the needle 
is removed, the rubber or plastic septum reseals. In this way, one transducer and 
readout unit can be used to measure the pressure in a large number of tensiometers. 
Systematic errors of the order of 0.07 m H2O have been reported at potentials close to 
zero, but with a good overall relation with mercury manometer tensiometers. Careful 
inspection is required to ensure there is no leak in the system, and eventually the 
septum must be replaced. 
• Osmotic tensiometers- This is a promising technique, but requires further devel-
opment. It consists of a cell containing a high molecular weight polyethylene glycol 
solution confined between a pressure transducer and a semi-permeable membrane 
supported behind a porous ceramic cup. The cell is pressurized so that it registers 
150 m H2O when immersed in pure water, allowing the tensiometer to measure ma-
tric potentials between 0 and -150 m H2O. The osmotic tensiometer designed by 
Peck and Rabbidge (1969) had problems due to polymer leakage and sensitivity to 
temperature changes, as reported by Bocking and Fredlund (1979). Biesheuval et al. 
(1999) used an improved membrane to prevent leakage, and showed how readings 
could be corrected for temperature effects. Their tensiometer had an accuracy of 
<10% at potentials <-10 m HgO. Further testing is required to demonstrate long 
term stability, and acceptable response time (Mullins, 2001). 
3 .3 .2 P o r o u s m a t e r i a l s ensors 
This technique involves inserting a porous block into the soil, whereupon the block ab-
sorbs/releases water from/to the soil (depending on the initial water content of the block) 
such that the soil pore water potential and the block pore water potential reach equilib-
rium. The water content of the porous block can then be measured, using a variety of 
techniques. Therefore, if the relationship between the block water content and matric po-
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tential is reproducible, measurement of the block water content can be used to determine 
the block, and hence the soil pore water potential. 
In this review, porous material sensors will be dealt with in two parts. First, issues 
that relate to the porous material: characterisation of its soil moisture characteristic, 
SMC, relationship; optimisation of the pore size distribution for measurement range and 
sensitivity; the assumption that it is in equilibrium with the soil; problems of hysteresis, 
lagged response time and long term stability. These are considered separately from the 
second issue, which is how the water content of the porous block is measured. Past studies 
have shown that the efficacy of this approach is limited mainly by limitations related to 
the porous material. 
Porous material sensors can be caUbrated using a pressure plate apparatus. This 
enables laboratory measurements to be taken for soil/porous material samples, subjected 
to varying matric potentials. Such techniques are described in detail by Klute (1986). 
Calibration can either be carried out for the porous block water content against matric 
potential, or for the variable measured by the instrument (e.g. resistance) or voltage 
output against the matric potential. This choice will depend on how effectively the water 
content of the porous block can be determined by a particular measuring technique. 
However, the calibration is not stable with time, and can be expected to change for 
various reasons. In the case of gypsum blocks the material slowly dissolves (discussed 
further below). It has been suggested that these sensors may last 10 years in a dry soil, but 
one year or less, in wet or acid soils. It has also been reported that they degenerate faster 
in saline soils (Mullins, 2001). This could be avoided by using an alternative material, but 
this is only possible if the technique to measure water content is insensitive to electrical 
conductivity (as discussed below). Furthermore, when left in the soil, the sensors are 
likely to accumulate fine material, including microbial debris that can progressively clog 
the pores (Mulhns, 2001). Therefore, for all types of porous material sensor, it is important 
to recheck the cahbration of the sensors at regular intervals (<1 year). 
The pore size distribution of the porous block determines the matric potential range, 
and its sensitivity to changes in potential, and in selecting a porous material there is a 
trade off between these two factors. Or and Wraith (1999) developed sensors which were 
made up of composite porous materials, including ceramics and plastics with different pore 
size distributions in an effort to optimize both the sensor range and sensitivity. These 
materials have an advantage over gypsum, in that they do not change over time. This 
study found that a mismatch between the pore size distributions of the sensor and the 
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surrounding soil (especially coarse textured soils) could lead to what Or and Wraith (1999) 
called hydraulic decoupling. This is where, as the soil and the porous block desaturate, 
they lose hydraulic connectivity. Whilst a quantitative assessment of the extent of this 
phenomenon has not been undertaken. Or and Wraith (1999) surmise that where the 
pore size distributions of two porous wetted media placed in contact are substantially 
different, the magnitude of overlapping pore sizes (that is communicating pores) decreases 
as pores incrementally drain. Subsequently the equilibrium time between the two media 
may become prohibitively long. 
A limitation to the accuracy of porous material sensors is the amount of hysteresis 
that the material displays. The physical reasons for hysteresis in a porous block are the 
same as those described for a soil in Section 2.2.1. However, it is important to distinguish 
between hysteresis of the porous block, which leads to erroneous measurement of the soil 
conditions, and that of the soil, which is a soil pore-water phenomenon that needs to be 
measured. Therefore, it is desirable to eliminate the effects of hysteresis of the porous 
block. 
Kool and Parker (1987) developed a closed form expression for the hysteretic SMC 
curve. This model was used by Whalley et al. (2001) in an attempt to calculate the 
matric potential based on the water content, and the wetting history, and hence account for 
hysteresis within the porous block. The model was based on the van Genuchten equation, 
in terms of degree of saturation, S, rather than water content, which was defined as; 
S = (3.20) 
V Gg - V 
such that: 
S-Sr 
Sm ~ Sr 1 + 
(3.21) 
where ea and and the dielectric constants for the air-dry and water saturated porous 
block, respectively, and Cr is the dielectric constant of the moist ceramic, in equilibrium 
with the soil. Sm and Sr are the maximum and residual block saturations and a, m and 
n are the van Genuchten parameters. 
The main wetting and drying curves are parameterised, with the same Sm and Sr for 
each. Hysteresis is accounted for by modifying Sr when the curve changes from drying to 
wetting, and Sm when the curve changes from wetting to drying. The new values of Sr 
or Sm are calculated such that the main wetting/drying curve passes through the reversal 
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point. Furthermore, when using this approach it was found that the curves could stray 
across the main wetting curve, so when this occurred the main wetting curve was adopted 
beyond the point of cross over. This is demonstrated in Figure 3.5, which shows the main 
wetting and drying curves, and some arbitrary scanning curves calculated using the Kool 
and Parker (1987) hysteresis model (with observed data from that paper), in this case 
applied to a sand, though the principle of applying this to a porous block is the same. 
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Figure 3.5 Hysteresis model of Kool and Parker (1987), for Dune sand ob-
served wetting and drying curve data from the same paper. The same model 
was applied by Whalley et al. (2001) to represent a porous block 
Whalley et al. (2001) showed that this model can be used in both laboratory and field 
conditions to track changes in the matric potential in a porous material in equilibrium 
with the soil. Using this model to account for hysteresis improved the results. However, 
it is unclear how the model would perform in the absence of periodic saturation of the 
soil, without which the calibration may drift. Whalley et al. (2001) also suggest that the 
approach of Or and Wraith (1999), of using several different porous materials in a single 
composite sensor, may mean it is unnecessary to model hysteresis. 
Another suggestion made by Whalley et al. (2001) is to make a provision for air access 
to the porous material. By standardising the geometry of the air-ceramic interface, the 
shape of the SMC should be more predictable. Therefore, the sensor designed in this study 
had an air tube to connect the porous block to the atmosphere. 
Another possible limitation of porous material sensors is that there is a time lag in 
the response. Gypsum sensors require about 1 week to equilibrate fully on a pressure 
plate at potentials between -0.01 and -0.15 m HgO, although most of the equilibration has 
occurred within the first 48 hours (Mullins, 2001). In the field, this problem is diminished 
somewhat, as the porous block behaves in the same manner as the soil around it, that is 
to say with a faster response to wetting, and a slower response to drying. 
Sometimes, porous material sensors are calibrated against water content, (e.g. Hillel, 
1998). This is no different, theoretically, to calibrating tensiometers against water content, 
or neutron probes against matric potential. The reason it may appear to work, is that 
the soil has a stable soil moisture characteristic. However, it is preferable to calibrate the 
instrument to the actual variable it is measuring, and make any further inferences about 
the 9{ip) relationship in an explicit manner. 
A variety of techniques to measure the water content of the porous block, which are 
non-destructive, and can be logged are described as follows. 
Electric resistance sensors 
Porous material sensors were first developed by Bouyoucos and Mick (1940), who used a 
gypsum block moulded around two electrodes, to measure the electrical resistance of the 
block, which is a function of its water content. The gypsum block slowly dissolves and 
hence maintains a saturated concentration of calcium sulphate within itself. This occurs 
at a rate such that the concentration of calcium sulphate is sufficiently high that the sensor 
is insensitive to the electrical conductivity of any other solutes in the soil. However, this 
means that the block will deteriorate and the calibration will change with time. 
The resistance is also a function of temperature, and empirical equations have been 
developed to account for this effect (Mullins, 2001). 
For a gypsum block, a graph of log matric potential against log resistance is generally 
linear (Whalley et al., 2001). 
Heat dissipation 
This method is described by Campbell and Gee (1986). The thermal conductivity of a 
porous material is a complicated function of water content, pore size distribution, and 
makeup of the porous material. Hence, the higher the water content, the greater the 
thermal conductivity and diffusivity of the matrix. Heat dissipation (or thermal diffusivity) 
is determined by applying a heat pulse to a heater within the porous block and monitoring 
the temperature at the center of this block before and after heating. The matrix block 
must be large enough to contain the entire heat pulse over the period of measurement. The 
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temperature difference is a function of the thermal diffusivity, and therefore of the water 
content. The measurement system used for heat dissipation is a diode bridge circuit that 
measures the electromotive force (emf) generated from the change in diode temperature 
as a heater current is applied to the sensor for a fixed period of time. Measured emf data 
are related directly to matric potential through appropriate calibration curves. 
Automatic data logging equipment can be used to record the emf data, however, the 
logging frequency is limited, because several minutes are required for the heat pulse to 
dissipate. Generally sensors are not interrogated more often than on an hourly basis, to 
ensure that the heat pulse has entirely dissipated. This is a potential disadvantage, if high 
temporal resolution data is required. 
Flint et al. (2002) developed a normalised calibration equation, giving a unique cal-
ibration relationship for all sensors. The temperature change, was normalised based on 
the saturated and dry temperature responses. The relationship between matric potential 
and the normalised temperature change was fit by a van Genuchten-type equation. In the 
range of -0.01 to -35 MPa the mean percentage error was 23%. Furthermore, a thermal 
conductivity model was used to develop a polynomial temperature correction model, to 
address the temperature dependence of the calibration. This was found to reduce the 
temperature dependent errors in matric potential by more than 30%. 
Heat dissipation sensors are somewhat limited in their accuracy, but their strength is 
the wide range of measurable matric potentials (down to -35MPa (Flint et al., 2002)). For 
research purposes where a wide range of potentials are to be studied, a good instrumental 
setup may be to use a heat dissipation sensor in conjunction with other instrumentation, 
in order to extend results of other measurements (Reece, 1997). 
Dielectric m e t h o d s 
The use of dielectric methods to measure soil water content has been described previously. 
The same principles can be used to measure matric potential if the sensor is inserted in a 
porous material block. 
Or and Wraith (1999) developed and tested such a sensor which used TDR to measure 
the water content of the porous block. The water content was then related to the matric 
potential using the conventional van Genuchten equation. Conventional TDR probes were 
paired with these 'TDR matric' sensors, to produce in-situ determination of the SMC 
relationships. Similarly, Noborio et al. (1999) developed a single probe that simultaneously 
measures matric potential and water content of soil using TDR. The dielectric constant of 
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the porous block was directly related to the matric potential with an equation of the form 
of the van Genuchten equation (i.e. the water content of the block was not calculated). 
Theoretically, this approach should only be vahd for a linear relationship between the 
water content and the dielectric constant. Whalley et al. (2001) developed a probe which 
measured the dielectric constant, using an impedance technique. The calibration was 
based on relating the square root of the dielectric constant to the matric potential, which 
is more satisfactory, as there is an approximately linear relationship between the -v/e^  and 
B (as discussed previously). 
Delta T market a sensor that consists of a granular matrix around a dielectric probe 
that operates at IGOMHz, a frequency at which the error introduced from the electrical 
conductivity of the soil water is small (Whalley et al., 2001). This is called the "equiten-
siometer". 
In summary, the dielectric porous material sensors are highly promising for monitoring 
the matric potential of the unsaturated zone. The challenge with using these instruments, 
as has been demonstrated by numerous workers (Or and Wraith, 1999; Noborio et al., 1999; 
Whalley et al., 2001) is to find a porous material with characteristics which minimise the 
effects of hysteresis, minimise the time response, are stable over time, and monitor matric 
potentials over a wide range with a good sensitivity. 
3 . 3 . 3 A l t e r n a t i v e m a t r i c p o t e n t i a l m e t h o d s 
As with soil water content measuring techniques, only those methods considered pertinent 
to this study have been described in detail in this review. That is to say, either methods 
that can accurately and confidently be used to provide standards, or methods that can 
conveniently be used to measure data continuously. The following are methods that are 
also available, but not considered the best means of achieving either one of these two 
objectives: 
• P y s c h r o m e t e r s - A psychrometer is an instrument designed to measure the relative 
humidity of an unsaturated soil's atmosphere. The relative humidity of a body of air 
in equilibrium with a moist soil will depend on the temperature, as well as the state 
of water in the soil. The constraining eflPects of adsorption, capillarity and solutes 
act to reduce the evaporability of soil water relative to that of pure, free water at the 
same temperature. Hence the relative humidity of an unsaturated soil's atmosphere 
will generally be under 100%, and the deficit to vapour saturation will depend on 
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the soil-moisture potential, due to the combined effects of the osmotic and matric 
potentials. However, this deficit is generally very small, (<2%), so a very accurate 
instrument is required. This can be achieved using thermocouples to measure the 
wet and dry bulb temperatures (Hillel, 1998). 
Psychrometers cover a range of potentials in which there is a lack of measurement 
techniques whose absolute accuracy can be theoretically guaranteed. Laboratory 
pyschrometers are therefore used as a standard against which to compare and cali-
brate other methods. Field psychrometers are cheap and small, but are limited in 
many situations to use at > 0.25m depth due to sensitivity to thermal gradients and 
are most appropriate where measurement of low matric potentials (say <-30 m) are 
required (Mullins, 2001). 
Psychrometers could be used to calibrate porous material sensors, whose range ex-
tends beyond that of the tensiometers. This possibility should be considered, but is 
probably unnecessary, as such devices can be calibrated in the laboratory, and when 
placed in the soil should be largely independent of soil properties, if they are well 
designed, and hence reliable. 
• The filter paper method This is a form of porous material sensor, though it is not 
considered of practical use in this study. This method was originally used in 1937 by 
Gardner, is a simple and cheap means of determining the matric potential of a soil 
sample. This involves placing a filter paper in contact with the soil, and allowing 
equilibrium to be reached. Then the water content of the paper is determined gravi-
metrically, and the matric potential found from a calibration curve (Mullins, 2001). 
This technique is obviously not suitable when frequent, in-situ field measurements 
are required. 
• A n improved tens iometer 
A tensiometer probe has been developed within the Soil Mechanics section of the 
Civil and Environmental Engineering department of Imperial College London. This 
probe is able to measure high suctions without cavitation occurring in the system. 
This is achieved by the following attributes, pointed out by Marinho and Chandler 
(1994): 
1. The water and all surfaces associated with the measurement system must be 
pure and clean. 
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2. The surfaces in contact with the water system must be as smooth as possible to 
avoid or reduce the number and size of crevices. The smaller the surface area, 
the easier it is to avoid cavitation. 
3. The system should be evacuated by vacuum application in order to remove the 
maximum amount of air entrapped into the crevices, although it is unlikely that 
all the air will disapear. 
4. Pre-pressurization of the system to high pressure is required in order to dissolve 
all the free air. 
By using a miniature pressure transducer, and minimising the volume of water be-
tween the active face of the transducer and the porous block, soil moisture suction 
could be measured directly, up to 1.5 MPa, with a response time of a few minutes 
(Ridley and Burland, 1993). This technique has been successfully used in the labo-
ratory (e.g. Ridley et al., 2003), and there are reports that it has also been used in 
the field (see http://www.geo-observations.com/Equipment/suctionprobe.html, ac-
cessed 19 February 2008). However, due to the small sensor face and the precise 
nature of this tensiometer, it would be very hard to install it adequately in field 
conditions without the necessity of causing excessive damage to the soil. 
3.4 Conclusions 
In this chapter, a review of soil moisture instrumentation has been presented. It was shown 
that for both water content and matric potential there is no single instrument which can 
be confidently relied upon to provide continuous, accurate measurements over the range 
of conditions likely to be encountered in the field, particularly those associated with soils 
in Chalk catchments. In terms of water content, the dielectric methods are promising, but 
a complete understanding of their performance is still under development. For continuous 
monitoring of water content a dielectric method could be used, but it would be necessary 
to obtain alternative, less frequent readings with a more reliable instrument (such as a 
neutron probe) to improve the calibration and/or verify the readings. In terms of matric 
potential, the pressure transducer tensiometer is a well established, accurate method. The 
only limitation is that the instrument fails due to cavitation when the soil is dry (i.e. 
the matric potential is low). To monitor matric potential in dry conditions {xp < —8.5 
m) it is necessary to use a porous material sensor, though in turn this will be insensitive 
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in wet conditions. There are various configurations of porous material sensor available, 
and research trends would tend to indicate that dielectric methods are perhaps the most 
promising. In the next chapter these findings are used to develop an integrated monitoring 
scheme for the CUZ, which was implemented at various sites in the Pang and Lambourn 
catchments, Berkshire, UK. Using data from these sites, chapters 4 and 5 provide further 
information on the performance of some of the methods described in this chapter. 
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Chapter 4 
Field monitoring programme and 
data products 
4.1 Introduction 
As part of the Natural Environment Research Council's Lowland Catchment Research 
programme (LOCAR), the Pang and Lambourn catchments (Berkshire, UK) have been 
extensively instrumented to monitor the hydrological and hydro-geochemical processes. 
This chapter provides a detailed hydrological/hydrogeological description of the study 
area, both in terms of the overall catchment and the specific 'recharge sites'. The pur-
pose of each recharge site is to monitor the unsaturated zone properties in order to gain 
insights into the hydrological processes. The selection, installation and cahbration of 
instruments for this purpose are discussed in depth, and the data products (and their 
potential limitations), which will be used in all subsequent analysis, are presented. Fi-
nally, the instrumentation for monitoring groundwater and hydro-meteorological data are 
described. 
4.2 The study area 
4 .2 .1 G e o l o g i c a l d e s c r i p t i o n of t h e c a t c h m e n t 
This study focusses on data collected from the Pang and Lambourn catchments, the ge-
ology of which have been described in detail by the British Geological Survey (Wheater 
et al., 2006a,b). The following is a summary of the geological description of the catch-
ments given in these two reports, and the reader is referred to the original reports for more 
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detail. The catchments are located near Reading (about 60 km to the west of London), 
north of the Wessex basin at the western end of the London Basin. The solid geology of 
the catchments is shown in Figure 4.1. The catchments are underlain by the Chalk, which 
constitutes the main aquifer of the region. The siltstones and sandstones of the underly-
ing Upper Greens and crop out in the North of the area and are themselves underlain by 
the mudrocks of the Gault and the Kimmeridge Clay. The Chalk is of Upper Cretaceous 
age, the Upper Greensand and Gault are of Lower Cretaceous age, and the Kimmeridge 
Clay is of Jurassic age. The area is underlain at depth by Precambrian and Palaeozoic 
formations, including part of the coal-bearing Berkshire Carboniferous depositional basin. 
In the South of the area, the Chalk is overlain by deposits of Palaeogene age, consisting 
of the Lambeth Group, the silty clay of the London Clay Formation and the sands of the 
Bagshot Formation. Superficial deposits of Quaternary age comprise Clay-with-Fhnts, 
some of which is sandy, Head deposits in a variety of topographic situations, Holocene al-
luvium, and peat and River Terrace Deposits. The catchments are bounded to the north 
by the north facing Chalk scarp slope of the Berkshire Downs. The rivers drain south 
easterly down the dip slope of the Chalk Downs, with the Lambourn draining into the 
River Kennet to the south and the Pang draining into the River Thames to the east. Note, 
the Kennet also drains into the Thames. Both the rivers Pang and the Lambourn are fed 
by groundwater from the Chalk aquifer. The dominant influences on regional groundwater 
flow are the River Thames, to a lesser extent, the River Kennet and the Chalk escarpment 
to the north. 
The regional dip is between roughly 0.5° and 1°, increasing locally to as much as 2°. 
The dip direction is generally towards the south-southeast (N155°), though changes to a 
more southerly direction in the south east of the area. Some faults have been mapped in 
the catchment (see Wheater et al., 2006a), but no major structures have been identified 
in the Chalk. 
The stratigraphy of the catchment comprises four particular groups: the pre-Chalk 
deposits (the Kimmeridge Clay Formation, the Gault Formation and the Upper Greensand 
Formation); the Chalk Group; Palaeogene deposits; and superficial deposits. Of primary 
interest to this study is the Chalk group, but the superficial deposits also play a crucial 
role in the unsaturated zone flow processes. 
The Chalk Group comprises various formations, seven of which are present in the re-
gion of the Berkshire Downs, and these are shown in Figure 4.2. Of these, the unsaturated 
zones of the specific sites studied, as we shall see below, are made up of Seaford Chalk, 
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recharge si tes and t h e solid geology, r ep roduced f rom W h e a t e r et al. (2006a) 
and possibly Lewes Nodular Chalk (which lies beneath the Seaford Chalk, but may occur 
below the unsaturated zone). Both of these formations were traditionally (prior to 1999, 
Woods and Aldiss, 2004) termed the Upper Chalk. The Lewes Nodular Chalk Forma-
tion is characterised by hard, nodular, gritty chalk, with common flints, marl seams and 
hardgrounds. Above the base of this formation lies the 'Chalk Rock', a sequence of six 
hardgrounds underlain by a marl seam, traditionally used to define the base of the Upper 
Chalk. Above the upper hardground the chalk contains marls and marly chalk horizons, 
with almost no flint, but the upper parts of the Lewes Nodular Chalk do contain flints. The 
transition from Lewes Nodular Chalk to Seaford Chalk is marked by an upward change of 
hard, nodular, gritty chalk to soft, smooth-textured chalk. This maybe hard to locate with 
precision, as evidenced by different workers giving different depths for the same borehole 
(as described by Woods and Aldiss, 2004). The Seaford Chalk is characterised by soft to 
medium hard white chalk with common seams of small to very large flint nodules, and 
sporadic beds of semi-tabular flint. Marl seams occur in the lowest Seaford Chalk but in 
general are rare. 
In the upper parts of the catchment, where the study sites are located, the Seaford 
Chalk is overlain by superficial deposits. These include 'Head', Clay-with-fiints, river ter-
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race deposits and alluvium. Head is typically composed of very stony, sandy and silty 
clays, or clayey gravels. It was formed by mainly down-slope mass movement of uncon-
solidated materials under the prolonged influence of freezing and thawing in a periglacial 
environment, but including rain wash and soil creep in more temperate climatic condi-
tions. The superficial deposits also include Clay-with-flints, composed of orangey-brown 
or reddish-brown clays and sandy clays containing abundant matrix-supported flint nod-
ules and pebbles. These are thought to be predominantly remanie deposits derived mainly 
from Palaeogene sequences and by dissolution of the Chalk. They may have been modifled 
by periglacial processes but they are thought to have undergone little lateral movement 
compared with head, hence their typical occurrence on the interfluves. River terrace de-
posits were laid down in the east and south of the area predominantly during the periods 
of cold climate in the Quaternary. They comprise gravels and pebbly sands that are com-
monly clayey. Alluvium underlies the flood plains of modern streams. It comprises silt, 
clay, shell marl, peat and tufa and can include gravel lenses. 
We shall, hereafter, in the context of the specific field sites, refer to the superficial 
deposits as a soil layer. Soil is defined as the surface accumulation of sand, clay and 
humus (Press and Siever, 1986, p 644) that compose the regolith (i.e. material overlying 
the bedrock) but excluding the weathered and unweathered rock. We hereafter refer to 
the unweathered rock as the consolidated chalk. Furthermore, we consider a transitionary 
layer between the soil and the consolidated chalk, which we refer to as the weathered chalk, 
caused by a combination of processes of physical fracturing and chemical decomposition 
(i.e. weathering. Press and Siever, 1986, p 648). 
4 .2 .2 C a t c h m e n t hydro log ica l s u m m a r y 
A survey of the groundwater storage in the Chalk in Britain (Lewis et al., 1993b) looked 
at various catchments, including the Lambourn. They calculated that the surface water 
catchment area is 234.1 km^ with an average rainfall of 724 mm/year and mean flow of 
227 mm/year (based on data from 1970-1990). The groundwater catchment has an area 
of 172 km^ and a mean flow (at Shaw for 1970-1990) of 311 mm/year. The basefiow index 
was 0.967. Wheater et al. (2006b) cite a similar average rainfall of 731 mm/year for the 
Lambourn catchment. They also provide an average rainfall for the Pang catchment of 
692 mm/year, and note that, over the entire area of the two catchments, rainfall varies 
from a maximum of 743 mm/year in the north and west to a minimum of 655 mm/year 
in the south and east. Note, a higher average rainfall for the Pang catchment was given 
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by Marsh and Lees (1998) of 752 mm/year, based on data from 1968 to 1995. 
4 . 2 . 3 T h e r e c h a r g e s i t e s 
Seven recharge sites in the Pang and Lambourn catchments were instrumented (Figure 
4.1); an illustration of the typical instrumentation layout is shown in Figure 4.9 below. 
Of these recharge sites, two are of particular interest to this study, as they are located 
above deep chalk unsaturated zones, with only a thin layer of soil (i.e. superficial deposits) 
covering the chalk. The first is located at West Ilsley (SU484836), which is on the interfluve 
of the Pang catchment where the surface elevation is approximately 173 m AOD and the 
water table depth is around 70 m BGL. Land use at West Ilsley throughout the monitored 
period was a grass crop. Maps showing the location, solid geology and drift deposits at 
West Ilsley are shown in Figure 4.3. The other site is at Warren Farm (SU359814), located 
about 13 km to the west of West Ilsley, roughly halfway between the interfluve and the 
river Lambourn. At Warren Farm, the surface elevation is 187 m AOD and the water table 
is about 40 m BGL. Land use was grassland where livestock were grazed. The location, 
solid and drift geology at Warren Farm are shown in Figure 4.4. 
Below, various sources of information about the hydrogeological properties of the 
recharge sites are collated in order to get as much information as possible about the 
profiles. These are important as they will inform the development of a conceptual model 
for one-dimensional (vertical) flow processes at these sites, which is described in Chapter 
6. 
W e s t I l s l ey 
At West Ilsley, various photographs of the near surface profile (to a depth of 2.4 m BGL) 
are available. In 1982 a deep trench was dug, shown in the photograph in Figure 4.5. This 
photograph gives an indication of how the soil layer blends into the Chalk. Additional 
photographs of the profile were taken, which include scales, and are shown in Figure 4.6. 
The trench was located at the corner of the same field that the West Ilsley recharge site 
is now located in the middle of. As no scaled photograph was available of the upper soil 
layer extending to the ground surface, a shallow hole was dug in 2006, again shown in 
Figure 4.6. 
The photographs in Figure 4.6 show significant changes in the structure and material 
in the top 2 m of the profile. In the top 0.2 m there is a soil layer which is a brown 
colour and clearly contains a lot of plant roots and the occasional flint. At the bottom of 
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Figure 4.5 Photograph of the excavation of the Chalk at West Ilsley, taken in 
1982 
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the soil layer the distinctive white chalk can be seen. Between 0.2 and 0.7 m the material 
appears to have a similar appearance to the white chalk, though there it has a dark colour, 
many fractures, and some plant roots (which look rather hke a spider's web) are present. 
Between 0.7 and 1.2 m, the fractures become more regular, though they are still relatively 
frequent. Over this depth the colour visibly lightens towards the bottom (not withstanding 
the shadows). Below 1.3 m depth, there is clean, white chalk, with the occasional flint, 
and fewer fractures. There is not much visible difference in the profile between 1.3 - 1.8 m 
and 1.9-2.4 m, indicating that this is consolidated chalk. These photographs indicate the 
progressive changes in the chalk structure, from weathered chalk near the ground surface 
to consolidated chalk at depth. 
Another source of information from West Ilsley is a 120 m deep, 152 mm diameter 
borehole that was drilled for the LOCAR programme. During drilling, the borehole was 
cased off down to 24 m BGL to prevent collapse. The piezometer casing had diameter of 
90 mm and was left standing in the hole, with no backfill or grout. The piezometer was 
screened at three horizons, 84.6-92.6, 98.6-104.6 and 110.6-116.6 m BGL. The water level 
in the borehole varied between 69 and 77 m BGL. The information from the driller's log 
is shown in Figure 4.7. The entire unsaturated zone (except the near surface) is composed 
of white chalk with flints, though the consistency of the chalk does change with depth. 
Most of the chalk in the unsaturated zone is from the Seaford Chalk Formation, but it is 
not possible, on the basis of the descriptions in the drillers log, to determine whether the 
base of this formation is within the unsaturated zone, or below it. No detailed analysis, 
such as analysis of core samples or geophysical logging, has been performed on the West 
Ilsley borehole. 
Detailed analysis of a borehole at Banterwick Barn (SU513775) has been carried out, 
pubHshed by Schiirch and Buckley (2002) and Woods and Aldiss (2004). This is located 
about 7 km south-southeast from West Ilsley, and has an elevation of 118 m AOD (as 
compared with 173 m AOD at West Ilsley). These studies indicate that at Banterwick 
Barn, the Seaford Chalk persists to a depth of approximately 25 m BGL, equivalent to an 
elevation of 93 m AOD. Accounting for the dip in the range of 0.5°-l°, this suggests that 
the base of the Seaford Chalk is likely to be somewhere between 60-70 m BGL at West 
Ilsley. There is no apparent transition in the drillers log over this range of depths. The 
depth of the unsaturated zone at West Ilsley varies between 69 and 77 m BGL. Therefore, 
we can be confident that the Seaford Chalk comprises most of the unsaturated zone, but 
it is unclear whether the Lewes Nodular Chalk begins within the unsaturated zone, or is 
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West Ilsley 
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located in the saturated zone. Note that both of these Chalk groups are classified as Upper 
Chalk, under the traditional (i.e. prior to 1999, Woods and Aldiss, 2004) terminology. 
Crucially, there are no impeding layers within the unsaturated zone, as indicated both by 
the drillers log (Figure 4.7), and by our understanding of the stratigraphy (see Figure 4.2, 
and note that marl bands are rare in the Seaford Chalk, and that even if the upper layers 
of the Lewes Nodular Chalk are present in the unsaturated zone, the hardgrounds located 
near the base of this formation are not). 
Drillers daily strati graphical log Borehole construction 
Descr ipt ion of Strata Thickness (m) Depth (m) 
Overburden 0.5 0.5 
Medium soft white chalk clay 1.5 2 
Medium soft damp while (day) chalk 
with some black fiint hard 16 18 
Medium soft white mud'stone Chalk 
with fiint 32 50 
Medium white Chalk with some flint 40 90 
Medium white Chalk with hard flint 3 93 
Medium white Chalk with hard flint 
with medium qrey mudstone 7 100 
Medium grey mudstone with Chalk 
and flint 8 108 
Hard black flint, with fractured 
medium hard Chalk 2 110 
Medium grey mudstone white Chalk 
with hard black flint 1 111 
Medium fractured white Chalk with 
hard black flint 3 114 
Medium fractured white Chalk with 
hard black flint and medium grey 
mudstone 6 120 
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F i g u r e 4 . 7 Dri l lers log f rom t h e boreho le a t Wes t Ilsley 
W a r r e n F a r m 
There is a borehole located at Warren Down (SU36558092), which is about 1 km from 
the recharge site at Warren Farm. This was installed by the British Geological Survey, 
BGS, in 1973 for the Thames Water Authority (the BOS borehole ID is SU 38/75). The 
elevation of ground surface is 166.3 m AOD and the depth of the well is 152 m. The well 
diameter is 0.25 m at the top and 0.15 m at the bottom, and there is casing from the 
ground surface down to 10 m BCL. The water level at installation was 40.54 m BCL. 
However, there is no reliable information from the driller's log at this borehole, and again, 
no detailed geophysical analysis of the borehole has been performed. 
A photograph of the near surface profile at Warren Farm was taken in 2006, as shown 
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in Figure 4.8 (where the sloping gridlines indicate approximate dimensions). This again 
shows a soil layer which was 0.2 m thick, above the Chalk. There is no direct information 
about the depth and nature of the weathered chalk layer below this. However, information 
relating to the drift deposits and solid geometry (Figures 4.3 and 4.4) would tend to suggest 
the profile at Warren Farm should be similar to that at West Ilsley. 
Soi l l ayer ( t a k e n i n 2 0 0 6 ) 
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Horizontal scale (m) 
Figure 4.8 Photographs of the Chalk profile over various depth horizons at 
Warren Farm 
4.3 An integrated monitoring scheme for the Chalk unsat-
urated zone 
The review of soil water instrumentation presented in Chapter 3 demonstrates that field 
measurement of water content and matric potential in the unsaturated zone is not a 
trivial exercise. There is currently no single instrument that can be used to monitor either 
water content or matric potential adequately over the range of conditions expected at 
the field sites. This means that it is necessary to develop a monitoring scheme that uses 
various instrumentation in a complementary manner. Furthermore, even in the absence of 
instrumentation errors, there is still a question of whether spatially and temporally discrete 
measurements are truly representative of the system as a whole, and indeed whether the 
installation of these devices has significantly modified the system away from it's natural 
state. It is important to consider these issues when interpreting the data in this study. In 
this section the selection, installation and cahbration of instrumentation for an effective 
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monitoring scheme are described. Note, the instrumentation scheme described here was 
developed and installed by David Cooper and other staff from the Centre for Ecology and 
Hydrology before the commencement of this PhD. 
4 . 3 . 1 P r e v i o u s m o n i t o r i n g s c h e m e s a p p l i e d t o t h e C h a l k u n s a t u r a t e d 
z o n e 
In this section, the studies that applied soil physics based methodologies to the CUZ, 
which were reviewed in Section 2.3.3, are revisited, this time with an emphasis of the in-
strumentation that was used. This shows that all previous monitoring schemes have had 
certain limitations, specifically in terms of the spatial and temporal coverage of measure-
ments, and the range of the instruments. This understanding will influence the selection 
of instrumentation used in this study, described in the next section. 
In early studies, water content was analysed gravimetrically from cores taken from 
the Chalk (Smith et al., 1970; Young et al., 1976). It was concluded that the Chalk was 
uniformly saturated, the water being held by surface tension forces. No measurements 
of matric potential were taken, until the work carried out by Wellings and Bell (1980), 
and reported in more detail by Wellings (1984a). Since this study there have been four 
other major studies which have applied soil physics techniques to the Chalk, which are 
summarised in Table 4.1. 
For the purposes of this discussion, instrumentation was assessed on four criteria: 
1) how well established/understood it is, i.e. rehability of the data; 2) the perceived 
accuracy; 3) the range of measurement and; 4) the frequency with which readings can 
be taken (other practical/economic limitations are not discussed here). The range of 
available instrumentation that was considered (which also includes all instruments used 
in previous studies) is summarised in Table 4.2 (for more detail see Chapter 3). This 
gives each instrument type a rating for each of the four criteria identified. Whilst it 
could be argued that this is subjective, it was attempted to make a fair assessment based 
on a combination of information from the literature and manufacturer's documentation. 
Furthermore, instruments for which there are little or no data in the academic literature 
(such as the Equitensiometer) were considered to have a poor rating for criterion 1, as the 
efficacy of these instruments has yet to be demonstrated. 
When the monitoring schemes from each of these studies (Table 4.1) are compared with 
the ratings given in Table 4.2, it can be seen that Mahamood-ul-Hassan and Gregory (2002) 
employed the most satisfactory scheme. However, this was also limited in that no logged 
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Study Instrument Depth range Sample frequency 
Wellings (1984a) 
Neutron probe 9 
Mercury manometer tensio. ip 
Gypsum block ijj 
Combined gypsum block and 
lb 
pressure transducer tensio. B 
0.2 - 3.0m Weekly 
0.2 - 3.0m Daily 
0.2 - 5.0m Hourly 
6.0 - 20.0 m Hourly 
Cooper et al. (1990) 
Neutron probe 0 
Mercury manometer tensio. ip 
0.2 - 3.0m 1 to 5 Week"^ 
0.2 - 3.0m 1 to 5 Week"^ 
Hodnett and Bell 
(1990) 
Neutron probe 9 
Mercury manometer tensio. if; 
Pressure transducer tensio. B V 
0.2 - 3.0m Weekly 
0.2 - 5.0m Daily 
0.4 - 3.0m Hourly 
Mahamood-ul-Hsissan 
and Gregory (2002) 
Neutron probe 9 
Theta probe 9 
Puncture tensio. ip 
Pressure transducer tensio. A ip 
0.2 - 3.6m Weekly 
0.2 - 1.5m Half-hourly 
0.2 - 3.6m Weekly 
0.2 - 1.5m Half-hourly 
Haria et al. (2003) 
Neutron probe 9 
Pressure transducer tensio. B ip 
0.1 - 6.0m Weekly 
0.1 - 3.0m Hourly 
Table 4.1 Instrumentation employed in the major previous studies 
readings were taken below 1.5m depth. It is noteworthy that Wellings (1984a) apparently 
used gypsum block sensors for frequent monitoring of the top 5m of the profile. These 
are insensitive in the wet range (for matric potentials above around -5 m H2O (Mullins, 
2001)), so the absence of observations of matric potential above -0.5 m H2O, as reported by 
Wellings, could in fact be due to limitations with the instrumentation. The other studies 
were limited as they did not collect logged water content data (Hodnett and Bell, 1990; 
Haria et al., 2003) or matric potential data (Cooper et al., 1990). 
4 . 3 . 2 I n s t r u m e n t s e l e c t i o n 
The instrumentation used in this study were selected based on both the individual charac-
teristics of each instrument (the four criteria in Table 4.2) and the broader requirements 
of an integrated monitoring scheme. For water content measurements, the neutron probe 
(NP) was selected to provide infrequent, yet accurate and reliable data over the entire 
range of conditions. The Profile probe (commercially available from Delta-T, model PRl ) 
is a dielectric method for measuring water content based on the capacitance technique 
(described in section 3.2.3). This instrument provides frequent readings, but is not yet 
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Instrument Understanding Accuracy Range Reading^ 
Ins truments for measuring pressure head 
Tensiometers: 
Mercury manometer Good Fair (±0.025 m)^ Wet (>-8.5 m+Zcoi)'^  Manual 
Puncture Good Fair (±0.07 m)^ Wet (>-8.5 m+Zcoi)'^  Manual 
Pressure transducer Good Good (±0.02 m)^ Wet (>-8.5 m+Zcoi^ Automatic 
Pressure transducer Good Good (±0.02 m)^ Wet (>-8.5 m)5 Automatic 
Other: 
Gypsum block Good Poor^ Dry (-5 to -150 m)^ Automatic 
Equitensiometer Poor Fair (±10%)3 Dry (-5 to -100 m) Automatic 
Ins truments for measuring moisture content 
Neutron probe Good Good Comprehensive Manual 
Theta probe® Fair Good (±1%)3 Comprehensive Automatic 
Profile probe® Poor Fair (±3.5%)3 Comprehensive Automatic 
1. Typical measurement frequencies for manually and automatically read instruments are daily to 
weekly and sub-hourly to hourly, respectively 
2. Mullins (2001, p. 72) 
3. Prom Delta T product l i terature 'Soil and plant water measurement', available from www.delta-
t.co.uk 
4. Tensiometers where the pressure reading is taken at or near the ground surface will fail at -8.5m 
plus t he length of t he water column, ZcoV, e.g. a tensiometer installed at 1.5m depth will fail when 
the pressure head falls below -7m 
5. These tensiometers have a pressure transducer located in the tip, hence there is no water column 
to limit the range, so they fail when the pressure head falls below -8.5m 
6. Whalley (1993) noted tha t these types of dielectric instrument may be limited in soils with a high 
clay content 
Table 4.2 Summary of relevant soil water instrumentation 
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well established. Therefore, infrequent (fortnightly) readings from NPs were used to cali-
brate and verify frequently logged profile probe (PROF) readings of less certain accuracy. 
A further advantage of the NP, over permanently installed dielectric instruments, is that 
it is much easier to get readings from greater depths in the profile. 
For matric potential, the range of measurement is the crucial issue, as all water-filled 
tensiometers have a lower measuring limit of around -8 to -8.5 m H2O head (Mulhns, 
2003), due to cavitation. Therefore, purgeable pressure transducer tensiometers (ATENs), 
(Delta-T, model SWT4R) were used to measure matric potentials below this limit. In order 
to satisfy the required range of measurement, the class of instruments referred to as porous 
material sensors (see Section 3.3.2) are one possibility. Of these, a particularly promising 
example is the Equitensiometer (ETEN), which is commercially available (again from 
Delta-T, model EQ2). This operates on a dielectric measurement, described in Section 
3.2.3. ETENs have a stated range down to -100 m HgO, but are not yet well established. 
Therefore, measurements of matric potential by ATENs were complemented by ETENs. 
Both of these instruments can take frequently logged readings. 
The monitoring scheme that was employed in this study is shown diagrammatically in 
Figure 4.9. 
4 . 3 . 3 I n s t r u m e n t i n s t a l l a t i o n 
The NP access tubes were installed using the procedure that is described in detail by Bell 
(1987, essentially a procedure for augering holes which minimises damage to the walls 
of the hole which would compromise the performance of the neutron probe, by using 
equipment developed at the Institute of Hydrology, Wallingford) or by direct drilling of a 
45 mm diameter hole using a small drilling rig. The PROFs were installed according to 
the manufacturer's instructions (available from Delta-T), whereby the profile probe sleeve 
is inserted into a very tightly fitting, hand augered hole in the ground. Whilst the NPs 
are relatively insensitive to air gaps, the PROF measurements could be biased by them, so 
every effort was made to ensure a tight fit between the PROF sleeve and the hole. Both 
sites contain many stones in the profile and several attempts were necessary to install the 
PROF tube without encountering a stone. The ATENs and ETENs were installed inside 
fined holes as recommended by ISO (1995). The lowest 200 mm of the hole was of the 
same diameter as that of the sensing element of the instrument and was unlined. A silica 
flour slurry was used to improve contact with the Chalk matrix. 
During periods of ploughing, drilling and harvesting of the crop, all instruments were 
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Water table -70m BGL ' 
Instrument t Preq. Depths 
MTEN Puncture tensiometer ip 2 wks 1.5-3m 
ATEN Pressure transducer tensiometer ij) 15 min 0.2-1.2m 
ETEN Equitensiometer 15 min l-4m 
NPAT Access tube for neutron probe (NP) 6 2 wks 0.1-4.1m 
PROF Profile Probe e 15 min 0.1-lm 
PIEZO Piezometer PS 1 hour 
\ ij) = Matric potential 
9 = Water content 
PS = potentiometric surface 
Figure 4.9 Layout of West Ilsley recharge site 
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either completely removed, or the upper part of the tube was removed and replaced later 
(Howse, 1981). The position of all instruments was located using a Total Surveying Station 
referenced to two pegs on the edge of the field. Relocation was easily accomplished to 
within about 20 mm using the same equipment. 
4 . 3 . 4 I n s t r u m e n t ca l ibra t ion 
Calibration of the NP is by standard procedures, described in Section 3.2.2. Standard 
parameters, provided by Bell (1987) were used. For readings more than 0.5 m below 
ground level, parameters for "silts, sands and gravel" were used, and for readings less 
than 0.5 m below ground level, those for "Loams" were used. This has been standard 
practise at the Centre for Ecology and Hydrology when dealing with the Chalk (Cooper, 
pers. comm. 2004, and used for example in the study reported by Cooper et al., 1990), as 
the group "silts, sands and gravels" essentially means porous materials with a low organic 
content. 
The ATEN calibration is also standard - the output voltage is linearly proportional 
to matric potential. The pressure transducers were set by the manufacturers to output 
lOOmV for a pressure potential of 100 kPa, with a 10.6 V supply. As a Campbell logger 
with a 2.5 V supply was used, the output must be scaled by 10.6/2.5. The calibration 
also needs to correct for the difference in elevation between the pressure transducer and 
the centre of the tensiometer cup, which is supplied by the manufacturer to be 0.5 kPa 
(equivalent to 5.1 cm). Therefore, taking the density of water to be 1000 kg m~^, the 
calibration from output reading, R (mV) to matric potential i/) (m H2O), which was 
approved by the manufacturer (Cooper, pers. comm. 2004) is: 
The PROF and ETEN, whilst measuring different properties, are both based on funda-
mentally the same dielectric technique, which is described by Gardner et al. (2001) as the 
"Impedence technique". For both instruments, empirical relationships relate the instru-
ment output voltage to the dielectric constant of the porous medium, and the dielectric 
constant to the water content, 6. For the ETEN there is a third stage - to convert the water 
content of the porous block into the matric potential, using a soil moisture characteristic 
relationship. 
For both of these instruments, an improved calibration relationship is proposed, as 
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described below. 
S i t e s p e c i f i c c a l i b r a t i o n o f t h e P r o f i l e P r o b e 
It was found that the voltage signal from the PROF was subject to sinusoidal noise with a 
relatively small amplitude, and period of 1 day. This is consistent with recently published 
work by Verhoef et al. (2006) who attributed the artificial diurnal signal to temperature 
effects (though the correlation with temperature could be coincidental). The simultaneous 
measurements of matric potential using more reliable instruments (ATENs) did not show 
the same diurnal fluctuations, which further indicates they are spurious. Therefore, a 
moving average filter with a period of 1 day was applied to the PROF voltage signal, prior 
to calibration. For the PROF, the relationship between the output voltage V and dielectric 
constant e^, provided by the manufacturer is given by the fourth order polynomial (see 
Delta-T product documentation, available from the internet: www.delta-t.co.uk): 
Gr = 0.88 + 4.24y + 65.6y^ - 272.7^^ + 402.9^^ (4.2) 
The next and final stage of the calibration is to define the relationship between and 
0. Empirical (Topp et al., 1980) and physical (Whalley, 1993) models have demonstrated 
there is an approximately linear relationship between the square root of the dielectric 
constant and the water content of the soil. Equation 4.3 is provided by the manufacturer, 
Delta T. 
e = (4.3) 
ai 
where ao and ai are the calibration parameters. The manufacturer provides standard pa-
rameter values for two types of soil: mineral and organic, as shown in Table 4.3. However, 
as reliable 6 measurements from the NP are also available (at the same depths as the 
PROF readings), an improved calibration is possible. Optimum parameters were obtained 
by linear regression between the PROF and NP data at coincident times and depths. 
Each depth was treated separately, in order to account for vertical heterogeneity of the 
soil properties. The shallowest depth, 0.1 m, should be treated with skepticism due to 
the known limitations of the NP near the soil-atmosphere interface. Goodness of fit was 
judged by the root mean squared error, RMSE, and by visual inspection of the time series. 
Note that PROF data were available from two sites. West Ilsley and Warren Farm. 
At Warren Farm there is a single, continuous record of PROF data from May 2003 until 
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Mineral Organic 
ao 1.6 1.3 
ai 8.4 7.7 
Table 4.3 Standard Profile Probe calibration parameters 
February 2006 (2 years and 9 months). The PROF cahbration parameters were optimised 
using data from this entire period (termed the single calibration), but this was found to 
produce a poor fit between the NP and PROF data. In the PROF product literature, 
the manufacturer states that it may be necessary to recalibrate the instrument after some 
period of time, however insufficient data were available to say how often this may be 
necessary. Therefore, two approaches were tried to improve the calibration. In the first 
approach the data were split into a number of subsets (in time), and each was calibrated 
individually. It was found that by splitting the data into one year subsets (in this case 
three subsets: May 2003 - May 2004; May 2004 - May 2005; May 2005 - February 2006), 
a significant improvement in the calibration could be obtained. A second approach was to 
modify the calibration relationship such that it contained a time dependency, to account for 
the changes in time of the calibration parameters in a continuous manner. This assumes 
that the changes are progressive and continuous, and hence can be accounted for as a 
linear function of time. The original calibration relationship, Equation 4.3, was modified 
to become: 
ao 
ai 
+ a,2t (4.4) 
where t is time in days (with t=0 corresponding t o l l May 2003), and 02 [day~l] is a 
new parameter. Again, linear regression was used to assess the optimum parameters. 
The parameters obtained from both of these improved techniques, as well as a simple 
calibration ignoring time dependency (the single calibration), are shown in Table 4.4. The 
performance of each of these techniques and the standard manufacturers calibration were 
compared with the NP data by means of visual inspection of time series plots and using 
the RMSE, as shown in Figure 4.10 (note, only the key depths, where coincident readings 
of matric potential were available are plotted). 
The results show that the manufacturers calibration performed very badly against 
the neutron probe data, especially at 0.2 m depths, where not only were the absolute 
values wrong, but the changes in water content were extremely unrealistic. All three other 
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0.5 
0 4 -
0.3 
0.2 
Standard parameters 
— Single calibration 
3 part calibration 
Time dependent calibration 
Neutron probe data 
0.2 m depth 
10-May-2003 23 -Oct -2003 OG-Apr-2004 1 9 - S e p - 2 0 0 4 04-Mar-2005 17-Aug-2005 0 1 - F 8 b - 2 0 0 6 
0.4 m depth 
0.5 
0.4 
0.3 
0.2 
10-May-2003 23 -Oct -2003 06-Apr-2004 1 9 - S e p - 2 0 0 4 04-Mar-2005 17-Aug-2005 01-Feb-200G 
0.6 m depth 
oar 
0.5 
0.4 
0.3 
0.2 
\J 
10-May-2003 23-Oct-2003 06-Apr-2004 19-Sep-2004 04-Mar-2005 17-Aug-2005 01-Feb-2006 
1.0 m depth 
0.6 
0.5 
0.4 
0.3 
0.2 
10-May-2003 23-Oct-2003 06-Apr-2004 19-Sep-2004 04-Mar-2005 17-Aug-2005 01-Feb-2006 
P R O F v e r s u s N P : R o o t M e a n S q u a r e d E r r o r 
Depth 0.1 m 0.2 m 0.3 m 0.4 m 0.6 m 1.0m Total 
Standard parameters 
Single calib. 
Three part calib. 
Time dependent calib. 
0.2117 0.1277 0.1189 0.0613 0.1840 0.1650 
0.0369 0.0211 0.0194 0.0294 0.0913 0.0866 
0.0263 0.0160 0.0181 0.0195 0.0908 0.0853 
0.0308 0.0223 0.0194 0.0253 0.0912 0.0851 
0.1448 
0.0474 
0.0427 
0.0457 
Figure 4.10 Performance of the different cahbration methodologies for the 
profile probe at Warren Farm 
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Three part Time dependent 
z Single 2003/4 2004/5 2005/6 0-2 
(m) ao ai 
ao ai ao ai ao ai ao ai 10"® 
0.1 -2.36 24^ -1.01 21.6 -1.72 23.1 -6.14 33.7 -2.95 29.7 7.17 
0.2 -6.18 3&2 -3.56 22.7 -7.99 37.5 -4.43 2&0 -7.19 31.6 -&22 
0.3 -3.99 2&0 -4.80 2&8 -3.46 24.1 -7.91 3&8 -4.47 27^ 0.31 
0.4 -4.99 25.7 -0.12 11.8 -2.17 1&6 12.1 -2.02 15.7 -10.9 
0.6 -0.20 15.1 0.30 1&8 -&98 1&8 -0.82 16.7 -1.08 16.5 -2.39 
1.0 3.38 6.65 4.02 4.75 3.75 5.69 5.07 2.84 4.52 3.43 -10.7 
Table 4.4 Optimised Profile Probe parameters for single, three part and con-
tinuous time dependant calibration methodologies at Warren Farm 
techniques vastly improved the calibration, but the three part calibration was the best. 
This is particular apparent at 1.0 m depth, where only the three part calibration does a 
reasonably good job of capturing the water content measured by NP at the beginning and 
at the end of the time series. The total RMSE also clearly shows the three part calibration 
is better than the time dependent calibration, with RMSE values of 0.0427 and 0.0457 
respectively. Therefore, it was determined that splitting the data into one year subsets 
and calibrating each one separately provides the best calibration technique for the PROF. 
At West Ilsley there are PROF data for two discrete periods: December 2003 until 
August 2004 (9 months) and February 2005 until August 2005 (7 months). As both 
periods are less than 12 months in duration, they were cahbrated separately, each using the 
standard relationship (Equation 4.3) with optimised parameters. As well as the potential 
drift in the calibration parameters, this also accounts for the fact that the instruments 
were removed and reinstalled in new access holes in the second period. The optimised 
parameters are shown in Table 4.5. The performance of the cahbration is shown in Figure 
4.11. It can be seen that the calibration performs well, and again makes a vast improvement 
to the performance using the manufacture's standard parameters. 
For both sites, the optimised parameter values fall outside the range of values sug-
gested by the manufacturer for mineral and organic soils, and do not appear to follow 
any particular pattern with depth. This is somewhat concerning from the perspective of 
developing a universally applicable calibration relationship. However, in this study, where 
NP data are always available to verify the PROF readings, the calibration can treated as 
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0.4 
0.3 
0.2 
0.1 
Standard parameters 
2 part calibration 
Neutron probe data 
0.2 m depth 
20-NOV-2003 08-Mar-2004 25 -Jun-2004 1 2 - 0 c t - 2 0 0 4 2 9 - J a n - 2 0 0 5 18-May-2005 0 1 - S e p - 2 0 0 5 
0.4 m depth 
O^r 
0.4 
0.3 
0.2 
0.1 
20-NOV-2003 08-Mar-2004 25 -Jun-2004 12-0ct-2004 29-Jan-2005 18-May-2005 01-Sep-2005 
0.6 m depth 
O^r 
0.5 
0.4 
0.3 
0.2 
7 
20-NOV-2003 08-Mar-2004 25-Jun-2004 1 2 - 0 c t - 2 0 0 4 2 9 - J a n - 2 0 0 5 18-May-2005 0 1 - S e p - 2 0 0 5 
1.0 m depth 
0.6 
0.5 
0.4 
0.3 
0.2 
r 
r 
20-NOV-2003 08-Mar-2004 25-Jun-2004 12-0ct-2004 29-Jan-2005 18-May-2005 01-Sep-2005 
P R O F v e r s u s N P : R o o t M e a n S q u a r e d E r r o r 
Depth 0.1 m 0.2 m 0.3 m 0.4 m 0.6 m 1.0m Total 
Standard parameters 
Two part calib. 
0.0944 0.0226 0.1368 0.0951 0.1740 0.1972 
0.0425 0.0202 0.0118 0.0108 0.0077 0.0112 
0.1200 
0.0174 
Figure 4.11 Performance of the cahbration of the profile probe at West Ilsley 
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Two part calibration 
z 2003/4 2005 
(m) 
do ai do ai 
0.1 1.89 7.22 -0.12 13.7 
0.2 1.89 7.22 -0.12 13.7 
0.3 3.22 6.90 2.10 9.74 
0.4 3,10 5.50 3.10 6.77 
0.6 1.44 14.7 1.83 10.6 
1 3.17 7.64 0.88 15.2 
Table 4.5 Optimised Profile Probe parameters for two part calibration at West 
Ilsley 
purely empirical, with the parameter values having no physical meaning. In this case, it 
has been shown that the PROFs perform well against the NPs and will potentially provide 
valuable insights into the hydrological processes. 
A n improved calibration for the Equitensiometer 
The calibration of the ETEN is essentially the same as for the PROF (i.e. instrument 
voltage is converted to dielectric constant, which is then converted to water content of 
the porous block), but with a third stage: to convert the block water content into matric 
potential, using the soil-moisture characteristic relationship (i.e. 0(V')) of the block. A 
commonly used parametric model for this relationship was developed by van Genuchten 
(1980), shown in Equation 4.5. 
0(V') = 0r + {Os — Or) (4.5) 
.1 + 
where Or is the residual water content, 9^ is the saturated water content and a, n and m 
are parameters. (Note, whilst m is sometimes expressed as a function of n, in this case 
it was left as a free parameter, which gave an improved calibration performance). It was 
postulated that the three equations for each stage of the calibration of the ETEN could 
be encapsulated in a single equation of the form of Equation 4.5, if the parameters 9r, 
9s, a, n and m could be appropriately identified. In this case, water content would be 
replaced by voltage, and so 0, was set to the voltage recorded at zero matric potential, 
i.e. saturation. As the pore size distribution of the porous block of any single ETEN is 
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unique, each will have slightly different cahbration parameters. The manufacturer supplies 
a calibration certificate with each ETEN, which shows voltage readings at a number of 
known matric potentials. The proposed parametric model was then fit to these data. The 
results were compared with the calibration relationship supphed by the manufacturer (a 
sixth order polynomial), as shown for one typical probe in Figure 4.13. The proposed 
parametric model gave a greatly improved fit to the data points over the entire range of 
the instrument. The benefits of this improved calibration were particularly apparent in the 
wet range, highlighted in Figure 4.13. Close to saturation it can be seen that the gradient 
of the calibration curve becomes very steep; this is because the matric potential exceeds 
the air entry pressure of the the porous block, and this range represents the capillary fringe 
of the block. 
Voltage output, V 
Porous block 
Theta probe 
Equitensiometer 
::::: 
e 
¥ ' i / K 
F i g u r e 4 . 1 2 How t h e equ i t ens iomete r works 
As has been mentioned, the ETEN is not yet well established. The calibration is based 
on laboratory conditions, meaning it is still necessary to verify the da ta in field conditions. 
This can be done by comparing the readings with an alternative, well established technique 
- in this case the ATEN. ETEN and ATEN data are compared for Warren Farm in Figure 
4.14 and for West Ilsley in Figure 4.15, in both cases at 1 m depth (note in both cases 
there is lateral spacing of around 15 m between the ATEN and ETEN). The plots are 
divided into three matric potential ranges (denoted by the horizontal grid lines), based on 
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Figure 4.13 Comparison of two calibration techniques for the equitensiometer, 
based on the manufacturers calibration data for probe EQ2:101/045 
Warren Farm 
MAX. ETEN 
MIN. ATEN 
ATEN 
ETEN 
10-May-2003 15-Jan-2004 21-Sep-2004 29-May-2005 01-Feb-2006 
Figure 4.14 Comparison of calibrated ETEN with ATEN at Im depth at 
Warren Farm 
121 
- 1 0 
03-Dec-2003 
West Ilsley 
MAX. ETEN 
MIN. ATEN 
ATEN 
ETEN 
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Figure 4.15 Comparison of calibrated ETEN with ATEN at Im depth at West 
Ilsley 
the thresholds which define the functioning limits of the ATEN and the ETEN: 
1. The ATEN is understood to function for if) > —8.5 m; below this value the tensiome-
ter fails due to cavitation. 
2. The E T E N calibration relationship indicates it will be insensitive above the air entry 
pressure of the porous block, which by comparison with the ATEN data appears to 
be at a matric potential of-1.2 m. Hence the E T E N does not work for i/) > —1.2 m 
Therefore, for -1.2 va < ijj < -8.5 m both instruments should ideally give the same readings. 
For Warren Farm, both instruments behave in a predictable manner, with the ETEN 
generally comparing well with the ATEN. However, at the very end of the time period, 
the E T E N response appears to lag behind the ATEN somewhat. In all three summers 
the E T E N gives what looks like reasonable data when conditions are too dry for the 
ATEN. At West Ilsley, during the initial wetting limb the E T E N data are systematically 
lower than the ATEN readings. However, the response pat terns of both instruments are 
very consistent, with no apparent time lag in the E T E N response. The most plausible 
explanation for this is tha t following installation of the instrument air was trapped in the 
porous block, causing the water content to be lower, leading to an underestimate of the 
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matric potential. Following the subsequent period of drying in March 2004, the ETEN 
performance is improved, showing good consistency with the ATEN data. 
ETENs were also installed at each site at 2, 3 and 4 m depths, and the data are shown 
in Figures 4.16 and 4.17. There is no means of verifying the ETEN data from these depths. 
Moreover, as each ETEN is installed individually in a unique access tube, there is no reason 
to suspect that the performance of different ETENs at the same site should be consistent. 
However, at West Ilsley the ETENs were installed in November 2003, as the profile was 
wetting up, whilst at Warren Farm they were installed in May 2003, as the profile was 
drying out. It seems likely that the effect of trapped air in the porous block, following 
the installation of the ETEN, would be exacerbated by wetting, which would tend to 
lock the air in, but relieved by drying, which would tend to desaturate the porous block, 
opening up pathways for the air to escape. This explains why the effect was significant at 
West Ilsley but not at Warren Farm. This hypothesis is further supported by the ETEN 
data from 2-4 m depths, which, for each site, behave in a manner consistent with the 
data from Im depth (except at 4 m depth at Warren Farm). In other words, it is likely 
that all the ETENs at West Ilsley have trapped air, and initially the matric potentials 
are underestimated, whilst at Warren Farm, all of the ETENs are reliable. Furthermore, 
this consistency suggests that this may be a generic problem with this type of instrument 
when installed immediately prior to, or during a period of wetting. This finding suggests 
a simple practical precaution when using ETENs, or indeed any other instrument based 
on the porous block: to obtain reliable data, instrument installation should be performed 
in late winter/early spring, when the soil is starting to dry out. 
The ETEN at Warren Farm at 4 m depth (Figure 4.16) is clearly erroneous prior to 
September 2004, showing large amplitude, relatively high frequency fiuctuations (noise). 
After September 2004 the noise ceases, though it is hard to say whether the data are 
now reliable. During dry periods the data are reasonably consistent with the data from 
shallower depths. However, during the wet periods, the data from 4 m depth are much 
lower than data from 1, 2 and 3 m depths. The data imply that a positive downwards 
head gradient of 11 m / m is developed in November 2004 which falls fairly gradually to 
about 3.5 m / m by April 2005. In order to sustain this head gradient for this length of 
time, there would have to be a low permeability horizon between 3 and 4 m depth, such 
as a marl band. However, the drilling log show no evidence of this, and the neutron probe 
data do not indicate any change in properties over these depths. Therefore, it seems likely 
that the 4 m deep ETEN data from Warren Farm are erroneous. 
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Warren Farm 
— depth = 1.0 m 
depth = 2.0 m 
depth = 3.0 m 
depth = 4.0 m 
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Figure 4.16 Comparison of calibrated ETEN data from all depths at Warren 
Farm 
West llsiey 
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Figure 4.17 Comparison of calibrated ETEN data from all depths at West 
Ilsley 
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4.4 Groundwater data 
As described above, there are boreholes at (or close to) both of the recharge sites. The 
borehole at West Ilsley is located at the precise location of the unsaturated zone instru-
mentation. It is 120 m deep, and the piezometer is screened at three horizons, 84.6-92.6, 
98.6-104.6 and 110.6-116.6 m BGL. A Minitroll pressure transducer was used to monitor 
the water table elevation. This was located at approximately 95 m BGL (note, the water 
table fluctuated between around 69-77 m BGL during the period of study). It was logged 
hourly, and in addition manual dips were taken about twice a year to correct for drift in 
the minitroll reading. At Warren Farm the borehole is located about 1000 m from the site, 
and the water table was monitored monthly by the Environment Agency, who supplied 
the data. 
These data are shown in Figures 4.18 and 4.19 below. 
4.5 Hydro-meteorological data 
In this study direct measurements of actual evaporation (which refers to the sum of soil 
evaporation and plant transpiration) were available from instrumentation located at War-
ren Farm. This is extremely advantageous because it removes the requirement for a plant 
model, hence reducing considerable uncertainty in the water balance associated with de-
riving actual evaporation from potential evaporation. Actual evaporation was calculated 
as the residual of the surface energy balance using measurements of sensible heat flux (H) 
by eddy correlation (EC), net radiation (DRN-301, ELE International Ltd, Hemel Hemp-
stead, UK) and soil heat flux (HPOl, Hukseflux Thermal Sensors, Delft, NL) over grass, 
which were located at Warren Farm. The EC system consisted of a Solent R3 Research 
Anemometer (Gill Instruments Ltd., Lymington, UK) with the mean of five (100 Hz) 
samples of the three wind speed components and sonic temperature output at 20 Hz to a 
Campbell CR23X datalogger, sampling at 10 Hz. The cross-correlations were computed 
on the datalogger using an auto-regressive running mean (with time constant of 500 s) 
similar to Shuttleworth et al. (1988), and their means and standard deviations logged ev-
ery hour. These hourly data were then later processed on a PC in the laboratory to apply 
an improved sonic temperature calibration; horizontal and vertical coordinate rotations 
(Aubinet et al., 2000); the calculation of H (including moisture correction of Schotanus 
et al., 1983); and the Moore (1986) frequency response correction. (Finch, pers. comm. 
2007). 
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Rainfall data were measured at Warren Farm using a ground level tipping bucket 
raingauge, in a sunken pit with a mesh surround, which was logged hourly. 
No meteorological data were available at West Ilsley. Therefore the rainfall and actual 
evaporation measurements from Warren Farm were assumed to be vahd for West Ilsley 
as well. This is not an unreasonable assumption on the basis that the sites are relatively 
close to one another (about 13 km apart) and are at similar altitude (West Ilsley is 173 
m AOD and Warren Farm is 187 m AOD), with a similar land cover (grass). 
An overview of the rainfall and evaporation data are shown below in Figures 4.18 and 
4.19. 
4.6 D a t a overview 
Time series plots of all data, including water content, matric potential at various depths, 
water table depth, rainfall and actual evaporation, for both recharge sites are shown in 
Figures 4.18 and 4.19. At West Ilsley there are significant gaps in the soil moisture data, 
where instruments have been removed due to ploughing and harvesting. For the data 
recorded by pressure transducer tensiometers, the instruments fail in a predictable manner 
due to cavitation (described in Chapter 3) when the matric potential falls below around 
-8.5 m. The plots are shaded grey to indicate when this happens, and data from these 
periods are neglected (or at 1.0 m depth, equitensiometer data are substituted). There are 
also problems with the equitensiometer data from West Ilsley just after the instruments 
have been re-installed in August 2004. This is probably due to poor contact between 
the instrument and the chalk following re-installation. These data are also neglected. 
Generally speaking, the data from Warren Farm are superior, because they are continuous 
over the nearly 3 year period of monitoring. However, water table elevation data at Warren 
Farm are limited in that only monthly readings are available, meaning it is difficult to judge 
accurately the times when a major change in water table movement occurs. 
4.7 Conclusions 
The monitoring scheme employed in this study is perhaps the most comprehensive to be 
implemented in the Chalk unsaturated zone so far. The main strength of this scheme 
is that it uses two complementary instrument types for measuring both water content 
and matric potential at coincident times. However, it is suggested that some potential 
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Figure 4.18 Time series plot of all the logged data from Warren Farm 
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improvements to the the monitoring scheme can still be made. There are no logged 
readings of 9 below 1 m depth, meaning that detailed soil moisture characteristic curves 
(i.e. 9{-^) curves) cannot be produced for the consolidated chalk (although it could be 
argued that the chalk is reasonably consolidated at 1 m depth). Also, the logged readings 
of V' below 1.2 m depth are insensitive in the 'wet-range' (i.e. for ip > —1.2 m, as shown 
in Section 4.3.4). Therefore it is hard to judge whether fracture flow is likely to have 
occurred below 1.2 m depth (this is discussed further in Chapter 5). Finally, all soil 
moisture instruments are limited to the top 4 m of the profile. There are obvious practical 
reasons relating to the installation of these types of instruments which mean it is much 
harder to install them at greater depths. None the less, an improved scheme could be 
developed, which uses some form of pressure transducer tensiometer (such as the deep 
jacking tensiometers used by Wellings, 1984a) and dielectric instruments for measuring 
9 (such as the Theta Probe, described in Chapter 3), to obtain frequent simultaneous 
readings of 9 and t f j in wet conditions, at greater depths. 
Of the instrumentation used in this study, the profile probes and equitensiometers were 
characterised as not well understood, and the data presented in this study go some way to 
improving our understanding. The profile probes were seen to perform well, although it is 
hard to interpret the response at 0.1m depth, where the neutron probe readings are prob-
ably not reliable. However, it was of some concern that the calibration parameters derived 
in this study did not seem to be correlated with depth, and were outside the bounds of 
those suggested by the manufacturer. It is therefore suggested that these instruments can 
provide very high quality data, but it would be very unwise to rely on factory, or other 
standard calibration, parameters. An improved calibration relationship was proposed for 
the equitensiometer. The performance of the equitensiometer was assessed by comparing 
the data with that from a standard pressure transducer tensiometer. It is important to 
understand that the equitensiometer, as a porous material sensor (Mullins, 2001), cannot 
be expected to produce accurate readings in 'wet' conditions, i.e. at high matric potentials, 
as was demonstrated. It is also susceptible to initial air entrapment effects if installed prior 
to, or during a period of wetting. This means the matric potential will be underestimated 
until some significant drying of the soil has occurred to release the trapped air. More 
experiments need to be carried out to fully investigate this phenomenon. However, it is 
easy to prevent this by instalhng the ETENs in late winter/early spring, and despite this 
possible limitation, the data from the equitensiometers were generally good and particu-
larly insightful during dry conditions. One of the ETENs (4 m depth at Warren Farm) was 
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found to give erroneous data, and data from this instrument will subsequently be ignored. 
Rainfall, actual evaporation and groundwater elevation data are available for the sites 
during the study period, and the plots indicate that they contain no obvious errors. Over-
all, these comprise a high quality data-set that is available for analysing the hydrological 
processes in the Chalk unsaturated zone. This will be examined in detail in the subsequent 
chapters of this thesis. 
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Chapter 5 
Analysis of flow processes 
5.1 Introduction 
In the previous chapter we introduced the two recharge monitoring sites, located on Chalk 
outcrops with deep unsaturated zones, and their data products which are to form the 
basis of this study. In this chapter, these data are used to develop an understanding, 
within the context of a body of existing literature, of the hydrological characteristics and 
processes at these sites. It is hoped that these site-specific interpretations, by corroborating 
or contradicting existing hypotheses, will inform us about the behaviour of the Chalk 
unsaturated zone as a generic component of the hydrological cycle of Chalk catchments. 
Furthermore, the understanding of the hydrological processes will be used to inform the 
development of a conceptual model of the Chalk unsaturated zone, presented in the next 
Chapter. 
In this section, the term net effective rainfall is used to refer to rainfall minus evapo-
ration. Runoff, i.e. overland flow, is assumed to be negligible (a common assumption for 
the Chalk, see for example Price et al., 1993), such that all net effective rainfall infiltrates 
into the ground. Furthermore, as the sites are located above deep unsaturated zones, on 
the interfluves, it is assumed that all flow in the unsaturated zone is vertical (i.e. there 
are no lateral sub-surface flows). 
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5.2 Interpretation of data from the Chalk 
5.2.1 The value of localised measurements 
In Chapter 4 the da ta monitoring schemes used in this study were described in detail. It 
was shown by comparing da ta from different instruments tha t the data are on the whole 
reliable. However, there may be complications in the interpretation of the data caused 
by the dual porosity nature of the Chalk. Measurements of 9 are based on an integrated 
volume of rock, whilst measurements of |^) are based on the contact surface area between 
the instrument tip and the rock. This discrepancy has not been explicitly addressed pre-
viously in the context of measurement of 9 and tp of the unsaturated Chalk. Therefore, 
in the following discussion the appropriateness of each measurement for representing the 
bulk fracture-matrix soil moisture properties is considered. 
C a n it b e a s s u m e d tha t the vo lume of rock s a m p l e d for t h e 9 measurements is 
suff ic ient ly large t o represent the bulk fracture-matr ix s y s t e m ? 
It can be assumed tha t the measurement of 9 is representative of the bulk fracture-matrix 
system if the fractures are sufficiently ubiquitous and evenly distributed tha t it is statisti-
cally likely tha t at least one will occur within a volume of rock equal to the sample volume. 
In other words, if the sample volume is at least as large as a representative elementary 
volume for the Chalk (Bear, 1993, p. 3). Profile probes have a radius of influence of ~ 0.1 
m, and neutron probes of between 0.15 - 0.5 m. Therefore, the sample volume is assumed 
to be equal to a sphere of radius 0.1 m. It can be assumed tha t the probability that a 
spherical volume of radius r, will contain a fracture, is equal to the probabihty that the 
fracture spacing is < 2r, in this case < 0.2 m. The study by Bloomfield (1996), which was 
described in Chapter 2, estimated that small fractures in the Chalk are lognormally dis-
tributed with a mean spacing of 0.11 m and standard deviation of 0.13 m. This indicates 
there is a 70% probability tha t the sampling volume is sufficiently large to contain at least 
one fracture. Further confidence can be gained by visual inspection of the photographs 
in Figure 4.6. Here the gridlines are spaced at 0.1 m apart, so a very conservative test 
would be whether every square delineated by these gridlines contains at least one fracture. 
It can be seen tha t in the top 1 m (where P R O F readings are taken) there are clearly 
fractures present in every square. Therefore, the assumption tha t measurements of 9 are 
representative of the bulk fracture-matrix system is valid. 
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C a n it b e a s s u m e d tha t the ^ measurements , f rom a po int wh ich m a y or may 
not intersect a fracture, apply to the pressure in t h e fracture and the matrix? 
It has been observed tha t the English Chalk matrix, for most of the unsaturated zone, 
most of the time, is saturated due to capillary forces (Price et al., 1993). (It is debatable 
whether the temperate English climate is instrumental in this phenomenon, as similar 
observations have been reported from the Chalk of the Negev desert in Israel following a 
6 month period of drought by Nativ et al., 1995). As a result of this phenomenon, the 
transfer of water between the fractures and the matrix is caused by water being absorbed 
by or released from elastic storage in the matrix, which can be described as a process 
of hydraulic diffusion. Barker (1993) suggests tha t the characteristic time for diffusion 
through a matrix block, can be found from: 
fd,=: bSaraVffr (5 1) 
where b is the matrix block half width (m) is the matrix saturated hydraulic conduc-
tivity (m day~^) and Sg is the specific storage (m~^). This time is indicative of the time 
to pressure equilibrium between the matrix and fractures. The specific storage is given by 
(Freeze and Cherry, 1979): 
Ss = pgWr + ePw) ( 5 . 2 ) 
where Pr is the compressibility of the rock (Pa~^), e is the porosity (dimensionless) and 
j3w is the compressibility of water (around 5 x ICri^ Pa~^). The compressibility of rock 
can be related to the Young's modulus, E, and the Poisson's ratio, u by (Ross, 1996): 
. _ 1 _ 3 ( 1 - 2 z / ) 
' bulk modulus E ^ ' 
Bell et al. (1990) looked at core samples from throughout the English Chalk, and 
reported values of E not less than 3.9 GPa, and v not less than 0.19. Assuming a porosity 
of 0.35, this indicates a maximum specific storage in the Chalk of around 6.4 x 10^® 
m"^. Taking a typical value of matrix saturated hydraulic conductivity of 1 mm/day, and 
conservatively estimating the maximum likely fracture spacing to be 2 m (Price et al., 
1993), we obtain a maximum likely characteristic diffusion time for the Chalk matrix of 
around 550 seconds. Barker (1993) reported similar values, in the range of 5 - 500 seconds. 
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Furthermore, approaching the ground surface, the fracture spacing tends to decrease and 
hence tcb decreases with a square dependency on b. Therefore in the near surface, where, 
as will be discussed later, most of the changes are taking place, the fracture and matrix 
will tend to equilibrate even more rapidly. It can therefore be assumed that on the time 
scale of monitoring (i.e. one reading every 15 minutes, or 900 seconds, which is further 
assumed to be representative of the time scale of changes caused by discrete infiltration 
events) matric potential readings from the Chalk (regardless of whether or not a fracture is 
in contact with the instrument tip) are representative of the bulk fracture-matrix system. 
5.2.2 The optimal temporal resolution to represent the system 
When interpreting temporally discrete observations, an assumption is often made that 
the changes that occur in between readings are monotonic. Studies by Hodnett and Bell 
(1990) and Mahamood-ul-Hassan and Gregory (2002) suggested that earlier studies of 
the Chalk were flawed on the basis that only daily data were used, whereas readings 
based on hourly data demonstrated that significant sub-daily changes were common (for 
monitoring frequencies used in previous studies see Table 4.1). In this study 9 and if) data 
were collected with a sampling frequency of 96 day~^ (or one reading every 15 minutes). 
It is assumed that this frequency is sufficiently high to accurately capture the detailed 
response to even the largest of infiltration events. The data can be examined in order 
to determine appropriate monitoring frequencies (assuming this frequency is less than 96 
day~^). The ideal monitoring frequency will be the minimum frequency to capture the 
detail of all significant changes in 6 and -ip. This frequency will also relate to the inverse of 
the optimal time step for modeUing the data. Again, this time step should be as large as 
possible, to minimise computation expense, whilst capturing the detail. Despite the fact 
that adaptive time stepping techniques are now common (see section 2.2.4), the optimal 
time step is still important as it relates to the time scale upon which time varying boundary 
conditions are applied to the model (discussed further in Chapter 7). 
Figures 5.1 and 5.2 show the changes in state over two two-week periods when sig-
nificant changes took place (both wetting and drying). r(j data are plotted both at the 
measurement frequency (96 day~^) and at a frequency of 2 day~^. It can be seen that for 
all ip data below 0.4 m depth, a daily time step was adequate. However, on 13, 19 and 
20 March and 14-18 May 2004, -ip at 0.2 m depth experienced significant non-monotonic, 
sub-diurnal variations. Detailed examination of the time series from November 2003 to 
May 2004 showed this to be the case on 32 occasions (i.e. 32 out of 169 days). It was 
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therefore concluded tha t whilst a daily time step would be adequate for most depths, most 
of the time, to adequately resolve the dynamic, shallow events, a maximum time step of 
0.5 day (as plotted in Figures 5.1 and 5.2) would be necessary. It was further found that 
the best representation of the observed data could be obtained by sampling the data at 
06.00 and 18.00 every day. Sampling at 00.00 and 12.00 tended to miss the peaks and 
troughs in the data. 
5.2.3 Periodicity of the data 
28-NOV-2003 05-Jan-2004 12-Feb-2004 21-Mar-2004 
Frequency content of x(t) 
28-Apr-2004 
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10" 1 0 " 10 
Frequency (day ) 
Figure 5.3 Demonstrative use of discrete fourier transform to identify 
small amplitude diurnal fluctuations for the function x{t) = 0.2sin(27rt) + 
5sin(27rt/30) 
In some situations, knowledge about the periodicity of a data set could be useful to 
disaggregate the da ta on to a finer timescale (for example, to predict sub-daily patterns 
from a daily da ta set). It is possible to gain insights into the periodicity of the soil moisture 
state by transforming the data from the time domain into the frequency domain. This 
can be done by means of the Fourier transform (Chapra and Canale, 1998, p 521). To 
demonstrate this, consider a function, x{t), with two sinusoidal components - one with a 
period of 1 day and a small amplitude, and with a period of 30 days and a large amplitude: 
X = 0.2 sin(27rt) + 5 sin(27rt/30) 
The function, sampled every 15 mins, is shown in Figure 5.3. If we perform a discrete 
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Figure 5.4 Frequency content of the matric potential data from West Ilsley at 
0.2 m depth, during a period where the record is continuous and rapid changes 
occur 
Fourier t ransform on x, and plot the result on a meaningful frequency scale, we can identify 
the diurnal signal, as shown in Figure 5.3. 
The same technique can be applied to the observed soil moisture data, to identify 
frequencies at which there is a discernable periodicity. In order to test the most extreme 
case, the shallowest observations of ^ were used in this analysis, during a period from 
November to May at West Ilsley, where a continuous record was available, and the changes 
in state were large. The results, shown in Figure 5.4, indicate tha t there is no discernable 
diurnal periodicity in the data. As such, it is not possible to use this approach to 'in-fiH' 
(or disaggregate) coarse time scale data. 
5.3 The role of the soil layer 
Figure 5.5 shows the statistical properties of the water content profile from the NP data, 
from the various access tubes at both sites. The standard deviation, cr, is plotted as 
a bar about the mean, 9, and the maxima and minima points are also shown for each 
depth. Below I m depth, in the consolidated Chalk, 9 and a were relatively constant, and 
a was generally small, with a magnitude of less than 4%. This is consistent with the 
understanding tha t the Chalk matrix normally remains fully saturated due to capillary 
forces (Price et al., 1993), and the changes could speculatively be associated with the 
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filling and emptying of the fractures. Above 1 m depth, in the soil/weathered chalk layers, 
6 tended to increase with depth and a was larger, up to more than 15%. If it is assumed 
that water in the fracture domain is highly mobile relative to the water in the matrix 
domain, this suggests the volume of active storage will increase closer to the ground 
surface. Consequently, attenuation, which is a function of storage, will also be larger 
closer to the ground surface, such that high intensity infiltration events are more readily 
absorbed, and the water released gradually to the layers below. At West Ilsley between 
1.4 and 2.0 m depth there is a dip in the water content, which can be interpreted as a 
region with a lower porosity. This is most likely caused by the presence of impermeable 
fiints, at least two of which can be clearly seen in the photographs of the Chalk profile at 
West Ilsley, (Figure 4.8) at 1.63 and 2.07 m depth. However, the changes in water content 
(as opposed to the mean water content) at these points are not noticeably different from 
the regions immediately above and below them. Therefore, it is reasonable to assume that 
whilst the matrix porosity is reduced by the presence of the flints, this will have a small 
effect on the hydraulic properties (in terms of fiow and storage), especially because the 
matrix tends to remain at or close to saturation. 
Time series plots from instruments monitoring the near surface properties also show 
clear evidence of attenuation. This is exemplified by Figure 5.6, which shows the tp re-
sponse of the profile at West Ilsley to a number of significant rainfall events in the Winter 
of 2003/4. The magnitude of changes in ijj following rainfall are reduced with depth as 
the infiltration pulse is progressively absorbed into storage. 
These findings are consistent with the understanding of the soil as an attenuating layer, 
originally put forward by Cooper et al. (1990). However, the data suggest that, as well 
as the shallow soil layer (0.2 m deep), the weathered Chalk layers also play an important 
role in the attenuation of rainfall inputs. Furthermore, as well as this attenuation, which 
is attributable to the hydraulic properties of the soil, water extraction by the plant roots 
(which are present down to 1 m depth, but most densely concentrated in the top 0.2 
m) will also play some role in reducing the volume of an infiltrating pulse with depth. 
However, plant uptake alone cannot explain the attenuated response, because the rates of 
evapotranspiration are much lower than the rates of infiltration following a rainfall event. 
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Figure 5.6 Matric potential data from West Ilsley demonstrating the attenu-
ation of flow processes in the top 1 m of the profile 
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5.4 Profile response during positive net effective rainfall 
The detailed response of the profiles was examined for periods during which rainfall exceeds 
evaporation, and the water table rises. Data were available for the winter period of 2003/4 
for West Ilsley and Warren Farm, and for the winter of 2004/2005 for Warren Farm. 
Figures 5.7, 5.8 and 5.9 show the profile response in terms of xp, hydraulic head profiles, 
the onset of fracture flow with depth, and the water table response (as well as daily 
rainfall and evaporation data recorded at Warren Farm). The ip time series plots show the 
response of the profiles to rainfall events. There tended to be a rapid increase in matric 
potential straight after the main rainfall events, which was followed by a more gradual 
recession, as the profile drained. The response was attenuated with depth, so that by 3 
to 4 m depth there was a gradual increase in ip over time, and hardly any response to 
individual rainfall events. 
At West Ilsley, there was a discrepancy between ATEN and ETEN data, which was 
discussed in Chapter 4. It is believed that the changes in tp recorded by the ETENs 
were approximately correct, whereas the magnitudes were wrong. Therefore, hydraulic 
head profile plots were constructed, but to avoid an artificial discontinuity, the ETEN 
data were shifted by the difference between the ATEN and ETEN data at 1 m depth. 
At West Ilsley, in December 2003, there was a large downward head gradient in the top 
1 m, but no significant head gradient below this. In Figure 5.7 the successive profiles 
show that the head gradients became more linear over time, i.e. the gradients decreased 
in the near surface and increased at depth. By the end of this period, there was a fairly 
constant downward head gradient throughout the profile. At 4 m depth, the downward 
head gradient was first established in mid December, and continued beyond the end of 
April, indicating that during this period drainage from the top 4 m was occurring. The 
water table began to rise in early January, about 20 days behind the onset of drainage from 
4 m depth. Figure 5.7 also shows when the tp data in the top 1.2 m of the profile exceeded 
-0.5 m, the threshold identified by Wellings (1984a) for fracture flow. It is interesting 
to observe the progressive pattern of the apparent onset of fracture flow with depth. It 
appears to be well correlated with the rise of the water table. However, it should be noted 
that at 1.2m depth, the threshold was not exceeded until February, 1 month after the 
onset of water table rise. It was not possible to determine whether fracture flow occurred 
at depths greater than 1.2 m (the ETENs do not return reliable data &t ip — —0.5 m). 
However, the data patterns suggest that the occurrence of fracture flow is likely to be 
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Figure 5.8 Warren Farm profile response during water table rise in 2003/4 
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Figure 5.9 Warren Farm profile response during water table rise in 2004/5 
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reduced with increasing depth below 1.2 m. 
At Warren Farm, the ATEN and ETEN data were consistent with one another, hence 
the hydraulic head profiles in Figures 5.8 and 5.9 were not corrected, and the discontinu-
ities were relatively minor. In both 2003/4 and 2004/5 the initial head profile contained a 
convergent zero flux plane (ZFP). This indicates that prior to the periods plotted, water 
was drawn up from below 3 m depth to satisfy evaporative demand. In 2003/4 the head 
profiles responded very similarly to those at West Ilsley. The pattern of the onset of frac-
ture flow for 2003/4 shows that there was very little delay between fracture flow occurring 
at 0.4 m and down to 1.2 m. That is to say, there was less attenuation of fracture flow at 
Warren Farm than at West Ilsley, which suggests that fracture flow will occur at greater 
depths at Warren Farm. In 2004/5 (Figure 5.9) the ip time series data showed that the 
near surface (z < 4 m) wets up ear her, and more rapidly (i.e. with a steeper gradient 
in dip/dt) than the previous year. This is because there was a large amount of rainfall 
in October 2004. However, during the subsequent months there was very little rainfall 
(see Figure 8.5 in Chapter 8, which shows that there was unusually low rainfall between 
November 2004 and February 2005). As a result, the profile was drier than the previous 
year (see the head profile plots), and fracture flow occurred less frequently and for shorter 
durations. Consistent with this observation, the water table rise in 2003/4 was also less 
dramatic than 2004/5. Note, as water table data are only collected monthly at Warren 
Farm it was not possible to determine exactly when the water table began to rise. 
5.5 Profile response during negative net effective rainfall 
During periods for which the accumulated net effective rainfall is negative (i.e. evaporation 
exceeds rainfall), low matric potentials will be developed in the rooting zone, which in turn 
will create positive upward hydraulic head gradients, hence upward flow. Upward flow in 
the Chalk is, in some respects, less complicated than downward flow due to that fact that 
flow through the fractures is very unlikely to play any role. The responses of the profiles 
at West Ilsley (2004) and Warren Farm (2004 and 2005) during such periods are shown in 
Figures 5.10, 5.11 and 5.12. 
Figure 5.10 shows the response at West Ilsley in the late spring/early summer of 2004, 
when the evaporation was relatively high, and rainfall was low. The ijj time series plots 
show how the profile dried out progressively with depth, with at 0.2 m depth falling 
first, and the deeper readings following behind, one after the other. When the ATENs 
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Figure 5.10 West Ilsley profile response during a period of negative net effec-
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cavitated, as fell below -8.5 m, the data were not plotted. The ETEN data at 1 m 
depth tended to lag behind the ATEN data at 1 m depth, again due to trapped air in 
the ETENs at West Ilsley. At the beginning of the period plotted there was a relatively 
uniform downward head gradient, indicating that most of the profile was draining, but 
there appeared to be a divergent zero flux plane near the surface, at 0.4 m depth. Over 
time, the ZFP moved downwards, and a relatively large upwards head gradient developed 
which extended to around 2 m depth. Therefore, to satisfy evaporative demand, water 
was being drawn from storage in the Chalk matrix in the top 2 m of the profile. Below the 
ZFP, a downward head gradient persisted until June, when there was no head gradient at 
4 m depth. Correspondingly, the water table continued to rise (albeit far less steeply than 
during the period of positive net effective rainfall) until June. Therefore, the water table 
can still rise during periods when evaporation exceeds rainfall. 
At Warren Farm, the ETEN and ATEN data at 1 m depth corresponded very well 
with one another for both years. For both years (2004 is shown in Figure 5.11 and 2005 
in Figure 5.12) the near surface response was similar to that at West Ilsley, apart from 
the fact that at Warren Farm the upward head gradient was less steep and extended to a 
greater depth (below 3 m - the deepest reliable measurement of xf)). This could be due to 
the difference in the depth of the water table between the two sites. The capillary fringe 
of the Chalk matrix is understood to be of the order of 30 m deep (Price et al., 1993). 
The water table at Warren Farm during the periods being discussed was between roughly 
31-37 m BGL. Therefore, under conditions of drainage alone (no rainfall or evaporation) 
to reach steady-state conditions, only the top 1-7 m of the profile would need to drain; 
below this the profile would remain saturated by capillary forces. However, at West Ilsley, 
where the water table was around 70 m BGL, in order to reach steady-state conditions the 
top 40 m would have to drain. Therefore, at West Ilsley the evaporative fluxes (upwards) 
were having to compete with much larger drainage fluxes (downwards), and as a result the 
zero flux plane was shallower and the upward gradient is steeper. At Warren Farm, water 
was more readily available from the capillary fringe, so the zero flux plane was deeper and 
the upward gradient less steep. 
At Warren Farm in 2004, the water table continued to rise over the period plotted, as 
it did at West Ilsley. At Warren Farm in 2005, however, the water table fell. This was 
probably more to do with the low levels of rainfall during the winter of 2004/5 than the 
evaporative losses from the near surface during the spring/early summer of 2005, which 
were not very different from the previous year. 
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5.6 Water table response to net effective rainfall 
The above analysis shows that fracture flow alone cannot explain the recharge response in 
the Chalk, and tha t whilst fracture flow does occur in the near surface of the profile, its 
overall significance is unclear. In this section, recharge through the matrix is explored. 
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Figure 5.13 Time lag between cumulative rainfall minus actual evaporation 
(measured at Warren Farm) and water table response (measured at West Ilsley) 
Assuming tha t surface runoff' is negligible (Price et al., 1993) then the cumulative 
rainfall minus actual evaporation, R-AE (mm), gives the volume of water which will pass 
through the unsaturated zone and leave as recharge to the saturated zone (assuming flow 
through the unsaturated zone is vertical). West Ilsley is located close to the interfluve. 
The water table response at the interfluve, or groundwater divide, can be considered to be 
a result of two factors: natural recession in response to a lateral head gradient differential 
in the saturated zone, and an inffow of recharge from the unsaturated zone. Hence, when 
recharge exceeds the recession, the water table rises and when recession exceeds recharge 
it falls. Consequently, a stationary water table does not necessarily imply that there is 
no recharge. The water table response, whilst not directly proportional to the recharge 
flux, is indicative of changes in the recharge flux. It is insightful to compare the timing 
of the cumulative R-AE with the water table response, as plotted in Figure 5.13 for West 
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Ilsley. In 2004 the delay in timing between the peak of the R-AE signal and the peak in 
the water table (i.e. minimum water table depth below ground level) was 26.5 days. For 
this period the average water table depth was about 73 m. Using the technique applied by 
Headworth (1972), an apparent percolation rate (that is, the unsaturated depth divided by 
the time lag between the net effective rainfall and the water table peak) of 73/26.5 = 2.8 
m/day is found. This value is consistent with the range of values found by Headworth 
for the Chalk. Headworth proposed the 'displacement mechanism' of recharge in the 
Chalk, whereby the matric potential is transmitted down through the profile by means of 
a diffusive (pressure) process. Because the matrix is saturated (or close to saturated), the 
available storage is small, hence the change in ip is transmitted rapidly through the profile, 
and at the bottom of the unsaturated zone the increase in if) causes the water table to 
rise. In terms of the water balance, if this mechanism is correct then the volume of water 
input from rainfall would be largely concentrated at the top of the profile, whilst the water 
recharging the groundwater, would come largely from the storage in the unsaturated zone 
immediately above the water table (i.e. water moves through the unsaturated zone in a 
piston like manner, hence the alternative term piston displacement. Price et al., 1993). 
This mechanism allows recharge to occur via the matrix at apparent percolation rates 
much greater than the matrix saturated hydraulic conductivity. 
As was mentioned in Section 5.2.1, Barker (1993) has suggested that diffusion through 
the Chalk matrix has an associated characteristic time, tcb- Instead of using b to represent 
the matrix block width, here it represents the average depth of the Chalk unsaturated zone, 
which is 73 m. In Section 2 a maximum likely value of specific storage was obtained for the 
Chalk, based on data reported by Bell (1987). If we now use the same procedure to derive 
a mean (as opposed to maximum) value, we obtain Sg = 4.9 x 10"® m~^. Assuming Kg is 
1 mm/day (Mathias, 2005), then Equation 5.1 gives us t^b = 26.1 days. This calculation 
is based on arbitrary parameter values, but the fact that the observed lag time in 2004 
and the characteristic time for diffusion are similar seems to support the displacement 
mechanism hypothesis. However, the delays between the troughs in cumulative R-AE and 
water table in 2004 and 2005, as well as in the peaks in 2005, ranged between 62 and 71 
days (see again Figure 5.13). These values are much higher than the characteristic diffusion 
time. This gives an apparent percolation rate of 0.88 m/day, which is inconsistent with 
the range of values reported by Headworth (1972) which ranged from 1.5 to 6.7 m/day. 
This therefore demonstrates that recharge processes in the Chalk cannot be universally 
represented by hydraulic diffusion through a saturated matrix. 
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This analysis was not possible at Warren Farm, as only monthly water table data were 
available. However, it is still interesting to compare the water table response at West 
Ilsley and Warren Farm, as shown in Figure 5.14. The change in water table elevation at 
Warren Farm was around 11 m, whereas at West Ilsley it was around 8 m. This could 
be because the recharge signal was more attenuated at West Ilsley, where the unsaturated 
zone is about twice as deep, but it would also be strongly dependent on the thickness of 
the saturated zone at each site. In terms of timing, the response at Warren Farm lagged 
behind that at West Ilsley. This is counterintuitive, because it would be expected that 
the shallower water table at Warren Farm would respond faster. This could be because of 
different hydraulic properties between the two sites, in particular in the soil layer, which 
is understood to attenuate the rainfall inputs. Figure 5.5 does indicate that there is 
more variation in water content and hence more storage at Warren Farm than West Ilsley 
between 0.5 and 1.5 m depths, which might explain the different water table responses. 
Alternatively or additionally, this could be due to the regional groundwater flow patterns, 
and this is explored further in Chapter 7. 
5.7 Conclusions 
In this Chapter, by analysing the meteorological, soil physical and water table data it has 
been possible to make an number of useful observations about the movement of water 
through the Chalk unsaturated zone. 
It was demonstrated theoretically that volume averaged readings of water content and 
point readings of matric potential are suitable for monitoring the Chalk. To adequately 
monitor the Chalk, readings of 9 and tp must be taken at least twice daily, at 06:00 and 
18:00 (to capture the peak and trough). However, as this would require automatically 
logged instruments, there is no reason not to monitor the system more frequently - hourly 
at least. In this study no benefit was gained from monitoring sub-hourly data. 
As well as the soil layer, the weathered Chalk layers in the top 1 m of the profile play 
an important role in attenuating the infiltrating fluxes. By absorbing the high intensity 
fluxes into storage, and releasing the water more gradually, these layers will rcduce the 
occurrence of fractiare flow in the consoUdated Chalk. The ATEN data provided valuable 
insights into the occurrence of fracture flow. This was seen to occur in the winter at 
both sites. At West Ilsley fracture flow was initiated progressively with depth, and the 
frequency and duration were reduced with increasing depth. At Warren Farm, however. 
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there was less attenuation of fracture flow with depth, suggesting that at this site fracture 
flow may occur at greater depths. However, for both sites it was not possible to observed 
whether fracture flow occurred below 1.2 m depth. 
The ETEN data provided valuable insights into the head gradients over the top 4 m of 
the profile. These indicate when drainage is occurring in the winter, and the development 
of zero flux planes in the summer. It appears that for shallower water table depths (i.e. 
thinner unsaturated zones) the zero flux plane developed in the summer reaches greater 
depths, with a less steep gradient. Therefore water is drawn up from greater depth to 
satisfy evaporative demand. Due to the deep zero flux planes (2 m depth or more) the 
concept of soil moisture deflcit is probably redundant in the case of the Chalk, and actual 
evaporation is likely to be equal to, or close to, potential. As such, models that assume 
recharge occurs when rainfall exceeds evaporation and the soil moisture deficit is zero 
(such as MORECS, Thompson et al., 1981) are inconsistent with the observed behaviour 
of the Chalk unsaturated zone. 
The displacement, or piston displacement, mechanism was able to explain the recharge 
response at West Ilsley in 2004 but not in 2005. Therefore, hydraulic diffusion through the 
saturated Chalk matrix cannot universally explain the recharge response. Furthermore, 
the water table was observed to continue rising after the near surface had become quite 
dry {ijj < —8.5 m), meaning that fracture flow alone cannot explain the recharge response. 
To summarise; 
• The matrix must play a highly significant role in transmitting recharge; 
• In some conditions the saturated matrix may transmit water by hydraulic diffusion 
(which is rapid), and in other conditions the partially saturated matrix may transmit 
water by intergranular seepage (which is much slower); 
• It is unclear how significant the role of the fractures is to recharge processes. 
Note, despite the two possible modes of recharge via the matrix leading to potentially 
different rates of transfer of water from the surface to the water table, this will not affect 
the associated rate of solute transport. This is because, with the displacement mecha-
nism, when water enters the top of the unsaturated profile, it displaces water from the 
bottom. The solutes, however, must still travel through the system by advection, diffusion 
and dispersion processes. Therefore, the distinction is academic in the context of solute 
transport, and furthermore, the rate of solute transport may be completely independent of 
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the apparent rate of movement of water (this is discussed and accounted for in the model 
developed by Jackson et al., 2006). 
As suggested in Chapter 4, it would be useful to install deeper pressure transducer 
tensiometers, in order to observe whether fracture flow occurs at greater depths than 1.2 
m. This is suggested for further work. In the next two Chapters, a physically based model 
will be developed for the Chalk unsaturated zone, and applied to the data described above. 
The objective of the modelling exercise is to provide further insights into the hydrological 
processes in the Chalk unsaturated zone, and in particular insights into the nature of 
matrix flow, and the significance of fracture flow. 
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Chapter 6 
Model development 
6.1 Introduction 
In the previous chapter, the data from West Ilsley and Warren Farm were analysed to 
gain insights into the hydrological processes that govern the movement of water through 
unsaturated chalk. It was postulated that fracture flow might be relatively rare, and 
that movement of water by the displacement mechanism through the matrix is probably 
dominant. 
In order to make predictions about how a hydrological system will respond to any 
given set of conditions, we use our understanding of that system to develop a concep-
tual model. Conceptual models have two components: model structure and parameters. 
Broadly speaking, the model structure is derived from the largely qualitative judgements 
that we make about which processes are important. Conversely, the parameters quantita-
tively define the properties (which may be purely empirical, purely physical, or somewhere 
between the two) of the model. In this chapter, a numerical model is developed to represent 
the flow processes in the unsaturated Chalk. This comprises various stages: development 
of a conceptuahsation for the Chalk (fractured porous medium); development of a suitable 
parameterisation for the Chalk, which accounts of the important role of the soil layer; a 
suitable representation of the soil-plant-atmosphere interface (given that we have mea-
sured actual evapotranspiration); an appropriate lower boundary condition (given that we 
cannot directly model a water table response with this type of model); and the develop-
ment of a numerical model. The model developed in this chapter will be applied to field 
sites in the next chapter, in order to firstly explore issues of parameter identifiability, and 
subsequently gain further insights into the hydrological processes. 
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6.2 A model for the Chalk 
As described in detail in Chapter 2, the Chalk comprises a fine-grained porous matrix (high 
porosity 20-45%, low permeability < 10"^ m/day) intersected by a fracture network (low 
porosity <2%, high permeability > 10"^ m/day) (Price et a l , 1993). Consequently, two 
domains must be considered, and the movement of water and solutes within and between 
these two domains may be complex. In the notation here we use the superscripts m and 
/ to refer to the matrix and fracture domains respectively. 
Approaches to numerically modelling the flow in fractured porous media were reviewed 
by Doughty (1999), and include, in increasing order of complexity, single-continuum, ef-
fective continuum and dual continua approaches (we ignore explicit fracture discretisation 
and explicit fracture and matrix discretisation approaches, which are appropriate where 
individual features, such as a hydrologically important fault, can be identified). A single 
continuum model is appropriate when one considers a single process that primarily acts in 
a single continuum (for example, this might be appropriate for a flow model if either the 
fractures or the matrix have a negligible effect on the flow processes). When two continua 
are both present and active, it is necessary to use one of the other approaches. An effec-
tive continuum model, ECM, assumes that each grid block contains both a fracture and a 
matrix component. This requires that the fractures and matrix be in pressure equilibrium, 
which is equivalent to assuming that flow between the domains is instantaneous. A dual-
continua model consists of fracture grid blocks and matrix grid blocks, which do not have 
to be in equilibrium. Each fracture grid block may be associated with one matrix grid 
block, such that flow between the fractures and the matrix is approximated as quasi-steady 
state, as in the model presented by Warren and Root (1963). Alternatively, multiple ma-
trix blocks may be associated with each fracture block, such that transient flow between 
the fracture and the matrix can be simulated. Furthermore, the dual continua model may 
be formulated as a dual porosity model (whereby global flow occurs only between fracture 
grid blocks) or dual permeability model (whereby global flow occurs within both fracture 
and matrix continua). 
It is desirable for the simplicity and computational efficiency of the model to use an 
ECM approach, but before we do so, it is necessary to determine whether the inherent 
assumptions of this method are valid for the Chalk. 
6.2.1 On the applicability of the Equivalent Cont inuum Model 
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Doughty (1999) found that the ECM adequately models the steady-state processes in 
fractured porous media because the system is not too far away from fracture-matrix 
equilibrium, but will not necessarily be applicable to transient flow problems. Zimmerman 
et al. (1995, in Appendix C of their report) present a criterion for deciding whether a 
fractured porous medium can be treated as an equivalent continuum. It is assumed that 
if the time required for matrix imbibition is sufficiently small compared with the time 
taken for fracture flow across the matrix block, then the ECM will be valid. Zimmerman 
et al. (1990) developed an approximate solution for the time required for a matrix block 
to fully saturate, when the boundary matric potential increases from some initial value, 
ipi to 0. The solution is based on an analytical solution to Richards' equation for one-
dimensional flow into a semi-infinite block, applying van Genuchten-Mualem hydraulic 
properties. The solution for the time for imbibition (the displacement of air in the matrix 
pores with water), ti, is given by Equation 6.1 (From Zimmerman et al., 1990, Equation 
38 with 'normalised time' of 8 from Figure 7 in their report): 
" [n+l)K,„ 
where 0™ is equivalent to the matrix porosity, a [m~^], n and m are van Genuchten 
parameters for the matrix, [m^] and Am [m^] are the matrix block volume and surface 
area, Ks,m is the matrix saturated hydraulic conductivity [m/s] and Sgg, S^r and Sei 
are the saturated, residual and initial effective saturation of the matrix. Taking Chalk 
matrix properties from Mathias (2005), we obtain values of 0™ = 0.35, a = 0.033 m ^ \ 
n = 3, m = 0.667 and Ks,m — 1 mm/day (note, parameter values will be discussed in 
detail in Chapter 7). For a conservative calculation, we assume a cubic matrix block of 
length, Lm = 0.51 m (the maximum fracture spacing suggested by Bloomfield, 1996), 
hence V = 0.133 m^ and A = 1.56 m^. Ses and Ser are taken to be 1 and 0. Therefore, a 
range of values for ti can be obtained for a range of initial saturation values. 
We also need to characterise the time for fracture flow to occur across the matrix block, 
t f . This can be calculated from the fracture pore velocity and the block length (Doughty, 
1999) using the equation: 
t ; = (6.2) 
where e/ is the fracture porosity, which is assumed to be 1 % (Mathias, 2005) and q [m/s] 
is the Darcy flux through the medium, which can be equated to a rainfall infiltration 
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flux. For the rainfall data from Warren Farm (see Chapter 4) there was a maximum daily-
rainfall ra te of 50 mm/day. Hence, ignoring the effect of the soil layer as an attenuator of 
this flux (as described in Chapter 5), a range of rainfall rates from 0 to 50 mm/day were 
considered. 
Using these two relationships (Equations 6.1 and 6.2) with the ranges of rainfall rates 
and initial matrix saturations, the conditions for which the ECM methodology is appro-
priate (i.e. ti < t f ) can be established. The result is shown in Figure 6.1. 
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Figure 6.1 Comparison of the time for matrix imbibition as a function of 
saturation with the time for fracture flow across the matrix block as a func-
tion of rainfall intensity, to determine whether the fracture-matrix equilibrium 
assumption is valid 
Figure 6.1 shows tha t there is a trade off between the two variables rainfall rate and 
initial saturation. When the rainfall is highest (50 mm/day) , fracture flow across the 
matrix block takes 2.4 hours. Therefore, for the ECM to apply, the initial matrix saturation 
must not be less than 68 %. On the other hand if the initial matrix saturation was zero (a 
very unrealistic scenario) it would take 5.3 hours for the matrix to absorb water from the 
fracture, hence the rainfall rate would have to be less than 23 m m / d a y for the ECM to 
apply. For values outside these limits, the applicability will depend on both parameters. 
The worst case scenario would be when the matrix saturation is low, and the infiltration 
rate is high, which would potentially be associated with high rainfall in the summer months 
(when the upper profile is driest). 
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In Chapter 4, various evidence suggest that the Chalk is consolidated below 1 m depth 
(whereas above this the Chalk is weathered with considerably smaller matrix block sizes). 
Analysis of the water content data collected in this study using neutron probes, from the 
two Chalk sites (described in Chapter 4 and plotted in Chapter 5), shows that the minimum 
effective saturation (assuming Sg — 9/ma.x{0)) below 1 m depth was (coincidentally) 
68%. This is sufficiently high that the matrix can absorb the maximum rainfall rate of 50 
mm/day. Furthermore, in Chapter 5 it was shown that there is considerable attenuation 
of the rainfall inputs with depth, such that by 1 m depth, the infiltration rate would 
be considerably lower. Therefore, based on the theoretical criteria of Zimmerman et al. 
(1995), and the observed water content data, it is concluded that the ECM assumptions 
are valid for the CUZ model. Note, the criterion presented above is more conservative 
than the time to reach pressure equilibrium in a saturated matrix block by diffusion (for 
example, using the characteristic time for diffusion presented by Barker, 1993), such as 
used by Mathias (2005). 
6.2.2 Previous models for the Chalk 
Two previous studies have attempted to model the hydrological processes in the unsatu-
rated Chalk: Brouyere (2006) and Mathias et al. (2006). Both studies were carried out as 
part of a PhD, and more details can be found from their theses (Brouyere, 2001; Mathias, 
2005). Despite the fact that these studies were carried out independently, the conceptual-
isation of the Chalk and the methods used to parameterise the hydraulic properties were 
very similar - that is to say, both models were based on the ECM approach, they both 
identified matrix domain parameters from observed data and derived fracture domain pa-
rameters from a set of (somewhat arbitrary) assumptions. The main difference between 
the two models is in the manner in which the fracture-matrix domains are combined in 
order to obtain the bulk properties. In general ECM approaches are based on a standard 
solution for Richards' equation, but using hydraulic properties which represent the bulk 
fracture-matrix properties. In order to achieve this, Brouyere defines a threshold ma-
tric potential, ipj, whereby the medium switches between matrix and fracture properties. 
Mathias uses a different technique, obtaining the bulk properties by summing properties 
of each of the two domains, that is; 
= + c ( v ) = c ^ ( v ) + c r ( v ' ) ; W ) = ^^(V') + ;^r(V') M 
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where the subscript b indicates that the properties for each individual domain are relative 
to the bulk porous medium (e.g. is 1 % and not 100 %, as would apply if the properties 
were specified relative to the individual domains). The effect of this difference in approach 
is that the fracture parameters may be different (in theory Brouyere should obtain a 
fracture saturated hydraulic conductivity, Ks, equal to the sum of the Mathias fracture 
and matrix Ks)- Other than the parameter values, the distinction is academic, in that 
either method could be used to obtain an identical outcome. 
Brouyere et al. (2004) analysed core samples from the Senonian Chalk formations of the 
Geer basin in the eastern part of Belgium (reported in more detail, in French, in Brouyere, 
2001). The samples were initially saturated and then ijj was reduced to - 150 m HaO. The 
test was designed to examine the Chalk matrix properties, however, rapid desaturation 
over the range of potentials 0 > tp > -0.4 m was attributed to drainage of "micro-fissures", 
and these data were ignored. The 9{ip) data were fitted for the matrix using the van 
Genuchten (VG) model, with fixed at 1 % in order to reduce the number of fitting 
parameters. Estimates of VG parameters associated with the fractures, in the absence of 
data, were made based on various assumptions. The fracture porosity was assumed to 
be 1% (consistent with Price et al., 1993), and fracture air entry pressure, l/ct^ assumed 
(arbitrarily) to be -0.1 m, in order to desaturate the fractures at weak suctions. The 
VG parameters and 0/ were derived by assuming continuity at the threshold matrix 
potential, ipj, such that: 
ag/ ' (6.4) 
j dip 3 
This provides an intractable system of equations, which is solved for and by 
numerical optimisation. This ensures the bulk fracture-matrix 9{'ip) and C(i/') curves are 
smooth and continuous. However the parameter values of tpj (which was assumed to be 
-0.4 m) and a-^ (1/-0.1 m~^) are arbitrary. The resulting parameters are shown in Table 
6.1. 
Mathias et al. (2006) estimated Chalk parameters for the Brooks and Corey (BC) 
model, based on Chalk properties reported in the Uterature (reported in more detail in 
Mathias, 2005). Effective saturation curves for the Chalk matrix were derived from mer-
cury intrusion experiments carried out by Price et al. (1976), and these data were fit with 
the BC model (by identifying the parameters = -30 m and = 2). For the frac-
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tures, a range of values for were considered from -0.2 to -0.025 m. Model simulations 
of coupled flow and transport found this parameter to be insensitive, and therefore the 
value of -0.05 m was selected. It was assumed that the fractures would have an effective 
saturation of 1% when the potential was at the air entry potential of the matrix (again, 
an arbitrary assumption made in order to be able to obtain parameters for the fracture 
domain). Therefore, can be found from (recall Equation 2.4): 
= 0.01 = (6.5) 
which yields = 0.72. These BC model parameters can be converted to equivalent VG 
model parameters, by applying the transformations a = —1/ips and n = X + 1 (Mathias, 
2005). The equivalent VG parameters for the Chalk matrix and fractures are shown in 
Table 6.1. It is concerning that the parameters (and particularly the matrix parameters) 
from Brouyere and Mathias are so different. The only consistency is the fracture porosity 
(1 %). To compare these results in a useful manner, Figure 6.2 shows a plot of the bulk 
fracture-matrix curve from each study, using 0™ and 6^ values of Brouyere in the 
Mathias model. Prom the plot it is clear that the main difference is that the matrix of 
Brouyere tends to desaturate far more readily at moderate (-10 m HgO) potentials, hence 
the markedly different n parameter for the matrix which essentially controls this slope. 
In each case, the experimental methodology upon which the matrix properties are based 
differ. Whilst Brouyere's properties, based on data derived using Richards' apparatus 
(Richards, 1941, Brouyere, pers. comm. 2006), appear inconsistent with a body of work 
that has been carried out on the English Chalk (especially the curves of Cooper 
et al., 1990; Mahamood-ul-Hassan and Gregory, 2002, reviewed in Chapter 2), they none 
the less suggest that the widely held assumption that the Chalk matrix air entry pressure 
is -30 m (often cited, and originating from a single study looking at mercury intrusion 
experiments, by Price et al., 1976) be re-examined. It is therefore suggested that further 
laboratory testing of English Chalk matrix samples using both mercury intrusion and 
Richards' apparatus techniques would be useful, and moreover a comparison of these 
techniques would also be insightful. 
In this study we have data which will allow us to parameterise the fracture properties, 
so we can dispense with the arbitrary assumptions made by both Mathias and Brouyere. 
We will adopt the method of Mathias for combining the domains (i.e. Equation 6.3), 
because it is easier to implement and to scale as a function of depth (see below). 
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Study Domain dr Qs a (m ^) n 
Brouyere et al. (2004) 
Matrix 
Fracture 
0.01 0.41 0.099 1.1 
0.4088 0.42 10 3.11 
Mathias et al. (2006) 
Matrix 
Fracture 
0 0.35 0.033 3 
0 0.01 20 1.72 
Table 6.1 Comparison of Chalk SMC parameters from studies by Brouyere 
(2006) and Mathias et al. (2006) 
0.43 
Brouyere 
Mathias 
V ( m ) 
0.37 
0.36 
0.3q | 
<D 
0.34£ 
0.33 
- 1 0 
0.32 
-2 
Figure 6.2 Comparison of Mathias et al. (2006) and Brouyere (2006) Chalk 
soil moisture characteristic relationships 
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6.2.3 Representa t ion of soil and weathered Chalk layers 
The importance of the soil layer as a control on the unsaturated zone flow processes 
in the Chalk has been highlighted by Cooper et al. (1990) and Mathias et al. (2006), 
and further demonstrated by the data presented in Chapter 5. Previous models have 
represented the soil as a discrete layer (Brouyere, 2006) or as completely uncoupled from 
the unsaturated Chalk (Mathias, 2005). In this study, we seek to demonstrate a more 
satisfactory, physically realistic representation of the soil and weathered chalk layers. 
Prof i le conceptua l i sa t ion 
In Chapter 4, Figures 4.6 and 4.8, photographs of the soil layer (West Ilsley and Warren 
Farm) and upper layers of the Chalk (West Ilsley only) were presented, reproduced for West 
Ilsley below in Figure 6.3. These show significant changes in the structure and material in 
the top 2 m of the profile. As we approach the surface, the Chalk becomes progressively 
more weathered, until in the upper 0.2 m or so there is a soil layer. Furthermore, in 
Chapter 5, 9 and -ip da ta provide clear evidence of at tenuation of the flow processes by 
the near surface layers. The progressive changes are particularly evident in the statistical 
properties of the neutron probe 6 data, again reproduced in Figure 6.3. It is reasonable 
to associate the degree of variation of 9 at each depth with the degree of fracturing, under 
the assumption tha t the matrix will generally remain saturated (i.e. at a constant water 
content). Similarly, the trend in the minimum water content can be associated with the 
volume of the matrix, under the assumption that on average, the fractures will be empty 
and the matrix will be saturated. Therefore, based on the trends in minimum and standard 
deviation of 9 against depth shown in Figure 6.3, it is assumed tha t as we approach the 
surface, the proportion of rock which is matrix will reduce, and the proportion of rock 
which is fracture will increase. 
As well as the changes in the relative proportions of each domain, it is clear that if we 
are to represent the soil layer using properties which are scaled from depth, the pore size 
distributions of one or both of the domains must be modified. In order to achieve this, it 
is proposed tha t the fracture domain should be progressively modified, whilst the matrix 
domain be kept constant. In this way, the material in the near surface could be described 
as a 'porous gravel' - tha t is there are relatively small, porous matrix blocks, surrounded 
by fractures. In the consohdated Chalk, at depth, we can expect the fracture domain to be 
made up of a number of discrete and visible fractures. Therefore, the fracture frequency is 
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West Ilsley Access Tube A 
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Water content (%) 
Figure 6.3 The Chalk profile at West Ilsley, and statistical properties of the 
water content data 
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low and the fracture apertures are large (of the order of 30 /xm, Wellings, 1984a). We can 
expect tha t as we approach the surface, the fracture domain is modified such that there 
are a greater frequency of fractures, with a wider range of apertures, and a smaller mode 
fracture aperture. 
In summary, the qualitative conceptualisation of the near-surface profile is charac-
terised by: 
1. A reduction in the proportion of the bulk volume taken up by the matrix 
2. An increase in the proportion of the bulk volume taken up by the fractures 
3. The fracture pore size distribution is modified such tha t there are more fractures, 
with a wider range of apertures and a smaller mode aperture 
4. The matrix pore size distribution is unchanged 
It is intended tha t the above conceptualisation be applied to the entire Chalk profile up 
to the ground surface, which includes the soil layer in the top 0.2 m. The physical basis for 
the extrapolation beyond the weathered Chalk and into the soil is perhaps questionable. 
However, the advantages of doing this are considerable, including the elimination of a 
sharp, artificial discontinuity in the hydraulic properties where the soil meets the Chalk, 
and a potentially significant reduction in the number of parameters required to characterise 
the entire profile. We therefore proceed with the assumption tha t the modified fracture 
domain combined with a reduced contribution from the matr ix domain, represents the 
properties of the soil (including macropores and preferential flow paths) in the top 0.2 m 
of the profile. 
Quant i ta t ive representat ion of the profile 
It is necessary to take the four characteristics listed above and generate a quantitative 
representation of the hydraulic properties of the profile. The ECM-Richards' equation 
model for the Chalk requires parametric relationships for 9{ip), C ( ^ ) and K{tp) for each 
domain. However, in order to scale the size of each domain as a function of depth (as per 
the first two scaling objectives above), it is necessary to define these relationships using 
domain specific, as opposed to bulk, properties. We define Wf as the fracture domain 
volume fraction (that is, the volume of the fracture domain over the total volume, for a 
given horizon, after Gerke and van Genuchten, 1993). The matrix domain fraction (defined 
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Zn increasing 
Figure 6.4 Fracture porosity, Wf distribution with depth 
in the same way) is then given by (1 — w/) . Using domain specific properties, the ECM is 
defined by the Equations 6 . 6 - 6 . 8 . 
0(i/j) = Wf6^{ip) + (1 - Wf)9"^{i/j) 
C(V) = w + (1 -
K{il)) = 'WfK^{tjj) + (1 — Wf)K'^{'4>) 
(6.6) 
(6.7) 
(6.8) 
The first two scahng characteristics can be achieved by simply scaling Wf, as a function 
of depth, with an appropriate relationship. It is proposed to use an 's-shaped curve' to 
achieve this, as shown in Figure 6.4. The relationship given in Equation 6.9 requires four 
parameters: tuy as z —> 0 [wffi), wy as z —> oo (iy/,oo) and two 'shape' parameters, Za 
and Zfs- These latter two parameters have no physical meaning, but describe, empirically, 
how the soil/chalk properties change over depth. 
Wf — + U;/,0 - W/,: (6.9) 1 + exp {—Za{z — Zp)) 
The third scaling characteristic requires a physical understanding of the relationship 
between the pore size distribution and the hydraulic properties of the medium. Models 
have been proposed (Kosugi, 1994, 1996) which explicitly relate hydraulic properties to 
pore size distributions (as opposed to other models for hydraulic properties, such as the 
VG and BC models, which are essentially curve fitting equations). The Kosugi models 
(described in Chapter 2) are essentially based on the assumption tha t the pore size distri-
bution is lognormally distributed, and that the pore radii are inversely proportional to the 
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negative pore capillary pressure. Here we will apply the two parameter model developed 
by Kosugi (1996), the KS model hereafter, where effective saturation, Sg is given by: 
Se = Q[ln{'tlj/'tpo)/a ~ a] (6.10) 
where ipQ is the mode pore capillary pressure, a is the s tandard deviation of the capillary 
pressure distribution, and Q is the complementary normal distribution function, which 
can be given using the error function 
2 fz 
erf (a:) = —= / exp(—( )dt 
A/TT JO 
by the equation: 
(5(a;) = 0.5 + 0.5erf (6.11) 
A useful feature of the KS model is tha t the model parameters (i.e. the mode and 
s tandard deviation) can be obtained analytically from any two known points on the •S'e(V') 
curve. Therefore, rather than •^ o and cr, the model can be defined by arbitrarily selecting 
two effective saturation values, 5*6,1 and 5g_2, and defining the pore capillary pressure at 
these points, tpi and 1^ 2- Given tha t Se^i = Q(a;i), then xi = Q~^(5e,i) (and likewise for 
S'e,2 and X2), hence: 
xi = -A/2 (erf~^[2S'ei - l ] j 
X2 = - V 2 ^erf~^[25e2 - 1]) 
We now have two simultaneous equations: 
(&) 
2^ = ^ (S ) 
which we can solve to give the original KS model parameters: 
a — 
(6.12) 
(6.13) 
•00 = 
3 2 - 2 1 (6.14) 
^1 
g( l l+(T)o-
giving us a physically based model which, for selected values of and Se,2 (with cor-
responding xi and X2 given by Equation 6.12), is described by Equations 6.10, 6.11 and 
6.14, such tha t Se = /(V", V'l,V'2)- This approach has the potential advantage of allowing 
more flexibility in the way in which the hydraulic properties are scaled as a function of 
depth. 
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Prom the Seitp) relationship we can further derive the d{ip) and C{ip) relationships, 
by the introduction of parameters for the residual and saturated water content, 6r and dg 
respectively. These relationships are given by (Kosugi, 1996): 
0 = 9r + Se{Os — Or) (6.15) 
The K{ip) relationship can be expressed as a function of Se using the Mualem (1976) 
approach, described in Chapter 2, which is best described as a semi-physical approach. In 
deriving this relationship Kosugi (1996) assumed that the tortuosity parameter, L, should 
be set to 0.5, as suggested by Mualem (1976), and subsequently adopted by numerous other 
workers. However, Schaap and Leij (2000) showed that better results could be obtained 
by allowing this parameter to vary. Therefore, we will consider the tortuosity parameter, 
L, to be a free parameter. Furthermore, the relationship requires an additional parameter, 
the saturated hydraulic conductivity. Kg. Therefore K{4>) is given by: 
AT = + cr))2 (6.17) 
which can also be written in the form: 
0.5 + 0.5erf ^erf — 1] — ^ (6.18) 
In order to scale the fracture pore size distribution in a physically sensible manner, it 
was decided to fix the 95 percentile, V2, whilst reducing the 5 percentile pore capillary 
pressure V'l) as z 0. Fixing the 95 percentile means that the characteristics of the frac-
tures when they are close to saturated do not vary much. By scaling the 5 percentile, we 
can ensure that in the consolidated Chalk the fractures are not active until a certain (rela-
tively high) matric potential threshold is reached (as in the conceptualisation of Wellings, 
1984a), whilst in the near surface, the fractures can play a significant role (representing 
the soil) at lower matric potentials. This ensures that as 2: —> 0 the pore size distribution 
has a wider range of apertures with a smaller mode aperture, consistent with the third 
scahng objective. This is demonstrated in Figure 6.5, where the physical significance of 
parameters ipi and ip2 are illustrated, including the effect of varying tpi-
ipi can be scaled as a function of depth in the same manner as wy, that is, using a four 
parameter 's-shaped curve'. Again, the parameters include as z —» 0, as z —» 00 and 
two 'shape' parameters. In order to keep the total number of model parameters as small 
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V (m) ^2 
Figure 6.5 The physical significance of the KS model parameters 
Z g increasing'^ 
Zo increasing 
Figure 6.6 Fracture pore size distribution parameter tpi distribution with 
depth 
i>i = V'l.oo + V'1,0 - "01,0 1 + e x p ( - Z „ ( ^ - Z^)) (6.19) 
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as possible, the same 'shape' parameters can be used for scaling both Wf and tpi. Figure 
6.6 demonstrate the relationship between •01 and z, which is defined by Equation 6.19. 
This approach has been adopted in order to represent the marked changes in vertical 
heterogeneity in as parsimonious a manner as possible. The set of equations and param-
eters which define the hydrauhc properties of the Chalk profile are rather complicated 
(two domains, depth dependent parameters) so Table 6.2 summarises the sequence of 
computations. 
6.2.4 Representa t ion of the soil-plant-atmosphere interface 
The soil-plant-atmosphere interface comprises various processes, which are accounted for 
in different ways in Richards' equation (Liu et al., 2005): 
• Infiltration of rainfall into the soil (a flux boundary condition) 
• Ponding of excess rainfall of the soil surface (a head boundary condition) 
• Evaporation from the soil surface (a flux boundary condition) 
• Transpiration from the plant roots (a sink term, distributed throughout the root 
zone) 
For the Chalk, it is typically assumed that there is no surface runoff, due to the high 
infiltration capacity of the medium (Smith et al., 1970). Therefore, we can disregard the 
potential for ponding to occur during high intensity rainfall, and hence deal with rainfall 
as a straightforward specified flux boundary condition at the top of the proflle. Note that 
rainfall measurements are obtained as an accumulated volume per unit area Vr [L] over a 
certain time step dtobs [T]. In order to convert this to a flux, we can simply divide Vr by 
dtohs- However, if the model time step, dtmod, is not the same as dtobs, we need to be careful 
how we calculate the appropriate fluxes. If dtmod is less than dtobs we cannot accurately 
assess the fluxes for the model (putting aside statistical techniques of disaggregation), i.e. 
we cannot generate sub-hourly data from an hourly data set. Therefore, dtmod should 
not be less than dtobs- If dtmod is greater than dtobs, then we can accurately assess the 
fluxes by interpolating the cumulative volume of rainfall, onto the new time grid, 
CVrj, (where i and j are the time tensors for the observed and model time grids) and 
then differentiating with respect to time, i.e. the flux into the profile, Qr is given by: 
Q , = ^ (6.20) 
t j ^^mod 
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Inputs: '0, z and 17 parameters; 
r , OA «;/,oo, V'r, V'r, v-f.o, v - L , 
Description 
1. Vl = V-I.oo + 
^1,0 -V'l.oo Depth dependent Fracture pore 1 + exp ( -•Za{z — 
2. Wf — ^/,oo + W f f l ~ ^/,00 size dist.(l) and domain size (2) 1 -t- exp ( --Za{z — 
3. 
4. 
5. 
6. 
7. 
Repeat steps 3-8 for matrix and fracture domains* 
a — 
'"(I?) 
X2 - XI 
1pl 
g(xi+a-)(T 
Se = 0.5 + O.Serf 
6 = Qr + Se{9s — Or) 
[ln(V'/^/'o)/cr - cr] 
C (27r)^/^o-(-i/;) exp -
\/2 
2(72 
0.5 +O.Serf f e r r ^[2& - 1] 
V2 
Transform to get KS 
model parameters (3&4) 
Effective saturation {S^/SD 
Water content {O'^ /O^) 
Specific capacity (C^/C^) 
Hydraulic conductivity {K"'/K^) 
9. 0{IIJ) — Wf9^ {ip) + (1 — Wf)6"^{'4>) 
10. C{ip) = WfC-^ (tp) + {1 — Wf)C"^{4>) 
11. + (1 -
Bulk water content 
Bulk specific capacity 
Bulk hydraulic conductivity 
Outputs: 6, C and K 
* For steps 3-8, all the parameters have distinct values for the matrix and the fracture domains, 
except mi and X2, which have constant values of 1.6449 and -1.6449, corresponding to 5e,i and 5 ,^2 
of 5 and 95 % respectively 
Table 6.2 Summary of the equations used to obtain the hydraulic properties 
as a function of matric potential, depth and the parameters 
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In terms of evaporation and transpiration, in this study we are in the rare, if not unique, 
situation of having available measurements of actual evapotranspiration (see Chapter 4). 
Therefore, whereas most workers (e.g. Wu et al., 1999; Liu et al., 2005) have faced the 
challenge of assessing both the volume and the distribution of water lost from the profile to 
these processes, we face only the latter problem. We have no way to distinguish between 
the proportion of the actual evapotranspiration from evaporation (from the soil surface, or 
interception) and transpiration, so we shall assume that all evapotranspiration comes from 
transpiration - that is all rainfall enters the soil, and all evapotranspiration is extracted 
from the soil via the plant roots. Feddes et al. (1976) presented a root extraction function 
which estimates the volume and distribution of transpiration from a profile, dependent on 
the soil moisture conditions. This approach has been, and continues to be widely used -
for example, it is the basis of the root water uptake component in Hydrus (Simunek et al., 
2005). If we consider a varying root density with depth, the sink term, S, is related to 
potential transpiration, Tp (which is a function of various atmospheric variables, such as 
temperature, humidity, etc) by (Liu et al., 2005): 
z) = rs{i))rdiz)Tp{t) (6.21) 
where rs{ip) is the water stress function and r j (z ) is the root density distribution function. 
The root density distribution function is typically an exponential relationship (e.g. Liu 
et al., 2005)which has the property; 
i Lr rd{z)dz = 1 (6.22) 0
where Lr is the root length. Assuming that the root density increases exponentially as we 
approach the surface. Equation 6.23 is used, which satisfies Equation 6.22. 
(6.23) 
Wd 
where Lj-d is the depth above which roughly two thirds of the root density is located (which 
we assume is 0.2 m, based on the photographs of the profile in Figure 4,6 in Chapter 4). 
The water stress function is defined by the equations: 
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0, ^ > V'. an 
'4^an ^ ^ 
= tp-ipd 1 ^ 1 I (6 24) 
1 - -, 7-, ipd>'^>-^w 
Ww - Wd 
0, ' ipw>'^ 
where ipan, i^d and tpw are matric potential thresholds corresponding to the anaerobiosis 
point (above which the soil is too wet for the roots to extract water) the point below which 
water stress commences and wilting point respectively. These thresholds are assumed to 
have the values ipan — —0.5 m, 1/;^  = —4 m and ipw — —150 m (Feddes et a l , 1976). The 
water stress function at any depth in the profile may either be less than 1 (water stress) 
or equal to 1 (no stress). Actual transpiration, Ta is given by: 
Ta= [ S{ip,z)dz = Tp [ rs{ip)rdiz)dz <Tp (6.25) 
JQ JO 
This method was adapted in order to distribute observed actual transpiration, Ta^ obs 
as a function of depth, accounting for root density distribution and water stresses. In 
this case, water stresses do not limit the total volume of water transpired, but affect the 
distribution of root uptake throughout the profile (i.e. most water comes from the least 
stresses horizons). This can be achieved by simply normalising the ra(i/ ')rj(z) terms, such 
tha t they sum to unity over the depth of the profile. As such, Equation 6.21 becomes; 
rsWrdjz 
j^"r3(V')rd(z)(fz 
In turn. Equation 6.25 becomes: 
Shk .z ) = ri: \ \ (6 26) 
GTo = 2(4% z)dz = TkcA, (6.27) 
Jo Vo r,(%b)rd(z)dz 
Therefore, to calculate the sink term at time t j and depth %, from the observed actual 
evapotranspiration at tha t time, Ta^obsj, we use a discretised form of Equation 6.26: 
Q rr (a no\ 
6.2.5 The water table response 
The only da ta available to us below 4 m depth, which we might use to drive, condition 
or test our model, are the water table elevation data. In an unconfined aquifer, the water 
table elevation, at any given point areally, will be determined by two interacting fluxes (the 
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vertical recharge flux, and the near horizontal regional groundwater flux in saturated zone) 
and the storage coeflacient. This concept forms the basis of the groundwater recession 
curves which were presented by Headworth (1972), and the storage coefficients which 
were obtained for the Chalk by Lewis et al. (1993a,b). Both of these studies assumed 
that the recharge flux was zero during periods of groundwater recession - an assumption 
that was challenged by Price et al. (2000, as discussed in Chapter 2 of this thesis), and 
about which we hope to obtain further insights with our model. Therefore, there is not a 
direct correspondence between the flux out of the unsaturated zone and the water table 
elevation. Due to uncertainty associated with the values of the storage coefficients, and 
the complexity of modelling the saturated zone flow processes (requiring data that are 
not available), we cannot sensibly use our model to reproduce a water table response. 
However, we can reasonably assume that the change in water table elevation is a good 
indicator of the changes in the flux out of the unsaturated zone, in certain circumstances. 
A rise in the water table elevation would almost certainly be correlated with an increase 
in the recharge flux. However, a drop in the water table elevation may not correlate 
with a reduction in the recharge flux, due to the enhanced transmissivity and regional 
head gradient which may be associated with a higher water table, and lead to a greater 
'outflow' in the saturated zone. 
It is therefore proposed to use a fixed head boundary condition of t/'b = 0 (i.e. atmo-
spheric pressure) for the lower boundary, at the base of a model domain which extends 
to a depth just below the lowest recorded water table. This will allow us to examine the 
fluxes out of the unsaturated zone, just above the water table, and correlate the increase 
in recharge flux with the water table rise. This is not an ideal representation, as the 
location of this boundary will in reality change with the water table location. The impact 
of this simplification over the entire profile would be to overestimate the magnitude of the 
head gradient, and hence fluxes, when the water table is high (January-June). However, 
considering the time series plots for ^ and water table elevation at Warren Farm (Figure 
5.8 and 5.9) and West Ilsley (Figure 5.7) in Chapter 5, it is apparent that when the water 
table is high the matric potential is also high (i.e. close to zero). It follows that the 
hydraulic gradient would be high during these periods, and hence relatively insensitive to 
the depth of the lower boundary condition. To demonstrate this, consider a vertical profile 
where the hydraulic head profile is perfectly linear between the ground surface, za — Q 
and some depth zg, where tpB = 0. The hydraulic gradient is given by: 
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DH ^ {JJA - ZA) - (V'B - ZB) _ IPA + ZG 
dz ZA - ZB -ZB 
Therefore, as —> 0 so — > — 1, that is, as the matric potential at the ground surface 
approaches zero, so the hydraulic gradient becomes increasingly insensitive to the depth 
of lower boundary condition. 
This gives us some justification for this simplifying assumption, which enables us to 
correlate the water table rise with an increase in the recharge flux. However, interpre-
tation of any modelling results should consider the possible impact of overestimating the 
magnitude of the hydraulic head gradient. This issue may be addressed in any future 
development of the model, which might include coupling the one-dimensional unsaturated 
zone model with a two-dimensional saturated zone hillslope model. 
6.3 A numerical model for flow in the unsaturated zone 
6.3.1 A finite difference solution for Richards ' equat ion 
The movement of water in unsaturated porous materials, due to gravitational and capillary 
forces, can be described using Richards' equation (Richards, 1931), the basis of which was 
described in Chapter 2. This equation can be expressed in various forms, which each have 
various advantages. In order to achieve good numerical stability for a range of unsaturated 
and saturated conditions, the form of Richards' equation advocated by Tocci et al. (1997) 
was selected as the governing equation, as given in Equation 6.29 (see section 2.2.4 for a 
fuller discussion). 
^ - l ) ) + s = { c i f ) + SAO,)) ^ (6,29) 
Solutions to this equation require that the functions ^(•0) (or more strictly Seiip)), 
C{ip) and jRr(^) be known. These are all highly non-linear functions, for which a dual-
domain, depth dependent parametric model was developed above (Section 6.2.3). Under 
general initial and boundary conditions Richards' equation can only be solved numerically. 
To do this, a block centred grid will be used, and as such it is useful to explicitly identify 
the fluxes, which are defined by the Buckingham-Darcy law: 
9 = -ar fv)) 1) (6.30) 
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For a vertical profile from the ground surface (z = 0) to some depth, (z — L), Equation 
6.29 can be discretised onto a finite difference grid of N nodes. Using a block centered 
grid, the configuration of all the internal nodes, that is from 2 < % < TV — 1, is shown in 
Figure 6.7. Note that the space step, Az does not have to be uniform. 
Az 
i-J 
'iouti 
i + 1 
Figure 6.7 The finite difference grid for all internal nodes 
Equation 6.30 is discretised to give the fluxes at the block boundaries (i.e. the mid-
points of the nodes); 
j • ( — a ; — ' 
f ipi+i +'ipA f i>i+i - -i/>i 
(6.31) 
(6.32) 
which can then be used in Equation 6.29 to yield: 
dijj 
dt 
1 
(?('(/;{) + 5'g5'e(V'i) 
Qin,i Q.out,i 
Az 
+ Si (6.33) 
For the purposes of this investigation, we may be interested in Dirichlet (i.e. fixed 
head) and/or Neumann (i.e. fixed flux) boundary conditions. To demonstrate how these 
can be applied, we consider here a fixed flux boundary condition at the top of the profile, 
and a fixed head boundary condition at the bottom. Figure 6.8 shows how these conditions 
are applied using the finite difference model. 
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upper boundary 
z = 0 
I ^in,I 
z = Az/2—-1-1 f i f 1 
Az 
i — 2 
Lower boundary 
z = L - Az/2 
z = L ^out.N 
Figure 6.8 Application of the boundary conditions 
The fixed flux boundary condition is applied by simply setting as equal to the 
known boundary flux, qx- For the fixed head boundary condition, as the head at the 
boundary, I[JB, is located a distance of Az/2 from the last node, i — N, the flux out of the 
block is given by equation 6.34: 
, /'4>B + hN\ (i>B-i>N . 
<lout,N = - « I r 1 . I : 1 2 7-V A./2 V 
Therefore, both boundary types yield a term for the block boundary flux, which can 
be applied directly in Equation 6.33, facilitating the solution to the right hand side of 
this equation for all nodes. Equation 6 33 is an ordinary differential equation, which can 
be integrated in time using a standard ODE solver. As the model was programmed in 
MATLAB, the standard MATLAB 0DE15S stiff integrator was used. This is a variable 
order method which employs an adaptive time grid, whereby time steps are continuously 
adjusted such that the numerical error associated with each step is always below some 
specified tolerance (Shampine et al., 1999; Mathias et al., 2006). 
6.3.2 Verification of the numerical scheme 
The numerical scheme presented above, combined with the conceptualisation presented in 
Section 6.2, forms the basis of the Chalk unsaturated zone model which will be tested and 
applied in Chapters 7 and 8. However, it was first necessary to verify the numerical scheme. 
As mentioned above, under general conditions Richards' equation can only be solved 
numerically. However, for some limited special cases analytical solutions are possible. In 
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this section, two such analytical solutions are compared with the output of the numerical 
model using appropriate boundary and initial conditions, in order to demonstrate that the 
numerical model functions correctly. Subsequently, the numerical model is compared with 
output from an alternative, well established numerical model, to explore more complicated, 
time varying boundary conditions. 
For all verification exercises, hydraulic properties for a Chalk matrix were used, taken 
from the s tudy by Mathias (2005), using (where appropriate) the van Genuchten (1980) 
and Mualem (1976) relationships. These parameters are shown in Table 6.3. 
a n Ks 5 . 
(-) (-) (m-^) (-) (m/day) ( m - l ) 
0 0.30 0.0333 3 0.001 1 X 10-G 
Table 6.3 Parameters used for numerical verification 
Solut ion for l inearised Richards' equat ion 
The ifj form of Richards' equation, is given by: 
d f rdi) 
Ki ( V ' ) ( ^ - l ) j = (C(V) + gag=(V')) dil) 
Of 
(6.35) 
dz\ ' ^dz 
If we assume tha t the effective saturation, hydraulic conductivity and the specific capacity 
are constant as a function of matric potential, i.e. -S'e(V') = 1, -K'(V') — ^  and C{ip) = C, 
we have linearised the equation. Introducing the term for hydraulic diffusivity, D = 
we obtain: 
^ - n ^ 
dt dz^ 
(6.36) 
It is also useful to note tha t we can rewrite this equation in terms of hydraulic head, rather 
than pressure head (or matric potential), as we know tha t h = tp — z, where h is hydraulic 
head, ij) is pressure head and z is gravitational potential (negative as z increases in the 
downwards direction). Therefore, equation 6.36 becomes: 
dh 9z _ Id'^h d'^z 
d t ^ d t i dz"^  dz"^  
dh d'^h (6.37) 
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These equations are of the form of a one dimensional diffusion equation (i.e. a partial 
differential equation that relates the change in a dependent variable in time with the 
divergence of that variable). 
In terms of a conceptual understanding of the Chalk, this condition could exist in the 
range of matric potentials when the fractures are completely de-watered (i.e. are inactive) 
and the matrix is saturated (i.e. the matric potential is above the air entry pressure 
potential of the matrix). As this may in fact be the situation in most of the Chalk 
unsaturated zone for most of the time, the solution to the linearised Richards' equation 
could potentially be useful not only as a verification exercise, but as a means of modelling 
the Chalk unsaturated zone under field conditions. For the purposes of this exercise, 
therefore, the unsaturated zone was parameterised as a Chalk matrix, i.e. the fractures 
play no role in the flow or storage. In the numerical model, the Brooks and Corey (1966) 
parameterisation was used for the Chalk matrix, such that when the pressure potential 
exceeds ips (set to -30 m, after Mathias, 2005) Se{ip), and C(V') are constant. As a 
result, for conditions where •0 > -i/'s is always true, simulations using the numerical model 
and an analytical solution should be identical. Furthermore, the only parameters which 
are required are Kg and Sg (see Table 6.3 for parameter values). 
Carslaw and Jaeger (1959) presented an analytical solution for the one-dimensional 
diffusion equation, subject to a fixed head boundary condition at one end, and a fixed flux 
boundary condition at the other, and with a known initial condition. If we consider the 
domain discussed for the numerical model above, i.e. 0 < z < L, where z = 0 represents 
the ground surface, then we have a solution to our problem, with the following boundary 
conditions: 
H — Hi{z) {0<Z<ZM, t = 0) 
H = HQ (z = 0, t > 0) (6.38) 
= 0 {z — ZN, t > 0) 
The analytical solution is given by: 
f ; l i ) 2 g - D ( 2 n + l ) gqg (2»+l)7r(zAf z) 
TT ^.2n + l 2ZN 
n = 0 
Equations 6.38 and 6.39 are given in terms of H which is intended here to represent either 
hydraulic head, h, or matric potential ip. In the case of hydraulic head, the fixed fiux 
boundary condition, ( | ^ = 0) is a no fiow boundary condition, whereas in the case of 
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matric potential — 0) it represents a unit hydraulic gradient boundary condition (as 
| j = —|f = — l ) o r a downwards flow q = —K. Therefore, we can use this analytical 
solution to test both of these scenarios. The boundary and initial conditions for each case 
were chosen such that ^ would always be true, and are summarised below. 
Simulation 1: 
Solving for matric potential 
Simulation 2: 
Solving for hydraulic head 
Governing equation: 
dip d'^ip 
Governing equation: 
dh d'^h 
Boundary conditions: 
•04 = —30 m (0 < z < 85 m, Z = 0) 
^0 = 0 m (z = 0 m, t > 0) 
QN K (z = 85 m, t > 0) 
Boundary conditions; 
hi = —30 m (0 < z < 85 m, t = 0) 
ho = 0 m (z = 0 m, t > 0) 
qn = 0 (z = 85 m, t > 0) 
For the numerical solution, a regular spatial grid with a space step of 0.5 m was used, 
and an adaptive time step was used (through the MATLAB odesolver called 0DE15s). 
The simulation period was 10 days. 
The results are shown in Figures 6.9 and 6.10. These figures show that there is excellent 
agreement between the numerical and linearised Richards' equation solution for these 
particular conditions. In Figure 6.10 we see that the pressure potential goes above 0 m, 
i.e. we invoke saturated conditions. This is not a problem given that under the assumption 
that the unsaturated zone behaves in a linear manner, the unsaturated and saturated zone 
are described by the same governing equations. 
Steady s tate infiltration profile solution 
Under steady state infiltration conditions, the unsaturated zone above the capillary fringe 
reaches a uniform water content and matric potential, such that the hydraulic conductivity 
equals the infiltration rate, i, assuming that the infiltration rate is less than the saturated 
hydraulic conductivity. Therefore, from Darcy's law (Equation 6.30) we know that: 
dh 
dz 
= - 1 (6.40) 
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Figure 6.9 Simulation 1. Numerical model (•) compared with the Carslaw and 
Jaeger (1959) solution (—), with a uniform initial matric potential (tp = —30 
m, the bold line) and a lower boundary condition q = —K. The lines plotted 
correspond to times of 0.1, 0.22, 0.46, 1, 2.2, 4.6 and 10 days 
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Figure 6.10 Simulation 2. Numerical model (•) compared with the Carslaw 
and Jaeger (1959) solution (—), with a uniform initial matric potential {h = 
—30 m, the bold line) and a lower boundary condition g = 0. The hnes plotted 
correspond to times of 0.1, 0.22, 0.46, 1, 2.2, 4.6 and 10 days 
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In the capillary fringe however, the unsaturated zone is saturated, hence K = Ks, so 
Darcy's law gives us: 
For each of these equations h{z) is a straight line, and there will be a gradual inflection 
point where these two lines meet. If we assume this inflection point is small, we can 
make the approximation that at some level these two lines will cross, and at this point 
both equations 6.40 and 6.41 will be satisfied. At this elevation, Zc, we can find the 
matric potential, ipc, given that we know K{ipc) = i (e.g. by inverting the Burdine (1953) 
function). Then, rearranging equation 6.41 yields: 
1 (G.42) 
where z^t is the depth of the water table. Therefore, if we know Zwt, we can calculate the 
steady state profile of matric potential. 
The numerical model was set up for an 85 m thick unsaturated zone, using the Brooks 
and Corey (1966) function for and the Burdine (1953) function for for a single 
porous medium. Again, a uniform space step of 0.5 m was used. The initial condition 
was arbitrarily set to hydrostatic, and the model was run for 100 days to ensure the 
steady-state profile was reached. The results for the analytical and numerical solution are 
plotted in Figure 6.11. It can be seen that away from the inflection point, the analytical 
and numerical solutions are identical. The numerical solution shows a gradual inflection, 
which was assumed to be instantaneous by the analytical solution. This gives further 
confidence that the numerical model is behaving correctly. 
Solution using an established numerical model 
In order to further test the model for a range of conditions for which analytical solutions 
are not possible, results from the numerical model were compared with those from an 
existing, widely available model, Hydrus 1-D, Version 3.00 (Simunek et al., 2005). Hydrus 
is a finite element model for simulating the one-dimensional movement of water, heat, and 
multiple solutes in variably saturated media. The program solves the Richards' equation 
for saturated-unsaturated water fiow, and uses sink terms to account for water uptake by 
plant roots. It was developed by the USDA and the University of California Riverside. 
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Figure 6.11 Steady state infiltration profiles. The lines and dots represent 
the analytical and numerical solutions respectively. 
Simulations were carried out for an 85 m deep unsaturated Chalk matrix. The param-
eters are given in Table 6.3. A uniform space step of 0.5 m was used, and both models 
employ an adaptive time step. A time varying flux boundary condition was applied at the 
top, which took the form of a square wave, as defined below: 
Boundary conditions: 
ipi — —2.5 m (0 < z < 85 m, i = 0) 
V'jv = —2.5 m (z = 85 m, t > 0) 
0 mm/day (z = 0 m, 0 < t < 0.25 year*) 
% = { 0.5 mm/day (z = 0 m, 0.25 < t < 0.75 year*) 
0 mm/day (z = 0 m, 0.75 < it < 1 year*) 
* fractions of a year apply to every year in the simulation. 
The results are shown in Figure 6.12. The flux input at the surface is attenuated 
with depth, such that by 20 m depth the annual fluctuations are hard to see. At 20 
m depth the flux is gradually declining, which indicates that the effect of the initial 
condition hasn't worn off even after 10 years. Considering that properties for a Chalk 
matrix were used, which is characterised by a low permeability and a large storage, this 
result is not surprising. It can be seen that the two numerical models provide consistent 
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results. Therefore, it is concluded that the numerical scheme presented in this Chapter 
was successfully verified. 
6.4 Conclusions 
In this Chapter a model for the flow of water in the unsaturated zone of the Chalk was de-
veloped, which is essentially based on the model presented by Mathias (2005), with various 
improvements. The applicability of the assumptions inherent in the equivalent continuum 
model approach, which has been used for the Chalk, was tested using criteria developed 
by Zimmerman et al. (1995), and it was found that as long as the rainfall intensity is 
not greater than 23 mm/day whilst the matrix degree of saturation is simultaneously less 
than 63 %, the assumptions should be valid (note, this represents a very conservative 
scenario, and if the matrix saturation is more than 63 % larger rainfall intensities could 
be accommodated). 
In order to represent better the soil and weathered Chalk layers at the top of the 
unsaturated zone profile, we have developed a depth-dependent parameterisation, which is 
based on our physical understanding of the properties of the Chalk profile. This potentially 
allows us to account for the attenuating affects of the soil layer, without introducing 
an artificially sharp boundary, and using a relatively small number of parameters. The 
parameterisation utilises the Kosugi model for hydraulic properties (Kosugi, 1996), with 
a transformation applied to the parameters in order to scale them in a more physically 
sensible manner as a function of depth. The model is defined by 17 parameters, and 
identification of parameter values will be addressed in the next Chapter. The equations 
used to define the hydraulic properties of the Chalk, as a function of depth, are summarised 
in Table 6.2. 
To assess the soil-plant-atmosphere interface, we are in the rare position of having 
available measured actual evapotranspiration. In order to distribute the plant root uptake 
of water, a modification of the Feddes et al. (1976) model was developed, to account 
for water stress without reducing the volume of transpiration below the measured value. 
A justification for using a fixed head boundary condition for the lower boundary was 
presented, along with a criteria for assessing the model performance based on the water 
table response (which cannot be reproduced directly using this type of model). 
In the second part of this Chapter a numerical scheme for solving Richards equation 
for a single porous medium was presented. This scheme was implemented in MATLAB, 
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using the 0DE15S stiff integrator. The numerical model was verified against two analyt-
ical solutions and against an existing, well established numerical model (Hydrus). The 
numerical model performed extremely well in all of these verification exercises. As such it 
was concluded that the numerical model had been successfully verified. 
Further improvements to existing models (Mathias et al., 2006; Brouyere, 2006) will 
be made through the parameterisation of the fracture domain, without having to make 
assumptions, which is facilitated by the availability of data in this study. This will be 
discussed in the next chapter. 
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Chapter 7 
Model parameterisation 
7.1 Introduction 
In Chapter 6, a physically based numerical model was developed to represent flow in the 
unsaturated Chalk (the CUZ model), which represents flow in the matrix and the frac-
tures, and which also includes a depth-dependent parameterisation of the near surface, and 
a representation of the soil-plant-atmosphere interface. In this chapter, a sensitivity study 
is performed for the model, to establish the optimal spatial and temporal resolutions, the 
importance of the initial conditions, the effects of the boundary conditions and to identify 
which model parameters are insensitive. Subsequently, a parsimonious parameter identi-
fication methodology is developed, such that field observations can be used to condition 
the model and only those parameters that are sensitive and uncertain are optimised. This 
is then applied to the two recharge sites (Warren Farm, WF, and West Ilsley, WI). The 
performance of the calibration is judged by comparing the simulated model states with 
the field observations from the top 4 m of the unsaturated profile. 
7.2 Model sensitivity 
Before the formal process of parameter identification, it is important to explore the sensi-
tivity of the CUZ model to various factors that could potentially affect the output. These 
include: 
• The configuration of the spatial grid 
• The initial condition 
• The temporal resolution of the driving data (i.e. rainfall and actual evaporation) 
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The effect of the depth of the lower boundary 
Parameters which are to be classified as insensitive 
In order to investigate these factors a sensitivity study was carried out, using baseline 
parameter values which were optimised for WF, as shown in Table 7.1. The method by 
which these parameter values were obtained will be described in Section 7.3 below. 
Par. 
o r 
C 
el 
^/,0 
^/,oo 
Value* 
0 (-) 
0.35 (-) 
0 (-) 
l ( - ) 
0.12 (-) 
0.01 (-) 
-1.4 (-) 
Par. 
v-r 
V'l.O 
V ' L 
V's 
Value* 
0.36 (-) 
-95 m 
-14 m 
-27 m 
-3 m 
-0.1 m 
Par. 
K r 
Kl 
j^m 
Lf 
Sf 
Si 
Value* 
0.00045 m/day 
1.8 m/day 
0.5 (-) 
3.4 (-) 
1 X 10"® m - i 
1 X 10 ^ m ^ 
* Note, the parameter values used in these sensitivity analyses are for Warren Farm, and the way 
they were obtained is described in detail in Section 7.3 below. 
Table 7.1 Baseline model parameters used in sensitivity study 
7 . 2 . 1 C o n f i g u r a t i o n o f t h e s p a t i a l gr id 
Van Dam and Feddes (2000) investigated the stability of a numerical model of Richards' 
equation using a one-dimensional finite difference model, and found that a space step of 
> 5 cm would lead to over or underestimation of infiltration and evaporation fluxes during 
extreme events. For a space step of < 1 cm, they suggested, the numerical error would be 
negligible. However, the minimum space step to achieve numerical stability will in fact be 
dependent on both the hydraulic properties of the porous medium, and the intensity of the 
infiltration events. As such it is not possible to come up with a generally applicable spatial 
grid. Therefore, a sensitivity study was performed for the W F configuration of the model, 
tha t is a 40 m deep unsaturated profile, with a representation of the soil/weathered chalk 
layer described in Chapter 6 and parameterised in Section 7.3 below, and a zero matric 
potential lower boundary condition. The simulations were performed for a 3 month period 
- January to March 2004 - using half daily observed rainfall and actual evaporation data. 
The initial condition in terms of ip was interpolated from observed data (discussed further 
189 
in Section 7.2.3 below). The objective was to firstly identify a uniform spatial grid for 
which the solution was stable (i.e. a grid for which increasing the number of nodes would 
not change the solution), and then using this solution as a benchmark, to establish the 
most suitable spatial grid taking into account both performance and efficiency. A variety 
of spatial grids, both uniform and non-uniform, were experimented with (note that in all 
cases a block centred grid was used). These are summarised in Table 7.2, which includes 
a description of the configuration of the spatial grid, the number of nodes, the run time 
and the performance. The performance was measured by linearly interpolating the model 
outputs {ijj, 9 and q) from the finer spatial grid, onto the coarser spatial grid, for all times 
on the half daily time grid, and then using the squared correlation coefficient, R"^ , to assess 
the error. For two data series x and y, each with n points, is given by (Weisstein, 2006); 
7?2 _ {T.xy-nx.y)'^ 
where R? = 1 indicates a perfect match between two data sets. It is interesting to note 
that the run time does not necessarily increase as the number of nodes is increased, but is 
also dependent on the way that the nodes are distributed. It is believed that this is due 
to the fact that an adaptive time step is used to integrate the governing equation, which 
will require more iterations for a less stable model configuration. 
A stable solution was found using a uniform grid with a space step, Az, of 5 cm - i.e. 
the solution was not changed by reducing Az to 2 cm, but was changed by increasing Az 
to 10 cm. Therefore, the uniform grid with a 5 cm space step formed the benchmark for 
comparison with all subsequent configurations. 
Van Dam and Feddes (2000) indicated that a finer space step would be needed in the 
near surface, where the response to rainfall and evaporation is the greatest. It is desirable 
to concentrate more nodes in the surface, and use a more sparse grid where it is expected 
that the changes in states will be less rapid. The best result that was found (in terms of 
performance and efficiency) had a non-uniform grid defined by: 
0.1 m, 0 < z < 1 m 
Az 0.1 + E i l , , 36-65*0.1 I- — - l < z < 3 7 m (7^) 
0.5 m, 37 < z < 40 m 
Note that this resulted in 81 nodes over a 40 m domain. The model performance using this 
grid is compared with the model performance for the benchmark uniform grid in Figure 
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Number Run Performance 
z grid configuration 
of nodes time (s) : e Summary 
Uniform, Az = 5 cm 800 175 benchmark 
Uniform, Az = 2 cm 2000 563 1 1 0.99996 ~ perfect 
Uniform, Az = 10 400 76 0.99999 0.99996 0.99982 good 
cm 
Non-uniform^ 52 35 0.99865 0.99922 0.99890 moderate 
Non-uniform^ 76 20 0.99930 0.99854 0.98954 poor 
Non-uniform^ 87 35 0.99971 0.99961 0.99958 good 
Non-uniform^ 67 50 0.99899 0.99934 0.99843 moderate 
Non-uniform^ 81 32 0.99971 0.99959 0.99937 good * 
* Optimal solution in terms of performance and efficiency 
Non-uniform grid configurations: 
1. For z < 1 m, Az = 0.1 m, for 1 < z < 37 m, Az increases linearly from 0.1 to 3 m, and for 
z > 37 m, Az = 1 m. 
2. For z < 1 m, Az = 0.5 m, for 1 < z < 37 m, Az increases linearly from 0.1 to 1.5 m, and 
for z > 37 m, Az = 1 m. 
3. For z < 1 m, Az = 0.1 m, for 1 < z < 37 m, Az increases linearly from 0.1 to 1.5 m, and 
for z > 37 m, Az = 1 m. 
4. For z < 3 m, Az = 0.1 m, and for z > 3 m, Az = 1 m. 
5. Grid defined by Equation 7.2 
Table 7.2 Selection of an appropriate spatial grid for the Warren Farm model 
domain 
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Figure 7.1 Model sensitivity to the configuration of the spatial grid: Compar-
ison of the benchmark uniform grid with the optimal (in terms of performance 
and efficiency) non-uniform grid 
At WI the unsaturated zone is significantly deeper than WF, and so a different model 
domain and spatial discretisation are required. The average depth of the water table is 
~ 70 m, so a model domain of 75 m was used. A similar spatial grid to the one for WF 
was used, with the additional depth between 37 and 72 m depth filled in with a uniform 
space step of 1 m, as described Equation 7.3. This gave a good performance and a good 
model efficiency (which was only fractionally slower than the smaller model at WF), as 
shown in Table 7.3. 
Az = 
0.1 m, 
o.i + E%o 
1.0 m, 
0.5 m. 
36-65*0.1 
0 < z < 1 m 
1 < z < 37 m 
37 < 2 < 72 m 
72 < z < 75 m 
(7.3) 
7.2.2 Temporal resolution of the driving data 
The CUZ model is solved using the MATLAB 0DE15s stiff integrator (as described in 
Section 6.2.1) which uses an adaptive time grid. As such, questions of numerical instabihty 
related to the time step do not arise. However, the data which drive the model (i.e. 
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Number Run Performance 
z grid configuration 
of nodes time (s) •. ij} B? •. 9 B? •. q Summary 
Uniform, Az = 5 cm 1500 226 benchmark 
Non-uniform^ 116 33 0.99996 0.99976 0.99947 good 
Table 7.3 Selection of an appropriate spatial grid for the West Ilsley model 
domain 
rainfall and actual evaporation, implemented as a boundary flux and a distributed sink 
term respectively), are applied over a discrete time step. The appropriate time step is a 
compromise between accuracy (smaller time steps are more accurate) and computational 
efficiency (larger time steps can be run faster, and require less computer memory). The 
observed rainfall and evaporation data have an hourly time step, so time steps smaller 
than this are not considered appropriate. A six month simulation was performed for 
the W F model configuration to compare hourly, half daily and daily driving data. The 
CPU time for the hourly, half daily and daily simulations were 325, 86 and 56 seconds 
respectively. Therefore, the saving of computational expense by reducing the time step 
is highly significant. A comparison of the performance of these model configurations is 
shown in Figure 7.2, which covers a 2 week period containing a high volume, short duration 
rainfa.11 event that causes a large perturbation to the model states. It is assumed that the 
results from the hourly configuration are accurate, and the other configurations can be 
judged by how well they reproduce this response. The daily configuration does not capture 
the diurnal response at 0.2 m depth, and also underestimates the water content and flux 
at 4.0 m depth. The half daily configuration generally captures the response, though there 
is a slight delay in the response following the rainfall event. However, whilst the timing 
of the flux is slightly delayed, down to 1.0 m depth, the simulated cumulative fluxes, 
which are also plotted, for the hourly and half daily simulations agree well at all depths. 
Therefore, despite this slight hmitation, the half daily configuration was deemed the most 
appropriate compromise between accuracy and efficiency. All subsequent simulations are 
based on applying the driving data with a half daily time step. 
7.2.3 Model sensitivity to the initial condition 
The model initial condition is defined by: 
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Figure -7.2 Model sensitivity to the temporal resolution of driving data: Com-
parison of model output using hourly (-), half daily (•) and daily (o) time steps 
for the driving data (rainfall and evaporation) 
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V'(z,0) = ViniW, 0 < Z < ZJV, t = 0 (7.4) 
where ipini{z) is the initial matric potential throughout the profile and is the depth 
of the lower boundary (i.e. the depth of the fixed water table). Measurements of matric 
potential are not available below 4 m depth, which means that there is no reliable way to 
define the initial condition below this based on measurements. The initial condition below 
4 m depth is therefore based on an assumed profile, which is acknowledged to be wrong, 
hence a 'warm up' period is required, beyond which the model outputs are independent 
of the initial condition. This period can by established by means of a sensitivity study. 
Studies of the W F model domain indicated that at 30 m depth (i.e. just above the 
water table), the warm up period would be of the order of years. The approach taken 
was to cycle a two year period of rainfall and evaporation inputs into the model until the 
solution did not change from cycle to cycle. When the solution becomes stable, the model 
has reached a 'steady-state' condition, and is independent of the initial condition. Using 
the W F model configuration, driving data from 1 January 2004 to 1 January 2006 were 
cycled 10 times (i.e. a 20 year simulation). The output from the final cycle represents 
the steady state solution. Figure 7.3 shows the solution for each cycle plotted against the 
steady state solution, for all the model states {ip, 9 and q). For the first cycle there is an 
obvious discrepancy between the states. For the second cycle the states are starting to 
converge, and for the third cycle they have effectively converged. Therefore, in order to 
eliminate the effect of the initial condition in the deep profile, a warm up period of 4 years 
is required. 
7.2.4 Model sensitivity to the depth of the lower boundary 
In section 6.2.5 it was determined that the lower boundary used in the model would be 
a fixed water table, i.e. Vs = 0, at some depth z^ . As this is a simplifying assumption 
it is necessary to examine the effect of zpj on the model output. Two model domains are 
considered: a 40 m deep unsaturated zone {ZN = 40 m) and a 75 m deep unsaturated zone 
(zyv = 75 m). The model was run for each of these (using the non-uniform spatial grids 
described in Section 7.2.1) with the parameters given in Table 7.1. The initial condition, 
ipini, was linearly interpolated from observations in the top 4 m and zero at z^ . As such, 
the initial condition below 4 m is different for each model configuration. The model outputs 
in terms of fluxes at various depths were compared for each configuration, as shown in 
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Figure 7.3 Model sensitivity to the initial condition at large depths (z = 30 
m) 
Figure 7.4. At 15 m depth, there is no apparent difference between the fluxes from each 
model configuration. At 35 m depth, the fluxes are initially different, but after about 7 
months they converge to the same curve. This demonstrates that (at least for zjv > 40 m) 
the simulated fluxes are insensitive to the value of Z]\i. The simulated flux above the water 
table will be interpreted as the recharge flux. This sensitivity study also demonstrates that 
the 'recharge flux' at 35 m depth is not attenuated by the nearby constant head boundary 
condition at 40 m depth. This gives some confldence that the simplifying assumptions 
that the water table is fixed, and that recharge fluxes can be examined independently of 
the water table elevation, are not too unrealistic. 
It has been seen (Figures 7.2 and 7.4) that the model attenuates the flux with depth. 
Therefore, it is logical that at some depth, the flux will have been attenuated to such 
a degree that it is essentially constant (i.e. variations are negligible). To explore this 
phenomenon, the 75 m deep model domain described above was used with two years of 
input data (rainfall and actual evaporation) cycled 25 times, to generate an artificial 50 
year simulation. The fluxes at various depths are plotted in Figure 7.5. As compared with 
the analysis performed to examine the effect of the initial condition in the deep proflle 
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Figure 7.4 Model sensitivity to the location of the lower boundary: Compari-
son of model output using a deep (75 m) and shallow (40 m) depth of the lower 
boundary 
(described above in Section 7.2.3), here the flux takes a very long time to become stable. 
This is due to the increased depth of the model domain, which causes the time for the 
initial condition to wear off to increase. However, from Figure 7.5, ignoring the effects 
of the initial condition, we can see that as the depth increases, so the flux is attenuated, 
and that by about 40 m depth has become steady. This is an interesting result, but 
should not be interpreted as a universal rule. In reality, the degree of attenuation will 
be dependent on the driving data (in the case above data from 2004/5 were used, which 
was a dry period) and the parameters. Therefore, having demonstrated here the potential 
for complete attenuation of the recharge flux by the CUZ, the issue is explored further in 
Chapter 8. 
7.2.5 Insensitive parameters 
A univariate sensitivity study of the model parameters (all of which are summarised in 
Tabic 7.4, and baseline parameter values are shown in Table 7.1) was carried out. For 
each parameter the model outputs were compared using the baseline parameter and an 
arbitrary upper and lower parameter estimate. For parameters which do not affect the 
model output (i.e. insensitive parameters) parameter values from the literature can be 
used. Three parameters were found to be insensitive, described as follows. 
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Figure 7.5 Deep lower boundary, depths sensitive to transient input 
The specific storage parameter, Ss, indicates the amount of water tha t would be re-
leased due to a unit change in hydraulic head when the porous medium is saturated, due 
to the compressibility of the rock and water (Freeze and Cherry, 1979). Mathias (2005) 
assumed values of Ss for the matrix and fracture domains of 1 x 10~® and 1 X 10""^ 
m~^ respectively (see also Mathias et al., 2006). Taking these values as the baseline, upper 
and lower parameter estimates were found by increasing and decreasing the baseline value 
by one order of magnitude. When the model output for each parameter value were plotted 
against one another they were essentially identical. The worst case for was between 
output fluxes generated with the upper and baseline parameter values, which had an 
value of 0.99994. For 5 / the worst case was between the output d, again for the upper 
and basehne parameter values, and also had an value of 0.99994. Both of these corre-
lation coefficients are sufficiently close to 1 that it is possible to conclude that changing 
these parameters does not affect the model output, hence the parameters 5™ and S / were 
deemed insensitive. 
Following the model developed by Mualem (1976), the unsaturated hydraulic con-
ductivity of a porous medium is a function of the saturated hydraulic conductivity, the 
elective saturation and a tortuosity parameter, L. For the matrix domain, it was expected 
tha t this parameter would be insensitive, due to the fact tha t the matrix should remain 
saturated, or close to saturated all of the time. Baseline, upper and lower parameter values 
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of 0.5, 2.5 and -0.5 were used. When the model outputs were compared, the worst result 
was between the simulated 6 for the baseline and upper parameter value, with an B? value 
of 0.99932. Again, this correlation coefficient is sufficiently close to 1 that the parameter 
is deemed insensitive. 
7.2.6 Summary of the sensitivity studies 
In this section a stable and efficient spatial grid was developed, and the most appropriate 
temporal resolution for the driving data was determined. It was demonstrated that for the 
states simulated at around 30 m depth, a warm up period of 4 years was required for the 
effects of the initial condition to wear off. The deep fluxes are independent of the location 
of the lower boundary condition (as long as it is greater than 40 m BGL), and for a given 
parameter set and driving data, at some depth (possibly close to 40 m) the fluxes may be 
attenuated to such as extent that they are constant over time. The model is insensitive 
to the parameter values for specific storage and the matrix tortuosity parameter. The 
model configuration that has been developed will next be used to identify appropriate 
parameters. 
7.3 Parameter Identification 
The data that are available in this study (see Chapter 4) should allow us to characterise 
the properties of the unsaturated Chalk (especially the fracture properties) better than 
has been done previously. Optimisation techniques can be used to estimate parameter 
values and associated uncertainty. However, in order to be able to do this efficiently 
and effectively, it is desirable to minimise the number of 'free' (or optimised) parameters. 
Therefore, for parameters which have been quantified previously and are well documented 
(in particular certain matrix properties), values from the literature can be adopted (de-
scribed in section 7.3.1). Furthermore, parameters for which it was demonstrated above 
that the model is insensitive, can be assigned values from the literature. Table 7.4 shows a 
summary of all the parameters (which were defined in Chapter 6), indicating which are to 
be determined from the literature, and which are to be optimised. Of the nineteen param-
eters, nine require optimisation, and the procedure and performance of this optimisation 
is described in Section 7.3.2. 
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Parameter Description Identification method 
e r Matrix residual water content Literature 
OT Matrix saturated water content Literature 
H Fracture residual water content Literature 
H Fracture saturated water content* Literature 
W/,0 Fracture domain fraction when z = 0 Optimisation^ 
Fracture domain fraction when z = oo Literature 
Matrix 5% saturation pressure Literature** 
Matrix 95% saturation pressure Literature** 
V'l.o Fracture 5% saturation pressure at z = 0 Optimisation^ 
V'1,00 Fracture 5% saturation pressure as z —^  oo Optimisation^ 
Fracture 95% saturation pressure Optimisation^ 
ATr Matrix saturated hydraulic conductivity Optimisation^ 
Kl Fracture saturated hydraulic conductivity Optimisation^ 
j^m Matrix tortuosity Literature*** 
Fracture tortuosity Optimisation^ 
Za Scaling shape parameter 1 Optimisation^ 
Zp Scaling shape parameter 2 Optimisation^ 
si Fracture specific storage Literature^ 
s r Matrix specific storage Literature^ 
* Note the distinction between the fracture domain saturated water content, which is 100%, 
and the fracture domain fraction, w/,o and w/^ oo. which are equivalent to bulk fracture porosity. 
** These parameters can be derived analytically from existing Brooks and Corey (1966) model 
parameterisations for the English chalk matrix (Mathias, 2005; Mathias et al., 2006). 
'** The matrix tortuosity parameter is expected to be insensitive, as the matrix should remain 
saturated for most of the time. 
t These parameters are classified as 'soil moisture' parameters, as they can be identified from the 
0(^, z) data alone. 
§ These parameters are classified as 'hydraulic conductivity' parameters, as they are associated 
with the hydraulic conductivity, and can be identified by inverse modelling. 
^ It was demonstrated in Section 7.2.5 that these parameters are insensitive. 
Table 7.4 Summary of all model parameters 
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7.3.1 Parameters from the literature 
Matrix properties are amenable to laboratory investigation, in that intact matrix blocks 
can be removed from the ground and studied under highly controlled conditions. The 
same cannot be said for the fracture properties, which would be hard to replicate in the 
laboratory. This is reflected in the literature on this subject, which includes numerous 
attempts to quantify the matrix properties (Price et al., 1976; Brouyere et al., 2004), but 
no attempts to fully quantify the fracture properties (a partial exception is the work by 
Price et al., 2000, looking at storage on the matrix block surfaces/fracture walls). Price 
et al. (1976, 2000) performed mercury intrusion experiments on core samples from three 
sites throughout the Chalk in south east England; Cherry Hinton Quarry, near Cambridge, 
Play Hatch Quarry, near Reading and Shoreham Cement Works Quarry. Very consistent 
properties were found for all samples, suggesting that the chalk matrix is uniform over this 
region. The data were analysed by Mathias (2005), who used them to fit Brooks and Corey 
Oii}) relationships for the Chalk matrix. Equivalent van Genuchten (VG) parameters were 
also found. Prom these, it was possible to derive equivalent Kosugi (KS) model parameters 
and subsequently and ip^ parameters for the Chalk model (for the derivation of KS 
parameters from VG parameters see Chapter 2 and for the derivation of the Chalk model 
parameters from the KS parameters see Chapter 6) . Figure 7.6 compares the Se{ip) curves 
defined by the VG and the KS relationships, which shows there is good correspondence 
between the two relationships. Therefore, this method was used to characterise the matrix, 
leading to parameter values of ip'^ = —95 m and = —14 m (which correspond to VG 
parameters a = 1/30 m~^ and n — 3, as determined by Mathias, 2005) 
The form of the effective saturation curve for the fractures will be determined by 
optimisation. However, the fracture and matrix porosities for the consohdated Chalk 
(that is. Chalk deep in the profile) were determined from the literature. It was assumed 
that the fracture domain is a void containing no solid material, such that the residual and 
saturated moisture contents. Of and 0{ are 0 and 1 respectively. Despite this the domain 
behaves as a porous medium, due to surface irregularities, as described by Price et al. 
(2000). The fracture porosity, it)/,oo) is assumed to be 1% which is consistent with other 
workers (Price et al., 1993; Downing et al., 1993; Barker, 1993; Mathias, 2005). For the 
matrix in the consolidated Chalk, the porosity related property which will afi^ect the flow 
processes is the difference between 0 " and 0^ , rather than the absolute value of either of 
these parameters. The value of 0^ can be readily observed, but will be affected by the 
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Figure 7.6 Comparison of the effective saturation curve for the Chalk matrix 
using the van Genuchten (VG) and Kosugi (KS) relationships 
presence of impermeable flints in the profile. The value of 9'^ cannot be readily observed 
in the field, as the Chalk will never completely dry out. Therefore, rather than attempting 
to use observations to determine 0™ - 0™, the value was set to 35%, which is consistent 
with values in the literature (Oakes, 1977; Price et a l , 1993; Downing et a l , 1993; Barker, 
1993; Mathias, 2005). 
The remaining parameters which come from the literature, 5™, S{ and L*" were shown 
to be insensitive (Section 7.2.5) and values from Mathias (2005) were used (5™ = 1 x 10~® 
and L"" = 0.5). m \ 5 / 1 X 10-5 
7.3.2 Parameter optimisation 
In general terms, the objective of parameter optimisation is to identify the set of param-
eters which allow a model to represent best the behaviour of some observed data. As 
such, a numerical measure of the goodness of fit between observed data and output from 
a model, i.e. an objective function, is required. For multivariate problems (i.e. prob-
lems with more than one parameter) a simple Monte Carlo approach can be used to fit a 
model to the data. This is where a number of model realisations are generated, whereby 
each parameter value is selected randomly from a predetermined range of uniformly or 
log-uniformly distributed possible values, the model is run and the objective function is 
assessed for that particular parameter combination. The number of realisations should 
be as large as possible to improve the probability that the model performance will have 
been assessed for all possible parameter combinations, and the true optimum solution has 
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been found. This analysis allows us to identify a global optimum solution, explore issues 
of parameter identifiability (Wagener et al., 2001) and model equifinality (Wheater et al., 
1993). From the perspective of parameter identifiability, this procedure is essentially the 
same as the Generalised Likelihood Uncertainty Estimation (GLUE) procedure (Beven 
and Binley, 1992). This methodology was used for all parameter optimisation exercises, 
as described below. 
The CUZ model proposed in this study consists of nine parameters whose values need 
to be identified by optimisation (hereafter 'free' parameters). Recall, Richards' equation, 
upon which the CUZ model is based, requires parametric relationships for the hydraulic 
properties (6(^), (7(i/;) and K(i/;)). Of these relationships, observed da ta points defining 
the relationship can be measured relatively easily. This is not the case for the B'(^) 
relationship, for which direct observations of K are not possible. C{ip) depends on the 
same free parameters as 0{'ip), so can for now be ignored. Free parameters associated with 
the d{il}) relationship can be identified by fitting a parametric relationship to observed data 
(which, crucially, does not involve solving Richards' equation). Conversely, free parameters 
associated exclusively with the K{%IJ) relationship are best identified by inverse modelhng, 
using the full CUZ model (i.e. solving Richards' equation). Therefore, the parameter 
optimisation was carried out in two distinct stages, summarised as follows: 
1. Ident i fy ing t h e soil mois ture parameters 
• Involves fitting the parametric relationship for 6{'tp) to observed data; 
• Does not require solving Richards' equation; 
• Should include the maximum number of free parameters, as this is relatively 
undemanding from a computationally perspective. Hence six free parameters 
are included {wffl, Za and Z/s) 
2. Ident i fy ing t h e hydraul ic conduct iv i ty p a r a m e t e r s 
• Involves inverse modelling using the CUZ model; 
• Requires solving Richards' equation for a large number of parameter realisa-
tions; 
• Should include the minimum number of free parameters, as this stage is very 
computationally demanding. Hence three free parameters are included {K^, 
K { and L^) 
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Note, whilst all of the above parameters could have been identified in stage 2, due to 
the computational expense of the numerical CUZ model, it was desirable to minimise the 
number of degrees of freedom, hence free parameters, optimised in this stage. 
7.3.3 Parameter optimisation: Stage 1 
Identi fying the soil moisture parameters: Methodo logy 
In Chapter 6, a soil moisture characteristic relationship (i.e. 6{ip)) was developed, which 
includes a depth dependency to account for progressive changes in hydraulic properties 
with depth, moving from the soil, through the weathered chalk and into the consohdated 
chalk. Due to the complexity of this relationship (two domains each with depth-dependent 
properties), it is best expressed as a system of equations, as shown in Table 7.5. Given 
ip, z and a set of parameter values, the soil moisture characteristic relationship returns 
modelled water content, 9'^°'^. Hence an objective function is required to quantify the 
difference between the observed and modelled water contents, where j refers 
to the depth, and i refers to each observation point on the soil moisture characteristic 
curve at that depth. The root mean squared error (RMSE) was used for this objective 
function, as given in Equation 7.5. 
OFSM = ^ 
where Nj is the number of points on the curve for depth j. 
Soil moisture characteristic data are available from the instruments discussed in Chap-
ter 4, and the data were analysed in Chapter 5. Simultaneous, frequent measurements of 
d and ijj were available at 4 depths: 0.2, 0.4, 0.6 and 1.0 m. In fitting these data, it is 
assumed that there will be some degree of random variation in the matrix porosity at each 
depth, due to the possible presence of Hints and other random variability in the profile. In 
order to account for this random variation it was necessary to identify a saturated matrix 
water content value for each depth of observations. Therefore, for this fitting exercise four 
additional free parameters (one for each depth where observed 9{ip) data are available) 
need to be included for 9^obs (the observed saturated matrix water content). It is assumed 
that the effective porosity of the matrix is constant, and the value of 35 % is taken from 
the literature (see above). Therefore, (the observed residual matrix water content) 
is given by 9 ^ ^ — 0.35. Note, in terms of the flow processes as represented by Richards' 
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Inputs: Zj and 15 parameters: 
Fixed parameters; 0/, 6{, tu/,oo, V'g 
Free parameters: w/,o, V'1,0, ^T,j (where j = 1 -+ 4) 
Equations: 
Depth dependent parameters 
1 + exp ( — — Zp)) 
^ / ,0 ~ ''^/,00 
1. + 
— '^/,oo + 1 + exp { — Za{z.j — Zg)) 
Matrix (uniform pore size distribution) 
3.* 0-™ = 
4 ; Vo" = (ll+cr™-)(T'" 
\ / 2 
6. ^1;; = ( g : ; ^ - o . 3 5 ) + g ; ^ / o . 3 5 ) 
Fracture (non-uniform pore size distribution) 
7 / a 
^ X2 - Xi 
9. s i , = 0.5 + 0,5erf ' ^ / l j 
10- H,j = H + s j j ( ^ f - H) 
Bulk properties 
11. S ' ^ = v , , M j + ( l - ' ' t j ) n ' 4 
Output: e^ P'^  
Note, m and / are superscripts distinguishing the matrix and fracture domains, and not powers. 
Subscript j refers to each depth (0.2, 0.4, 0.6 and 1.0 m), and variables which include it are 
non-uniform with depth. Subscript i represents each point on the 0iip,z) curve for a given depth. 
* Xi and X2 have constant values of 1.6449 and -1.6449 for both domains. 
Table 7.5 The soil moisture characteristic relationship 
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equation, it is the difference between 9s and Or (i.e. the effective porosity) which is im-
portant. Therefore, rather than attempt to extrapolate the randomly varying 6^ and 0™ 
throughout the profile, after this fitting exercise these parameters will be assumed to be 
uniform throughout the profile, with values of 0 and 35 % respectively. 
The parameters -02 and ^'{oo represent the matric potential at which the fracture do-
main will be 95% saturated and 5% saturated respectively, in the consolidated chalk. The 
threshold matric potential for fracture activation of -0.5 m H2O identified by previous 
workers (Wellings, 1984a) relates to a single, fairly arbitrary fracture aperture value. In 
the CUZ model, a distribution of fracture apertures is considered, analogous to a pore-size 
distribution. As such, these two parameters should satisfy the rule ipl ^ —0.5 >'4'ioo- Fol-
lowing some Monte Carlo simulations which considered 10 free parameters, it was decided 
that the value of ipl should be set arbitrarily to 
-0.1 m. These simulations indicated that fixing this value did not compromise the per-
formance of the model fit to the observed data, and reduced the number of degrees of 
freedom meaning the remaining parameters would be more identifiable. 
To identify the remaining nine parameters (four of which are temporary fitting param-
eters for 6^ at each depth of observations) a 100,000 realisation Monte Carlo analysis was 
performed. 
Identi fying the soil moisture parameters: Observed data 
In order to produce soil moisture characteristic curves, it was necessary to process the 
water content and matric potential data to remove anomalous data. The main anomaly 
arose from cavitation of the tensiometers, at low matric potentials. At 1.0 m depth, the 
equitensiometer data could be used to fill in these periods, whilst at other depths the 
data had to be discarded. In some instances (for example 0.4 and 1.0 m depths) the 
data appear to exhibit hysteresis. However, on closer examination of the time sequence 
of the data, consecutive wetting and drying curves did tend to follow the same path, as 
shown in Figure 7.7. In other words, the different 'scanning curves' were not associated 
with hysteresis, but were probably due to the changes in the profile probe calibration 
parameters, described in Chapter 4. Therefore, hysteresis was assumed to be neghgible, 
and to characterise the relationship, data that define the main drying curve were 
used. These were obtained by taking the maxima 9 values for various ranges of ijj. The 
raw and filtered soil moisture characteristic curves for each depth are shown in Figure 7.8 
for Warren Farm and Figure 7.9 for West Ilsley. 
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Figure 7.7 Subset of 6{ijj) data from Warren Farm, 1 m depth, demonstrating 
the Chalk is not subject to significant hysteresis 
Identi fying the soil moisture parameters: Resul t s 
The drying curve data obtained above were used to represent and parameter optimi-
sation was carried out for each site. Arbitrary parameter ranges were determined by trial 
and error, such that the same parameter ranges would be appropriate for both WF and 
WI. The results of the Monte Carlo analyses, in terms of model performance, and param-
eter identifiability, are shown in Figure 7.10 for WF and Figure 7.11 for WI. Parameter 
identifiability is explored by visual examination of the dotty plots, which plot the objective 
function against each parameter value. As there were nine free parameters, the model was 
trying to find the optimal solution in nine dimensional space. As such, an extremely large 
number of realisations were required (hence 100,000 were used). The shape of the dotty 
plots indicated that the parameters at WF were somewhat more identifiable than those 
at WI, and at both sites the temporary parameters were more identifiable than the model 
parameters. Furthermore, 9{I}J,Z) curves were plotted for the ten best model reahsations 
(i.e. the best 0.01% of all realisations), as well as the optimum realisation. At both sites 
there is a relatively large degree of variation between these results, especially at 0.2 m 
depth. However, on close inspection, it is seen that the changes in 9 with ^ are extremely 
consistent between the ten optima, and it is only the magnitude of 9 that differs. In terms 
of the performance, there is a reasonably good fit for all of the observed data, except at 
W F at 0.2 m depth, and at 1.0 m depth at WI. The most comprehensive observed data set 
was from WF at 1.0 m depth, where the additional data from the equitensiometers gives ^ 
readings in the dry range (i/) < —8.5 m), and the data were available over a longer period 
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Figure 7.8 Soil moisture characteristic curves at Warren Farm 
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than at WI. Here the model fit does a reasonable job of representing the fracture properties 
{ip > —5 m) and the matrix desaturation (V" < —10 m), though the observed data does 
appear to contain 'steps' at ip — —15 and -5 m, which cannot be explained by the model. 
Despite the limitations described for the model performance and parameter identifiability, 
the optimal parameters obtained by this method were assumed to be adequate, and were 
used in all subsequent analyses. 
In fitting the SM model to observed 0{ip,z) data, the vertical distributions of the 
fracture pore size distribution (and corresponding hydraulic properties, which were ex-
plicitly related to the pore size distribution, as described in Chapter 6) and the matrix 
and fracture porosities are determined. Figure 7.12 shows the depth distribution of these 
attributes, for W F and WI. The result indicates a significant difference in the weathering 
pattern at these two sites, which if correct is an important insight. The saturated fracture 
water content, 9( can be used to determine the depth of the soil/weathered Chalk layer, 
as the consolidated Chalk is assumed to begin when 9( = 1%. At W F the soil/weathered 
Chalk layer is 4 m thick, and the fracture pore size distribution over this depth changes 
fairly gradually. By contrast, at WI, the soil/weathered Chalk layer is only 1 m thick, 
and changes in the fracture pore size distribution are relatively abrupt over this depth. 
This latter result is consistent with the profile photograph of WI (Figure 4.6). There is 
no additional information available about the profile at WF. 
The soil moisture characteristic curves derived for both W F and WI, for the consol-
idated Chalk (i.e. z is large) are compared in Figure 7.13 with the relationships pro-
posed by Mathias (2005) and Brouyere (2001). WF and WI differ from one another for 
—0.1 > ip < —5 m. The results indicate there is a wider range of fracture apertures at 
WI, and that some of these fractures are activated at lower values of matric potential than 
those at WF. The curves of Mathias and Brouyere show that the fractures in these models 
are activated at higher matric potentials. The empirically observed fracture activation 
threshold (Wellings, 1984a) of -0.5 m HgO is shown on this plot. For both the Matrias 
and Brouyere models, the fractures are essentially desaturated at this threshold value, and 
begin to saturate as ip increases above it. However, for W F and WI, the fracture domain 
is already around one-third and two-thirds, respectively, saturated at this threshold. 
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Figure 7.10 Warren Farm soil moisture parameter optimisation: model per-
formance and parameter identifiability 
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Figure 7.11 West Ilsley soil moisture parameter optimisation; model perfor-
mance and parameter identifiability 
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7.3.4 Parameter optimisation: Stage 2 
Ident i fy ing t h e hydraul ic conduct iv i ty parameters : M e t h o d o l o g y 
The unsaturated hydraulic conductivity model is that presented by Kosugi (1996), and is 
based on an approach developed by Mualem (1976), both of which are described in Chapter 
2. For each domain (fracture and matrix) K{'ip) is a function of the effective saturation, 
which has already been defined above, the saturated hydraulic conductivity, Kg, and a 
tortuosity parameter, L. For the matrix, it has been shown tha t the tortuosity parameter, 
L'", is insensitive and does not need to be included in the optimisation. Therefore, the 
parameters tha t require optimisation are the matrix and fracture saturated hydraulic 
conductivity, and /<"/, and the fracture tortuosity, . These parameters will be 
identified by inverse modelling, using the numerical CUZ model developed in Chapter 
6. The Monte Carlo analysis requires an objective function to minimise, which in turn 
requires appropriate observations against which to compare the model output. Rainfall 
and evaporation data are used to drive the model, and observed 9 and ^ from the top 4 m 
of the profile can be used to assess its performance. The objective function must account 
for errors between modelled and observed 9 and -ip- Therefore, the normalised RMSE was 
used, so tha t the objective function would not be biased by the larger magnitude errors 
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in ijj. The RMSE was normaUsed by dividing it by the largest magnitude observed data 
point for each depth (i.e. minimum ip or maximum 6), and the objective function was 
given by summing these measures for both variables, for all depths, as shown in Equation 
7.6. 
OFNS = . 
j= i \ J i=i m i n ( V ' 5 _ ; v . j ) j max 
(7.6) 
where j and i are indices in depth and time respectively and Nj is the number of data 
points at each depth. 
A Monte Carlo analysis was performed using 1000 realisations (note, this required a 
total CPU time of around 56 hours). The parameter ranges for and were deter-
mined based on values from the literature (Price et al., 1993), and for was determined 
by trial and error. 
Ident i fy ing t h e hydraul ic conduct iv i ty parameters: R e s u l t s 
The calibration performances, in terms of ^ and cumulative change in water content (cum. 
A6), respectively, are shown in Figures 7.14 and 7.15 for W F and 7.16 and 7.17 for WI. 
Furthermore, dotty plots showing the objective function plotted against the parameter 
values for each of the three parameters are shown in Figure 7.18 for W F and Figure 7.19 
for WI. The following discussion will first address the caUbration for W F and then address 
WI. 
For WF, two years of observed data were available, so the calibration performance plots 
consider da ta for 2004 (used in the calibration) and data for 2005 (used for verification). 
In terms of ip, shown in Figure 7.14, the model generally does a good job of reproducing 
the temporal pa t tern at all depths. At 0.2 m depth there is a discrepancy between the 
model and the observations for a brief period in the autumn, as the soil wets up. At 0.4 
and 0.6 m depth there is excellent agreement between the model and observations. At 
1.0 m depth, where observations are available in both the wet and the dry range, the 
model simulation generally performs well, though it tends to underestimate ijj in the dry 
period. Likewise, at 2.0 and 3.0 m depths, the model somewhat underestimates ip, and 
furthermore the model response is somewhat delayed. At 1.0, 2.0, and 3.0 m depths, 
the simulated ip during the final wetting limb is underestimated, which is potentially a 
limitation of the model, indicating that the recharge signal in the winter is excessively 
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attenuated. However, as the previous winter the recharge response was reproduced well 
by the model, it is thought more likely that this is due to errors in the driving data during 
this period, such as an underestimate of rainfall (it is known that there were problems 
with the raingauge in January 2006) or an overestimate of actual evaporation. Figure 7.15 
shows the performance in terms of the cumulative change in water content {cum. AO), 
and again the model does a good job of reproducing the general patterns. It also does a 
fairly good job of reproducing the spikes. The main weakness appears to be that during 
dry periods the modelled A6 tends to be more responsive than the observations. This 
is particularly evident at 0.4 m depth. This might indicate that in reality the fracture 
domain has been completely dewatered, yet the matric potential is not yet low enough to 
begin to dewater the matrix. In the model, on the other hand, the matrix domain has 
begun to dewater, such that 6 is responsive to changes in This will be discussed later. 
In both Figures 7.14 and 7.15, as well as the optimum model realisation, the next 10 
best realisations are plotted. This shows that there is very little difference between the 
top 10 results. The dotty plots in Figure 7.18 also highlight the optimum and the best 10 
realisations. It can be seen that for and , the best 10 parameter values are fairly 
spread out, whilst for K'^ they are clustered close together. This indicates that the model 
is relatively insensitive to and , and very similar results can be obtained by using the 
a range of different values as long as is not changed. Hence, the model performance 
is largely determined by K ^ , for which the optimum value is around 0.5 mm/day. 
For WI there were less observed data available, so the calibration performance was only 
plotted for 2004. Figure 7.16 shows the performance in terms of tp- In the top 1 m, the 
simulated data correspond very well with the observations. For 2 and 3 m depth, observed 
data are only available during the period of drying at the start of the summer. At the 
driest point, the simulated data appear to overestimate ip. There is also no response in the 
observed data to the large event on 9 July, which causes a perturbation in the simulated 
data. This simulated response is caused by a single, high intensity, rainfall event, which 
saw 48 mm of rain in a 12 hour period. Note that in the top 1 m, no tp observations were 
available, as the soil was too dry for the tensiometers. However, the water content data do 
cover this period, and it can be seen in Figure 7.17 that there is no observed response to 
this apparent event. This suggests that the rainfall event recorded at WF did not occur at 
WI (at least not with the same magnitude). The model performance in terms of 9 at WI for 
all other times is particularly good at 0.4 and 0.6 m depths. At 0.2 m depth, the observed 
and simulated response patterns are consistent, though the magnitudes occasionally vary. 
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At 1.0 m depth, the observed 9 tend to vary more than the simulated 9. Despite the fact 
tha t limited da ta were available, and tha t the driving rainfall data from W F may have 
been inappropriate, the overall model performance at West Ilsley was good. 
The WI model gave results consistent with those from W F in terms of parameter 
sensitivity and identifiability. The states simulated by the top 10 parameter realisations 
(plotted in Figures 7.16 and 7.17) are very similar. The dotty plots in Figure 7.19 again 
indicate tha t and are relatively insensitive, whereas is strongly identifiable, 
and this parameter determines the model performance. The optimum value of K '^ at WI 
is 1 mm/day, whereas at W F it was 0.5 mm/day. This is a surprising result, because it 
would be expected tha t the properties of the consolidated chalk at both of these sites, 
integrated over the entire unsaturated depth, should be very similar if not identical. Both 
parameter values are consistent with estimates in the literature (reviewed above), though 
the value for W F is at the lower end of expected values. This is discussed further in the 
next section. 
7.3.5 The simulated recharge flux 
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Figure 7.20 Simulated recharge fluxes at Warren Farm compared with the 
water table response 
The CUZ model parameterisation was based entirely on data from the top 4 m of the 
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Figure 7.21 Sensitivity of tlie timing of the recharge signal to the matrix 
saturated hydraulic conductivity, K'^ 
profile. However, one of the main purposes of this model is to determine the recharge 
to the water table, which occurs much deeper in the profile. There are no data available 
that can be used directly to assess the model performance for the hydrological processes 
deep in the profile. However, there are observations of the water table elevation with time 
(recall, this is a function of processes in the saturated zone as well as the recharge flux). 
For the best 100 model realisations (determined using the objective function in Equation 
7.6) the simulated recharge fiux (which is approximated by the simulated flux at 30 ni 
depth, just above the water table) is plotted in Figure 7.20. The water table elevation is 
also shown in this figure. This shows that the different parameter combinations result in 
a fairly broad range of results, although the magnitude of the variation in the flux over 
the year is always small, with a maximum change of about 0.1 mm/day. In the case of the 
optimal solution, the timing of recharge signal lags behind the water table response. This 
would indicate that the water table response at this site must be primarily controlled by 
processes in the saturated zone, as opposed to the recharge flux. However, within the 100 
solutions, there are some for which the timing of the recharge flux and the water table 
response are consistent (with the key determinant being the timing of the trough in each). 
It has been demonstrated that the key parameter is the matrix saturated hydraulic 
conductivity, K ^ . Therefore, in Figure 7.21 the parameter is plotted against an 
indicator of the timing of the recharge signal (given by the time difference, in days, between 
the minimum recharge flux and the minimum water table elevation) and an indicator of the 
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seasonal variation in the recharge flux (given by the amplitude of the recharge flux signal). 
The best timing of the recharge flux relative to the water table response is achieved by 
reducing K'^ to a value of about 0.4 mm/day. This would also result in an increase in the 
seasonal variation in recharge, though the maximum occurs for a value of K'^ of around 
0.45 mm/day. 
These results provide an interesting insight into the behaviour of the model, but they 
are inconclusive because in reality the water table response is more complicated. This 
issue is further explored in Chapter 8. 
7.4 Conclusions 
In this chapter, a methodology for configuring the model to represent a particular field 
site was presented. A sensitivity study was performed to establish the optimum model 
configuration in terms of the spatial and temporal resolution, initial conditions and bound-
ary conditions. The sensitivity study also determined which parameters could be excluded 
from the optimisation. A review of the literature, combined with the results of the sensitiv-
ity study, found that nine parameters needed to be identified, and these were identified in 
two stages. In the first stage the six parameters associated with the z) curves (which 
characterise the soil-weathered chalk-consolidated chalk continuum) were identified. In 
the second stage the additional model parameters, associated with the K{^') relationship, 
were identified. This methodology was applied to the two field sites, WF and WI. The 
model was found to reproduce the observed data in the top 4 m of the profile at the two 
field sites reasonably well. The following conclusions were drawn from the optimisation 
exercise: 
• K'^ was the most important parameter for determining the model performance in 
fitting the near surface observations; 
• Different values for were obtained for WF and WI (roughly a factor of 2 difi'er-
ence), whereas it would be expected they should have similar values; 
• The simulated recharge fiux (much deeper in the profile) was also strongly dependent 
on K'^, and if this flux is the primary control on the water table response, a lower 
value of would be required. 
The ambiguities associated with the parametrisation of the model reflect the difficulty 
of using measurements from the very top of the profile to condition a model for the entire 
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unsaturated zone. Useful insights/improvements to this parametrisation could be possible 
using measurements from deeper in the profile, and this is recommended for further work. 
The efficacy of these parameterisations can be further explored by interpreting the results 
from the model, which is performed in the next Chapter. 
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Chapter 8 
Model application 
8.1 Introduction 
Two CUZ model configurations (Warren Farm, WF, and West Ilsley, WI) were established 
in the previous chapter. In this chapter, both configurations were run with two years of 
driving data, from 1 January 2004 to 1 January 2006, which were cycled three times to 
eliminate eflfects of the initial condition. The results from the final cycle were analysed to 
gain insights into the hydrological processes occurring throughout the Chalk profiles. The 
findings from these simulations can be compared with the analysis of the processes at the 
same sites and for the same period, which was presented in Chapter 5. 
8.1.1 Attenuation in the near surface 
In Chapter 5 it was suggested that the soil and weathered chalk layers play an important 
role in attenuating the recharge fluxes. The CUZ model developed in Chapter 6 sought to 
explicitly represent these effects, by scaling the parameters (which control the hydraulic 
properties) in the near surface as a function of depth. In Section 7.3 the model parameters 
were identified using observed soil moisture characteristic curves. The model output in 
the near surface for W F and WI, are shown in Figure 8.1. The bulk water content profiles 
indicate that both sites attenuate the changes in soil moisture state with depth. At WF, 
the attenuation is spread over a greater depth. This is because the fracture porosity as a 
function of depth, also plotted, differs for the two sites. At WI there was a larger fracture 
porosity at the surface and the soil/weathered Chalk layers were thinner - around 1 m 
(note, the consohdated Chalk starts when the fracture porosity is 1 96). At WF, however, 
the changes were more gradual, and the depth of the consolidated Chalk was about 4 m. 
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The profiles of matr ix water content and fracture water content show tha t on average the 
matrix is close to saturation and the fractures are close to being empty. In the soil and 
weathered chalk layers, the fractures fill up to absorb the high intensity infiltrating fluxes, 
whilst the matrix desaturates to satisfy evaporative demand. 
8.1.2 Hydraulic head gradients 
The spatial and temporal resolution of provided by the model enables the head gra-
dients to be examined in detail throughout the profile, over time. Figure 8.2 shows the 
development over time of zero flux planes (ZFP) throughout the profiles at W F and WI. 
In Chapter 5 it was shown that the observed ZFP at W F was deeper than that at WI. At 
W F the maximum depth of the ZFP was > 3 m. At WI it was not possible to observed the 
maximum ZFP, as the instruments were removed before it was reached. The simulations 
indicated very similar ZFP patterns for W F and WI. The maximum depths of the ZFP for 
each site, each year are shown in Table 8.1. The ZFP depth was greater at WF, consistent 
with the observations. 
Year 2004 2005 
West Ilsley 
Warren Farm 
4.29 m 
4.85 m 
6.25 m 
6.97 m 
Table 8.1 Maximum depth of the zero flux plane in each year for each site 
A diagrammatic representation of the evolution of the ZFP for a Chalk unsaturated 
zone was presented by Wellings and Bell (1980), (reproduced in Figure 2.3) which is similar 
to the plots in Figure 8.2. It is beUeved that this study is the first time that such plots 
have been constructed based on a simulated profile response. These plots clearly indicate 
tha t there is a recharge flux into the saturated zone all year round. This understanding 
is not new (it can be traced back at least as far as Wellings and Bell, 1980), but the 
implications have perhaps not been widely appreciated. In particular, calculations of 
specific yield of Chalk aquifers will be erroneous if they assume tha t during a period of 
groundwater recession there is no recharge (such as the study reported by Lewis et al., 
1993a,b). Furthermore, recharge representations in groundwater models of Chalk aquifers 
which assume the recharge switches on and off according to the rainfall, evaporation and 
soil moisture deficit (such as MORECS, Thompson et al., 1981) will be erroneous. The 
recharge fluxes are discussed further below. 
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8.1.3 Flow processes 
In Chapter 5, observations oiip indicated that , based on the criterion suggested by WelHngs 
(1984a) (i.e. tha t fracture flow is invoked when ip > —0.5 m), during the winter, fracture 
flow occurred in the top 1.2 m of the profile. It was not possible to observe whether or 
not fracture flow occurred below this depth. Using the CUZ model, it is not necessary 
to use this indirect criterion, as flow in the matrix and the fractures are output by the 
model. Figure 8.3 shows the simulated flow in the matrix and the fractures throughout 
the profile at WF. Fracture flow occurred to a depth of 1 m, but not below this. Fracture 
flow generally occurred in the winter, but also occurred in the top 0.5 m of the profile 
following the large rainfall event in the summer of 2004. In Figure 8.4 the simulated flows 
are plotted for WI. Here, fracture flow occurred in the top 0.5 m of the proflle, but not 
at 1 m depth, or below this. In general, the flow at WI was somewhat more attenuated 
than tha t at WF, which is consistent with the trends observed in Chapter 5. Despite the 
fact tha t the soil/weathered Chalk layer at WI is thinner (Figure 8.1), the larger 'fracture' 
porosity in the near surface means it is a more effective in at tenuating the fluxes. However, 
it is concerning tha t the model does not predict fracture flow at 1.0 m depth at WI. One 
possible explanation could be that the threshold associated with fracture flow of -0.5 m 
was too low. However, it was found that even if this threshold was halved to -0.25 m some 
fracture flow was still simulated at 1 m depth. Another possibility was that at WI the 
rainfall was underestimated and/or the actual evaporation was overestimated (note, at 
WI these variables were assumed to be equal to those observed at WF) . In Section 8.1.4 
below the effect of changes in rainfall volume are explored. 
In the model it was necessary to fix the water table depth, because there was no 
practical, realistic way to simulate the saturated zone processes. The simulated flux just 
above the water table is assumed to represent the recharge flux. Figure 8.3 shows that 
at W F the recharge flux at 35 m depth is almost constant, though there is a very small 
amount of seasonal fluctuation. At WI, in Figure 8.4, the recharge flux at 70 m depth is 
essentially constant. If this is correct, variations in the water table elevation at WI could 
not have been caused by changes in the recharge flux over time, and hence must have been 
caused by changes in the lateral head gradient differential in the saturated zone (that is, 
changes in d?h/dx^). This possibility is explored further in Section 8.2 below. 
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8.1.4 The wider context 
The analysis presented in this study has thus far considered data from two years, 2004 
and 2005. To place the current findings in a wider context, it is necessary to compare the 
rainfall and evaporation from these years with data from a longer record. Figure 8.5 shows 
monthly rainfall and potential evaporation statistics, recorded at Wallingford (SU461189), 
Oxfordshire, for the period 1970 to 2000. The first half of 2004 had somewhat higher than 
average rainfall. Apart from August and October 2004 which had above average rainfall, 
between June 2004 and March 2005 there was very low rainfall. In particular, the low 
rainfall between November 2004 and February 2005 would have meant that the volume 
of water recharging the aquifers in 2005 would have been very low, leading some workers 
to describe this as the '2005 drought' (pers. comms. J Finch). The remainder of 2005 
had somewhat below average rainfall. In terms of potential evaporation, there were no 
particularly unusual months during this period. 
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Figure 8.5 Monthly rainfall and potential evaporation recorded at the auto-
matic weather station at Wallingford 
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As the rainfall during the period studied was low, a simple sensitivity study was car-
ried out, using the WI model configuration. The total volume of rainfall was increased 
progressively from 1% up to 20% (that is, every single rainfall event in the 2 year period 
was increased by these scale factors). The corresponding change in the occurrence of frac-
ture flow in the model is shown in Figure 8.6. It is seen that the model is highly sensitive 
to the rainfall volume. If the rainfall was increased by 4%, fracture flow was simulated 
at depths of up to 10 m. An increase of 10% lead to fracture flow throughout the entire 
profile, such that fracture flow dominated the recharge response. The recharge flux at 
West Ilsley can be approximated by the simulated flux above the highest water table, i.e. 
at 65 m depth. Figure 8.7 shows the recharge fluxes (split into matrix flow, fracture flow 
and total flow) for four rainfall scenarios (normal, 5%, 10% and 20% increase in rain-
fall). For an increase in rainfall of up to 10%, matrix flow is dominant, and the seasonal 
recharge pattern is essentially constant. For a 10% increase in rainfall, whilst the matrix 
flow is dominant, recharge through the fractures is non-negligible. In this case, fracture 
flow is not associated with any particular rainfall events, but is steady, indicating there is 
some transmission of a small amount recharge along the fracture walls. The fractures are 
certainly not flowing full, as the flow rates are too small (of the order of 0.1 mm/day). 
For a 20% increase in rainfall, flow through the fractures is episodic, and at certain times 
dominates the recharge signal. In other words, at some point between 10 and 20%, the 
behaviour of the recharge switched between a completely attenuated, steady response, and 
a seasonally dynamic response, comprising temporally discrete rapid recharge events. 
The sensitivity of the model to rainfall volume is extremely important if significant 
errors in the raingauge measurements are likely. Such errors should be negligible if the 
raingauge is installed appropriately (Habib et al., 2001), but gaps in the record due to 
errors (for example battery failure, animals interfering with the gauge, and so on) will 
still be a potential problem. In this study, no errors in the rainfall data for 2004/5 were 
reported, and the data corresponded well with data from a storage gauge (which measured 
the cumulative rainfall over a two week period). However, any future applications of the 
CUZ model should be very careful that there are no significant errors in the rainfall data 
used. 
The same analysis was performed for WF, assuming that the recharge flux can be 
approximated by the simulated flux at 30 m depth. The results are shown in Figure 8.8. 
For this configuration, because the unsaturated thickness is less, there is less attenuation 
of the recharge fiux, and seasonal variations in recharge associated with fracture flow 
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are present for an increase in rainfall of 10%. For this (10%) scenario, matrix flow still 
generally dominates the recharge pattern. It is notable tha t the fracture event for the 
10% rainfall scenario is delayed as compared with with 20% rainfall scenario. Hence, the 
fractures in the CUZ model are not behaving as a simply rapid flow pathway which is 
either on or off, bu t they allow for significant at tenuation to occur, depending on the 
volume of rainfall. These results suggest tha t approaches which use a simple bypass 
mechanism to represent fracture flow (for example when a threshold value of infiltration 
rate or accumulated infiltrated volume is exceeded, the excess water passes directly to the 
water table) are likely to be inappropriate. 
The results from these analyses should not be interpreted as anything other than a 
sensitivity study, which demonstrates how the system might respond to increased rainfall 
conditions. To gain more useful insights, the model should be applied to a data set for a 
longer period of time, including years with above average rainfall. This will be proposed 
in the recommendations for further work in the next Chapter. 
8.2 Hillslope processes 
When the Chalk unsaturated zone flow model was applied to the deep profile at WI, 
the simulated flux just above the water table was at tenuated to such an extent that it 
did not have a seasonal pattern. If the model is correct therefore, the recharge flux at 
the interfluve is constant. However, observations of the water table indicate that there 
are significant seasonal water table fluctuations at WI, which varied by up to 8 m in 
the period of monitoring. To reconcile the constant flux and seasonal water table, it 
is suggested tha t the water table response at the interfluve is caused by the seasonal 
pat terns of recharge tha t occur downslope, closer to the river. To explore this potential 
phenomenon, a parametric study was performed on a simple, one-dimensional, unconfined, 
saturated flow model. Flow in an unconfined aquifer is approximately described by the 
Boussinesq equation (Lockington et al., 2000). This is given below, for a one-dimensional 
model with a non-uniform, time varying recharge fiux: 
jflEZ (/iTT: I == SplET - J R (8.1) A f h ~ ^ - q — dx\dx) ^ dt 
where h is hydraulic head (m), x is the horizontal distance (m), K is the hydraulic conduc-
tivity (m/d) , Sy is specific yield (-) and R is the recharge flux (m/d) . This equation can be 
solved using a finite difference approach, similar to the technique used to solve Richards' 
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equation described in Chapter 2 (that is, method of lines, integrated with MATLAB 
tool 0DE15S) . The model domain is a hillslope from the interfluve (a no-flow boundary, 
dh/dx = 0 ) a t # = 0, to the river (a fixed head boundary, h = hriv) at x = L (where L is 
a parameter representing the distance from the interfluve to the river). 
8.2.1 Hillslope model verification 
Before carrying out analysis with this numerical model, it was verified against an analyt-
ical solution. Lockington et al. (2000) presented a similarity solution for the Boussinesq 
equation, with no recharge (i.e. R = 0) and the following boundary conditions: 
h{0,t) = ho{t) = et^ 
h{x,0) = 0 (8.2) 
h{x —> oo, t) = 0 
where s and ^ are parameters describing the time dependent hydraulic head at the bound-
ary. The boundary conditions describe an unconfined aquifer with an initial head of 
zero, which is subjected to a fixed head boundary condition at a; = 0, which may be 
constant ( ( = 0) or increase (( > 0) as a function of time, causing a 'wetting front' to 
move through the aquifer. Whilst the analytical solution applies to a semi-infinite aquifer 
(z —» DO), the numerical solution requires a finite boundary. Therefore, the numerical and 
analytical solutions should give comparable results, until the wetting front approaches the 
finite boundary of the numerical solution. The analytical solution is defined by Equations 
8.3-8.6: 
2g^(( + l ) 
f EjRTfC+i (8.3) 
+ 2 (8,4) 
= I (8.5) 
/!== (8.6) 
The numerical and analytical models were compared for a dimensionless model do-
main (a; = 0 ^ 1), and dimensionless parameters {K/Sy = 1). The boundary condition 
parameters e and ( were set to 1 and 1/3 respectively, such tha t for dimensionless time, 
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t = 0 —> 1, the boundary head would increase from 0 —^  1, as shown in Figure 8.9. In the 
same figure, output from both model were compared for t — 0.1,0.2,0.3,0.4 and 0.5. The 
figure shows excellent agreement between the numerical model and the analytical solution, 
thus verifying tha t there are no errors within the numerical model. 
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Figure 8.9 Verification of the numerical model (—) with the similarity solu-
tion (•) proposed by Lockington et al. (2000) 
8.2.2 Application of the hillslope model 
A one-dimensional hillslope transect from the interfluve to the river is considered. The 
unsaturated zone is deeper closer to the interfluve, hence the level of attenuation of the 
recharge flux increases. To investigate this non-uniform, time varying recharge flux, R, the 
following function was used to make R a sinusoidal function of time, with an amplitude A 
which is a linear function of x (the distance between the interfluve and the river): 
R{x, t) = A(x) sin ) + Rss (8.7) 
where Rgs is the steady-state recharge rate, and A{x) is the amplitude of the seasonal 
fluctuation (m), which given by: 
A{x) = 0 X <l 
A{x) = Rss{X — 1)/{L — I) I < X < L 
(8.8) 
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where I is the distance (m) from the interfluve for which there is no seasonal recharge 
pattern, i.e. A(0) = 0 and R{0,t) = Rss- The function A{x) is shown in the top plot 
in Figure 8.11, and the resulting recharge flux at the interfluve, the river, and half way 
between the two is shown in Figure 8.10. I t can be seen tha t at the river the recharge 
varies from 0 to 2 x Rss, whilst at the interfluve, it is constant with time, and at all 
locations the total amount of recharge in a year is 365 X Rgs-
The model is defined by six parameters, shown in Table 8.2. For the length parameters 
I and L, rough estimates were used, based on the approximate distance between WI and 
the river Pang. The hydraulic properties of the Chalk {K and Sy) are found from the 
literature (see Table 8.2 for sources). Finally, the recharge rate is based on the cumulative 
rainfall minus actual evaporation recorded in the catchment, which was 660 mm over two 
years, which is approximately equivalent to 1 mm per day. 
Par. Description Value 
Distance from the interfluve for 
I 
which the recharge is constant 
300 m ^ 
L Distance from interfluve to river 3000 m 1 
K Hydraulic conductivity 10 m / d 2 
Sy Specific yield 0.01 3 
Rss Steady-state recharge flux 1 m m / d ^ 
hriv Saturated thickness at the river 100 m ^ 
1. Arbitrary values 
2. Approximated from Figure 3 in the paper by Williams et al. (2006) as an appropriate value of 
K in the top 20 m of the saturated zone of the Chalk in the Pang catchment. 
3. Typical fracture porosity (Price et al., 1993) 
4. Based on annual observed rainfall minus actual evaporation, described in Chapter 4 
5. Chosen to give values of transmissivity (T = K.hriv = 1000 m^/d) and diffusivity (D = T/Sy = 
1 X 10^ m^/d) which are of consistent order of magnitude with the values suggested by Price et al. 
(1993) 
Table 8.2 Parameters used in the one dimensional hillslope model 
In this very simphstic representation there is no consideration of the 'cocktail glass' 
effect (whereby the hydraulic conductivity increases as the saturated depth increases above 
a certain threshold, as demonstrated in the observed da ta presented by Williams et al., 
2006). There is also no consideration of discrete, highly permeable fractures which may 
240 
be very important in the saturated zone, the saturated depth is arbitrary and the model 
considered is one-dimensional. Furthermore, whilst the magnitude of the variation of 
the recharge flux increases towards the river, the timing of the recharge signal is uniform. 
Therefore, the purpose of this exercise is not to quantify the timing and magnitude of water 
table fluctuations, but to attempt to demonstrate a process which may be responsible for 
them. 
Figure 8.10 compares the transient response of the water table with the recharge flux, 
at the interfluve, the river and halfway between them. It can be seen that whilst the 
recharge fluxes are all perfectly in phase, the water table responses are out of phase with 
one another and with the recharge flux. The peak in the water table at the interfluve is 40 
days behind the peak in recharge flux. This is very similar to the observed delay at WI in 
2005 of 38.6 days (shown in Figure 5.13). Furthermore, if the hydraulic conductivity were 
doubled to 20 m/day, this delay time is reduced to 9 days, much less than the observed 
delay at WI in 2004 of 24.5 days. Note, this is compatible with the 'cocktail glass' concept, 
as in 2004 the water table is higher than in 2005, hence the hydraulic conductivity in the 
saturated zone is higher and the water table response is faster. 
Figure 8.11 shows the change in water table elevation with horizontal distance. The 
plot shows that the annual change in water table elevation is virtually constant for about 
1000 m from the interfluve, despite the fact there is no seasonal recharge pattern acting 
over the 300 m closest to the interfluve. At the interfluve the water table changes by 1.9 
m, somewhat lower than the observed range of fluctuation. This could be increased by 
reducing the hydraulic conductivity, the specific yield and/or the saturated thickness, or 
by increasing the distance between the river and the interfluve. 
This exercise has demonstrated that the water table response at the interfluve may be 
strongly influenced by the patterns of recharge closer to the river (where the unsaturated 
zone is shallower and the recharge flux is less attenuated). Though a detailed parameter 
investigation has not been carried out, it appears that a water table response with sim-
ilar timing and magnitude to that observed at WI could be explained with this model 
using parameter values which are not unrealistic. This parametric study therefore helps 
to explain the conclusion from the CUZ model - that the recharge fluxes under a deep 
unsaturated zone are constant - by demonstrating that processes in the saturated zone 
may be responsible for the water table response. 
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8.3 Conclusions 
In this chapter the model configurations for each field site, WI and WF, were used with 
driving data (rainfall and actual evaporation) to gain insights into the hydrological pro-
cesses in the Chalk unsaturated zone. The model outputs were consistent with the ob-
servations in chapter 5 - i.e. attenuation of fluxes in the near surface, zero flux planes 
were developed to significant depths (up to 7 m), fracture flow in the top 1 m, with more 
attenuation at West Ilsley than at Warren Farm. Furthermore, the model simulations 
showed that beneath the zero flux plane there was a continual drainage flux from the 
unsaturated zone, into the saturated zone. For the years studied (2004/5) this recharge 
flux was attenuated to such an extent that it was essentially constant with time (for both 
sites). This may have been due to the fact that, for the period studied, there was unusu-
ally low rainfall in the winter, meaning that the amount of recharge was low. Therefore, 
a sensitivity study was performed, whereby the total volume of rainfall over this two year 
period was increased by up to 20%. It was found that the initiation of fracture flow is 
extremely sensitive to rainfall volume, and an increase in rainfall of 10% led to fracture 
flow being initiated throughout the entire profile. As such, the model indicates that both 
the fractures and the matrix play a role in the recharge processes in the Chalk, and that 
the controls on the initiation of fracture flow are highly non-linear, such that a moderate 
increase in rainfall can initiate fracture flow which may persist right the way down to the 
water table. 
To reconcile the constant recharge flux with the signiflcant variations in the water 
table elevation, a parametric study was performed on a simple unconfined aquifer hillslope 
model. It was shown that by using realistic parameter values, the water table response 
at the interfluve could be strongly dependent on recharge patterns occurring closer to the 
river, where the unsaturated zone is thinner, and there is less attenuation of the recharge 
signal. Therefore, whilst it is not possible to corroborate the recharge fluxes simulated by 
the CUZ model, the hillslope model does provide a potential explanation for them. This 
issue should be explored further, using a two-dimensional, coupled unsaturated/saturated 
zone model. 
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Chapter 9 
Summary and Conclusions 
The Chalk unsaturated zone plays a crucial role in the hydrological cycle, at a catchment 
scale, determining the timing and magnitude of recharge, and the transport and fate 
of nutrients. At the same time, our physical understanding of this system is incomplete, 
despite more than three decades of study. This thesis sought to improve our understanding 
of the physical processes controlling the movement of water through the Chalk unsaturated 
zone, and to this end a number of contributions have been made. In this chapter, a 
summary of the findings in this thesis are given. Next, a number of recommendations for 
further work are made. Finally, the implications of the work are discussed, and conclusions 
and presented. 
9.1 Summary of thesis 
9.1.1 Instrumentation 
To understand the movement of water through the unsaturated zone, observations of soil 
water status, in terms of water content, 6, and matric potential, ip, are required. Measuring 
these variables presents a significant challenge. Four criteria were proposed for assessing 
the efficacy of a particular instrument; understanding (i.e. how well established the instru-
ment is); accuracy; range of measurement; and reading frequency. As no single instrument 
exists to satisfy all four requirements for either 9 ov ip, a monitoring scheme comprising 
mutually complementary instrumentation is required. For d, the main challenge is to pro-
vide frequently logged readings, whereas for the main challenge is to provide readings 
in dry conditions. In both cases, dielectric methods offer the most promising solution for 
measuring these variables, but understanding of these instruments is still developing. 
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In this study profile probes (PROFs, manufactured by Delta-T) were used to mea-
sure 0, with additional readings from neutron probes (NPs) to calibrate against. It was 
found that the PROF calibration relationship was not stable with time. The best cali-
bration performance was obtained by re-calibrating the parameters every 12 months. In 
this manner, there was good agreement between the PROF and NP data. The PROF 
parameters were well outside the range of values provided by the manufacturer, and it was 
shown that the manufacturers standard calibration parameters were inadequate. How-
ever, if rigourous calibration procedures are applied, the PROF can provide extremely 
useful insights into the dynamic behaviour of the 6 which would not be possible with more 
traditional instrumentation. 
To measure ^ in the dry range, equitensiometers (ETENs, manufactured by Delta-
T) were used. These are based on the porous block method. An improved calibration 
relationship was presented, which is based on a van Genuchten (1980) soil moisture char-
acteristic relationship, with instrument voltage in place of 6 (including a 'saturated' and 
'residual' voltage). In so far as the van Genuchten relationship is physically based, this 
calibration relationship has a physical basis. It was found to perform well over the entire 
range of 'ip. It requires five parameters which are easily identified using the calibration 
certificate supplied by the manufacturer. It was shown that the ETENs do not perform 
well for wet conditions {ip > —1.2 m), due to the capillary fringe effect of the porous 
block. A potential problem of trapped air following installation was also demonstrated at 
West Ilsley. It was hypothesised that this effect might be exacerbated if the ETENs are 
installed while the profile is wetting. This matter requires further investigation, but the 
evidence from this study is sufficient to suggest that, wherever possible, ETENs should 
be installed when the soil is starting to dry (i.e. in late winter/early spring). Accepting 
these two limitations, for the range of ip for which data from conventional tensiometers 
was available for comparison, the ETENs were seen to perform very well. 
These findings are presented in detail in Chapter 4, with additional background in 
Chapter 3. 
It was also shown in Chapter 5 that to adequately monitor the soil moisture status in 
the near surface of the Chalk unsaturated zone, readings of 9 and i/) must be taken at least 
twice daily, at 06:00 and 18:00 (to capture the peak and trough). However, as this would 
require automatically logged instruments, there is no reason not to monitor the system 
more frequently - hourly at least. 
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9.1.2 Model development and parametrisation 
A model for the flow of water in the unsaturated zone of the Chalk, the CUZ model, 
was developed. This is based on Richards' equation for the movement of water through 
partially saturated porous media, and the equivalent continuum approach (to account for 
two flow domains - the matrix and the fractures). This type of model has been applied 
to the Chalk previously, but the model developed in this study was unique in terms of 
the method used to characterise the near surface profile, which changes progressively from 
a soil layer, through weathered Chalk layers and into the consolidated Chalk. These 
layers are treated as a continuum, with the pore size distribution of the fracture domain 
and the fracture and matrix domain volume fraction scaled as a function of depth, such 
that in the near surface, the fracture domain represents the soil properties. This was 
facilitated by using the Kosugi (1996) relationship for the hydraulic properties, which 
explicitly relates these properties to the pore size distribution, on the assumption that 
the pore radii are lognormally distributed. The Kosugi relationship compares well with 
more traditional relationships (van Genuchten, 1980; Brooks and Corey, 1966), but the 
parameters have a physical meaning such that changes in physical properties (in this case 
over depth) can be achieved by scaling the parameter values. As such the grading from soil, 
through weathered Chalk to consolidated Chalk was achieved with a very small number 
of parameters (in relation to the complexity of the system), in a continuous manner. 
Coupling the soil and chalk layers also means that the model can simulate upward fiows 
associated with evapotranspiration, and develop zero fiux planes consistent with observed 
behaviour. In order to do this, a plant root uptake component was included in the model, 
based on that presented by Feddes et al. (1976). 
The CUZ model was defined by 19 parameters. A review of the literature combined 
with a sensitivity study found that 10 of these parameters could be defined using values 
from the literature, leaving 9 parameters to be determined by optimisation. Previous 
studies have used arbitrary parameter values for the fracture domain. This study is unique 
for the Chalk in that the fracture domain is parameterised using field observations. The 
parameters were identified in two stages; 
1. In the first stage, the 0{tp,z) relationship was parameterised, using observed soil 
moisture characteristic data from the top 1 m of the profile. The parameters obtained 
determine the nature of the soil and weathered Chalk layers, due to the fact that 
the parameters are exphcitly linked to pore size distributions. The parameterisation 
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methodology was applied to the two field sites, Warren Farm (WF) and West Ilsley 
(WI). The results indicated that at WI there is a shallower soil layer, and the depth 
of the consolidated Chalk is shallower than that at WF. These differences were 
consistent with the interpretations of the field data. The profile implied by the 
parameters at WI was consistent with profile photographs which were available. 
2. In the second stage, parameters defining the relationship were identified, by 
inverse modelling, using the CUZ model and observations of 6 and ip in the top 4 
m of the profile. The model was driven with rainfall and actual evaporation data 
(note potential evaporation could also be used). It was found that the parameters 
associated with the fracture domain were relatively insensitive, whilst the matrix 
saturated hydraulic conductivity, K'^ was the key parameter in determining the 
model performance, both in terms of the near surface states and the simulated 
recharge fluxes. 
The ambiguities associated with the parametrisation of the model reflect the difficulty 
of using measurements from the very top of the profile to condition a model for the entire 
unsaturated zone. Therefore, potential improvements for further studies are suggested 
below. None the less, the model was found to perform well against observations of 6 and 
ip in the top 4 m of the profile. 
The model development and parameterisation are presented in detail in Chapters 6 
and 7 respectively. 
9.1.3 Hydrological processes 
Interpretat ions from the field data 
It was possible to gain a number of useful insights about the movement of water through 
the Chalk unsaturated zone by analysing the meteorological, soil physical and water table 
data (presented in Chapter 5). The role of the soil layer in attenuating the high intensity 
infiltrating fluxes, as postulated by Cooper et al. (1990) and Mathias et al. (2006), was 
apparent from the progressive reduction with increasing depth of the changes in soil mois-
ture status over time. However, this effect was not limited to the relatively shallow soil 
layer (around 0.2 m deep), but the weathered chalk layers (down to at least 1.0 m depth) 
also contributed significantly to absorb the fiuxes. 
Matric potential data from the pressure transducer tensiometers in the top 1.2 m of the 
profile indicated that fracture flow was initiated at both sites during the winter (based on 
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the criteria of Wellings, 1984a, that is, that fracture flow is initiated when matric potential 
exceeds -0.5 m H2O). At West Ilsley fracture flow was initiated progressively with depth, 
and the duration was reduced with increasing depth. At Warren Farm, however, there 
was less attenuation of fracture flow occurrence with depth, suggesting that at this site 
fracture flow may occur at greater depths. However, for both sites it was not possible to 
observe whether fracture flow occurred below 1.2 m depth. These findings are consistent 
with the previous studies (reviewed in Chapter 2), and indicate that fracture flow can 
and does transmit water through the CUZ, but it is unclear how important this is to the 
overall recharge signal. 
The equitensiometer data provided valuable insights into the head gradients over the 
top 4 m of the profile, indicating when drainage is occurring in the winter, and the devel-
opment of zero flux planes, ZFPs, in the summer. It was shown that ZFPs can develop to 
significant depths, (at least 2 m BGL) and that the water table can continue to rise even 
when the upper part of the profile is losing water to evaporative demand. Because deep 
ZFPs can develop, actual evaporation is likely to be equal to, or close to, potential. Fur-
thermore, models that assume recharge occurs when rainfall exceeds evaporation and the 
soil moisture deficit is zero (such as MORECS, Thompson et al., 1981) are inconsistent 
with the observed behaviour of the Chalk unsaturated zone. 
These findings suggest that the matrix played a dominant role in transmitting recharge 
for the sites studied. The displacement, or piston displacement, mechanism was able to 
explain the recharge response at West Ilsley in 2004 but not in 2005. Therefore, hydrauhc 
diffusion through the saturated Chalk matrix cannot universally explain the recharge 
response. Therefore, whilst valuable insights were gained from the field observations, 
there were some ambiguities (primarily the role of the fractures and the flow mechanism 
in the matrix) which could not be resolved without the use of a model. 
Interpretat ions from the CUZ model 
The CUZ model was developed in Chapter 6, and suitable parameters were identified for 
the two field sites in Chapter 7, where the model was also shown to generally perform 
well in reproducing time-dependent observations of Q and i/i. The calibrated model was 
then applied to the field sites to gain insights into the hydrological processes, as described 
in detail in Chapter 8. The model outputs were consistent with the observations from 
Chapter 5, hsted above. Fracture fiow was invoked during the winter in the top 1 m of the 
profile, and displayed more attenuation with depth at West Ilsley than at Warren Farm. 
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This may be the first time ZFPs have been simulated for the CUZ using a physically based 
model, and it was only possible to do this because the soil and weathered chalk layers were 
fully coupled to the consolidated unsaturated chalk. The simulated ZFPs extended to 7 m 
depth, which is deeper than the extent of the measurements (< 4 m), and beneath them 
there was a continual drainage flux from the unsaturated zone, into the saturated zone. 
For the years studied (2004/5) this recharge flux was attenuated to such an extent that it 
was essentially constant with time (for both sites). This may have been because there was 
unusually low rainfall in the winter of 2004/5, meaning that the volume of recharge was 
low. A sensitivity study, that examined the effect of increasing the total volume of rainfall 
uniformly over this two year period, found that the initiation of fracture flow is extremely 
sensitive to rainfall volume, and an increase in rainfall of 10% led to fracture flow being 
initiated throughout the entire profile. Therefore it was concluded that the fractures can 
play a significant role in the recharge processes in the Chalk, and that controls on the 
initiation of fracture flow are highly non-linear. As such, a moderate increase in rainfall 
can initiate fracture flow that may persist right the way down to the water table, and 
hence radically change the recharge pattern. 
The model suggests that the recharge flux may be almost completely attenuated, i.e. 
virtually constant with time. However, the observed water table response is highly variable 
with time, with very distinct seasonal patterns. To reconcile these apparently contradic-
tory phenomena, an investigation was carried out into the saturated zone processes using 
an idealised one dimensional hillslope unconfined aquifer hillslope model (i.e. a transect 
from the groundwater divide to the river). This investigation indicated that the water 
table response beneath a very deep unsaturated zone (i.e. at or close to the interfluve) 
could be strongly influenced by recharge patterns closer to the river (where the unsatu-
rated zone is thinner) which are propagated up through the saturated zone. It was not 
possible to corroborate this flnding using this simplified modelling approach and the data 
available in this study, so it was suggested that this issue should be explored further, using 
a two-dimensional, coupled unsaturated/saturated zone model. 
9.2 Summary of contributions 
The main contribution that is provided by this thesis is the development of a physically 
based representation of the soil-weathered Chalk-consolidated Chalk continuum. This was 
applied in a numerical model for solving Richards' equation, and requires relatively few 
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parameters considering the complexity of the vertically heterogeneous, dual permeability 
system represented. Crucially, this allows the Chalk unsaturated zone to be fully coupled 
with the near surface (including any vegetation present), and for the model to be driven 
by actual measured variables. 
The atmosphere-plant-soil interface combined with the soil/weathered Chalk/consolidated 
Chalk continuum model that was developed, indicated that conventional methods of cal-
culating recharge using the concept of a soil moisture deficit are inadequate for the Chalk. 
This is because zero flux planes can develop, drawing water up to the plant roots from 
large depths, so that there is a potentially very large amount of storage or 'field capacity'. 
This also implies that potential evaporative demand from the atmosphere is likely to be 
satisfied for most of the time, even during prolonged dry conditions. 
Another important contribution is the insights into the flow processes in the Chalk 
unsaturated zone that can be gained from the model. A significant, though arguably 
unsurprising, result is that flow occurs in both fractures and matrix, and that the system 
is highly sensitive to rainfall, such that relatively small increases in cumulative rainfall can 
cause major differences in the temporal and spatial extent of fracture flow, and even cause 
fracture flow to dominate the recharge pattern. Less obvious is the result that there is a 
continual recharge flux in the Chalk, which for the sites and the years studied (2004/5) 
was virtually constant (though this would not necessarily be the case for different rainfall 
scenarios). This has major implications for the way that specific yield is calculated on 
the Chalk (and could explain the unrealistically large values of specific yield which were 
reported by Lewis et al., 1993a). It also suggests that recharge models that 'switch off' 
during the summer are incorrect, although it was not possible to explore the significance 
of this limitation in this study (as this requires a 2/3-dimensional, transient variably 
saturated groundwater fiow model). 
Another contribution from this thesis is concerned with instrumentation, and how di-
electric instruments for measuring water content and matric potential should be calibrated 
and installed. In particular, it was shown that equitensiometers can be better calibrated 
by using a calibration relationship of the form of a van Genuchten (1980) soil moisture 
characteristic relationship. Furthermore, these instruments are susceptible to trapped air 
following installation, and may function better if installed during drying of the profile 
(which tends to release trapped air). It was shown that these instruments perform well 
in moderately wet to dry conditions (i.e. i/; < —2 m). As such, they can be used in con-
junction with standard tensiometers to monitor the entire range of field values of matric 
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potential. Finally, it has been shown that the profile probes function well for monitoring 
water content, although standard calibration parameters are inadequate, and site specific 
calibrations should be performed. 
9.3 Recommendat ions for further work 
In this thesis the CUZ model was applied to data from two instrumented recharge sites in 
the Pang and Lamb our n catchments during 2004/5, which, as noted in Chapter 8, was a 
period with below average rainfall, in particular during the winter. As a result, assuming 
the model is reliable, the fractures only played an active role in the very near surface, and 
for only a brief period of time. Furthermore, it appears that because the rainfall was so 
low the model predicted that the recharge response at the base of the CUZ was almost 
completely attenuated. A sensitivity study has indicated that the model is highly sensitive 
to increased rainfall, although it is not clear how the model would perform against observed 
data during wetter conditions. It is therefore suggested that field observations from the 
recharge sites continue to be collected and the CUZ model be applied to a sustained period 
(of at least one year) of above average rainfall. Note that to this end, field monitoring 
at Warren Farm is currently ongoing, and it is planned that the model will be applied to 
data from 2007 when there was widespread flooding. 
In Chapter 4 the necessary criteria for an effective field monitoring scheme for the CUZ 
were presented, and suitable instrumentation were identified. Insights into the performance 
of these instruments (specifically the profile probe and the equitensiometer, manufactured 
by Delta-T) indicate that they perform well, but that additional instruments are required 
in order to calibrate the water content measurements and measure the matric potential in 
wet conditions {ip > —2 m). However, improvements can be made to the configuration of 
the monitoring scheme that was used in this study. With regard to water content, whilst 
the profile probes used in conjunction with neutron probes do give accurate readings, 
they are limited to the top 1.0 m of the profile. It would be useful to have logged water 
content readings at greater depths. The argument for not doing this is that the changes 
in water content over time below 1.0 m are likely to be small, which is probably true. 
However, having logged readings of 0 and ^ at depths down to 4 m (or more) would 
enable us to construct 9{i>) curves for the consolidated chalk, and hence further test 
the characterisation of the soil-weathered chalk-consolidated chalk developed for the CUZ 
model. It is suggested that Theta Probes (Delta-T) would be appropriate for this task. 
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because they use essentially the same technique as the Profile Probe, but can be located 
at any depth, limited only by practical difficulties of installation. Equitensiometers, in 
fact, are made of Theta Probes embedded in a porous material. It is speculated that an 
instrument could be invented with a composite Equitensiometer/Theta Probe tip, which 
would be able to simultaneously monitor & and and hence require only one installation 
per depth to characterise the soil moisture properties. Taking this idea further, a pressure 
transducer tensiometer could also be incorporated in the tip, thus extending the range of 
the instrument to cover the entire range of field conditions. 
In terms of matric potential, in this study equitensiometers were installed at 1.0 m 
intervals from 1.0 to 4.0 m depths. However, because these instruments are most appro-
priate for monitoring dry conditions, it would have been useful if they were located in the 
very near surface (< 1.0 m depth), where the soil dries out the most, due to evapotran-
spiration. In this study, pressure transducer tensiometers and equitensiometers were only 
located at the same depth for 1.0 m depth, and as such this is the only depth where a 
complete, uninterrupted 4) time series is available. It would be very useful to reproduce 
such a series at other depths, in particular close to the surface. 
Perhaps more important than these previous suggestions regarding instrumentation, 
however, is the problem that in this study a model representing the flow processes through 
a 40 and 70 m deep CUZ was conditioned entirely on data from the top 4 m of the profile. 
As such, even if the model can replicate the responses in the near surface perfectly, it 
is unclear how realistic is the simulated response at the base of the unsaturated zone 
(note again the water table elevation may be indicative of the recharge response, but 
it is also influenced by other factors that are hard to quantify). Therefore, readings of 
the soil moisture status deep in the unsaturated profile would be extremely beneficial to 
test the model performance, and possibly revisit the model parametrisation (again using 
the procedure outhned in Chapter 7). This is difficult for practical reasons, and most 
instrumentation is not designed to be installed at great depths. However, deep jacking 
tensiometers, as used by Wellings (1984a), have been designed for this task, and can be 
applied in an uncased borehole. Readings of matric potential from such instruments, at a 
site where the near surface has been well characterised using the techniques presented in 
this thesis, along with measurements of rainfall and actual evaporation, would be extremely 
beneficial to our understanding of the CUZ processes, and for further testing of the CUZ 
model. 
As well as the flow processes in the deep unsaturated zone, another area of considerable 
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uncertainty are the processes determining the water table response. This is dependant 
on both the exchange of water between the unsaturated zone and the saturated zone, 
and the saturated zone flow processes. A simple parametric study has indicated that 
the water table response at the interfluves may be strongly influenced by patterns of 
recharge occurring elsewhere ni the catchment, and in particular, closer to the river, where 
the unsaturated zone is much thinner, and hence the recharge signal less attenuated. 
However, to be able to explore this more rigorously it is necessary to develop a two or 
three dimensional, variably saturated (i.e. fully coupled unsaturated zone/saturated zone) 
model. The governing equations of the CUZ model developed in this thesis are suitable 
for representing flow in unsaturated and saturated conditions, and as such, it is relatively 
straightforward to extend this model for two or three dimensions. However, an alternative 
numerical solution scheme to that used here maybe desirable, due to the geometry of 
the problem. Furthermore, the resulting model would probably be very computationally 
demanding. The ideal field site to condition and test such a model would be a hill slope 
transect of an unconfined Chalk aquifer, from the interfiuve to a perennial river, where the 
groundwater flow is parallel to the transect, from the interfluve, draining into the river. 
The field monitoring scheme would ideally include: 
• At least one (ideally more) near surface recharge site (such as the two field sites used 
in this study, but with the improvements suggested above); 
• One or more sets of deep jacking tensiometers throughout the entire depth of the 
unsaturated zone, one located at the interfiuve (at a minimum), and one half way 
between the river and the interfiuve (ideally); 
• An array of boreholes to measure the water table elevation over the transect, in-
cluding at least two on an axis perpendicular to the transect and three to five on a 
parallel axis; 
• A raingauge and suite of instrumentation (described in Section 4.5) for measuring 
actual evaporation; 
• River stage monitoring. 
In reality due to practical considerations (it would be hard to find a suitable site and 
resources are limited) it is unlikely that all of these requirements would be met, but such 
a suitable field study should satisfy as many as possible. 
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The movement of solutes through the Chalk unsaturated zone, is predominantly de-
termined by the flow processes. This is a particular problem for the Chalk aquifers, where 
rising concentrations of nutrients, in particular nitrates, have been observed. Contem-
porary approaches for representing the transport processes (most recently Jackson et al., 
2006) tend to assume that solutes move at a steady rate through the unsaturated zone, 
typically about 1 m/year, or roughly equal to the matrix saturated hydraulic conductivity. 
As such, it is assumed that the fractures do not play an important role in solute transport, 
which is essentially an advective process through the matrix. The results from the CUZ 
model over the period studied appears consistent with this representation. However, sen-
sitivity studies have indicated following large amounts of rainfall, it is possible that water 
and hence solutes may move rapidly downwards through the fractures. This may occur 
very rarely, one or twice a decade, or even less, and hence would be hard to observe. 
9.4 Implications and conclusions 
It is interesting to note that when we compare the past literature with the findings from 
this study, some of the most pertinent insights were made by the very early workers, 
in particular Wellings and Bell (1980). Wellings and Bell (1980) proposed a seasonal 
recharge pattern for the Chalk which is entirely consistent with the findings from the CUZ 
model in this study. The conceptual diagram showing the development of the zero flux 
plane over time was reproduced in a review by Price et al. (1993), but otherwise seems 
to have been overlooked. The implication of this understanding is that drainage below 
the zero flux plane into the saturated zone, i.e. recharge, is continuous throughout the 
year. However, until this study, it was not known how significant the recharge fiuxes 
during the summer months were likely to be. Standard practise in groundwater models 
is to use near surface water balance models (such as MORECS) to determine recharge. 
Using this approach, when there is a soil moisture deficit, as would be the case for much 
of the summer months, there is no recharge. Therefore, workers are implicitly assuming 
that the drainage fluxes beneath the zero flux planes are negligible. In this study a 
physically based model has been used to quantify the recharge patterns for the first time. 
Notwithstanding the uncertainties in the model which need to be explored further, the 
results clearly indicate that the recharge fluxes in the summer months are significant, and 
cannot be ignored. If this is correct, then methods which have been used to deduce values 
of specific yield for the Chalk (such as pumping tests, and looking at the discharge from 
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a catchment during a sustained drought) will be wrong, because they ignore the drainage 
flux from the unsaturated Chalk. Moreover, recharge patterns in groundwater models will 
be wrong, and consequently parameter values for transmissivity and specific yield, derived 
using these models, may also be wrong. As such, our understanding of how the aquifer will 
behave under different conditions (for example floods, droughts, climate change scenarios, 
and following anthropogenic modifications to the aquifer such as pumping wells) may be 
ill founded. The capacity of the Chalk unsaturated zone to continue to supply water to 
the saturated zone will have particularly important consequences for the catchment during 
periods of drought, potentially maintaining groundwater levels and river flows at a higher 
level than would previously have been expected. 
In conclusion, this thesis presents a novel method to represent the flow of water through 
the Chalk unsaturated zone, which includes a representation of the soil and weathered 
chalk layers, in a physically based model. The model is parsimonious, and the parameters 
can be identifled using field measurements of water content and matric potential. The 
model is driven by rainfall and actual or potential evapotranspiration data, and reproduces 
fluxes throughout the profile down to the water table (but not the response of the water 
table). Results from the application of the model to two field sites, during a two year 
period of relatively low rainfall, showed that the observed changes in soil moisture status 
were well reproduced by the model, recharge was predominantly through the matrix, and 
the recharge response was strongly attenuated with depth. This prompted the suggestion 
that the water table elevation at the interfluves may be strongly influenced by processes in 
the saturated zone, rather than a seasonal recharge signal. There is strong evidence that 
recharge fluxes persist throughout the entire year, which has important implications for 
methods used to identify parameters for the unconflned aquifer (transmissivity and specific 
yield) and the representation of recharge in groundwater models (and consequently the 
resulting parametrisation of these models and reliability of model predictions). It was also 
shown that the activation of fast recharge pathways through the fractures in the Chalk 
unsaturated zone is highly sensitive to the intensity of rainfall, and relatively modest 
increases in rainfall might lead to dramatically difl'erent recharge patterns. 
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