This is a review of the current existing literature concerning the inspection of fruits and vegetables with the application of computer vision, where the techniques most used to estimate various properties related to quality are analyzed. The objectives of the typical applications of such systems include the classification, quality estimation according to the internal and external characteristics, supervision of fruit processes during storage or the evaluation of experimental treatments. In general, computer vision systems do not only replace manual inspection, but can also improve their skills. In conclusion, computer vision systems are powerful tools for the automatic inspection of fruits and vegetables. In addition, the development of such systems adapted to the food industry is fundamental to achieve competitive advantages.
the same day from the same tree. Food products naturally evolve in colour or texture after harvesting, and these characteristics depend on their maturity and their storage conditions (humidity and temperature, fungal infections, presence of volatile substances, storage duration, etc.). In addition, the colour of a particular area of the skin of a healthy fruit can match the colour of a spot on the surface of another fruit of the same variety. Moreover, it is essential to detect the presence of stems, leaves, dirt or any foreign material on quality control lines, and not confuse these with other skin blemishes. All this greatly complicates the development of algorithms capable of extracting quality decisions from image analyses, especially taking into account the fact that markets demand very fast image processing to achieve commercial production, so it is necessary to find a compromise between speed and precision.
This survey provides a comprehensive review of recent advances in computer vision inspection as applied to fruits and vegetables. It includes the analysis of the different technologies used, together with applications and developments intended for the external quality control of these products. The instructions are not only based on the analysis of images acquired in the visible spectrum but also on images obtained by ultraviolet induced fluorescence (UVIF) spectrum or acquired in the near infrared (NIR) spectrum. A review of other advanced techniques such as hyperspectral-image analysis, that produced by magnetic resonance (MR) and X-rays was also included, because such techniques now represent the most advanced technologies in this field and allow researchers to expand the scope of the inspection of fruits and vegetables to their internal quality characteristics.
Theoretical support

Computer vision system
Computer vision is the science that develops the theoretical groundwork and algorithms to extract and analyze automatically useful information about an object or set of objects observed (GUNASEKARAN, 1996; SUN, 2000; SUN and BROSNAN, 2003; ZHENG et al., 2006a, b; DU and SUN, 2006) . In the inspection process and technical evaluation using electronic media, computer vision has the advantage of being fast, consistent, objective, non-invasive and inexpensive. In recent years, computer vision has been used to objectively measure the quality attributes of different food colours (BROSNAN and SUN, 2004; CUBERO et al., 2011; DU and SUN, 2004; JACKMAN et al., 2011) .
Due to the huge diversity of shapes, textures and colours, the success of an online monitoring system of food depends largely on the hardware configuration of the computer vision system, which generally consists of
Introduction
The application of computer vision in industry has increased considerably in recent years, and one can find applications in the terrestrial and aerial mapping of natural resources, crop monitoring, precision agriculture, robotics, automatic guiding, non-destructive inspection of product properties, quality control and sorting in processing lines and the general automation of processes (CUBERO, 2012) .This wide range of applications is due to the fact that computer vision systems provide significant amounts of information about the nature or attributes of scene analyses. Furthermore, this technology allows for the possibility of studying scenes in regions of the electromagnetic spectrum in which the human eye is not sensitive, such as ultraviolet radiation (UV) or infrared spectral regions (ZUDE, 2008) .
One area where the use of this technology has spread rapidly is in the inspection of food products (SUN, 2007; LORENTE et al., 2012) and in particular in the automatic inspection of fruits and vegetables. The quality of a piece of fruit or vegetable, fresh or processed, is defined by a series of physicochemical characteristics that make it more or less attractive to consumers, such as its maturity, size, weight, shape, colour, presence of dirt and diseases, presence or absence of stem, presence of seeds, sugar content, etc..These features cover all the factors that influence the appearance of a product and may eventually include nutritional and sensory qualities or properties related to its conservation. Most of these factors have traditionally been evaluated by a visual inspection performed by qualified personnel, but today have mostly been replaced by commercial automatic inspection systems based on computer vision and image analysis (DU and SUN, 2006) . In manual sorting processes, there is a relatively high risk of human error, and decisions made by workers can be affected by psychological factors such as fatigue or acquired habits. One study carried out with different varieties of apple, where qualified staff compared several parameters such as shape, size and colour, showed the limited human capacity to reproduce the estimation of quality, which the authors defined as "inconsistency" (PAULUS et al., 1997) . Moreover quality requirements are increasing due to new governmental regulations and consumer market requests.
Computer vision is simplifying these tedious and subjective industrial quality control procedures. However, the automated inspection of agricultural production has some peculiarities and problems that other sectors of industrial production do not have, due to the biological nature of the products inspected. While manufactured products often exhibit similar colours, shapes, sizes and other external features, fruits and vegetables show a wide variety of characteristics. A fruit may show a different colour, size and shape from another, even if collected on 255 , Campinas, v. 16, n. 4, p. 254-272, out./dez. 2013 a plane object is being illuminated, in order to avoid direct reflections on the camera. Fernandez et al. (2005) used this setting to illuminate apple slices to monitor and evaluate their dehydration based on colour and shape. Pedreschi et al. (2006) used a similar system to illuminate potato chips in a system designed to measure the kinetics of colour change under different frying temperatures.
Moreover, if the object is roughly spherical, it is more convenient to use a hemispherical diffuser device in order to illuminate it uniformly. Riquelme et al. (2008) used a device of this nature to illuminate and inspect olives. However, in these systems and in those which generally illuminate the object from above, the top of the object appears brighter than the edges, so creating a false change in intensity which must be corrected later. They proposed a methodology to correct this effect in citrus by constructing an elevation model of the fruit used to estimate the theoretical height and angle of the incidence of light for each pixel. This made it possible to estimate the appropriate corrections of the reflectance observed. Figure 2 shows two examples of lighting systems for illuminating spherical and flat objects.
A system can prevent unwanted glare and reflections on the objects by using a lighting system with polarizing filters and the use of cross-polarization techniques prevents the occurrence of specular reflection in the images. Blasco et al. (2007a) used this technique to avoid glare on the images of citrus fruit illuminated with fluorescent tubes, and thus estimated the colour and surface defects more accurately. When the object under inspection is translucent, or when the information is obtained from an analysis of its contour, back lighting can be used, which is achieved by placing the object between the light and the camera. Blasco et al. (2009a) adopted this solution for the online inspection of tangerine segments moving on semitransparent conveyor belts. By illuminating the slices from below, these images showed a vigorous contrast with the background, allowing for an easier morphological analysis of the contour, the seeds appearing darker than the rest of the wedge, facilitating their detection.
The emission spectrum of the light source is fundamental to the acquisition of a proper image. Fluorescent tubes are valid for applications where visible light is important (for example, sorting by colour), but produce little radiation in the infrared region. Moreover, with the use of conventional ballasts, there is a characteristic oscillation of the light intensity, an aspect that must be corrected by the use of high frequency electronic ballasts. Incandescent lamps emit more infrared radiation, but typically generate a lot of heat and have a low colour temperature, which is a major drawback in applications based on colour (CUBERO, 2012). a lighting device, camera solid state (CCD), a personal computer monitor and a high-resolution colour device (Figure 1 ). The quality of the images to be captured is a direct function of two elements of the system: camera and illumination (lighting system).
While the camera is a commercial device where it is only necessary to choose the model that best fits the needs of each case, the lighting system can be created and configured in a specific way. Therefore the investigator must decide how to design and subsequently build the lighting system, depending on the particular application and the geometry of the object to be inspected.
Lighting
A good illumination system should provide uniform radiation across the scene, avoiding the presence of shine or shadows, and as far as possible must be spectrally uniform and stable over time. If the scene is not lit properly, it will increase the uncertainty and classification error, leading to the need for a pre-processing of the images, thus increasing the time required to analyze each image.
The arrangement of the light sources significantly affect the images acquired, due to the fact that some areas may receive more light than others, changing the total amount of radiation reflected from the objects in these areas. An uneven illumination can be corrected by calibrating the image using a white board of known reflectance (reference white), but this correction consumes some of the computational resources. Moreover, it is very important to consider the geometry of the inspected object. For example, directing the illumination at an angle of 45° with respect to the vertical is effective when 
Image acquisition
The cameras are devices that acquire images, converting the light received from the scene into electronic signals. The most popular industrial cameras are based on CCD, which consist of a series of sensors (pixels), each of which is composed of a photocell and a capacitor (PETERSON, 2001 ). The charge acquired by the capacitor depends on the amount of light received by the photocell. These charges are converted to voltage and then into video signals. Some cameras are based on a linear CCD, consisting of a one-dimensional array of sensors that acquire a narrow strip of the scene. These cameras, known as linear scan cameras are suitable for applications where the object moves under the camera or where the camera moves over the object, so that the complete picture of its surface is acquired gradually, line to line. However, matrix cameras are the ones most commonly used in commercial applications. These take on a scene using a CCD in a two-dimensional matrix. Colour cameras can be built with a single CCD, consisting of pixels that are sensitive to the primary bands of red, green and blue (RGB), but more sophisticated, high quality cameras are also available, with three CCD. In these cameras, the light coming through the main lens is divided into three light beams through a series of lenses and mirrors, which create three copies of the scene, one from the red filter, another from the green filter and the third from the blue filter. After each filter there is a monochrome CCD sensor, so that each acquires a single RGB signal. The newest cameras are based on the complementary metal oxide semiconductor (CMOS) system. The integration with semiconductors has increased the density of the sensors, allowing for rapid technological development. These sensors have lower power consumption and lower manufacturing costs, and Nowadays lighting systems based on light emitting diodes (LEDs) are becoming more frequent and economic. They usually have low power consumption, are robust and produce very little heat, but on the other hand, are directional and the light output is still quite limited.
In addition, special mention must be made of lighting systems that induce the phenomenon of fluorescence, due to the possible damage or production of invisible characteristics to the human eye. At certain wavelengths, the radiation received excites certain molecules, whose subsequent relaxation results in the body emitting lower energy radiation light (longer wavelengths). For example, induced fluorescence in the ultraviolet spectrum allows for certain types of external damage on fruits and produces fluorescence in the visible spectrum (CUBERO, 2012) . Obenland and Neipp (2005) used the fluorescence of chlorophyll to locate incipient lesions on the skin caused by hot water treatments of lemons. Moreover, Ariana et al. (2006a) used UVIF to detect different types of defect in three varieties of apple. Light emission at 740 nm, after UV excitation, allows for the detection of defects. Slaughter et al. (2008) used the same method to detect damage caused by frost, which is very difficult to detect with visible light. They obtained a success rate between 64% and 88%, depending on the severity of the damage. Another application was that described by , using UVIF to detect contaminants in fruits such as apples, where they found that 668 nm was the peak fluorescence response from contaminants. Unay and Gosselin (2006) used four band-pass interference filters centred at 450 nm, 500 nm, 750 nm and 800 nm to detect defects in apples. More recently hyperspectral image acquisition systems have been used to inspect fruits and vegetables (SUN, 2010) . These systems use narrow band filters to generate hyperspectral images composed of n monochromatic images, each corresponding to the radiance / reflectance at a specific wavelength. Depending on the technology used there are different hyperspectral image acquisition systems, the three most popular being the image spectrographs (POLDER et al., 2001) , the acoustic-optical tunable filters (FSAO) (BEI et al., 2004 ) and the liquid crystal tunable filters (LCTF) (EVANS et al., 1998) .
are currently being widely implemented in webcams and mobile devices (CUBERO, 2012) .
Frequently the inspection of products or specific features requires image acquisition systems that are sensitive to different wavelengths throughout the spectrum. In these cases, multispectral cameras can be used, which combine various visible and invisible bands using appropriate filters and sensors. Aleixos et al. (2002) developed a multispectral camera for image acquisition in the visible and NIR spectra of the same scene, in order to inspect citrus fruit using an automatic sorting machine. Lleó et al. (2009) used a camera sensitive to three bands in the visible spectrum and to NIR in order to estimate the maturity of peaches. Throop et al. (2005) proposed a special camera designed to acquire images at 740 and 
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Braz. J. Food Technol microprocessor with an operating system with which the user can develop software for image processing. Thus the camera also becomes a processing unit and does not need an additional computer. Furthermore, the use of the Internet has increased the availability of so-called IP cameras, which are able to transfer images to a remote computer via Internet.
In addition to traditional systems that acquire images using cameras, flatbed scanner shave also been used to get images of small objects such as nuts or leaves (MENESATTI et al., 2008) , and even medical equipment for the analysis of the internal quality of fruit and vegetables, such as those based on X-ray or magnetic resonance (HERNÁNDEZ-SÁNCHEZ et al., 2007; MILCZAREK et al., 2009) .
Regarding the format of the images, if these are to be stored for subsequent processing, the format that is stored may affect subsequent processing of the images. Compression formats such as the Joint Photographic Group (JPEG), take advantage of the inherent limitations of the human eye to discard non-appreciable information, which makes them useful in applications where the size of the storage memory is relevant (CUBERO, 2012). However, this format reduces the information available in the image and generates some noise, which may complicate subsequent image processing. The formats that do not reduce the image quality, such as the Tagged Image File Format (TIFF) or Bit Mapped Picture (BMP), are recommended for applications where such a loss of information is an important factor. In any case, online applications do not require the storage of images, but are acquired, processed and instantly discarded (CUBERO, 2012).
Image processing techniques
Colour space transformations
There are three aspects that determine colour, namely the type of emission source that irradiates an object, the physical properties of the object itself (which reflects the radiation consequently detected by the sensor), and the in-between medium (e.g., air or water) (MENESATTI et al., 2012) . In general, a computer vision system captures the colour of each pixel within the image of the object using three colour sensors (or one sensor with three alternating filters) per pixel (FORSYTH and PONCE, 2003) . The RGB model is the most often used colour model, in which each sensor captures the intensity of the light in the red (R), green (G) or blue (B) spectrum, respectively (LEÓN et al., 2006) . However, the RGB model is device-dependent and not identical to the intensities of the CIE system. Another problem with the RGB model is that it is not a perceptually uniform space. The differences between colours (i.e., Euclidean Image spectrographs separate the reflection of a narrow zone of the scene into its spectral components via a prism or grating, and project the spectral information to an image sensor, which usually consists of a CCD camera or linear scanning CMOS (KIM et al., 2001) . A FSAO is an electronically adjustable band pass spectral filter formed of a glass which, when excited by an acoustic wave, refracts a certain ampleness and is thus is separated from the rest of the light spectrum .The wavelength of the light is separated based on the frequency of the acoustic signal applied by the glass, and the LCTF operation is based on the combination of Lyot filters. These filters consist of a sandwich structure comprising a liquid crystal sheet and a quartz sheet between two linear polarizers, the quartz sheet and the liquid crystal constituting a retarder. The main success of the Lyot filter is the electronic control of the process of interference between ordinary and extraordinary beams of the incident radiation, producing the desired frequency selectivity in the transmitted radiation (HECHT, 1998) . A LCTF comprises a series of stacked Lyot filters, thus achieving the range and selectivity at the desired frequency. All these systems can be sensitive to approximately 2500 nm, and it is important that both the spectrograph or filter and the camera used are sensitive in the same spectral range.
Although there are several examples of the application of hyperspectral systems in other fields, their incorporation in commercial food product warehouses is very complicated, due to the high cost of the computational system required for the acquisition and processing of these images. Some applications include that developed by Nicolai et al. (2006) to find certain types of damage in apples using the infrared region, and that developed by Karimi et al. (2009) , who studied the changes in reflectance (350 to 2500 nm) of avocados coated with various formulations.
Increasing computing power and improved imaging technology have prompted the use of high resolution images, which result in increased performance of the computer vision systems. Today it is possible to detect defects as small as a few mm 2 . According to Cubero et al. (2012) , another important step is related to the high-speed protocols such as the universal serial bus (USB) 2.0 (up to 480 Mbps), the Apple FireWire serial bus (800 Mbps) or Giga-Ethernet (1000 Mbps), which allow the rapid transfer of these large images to the computer. Some of these are even faster than the image acquisition cards previously used on the bus peripheral component interconnect (PCI) (133 Mbps).These advances have changed the traditional architecture consisting of a video camera connected to an image acquisition card installed in a computer, creating a new architecture in which there is direct communication between the camera and computer. Even new smart cameras are appearing, which incorporate a 259 , Campinas, v. 16, n. 4, p. 254-272, out./dez. 2013
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http://bjft.ital.sp.gov.br Braz. J. Food Technol nontrivial illuminant invariant description of a scene from an image taken under unknown lighting conditions, either by directly mapping the image to a standardized illuminant invariant representation, or by determining a description of the illuminant which can be used for subsequent colour correction of the image (BARNARD et al., 2002) . The procedure of computational colour constancy includes two steps: estimating illumination parameters and using these parameters to get the colour of the objects under a known canonical light source. The first step, illumination estimation, is important in colour constancy computation. So far, a number of leading colour constancy algorithms have been proposed that focus on the illumination estimation. These algorithms can generally be divided into two major groups: unsupervised approaches and supervised ones. The algorithms falling into the first category include Max RGB, the grey world algorithm, Shades of grey (SoG), and Grey surface identification (GSI). The other colour constancy category includes the training-based solutions such as Bayesian colour constancy, Neural Network method and the support vector regression.
Applications in the inspection and control of quality characteristics
The ultimate purpose in many computer vision based inspection systems is to estimate one or several features of interest of the products at a particular time, and relate them to the consumer who appreciates quality. Other systems are designed to determine the evolution of the product in time in order to determine whether one particular treatment or process is valid or not. In most of these applications, image analysis is used to evaluate characteristics such as colour, size, shape, texture or the presence of damage (CUBERO, 2012) .This review presents some of the research in computer vision for the external quality assessment of foods.
Colour
Colour is visually one of the most important parameters in define the quality of any food, and its evaluation has always been crucial and a theme of concern in the food industry as well as in food research and development. In this context the sensory properties of food such as its appearance and surface colour, which are the first parameters visually evaluated, consequently have a relationship with consumer acceptance or rejection of the product even before it enters the mouth. Currently, new tools are being used to measure changes in the colour characteristics of food, the computer vision technique being projected as an alternative to sensory evaluation. The efficient use of computer vision techniques to assess food colour and quality requires a calibration process based on absolute colour in a format of common distances) in the RGB space do not correspond to colour differences as perceived by humans (PASCHOS, 2001) . Standard RGB (sRGB; red, green, blue) and L*a*b* are commonly applied in quantifying standard food colours (MENESATTI et al., 2012) . sRGB is an independent colour model device whose tri-stimulus values (sR, sG, sB) reproduce the same colour in different devices, and represent linear combinations of the CIE XYZ. It is therefore used to define the mapping between RGB (non-linear signals) from a computer vision system and a deviceindependent system such as CIE XYZ (MENDOZA et al., 2006) . sRGB is calculated based on the D65 illumination conditions, RGB values measured by computer vision, and a power function with a gamma value of 2.4. The camera sensors (e.g., CCD or CMOS) generate output signals and the rendering is device-dependent, since the display device specifications have different ranges of colour. In order to overcome this problem, the sRGB values are often transformed into other colour systems such as L*a*b* (MENESATTI et al., 2012) .
Colour calibration methods
The quality of digital image is principally defined by its reproducibility and accuracy; without reproducibility and accuracy of the images, any attempt to measure the colour or geometric properties is of little use ( VAN POUCKE et al., 2010) . In general, a computer vision camera employs a single array of light-sensitive elements on a CCD chip, with a filter array that allows some elements to see red (R), some green (G) and some blue (B). 'White balance' is carried out to measure relative intensities manually or automatically (MENDOZA et al., 2006) . A digital colour image is then generated by combining three intensity images in the range from 0-255. Since they are device-dependent, the RGB signals produced by different cameras are different for the same scene. These signals will also change with time since they are dependent on the camera settings and scenes ( VAN POUCKE et al., 2010) .
Colour constancy and illumination estimation
Colour constancy is the phenomenon by which perceived object colour tends to stay constant under changes in illumination. Colour constancy is not a property of the objects; it is a perceptual phenomenon, the result of mechanisms in the eye and brain (HURLBERT, 2007) . Colour constancy is important for object recognition, scene understanding and image reproduction as well as for digital photography (LI et al., 2009 ). There are three factors affecting the image recorded by a camera, namely the physical content of the scene, the illumination incident on the scene, and the characteristics of the camera (BARNARD et al., 2002 ). An object can appear to be a different colour due to changes in the illumination. The objective of computational colour constancy is to find a 260 , Campinas, v. 16, n. 4, p. 254-272, out./dez. 2013 Review: Computer vision applied to the inspection and quality control of fruits and vegetables SALDAÑA, E. et al. http://bjft.ital.sp.gov.br Braz. J. Food Technol Abdullah et al. (2006) transformed the HSI coordinates into RGB coordinates, and used the H component to classify starfruit into four maturity categories.
However, both RGB and HSI are non-uniform colour spaces. This means that the Euclidean distance between two colour points located in different regions of these spaces will not produce the same difference in perception as a standard observer. To try to solve this problem, uniform spaces were defined as the CIE L* a* b* and Hunter Lab (HUNTERLAB, 2001) , which are usually used for colour comparisons (LEÓN et al., 2006) . Mendoza et al. (2006) compared different colour spaces such as sRGB, the HSI and L* a* b* in terms of their suitability for colour quantification on curved surfaces, and showed the L* a* b* to be more appropriate.
Sometimes it is sufficient to use a single coordinate of the L*, a* b* to establish a classification of the fruit. Liming and Yanchao (2010) used the a* coordinate to classify strawberries into three colour categories. In comparison with human selection, the system based on image analysis successfully reached 89%. The hue angle and chroma are characteristics derived from the above mentioned uniform spaces. To analyze the colour of the mango, Kang and Trujillo (2008) quantified the effect of the curvature to calculate the hue angle and chroma, and demonstrated that the first one provided a valuable quantitative description of the colour and of the colour changes in batch like single mango with heterogeneous colours It is frequently important to determine the colour of a fruit to determine subsequent postharvest treatments. For example, tangerines are frequently harvested when they are still green, and submit them to a de-greening treatment. In these cases, the fruit is stored in a chamber with a specific humidity and determined ethylene concentration. The duration of this treatment depends on the colour of the fruit at the time of harvesting, which is expressed as a standard colour index (JIMÉNEZ-CUESTA et al., 1981) . In another investigation, Fathi et al. (2011) used image analysis to measure the influence of different osmotic treatments on the colour of kiwis. For this purpose, they converted the original RGB coordinates to L* a* b* to evaluate the colour differences. According to Xul et al. (2009) , the colour of the skin frequently also reveals the symptoms of internal injuries in apples.
Computer vision systems also have a wide application in agronomical fields, a typical case being the estimation of crop yields. Okamoto and Lee (2009) were able to detect green citrus fruits on the tree between leaves with similar colours. For this purpose they used hyperspectral images in the range from 369 to 1042 nm. Safren et al. (2007) also proposed a method based on computer vision for the automatic estimation of crop yields of Golden delicious apples from hyperspectral images interchange for colour data, since knowledge of the image characteristics could correlate better with product quality.
Colour is one of the most important attributes in fruits and vegetables because it directly influences the consumer decision to accept or reject a particular product. Thus producers strive to prevent colour defects in the products that reach the market, and to ensure that the different batches of products (for example canned, bagged, etc.) show similar colours. In the industry, colour is measured using a colorimeter (HOFFMAN, 2000) . The colour coordinates provided by these devices usually refer to the colour space of the International Commission of Illumination (CIE) 1931, and are denoted by X, Y and Z. Colorimeters are used to measure small regions or in applications where the sample has a uniform colour, and are not well adapted to the measurement of objects with heterogeneous colours (GARDNER, 2007) . When it is necessary to measure the colour of larger areas or if the sample contains distinctly different colours, one must measure the colour in a different way. Image analysis could be an effective solution, since the camera provides images where the colours of the pixels are determined individually. It should be mentioned that whereas colorimeters are easy to calibrate devices, the calibration of image analysis depends on many factors and is more complex.
The colour of a pixel in an image is expressed by three coordinates in a colour space. The most widely used in computers and digital images are the spaces based on the primary colours red, green and blue. When the objects inspected have different colours, a simple relationship between them can frequently discriminate them, which saves processing time. For example, Blasco et al. (2009c) used the colour space to discriminate four categories of pomegranate arils and classify them in real time. The tests showed that a model based on discriminate analysis using RGB coordinates as the variables provided the same classification results as a thresholding carried out on the R/G, with success rates exceeding 90%.This latter method greatly reduced the processing time and was easy for an operator to grasp in the case of developing an industrial application.
It is important to highlight that the RGB colour space is dependent on the device. In other words, different devices produce different RGB values for the same pixels at a scene. For this reason, there have been various attempts to standardize the values, such as the colour space called sRGB (STOKES et al., 1996) . Another commonly used colour space in food inspection, which is closer to human colour perception, is the Hue, Saturation and Intensity (HSI) value. Blasco et al. (2007b) 
Size and volume
The size is a characteristic of particular importance in the food industry as the cost of many products is directly related to their size. The estimate of this attribute in regular objects, such as spherical or nearly spherical fruits is relatively easy, but it becomes more complex in fruits and vegetables with irregular shapes. The variables used to estimate the size are area, perimeter, length and width. Due to irregularities in the shape of natural agricultural products, the orientation of the object relative to the camera has an important influence when these measurements are estimated by image analysis. For this reason, many authors combine information obtained from images taken at different angles between the object and the camera. For example, Blasco et al. (2003) estimated the size of Golden delicious apples acquiring four images of each fruit, and choosing the view in which the stem was located closer to the centroid (center of mass) of the object, considering that the current regulations require the equatorial diameter to be used as the measurement of size. Throop et al. (2005) measured the size of 14 varieties of apple while they were being transported by rollers, adjusting the speed of rotation and translation such that the images captured were of one full turn of each fruit. Thus the equatorial diameter and the area of the apples taken at different stages of growth. Bulanon et al. (2009) pursued a similar objective applied to citrus fruit, although with a different approach, using a combination of images from the visible and thermal spectra, analyzed by two methods of image fusion. With this system they improved the detection of fruit and showed better performance as compared to the use of thermal imaging alone.
According to Saldaña et al. (2013) , to convert the RGB colour space of an image obtained by a computer vision system, to the L* a* b* colour space, this must be done in two phases. The first phase involves the conversion from RGB to XYZ, and the second phase from XYZ to the CIELab colour space. As a first step, the RGB values must be normalized to rgb (values between 0 and 1) using Equations 1, 2 and 3 for each value of R, G and B respectively. (2) Subsequently, using the matrix M for the D65-2ºilluminant-observer(Equation 4), the values are converted from rgb values to XYZ values. The D65-2° illuminant-observer was used because it is the standard recommended by the CIE since it is more adapted to the illumination used.
Where: Subsequently the values for x, y, z, are obtained using Equations 7, 8 and 9 respectively.
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Shape
The consumer is always more prone to purchase fruits or vegetables showing their characteristic shapes. Products with deformities or strange shapes cannot be traded or have to be sold at lower prices. Therefore the automatic quality control of these products must take this fact into account (CUBERO, 2012) .The shape is a subjective measurement that can be estimated from the measurements of other features, and is frequently used to categorize the fruits.
Although there are many possibilities offered by new technologies to accurately measure the intrinsic quality of food products, human beings are more flexible and adaptable at evaluating and assessing the quality factors than the machines (PAULUS et al., 1997) . Human visual inspection is invaluable in the classification operations of some food products (Figure 3 ).Computer vision is used in the construction of explicit and significant descriptions of physical properties, from images (BALLARD and BROWN, 1982) .
There are some applications where computer vision is the only alternative, for example when wavelengths outside human sensibility, such as the NIR or X-rays, are used. Also, the increase in resolution of computer vision systems allows one to automatically detect human attributes that we cannot see (DUBOIS and GLANZ, 1986) . To complete the picture, developed countries currently were calculated. Subsequently the apple was assumed to be an ellipse and the height estimated from its main axis, using this data to obtain the orientation of the fruit with respect to the camera.
The volume was also used as an indirect measurement of size, although it is a particularly difficult challenge to estimate the volume of natural objects starting from a flat image. According to Koc (2007) , in the scientific literature one of the most frequently mentioned ways of estimating the volume of food products that present symmetry around their axes, is by using computer vision to subdivide the objects into different partitions. One method consists of obtaining the contour of the object from a flat projection and divided it into vertical sections of a predetermined width. Once this is done half of the height of each vertical section is rotated around the axis X, in order to obtain the width of the slices, for which it is simple to estimate the volume. The volumes of all the slices are then added up to estimate the total volume of the object. Koc (2007) determined the size of watermelons using this theory, and compared the results with those obtained using the traditional method of water displacement, concluding that the difference between the volumes estimated by imaging and by water displacement were not statistically significant. The determination of the shape of horticultural products is of interest for a number of reasons, which are detailed in the following sentences: for the improvement and selection of cultivars since the shape of the fruit is necessary for a number of different purposes such as the description of the cultivar in the evaluation of consumer preferences, research into the heritability of the traits of shape in fruits (RASHIDI and GHOLAMI, 2008) , analysis of the distribution of mechanical stress in the skin of a fruit crop (CONSIDINE and BROWN, 1981) , and the characteristics that determine the relationship between the shape of the fruit and seed yield (NERSON and PARIS, 2001 ).The sugar beet crop relates not only to the root form and imperfect levels in the soil during harvesting (MILFORD, 1973) but also to the sucrose content (TSIALTAS and MASLARIS, 2010) . Another aspect is to determine the relationship between the shape and the maturity of the fruit in products where the shape is used as an index of maturity. The maturity of the mango in some cultivars can be evaluated by examining the position and angle that the shoulder makes with the stem and its attachment to the fruit (THOMPSON, 1996) . Peaches and tangerines are considered mature when the fruit shoulders and suture are well developed and filled in, although this criterion has to be accompanied by other indicators such as skin colour (CRISOSTO, 1994) . The angle of bananas decreases when they mature (STUDMAN, 2001) . The shape of the folds or lobes in sweet peppers is directly related to the quality and health status (NOORDAM, 2005) . The compacting of the heads in broccoli and cauliflower can be used as another maturity index, since the broccoli head should ideally have a compact form. The compact form is preferred for the heads because in this case the dew and rainwater drain from the heads, instead of promoting the growth of fungi and bacteria (MAYBERRY, 2000) . In the food industry, for example, due to the heat transfer coefficients, the mass depends on the shape and surface area of the object that is being analyzed (SENADEERA et al. 2003; GOÑI et al., 2007) . Vegetable processing plants prefer the product to be homogeneous in order to minimize waste and obtain a final product with a uniform shape, which fits in the package well. Manufacturers of French fried potatoes (chips) prefer tubers with oval and elongated shapes, a length of at least 50 mm and a diameter in the range from 40 to 60 mm (NIVAP, 2010). The tomato processing industries are interested in the development of varieties with an have to confront the absence of manual labour willing to accept seasonal work and the low wages typically paid by a classification or packing installation. As a result, over the last two decades, the inspection of fresh fruits and vegetables using computer vision has been gaining ground over its counterpart, the use of manual labour, in most food industries in the developed countries. Today, on-line classification systems of fruits based on computer vision systems are common in the U.S. and European countries, Japan, Korea (KONDO, 2010), Canada, Australia and New Zealand. The parameters measured on-line by the computer vision system are the size, colour, shape and surface defects, such as spots or lesions. To give a complete overview of the technology it should be noted that at present the most promising branch of computer vision is the use of hyperspectral imaging, which combines spatial and spectral computer vision systems with the use of the spectrograph (KIM et al., 2007) .
The descriptions of images made by man are usually abstract or artistic, not quantitative. As a result, identification of the shape of a fruit is easy for the brain, but difficult for a computer. The shapes of manufactured objects can be described using precise mathematical terms, while irregular shapes, such as biological products can be approximated by fitting to a curve. For example, Beyer et al. (2002) suggested the possibility of representing the two dimensional (2D) shape of a cherry by the cardioid, a special case of the Limaçon of Pascal. However, fruit sorting is not as strict as the inspection of industrial parts, so that in many situations it is necessary to find a curve that matches a given fruit, especially considering that the process of finding a curve takes time (YING et al., 2003) . For example, Liming and Yanchao (2010) defined four classes of strawberry shape: longconical, square, conic and rounded. To estimate the shape of a strawberry, linear sequences (widths) are extracted from the contour of the fruit, and the length normalizing to eliminate the influence of size, in order to use the k-means method to assign each fruit to a respective class. Circularity is another feature which has been used to determine the shape of fruits (UNAY and GOSSELIN, 2007) . Sadrnia et al. (2007) used the relationship of aspect (length by width) to estimate the shape of watermelons. Furthermore, they used the correlation coefficients of the parameters of estimated mass, volume, size, density, sphericity coefficient and average diameter to generate a model to determine whether a particular fruit is standard or not.
In other cases it is possible obtain images in high contrast using background lighting, where the silhouette of the object is emphasized from the background. Costa et al. (2009) Review: Computer vision applied to the inspection and quality control of fruits and vegetables SALDAÑA, E. et al. http://bjft.ital.sp.gov.br Braz. J. Food Technol of citrus, using the RGB values of each pixel and its neighbours (in 3×3 and 5×5 windows) . With this method they managed to detect 91.5% of all the defects in the four varieties of oranges and tangerines, with only 3.5% of false detections.
The co-occurrence matrix of colour and its mathematical characteristics represent one of the most highly used methods to describe texture. Pydipati et al. (2006) used this method to determine whether the texture from HSI colour characteristics could be used in conjunction with other statistical information to identify diseased and healthy leaves from citrus trees, under laboratory conditions. They evaluated samples of healthy citrus leaves and others affected with melanosis and scabies. Zhao et al. (2009) described a similar method to differentiate between healthy skin and five different types of skin damage on images acquired from grapefruit skin with a microscope. Menesatti et al. (2009) used the contrast, homogeneity, second angular moment and correlation of the co-occurrence matrix of gray levels to evaluate the starch content of apples, which is directly related to their maturity. To estimate this they used images from the visible spectrum and the NIR spectrum in the 1000-1700 nm range. Elmasry et al. (2007) evaluated the maturity of strawberries based on pseudo-RGB images (constructed from monochrome images at 450, 500 and 650 nm). Ripe fruits had a rougher texture than green ones.
Other less conventional methods using fractal texture characteristics derived from the Fourier spectral analysis, and an example of this was described by Quevedo et al. (2008) , who supervised the ripening of bananas detecting the senescence of skin blemishes. Table 2 summarizes the most recent works related to inspection systems for food products using computer vision.
almost square shape, in order to pack more efficiently, although some companies are interested in developing extremely elongated tomatoes with a cucumber shape. These fruits would be of advantage in the preparation of tomato slices for burgers, where less extremities would have to be discarded (ESPINOZA, 2003) .
Texture
The perception of a colour by a computer vision system is different if the surfaces of the objects have different textures. For this reason, the study of the texture is often integrated into colour difference studies, including those used to detect the presence of external defects. The texture can play an important role in image segmentation, since it is an effective tool for troubleshooting in the recognition of standards to automatically inspect fruits and vegetables.
Image segmentation is based on techniques oriented to the pixels (those that process the pixels individually, without considering the neighbours), and is very sensitive to noise or local particularities at the scene. On the other hand the texture-based segmentation of regions of interest requires more complex algorithms besides analyzing the colour, since it also takes into account the spatial relationships between neighbouring pixels to characterize the different regions of an image and detect changes between them (BLASCO et al., 2007a) .
Often fruits belonging to the same variety have a high rate of variability in texture and colour, complicating the image analysis. Figure 4 illustrates the wide variation of colours and textures in images of oranges from the same cultivar (cv. "Valencia"). Lopez-Garcia et al. (2010) proposed a method that combines colour and texture information in the Principal Component Analysis (PCA) model for the detection of skin defects in four varieties 
Conclusions
The use of technology based on computer vision generates substantial improvements in the quality inspection of processed and unprocessed fruits and vegetables, due to the capabilities of this system in overcoming the limitations of human capacity, allowing for a long-term evaluation of the processes objectively or of appreciating the events taking place outside the visible electromagnetic spectrum. Hyperspectral systems provide information on certain components or damage that may be perceived only at certain wavelengths, and can be used as a tool to develop new computer vision systems adapted for particular purposes. In addition, the online sorting systems allows one to inspect large quantities of fruits or vegetables individually and provide statistics on the batch inspected.
Moreover, the UV and NIR acquisition systems are becoming more easily available. Smart cameras that incorporate image processors are very common in other fields of research and their use is likely to be extended in coming years. IP cameras will also be included soon in remote monitoring applications or inspections based on the web of agrifood processes, including the storage of fruits and vegetables. There is also a stunning development of more powerful image processing techniques causing a gradual increase in computational capacity that encourages the development of more powerful software for image processing in real time. Adaptive algorithms have given promising results in other fields. New advances in pattern recognition and massive data processing should be included in future applications of computer vision to enhance the robustness and accuracy of decisions. There are also new lighting systems that improve the results of image processing with advances in lighting systems. This development should be both spectral and spatial, as it must be able to cover the spectrum analyzed in a uniform manner. LEDs will lead to a great technological leap, contributing both from the point of view of energy efficiency and from the wide variety of solutions they tackle, especially for field applications. Regarding the inspection of processed fruit, few studies have yet been carried out on the application of computer vision, probably due to the low economic interest with respect to fresh fruit and the complexity of these processed fruits. However, the current status of the inspection systems opens new possibilities for the creation of complex and robust algorithms capable of running realtime inspection lines. It is important to begin to develop these algorithms and determine appropriate decision methods adapted to the specific problems of these fruits.
