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Introduction
Lagrangean techniques have had wide application in discrete optimization; see Shapiro [13] for an extensive survey. Nevertheless, there is an implied property of Lagrangean analysis that has not been widely recognized and exploited. We develop and discuss this property for a very general case in the introduction and specialize our results to the capacitated plant location problem in the remainder of the paper.
Consider the family of (primal) mathematical programming problems 
Proof: See chapter 5 of Shapiro [15] .11
A strategy for solving a specific primal problem P(d) implied by Theorem 1 is to select a dual vector u such that the solution x(u) computed from the we find an optimal solution to P(d) for some d. This is the idea of inverse optimization.
Theorem 2 (Inverse Optimization): For any u Rm, let x(u) denote an optimal solution to the problem Z(u) = minimum {f(x) -ug(x)}. The solution x(u) xis optimal in the primal problem Pdu where du = gxu Moreover, is optimal in the primal problem P(d(u)) where d(u) = g(x(u)). Moreover,
Proof: The proof is immediate by appeal to Theorem 1 and the global optimality conditions. The solution x(u) satisfies g(x(u)) = d(u) by construction.
It also satisfies
by the definition of x(u).11
According to the principle of inverse optimization, the function Z(u) in the Lagrangean (1) 
xij > 0 and integer, yi = 0 or 1
-1
The calculation of (6) is easy as shown by the following analysis. We define -fi to open a plant at site i when = K.. We omit further details.
Ci(u) I
A direct consequence of Theorem 3 is that any primal problem R(d) for which inverse optimization with the function Z can find an optimal solution n must satisfy Z d. = K i for some set I C {l,...,m}. This difficulty is j=l iI related to an inherent limitation of our approach thus far. Proof: To show more than one X must be positive, we assume the contrary and t show a contradiction. Thus, suppose XA = 1 and let u* denote the computed optimal n-vector of shadow prices on the demand rows, and let 0* denote the Using the definitions (10), this last condition can be rewritten as Problem (14) is a fixed-charge group optimization problem that can be Problem (14) is a fixed-charge group optimization problem that can be solved for all 6 by an algorithm developed by Northup and Sempolinski [11] .
The computation is somewhat more complex than that required for the unconstrained or zero-one group optimization problems (see Gorry, Northup and Shapiro [8] ).
The algorithm of Northup and Sempolinski is a generalization of one devised by
Glover [ 7 ] (see also Denardo and Fox [ 4 ] or Shapiro [ 15 ] ).
Relative to the specific problem R(d), the Lagrangean calculation L g given in (13) has been strengthened over the Lagrangean L given in (15) The magnitudes of the d tend to determine the magnitude of the order of the group 9 induced by an optimal basis for (11) and hence the computational effort required to optimize the fixed-charge group optimization problem (14) . Of course, any group 9 can be used in the construction of (14) . For example, we could use instead a group induced by a derived basis for (11) 
where the sequence of demand vectors {d } is given by (8), 0 < E1 < Ok < 2 - There are only a finite number of distinct demand vectors that can arise in the sequence {d } derived from the sequence of dual vectors given by (15) . This is because the set of feasible solutions to R(d) is finite.
For a special case, the following theorem gives a characterization of those that can arise infinitely often. 
which is what we wanted to show. Table 1 The circled demand vectors in Figure 2 are the ones that can be spanned by Z for some u; by Theorem 4, these correspond to capacitated plant location problems for which there is an optimal integer solution to the linear programming relaxations.
We extend the inverse optimization analysis by considering the capacitated plant location problem with the demand vector (dl, d 2 ) = (10, 2) not spanned in Figure 2 . An optimal basis for problem (11) for this problem is given by The implied optimal solution to the linear programming relaxation of this problem is xll = 8, x 2 1 = 2, x 3 2 = 2, yl -1, 2 = 6/21, Y 3 = 7/21. The optimal linear programming shadow prices are (1' 2 ) = (7.14, 5.00). To try to fill in the gaps in Figure 2 , we use the above basis to construct a homomorphism g mapping Z 2 onto Z 4 2 , the cyclic group of order 42, which we use to aggregate the demand equations. The homomorphism is specified by g(e 1 ) = = 6 and g(e2) = 2 =-7 where 1 and 2 satisfy, along with 3, the group equations See chapter eight of Shapiro [15] for more details about group constructions.
The resulting fixed-charge group optimization (14) is Finally, we illustrate the parametric procedure outlined in section using the function Z . Figure 4 shows the demand vectors spanned by seven steps with the procedure with the relaxation parameter p = 1. Table. 2 gives some additional data. We remark that for this simple example, subgradient optimization converges rapidly to an optimal solution to the dual of the ordinary linear programming relaxation. We have presented the conceptual background for the inverse optimization approach to analyzing the capacitated plant location problem and more general mathematical programming problems. Several areas of future research are suggested by our results so far. For the capacitated plant location problem, there remains considerable theoretical and empirical research to be done on the use of inverse optimization in parametric analyses. A related topic to be investigated is the specialization of integer programming shadow price results (Shapiro [14] ) to the capacitated plant location problem.
The fixed-charge group optimization algorithm devised by Northup and
Sempolinski [11] for computing Z g needs implementation and testing to measure its efficiency as a function of the number of plant sites m and the size of the group (3. Moreover, this algorithm is applicable to a wider class of fixed-charge problems than the capacitated plant location problem. The explin cit inclusion of the constraints Z x -Kyi < 0 in the Lagrangean is highly j=l desirable for these problems as long as it does not impose severe computational limits.
The capacitated plant location model can be extended in a number of directions to incorporate multiple time periods, multiple commodities, more general concave cost curves for capacity expansion and endogenous demand. Examples of such model extensions can be found in Bloom [3] , Erlenkotter [5] and Kazmi and Shapiro [10] . The practicality of inverse optimization for more general models is another area of future research, An example is a multi-item production/ inventory mixed integer programming model given in chapter eight of Shapiro [15] .
