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Abstract: This paper reports on the design, implementation and benchmarking of a Java version of the Nas Parallel
Benchmarks. We first briefly describe the implementation and the performance pitfalls. We then compare the
overall performance of the Fortran MPI (PGI) version with a Java implementation using the ProActive middleware
for distribution. All Java experiments were conducted on virtual machines with different vendors and versions.
We show that the performance varies with the type of computation but also with the Java Virtual Machine, no
single one providing the best performance in all experiments. We also show that the performance of the Java
version is close to the Fortran one on computational intensive benchmarks. However, on some communications
intensive benchmarks, the Java version exhibits scalability issues, even when using a high performance socket
implementation (JFS).
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1 Introduction
Message Passing Interface (MPI) is the dominant pro-
gramming model of choice for scientific computing.
This library proposes many low-level primitives de-
signed for pure performance. But for several years,
the tendency has been to look for productivity[11],
and to propose efficient high-level primitives like
collective operations [7], object-oriented distributed
computing [4] and material to ease the deployment of
applications.
In order to perform an evaluation of Java ca-
pabilities for high performance computing, we have
implemented the NAS1 Parallel Benchmarks (NPB)
which are a standard in distributed scientific compu-
tation. Many middleware comparatives and optimiza-
tion techniques are usually based on them [15, 5, 8,
10, 6]. They have the characteristic to test a large set
of aspects of a system, from pure computation perfor-
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mance to communication speed.
By using a Java-based middleware, instead of
Fortran+MPI, we want to demonstrate the perfor-
mance which can be obtained, comparing it to an
equivalent native version. Our aim is to identify the
areas where Java still lacks some performance, in par-
ticular the network layer.
Our contributions are the following : (1) An eval-
uation of the Java overhead for arithmetic computa-
tion and array manipulation, (2) a report on common
performance pittfals and how to avoid them and (3) a
performance comparison of an implementation of the
NPBs in Java and Fortran/MPI (PGI) on Gigabit Eth-
ernet and SCI
The rest of this paper is organized as follows.
Section 2 gives some background: a short descrip-
tion about the benchmarks used in our experiments,
the ProActive library (in particular the active object
model), and the Java Fast Sockets[17]. Section 3
presents some related work. In section 4, we dis-
cuss the implementation and some performance is-
sues. Section 5 presents the results obtained with the
NAS Parallel Benchmarks on two network architec-
tures. Finally, we discuss the future work and con-
clude in section 5.
2 Background
2.1 The NAS Parallel Benchmarks
NAS Parallel Benchmarks (NPB) consists of a set of
kernels which are derived from computational fluid
dynamics (CFD) applications. They were designed by
the NASA Ames Research Center and test different
aspects of a system.
Some are testing pure computation performance
with different kinds of problems like matrix computa-
tion or FFTs. Others involve a high memory usage or
network speed with large data size communications.
Finally, some problems try to evaluate the impact of
irregular latencies between processors (short or long
distance communications). Each of these five kernels
was designed to test a particular subset of these as-
pects. To follow the evolution of computer perfor-
mance, the NPB were designed with several classes of
problems making kernels harder to compute by modi-
fying the size of data and/or the number of iterations.
There are now 6 classes of problems: S, W, A, B, C
and D. Class S is the easiest problem and is for test-
ing purpose only. Class D is the hardest and usually
requires a lot of memory.
Here we will use the IS, FT, EP, CG and MG ker-
nels with the problem class C.
2.2 The ProActive Library
ProActive is a GRID middleware (a Java library with
open source code under LGPL license) for parallel,
distributed, and concurrent computing in a uniform
framework. With a reduced set of simple primitives,
ProActive provides a comprehensive API to simplify
the programming of Grid Computing applications:
distributed on Local Area Network (LAN), on clus-
ters of workstations, or on Internet Grids.
ProActive uses standard RMI as a transport layer
and is thus bound to its limitations [9]. However, the
RMI transport overhead can be reduced through the
use of a high performance Java sockets implementa-
tion named Java Fast Sockets (JFS)[17]. JFS pro-
vides high performance network support for Java (cur-
rently direct Scalable Coherent Interface –SCI– sup-
port). It also increases communication performance
avoiding unnecessary copies and buffering, by reduc-
ing the cost of primitive data type array serialization,
the process of transforming the arrays in streams to
send across the network.
Although our implementation of the NPBs uses
some ProActive specific features, it could easily be
ported to another middleware. Thus the insights gain
from these experiments will be valuable to the HPC
community, irrespective of their use of ProActive.
3 Related Work
Studies of Java for High Performance Computing can
be traced back to the JavaGrande Forum community
effort[14]. The results, at that time, were disappoint-
ing and gave Java a bad reputation. Since then, only a
few works have been dedicated to this task, although
the technologies behind the Java Virtual Machines and
the computer architecture have changed a lot over the
years. A notorious performance hit was the garbage
collector, because of the pauses it introduced. Nowa-
days, all JVMs come with multiple garbage collec-
tors implementation which can be chosen at start-time
[16, 2]. Multi-core CPUs are now mainstream and
might change fundamentally the performance of Java.
Indeed, a JVM is multi-threaded and can take advan-
tage of multiple cores to perform background tasks
like memory management or Just-In-Time compila-
tion.
A recent work is the DaCapo Benchmarks suite
[3]. The authors define a set of benchmarks and
methodologies meaningful for evaluating the perfor-
mance of Java. As noted by the authors, Java in-
troduces complex interactions between the architec-
ture, the compiler, the virtual machine and the mem-
ory management through garbage collectors. As such,
using benchmarks and methodologies developed for
Fortran/C/C++ might put Java at a disadvantage.
4 Implementation
Our implementation of the NPB is done strictly in
standard Java, without relying on external libraries ex-
cept for communication. As we will show in this sec-
tion, writing HPC code in Java is possible but requires
care and good knowledge of the internals of the JVMs.
We have tried to be as close as possible to
the original NPB3.2-MPI implementation. However,
there are a few dissimilarities induced by both the ob-
ject oriented model (Java) and the distribution library
(ProActive).
Using the Object-Oriented SPMD layer provided
by the ProActive library [1], each SPMD MPI pro-
cess has been translated to an active object (remotely
accessible Java object) named Worker. Due to the
ProActive principles, we have also redefined the itera-
tions in tail-recursive calls. Thus, each kernel iteration
is a ProActive request.
4.1 Basic arithmetic operations
Some of the primitives provided by the standard JVM
for numerical operations are not very efficient. Espe-
cially, simple operations such as integer binary loga-
rithm or binary powering are not optimized by either
the static compiler or the JIT.
For example, on the Table 4.1, we compare per-
formance between standard and optimized functions
for pow and log. It shows that HPC programmer
should take care about arithmetic operations and con-
sider optimizing by-hand some of its intensive com-
putation loops. For efficient and higher level math-
ematical computation, developer can use specialized
libraries such as MKL2 which provides efficient prim-
itives for operations such as matrix computation and
fast fourier transformations.
However, due to license limitations, we did not use
MKL in our implementation, but only rewrote ba-
sic operations with base-2 and integer optimizations.
Note that is has been done only in innermost loops.
4.2 Optimization of data structures memory
footprint
HPC applications are often characterized by the use of
large data structures. Thus, developer of such applica-
tion might be aware of the actual memory footprint of
the objects he deal with. Java offers two ways to store
data: primitive types, and Objects. Primitive types
only contain actual data whereas Objects have asso-
ciated meta-data which are used by the JVM to en-
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Sun IBM Oracle gcc
1.6 1.6 1.6 4.3.2
pow(2,i) 305.28s 256.58s 201.82s 107.5s
1 << i 8.32s 9.06s 10.99s 8.5s
log(i)/log2 90.42s 168.51s 91.35s 92.3s
ilog2(i) 11.18s 13.12s 16.89s 19.3s
Table 1: Performance comparison between standard
arithmetic functions and optimized versions
Sun 1.6 IBM 1.6 Oracle 1.6
byte[] 10 MB 10 MB 10 MB
Byte[] 80 MB 80 MB 40 MB
short[] 20 MB 20 MB 20 MB
Short[] 320 MB 320 MB 200 MB
int[] 40 MB 40 MB 40 MB
Integer[] 320 MB 320 MB 200 MB
double[] 80 MB 80 MB 80 MB
Double[] 320 MB 320 MB 200 MB
Table 2: Memory footprint comparison between prim-
itive types and Object type wrappers on a 10 millions
element array with different JVM vendors on 64 bits
architecture
force language properties or features. For every prim-
itive type, there is an equivalent Object which acts as
a wrapper (double and Double, int and Integer...).
As shown on Table 4.2, there is an important dif-
ference between primitive types and Objects. For this
comparison we have used a large array of 10 millions
elements and measured the memory usage. Although
the Oracle JRockit 1.6 JVM needs less memory for
the same amount of data, Object payload is impor-
tant compared to primitive, especially for integer or
double. Thus, handling large data structures requires
using primitive types.
Allocation strategy of multi-dimensional arrays
also has an important impact on memory footprint,
because Java does not have support for true multidi-
mensional arrays. Instead, it relies on arrays of arrays
to simulate them. This leads to non rectangular arrays
with variable shapes. Also, Java arrays are actually
Objects even if they only contain primitive type data.
It is very hard for a compiler to perform optimizations
on such array. Although some solutions have been
proposed to address these issues [13], none has made
it in the official releases of Java.
Table 4.2 shows the memory usage of various
JVMs when allocating a 2-dimensions array of 20M
elements (double or byte). We also indicate the value
measured on a C and a Fortran versions compiled with
gcc. We have measured 3 different allocations strate-
gies : [2][10M], [10M][2M] and [20M]. As ex-
pected, the lowest usage is obtained when allocating
a single dimension array, as the memory can be allo-
cated contiguously in memory. When allocating two-
dimensional arrays, we see that the Oracle JRockit
JVM performs sometimes better than the C version.
We believe this is because when instantiating the ar-
ray in the Java version, the bounds are known and thus
the JVM has enough information to manage memory
in a more efficient way. For its part, Fortran inlines
all multi-arrays, regardless of the allocation strategy,
thus allowing optimal memory management.
Sun IBM Oracle gcc f77
1.6 1.6 1.6 4.3.2
byte[2][10M] 19.1 19.1 19.1 19.2 19.1
byte[10M][2] 380 381 269 381 19.1
byte[2*10M] 19.1 19.1 19.1 19.2 19.1
double[2][10M] 152 152 152 152 152
double[10M][2] 456 457 345 381 152
double[2*10M] 152 152 152 152 152
Table 3: Memory footprint comparison on multi-array
declaration strategies (in MB) on 64 bits architecture
As we can see, to be memory-efficient we have
to use one-dimensional arrays. Also, In the Fortran
implementation of the NPBs, one dimensional arrays
are often seen as 2 or 3 dimensional one. However,
there is no direct support in Java for such operations.
When necessary, we have rewritten the Java code to
manipulate only one dimensional arrays, using a sim-
ple flattening technique and adding methods to treat
them as multidimensional one.
The first versions of Java suffered from automatic
bounds checking of arrays. However, since the NPBs
operate on arrays with known size at runtime, most
of the unnecessary checks are removed by the Just-In-
Time compiler [19].
4.3 JIT
Compared to Fortran or C, most of the optimization in
Java are not performed at compile time but at run time,
by the Just-In-Time compiler (JIT) [12] which usually
comes in two flavors: client and server. The main dif-
ference being that the second one performs more ag-
gressive optimization and might incur a higher over-
head. The decision of compiling a method is mainly
based on the number of invocations already performed
or the number of backward branches taken in loops
(both controlled by the CompileThreshold property).
One of the difficulties is to write code which will lead
to high performance after being compiled by the JIT.
Thus, as the JIT compiler mostly works on methods,
our experience in the development of the NPBs have
confirmed that keeping small methods (i.e avoiding
inlining) lead to better performance.
5 Experimentation
5.1 Experimentation Methodology
We divide the five kernels in two categories. If the
kernel performs many calls with a particular commu-
nication scheme, we define it as a communication in-
tensive one; otherwise, it is a computation intensive
one.
Following this study, each kernel was run with
different parameters:
• the JVM version and vendor: Oracle/BEA (5 and
6), IBM (5 and 6) and Sun (5, 6 and 7),
• the initial and maximum heap size of the JVM,
• the number of nodes used (from 1 to 32),
• the kernel problem class size (class S or C)
• the network architecture: Gigabit Ethernet
(GBE) with ProActive over RMI and Scalable
Common Interface (SCI) with ProActive over
JFS.
Some values or combinations had no impact on the
running of the NPBs and are not presented in the re-
maining of the paper.
The NPB ProActive implementation we have
made is based on the NPB 3.2 version distributed by
NASA. The Fortran MPI version was compiled with
the 64 bits PGI 7.1 compiler (with -O3 option) and run
onto a MPICH 2 message-passing implementation.
To perform our tests, we have used two clusters:
• Gigabit Ethernet : Sun Fire X2200M2 cluster, 50
nodes Quad Core AMD Opteron 2218 (2.6GHz
/ 1MB / 667MHz), with 4 GBytes of memory.
All the nodes are running on a Red Hat Enter-
prise Linux 5 with a Linux 2.6.18 kernel and are
connected to 4 Cisco-3750 switches (gigabit eth-
ernet). The switches are interconnected using a
32Gbps stack.
• SCI cluster : eight nodes, with two dual-core pro-
cessors per node (Intel Xeon Dual Core 5060 at
3.2 GHz) and 4GBytes of memory. The SCI NIC
is a D334 card plugged into a 64bits/66MHz PCI
slot. The OS is Linux CentOS 4.2.
On the SCI cluster, experiments have been run us-
ing one process per node ( single process configura-
tion) or four processes per node (quad process config-
uration).
The transport protocol for ProActive on the SCI
cluster is JFS, which achieves a latency of 6 microsec-
onds and an asymptotic throughput of 2398 Mbps.
The native MPI library presents a latency of 4 mi-
croseconds and an asymptotic throughput of 2613
Mbps. Thus, this high-performance interconnect clus-
ter can achieve significantly higher performance scal-
ability.
All the presented values are the average of five
runs.
5.2 Computation Intensive Applications
Computation intensive applications can be character-
ized by a strong integer or float arithmetic, or by com-
plex array manipulation. The Fourier Transformation
(FT), Integer Sort (IS) and Embarrassingly Parallel
(EP) kernels are such applications. In the remaining
of this section we discuss results on up to 32 nodes.
We have ran the benchmarks on 128 nodes (256 for
EP) but the results were not different and are omitted
here for space reasons.
5.2.1 Fourier Transformation Kernel (FT)
It is a test for computation performance with a large
memory footprint, solving differential equation using
FFTs. This kernel also tests communication through-
put by sending a few numbers of very large messages.
For a class C problem with 16 workers, each worker
sends 22 messages for a total amount of 180 MBytes.
Notice that the original Fortran implementation uses
some native operations on multi-dimensional arrays
which are not available on Java. Thus, we have imple-
mented some of these operations in Java, at a higher
level, causing a large amount of integer operations
through array indices computation.
If we take a look at the Fig.1, we see that the
kernel could not start with a small number of nodes.
While the MPI version ran from 2 nodes, we see that
the Java versions only starts from 8 nodes, except for
the Sun 1.5 version which was only able to start the
kernel from 16 nodes. Actually, as this kernel deals
with very large data structures, we encountered nu-
merous “OutOfMemory” errors. Regarding the dura-
tion time, we can see that the ProActive version has
about the same behaviour with 6 JVM out of 7. Com-
pared to the MPI version, results are in the same order
of magnitude.
5.2.2 Integer Sort Kernel (IS)
It tests both computational speed and communication
performance. It performs a bucket sort on a large array
of integers (up to 550 MBytes for a class C problem).
Thus, this kernel is mainly characterized by a large
amount of data movements. On a class C problem
with 16 workers, each worker sends to each other 65
messages for a total amount of 22 MBytes.
On the Fig.1, we see that all the JVM implemen-
tations have similar behaviours with an execution time
which is not so far from the native MPI results (by a
factor smaller than 2).
5.2.3 Embarrassingly Parallel Kernel (EP)
It provides an estimation of the floating point
performance by generating pseudo-random floating
point values according to a Gaussian and uniform
schemes. This kernel does not involve significant
inter-processor communication. Regarding the im-
plementation in Java ProActive, some mathematical
functions have been rewritten for performance issues
with base 2 computation. This is the case with pow
and log methods. A large amount of the operations in-
volved in this kernel are some very simple operations
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Figure 1: Execution time of the computation intensive kernels (FT, IS and EP) for various JVMs on the Gigabit
Ethernet cluster
such as bit shifting.
Figure 1 shows that the achievable floating point
performance of Java is now quite competitive with na-
tive Fortran. With a problem class C, we can say that
the overall behaviour of the various implementations
of Java are the same, with a lack of performance for
IBM 1.5. Furthermore, we note that for this kind of
problem, the Java results are slightly better than the
MPI ones.
5.3 Communication Intensive Applications
Communication intensive kernels are those which
send a large amount of messages. The Conjugate Gra-
dient (CG) and MultiGrid (MG) kernels are such ap-
plications.
5.3.1 Conjugate Gradient Kernel (CG)
It is typical of unstructured grid computation. It is
a strong test for communication speed and is highly
dependent on the network latency. It deals with a
very large amount of small messages (with a prob-
lem class C on 16 nodes, 429, 248 messages smaller
than 50 bytes are sent) and a large amount of mid-size
messages (86, 044 messages of 300 KBytes are sent).
When running a class C problem, CG kernel is com-
posed of 75 iterations. In fact, this characterizes the
unstructured communications aspect of this kernel.
Regarding performance comparison, Fig.2 shows
the performance results on the Gigabit Ethernet clus-
ter. We can see that almost all the JVM implementa-
tions (except BEA on 1 node) and native MPI version
have about the same performance. Actually, in the
Java ProActive implementation, CG kernel uses many
of the exchange operators. Recall that it optimizes the
synchronization between processes and eliminates un-
necessary data duplications. It shows that to send a
large number of messages of varying size (429, 248
messages of less than 50 bytes and 86, 044 messages
of 300 KBytes), the Java ProActive solution is as good
as the native Fortran MPI solution. When looking at
the performance comparison on the SCI cluster, pre-
sented on Fig.3, we see about the same behaviour as
for the Gigabit Ethernet cluster. More precisely, the
Fig.3(a) shows that MPI take a little more advantage
of the low latency cluster, but not blatantly. If we
now put more than 1 process per node, as the Fig.3(b)
shows, we see that the achievable floating point per-
formance increase significantly for MPI, but also for
Java ProActive.
5.3.2 MultiGrid Kernel (MG)
It is a simplified multi-grid problem. Topology is
based on a vanilla hypercube (some edges are added
to standard hypercube). It tests both short and long
distance data communication with variable message
size. When running with a problem class C on
16 nodes, a total of about 25, 000 messages are
sent. Size distribution is as follows: 5000*1KB,
4032*2 KB, 4032*8KB, 4032*32KB, 4032*128KB
and 4032*512KB. Also, MG deals with much larger
data structures in memory than the CG kernel, causing
memory problems.
Regarding performance comparison, Fig.2 shows
the performance results on the Gigabit Ethernet clus-
ter. Here, the important size of data structures, pre-
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Figure 2: Execution time of the communication intensive kernels (CG and MG) for various JVMs on the Gigabit
Ethernet cluster
viously mentioned, is clearly visible. Indeed, when
using only one node, the data structures are too large
to be handled by the JVMs. To be able to perform a
run, we need at least two nodes for the BEA and IBM
JVMs, and 4 nodes for the Sun, with default garbage
collector configuration. On the other hand, the na-
tive MPI version is able to run using only one node.
Looking at the execution time, we see that Sun and
BEA JVMs are twice as slow as the MPI version. The
IBM JVM performance is even worse than other ven-
dors VM . This lack of performance can be explained
by the large amount of double and integer operations
involved in.
When running on the SCI cluster, as shown on
the Fig.3, we see that the MPI implementation takes
a better advantage of the low latency cluster. When
deploying one process per core (4 processes per node),
as shown on the Fig.3(d), we obtain better results with
the Java version, closing on the MPI performance.
6 Conclusion and Future Work
In this paper we have reported on the design, imple-
mentation and benchmarks of a Java version of the
NPBs using the ProActive middleware for distribu-
tion.
First we have shown that care is needed when
writing HPC code in Java. The standard arithmetic
methods have low performance compared to C equiv-
alent. But when replacing them with an optimized
version, it is possible to outperform equivalent na-
tive code. The memory overhead can be important
when manipulating multi-dimensional arrays. This is
easily addressed by using flattening techniques. Fi-
nally, avoiding premature optimization (such as inlin-
ing) helps the JIT and leads to better performance.
Second, we have compared the performance of a
Java implementation of the NPBs to a Fortran MPI
one (PGI 7.1). When considering strongly commu-
nicating applications, the speed and scalability of the
Java ProActive implementation are, as of today still
lower than MPI. On the MG and FT kernels, the over-
head factor ranged from 1.5-2 on 16 nodes to 2-6 on
32 nodes. The lack of scalability in those benchmarks
is mainly due to numerous small messages for which
the ProActive overhead is significantly higher than the
MPI one. We are working to reduce that overhead
through size reduction of the message context but are
dependent on the RMI layer. One solution would be
to bypass RMI by defining a new protocol adapted to
small messages.
On computational intensive benchmarks (IS and
EP) the Java ProActive version performs is as effec-
tive as the Fortran MPI version on up to 64 machines.
We have also shown that it is possible to take ad-
vantage of high-performance interconnects (SCI) in
a non-intrusive way. Using a network layer, JFS, it
is possible to transparently use an SCI infrastructure
without source code modification or reconfiguration.
The differences between the Java implementation and
the MPI one are narrower on these systems, showing
the feasibility of this approach on high-performance
interconnects. Moreover, the communication bottle-
neck can be further reduced using a mixed approach
by putting several processes on a multi-core node to
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Figure 3: Execution time of the communication intensive kernels (CG and MG) on the SCI cluster
take advantage of local communications.
Overall, the results obtained are encouraging. We
believe that the overhead of Java is acceptable when
performing computational intensive tasks. Regard-
ing communication intensive tasks, the lower perfor-
mance can be partially overcome using mixed ap-
proach and optimized network layers. The HPC com-
munity has already worked on the issue and produced
interesting results [18]. However, current JVM ven-
dors have not developed efficient enough solutions
yet.
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