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a b s t r a c t
The paper aims at demonstrating and confirming that breadth first search or pruning
techniques can substantially improve the effectiveness of biomolecular algorithms. A
breadth first search-based DNA algorithm solving the maximum clique problem for a
graph is presented, and its complexity and scalability parameters are studied. The analysis
shows that parameters like the number of steps, the length and volume of DNA strands,
the number of enzymes and the concentration of the molecules encoding solutions are
dramatically improved in comparison with previous approaches to the same problem
and, theoretically, they would allow to process graphs with thousands of vertices. These
parameters are also compared with several related results focusing on the scalability of
DNA computing methods. Finally, an analysis of error-resistance of the algorithm is given.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
One of themajor sources of popularity of biomolecular computing in the 1990swas the promise to solve computationally
intractable problems in polynomial (often linear) time due to the massive parallelism, (up to 1018 DNA strands
simultaneously processed in a test tube), minimal energy consumption and nanoscale dimensions of biomolecular
computing elements. Following the pioneering experiment published in [1], an explosion of publications appeared, many of
them proposing molecular solutions to NP-complete problems. For an overview of the DNA computing field and elements
of DNA biochemistry we refer the reader to [4,31].
Biomolecular solutions to computationally hard problems proposed in the literature are mostly based on the strategy
of trading space for time: one generates the solution space of the problem whose size is exponential and then performs an
exhaustive parallel search. Attempts have beenmade to optimize the growth of computational resources and tomanage the
unreliability of elementary biological operations. For example, breadth first search approaches to DNA solutions to the 3-SAT
problem were studied in [27,34]. Four algorithms minimizing and pruning the size of solution space to be searched were
presented in [7]. A DNA solution to the TSP (travelling salesman problem)with a space-effective coding of lengths of arc was
presented in [26]. Strategies reducing the number of necessary biological operations and the resulting risk of errorwere used
in [24]. Dynamic DNA programming techniques were demonstrated in [9] to solve the knapsack problem. A computational
model based on a destructive strategy over RNA strands was created in [13] for solving the knight problem. The authors
of [32] used DNA-based genetic programming to obtain an approximate solution to the Hamiltonian path problem as an
effective alternative to the exhaustive search.
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These and other related papers focused on the effective use, scalability, robustness and error-resistance of DNA-based
bio-operations. The last two terms robustness and error-resistance deserve an explanation. In fields like biocomputing, DNA-
based nanotechnology or synthetic biology (for an overview see, e.g., [12,21]) we treat elementary biological processes as
algorithmic building blocks of complex systems which are ‘‘programmed’’ to achieve pre-defined goals. These elementary
processes are subject to certain empirical principles which, however, hold only with a probability sometimes significantly
less than 1. Examples of such operations and principles:
- an oligonucleotide (a short single-stranded DNA molecule) will always bind to (and only to) a complementary DNA
sequence due to the Watson–Crick complementarity principle;
- a restriction enzyme will always cleave the DNA molecule at the position it can attach to;
- the polymerase chain reaction (PCR) will create exact copies of the DNA molecules it processes.
In nature, however, oligonucleotides can bind also to strands which are close to complementary, restriction enzymes
can fail, mutations occur during the PCR. We will call such deviations from commonly observed principles for simplicity
errors, even if one can correctly argue that they are perfectly natural and some of them even necessary for life and evolution.
The goal in the mentioned fields of research is to construct biological machineries which would function with maximal
reliability, and hence they would be robust and resistant with respect to such a type of ‘‘errors’’.
In this paper we continue the research started in [16] where a breadth first search algorithm solving themaximum clique
problem (MCP) was proposed and called constructive. However, the term constructive algorithm or constructive DNA model
also denotes computational models based on DNA self-assembly [3]. Therefore, we adopt the term incremental strategy here.
The core idea is to build gradually the set of candidate solutions and remove invalid solutions as soon as possible, instead of
starting with the pool of all candidate solutions. Simultaneously, we want to minimize the effects of the ‘‘errors’’ described
above. Previously published DNA algorithms solving MCP use operations such as the separation based on hybridization
which are error-prone, and the structures of these algorithms imply that the effect of errors grows exponentially with the
number of iterations. Hence, these factors alone limit the number of iterations to the order of tens [3]. The structure and the
operations used in our algorithm keep these errors in reasonable bounds even for graphs with around a thousand vertices,
according to our probabilistic analysis.
The MCP has numerous practical applications and it is related to the common algorithmic problem defined by Head in
[18]. Head suggested that the solution of many NP-complete problems fits one and the same algorithmic mould. Heuristic
methods for solving theMCP are extensively studied. Examples of suchmethods are greedyheuristics, local search heuristics,
simulated annealing, genetic algorithms and tabu search [10]. Several DNA algorithms for solving the MCP have been
published, such as [8,18,23,28,36]. All of them are based on strategies generating a large pool of candidate solutions and then
filtering out those which are not valid. The computing time and the amount of necessary DNA in the algorithm presented
here is significantly lower.
The rest of the article is organized as it follows. Section 2 reviews an improved version of the incremental DNA algorithm
introduced in [16]. In Section 3 we provide a detailed comparison with two classical DNA algorithms solving the MCP,
and also with other breadth first search DNA algorithms. In Section 4 we analyse the error-resistance of the algorithm to
possible unreliability of the employed biochemical operations. The obtained results are rather surprising, suggesting that
the structure of the incremental algorithm eliminates to a great extent possible failures of its elementary operation. A case
study is given for a random graph with 1000 vertices. A discussion and interpretation of results in Section 5 concludes the
paper.
2. An incremental DNA algorithm solving the maximal clique problem
In this sectionwedescribe an improvedDNAalgorithmbased on the idea introduced in [16].While elementary operations
of the algorithm were rather abstract in [16], here we focus on details of their possible implementation and we employ the
parallel filtering DNA model, first presented in [2]. This model is one of several standard DNA computing paradigms which
map elementary abstract mathematical operations with (sets of) strings onto their possible wet-lab implementation. Citing
[5]: ‘‘The main difference between the parallel filtering model and those previously proposed lies in the implementation of
the removal of strings. All other models propose separation steps, where strings are conserved, andmay be used later in the
computation. Within the parallel filtering model, however, strings that are removed are discarded, and play no further part
in the computation.’’ More technically, the extraction of DNA strands satisfying certain criteria using hybridization and their
conservation is not used in this model. These operations are considered rather unreliable and their repetitive use leads to
high probabilities of unexpected results of the whole process. The parallel filtering model relies on the following operations
with sets of DNA molecules (referred to as strings):
• Remove (t,{ai}): From a set of strings in tube t , all strings which contain any string ai (i.e., an element of the set {ai}) as
their substring are removed in parallel.
• Union ({ti }, t): The set in tube t is created as a union of the sets ti.
• Copy (t,{ti}): The set in tube t is copied in parallel to a number of copies, ti.
• Select (t): This operation selects a random element of the set in tube t .
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Fig. 1. DNA strands for coding domain elements, append operators and remove operators.
The reader is referred to [4] for a detailed description of themodel and for a set of experiments demonstrating its advantages
in terms of simplicity and error-resistance. The parallel filtering model allows us to improve the algorithm given in [16] as
follows:
• a cycle with repeated application of the operations Separate and Delete is replaced here with a single use of more reliable
operation Remove;
• the operation Replicatewhich required marked primers and a separation of strands after performing the PCR is replaced
with the operation Copywhich has a simple stochastic implementation.
The incremental strategy requires to enrich the model with the operation Append (t, a) which appends string a to all
strings in the tube t . Another operation we use at the end of the algorithm isMeasureStrings (t) which measures the length
strings of tube t to identify and extract the longest one(s).
Consider a graph G = (V , E), where V = {a1, . . . , an}, and its complementary graph G′ = (V , E ′) containing those (and
only those) edges missing in the original graph G. Following the design in [28], 20-base long oligos (20-mer) are used to
encode each node of the graph, see Fig. 1(a). Therefore, a clique consisting of k vertices is represented as a catenation of k
oligos (20-mers). Furthermore, each clique-encoding strand starts with a special 20-mer, a primer binding site denoted b in
Figs. 3–5.
Our improved DNA algorithm solves theMCP in linear timewith respect to the number of nodes |V | (but a pre-processing
of the constraint set in the operation Remove requires quadratic time on a classical computer). Unlike DNA algorithms using
the brute force strategy, the initial test tube t1 does not contain the pool of all candidate solutions but a certain number
k ≫ 1 of copies of the initial 20-mer (primer binding site) representing the empty clique. Test tubes t2 and t3 are initially
empty. DNA strands representing all valid cliques are gradually prolonged in t1 by adding new vertices during the algorithm.
∀ (ai ∈ V , i = 1, 2, . . . , n) /* For all vertices ai of the graph repeat the cycle.*/
{
Copy (t1,{t2, t3}) /* Contents of t1 is copied to both t2 and t3: the cliques in t2 will
be possibly added the vertex ai while the cliques in t3 remain
untouched. */
Remove (t2, {aj|(aj, ai) ∈ E ′, 1 ≤ j < i}) /* All cliques C in t2 such that C∪{ai} is not a clique are removed in
parallel from t2. */
Append (t2, ai) /* All remaining cliques in t2 are added in parallel the vertex ai. */
Union ({t2, t3}, t1) /* The original cliques in t3 and the incremented cliques in t2 are
mixed together in t1.*/
}
MeasureStrings (t1) /* The longest string(s) corresponding to the maximum clique(s) is
extracted. */
A relative simplicity of the algorithm should be interpreted as its advantage as sophisticated bio-algorithms tend to be
error-prone. The algorithm is equivalent to the following pseudo-code:
1. Start with the clique pool containing a single element — the empty set representing an empty clique (k ≫ 1 copies are
used in the biological implementation to achieve reliability).
2. For all vertices ai of the graph repeat the cycle:
(a) For all cliques C in the pool do in parallel:
(i) Make two copies of each clique C .
(ii) Retain the first copy of C(in tube t3 of the above DNA algorithm).
(iii) If C contains a vertex aj such that there is no edge (aj, ai) in the graph, discard the second copy (as C ∪ {ai} is not
a clique), otherwise add ai to the second copy, producing a larger clique.
(iv) Return both the first and the second copy (if it was not discarded) to the pool.
3. Detect the largest clique(s) in the pool.
We demonstrate an execution of the algorithm for a simple graph G in Fig. 2 which was used also in [18,28]. Table 1
displays the cliques represented by DNA strands in each test tube during iterations of the cycle; tube t1 is displayed at the
beginning and at the end of each iteration. The maximal clique is 2345.
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Fig. 2. A simple graph G used to demonstrate the algorithm together with its complement G′ .
Table 1
Algorithm execution for the graph G illustrated in Fig. 2.
I0 t1 = {} t2 = {0} t3 = t1
t1 = {0}
I1 t1 = {0} t2 = {01, 1} t3 = t1
t1 = {01, 1, 0}
I2 t1 = {01, 1, 0} t2 = {12, 2} t3 = t1
t1 = {12, 2, 01, 1, 0}
I3 t1 = {12, 2, 01, 1, 0} t2 = {23, 03, 3} t3 = t1
t1 = {23, 03, 3, 12, 2, 01, 1, 0}
I4 t1 = {23, 03, 3, 12, 2, 01, 1, 0} t2 = {234, 034, 34, 124, 24, 014, 14, 04, 4} t3 = t1
t1 = {234, 034, 34, 124, 24, 014, 14, 04, 4, 23, 03, 3, 12, 2, 01, 1, 0}
I5 t1 = {234, 034, 34, 124, 24, 014, 14, 04, 4, 23, 03, 3, 12, 2, 01, 1, 0}
t2 = {2345, 345, 245, 45, 235, 35, 25, 5} t3 = t1
t1 = {2345, 345, 245, 45, 235, 35, 25, 5, 234, 034, 34, 124, 24, 014, 14, 04, 4, 23, 03, 3, 12, 2,
01, 1, 0}
Fig. 3. The operation Copy(t1, {t2 , t3}) in the incremental DNA algorithm solving MCP. Strings are copied and selectively placed into tubes t2 and t3 .
Alternatively they can be randomly split into t2 and t3 .
2.1. Physical implementation of the algorithm
Recall that vertices of the graph and the primer binding site, respectively, would be physically implemented as 20-mers
denoted ai, resp. b (34-mers were designed in [3] for larger scale experiments.) Each of these 20-mers contains a restriction
enzyme binding site, for example GATC for the enzymeMboI. The same enzyme is used for all 20-mers. The implementation
of operations of the parallel filtering model is specified in [4] and adapted here to the particular case of our algorithm. The
barred symbol a¯i denotes the Watson–Crick complement of the string ai, vertical double lines || illustrate hydrogen bonds
within double-stranded DNA molecules, symbols 3′ and 5′ represent 3′ and 5′ ends of oriented DNA strands.
• Union ({t2, t3}, t1): The tube t1 is obtained simply by mixing together the contents of t2 and t3.
• Copy (t1, {t2, t3}): This operation is implemented by one cycle of the polymerase chain reaction (PCR)with a single primer,
i.e., only one of the two complementary strands of eachmolecule are copied (asymmetric PCR), see Fig. 3. Then the result is
randomly split into tubes t2 and t3 of the same volume. We work with k ≫ 1 copies of each strand (hence the operation
Copy produces 2k copies) to get a reasonable probability that both t2 and t3 contain at least one copy of each strand
originally present in t1.
Alternatively, one of the simple methods for separation of single- and double-stranded molecules as in [2] could be
used to ensure that only molecules of the form 5′ − ba1 · · · aj − 3′ enter the tube t2, even though experiments in [4]
indicate that their complements 3′ − b¯a¯1 · · · a¯j − 5′ would not interfere with the operations Remove and Append in t2.
This variant is illustrated in Fig. 3.
• Remove (t2, {ak}): If tube t2 contains a mixture of single- and double-stranded DNA molecules, they are melted first to
become all single-stranded. A specific primer is assigned to each of the oligos ak representing vertices, see Fig. 1(b). These
primers anneal only to the strands containing ak. Adding DNA polymerase, these strands are made double-stranded and
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Fig. 4. The operation Remove(t2 , {ak}) in the incremental DNA algorithm solving MCP. Strings containing ak are made double-stranded and destroyed by a
restriction enzyme.
Fig. 5. The operation Append(t2, ai) in the incremental DNA algorithm solving MCP. All strings in tube t2 are appended the string ai and made double-
stranded.
then cleaved into short pieces with a restriction enzyme which acts only on double-stranded molecules. The cleaved
small pieces of double-stranded DNA can be then washed out.
The remainder strings 5′ − ak+1 · · · aj − 3′ displayed in Fig. 4 do not contain the primer-binding site b, hence they do
not participate in further Copy steps of the algorithm and their relative concentration decreases exponentially. They can
take a part in future operations Append but since they are shorter than other strings encoding cliques, they cannot alter
the result of the algorithm.
• Append (t2, ai): The Parallel Overlap Assembly (POA) [19,28], a standard laboratory technique similar to PCR, is used for
this operation. For each element ai, 2 ≤ i ≤ n, we need i − 1 append operators of the form 3′ − a¯ja¯i − 5′, see Fig. 1(c),
hence the algorithm needs a total of 1 + 2+ · · ·+(n − 1) = n(n − 1)/2 append operators. Only n operators would be
needed if each aj was prolonged with a universal binding 10-mer site. The operator is annealed to the end of each string
in tube t2 and the POA makes the molecule double-stranded and prolonged with the string ai.
• MeasureStrings (t): This operation can be implemented using gel electrophoresis if the concentration of the
solution-encoding strands is high enough. Otherwise more sensitive techniques as the capillary electrophoresis or
isotachophoresis might be employed.
3. Complexity of the incremental algorithm
3.1. A comparison with other DNA solutions to the maximal clique problem
The bio-algorithm solving the MCP in [28], which we denote the brute force algorithm in the sequel, represents cliques
as binary strings of n pairs of elements (position, value). The position component indicates the respective node, whereas the
value component contains 1 or 0 depending on whether or not this node is in the clique. Value 1 is represented by an empty
strand, value 0 by a strand of length 10 bp (DNA base pairs). The sequence of nucleotides representing the position and value
components is designed such that it contains a specific restriction enzyme recognition site. Once the strands encoding all
possible 2n subsets of nodes have been generated, a series of restriction enzymes are applied to break the strands encoding
those which are not cliques. Gel electrophoresis can be applied in the last step to measure the strands in the set and identify
the optimum problem solution.
Another paper [18] uses the so-called aqueous computing model based on the use of plasmids (circular DNA molecules
approximately 3000 bp long) as a binary data medium. Information about the clique is actually encoded in a 175 bp
subsegment (MCS—multiple cloning site) of the plasmid which is further divided into n regions called stations. Each station
represents a node of the graph and it is associated with a particular restriction enzyme. Additionally, the model uses the
operation Reset(k) which sets the value of station k to 0. This produces a plasmid in which the size of station k has been
increased by 4 bp.
All themolecule stations are initially set to 1, indicating that all the nodes are present in the clique. Then, a step is carried
out for every edge {ai, aj} that is in the complementary graph G′. The DNA pool is split into two subsets t1 and t2 at each
step. The molecules in t1 are subject to the Reset(ai) operation and the molecules in t2 to the Reset(aj) operation. Finally, the
contents of t1 and t2 are joined into a single set. At the end of the algorithm, the number of 1s in the remaining molecules is
counted (by their length) to determine the maximum clique that solves the problem.
Summarizing strategies of all three algorithms, the brute force algorithm starts with the space of all possible solutions
and deletes them until only those encoding valid cliques remain. The aqueous algorithm again starts with the amount of
molecules corresponding to the size of the solution space, but initially all the molecules are identical. Their number remains
constant during the solution but their variety changes. Finally, the incremental algorithm starts with an empty space and
gradually constructs the set of molecules representing all valid cliques.
The comparison of the three algorithms is based on the following set of computational and physical parameters:
1. No. of iterations: The number of abstract iteration cycles required by the algorithm.
2. No. of different molecules per iteration: The number of differentmolecules (not copies of the samemolecule) the algorithm
generates prior to the first iteration and then after each iteration.
7080 D. Manrique et al. / Theoretical Computer Science 412 (2011) 7075–7086
3. Solution concentration after the last iteration: The ratio of the number of molecules encoding a solution to the problem
(maximal cliques)/total number of molecules after the last iteration.
4. Minimum solution concentration: Minimum concentration over all the iterations including the initial state prior to the
first iteration. In the case of the incremental algorithm, the number of molecules at a given iteration which evolve later
to the final solution is counted. Parameters 3 and 4 are directly related to the error-resistance of the algorithm. The lower
concentration, the higher risk of loss of the solution-encoding molecules during some of the performed operations.
5. No. of operations: Total number of principal biological operations carried out by the algorithm. Although all three
algorithms perform different operations, some are considered biologically more complex for each one. Therefore, we
have counted the number of Cut operations using restriction enzymes for the brute force algorithm, each Reset on a
station for the aqueous algorithm, and each Remove and Append for the incremental algorithm. Remove(t, {ai}) is not
accounted for if the constraint set {ai} is empty.
6. Mean string size per iteration: The weighted mean size of the present molecules taken prior to the first iteration and then
after each iteration. Measured in terms of number of bases or base pairs (bp). For the aqueous algorithm, the size refers
to the MCS region of the plasmid where the information about the clique is encoded.
7. Total mean string size: Arithmetic mean of the values of the previous parameter over all iterations.
8. No. of restriction enzymes: The total amount of restriction enzymes required by the algorithm.
Note that the aqueous algorithm may not generate all the valid cliques as some of them contained in the others may be
omitted. Additionally, some cliques can be contained in the final mixture in more copies and hence parameter no. 3 may
differ from the case of the brute force algorithm.
Let G = (V , E) be a random Erdös–Renyi graph [20] with n nodes and let G′ = (V , E ′) be its complementary graph. We
fix the following notation:
p, graph density, i.e., a fixed probability that two randomly chosen nodes are connected by an edge.
⟨card(E)⟩ = pn(n− 1)/2, an average number of edges of graph G calculated as a product of density p and the total number
n(n− 1)/2 of all possible edges
q = card(E ′) = (1− p)n(n− 1)/2, an average number of edges of the complementary graph G′
⟨Nc⟩ =

n
c

pc(c−1)/2, an average number of cliques of size c , 1 ≤ c ≤ n (1)
s =
n−
c=1
⟨Nc⟩, an average total number of all cliques in G (excluding the empty clique) (2)
m = n− (1− p)n/(1− p), an average number of nodes ai such that ∃ aj|{ai, aj} ∈ E ′, 1 ≤ j < i, calculated as follows:
the probability that there is an edge in E ′ connecting node ai with node aj, 1 ≤ j < i, is (1− pi). The sum of these
independent probabilities for nodes ai, 1 ≤ i < n, gives the result.
t = n(1− pn−1), an average number of nodes in G incidental with at least one edge in E ′, calculated as follows: a node
is not incidental with an edge in E ′ if and only if it is connected with all the other nodes by edges in E with the
probability pn−1. The probability of the opposite is 1− pn−1 and as it is independent for all nodes, its product with
n gives the result.
cmax = [2 logb(n)− 2 logb logb(n)+ 2 logb(e/2)+ 1], the asymptotic clique number of G, where b =1/p
r = q(1− (1− cmax/n)2), an average number of edges in E ′ incidentalwith a given clique of size cmax: the probability that a
node belongs to a given clique is cmax/n, therefore for an edge, the probability that none of its vertices belongs to the
clique is (1− cmax/n)2 and finally the probability that at least one of them belongs to the clique is 1− (1− cmax/n)2.
A derivation of the formulas for ⟨Nc⟩ and cmax given above can be found in [17] or [25]. We use the notation [x] to denote
the integer closest to a real number x. The other formulas are derived by rather straightforward application of elements of
the probability theory and graph theory. Then the parameters of the three algorithms can be stated as follows:
Most of the formulas in Table 2 follow easily by a careful inspection of the three described algorithms. The solution
concentration for the aqueous algorithm may deserve an explanation. Each step of the algorithm corresponding to an edge
incidental with a maximal size clique halves the number of molecules which will encode this clique after the last iteration.
Wehave assumed for simplicity that there exists, on average, a singlemaximal clique of size cmax in the graphG (the presence
of more maximal cliques would increase the correct solution concentration for all three algorithms). The length of DNA
strands in our algorithm is 20 bp in the first iteration, and it is always bounded by 20 cmax in the next iterations as the
algorithm never produces a string representing a graph larger than the maximal clique.
Consider a random graph with n = 1000 nodes and the density p = 1/3. Results of the calculation are summarized in
Table 3. The size of the chosen graph is much higher than that of the largest problem instance to which a laboratory solution
is known. However, even in this case the number of molecules used by the incremental algorithm is easily manageable in a
test tube, and the concentration of solution-encoding molecules would be likely detectable by recent technologies.
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Table 2
A comparison of three DNA algorithms solving the MCP. See the previous paragraph for explanation of symbolsm, n, q, r , s, t , cmax .
Brute force algorithm Aqueous algorithm Incremental algorithm
No. of iterations q q n
No. of different molecules per iteration min s+ 1
max 2n
min 1
max 2n
min 1
max s
Solution concentration after the last itera-
tion
1
s+1 2
−r 1
s
Minimum solution concentration 2−n 2−r 1s
No. of operations 2q 2q m+ n
Mean string size per iterationa min 20(n+ 1)+ 5n
max 20(n+ 1)+10n
min 25(n+ 1)
max 25(n+ 1)+4n
min 20
max 20+ 20 cmax
No. of restriction enzymes t t 1
a Upper bounds could eventually be further improved by a more detailed analysis.
Table 3
Comparison of three DNA algorithms for the case of a random graph with n = 1000 nodes and p = 1/3.
Brute force algorithm Aqueous algorithm Incremental algorithm
No. of iterations 333000 333000 1000
No. of different molecules
per iteration
min 3.3 e+9
max 1.07 e+301
min 1
max 1.07 e+301
min 1
max 3.3 e+9
Solution concentration af-
ter the last iteration
3.0 e−10 4.96 e−2194 3.0 e−10
Minimum solution con-
centration
9.33 e−302 4.96 e−2194 3.0 e−10
No. of operations 666000 666000 1999
Mean string size per itera-
tion
min 25020
max 30020
min 25025
max 29025
min 20
max 240
No. of restriction enzymes 1000 1000 1
Table 4
Complexity of selected space-efficient DNA algorithms, n denotes the
number of logical variables (in the case of 3-SATproblem) or the
number of nodes of a graph,m denotes the number of edges.
Problem solved Space complexity
Ogihara and Ray [27] 3-SAT 20.40n
Wang et al. [34] 3-SAT 20.48n
Yoshida and Suyama [35] 3-SAT 20.58n
Qiu and Lu [30] 3-coloring 3n
 2
3
m
Li et al. [23] MCP (
√
3)n = 20.79n
This paper MCP 20.008n · · · 20.45n
3.2. A comparison with other space-efficient DNA algorithms solving intractable problems
Space complexity of DNA algorithms is understood in the DNA computing literature as themaximum amount of memory
media (i.e., usually short DNA molecules with up to hundreds of bases) used during the algorithm. The methodology of
trading space for time implies that, to obtain a polynomial-time parallel solution to NP-hard problems, one must use an
exponential space. Most of the DNA solutions to intractable problems use the space of roughly 2n or even n! for an instance
of size n. However, severalmore space-efficient DNA algorithmsminimizing the exponent ratio have been already proposed.
Among these, the papers by Ogihara and Ray [27], Wang et al. [34] and Yoshida and Suyama [35] are methodologically most
similar to our incremental breadth first search algorithm. All of them solve the 3-SAT problem and the assignment of logical
variables eventually satisfying the given clause is constructed gradually. In contrast, no algorithm of this type was known
for the case of MCP. For instance, Li et al. [23] presented a DNA algorithm for solving the MCP with substantially lower
space complexity than those in [18,28]. This algorithm, however, is still based on the brute force method improved by
some pruning phases. An interesting contribution is the algorithm solving the 3-coloring problem in [30] whose efficiency
increases with the density of the graph and for denser graphs it features interesting complexity parameters. The space
complexity of these algorithms is summarized in Table 4.
The values in the last row of Table 4 are the space complexity of our incremental algorithm, i.e., the average number of
all cliques in the graph, and they are calculated using the formula (2) in Section 3.1. The value s = 20.008n corresponds to a
random graph with n = 5000 nodes and density p = 0.25, while the maximum s = 20.45n corresponds to a dense graph
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Fig. 6. The exponent ratio d calculated as log2s/cmax , where s is the space complexity of the algorithm (total number of all cliques in the graph) and cmax is
the asymptotic clique number.
with n = 1000 and p = 0.99. The minimum andmaximum exponent ratio 0.008, resp. 0.45 is found within the scope of the
graph parameters 1000 ≤ n ≤ 5000 and 0.25 ≤ p ≤ 0.99 given in Fig. 6, and it is calculated as log2s/n. The exponent ratio
decreases for larger graphs, e.g., for n = 5000 and p = 0.99 one gets s ≈ 1.9e298 = 20.20n. Large differences in exponent
ratio for different-size graphs follow by the fact that the ‘‘memory space’’ in our algorithm is occupied only by cliques in the
graph. Hence it might be more appropriate to compare the space complexity with respect to the asymptotic clique number
cmax of the graph as s = 2dcmax , where d would be the exponent ratio (different from that in Table 4). In Fig. 6 we show the
values of the exponent ratio d for various combinations of parameters n and p. For the given scope of parameters the ratio
d oscillates only between 2.39 and 3.67, being lower for denser graphs.
4. Error-resistance of the incremental algorithm
Attempts to make DNA computing error-resistant and reliable have existed since the very beginning of DNA computing.
For instance, a repeated use of the PCR during DNA algorithms is suggested in [11] and further suggestions concerning DNA
encoding are given as well. Another paper [3] focuses on the selection and implementation of abstract DNA operations and
introduces theparallel filtering model (further elaborated in [4]) which is also adopted in our incremental algorithm. The use
of error-correcting codes for encoding information inDNAwas suggested by several authors, e.g., [6]. Finally, error correcting
mechanisms for the DNA self-assembly have been studied in a sequence of papers, see [15] for a recent overview.
Herewe focus on twoprincipal issues. First,we study how the stochastic implementation of the operation Copy influences
the computation. Another issue is a potential unreliability of the operations Copy, Remove and Append due to possible
mutations during PCR (Copy) and POA (Append), and also eventual failure of the restriction enzyme (operation Remove).
4.1. Stochastic implementation of the operation copy
Recall that the operation Copy (t1, {t2, t3}) replicates the contents of a tube t1 into two tubes t2 and t3. Its proposed
implementation includes one cycle of the PCR and then a random split of the content of t1 into t2 and t3 of an equal volume.
To achieve a reasonable probability that both t2 and t3 contain at least one copy of each strand originally present in t1, each
molecule is present in t1 in at least k copies for a chosen k ≥ 1.
Let us investigate the probability that the number of molecules representing the maximal clique would drop to zero and
hence the algorithmwould report an incorrect result. Assume for simplicity that there exists a single maximal clique within
a graph Gwith n nodes. (If there weremore cliques of the samemaximal size, the probability of the loss of all of themwould
be lower.) Denote by C the multiset of molecules which evolve to represent the maximal clique at the end of the algorithm.
All molecules involved in the algorithm must undergo n operations Copy. In each of them the multiset of all molecules is
duplicated and then randomly split into two parts, one of which is modified. Each element of C must pass at every step
through exactly one of these two parts, and only the molecules from one part can further evolve to represent the maximal
clique.
Let us divide possible results of the operation Copy into two equally probable cases (with p = 0.5 of each): the number
of molecules in C either (a) remains the same or increases, or (b) remains the same or decreases. The set of results when the
number of molecules in C remains the same is equally split between cases (a) and (b). Then the conditional probability that
the number of molecules in C decreases by j, provided that the case (b) occurs, is given by the Bayes formula:
Pk,j = P(decrease by j)/P(case b).
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The probability P(decrease by j) is given by the ratio of the number of all (k − j)-element subsets of a 2k-element set and
the number of all subsets of this set. As P(case b)= 0.5, we can write
Pk,j =

2k
k− j

22k/0.5 =

2k
k− j

22k−1, 0 ≤ j ≤ k.
Then an average decrease in the case (b) can be evaluated as
⟨dk⟩ =
−
0≤j≤k
jPk,j =
−
0≤j≤k
j

2k
k− j

22k−1 = 2−2k+1
−
0≤j≤k
(k− j)

2k
j

= 2−2k(k+ 1)

2k
k+ 1

.
The last derivation step is due to formula (5.18) in [17]. Initially, C contains kmolecules. Denote by ki, i ≥ 0, an asymptotic
number of molecules in C after i steps when the case (b) occurs (we call them decrease steps in the following). Then, by
definition, we have
k0 = k
ki+1 = ki −

d[ki]

, for i ≥ 0.
Recall thatweuse the notation [x] to denote the integer closest to a real value x. Then the number of decrease steps necessary,
on average, to completely extinguish the multiset C can be evaluated as
sk = min {j|kj < 0.5}.
For example, if the original population of molecules is k = 500, then it is eliminated, on average, after sk = 77 decrease
steps.
Finally, observe that an average increase of size of the multiset C in the case (a) is the same as its decrease in the case (b),
as these two cases are symmetrical. Therefore, if the frequencies of cases (a) and (b) during an execution of the algorithm are
the same, the size of the set C remains asymptotically unchanged. Hence we can assume that the set C will be completely
extinguished during n cycles of the algorithm if the difference between the number of steps of type (b) and (a) is at least sk.
This happens when there are at most (n− sk)/2 cases (a) out of n steps of the algorithm. The probability Pext of this situation
equals the sum of probabilities of possible runs of algorithms duringwhich the case (a) occurs i-th times, 0 ≤ i ≤ (n− sk)/2,
i.e.,
Pext =
⌊(n−sk)/2⌋
i=0

n
i

2n.
Assuming the case described in Table 3, i.e., a random graph with n = 1000 nodes, and the initial population of k =
500 molecules, the probability of failure of the algorithm due to the stochasticity of the operation Copy is Pext = 0.0074. (To
illustrate the trade-off between redundancy and robustness: for k = 100 we obtain Pext = 0.15, for k = 200 Pext = 0.069,
for k = 300 Pext = 0.031, for k = 400 Pext = 0.017, hence the value of Pext decreases exponentially.) Therefore, keeping
approximately k = 500 copies of each molecule is enough to guarantee a reasonable reliability of the operation Copy in this
case. This would increase themaximal processed number ofmolecules in thementioned case for n = 1000 to approximately
1.65 e+12 (see the second row of Table 3), which is still an amount easily manageable in a single test tube.
4.2. Operations copy, remove and append: mutations and unreliability
Other issues we focus on are the possible mutations or misplaced biochemical reactions in operations Copy, Append and
Remove. The latter operation is based on the use of restriction enzymes such asMboI which is reported as highly reliable not
only by producers of laboratory sets but also by independent tests [3]. In practice, one can assume that the ratio of intact
molecules which should have been cleaved by a restriction enzyme is of the order of magnitude of 10−3 or less. However,
the algorithm might introduce other sources of errors. Each cycle includes also one cycle of the PCR (during the operation
Copy) and one cycle of POA (during Append). These operations are reported as a frequent source of mutations which can
affect the restriction enzyme binding site so that the enzyme is no longer able to act.
Therefore, a molecule that should have been destroyed during the operation Remove and it passes untouched represents
a false clique which actually does not exist in the graph. Mutations, however, do not prevent the algorithm producing and
detectingmolecules encoding correct cliques, as they are detected due to their lengths, regardless of their (possiblymutated)
sequence.
We evaluate the probability that, due to the above mentioned factors, the algorithm would produce molecules
corresponding to cliques larger than the actual maximal clique, reporting an incorrect clique number larger than cmax. We
fix the following notation:
pE – a probability that, during one cycle of the algorithm, a randomly chosenmolecule is either mutated or for any other
reason the restriction enzyme fails to cleave it
h(c) – the number of edges in the clique with c vertices, h(c) = c (c − 1)/2
⟨Nc,u⟩ – an average number of ‘‘almost cliques’’ in G — subgraphs with c nodes and h(c)− u edges.
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The probability that a random subgraph with c vertices contains exactly h(c)− u edges is
Pc,u =

h(c)
u

ph(c)−u(1− p)u
p being the density of G. Therefore, with the help of the formula for ⟨Nc⟩ in Section 3, one can evaluate
Nc,u
 = nc

h(c)
u

ph(c)−u(1− p)u = ⟨Nc⟩

h(c)
u

1− p
p
u
.
Each molecule representing such a c-tuple of vertices is subject to u operations Remove during the algorithm executions.
If all these operations fail (which happens with the probability puE), the c-tuple is falsely reported as a clique. Recall also that
each molecule is present, on average, in k copies. Then the average number of such invalid cliques of size c is
⟨Ec⟩ = k
h(c)−
u=1

Nc,u

puE = k ⟨Nc⟩
h(c)−
u=1

h(c)
u

(1− p)pE
p
u
= k ⟨Nc⟩

1+ (1− p)pE
p
h(c)
− 1

.
Finally, the total average number of false maximal cliques of a size greater than or equal to cmax is
⟨E⟩ =
n−
c=cmax
⟨Ec⟩.
It is enough to calculate a first few elements of the last sum since the value of ⟨Ec⟩ decreases rapidly with growing c.
Considering the values n = 1000, p = 1/3 and cmax = 11 in Table 3, and pE ≪ 1, only the first two elements of the
sum are its principal contributors. Although the formula for ⟨E⟩ is rather complex, it can be derived that under assumptions
n ≫ 1, ‘‘reasonable’’ p (say, 0.2 < p < 0.8) and pE ≪ 1 the value of ⟨E⟩ grows linearly with the number of copies k, with
the error rate pE and with the value of nlog n and exponentially with the density p. As p → 1, the growth with respect to the
number of nodes n becomes exponential.
The probability of failure pE dependsmainly on the type of polymerase enzyme used. For example, the paper [14] reviews
many results which rank from the error rate about 10−4 for the Taq polymerase, about 5 · 10−5 for Thermococcus litoralis, up
to 10−5 for, e.g., the T4 polymerase. Generally, recent commercially available polymerases provide error rate per nucleotide
and cycle of about 10−5. Assuming that an average length of molecules in our test case in Table 3 is about 100, one can
assume the probability of error pE ≈ 0.001. The value of pE , however, should include also other reasons (related, e.g., to
restriction enzymes) for a possible failure of the operation Remove. Therefore, let us assume pE = 0.005 (i.e., 0.5%) which is
rather pessimistic.
Let the initial number of molecules at the beginning of the algorithm be k = 500. Then an average number of falsely
reported cliques of the same or larger size than the actual maximal clique is ⟨E⟩ ≈ 71 due to the above derivation. As an
average number of molecules encoding the correct maximal clique is k = 500, the ratio of correct and incorrect solution is
about 7:1.
If we focus only on finding the clique number cmax of the graph G, observe that ⟨Ecmax⟩ ≈ 50, then an average number
of reported false cliques of size strictly greater that cmax is ⟨E⟩ − ⟨Ecmax⟩ ≈ 21, hence, the ratio of molecules encoding the
correct and incorrect clique number is approx. 550:21 ≈ 26:1. The ratio oscillates when the density of the graph changes,
but it generally decreases with growing density p. For example, for p = 0.8 the ratio is still about 3:2.
These results are rather surprising: considering the high number of iterations of the algorithm, n = 1000, and the ratio of
error (mutation, restriction enzyme failure) on an individual molecule pE = 0.005, onewould expect a higher resulting error
rate. However, note that each molecule corresponding to an ‘‘almost clique’’ with umissing edges is subject to u operations
Remove, and only if all of them fail, can themolecule reach the output of the algorithm. Therefore,with rising u, the probability
of this situation decreases exponentially. Also the value of ⟨Nc⟩ decreases rapidly with rising c > cmax.
5. Conclusion
We have presented an analysis of the incremental DNA algorithm solving the maximum clique problem (MCP) for
a graph. Unlike traditional biocomputing approaches which generate a large pool of candidate solutions and then filter
out invalid candidates, the incremental breadth first search strategy builds the solution space stepwise and prunes non-
perspective candidates early. The algorithm is based on the parallel filtration model focusing on the simplicity and reliability
of the employed biological operations. A single restriction enzyme is needed to implement the Remove operation on various
molecules.
The incremental strategy requires a repeated use of the PCR and POA operations which are possible sources of errors
in DNA computing. Therefore, assuming a certain probability pE of failure of the operation Remove (induced possibly by
mutations during PCR or POA), we have derived the probability that the algorithm would report false results. For a random
graph with n = 1000 nodes, the edge density p = 1/3, and the error probability pE = 0.005 (i.e., 0.5%), we got an average
ratio of molecules encoding the correct and incorrect solutions of 7:1. Similarly, an average ratio of molecules encoding
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the correct and incorrect clique number was about 26:1. Hence, possible failure of these operations should not be a crucial
problem as a correct solution could still be extracted due to the concentration gradient.
We have compared the incremental algorithmwith two other standard DNA approaches that have been proposed earlier
to solve the MCP. Results of the incremental strategy are significantly better in terms of the number of elementary bio-
operations (time complexity), the length of DNA molecules, the number of enzymes, the solution concentration and, most
strikingly, the size of the DNA pool (space complexity). If these parameters were the only limitations to the scalability of
the algorithm, then it could in theory solve in a test tube instances of graphs with thousands of vertices. However, although
the bio-operations implementing the algorithm are standard andmany of their features are known, further problemsmight
arise during a lab implementation, not the least ofwhich could be the kinetic bottleneck.We have also restricted our analysis
to the case of random Erdös–Renyi graphs. The results could be different for graphs with a specific structure, for example,
forming a sparse net of densely connected clusters.
The MCP, due to its numerous applications, attracts permanent attention of researchers developing heuristic algorithms
for its efficient solution. These algorithms are usually tested using DIMACS benchmark graphs (http://dimacs.rutgers.edu/
Challenges/) or BHOSLIB (Benchmarks with Hidden Optimum Solutions for Graph Problems, http://www.nlsde.buaa.edu.
cn/∼kexu/benchmarks/graph-benchmarks.htm). For instance, the authors of [33] test their branch-and-bound algorithm
with graphs of up to 15 000 vertices with running time on the order of hundreds to thousands of seconds. The recent paper
[29] compares results of a new multi-processor local search algorithm with several older approaches and processes many
benchmark graphs of size up to 4000 vertices, in most cases on the order of tens of seconds. These current results deal with
graphs substantially larger than our studies in Sections 3 and 4. Therefore, rather than suggesting a practical application
of our DNA algorithm for MCP, this problem serves as a case study to demonstrate that incremental or breadth first search
strategies can significantly improve the robustness, scalability and error-resistance of DNA algorithms and nanomachines.
With this purpose we also presented a probabilistic analysis of error-resistance of a repeated use of several bio-molecular
operations and techniques, as well as the analysis of trade-off between redundancy and error-resistance.
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