butions of the events recorded in the databases. Once known, these rules considerably simplify the description of the database content and, more important, have a predictive power: the realm of the theory may encompass objects or events that have not been observed previously. This part of theoretical endeavor is entirely missing in current bioinformatics. As a consequence, we are still not able to agree on the number of human genes despite having the complete sequence of the human genome at hand.
Identifying precisely the 5Ј and 3Ј boundaries of genes (the transcription unit) in metazoan genomes, as well as the correct sequences of the resulting mRNA ("exon parsing") has been a major challenge of bioinformatics for years. Yet, the current program performances are still totally insufficient for a reliable automated annotation (Claverie 1997; Ashburner 2000) . It is interesting to recapitulate quickly the research in this area to illustrate the essential limitation plaguing modern bioinformatics. Encoding a protein imposes a variety of constraints on nucleotide sequences, which do not apply to noncoding regions of the genome. These constraints induce statistical biases of various kinds, the most discriminant of which was soon recognized to be the distribution of six nucleotide-long "words" or hexamers (Claverie and Bougueleret 1986; Fickett and Tung 1992) . Initial gene parsing methods were then simply based on word frequency computation, eventually combined with the detection of splicing consensus motifs. The next generation of software implemented the same basic principles into a simulated neural network architecture (Uberbacher and Mural 1991) . Finally, the last generation of software, based on hidden Markov models, added an additional refinement by computing the likelihood of the predicted gene architectures (e.g., favoring human genes with an average of seven coding exons, each 150 nucleotides long) is added (Kulp et al. 1996; Burge and Karlin, 1997) ). These ab initio methods are used in conjunction with a search for sequence similarity with previously characterized genes or expressed sequence tags (EST). Sadly, it is often claimed that matching back cDNA to genomic sequences is the best gene identification protocol; hence, admitting that the best way to find genes is to look them up in a previously established catalog! Thus, the two main principles behind state-of-theart gene prediction software are (1) common statistical regularities and (2) plain sequence similarity. From an epistemological point of view, those concepts are quite primitive. For instance, the concept of analyzing the frequency of groups of letters was actually introduced by Arab scholars around A.D. 700 to break substitution ciphering. Thus, the legendary cryptanalyst al-Kindi (Singh 1999) could still grab the essence of modern bioinformatics without much difficulty. Moreover, the above concepts are intrinsically conservative and introduce a bias in favor of the detection of genes similar to those already known. But the most fundamental limitation of the current approaches is that they bear absolutely no relationship to the actual molecular mechanisms of gene expression; when a human cell triggers the transcription of a given region of its genome, it is not because an homologous region exists in yeast, or because the transcripts (once translated) will lead to a meaningful (three-dimensional folding) amino acid sequence. Thus, current approaches are not on the pathway of a theoretical understanding of the genome, and have no predictive power beyond the realm of immediate analogy. This limitation is well illustrated by the complete failure of current programs in locating nonprotein coding genes (such as Xist and H19), which might have essential regulatory roles. The number of nonprotein coding genes is unknown, and they might constitute a significant fraction of yet anonymous EST clusters. The same fundamental problem is also attested by the near-zero performance of current methods to locate core promoter regions, as well as all other regulatory segments (Fickett and Hatzigeorgiou 1997; Stormo 2000) . Yet, textbooks persist in misusing the words "signal" or "motif" to qualify genomic subsequence such as TATAAA or CCAAT, the occurrence of which are only exceptionally related to transcription. Students are left to discover the hard way that the promoter theory they were taught is not at all predictive. Finally, the presence of repeats or low complexity regions, induce intractable situations for all statistical approaches. The mere masking of the problematic regions is not a satisfactory solution as they do occur in bona fide, often important, genes.
The phenomenological approach to bioinformatics is fundamentally limited by the fallacious analogy that the human genome is a text to be deciphered. This vision, very popular with the media, is also pervading the scientific policy in the field. One often hears that bioinformatics must become "multidisciplinary," must attract more computer scientists and mathematicians, etc., in the hope that fancier computational techniques will crack the code. However, computer cryptoanalysis techniques only work at the level of symbols; the final understanding of the meaning of a message remains the privilege of its intended recipient-a human brain. For example, a simple frequency analysis will recognize a simple Cesar shift ciphering in the following message: ZfmmpxEvdlxjmmnffuUbsabobu2241qnbuNjbnjCfbdi, leading to its decoding to: YellowDuckwillmeetTarzanat1130pmatMiamiBeach. However, this is not truly useful if we do not know the meaning of the predefined code words: YellowDuck, Tarzan, and MiamiBeach (e.g., a given boat, a certain admiral, and a precise geographical location).
Similarly, for whatever DNA sequence we decipher, we have to determine its meaning from the cell's point of view. Thus, I believe that the days of abstract DNA "numerology" are over, and theoretical biologists with a strong interest in the intricacies of the cell machinery should now reinvest the field. We now need to make educated guesses on the meaning of the code words, for example, by concentrating on the way they might interact with each other. The statistical features recognized at the level of DNA sequence have now to be related to chromatin structures, kinetic properties, and physicochemical principles of macromolecular interactions. The huge amount of information acquired recently (Szentirmay and Sawadogoo 2000) on the spatial organization of large molecular edifices such as transcriptional complexes and the spliceosome have now to be incorporated into a radically new type of bioinformatic approach. Similarly, the careful classification (requiring a detailed biological knowledge) of genes in well-defined subsets is certainly the key in identifying the multiplicity of specific regulatory motifs (Wasserman and Fickett 1998; Fickett and Wasserman 2000) resulting in biologically significant promoter regions, while the quest of a generic definition has remained elusive (Fickett and Hatzigeorgiou 1997) . Clearly, taking advantage of such complex and specialized knowledge in the design of new gene prediction methods requires different skills than refining the now routine statistical "deciphering" approaches.
For those wishing to remain at a more abstract level, designing new algorithms at least logically consistent with known biochemical and cellular processes is also a worthwhile direction of research. For example, one could try to develop in silico promoter detection algorithms mimicking the formation of the pretranscriptional complex in response to the proper sequential recognition of individual sequence motifs. For this, we have to implement a multistate detector depending on the type and history of the sequence elements passing through it (e.g., having seen AAT may increase the affinity for a subsequent CGC, but only at a certain distance range). Standard approaches used until now (such as finite state machines, neural networks, or Markov models) cannot implement all the properties of such a contextual recognition process. This simple example illustrates why qualitative progress should now be given priority over the incremental improvement of current methods. Trying to achieve a reasonably accurate detection of human genes without reference to coding potential, sequence similarity, or any property of the gene product, is certainly a good benchmark problem-both of tremendous practical and fundamental interest-on which to focus the development of new approaches.
Instead of computer scientists and mathematicians who look at the DNA as if it was the tape of a Turing machine, we now need a generation of computational biologists with a solid background in such fields as transcription, development, enzymology, microbiology, structural biology, etc. This will help bioinformatics to become a truly successful branch of biology, in pursuit of a satisfactory understanding of the function and evolution of genomic sequences in their cellular context.
