Text clustering is arguably one of the most important topics in modern data mining. Nevertheless, text data require tokenization which usually yields a very large and highly sparse term-document matrix, which is usually difficult to process using conventional machine learning algorithms. Methods such as Latent Semantic Analysis have helped mitigate this issue, but are nevertheless not completely stable in practice. As a result, we propose a new feature agglomeration method based on Nonnegative Matrix Factorization. NMF is employed to separate the terms into groups, and then each group's term vectors are agglomerated into a new feature vector. Together, these feature vectors create a new feature space much more suitable for clustering. In addition, we propose a new deterministic initialization for spherical K-Means, which proves very useful for this specific type of data. In order to evaluate the proposed method, we compare it to some of the latest research done in this field, as well as some of the most practiced methods. In our experiments, we conclude that the proposed method either significantly improves clustering performance, or maintains the performance of other methods, while improving stability in results.
Introduction
Due to the technical advances in computer science, text mining is a widely studied area with practically many applications. Text mining can be best described as the process of extracting information from a pool of text strings called documents. Nowadays, with the ever-growing online data generation by IoT (Internet of Things), the need for suitable processing is also growing. Gartner has estimated around 4.9 billion online devices around the world, with a projection of an increase up to 25 billion by 2020 [46] . A considerable percentage of the data available online consists of websites, blogs, journals, social networks and the like, all of which include a great amount of text. This massive amount of data cannot in its current form be processed by human beings or conventional data processing, leading the world towards improvement and research in data science. Therefore, just like any other form of data, text data also require preprocessing in order to become truly visible to their demographics. This has been one of the main reasons that search engines have become a necessity. Text mining has been widely used in many different areas such as biomedicine [27] [48] and intrusion detection in web applications [24] . As a form of data mining, this process requires preprocessing, model learning, and evaluation. The information that is extracted depends on the type of preprocessing and model learning used. Text mining's most known challenges are related to algorithms or languages. The former includes processing and computational challenges such as problems with large-scale and noisy data. It is worth noting that an increase in the number of documents can lead to a much more significant increase in the number of features and therefore call upon "the curse of dimensionality". The latter however depends on the method, which transforms the texts into a vectorized version, in other words, deciding to select which words or topics to represent in the matrix. Many different learning methods have been employed in text mining that help to extract useful information. One of the most frequently used methods is text clustering, which separates different texts into a number of groups, named clusters. Text clustering has been applied to SMS topic detection [31] , scientific text grouping using citation contexts [2] and web search engines [33] . K-Means, as one of the most frequently applied clustering methods has also been used for text clustering. Nevertheless, dependence on suitable initialization and being limited to partitions have been its greatest weaknesses. Therefore, other clustering methods such as density-based and hierarchical clustering methods have been employed. Nonetheless, Steinbach et al. [40] compared the results of hierarchical clustering measures and bisecting K-Means based measures in terms of F-Measure and entropy, and concluded that bisecting K-Means performs better. Text clustering has also faced many new challenges over the years, as new methods for effective text clustering continue to emerge. Janani et al. [23] proposed a spectral clustering method which relies on Particle Swarm Optimization instead of the regular K-Means clustering. Forsati et al. [13] on the other hand proposed stochastic algorithms for document clustering. However, many of the previously proposed methods do not take the dimensionality of the vectorized text data into account, and many others use evolutionary algorithms, which can lead to instabilities as they are stochastic in nature. In order to address these issues, we propose a new dimensionality reduction method, which can further increase learning performance by creating a new feature space. This approach is as follows:
1. Using initialized Nonnegative Matrix Factorization to separate terms into groups; 2. Agglomerating each group of terms into a new feature vector; 3. Creating a nearest-neighbors graph of the new feature space in order to find initial centroids; 4. Clustering the documents using K-Means.
The remainder of this paper is organized as follows. Section 2 explains the related works. Section 3 provides a detailed background of the necessary concepts. Section 4 describes our proposed clustering algorithm and its attempt to solve the aforementioned problems. Section 5 presents the detailed discussion on results and observations. Section 6 indicates the conclusion of the proposed strategy and future directions.
Related works
Research in text clustering has gained considerable attention in the past few years. Thakran et al. [41] proposed a novel hierarchical agglomerative clustering algorithm, which uses a "Cluster spread" as the linkage metric for agglomeration and clustering threshold. Their method however processes datasets without any special representation or dimensionality reduction, which can be troublesome in text clustering, as the dimensionality of the vectorized documents in text mining is considerably high. Combining the high dimensionality with agglomerative clustering which requires continuous distance computation regardless of the linkage, can be of great computational burden.
Karaa et al. [25] also proposed a Genetic Algorithm optimization, which is initialized using an agglomerative clustering tree of the medical MEDLINE dataset. The fitness function of this method is the objective function for clustering. Putting aside the lack of dimensionality reduction, the method requires the computation of the entire agglomeration tree, which can be time-consuming.
Garg et al. [15] on the other hand proposed a Genetic-based K-Means centroid initialization, the fitness of which is based on cluster inter-and outer-cluster similarity. Nevertheless, this method is also prone to one of the biggest problems in text mining, which is high dimensionality and sparsity. Lack of feature space reduction or lack of change in representation with center-based clustering can be pointed out as the greatest weaknesses of this method.
Kushwaha et al. [28] proposed a link-based binary PSO optimization for feature selection on the vectorized texts and from there applied K-Means for text clustering. In order to address the high dimensionality of tokenized text data, the authors of this paper added a feature selection step to this algorithm. However effective, feature selection methods can sometimes be more time consuming than conventional matrix methods, such as Principle Component Analysis (PCA), Spectral Embedding, and Nonnegative Matrix Factorization (NMF). Nevertheless, while center-based clustering may be suitable for big data when considering the lower computational costs, their main weakness is the inability to cluster data with varying densities.
Janani et al. [23] on the other hand proposed a Particle Swarm Optimization for a center-based clustering on top of a spectral embedding using nearest-neighbors graph. This approach is possibly the closest measure to our method, as it changes the dimensionality to a much smaller and better-represented space prior to clustering. However, the main weakness of this method is the use of evolutionary optimization, which is stochastic in nature and may lead to instability in results in certain cases. Moreover, the fitness function is set to the objective function, which has a complexity of ( ) ( being the number of clusters, being the number of records) and is run per each particle per each iteration, which can be very time-consuming and even impractical in some cases.
Ahmadi et al. [1] used a Sparse Topical Coding-based method, which takes advantage of bag of words models and topic space projections in order to import text clustering. This projection is essentially a change in the feature space, which can further improve clustering results.
Revanasiddappa et al. [36] proposed a kernel possibilistic model of fuzzy C-Means in order to make the original C-Means algorithm less sensitive to noise, and improves the classical possibilistic model by using a kernel distance metric. In this method, the kernel representation can further improve the clustering, along with the possibilistic C-Means. Nevertheless, like many others, the high dimensionality can be pointed out as this method's most obvious weakness.
Gulnashin et al. [19] proposed an improvement to another novel spherical K-Means initialization, which computes an initial location for spherical K-Means clustering. The improvement includes making the former method less deterministic in order to avoid overlapping centroids and therefore empty clusters. While both perform rapidly in centroid precomputation, their weakness is again the same as all center-based methods. The problem of high dimensionality in text mining can also be pointed out as another weakness of these methods.
An overview on the related methods is presented in Table 1 . As it can be observed, over half of the methods presented either have no dimensionality reduction or increase the dimensionality of the already high-dimensional text data, which can be troublesome in practical cases, while it may produce slightly better results with better representation. Moreover, half of the methods use evolutionary algorithms, which may lead to instabilities in results, and high computational costs per iteration. Another notable fact is that some have used agglomerative clustering methods, which include a rather considerable computational burden. In the proposed approach, we sought out to decrease dimensionality and change the feature representation at the same time by using Nonnegative Matrix Factorization (NMF), on top of introducing a deterministic K-Means initialization in order to maintain stability.
Background information
In this section, we briefly review the basic information about text tokenization, term weighting, eigen-decomposition, singular value decomposition, nonnegative matrix factorization, latent semantic analysis, and nearest-neighbors graph.
Text tokenization
In text mining, we're often given a set of texts of various lengths such as article titles, text messages and the like.
In order to process this information, a representation of these texts is required. Tokenization in text mining is the process which creates a vectorized representation for text data. This process segments large texts into sentences and the sentences are then tokenized into words. . As it can be seen, the word "for" is excluded. In text tokenization such words, called stop words are excluded. Another process that can be included in this section is called stemming, which reduces words to their stems (e.g., Computing => compute).
Term weighting
In this paper, we use one of the most frequently used term weighting methods, TF-IDF [39] (the product of Term Frequency and Inverse Document Frequency). Given the matrix = [ ] ∈ ℤ × which represents the count of the occurrences of each term in each document, Term and Inverse Document Frequencies are expressed in Eq.
(1) and Eq. (2), respectively.
This method applies weights to the terms based on their frequency in the documents, therefore yielding a more accurate representation of the text documents.
TF-IDF has been widely used in text mining as it is one of the most popular and effective term weighting methods.
[23] [25] .
Eigen-decomposition and Singular Value Decomposition
Eigen-decomposition is a matrix factorization method in which diagonalizable matrices can be represented as:
is diagonalizable if it is a square matrix for which there exists a matrix such as where −1 is a diagonal matrix. The columns of the matrix in eigen-decomposition represent the eigenvectors of the matrix. Eigen-decomposition has been widely applied in machine learning such as Spectral Clustering. This clustering approach operates by creating a record-to-record similarity matrix, computing the Laplacian of that matrix and then computing the eigenvectors of the Laplacian. Afterwards, the vectors are sorted ascendingly by their corresponding eigenvalues, and starting from the second vector, the algorithm chooses a specific number of those vectors to create the new feature space. This clustering approach has become very popular since Shi et al. applied it to image segmentation [38] . Singular Value Decomposition (SVD) on the other hand is a factorization of any complex or real matrix, which is not contingent on the matrix being in square form. It decomposes the matrix into the product of three matrices:
In which and contain the left and right singular vectors of , respectively, and Σ contains the singular values and is a rectangular diagonal matrix. The left singular vectors and the right singular vectors are orthonormal matrices as well. SVD is used in many dimension reduction methods such as Latent Semantic Analysis (LSA) [11] which is probably the most widely applied method for text data [44] [45] . LSA increases clustering performance with very little computational burden. Moreover, SVD can also be used for Principal Component Analysis (PCA), which is yet another dimension reduction method widely applied across many fields of machine learning, such as clustering [8] [9] [26] .
Nonnegative Matrix Factorization
Nonnegative Matrix Factorization (NMF) is a matrix analysis method, which attempts to represent each matrix in the following format:
This representation requires an optimization, which is aimed at minimizing the following expression:
The initialization of the two matrices and can be done randomly, but may yield different results each time which can be a problem when applying this method to machine learning. Nevertheless, many proposed seeding methods for NMF. Boutsidis et al. [6] proposed a method in which SVD can be used as an initializer for NMF. In their method, a singular value decomposition will yield three matrices which can be processed into two nonnegative matrices which are used as the initial values of and . Casalino et al. [7] on the other hand proposed subtractive clustering for NMF initialization. NMF itself has been widely applied in many fields in machine learning, especially in clustering [35] [47] . Moreover, research into NMF being used in deep learning has also gained interest [12] . NMF has also been previously applied to biomedical document clustering [22] as well as semi-supervised document clustering [32] .
Latent Semantic Analysis
Latent Semantic Analysis (LSA) [11] is basically a process based on singular value decomposition, which has been widely applied to text mining. LSA decomposes a tokenized text data matrix, which usually has a great level of sparsity and uses a rank estimation by selecting of the left-singular vectors corresponding to the largest singular values. This method generates a new space which boldens the significance in difference between documents and therefore will increase learning performance. The output from LSA is also usually normalized, which essentially maps the documents onto the -dimensional hypersphere. The new space generated by LSA is computed from the product of the matrices and Σ where:
Then, we can use learning algorithms to fit the model on the new space, .
Nearest-neighbors graph
The nearest-neighbors algorithm has been widely used in both supervised and unsupervised learning [5] [17] . The Nearest-Neighbors graph can be constructed on a given set of data × and a given . Basically, this method generates a graph from the records based on their proximity. The strategy for obtaining this graph is presented in Algorithm 1.
Algorithm 1. Nearest-Neighbors Graph
Input: × and Output: Connectivity matrix Initialize × with zeros For i = 1:n Initialize
One of the applications of this graph is in subspace spectral clustering, as it can be used as a similarity matrix. An instance of a nearest-neighbors graph of synthetic data is presented in Fig. 2 . It is noticeable how the graph can be broken into two subgraphs which can serve as clusters. This can easily be achieved using spectral clustering. 
Proposed feature agglomeration and text clustering approach
In this section, we present the proposed approach, which consists of three main parts: feature extraction using NMF, dimension reduction using LSA and finally, deterministic K-Means clustering. We should note that in this section, the text dataset is already assumed to be tokenized into the matrix × where is the number of documents and is the number of terms. The proposed approach also takes four parameters which are:
• The number of components for NMF, which will serve as the output number of features, .
• The number of components for LSA, which can be set to 1 if LSA is not required, .
• The number of neighborhoods for the nearest-neighbors graph, usually set to 5, .
• The number of clusters into which the documents are grouped, .
Feature Extraction using NMF
Nonnegative matrix factorization has been applied in many machine learning problems such as feature extraction and clustering [22] [32] . In this paper, we propose a different approach in which NMF helps combine features together in order to create a new and much smaller feature space. NMF nevertheless requires initialization in order to reach more stability in our case. Because of that, we use singular value decomposition as the initialization method for NMF. Firstly, we start by computing SVD:
Then, we initialize and using Nonnegative Double Singular Value Decomposition method proposed by Boutsidis et al. [6] . Afterwards, we enter the NMF optimization phase, which is done using coordinate descent in our experiments. After the optimization phase, we are left with matrices and . In our method, we use in order to group terms together into categories and then represent each category with one feature vector. In other words, we divide terms or the original features into groups and then combine each group's features into one. The number of these groups is the same as the number of components ( ) selected for NMF, which is our initial parameter. Given the components matrix, × , we define term membership using the following equation:
In this section, we will represent each group, which is a set of terms, with a matrix:
Followed by that, after the terms are grouped, the new feature space is defined, where the matrix ′ represents the newly generated space:
The new feature space consists of feature vectors ( 's) and each feature is essentially a combination of several terms. In other words, each group of terms ( ), which is a group of -sized vectors, is combined into one -sized vector ( ), which represents a new feature. An example of the BBC Sport [16] dataset being factorized into 9 components ( = 9) is presented in Fig. 3 . 
Latent Semantic Analysis Reduction
This phase is optional in our proposed approach, as it may be useful in specific cases in which it can boost clustering performance by projecting the data into a different space. As explained in the previous section, LSA uses singular value decomposition in order to reduce dimensionality. If the parameter is set to 1, no LSA reduction is performed and this section is bypassed. If not, a new feature subspace is defined:
This step is made optional, due to the fact that LSA can sometimes result in more convenient results when applied to the newly generated feature space.
Clustering using KNN initialization
After the dimensionality reduction using NMF and LSA, the proposed method tries to separate the documents into clusters. The proposed method clusters data using spherical K-Means, which normalizes the data through dividing each record by its norm. This essentially maps the records onto the -dimensional hypersphere (dimensional if LSA is also applied). This results in spherical clustering which is widely employed in text mining. Afterwards, we employ a new centroid initialization strategy for K-Means which is deterministic in nature.
It is a widely-known fact that K-Means is highly affected by its initialization, which is why -Means++ initialization is used. This initialization is far more affective, but is nevertheless also stochastic in nature. Therefore, we propose a nearest-neighbors-based centroid initialization for -Means.
The new strategy works simply by creating an -nearest-neighbors graph of the records, and taking the top nodes (records) with the most connections. Since the nearest-neighbors algorithm connects each record to its nearest-neighbors, any record in a highly dense area could have many connections and therefore be suitable for being chosen as the centroid. After these records are chosen, they are passed along to -Means as the initial centroids and -Means clusters the data in a very deterministic way. If we consider the results from NMF and LSA to be stable and almost deterministic (which is usually the case), this results in a standard deviation of 0 in our results. An example of the final centroids initialized by this strategy is presented in Fig. 6 . In this figure, the dataset has been reduced to 2-dimensional space using Principal Component Analysis, in order to help with its visualization. An overview of the proposed approach is presented in Fig. 5 .
Experiment details
We conducted experiments on several datasets in order to compare the proposed approach to some of the recently proposed approaches, as well as some of the most practically used methods. The metrics used for comparison are the clustering accuracy (purity), Normalized Mutual Information (NMI), Adjusted Rand Index (ARI), and Homogeneity and Completeness Scores [37] . The datasets used in our experiments are provided in Table 2 . 
Experiment results and discussion
In this section, we present the results of our experiments. We divide our results into three subsections. In the first, we compare the proposed method (NMF-FR) to K-Means (KM), Spherical K-Means (SKM), Genetic Algorithm and K-Means Clustering (GAKM) [15] , and Spectral Clustering with Particle Swarm Optimization (SCPSO) [23] . In the second section, we compare the proposed approach to one of the most widely used dimension reduction and sentiment analysis methods, LSA, clustered using K-Means (LSAKM). We should note that in LSAKM, data normalization is conducted as well before K-Means clustering. Moreover, in all of our experiments, K-Means was initialized using K-Means++. Finally, we evaluate the stability of the proposed approach using the standard deviation from the clustering results. We should also note that the parameters of the algorithms as well as the proposed method were adjusted using stress tests.
Comparison to clustering methods
We present the results of the experiments in Tables 3 -7 . As it can be observed, the proposed method exceeds the other clustering approaches in all the metrics in almost every dataset with notable increase in results. Moreover, the Friedman ranking test [14] on the results is presented in Fig. 7 , and the p-values from the test are presented in Table 8 . As it can be observed, the rankings put the proposed method ahead of the rest, making it the control method for p-value comparison (the control method is the best-ranked method and is therefore compared to others). According to the p-values, even though the proposed method shows significant improvement over the methods GAKM, SCPSO and K-Means, this significance is not certain in the case of Spherical K-Means. Nevertheless, the true advantage of the proposed approach is its stability, which will be further discussed in 6.3. Another notable advantage of the proposed method is the dimension reduction which can decrease computational complexity.
Comparison to LSA
We present the results of the experiments comparing LSA + Spherical K-Means++ (LSAKM) and the proposed approach (NMF-FR) in Table 9 . As it can be observed, the proposed method shows considerable, if not significant improvement over simple LSA + K-Means. Furthermore, a chart plotting the accuracies of LSAKM and the proposed method is presented in Fig.  8 . LSA in practice relies on a singular value decomposition of the term-document matrix, which can lead to different results each time. Followed by that, K-Means++ itself is a stochastic measure. These two issues question the stability of this method's results. The proposed method on the other hand does not rely on the exact output from NMF, as it discretizes its results. Meanwhile, the clustering initialization is done using a deterministic method in the proposed approach, which makes it far more stable than LSAKM. The proposed method's advantage over LSA is not only its stability or small improvement in clustering performance, but rather in the space that it generates. LSA basically creates a new space logically similar to the original, while the proposed method creates a more different space which is more suitable for clustering. An instance of the spaces generated by the original term-document matrix obtained from the BBC News dataset [16], the LSA reduction and the proposed method's new feature space is provided in Fig. 9 . We should note that the datasets presented in this figure were projected to 2-dimensional space using PCA. 
Robustness analysis
In this section, we present the robustness analysis of the proposed method. Due to the NMF initialization using Singular Value Decomposition, the likeliness of NMF optimization reaching very similar results is very high. Following that, the proposed approach uses NMF to group features and therefore discretizes the components matrix instead of using direct output. As a result, the new feature space is likely to be very stable. Moreover, we present the standard deviation of the results of all of the compared methods in Tables 10 -14 . As it can be observed, the proposed method has a standard deviation of zero (or in some cases an infinitesimally small deviation) over multiple runs, when compared to the rest. Moreover, we present the accuracy standard deviation in Fig. 10 . 
Conclusion
As we mentioned, text mining plays a very crucial part in many computerized systems nowadays, such as web searches, recommendation systems and the like. Advances in this area of research, specifically in text clustering includes but is not limited to matrix analysis and specific clustering methods.
In this paper, we propose a new dimension reduction method based on Nonnegative Matrix Factorization, which can be used to group the terms obtained from the term-document matrix. Afterwards, the method agglomerates each group's features into one new feature vector, by taking their norm values. Therefore, a number of -dimensional feature vectors ( being the number of documents) are combined into a single -dimensional feature vector. The new feature vectors, which together create a new data matrix can then be further reduced using LSA. This newly generated space is more suitable for clustering than the original. An instance of the SMS Spam Collection dataset being clustered using the original data vs the proposed method is presented in Fig. 11 .
Afterwards, spherical K-Means is used to cluster the new feature space, which is initialized using a new approach which chooses the densest areas of the space as the initial centroids through creating a nearest-neighbors graph.
In the proposed method, we initialize NMF using Singular Value Decomposition, which will increase the robustness of the method. Because of the coordinate-based optimization of NMF, even slight differences in SVD will lead to similar results from NMF. The output components matrix from NMF is then used to separate terms into groups. Even slight changes in this matrix will not lead to different feature outputs produced by the proposed feature agglomeration since the components matrix is discretized in order to group the terms. Therefore, the robustness of the results produced from the agglomeration is very high and therefore the method is positively stable. This stability is followed by a non-stochastic initialization of K-Means, which makes the proposed method very deterministic. The deterministic initialization operates by creating a nearest-neighbors graph of the newly generated space, and selecting the most-connected records as the initial centroids. This supports faster convergence in K-Means, and has proved to be approximately as good as K-Means++, while being deterministic in nature, as opposed to K-Means++. We conducted experiments on 12 text classification datasets and inspected external clustering evaluation measures, namely Purity, Normalized Mutual Information, Adjusted Rand Index, and Homogeneity and Completeness Scores. We also compared the proposed method to two of the recently proposed methods, as well as two classical clustering approaches. The results showed significant improvement to most, while showing not necessarily significant improvement to spherical K-Means in terms of clustering scores. We also compared the proposed method to LSAbased Spherical K-Means and also showed improvement in clustering scores. Nevertheless, the most important advantage of the proposed method is its stability in results which is also presented. The proposed method reaches a standard deviation of zero in most cases, while reaching near-zero values in others.
Ground truth
The proposed method can also be further improved in the future by possibly exploring other clustering measures, using measures other than the L2 norm to agglomerate features as well as other matrix factorizations instead of NMF. Another area which can be explored in the future is using other NMF initializers instead of SVD.
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