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ESTUDO DE ALGORITMOS DE TONE MAPPING PARA IMPLEMENTAÇÃO
NO PLANO FOCAL
Gustavo Martins da Silva Nunes
Fevereiro/2018
Orientador: José Gabriel Rodŕıguez Carneiro Gomes
Programa: Engenharia Elétrica
Cenas no mundo real podem conter uma ampla faixa de valores de diferentes
intensidades luminosas. Mostrar a cena original em um aparelho de exibição con-
vencional, tal como um monitor de computador, leva a uma (possivelmente grande)
perda de detalhes na cena exibida, uma vez que esses aparelhos são capazes de re-
presentar somente uma quantidade limitada de diferentes intensidades luminosas, as
quais ocupam uma faixa de valores menor. Para diminuir a perda de detalhes, antes
de ser exibida em tais aparelhos, a cena deve ser processada por um algoritmo de
tone mapping, o qual mapeia os valores originais de intensidade luminosa em valo-
res que são representáveis pelo aparelho de exibição, acomodando, com isso, a alta
faixa dinâmica dos valores de entrada em uma faixa de valores menor. Neste tra-
balho, uma comparação entre diferentes algoritmos de tone-mapping é apresentada.
Mais especificamente, são comparados entre si os desempenhos (referentes a tempos
de execução e qualidade geral da imagem processada) da versão digital do opera-
dor de tone mapping originalmente proposto por Fernández-Berni et al. [11] que
é implementado no plano focal da câmera e de diferentes operadores de tone map-
ping que são originalmente implementados em software. Além disso, uma segunda
versão digital do operador no plano focal, a qual simula uma versão modificada da
implementação original em hardware, é considerada e seu desempenho é analisado.
Essa versão modificada requer um hardware que é menos complexo e ocupa menos
espaço que o hardware da implementação original, além de, subjetivamente, manter
a qualidade geral da imagem próxima daquela alcançada por operadores digitais.
Questões referentes às cores das imagens processadas também são tratadas, especi-
almente os processamentos que são requeridos pelo operador do plano focal após o
tone mapping, de modo a gerar imagens sem distorções de cor.
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EVALUATION OF TONE-MAPPING ALGORITHMS FOR FOCAL-PLANE
IMPLEMENTATION
Gustavo Martins da Silva Nunes
February/2018
Advisor: José Gabriel Rodŕıguez Carneiro Gomes
Department: Electrical Engineering
Scenes in the real world may simultaneously contain very bright and very dark
regions, caused by different illumination conditions. These scenes contain a wide
range of different light intensity values. Attempting to exhibit a picture of such
scene on a conventional display device, such as a computer monitor, leads to (a pos-
sibly large) loss of details in the displayed scene, since conventional display devices
can only represent a limited amount of different light intensity values, which span a
smaller range. To mitigate the loss of details, before it is shown on the display de-
vice, the picture of the scene must be processed by a tone-mapping algorithm, which
maps the original light intensities into the light intensities representable by the dis-
play, thereby accommodating the input high dynamic range of values into a smaller
range. In this work, a comparison between different tone-mapping algorithms is pre-
sented. More specifically, the performances (regarding processing time and overall
quality of the processed image) from a digital version of the tone-mapping operator
originally proposed by Fernández-Berni et al. [11] that is implemented in the focal
plane of the camera and from different tone-mapping operators that are originally
implemented in software are compared. Furthermore, a second digital version of the
focal-plane operator, which simulates a modified version of the original hardware im-
plementation, is considered and its performance is analyzed. The modified hardware
implementation is less complex and requires less space than the original implemen-
tation and, subjectively, keeps the overall image quality approximately equal to that
achieved by digital operators. Issues regarding colors of the tone-mapped images
are also addressed, especially the required processing that must be performed by the
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Real-world scenes usually contain many different illumination conditions, provided
by multiple light sources. The luminance (amount of light per unit area) emitted
by a source can be roughly as low as 10−3 cd/m2 (starlight) or as high as 105 cd/m2
(sunlight) [1]. Thus, the luminance values presented in a scene may span several
orders of magnitude. Through advanced biological mechanisms, the human visual
system adapts itself to the current illumination conditions, accommodating the high
dynamic range (HDR) of luminance values of the scene in such a way that details
in both darker and brighter regions are observed (the dynamic range is defined as
the ratio between the highest and the lowest luminance values of the scene).
Conventional display mediums, such as a regular computer monitors, have a li-
mited amount of luminance levels that can be displayed, which is far less than the
amount needed to represent all the luminance intensities of the real scene. These
display mediums are capable of reproducing luminance values in an 8-bit range (i.e.
up to 256 different levels). Therefore, the luminance values of conventional display
devices have a low dynamic range (LDR) and, as a consequence, attempting to exhi-
bit the real scene without any pre-processing in such devices does not maintain the
same level of detail observed in the original scene. There exists displays in which the
original HDR scenes can be directly displayed without any pre-processing and loss
of detail, because they use more than eight bits to represent the luminance values.
Such displays are called HDR displays. These, however, are still not widely commer-
cialized, thereby justifying the need of finding solutions that allow the exhibition of
these scenes in conventional LDR displays.
High Dynamic Range Imaging (HDRI) is the field of study that addresses diffe-
rent problems associated with high dynamic range scenes, which include capturing,
displaying, and storing such scenes. The display problem is also referred to as
tone-mapping (or tone-reproduction) problem and consists in finding a function that
non-linearly transforms the luminance values of the original scene, in order to fit
them into a low dynamic range of display luminance values. These functions are
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(a) Without tone mapping (b) With tone mapping
Figure 1.1: Exhibition of an HDR scene with and without the previous application
of a tone-mapping operator.
called tone-mapping operators. A large number of different operators have been
proposed in the literature, some of which are inspired by photographic techniques
[2], while others are based on the human eye perception of brightness [3] and others
become even more sophisticated as they try to incorporate some aspects of human
vision, such as visual acuity, color sensitivity and glare [4]. Figure 1.1 shows the
result of displaying an HDR scene in a conventional 8-bit monitor with and without
previously applying some tone-mapping operator on it.
Although HDR displays are not commonly used, their invention caused the cre-
ation of the inverse tone-mapping problem, which consists in mapping LDR scenes
into HDR displays, in order to produce scenes with richer detail content, by taking
advantage of the increased number of luminance levels that can be represented in
such displays. Examples of inverse tone-mapping operators can be found in the
literature ([5], [6], [7]).
Most tone-mapping operators are implemented in software, executed in digital
hardware and their performances are compared to each other. In this work, these are
referred to as digital tone-mapping operators. However, there also exist non-digital
tone-mapping operators (although not many) that are implemented in hardware and
are applied directly to the luminance values registered in the sensors of a camera.
Some examples of non-digital tone-mapping operators can be found in the literature
([8], [9] and [10]).
In this work, a detailed discussion of one particular tone-mapping operator im-
plemented in hardware, namely the one originally proposed by Fernández-Berni et
al. [11], is made. This tone-mapping operator is implemented inside the focal plane
(i.e. the internal sensing circuit) of the camera, before analog-to-digital conversion,
and immediately maps the HDR image to the 8-bit range, as soon as it is acquired.
The (grayscale) output image is then readily available for display, without requiring
further processing or multiple exposures of the scene. In this work, the tone-mapping
operator is further extended to include color information, thereby leading to mo-
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difications in the original hardware. The addition of color also requires additional
processing steps to be performed, in order to address new problems in the operator
that are associated with color, such as color distortions in the resulting images. The
hardware modifications and color-related problems (as well as the proposed solutions
to them) are also analyzed and discussed.
The goal of this work is divided into two intermediate goals. The first inter-
mediate goal is to prove that this particular focal-plane tone-mapping operator is
capable of producing tone-mapped images whose overall quality is comparable to
the overall quality of those generated by other digital tone-mapping operators. The
resulting images of the focal-plane operator that are used for comparison are obtai-
ned from a digital implementation of this operator, which simulates the processing
conducted in the focal plane and the constraints imposed by it. Furthermore, di-
gital implementations allow for assessing the performance of different versions of
the focal-plane operator, each with a particular hardware configuration and opera-
ting principle, without the need of fabricating the hardware of each version. The
second intermediate goal is to show that the total processing time required by the
focal-plane operator is less than the one demanded by its digital competitors.
1.1 Text Structure
This text is organized as follows. In Chapter 2, some basic concepts are introduced,
such as different pixel architectures used in CMOS image sensors and the basic
functioning of the human visual system. This chapter also presents the digital tone-
mapping operators that were implemented in this work and whose results are later
compared to the ones obtained from the focal-plane tone-mapping operator.
In Chapter 3, the focal-plane tone-mapping operator is thoroughly discussed.
First, the circuit that determines its operating principle is analyzed and the para-
meters that affect attributes of the resulting image, such as contrast and brightness,
are defined. Then, different implementations of the operator, which include color
information, are explored and the problems associated with these parameters are dis-
cussed. Lastly, the complexity analysis adopted in this work is explained, which is
the guideline used to determine the total processing time required by the focal-plane
and the digital tone-mapping operators.
In Chapter 4, the performances of the proposed focal-plane tone-mapping opera-
tor and the implemented digital tone-mapping operators are compared by analyzing
the quality of the resulting images, with respect to both detail level and colors,
and their total processing times, which are obtained from the complexity analysis,





In this chapter, some basic concepts and definitions are introduced. First, the CMOS
image sensor history is briefly discussed, presenting the evolution of some of its pixel
architectures and culminating with the 4T-APS pixel, which is commonly used in
CMOS digital cameras. The concept of quantum efficiency, which is associated with
solid-state image sensors, is also presented. Then, a brief introduction of the human
visual system is made, discussing some of its particularities and presenting some
concepts as luminance, brightness and contrast. Lastly, the tone-mapping problem
is defined and some aspects related to tone-mapping operators (more particularly,
digital tone-mapping operators) are considered. The chapter ends with a more
detailed explanation of the operating principle of each digital tone-mapping operator
implemented in this work, whose results are later compared to those obtained from
a non-digital tone-mapping operator, which is treated in more detail in Chapter 3.
The last subsections, in which each digital tone-mapping operator is explained in
more detail, may be skipped, without compromising the understanding of the main
discussion topics of this work by the reader.
2.1 4T-APS Pixel
The first image sensors based on semiconductor technology (also called solid-state
imagers) date from the early 1960’s [12]. These imagers perform light detection
through the photoelectric effect, in which photons with sufficient energy striking the
semiconductor material generate an electron-hole pair, thus yielding photo-generated
free charges. In order to determine the intensity of the incoming light, the photo-
generated charges are accumulated in the sensors. The sensors are scanned and their
corresponding values are read in an operation called readout, which involves charge
transference, charge amplification, and the conversion from charge to voltage values.
The development of different types of solid-state imagers motivated the fabrica-
tion of different digital cameras, whose first commercial models emerged in the early
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1980’s. However, the image sensors using the charge-coupled device (CCD) techno-
logy, invented in 1970 by Boyle and Smith [13] yielded a superior image quality
than its competitors, thereby popularizing the manufacture of digital cameras with
solid-state imagers that use this technology. For many years, CCD image sensors
dominated the market of digital cameras, until the 1990’s, when solid-state ima-
gers using the complementary metal-oxide-semiconductor (CMOS) technology with
in-pixel amplification were developed.
In CMOS imagers, a pixel consists in a light sensor, which is a photodetector that
accumulates photo-generated charges, and additional components that perform some
processing with the sensor values. The ratio between the photodetector and pixel
areas is defined as the fill factor (FF) of a pixel. Several types of photodetectors
exist, such as photogates and phototransistors ([12], [14]), but one of the most
typically used in CMOS imagers is the pn-photodiode. The pn-photodiode consists
in a n-well implant inside a p-substrate, forming a pn-junction and a depletion
region around it. Photocarriers (i.e. electron-hole pairs) generated in the depletion
region are swept by the electric field in it towards the n-well (for holes) and the
p-substrate (for electrons). The holes accumulate in the n-well, thereby changing its
electric potential. The amount of photo-generated charges that can be accumulated
before the electric potential of the n-well and p-substrate are equalized defines the
photodiode full-well capacity and, consequently, the maximum amount of light that
can be measured before the sensor saturates. To reduce dark current noise (i.e.
the free charge flow in the semiconductor material when no light is striking it) and
improve the sensor sensibility, a thin layer of p+ doped semiconductor material is
formed atop the n-well and p-substrate. This version of the pn-photodiode is called
pinned photodiode (PPD).
As stated in [12], the process of generating and accumulating photocarriers is
interpreted as the discharge of a charged capacitor by the generated photocurrent.
In circuit schematics, the pn-photodiodes are commonly represented as a current
source (the generated photocurrent) in parallel with a capacitor (the pn-junction
capacitance), as shown in Figure 2.1. Multiple pixels are arranged in matrix format
(i.e. organized in rows and columns), constituting the pixel (or sensor) array of the
camera. Additional circuitry is required to access each pixel in the array and to
perform the readout operation ([15], [12]). Figure 2.2 shows a simplified schematic
of the pixel arrangement in the array and the additional circuitry.
Before the introduction of in-pixel amplification, CMOS image sensors used a
simple pixel architecture, which is shown in Figure 2.3 and consisted of a photo-
diode and a switching transistor MRS. When a given row of the sensor array is
selected, the transistors MRS of each pixel of the row are turned on, connecting the


















Figure 2.3: Passive pixel sensor (PPS) architecture. RS denotes the row selection



















Figure 2.4: 3T active pixel sensor (3T-APS) architecture. RST denotes the reset
signal that switches the MRST transistor on and off.
(mainly given by its sample-and-hold capacitor) is higher than the photodiode pn-
junction capacitance, thus yielding a charge gain higher than one and amplifying the
input signal ([15], [12]). The 3T-APS has an improved signal-to-noise ratio (SNR)
when compared to the earlier PPS architecture, but suffers from thermal noise and
image lag ([14], [12]), which is caused by an incomplete reset operation (which leaves
residual photocarriers from one image to another).
Another active pixel sensor architecture that has improved performance when
compared to the 3T-APS is the 4T-APS. This architecture adds one more transistor























Figure 2.5: 4T active pixel sensor (4T-APS) architecture. φTG denotes the transfer
gate signal that switches the MTG transistor on and off.
detection from photointegration (i.e. the conversion from accumulated charges to
voltage) operations. The node in which photointegration takes place is called the
floating diffusion node. After the photodiode measures the incoming light, the re-
set transistor is turned on, to remove the residual photocarriers from the floating
diffusion capacitor. Then, the reset transistor is turned off and the transfer gate
is turned on for some time, in order to assure that all photo-generated charges are
transferred to the floating diffusion capacitance. The rest of the process is similar to
the one of the 3T-APS. In comparison with the 3T-APS architecture, the 4T-APS
has less image lag and better SNR, because noise reduction techniques, such as cor-
related double sampling (CDS), can be used in this architecture [12], but has worse
fill factor, since it requires one more transistor.
The 4T-APS architecture produces images whose quality is comparable to those
generated by CCD image sensors. Because CMOS image sensors offer some advan-
tages in relation to CCD image sensors, namely lower power consumption, simpler
fabrication processes and the possibility of incorporating other on-chip functiona-
lities and processing (leading to the so-called smart CMOS sensors [15], [12]), the
4T-APS architecture allowed CMOS imagers to compete with CCD imagers, making
them both share the market of digital cameras nowadays. The 4T-APS architecture
serves as basis for an image sensor, originally proposed by Fernández-Berni et al.




Light is not uniformly absorbed by the semiconductor material. Depending on the
material, it is more responsive to some light wavelengths than others. As a con-
sequence, each wavelength of light penetrates differently inside the given semicon-
ductor material, thus generating photocarriers at different depths. The amount of
generated photocarriers that contribute as signal charges Nsig (i.e. that are actually
measured) for a given amount of incident photons Nph per pixel is called quantum





The semiconductor material is more sensitive to light wavelengths that generate
photocarriers inside the depletion region of the photodetector, because the photo-
generated carriers are swept by the electric field in it and accumulate in the potential
well. However, photocarriers that are generated too near the surface (by short wa-
velengths of light) or too deep in the substrate (by long wavelengths of light) may
not accumulate in the potential well. In the latter case, the electric field in the
substrate is weak and, consequently, generated photocarriers may only reach the
depletion region through diffusion, which consists in random movements of the pho-
tocarriers. During this process, some of them recombine with the majority carriers
of the substrate and thus do not contribute as signal charges. In the former case,
photocarriers are trapped and recombined inside surface states [12], thereby also not
contributing as signal charges (pinned photodiodes improve the quantum efficiency
for shorter wavelengths of light, by avoiding the photocarriers generated by such
wavelengths from being trapped in such levels and suffering recombination).
The quantum efficiency curves define the sensitivity of the semiconductor ma-
terial to every wavelength of light. These curves play an important role in color
applications, since they have an impact on the color of the produced images. These
curves must be remembered when color distortions are observed in the generated
images and solutions are proposed to correct them (the color distortion problem is
later discussed in more detail in Chapters 3 and 4).
2.3 Human Visual System
The human vision is a complex mechanism that involves both sensory (i.e. the
transduction of light stimuli registered by the eye into nerve electrical impulses) and
cognitive (i.e. the processing of such impulses by the brain) aspects. This mechanism
motivated a large number of different psychophysical studies, but because of its high
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complexity, it is still not fully understood. Therefore, it is difficult to find accurate
models of the human visual system that simulate all of its particularities. In this
section, some features of the human visual system, as well as visual attributes used
to characterize observed scenes, are briefly discussed.
Light is electromagnetic radiation, which is the amount of energy (also referred
to as radiant energy) carried by electromagnetic waves, over a range of wavelengths.
The radiant energy carried by all possible wavelengths define the electromagnetic
spectrum. The visible light spectrum corresponds to the total radiant energy from
the wavelengths between λ ≈ 380 nm (blue light) and λ ≈ 740 nm (red light).
Light is a physical quantity measured in energy SI unit Joule (J). At the back of
the globe of the eye, there is region called the retina, in which a large number of
photoreceptors that sense the incoming visible light exists. These photoreceptors are
not equally sensitive to all wavelengths of the visible spectrum, which means that
light intensities of some wavelengths are better perceived than others. The curve
that models the human eye response over the visible light spectrum is called luminous
efficiency curve V (λ) (a plot of this curve can be found in [16]). The quantity of
light intensity perceived by the human eye is then the total radiant energy obtained
after weighing the incoming light spectrum by the luminous efficiency curve. This




V (λ) ·R(λ)dλ, (2.2)
where R(λ) is the radiant energy spectral distribution of the incoming light per unit
area. The human eye photoreceptors are classified in two different types: rods and
cones. The cones are highly concentrated in a small region of the retina, called
fovea, while the rods are more dispersed through the retina. Each photoreceptor
type has its own light sensitivity curve and, as a consequence, each type contributes
in determining the luminous efficiency curve of the human eye. The rods are more
sensitive to low light levels than the cones, thereby having, in such conditions,
more influence on the luminous efficiency curve than the cones. Low illumination
conditions are referred to as scotopic conditions and, similarly, the vision under
these circumstances is called scotopic vision. On the contrary, for high light levels,
the cones are more sensitive than the rods, thus dictating the human eye response
to the incoming light. Vision under high illumination conditions is called photopic
vision.
The cones are further divided into three subtypes, each one responding differently
to each wavelength of light. The subtypes of cones are classified according to the
color (or the region) in the visible light spectrum that they are most sensitive to,
namely the blue (or S-) cones, green (or M-) cones and red (or L-) cones (S, M and
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L denote short, medium and large wavelengths, respectively). Because the cones
measure the overall light intensities in different regions of the visible spectrum, they
are responsible for the color vision of the human eye. Colors are visible under
photopic conditions, when the cone responses largely contribute to the human eye
light sensitivity, and become less distinguishable as light levels decrease, since the
cones are less responsive to the light under scotopic conditions.
When the surface of an object is illuminated by a light source, some wavelengths
of the incident light are absorbed, others are diffracted and others are reflected. The
spectral distribution of the reflected light determines the color of the object. De-
pending on the reflectance characteristics of the object surface and on the spectral
distribution of the incident light, the color of an object should vary under diffe-
rent illuminants. The human eye, however, perceives the same color for an object,
regardless of the light source illuminating it, because the human visual system au-
tomatically adapts itself to the current illuminant color, thus correcting any color
differences caused by the illuminant. This self-adaptation mechanism is called color
constancy.
While luminance corresponds to an objectively measurable quantity, brightness
refers to the subjective perception of luminance and is one of the attributes com-
monly used to describe the overall impression of a scene. As verified by psychophy-
sical studies, such as the one conducted by Stevens and Stevens [17], the brightness
impression is not linearly related to the luminance values (e.g. doubling the lumi-
nance intensities of a scene does not correspond to the sensation that the overall
brightness of the scene has also doubled). Brightness impression of a region also
does not depend only on the luminance values of the region, but also on the lu-
minance values of surrounding regions. Figure 2.6 illustrates this statement. The
center square has the same intensity in the two images; however it looks brighter
when the surrounding square is darker (Figure 2.6a) and it looks darker when the
surrounding square is brighter (Figure 2.6b). Finding an accurate model that relates
brightness and luminance is thus a difficult task.
Another attribute usually used to characterize the overall impression of a scene
is the contrast. Like brightness, it is difficult to define the contrast of a scene
purely based on its luminance values, because different factors interfere with the
perception of contrast. Some of these factors, as well as different definitions of
contrast found in the literature, are presented next. However, unless otherwise
noted, contrast assessment of images in this work does not refer to any particular
definition of contrast, but rather to a more subjective and general understanding of
this attribute.
One of the first attempts to model the human eye contrast perception is based
on the Weber-Fachner law, a relation derived from the results of a series of experi-
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(a) (b)
Figure 2.6: Examples of how the luminances of surrounding regions affect the brig-
htness impression of a center region. In (a), all pixels of the surroundings (i.e. the
larger square) have the same intensity of 0.1, while in (b), all surrounding pixels
have the same intensity of 0.9. In both images, all pixels of the center square have
the same intensity of 0.5. The center square looks darker when its surroundings are
brighter.
ments conducted by both researchers, in order to measure the human response to
physical stimulus of different types. In the context of light perception, this experi-
ment can be reproduced as follows: the subject observes for some time a uniformly
illuminated background with luminance La. After the observer is adapted to the
background luminance, a dot with a certain luminance value, different from the
background luminance, is briefly flashed on the background. The dot luminance in-
tensities are varied, until the viewer distinguishes the dot from the background. For
each adaptation luminance La there is a minimum luminance threshold ∆L, above
which the observer barely notices luminance differences. This threshold is com-
monly referred to as just-noticeable difference (JND) threshold. The curves that
describe the relation between the adaptation luminances and the just-noticeable lu-
minance differences are called threshold-versus-intensity functions (or TVI curves).





where ∆L = L−La denotes the luminance JND. For a given adaptation luminance,
two intensities are perceived as being different if the relative difference between the
new and the reference (adaptation) luminance intensities is at least equal to a num-
ber k (which changes according to the adaptation luminance intensity considered).
Other definition of contrast is given by Michelson [18], which is based on images
of periodic sinusoidal patterns (an example is shown in Figure 2.7). This definition
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Figure 2.7: An example of a sinusoidal pattern image.





where Lmax and Lmin denote the maximum and minimum luminance intensities of
the sinusoidal pattern. The two contrast perception models presented assume images
of simple patterns. Such images, however, are not representative cases of real-world
images, which usually contain more complex structures and patterns. Therefore,
for real-world images, these models may not accurately correspond to the overall
impression of contrast of the scene. Later studies showed that contrast perception
is not only influenced by the luminance intensities, but also by other aspects of the
image. One of these aspects, for example, is the spatial variation of the luminance
intensities (i.e. spatial frequencies) of the scene, as indicated from the studies of
Campbell and Robson [19]. Figure 2.8 illustrates the dependence of contrast per-
ception and spatial frequencies of the image. The perceived height of the illuminated
patches changes according to a modulating function, which depends on the spatial
frequency, given in cycles per degree (i.e. the number of cycles subtended at the eye
in one degree). This dependence motivated the development of contrast perception
models that consider how luminance intensities spatially vary in an image. These
models are called Contrast Perception Functions (CSFs). Some examples of con-
trast perception models that incorporate this aspect (by calculating local contrasts
at different spatial frequency bands in the image) are the ones proposed by Peli [20]
and Matkovič et al. [21].
Besides spatial variations, contrast perception in a region of the image also de-
pends on the luminance intensities in surrounding regions. An example of this aspect
is illustrated in the image called Mach bands, shown in Figure 2.9. All pixels con-
tained in a patch of this image have the same intensity. However, pixels near the
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Figure 2.8: Chart illustrating the dependence between contrast perception and spa-
tial frequencies of the image. The frequency of the pattern increases horizontally,
from left to right. All illuminated patches, between the dark patches, have their
intensities vertically decreasing at the same rate, from the highest intensity (bottom
row) to the lowest intensity (top row). The perceived height of the illuminated
patches changes according to the spatial frequency (expressed in cycles/degree).
Figure 2.9: Image of the Mach bands, which is used to illustrate how contrast per-
ception near edges depends on the pixel intensities of its adjacent regions. Although
all pixels contained within a patch have the same intensities, pixels near the left
and right sides of each edge are perceived as darker and brighter, respectively, than
pixels more distant from the edges, at each patch.
edges of each patch are perceived as darker and brighter (i.e. with lower and hig-
her intensities, respectively) than other pixels in the corresponding patches, hence,
leading to a slightly exaggerated contrast perception in such regions.
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Figure 2.10: Image illustrating the influence of the intensities of surrounding regions
in the contrast perception of one region. Pixels in the smaller patches, contained
within the black patches, have intensities varying vertically from the highest (bottom
row) to the lowest (top row). The height of the smaller patches is perceived as
higher when they are located in the center of the black patch, thereby indicating
that contrast variations are better perceived in such regions.
Another example of how contrast perception within a region is influenced by the
intensities of its surroundings is in the image shown in Figure 2.10. In this image,
black and gray patches are disposed in an alternate fashion. All pixels contained
within the same patch (i.e. black or gray) have the same intensities. A small patch,
along which the pixel intensities vary vertically, is differently positioned inside each
black patch. Contrast variations in the small patch are more discriminated when
these patches are located in the center of the black patches than when they are
located near the edges between a gray and black patch.
Spatially-varying intensities in surrounding regions may also affect the contrast
perception of one region. Figure 2.11 illustrates an example of this effect. No
contrast variations should be perceived in the inner rectangle, since all of its pixels
have the same intensities. However, because the pixel intensities of the surrounding
rectangle vary along the horizontal direction, the same perception is induced in
the pixels of the inner rectangle: their intensities seem to vary horizontally, but in
the opposite direction as the intensity variation in the surrounding rectangle (that
is, decreasing intensities from left to right in the inner rectangle, if, in the same
direction, the intensities of the surroundings are increasing, and vice-versa). These
examples demonstrate the difficulty of finding a complete accurate model of the
human eye contrast perception, since it is a complex mechanism that depends on
different factors.
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Figure 2.11: Image illustrating contrast perception in one region, when intensities
of surrounding regions are spatially-varying. Pixels in the inner rectangle have the
same intensity of 0.5. Pixels in the surrounding rectangle vary horizontally, from the
minimum intensity of 0.0 (left) to the maximum intensity of 1.0 (right). The varying
intensities in the surroundings produce a false impression of contrast variations in
the inner rectangle.
2.4 Digital Tone-Mapping Operators
The tone-mapping problem consists in finding a function that maps HDR intensity
values of a real scene to LDR values that can be represented on a display device,
attending certain conditions. In order to yield mapped values that span a lower dyn-
amic range, the original dynamic range must be somehow compressed. This process
of dynamic range compression inevitably leads to some loss of information about the
scene, since such information is represented by the original intensity values. The
amount and nature of lost information are what define the conditions that guide the
development of the tone-mapping functions.
Each tone-mapping operator has its own set of conditions to satisfy. For ex-
ample, some may focus in preserving details in dark regions, at the cost of losing
details in brighter regions (and vice-versa), others may try to simulate imperfections
of the human visual system, in order to produce images that more closely resemble
the real scene and others may even be concerned with generating visually appealing
images. This is in fact discussed in the work of Čad́ık et al. [22], in which the
authors categorize the purpose of the tone-mapping reproduction in three approa-
ches: perceptual, which aims to simulate the human vision process, cognitive, whose
objective is to preserve the maximum amount of detail in the scene, and aestheti-
cal, which focuses on producing visually pleasant images. The authors argue that
any tone-mapping operator realizes a mixture of these approaches. Depending on
the established conditions, the mappings vary from linear mappings with saturation
zones, defined above or below a threshold value, to (fully) non-linear models that
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simulate complex aspects of the human visual system.
The tone-mapping operators can also be divided into two classes: global and
local operators. Global operators are defined as functions that use only the input
pixel value and possibly some global information from the scene (like its average
pixel value), in order to determine the output pixel values. For these functions,
the same input pixel value always results in the same output pixel value. On the
other hand, local operators use some context information of the input pixels to
determine the corresponding output pixel values. Context information refers to any
local information that typically changes according to the pixel position in the image,
such as the average pixel value of a limited-size neighborhood around the given pixel.
For local operators, the same input pixel value may not map to the same output
pixel value, since the mapping depends on the surroundings of each pixel. Each
approach has its own advantages and limitations, as shown later in this section.
The operators discussed in this section are all purely digital. They are implemen-
ted as a software which runs on digital hardware, receives as input a digitized HDR
image and returns a tone-mapped digital image. As reported in Chapter 1, there
also exist tone-mapping operators that are not digital, but rather analog. These
are implemented in hardware and operate directly on the analog values registered
by photosensors, such as photodiodes, of a camera. One tone-mapping operator of
this class is later discussed in detail in Chapter 3. Some operators are defined for
grayscale images, i.e. they are applied on the luminance channel of the color input
image. For a given color (RGB) image, its corresponding luminance channel Y is
calculated through the luminance formula applied by the NTSC system (this was
a standardized system used for video transmission in North America and part of
South America):
Y (m,n) = 0.299 ·R(m,n) + 0.587 ·G(m,n) + 0.114 · B(m,n), (2.5)
where R, G and B denote the red, green and blue color channels of the image,
respectively, and (m,n) denotes the pixel position in the image. Other slightly diffe-
rent formulations for the luminance also exist, but, throughout this work, luminance
is assumed to be defined by this formula. Some digital operators further require that
the pixels of the input image luminance channel, which are in dimensionless norma-
lized units, represent absolute luminance values that are measured in the real scene.
In such cases, the pixels are pre-multiplied by a constant factor that converts the
input grayscale dimensionless values to absolute luminance values.
For the digital operators that are defined for grayscale images, some extra pro-
cessing must be performed to incorporate color information in the tone-mapped
images. One possibility is to convert the original color image, which is in the RGB
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color space, to another color space that separates the image luminance information
Y from the color information (also referred to as chrominance components), per-
form the tone-mapping transformation on the luminance component Y and apply
the corresponding conversion from the luminance-chrominance color space to the
RGB color space using the original chrominance components and the tone-mapped
luminance component YTM , thus resulting in a tone-mapped image in the RGB co-
lor space. Another possibility is the one defined in [23]. The author argues that
minimum color shifts occur if the transformed image preserves the color channel
ratios from the original image. By denoting the original and the tone-mapped color










In order to obtain the red tone-mapped color channel value of the pixel at position
(m,n) in the image, the corresponding tone-mapped luminance value YTM(m,n),




0.299 + 0.587 · GTM (m,n)
RTM (m,n)
+ 0.114 · BTM (m,n)
RTM (m,n)
. (2.7)








. By making this
substitution in Equation (2.7):
RTM(m,n) =
YTM(m,n)
0.299 + 0.587 · G(m,n)
R(m,n)




0.299 ·R(m,n) + 0.587 ·G(m,n) + 0.114 · B(m,n) ·R(m,n).
(2.8)
The denominator from Equation (2.8) corresponds to the original luminance va-
lue Y (m,n). Therefore, the red tone-mapped color channel is obtained by dividing
the tone-mapped luminance channel YTM by the original luminance channel Y and
then multiplying the original red color channel by the resulting division (this ope-





The same procedure applies for obtaining the green and blue tone-mapped color
channels. Unless otherwise stated, this is the approach used to recover color infor-
mation for operators that are only defined for grayscale images. Next, the digital
tone-mapping operators implemented in this work are discussed in more detail.
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2.4.1 Ward Contrast-Based
A tone-mapping operator proposed by Ward [24] consists in a linear relation between
the real scene luminance values and the display luminance values, which incorporates
some characteristics of the human visual response. Previous attempts at displaying
real scenes on a monitor included simple linear mappings, such as mapping the
average luminance of the scene to half the maximum display brightness. These
linear mappings, however, did not take any advantage of how the human eye response
changes according to different illumination conditions. One of the first non-linear
tone-mapping operators to do so was the one proposed by Miller et al. [16], which
aimed at preserving the brightness ratios between parts of the real scene on the
displayed scene, based on the human eye perception of brightness. Claiming that
the human eye is more sensitive to contrast than brightness, Ward developed its
operator based on the assumption that contrast visibility of the real scene should
be roughly preserved on the displayed scene, rather than the brightness ratios (that
is, discernible contrasts in the real scene should also be discernible in the displayed
scene). The real scene luminance value Lw(m,n) and the display luminance value
Ld(m,n) are related as follows:
Ld(m,n) = f · Lw(m,n). (2.10)
The constant factor f is calibrated based on the psychophysical data obtained
from experiments to measure the human eye capability of discerning contrast un-
der different illumination conditions. Because the viewing conditions of the real
scene and the displayed scene are usually different, the adaptation luminance for
the observer eye in both conditions are also different. Based on such measured
psychophysical data, the constant factor f can be expressed as a function of the











where Lda and Lwa denote the display and the real scene adaptation luminance,
respectively. The real scene adaptation luminance is estimated as the exponential











log [Lw(m,n) + ǫ]
)
, (2.12)
where exp(.) denotes the natural exponential function and ǫ is a small constant to
avoid indetermination in the log function for Lw(m,n) = 0. The display adaptation
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(a) Courtyard. (b) Fire Extinguisher.
Figure 2.12: Images resulting from the Ward contrast-based scale factor operator.
Details in dark and/or bright regions are lost, such as the inner corridors and roof
tiles in (a) and the grass outdoors in (b).
luminance is estimated at half the maximum luminance of the display device, which
is denoted as Ldmax and typically ranges between 30 cd/m
2 and 100 cd/m2 [16].
So far, all the computations for this operator are performed on absolute luminance
values, which are expressed in the SI unit candela per square meter (cd/m2). In
order to show the real scene on a display, the display luminance values Ld must be
converted to display input values p, which are dimensionless (and usually expected
to be in the [0,1] range). This is achieved through the normalization of the constant
factor f by the maximum display luminance Ldmax. Applying this normalization
factor to Equation (2.11) and then substituting the resulting expression in Equation














Since the operation is linear, the dynamic range of the real scene luminance
values is not changed. This operator, like other linear operators, fails to show
details at either very bright or very dark regions of HDR scenes on a conventional
display device. This is because display devices can only represent a limited number
of luminance values, typically in the 8-bit range. The dynamic range of the display
luminance values is usually inferior to the dynamic range of the luminance values in
such scenes. Pixel values that lie outside the displayable range are clamped to the
extreme values of the display dynamic range and, therefore, details in very dark or
very bright regions of the scene are lost. This is illustrated in Figure 2.12, which
shows the images resulting from this operator.
20
2.4.2 Ferwerda
A tone-mapping operator similar to the previously discussed Ward operator was
proposed by Ferwerda et al. [25]. This operator attends to the fact that the rod and
cone system of the human eye respond differently to the light stimulus and they are
both considered in determining the human eye luminous efficiency curve. Therefore,
instead of modelling the human eye luminance sensitivity with one single function
and calculating one global scale factor f , Ferwerda operator uses two functions to
model such sensitivity and each one corresponds to the cone and rod responses to
the input light stimulus. In this operator, two scale factors are then calculated:
one associated with the cone system fc and other, with the rod system fr. Since
the cone system is responsible for the color sensitivity of the human eye, the cone
scale factor fc is applied directly on the color channels of the input image. The
rod system is insensitive to the color variations and, as such, the rod scale factor
fr is applied on the luminance values of the input image, which is achromatic.
The operator assumes that the input luminance values are calibrated in the SI unit
cd/m2. Because of this, the input image must be multiplied by a constant calibration
factor Lmax that converts the dimensionless display input values to luminance values
before the tone-mapping operation is applied. The tone-mapping expression for this












· [fc · B(m,n) + fr · Lw(m,n)] ,
(2.14)
where R, G and B represent the red, green and blue color channels of the input
image, RTM , GTM and BTM represent the red, green and blue color channels of the
resulting tone-mapped image, Lw is original image luminance channel and Ldmax is
the maximum luminance of the display. Like in the Ward contrast operator, both
scale factors fc and fr are determined by the ratio between the TVI functions of
the rod and cone systems, evaluated at the adaptation luminance of the real scene
















The adaptation luminance of the real scene Lwa and of the display Lda are set
to half the maximum luminance of the scene Lwmax and of the display Ldmax, re-
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Figure 2.13: TVI functions for the cone and rod systems.
spectively. Different TVI functions are used in the calculation of each scale factor,
since these functions represent the different responses of the rod and cone systems.
Figure 2.13 shows the TVI functions ∆L(La)|photopic and ∆L(La)|scotopic used for the
cone and rod system, respectively. The corresponding expressions for each function











−0.72, if log10 La ≤ −2.16
log10 La − 1.255, if log10 La ≥ 1.9












−2.86, if log10 La ≤ −3.94
log10 La − 0.395, if log10 La ≥ 1.44
(0.405 · log10 La + 1.6)2.18 − 2.86, otherwise.
(2.17)
Other than the different responses of the rod and cone systems, the operator also
includes more complex aspects of the human visual system, such as visual acuity
(i.e. the capability of the visual system to resolve spatial details) and light and
dark adaptation of the visual system over time. The implementation of this tone-
mapping operator in this work does not include these additional features of the
human visual system. Figure 2.14 shows the images resulting from the Ferwerda
operator, with different pre-calibration factors Lmax previously applied to the input
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(a) Lmax = 1. (b) Lmax = 100.
Figure 2.14: Images resulting from the Ferwerda operator, with the input image
pre-calibrated with different constant factors Lmax, in order to simulate different
illumination conditions. For low luminance levels, the colors are less evident, because
the human visual system response is mostly determined by the rod system, which
is insensitive to color variations. For high luminance levels, the cones dominate the
human vision response to light and, because of this, colors are distinguishable.
image, in order to simulate the same scene under low and high illumination. Under
photopic conditions, fc > fr and colors are more distinguishable in the resulting
images. Under scotopic conditions, fc < fr and colors of the image are less visible
(for very low illumination conditions, fr >> fc and the image is mostly achromatic,
as shown in Figure 2.14).
The Ferwerda operator is also a linear operator and, therefore, the same observa-
tions made for the Ward contrast operator are valid for this operator. Tone-mapped
HDR scenes from this operator displayed on a conventional monitor do not exhibit
details at either very bright or very dark regions of the image, as illustrated in Figure
2.14.
2.4.3 Logarithm & Exponential
Tone-mapping operators can also be simple mathematical functions. Non-linear
functions are usually more suitable for the tone-mapping task than generic linear
functions, because they change the original relations between the pixel values of the
input image without necessarily clamping a large range of pixel values to one value.
It is then possible to effectively reduce the original HDR luminance values of the
captured scene to LDR luminance values that are supported by the display device,
while preserving details in dark and bright regions. A non-linear function that can
be used as a tone-mapping operator is, for example, the logarithm function. The
Logarithm tone-mapping operator implemented in this work is expressed as follows:
Ld(m,n) = log2 L(m,n), (2.18)
where L denotes the luminance channel of the input image. In order to assure that
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(a) Courtyard. (b) Fire Extinguisher.
Figure 2.15: Images resulting from the Logarithm operator. Details are observable
in dark and bright regions in both images.
the resulting tone-mapped luminance values Ld are also within the [0,1] displayable
range, a linear transformation is performed, thereby yielding the final tone-mapped





where Ldmin and Ldmax respectively denote the minimum and maximum pixel values
obtained after applying the Logarithm operator to the input image luminance chan-
nel. Figure 2.15 shows some images resulting from the Logarithm operator. The
tone-mapped scene contains visible details in bright and dark regions, which was
not accomplished by the linear tone-mapping operators.
Another non-linear function that can be used as a tone-mapping operator is the
exponential function ex. The Exponential tone-mapping operator of this work is
based on the implementation from [16] and is expressed as follows:
YTM(m,n) = 1− eL(m,n)/Lnorm , (2.20)
where L represents the luminance channel of the input image and Lnorm is an ar-
bitrary luminance normalization value. Two possible values considered for Lnorm
are the maximum luminance value Lmax and the average luminance value Lavg of
the input image. For Lnorm = Lavg, the tone-mapped scene tends to be brighter,
because the average luminance value of the input scene is mapped to a slightly hig-
her value (1− e−1 ≈ 0.63) than the middle of the displayable values dynamic range
(0.5). For Lnorm = Lmax, the maximum luminance value of the input image is not
directly mapped to the highest displayable value and, thus, the tone-mapped images
obtained from this choice of mapping look darker. Figure 2.16 illustrates the images
resulting from the different choices of Lnorm.
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(a) Lnorm = Lmax. (b) Lnorm = Lavg.
(c) Lnorm = Lmax. (d) Lnorm = Lavg.
Figure 2.16: Images resulting from the Exponential operator, using different norma-
lization factors Lnorm.
2.4.4 Drago
Drago et al. proposed a tone-mapping operator which also consists in a logarithmic
mapping [26]. However, in this operator, the base of the logarithmic function used to
perform such mapping changes according to the pixel luminance value, automatically
adapting itself to each pixel. The base varies between the values of 2 and 10, as
established by the authors through empirical observations. The relation that defines
the tone-mapping operator is given by:
Ld(m,n) =
logbase (1 + Lw(m,n))
log10 (1 + Lwmax)
, (2.21)
where Ld denotes the display luminances, Lw represents the real scene (original)
luminances and Lwmax is the maximum luminance of the real scene (this operator
assumes that the luminances are specified in cd/m2 unit). In order to assure a
smooth interpolation between the different bases and avoid undesired artifacts, the
so-called bias function, developed by Perlin and Hoffert, is used to calculate the
base. This function is defined as biasp(t) = t
log(p)/log(0.5), where p is a user-defined
parameter, whose value is between 0 and 1. Using the bias function with t = Lw(m,n)
Lwmax
and an arbitrary value for the p parameter (within the [0,1] range), the base of the
logarithmic function is determined according to the following relation:
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In Equation (2.22), the constants 2 and 8 bound the calculated base to be within
the [2,10] value range. Since logbase(x) = log10(x)/ log10(base), the final version of
this operator can be expressed as:
Ld(m,n) =
Ldmax/100
log10 (1 + Lwmax)




log10 (1 + Lwmax)
· log10 (1 + Lw(m,n))
log10
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where Ldmax is the maximum display luminance. The operator tends to compress
more the brighter areas of the image than the darker ones, because pixels with
higher values yield higher values for the base. On the other hand, darker areas are
less compressed, which tends to make details more visible in such areas. How much
compression occurs in the bright areas and how much detail is visible in the dark
areas of the image is determined by the parameter p. This parameter also affects
the overall contrast of the tone-mapped scene. Figure 2.17 shows the tone-mapping
operator curves for different values of p. Typically, values slightly higher than 0.7 are
chosen for this parameter, since they correspond to monotonically increasing curves
that yield pixel values within the displayable range (and, therefore, no clamping is
required). As reported by the authors, p = 0.85 produces well-balanced images.
Figure 2.18 shows the effect of varying the parameter p in the resulting images.
2.4.5 Tumblin-Rushmeier
Tumblin and Rushmeier were among the first to address the tone reproduction
problem in the context of computer graphics. This problem was already known in
other areas, such as photography, printing and television. In their work [3], the
authors present the solution used by television and film systems, in order to deal
with the tone reproduction problem. Then, taking inspiration on aspects of the
human visual system luminance perception, they proposed a new solution for this
problem in the computer graphics area, namely a tone-mapping operator. Their
operator is based on the assumption that the brightness values of the real-world
scene Qw and the display Qd should be equal. The brightness function used in the
operator is defined as [16]:














































Figure 2.17: Tone-mapping curves of the Drago operator from Equation (2.23) for
different values of the parameter p (assuming Ldmax = 100 cd/m
2).
(a) p = 0.75. (b) p = 0.85. (c) p = 0.95.
(d) p = 0.75. (e) p = 0.85. (f) p = 0.95.
Figure 2.18: Images resulting from the Drago tone-mapping operator with different
values of the parameter p. Lower values of p compress more bright areas and make
details in dark areas more visible, such as the hallways in the Courtyard image and
the white letters of the fire extinguisher.
where Q(m,n) denotes the brightness value in brils, L is the input luminance in
cd/m2 and La is the adaptation luminance. The parameters C0 = 0.3698 and the
function γ(La) of the brightness function are derived from the psychophysical data






2.655, if La > 100 cd/m
2
1.855 + 0.4 · log10 (La + 2.3 · 10−5) , otherwise.
(2.25)
Substituting L and La in Equation (2.24) by the corresponding luminances and
adaptation luminance of the real scene and the display and then equating both
resulting brightness maps yields the tone-mapping operator expression:






where Ld and Lw denote the display and real scene luminances, respectively and Lda
and Lwa denote the corresponding display and real scene adaptation luminances.
The real scene adaptation luminance is estimated according to the average log for-
mula from Equation (2.12). An additional scale factor f(Lda) may be introduced in
Equation (2.26), in order to slightly enhance contrast in tone-mapped scenes, which
were obtained from real scenes that present low contrast, such as dim scenes. The










where Cmax is the maximum contrast that can be achieved by the display device.
The final expression for the tone-mapping operator is expressed below:






Figure 2.19 shows the effect of different values of Cmax when considering the
same scene under low and high illumination conditions, in order to simulate diffe-
rent contrast levels. In real scenes with more contrast, variation of this parameter
produces almost no difference in the resulting images. On the other hand, for real
scenes with low illumination, in which the contrast is low, this parameter can be
used to enhance the contrast of the resulting tone-mapped image. Figure 2.20 shows
the images resulting from this operator obtained from original scenes under different
illumination conditions (that is, pre-calibrated by different factors Lmax).
2.4.6 Reinhard Global
Reinhard and Devlin proposed a tone-mapping operator which is inspired by the
human visual system photoreceptor response to input light [16]. The authors ar-
gue that logarithmic models may not accurately represent the human visual system
response over a wide range of luminance values, since such models may yield nega-
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(a) Cmax = 30. (b) Cmax = 70. (c) Cmax = 110.
(d) Cmax = 30. (e) Cmax = 70. (f) Cmax = 110.
Figure 2.19: Images resulting from the Tumblin-Rushmeier tone-mapping operator
with different values of the parameter Cmax. For dim (low contrast) original scenes,
this parameter can be used to slightly enhance the contrast of the tone-mapped
image. For original scenes that present more contrast, this parameter barely affects
the resulting tone-mapped images. In the top row, the input images were pre-
calibrated by a factor Lmax = 0.1, while in the bottom row, the pre-calibration
factor used is Lmax = 100.
(a) Lmax = 1. (b) Lmax = 100. (c) Lmax = 10000.
(d) Lmax = 1. (e) Lmax = 100. (f) Lmax = 10000.
Figure 2.20: Images resulting from the Tumblin-Rushmeier tone-mapping operator
with input images pre-calibrated with different factors, in order to simulate different
illumination conditions.
tive values (which have no physical interpretation) and indefinitely high values for
ever-increasing input luminance values. Electrophysiological studies conducted to
measure the human eye photoreceptors response suggest that this response follows
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(a) f = 100, γ = 0.2. (b) f = 100, γ = 0.5. (c) f = 100, γ = 0.8.
(d) f = 1, γ = 0.8. (e) f = 100, γ = 0.8. (f) f = 10000, γ = 0.8.
Figure 2.21: Images resulting from the Reinhard global tone-mapping operator with
varying values of the γ parameter, which controls the contrast of the image (top
row), and different values for the calibration factor f , which influences the overall
impression of brightness of the image (bottom row).
an S-shaped curve. Functions with such shapes are also known as sigmoids. Based
on these studies, the authors use a sigmoidal function to calculate the display input
values. The tone-mapping operator is expressed as:
ITM(m,n) =
f · I(m,n)
f · I(m,n) + σ(Ia(m,n))
, (2.29)
where ITM and I denote the tone-mapped and input images, f is a calibration factor
to convert the input image pixel values to absolute luminance values and σ(Ia) is
a factor, which changes according to the photoreceptor adaptation level Ia(m,n).
The factor σ(Ia) controls the shape of the sigmoid function and is defined below:
σ(Ia(m,n)) = (f · Ia(m,n))γ. (2.30)
In Equation (2.30), γ is a user-defined parameter that affects the overall con-
trast impression. Although an empirical formulation to estimate the value of this
parameter is offered by the authors, they report that this parameter value usually
lies between 0.2 and 0.9, based on electrophysiological studies. Therefore, in this
work, it is considered that the parameter γ varies within this range. Figure 2.21
shows the effects of different values for the parameter γ and calibration factor f in
the resulting images.
Instead of using a single luminance adaptation value for the real scene and the
displayed scene, this operator assumes that, because of the eye saccade movement
through the observed scene, different adaptation values may occur, depending on the
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point in the image fixed by the eye short time interval. Based on the assumption
that the cone photoreceptors in the human eye operate independently, the tone-
mapping operator is separately applied to each color channel of the input image.
The calculation of the adaptation level Ia takes into account two aspects of the
human vision, namely chromatic and light adaptation, which are, for clarity, first
considered individually.
Chromatic adaptation refers to the human eye capability of perceiving the same
colors in objects, regardless of the light source color illuminating them (that is, the
eye adapts itself to the current illuminant). Image sensors, on the other hand, do
not have this adaptive behavior and are therefore sensitive to the color of the light
source. As a consequence, the image registered by the sensors may have an overall
color shift towards the color of the illuminant used. This effect is called color cast. In
order to simulate this feature of the human visual system and remove color casts from
images, this operator calculates the adaptation level for each pixel by considering
its corresponding red, green and blue color channels values, as well as its luminance
value. The weight associated with the luminance and color information of every
pixel, which defines the relative importance of each information in the calculation
of the adaptation level, is controlled by an user-specified parameter c. Considering
only the chromatic adaptation, the adaptation level Ia is calculated as follows:
Ia(m,n) = c · Ir|g|b(m,n) + (1− c) · L(m,n), (2.31)
where Ir|g|b(m,n) denotes the red, green and blue component values of the pixel
and L(m,n) denotes the luminance of the pixel. Figure 2.22 shows the images that
result from different values of the parameter c.
Light adaptation refers to the human eye adaptation, over time, to new illumina-
tion conditions. It temporally changes contrast perception and, consequently, scene
visibility. Because of the eye rapid movements through the scene, illumination levels
from different parts of the scene contribute to the determination of the luminance
level to which the eye adapts. Considering only this effect, the calculation of the
adaptation level Ia(m,n) uses both the local pixel value and the global average pixel
value and is expressed as:
Ia(m,n) = a · Ir|g|b(m,n) + (1− a) · Iavgr|g|b, (2.32)
where Ir|g|b denotes the red, green and blue component values of the pixel, I
avg
r|g|b
denotes the red, green and blue color channels average value and a is an user-
specified parameter that controls the contributions of local and global pixel values
to the calculation of the adaptation level. Figure 2.23 shows the images that result
from different values of the parameter a.
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(a) c = 0. (b) c = 0.33.
(c) c = 0.67. (d) c = 1.
Figure 2.22: Images resulting from the Reinhard global tone-mapping operator with
different values of the parameter c, simulating the chromatic adaptation effect of
the human eye.
(a) a = 0. (b) a = 0.33.
(c) a = 0.67. (d) a = 1.
Figure 2.23: Images resulting from the Reinhard global tone-mapping operator with
different values of the parameter a, simulating the light adaptation effect of the
human eye, which influences the contrast perception in the scene.
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Both adaptation effects are combined in Equation (2.33), thereby yielding the
final formula for the adaptation level Ia:
I locala (m,n) = c · Ir|g|b(m,n) + (1− c) · L(m,n)
Iglobala = c · Iavgr|g|b + (1− c) · Lavg
Ia(m,n) = a · I locala (m,n) + (1− a) · Iglobala ,
(2.33)
where Lavg denotes the average luminance value of the scene (in cd/m2 unit). Using
the calculated adaptation levels from Equation (2.33) in Equation (2.30) yields the
corresponding factor value σ for each pixel in the image. The final tone-mapped
image is then obtained by substituting these values in Equation (2.29).
Because this operator considers only the very pixel value to perform the compu-
tation of the tone-mapped value, it is categorized as a global tone-mapping operator.
In this work, the term “global” is explicitly used to denote this operator, in order to
distinguish it from the other tone-mapping operator proposed by the same author,
in which the tone-mapped pixel value depends not only on the corresponding ori-
ginal pixel value, but also on its surroundings. This other tone-mapping operator,
denoted as Reinhard Local, is discussed in Section 2.4.11.
2.4.7 Schlick
Schlick proposed a tone-mapping operator which is also a rational function and
contains only a few user-defined parameters. In [23], the author briefly analyzes
commonly used (and fairly simple) tone-mapping functions, such as logarithmic and
exponential mappings, and argues that these functions contain parameters that must
be calibrated for every image, in order to yield the best results. The calibration is
not performed in an automatic fashion, but rather in a trial-and-error procedure by
the user, which is a time-consuming and possibly difficult task, depending on the
number of parameters considered. The author then proposes a scheme in which only
a few parameters require calibration by the user, and their calibration is a fast and
straightforward process. The tone-mapping function consists in the ratio between
two polynomials and is expressed below:
Ld(m,n) =
p · Lw(m,n)
(p− 1) · Lw(m,n) + Lmax
, (2.34)
where Ld denotes the display luminance values (normalized to the [0,1] range), Lw
denotes the real scene luminance values, Lmax denotes the maximum luminance
value of the real scene and p is a model parameter. The parameter p is automatically








where N is the maximum number of different gray levels that can be represented by
the display (which, for conventional displays, is equal to 256), Lmin is the minimum
display luminance of the real scene, and δL0 is the quantized display luminance value
associated with the smallest non-zero gray level observed by the user on the display
device. The parameter δL0 can be determined by displaying different gray patches,
each one representing a gray level of the display device, on a black background and
then asking the user to pick the first gray patch that is distinguishable from black.
An alternative procedure for calculating the parameter p is also proposed by
the author. This procedure takes into account the subjective brightness perception,
in which a pixel may be perceived as brighter or darker depending on the overall
brightness of its surroundings. If the luminance value representing the surroundings
of a pixel Lsurr(m,n) is low, then the pixel should appear brighter. On the contrary,
the pixel should appear darker if the luminance of its surroundings is high. In order
to determine whether the luminance of the surroundings Lsurr(m,n) corresponds
to a dark or bright region, its value is divided by the geometrical mean of the real
scene dynamic range
√
Lmin · Lmax. The choice for the geometrical mean is because
it equally divides the dynamic range of the scene into two ranges. If the ratio
Lsurr(m,n)/
√
Lmin · Lmax is greater than one, than the pixel is considered to be
within a bright region; otherwise, it is considered to be within a dark region.
Several ways of calculating the surrounding luminance of a pixel Lsurr(m,n)
were tested by the author, such as low-pass filtering the image or segmenting the
image into zones of similar luminance values. However, as reported by the author,
the best results were obtained when the size of the considered surrounding zone
reduced to the size of one pixel, that is, the luminance of the surroundings is equal
to the own pixel luminance (Lsurr(m,n) = Lw(m,n)). The value of the parameter












where k is a parameter that weighs the relative importance of the subjective brig-
htness perception feature on the tone-mapping operation. Figure 2.24 shows the
resulting images for different values of the parameters δL0 and k.
2.4.8 Ward Histogram Adjustment
Ward et al. later proposed another tone-mapping operator which incorporates more
aspects of the human visual system [4]. The operator aims to reproduce a scene on
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(a) δL0 = 10
−2, k = 0. (b) δL0 = 10
−2, k = 0.4. (c) δL0 = 10
−2, k = 1.
(d) δL0 = 10
−1, k = 1. (e) δL0 = 10
−3, k = 1. (f) δL0 = 10
−5, k = 1.
Figure 2.24: Images resulting from the Schlick tone-mapping operator applied to
the Fire Extinguisher image, with varying values of the k parameter (top row) and
the δL0 parameter (bottom row).
the display as closely as possible to how an observer views the same scene in the
real world, thus recreating the same subjective experience of viewing the real and
the displayed scene. The operating principle of the proposed tone-mapping function
is based on the idea of altering the histogram distribution of the image, which is
a technique commonly used in the context of image enhancement mainly to adjust
image contrast and visibility. Since the purpose of the operator is to simulate exactly
the same attributes of the real scene, such as brightness and contrast, on the display
and not enhance them, the modifications on the image histogram distribution take
into account perceptual models of the human visual system.
The authors argue that instead of being uniformly distributed along the dynamic
range, the luminance levels of an HDR scene are sparsely distributed, occurring in
clusters. Since the human eye is sensitive to relative rather than absolute luminance
variations, contrast visibility of the scene is preserved, as long as brighter regions of
the scene are associated with higher display luminance values than darker regions.
Because of the sparsity of the histogram, more gray levels should be assigned to
highly populated areas of the histogram distribution than to lowly populated areas,
in order to preserve visibility.
Before the tone-mapping operation takes place, the image is resampled to a
resolution, in which each pixel roughly corresponds to 1o of the visual field. This
transformation is based on the fact that the eye constantly changes its fixation point
in the scene, focusing in different regions. Each focused region lies in the fovea region
of the eye, which approximately corresponds to 1o of the visual field. The human eye
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then constantly adapts itself to the luminance level of the foveal fixation point. Pixel
values of the resampled image roughly represent the adaptation luminance values
in each fixation point of the image. Details on the calculation of this resolution
are in [4] (in this work, it is considered that the adaptation luminance values are
approximated by the luminance value of each pixel in the original image and thus
this resizing step is not performed).
After resizing the image, its brightness histogram distribution is calculated. The
brightness values of the real scene Bw(m,n) are estimated by taking the logarithm
of the real scene luminance values Lw(m,n): Bw(m,n) = log(Lw(m,n)). The tone-
mapping operation, consisting of the histogram equalization of the brightness distri-
bution, can then be applied, in order to yield the display luminance values Ld(m,n):
log(Ld(m,n)) = log (Ldmin)+ [log (Ldmax) + log (Ldmin)] ·P (log(Lw(m,n))), (2.37)
where P (log(Lw(m,n))) = P (Bw(m,n)) denotes the cumulative distribution








where bi represents the quantity of pixels located in the i-th bin of the histogram and
T is the total number of pixels. Directly applying this basic version of the histogram
equalization may generate exaggerated contrast in some regions of the image, which
does not correspond to the contrast perception in the real scene [4]. In order to
avoid such effect, the authors establish that the resulting contrast in any region of
the image, obtained from the application of this histogram equalization, should not
exceed the resulting contrast obtained after applying a linear transformation to the
real scene, which preserves the real contrast of the scene (for a given limited dynamic
range). A linear ceiling is imposed on the tone-mapping function by stating that
the derivative of the function given in Equation (2.37) is less than or equal to the






The derivative of the cumulative distribution function corresponds to the histo-











is the size of each bin b (Nbins is the number of bins in the
histogram). Deriving Equation (2.37) and substituting the resulting expression in
Equation (2.39) yields the following expression for the number of pixels at each bin
of the brightness histogram f(b):
f(b) ≤ T∆b
log (Ldmax)− log (Ldmin)
. (2.41)
Equation (2.41) implies that the original brightness histogram should be altered,
in order to assure that each bin does not contain more than a maximum number
of pixels (that is, the number of pixels per bin is less than a ceiling value). The
authors handled the exceeding pixels at each bin in two different ways: redistributing
them to other bins of the histogram and discarding them. They found the latter
approach to be the simplest and most reliable one. Since discarding pixels affects
the total count of pixels in the image T , the calculation of the ceilings is an iterative
process. The authors arbitrarily define that the iteration must last until fewer than
2.5% of the original total number of samples exceed the ceiling. After determining
the modified brightness histogram, its cumulative distribution function is used in
the tone-mapping function in Equation (2.37), in order to yield the corresponding
display luminance values.
Instead of limiting contrast by a generic linear function, this limitation can be
determined from the TVI functions that define the human eye perception of contrast
under different illumination conditions. The tone-mapped scenes produced using
such functions for contrast limitation are expected to correlate more closely the
same scene as perceived by an observer in the real world. In this case, the relation






where ∆L(.) denotes the TVI function of the human eye. The expression for the
number of pixels at each bin of the brightness histogram f(b) is obtained by differen-





· T∆b · Lw(m,n)
[log (Ldmax)− log (Ldmin)] · Ld(m,n)
, (2.43)
where Ld(m,n) is the display luminance value, which is obtained from Equation
(2.37). In this approach, each histogram bin has its own ceiling value, which de-
pends on the real scene luminance value Lw(m,n), thus contrasting with the previous
approach, in which the ceilings are constant for all histogram bins. This is expected,
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(a) Linear Ceiling (b) TVI Ceiling
(c) Linear Ceiling (d) TVI Ceiling
Figure 2.25: Images resulting from the Ward histogram adjustment tone-mapping
operator, using different procedures to avoid exaggerated contrast in the tone-
mapped images.
since human contrast perception changes according to the illumination level. The
maximum number of pixels per bin is calculated through the same iterative proce-













−2.86, if log10 (La) < −3.94
(0.405 · log10 (La) + 1.6)2.18 − 2.86, if − 3.94 ≤ log10 (La) < −1.44
log10 (La)− 0.395, if − 1.44 ≤ log10 (La) < −0.0184
(0.249 · log10 (La) + 0.65)2.7 − 0.72, if − 0.0184 ≤ log10 (La) < 1.9
log10 (La)− 1.255, if log10 (La) ≥ 1.9.
(2.44)
Figure 2.25 shows the images resulting from this operator, using the linear cei-
lings and the ceilings obtained from the TVI function. The complete version of this
operator also models other complex aspects of the human visual system, such as
visual acuity, glare (i.e. saturated regions observed around a light source caused by
the scattering of the incident light inside the ocular globe) and color sensitivity. The
implementation of this tone-mapping operator in this work does not include these
additional features.
2.4.9 Chiu
The tone-mapping operator proposed by Chiu et al. is among the first ones to
introduce the idea of using local information from a given pixel in the image in order
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to determine its tone-mapped value [27]. The tone-mapping operation then takes
into account not only the pixel value, but also its spatial location. In developing
the tone-mapping operator, the authors claim that their intention is not to provide
a more comprehensive model of the human visual system or a better alternative
to other tone-mapping operators that already existed, but rather to perform an
exploratory analysis on how using local information improves (or degrades) the
quality of the tone-mapped images.
The authors briefly discuss the problems associated with global linear opera-
tors in the context of HDR scenes and state that global linear mappings, in which
the output value depends solely on the input pixel value, inevitably lead to loss
of details in some regions of the image. In order to discern visible features within
dark and bright regions (whose pixels have overall low and high luminance values,
respectively), instead of mapping all corresponding pixels to low or high levels (ba-
sed on their absolute luminance values), such pixels should be mapped to different
luminance levels, according to their relative luminance values, which are given in
relation to the overall luminance of the region they are contained within. This idea
was motivated by two observations: the fact that the human eye locally adapts to
the luminance values around its fixation point (so that different adaptation values
exist throughout the image, and not just one single value for the entire image) and
that photographers use spatially varying techniques in order to represent the HDR
luminance values with a smaller and limited number of gray levels (one of such
techniques is discussed in the Subsection 2.4.10).
The tone-mapping operator proposed by the authors consists in applying a sca-
ling function S(m,n), which depends on the pixel position, to the original pixel
value. This function is proportional to the inverse of a lowpass filtered version of
the input image Ifilt(m,n): S(m,n) =
1
k·Ifilt(m,n) . Lowpass image filtering is imple-
mented by replacing each pixel of the original image by the weighted average of its
surrounding pixel values (the size of the surroundings is determined by the size of




2 · π · α2 · e
m2+n2
2·α2 , (2.45)
where α is the standard deviation of the Gaussian, which may also be used for setting
the filter size. The resulting filtered image is a blurred version of the original image
and can be interpreted as a rough approximation of the adaptation luminance value
at each point in the image. Therefore, dividing the original image by its filtered
version yields a relative luminance value for each pixel. In order to assure that the
resulting pixel values lie within the normalized range [0,1], a modified version of the
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where I denotes the input image. By denoting Ifilt(m,n) = Iblur(m,n), the tone-
mapping operator expression is obtained:





k·Iblur(m,n) , if I(m,n) < k · Iblur(m,n)
1, otherwise,
(2.47)
Figure 2.26 shows the resulting images using different values for the parameters
k and σ. The resulting images show a common artifact that tends to arise in local
tone-mapping operators, which is called halo (or haloing artifact). These artifacts
correspond to contrast reversals that usually occur near border regions of the image.
Because such regions contain abrupt changes in the pixel intensities, depending on
the average intensity value against which the pixel intensities are compared, the
resulting intensities from both sides of the border can be respectively lower and
higher than what they should really be. This unrealistically enhances the contrast
in these regions and then generates the halos. Halos tend to increase as the size α
of the Gaussian filter increases, because the average value of larger neighborhoods
takes into account different regions of the image that have different intensity profiles.
Consequently, these average values may not correspond to the average intensity
values over small regions of the image, thereby yielding inappropriate intensity values
in these regions. The parameter k controls the overall impression of brightness in
the images and the intensity of the halos, since it weighs the average luminance
of the neighborhood of each pixel. Higher values of k produce darker images and
darker halos.
2.4.10 Rahman
The tone-mapping operator developed by Rahman et al. [16] takes inspiration on
a color vision theory called Retinex theory, proposed by Land [28], which explains
certain aspects of human color vision, such as color constancy. In this operator,
the input image is filtered several times by different Gaussian kernels. Each filtered
version corresponds to the input image at different scales. Images at successively
smaller scales contain less details and are generated by increasing Gaussian kernel
sizes. The first (and largest) scale corresponds to a Gaussian kernel of size two. At
each successive scale, the size of the Gaussian kernel is doubled. The pixel values
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(a) α = 4, k = 2. (b) α = 16, k = 2. (c) α = 64, k = 2.
(d) α = 16, k = 2. (e) α = 16, k = 4. (f) α = 16, k = 8.
Figure 2.26: Images resulting from the Chiu tone-mapping operator for different
values of the parameters α (top row) and k (bottom row). The parameter α controls
the size of the halos, while parameter k affects the overall brightness impression in
the image and the halo intensities.
of each filtered image represent the average luminance value taken over a pixel
neighborhood, whose size is determined by the size of the Gaussian kernel used.
All remaining processing of the operator occurs in log domain, which means that,
after the filtering, the logarithm is taken for all images (i.e. the input image and





, yielding several difference images Idifs (m,n). Each
difference image is weighted by a value ws and the difference images are combined
together, producing the tone-mapped image (in the log domain) log (ITM(m,n)).
The exponential function ex is applied to the tone-mapped image in the log domain,






ws · Idifs (m,n),






where ITM and I denote the tone-mapped and input image, respectively, I
blur
s (m,n)
is the input image at the s-th scale, S is the number of scales considered, ws is the
(normalized) weight given to each difference image Idifs (m,n), and k is the relative
weight given to the luminance information of the surroundings of a pixel. The
normalized weight ws is calculated as follows:
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Figure 2.27: Normalized weights ws, associated with each difference image I
dif
s (m,n)
at scale s, for different values of the parameter f (f is varied from -2 to 2, with step
size 1). The largest and smallest scales correspond to s = 1 and s = 6, respectively.
More weight is given to smaller scales when f is negative (red line). If f is positive,
then more weight is given to larger scales (blue line). Equal weight is given to all
scales when f = 0 (black line).
ws =
(S − s+ 1)f
∑S
s=1(S − s+ 2)f
. (2.49)
In Equation (2.49), f is a parameter that defines the relative weights of each
scale. Figure 2.27 shows the corresponding normalized weight curves for different
values of the parameter f . The operator is applied independently to each color
channel of the input image.
Figure 2.28 shows the images that result from a different set of parameter values.
The parameter k affects the overall brightness impression in the image. Lower
values of the parameter f tend to generate more halos in the images, since more
weight is given to the image differences associated with the smaller scales, which
consider larger pixel neighborhoods, thereby inducing more contrast reversals in
border regions. Similarly, as more scales are considered, more filtered versions are
created and used in the calculation of the resulting image, which tends to produce
more halos in the resulting images (this can be mitigated by an appropriate choice
of the parameter f).
2.4.11 Reinhard Local
The second tone-mapping operator proposed by Reinhard et al. borrows some ideas
used in photography and printing to address the tone reproduction problem in HDR
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(a) k = 0.4, f = 2, S = 6. (b) k = 0.6, f = 2, S = 6. (c) k = 0.8, f = 2, S = 6.
(d) k = 0.6, f = −2, S = 6. (e) k = 0.6, f = 0, S = 6. (f) k = 0.6, f = 2, S = 6.
(g) k = 0.6, f = −2, S = 2. (h) k = 0.6, f = −2, S = 4. (i) k = 0.6, f = −2, S = 6.
Figure 2.28: Images resulting from the Rahman tone-mapping operator for different
values of parameters k (top row), f (middle row) and S (bottom row).
scenes [2]. In printing, the luminances from a scene are translated to printed reflec-
tances. Like a conventional display, the printer can reproduce only a limited number
of reflectances, which are organized in the so-called zones. There are typically ele-
ven zones (0 - X, in Roman numeral), each one representing a particular reflectance
intensity. Each successive zone has twice the intensity of the previous one. The dar-
kest and brightest regions of the scene are mapped to zones 0 and X, respectively.
Middle-gray regions which are subjectively perceived as having middle brightness
in the scene are normally mapped to zone V (which traditionally corresponds to
18% reflectance in the print [16]), but this may change, depending on the overall
impression of brightness (also called the key) of the scene. For high-key scenes (i.e.
brighter scenes), the middle gray corresponds to brighter zones, while for low-key
scenes, it corresponds to darker zones. This procedure, which uses the zone system,
is also applicable in photography.
For LDR scenes, the eleven zones are sufficient to reproduce the different lumi-
nance intensities, without loss of detail, and the mapping is direct. However, for
HDR scenes, details are lost in very bright and very dark regions, since they are
mapped to the same zone (X or 0, respectively). In photography, when loss of detail
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(a) a = 0.09 (b) a = 0.18
(c) a = 0.36 (d) a = 0.72
Figure 2.29: Effects of varying the parameter a of the Reinhard local tone-mapping
operator in the resulting images. This parameter represents the key of the scene
and, consequently, influences the overall impression of brightness.
in these regions is undesirable, a well-known technique, called Dodging-and-Burning,
is used, which consists in under- or overexposing parts of these regions to light in a
controllable fashion. By using this technique, instead of mapping entire regions to
the corresponding extreme zones, portions of the dark region are mapped to diffe-
rent dark zones, and, similarly, portions of the bright region are mapped to different
bright zones, thereby preserving details in these regions.
The authors propose a tone-mapping operator that simulates an automatic ver-
sion of the Dodging-and-Burning technique. First, the luminance values Lw of the





where Lw denotes the average log luminance of the scene (calculated using Equation
(2.12)) and a is a user-defined parameter that corresponds to the key of the scene.
This parameter affects the overall brightness of the scene, as shown in Figure 2.29.
The idea of the Dodging-and-Burning technique is to associate darker and less
dark pixels in dark regions to darker and less dark gray levels (that is, these pixels
are globally dark, but locally, over some neighborhood, some are darker and some are
brighter than others). A similar procedure applies for the bright regions. In order to
determine whether a pixel in some region is brighter or darker than its surroundings,
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it is necessary to define the size (i.e. the boundaries) of the surroundings that
compose such region. Once the surrounding region is determined, its average pixel
value is calculated and then pixels are considered darker or brighter with respect to
this value.
The image can be divided into regions with different brightness profiles, to which
the technique is applied. Each region has a particular average pixel value. Two
regions are considered to have different brightness profiles if the difference between
their average pixel values is large. These differences can be used to establish the
boundaries of each different brightness region in the image. Therefore, in order
















where αs and αs+1 denote the standard deviation of the Gaussian kernel at the s-th
and (s + 1)-th scale, respectively. Each pixel of the filtered image corresponds to
the average value of its surroundings, whose size varies according to the size of the
Gaussian filter used (defined by its standard deviation). The two filtered images
Vi(m,n, s) are then subtracted from each other and the result is normalized by the
filtered image of the pair that considers the smallest surroundings size, yielding the
normalized surrounding difference image V (m,n, s) [16]:
Vs(m,n) =
|Lblurs (m,n)− Lblurs+1(m,n, s)|
2φ · a/s2 + Lblurs (m,n)
. (2.52)
The term 2φ · a/s2 avoids indetermination in the division when Lblurs (m,n) is
zero. The parameter φ defines the sharpness of the edges of the resulting image, as
shown later. The difference between the filtered images corresponds to the difference
between the average pixel values of two different neighborhoods. If Vs(m,n) is
higher than a user-defined threshold ǫ, then the maximum neighborhood size to be
considered for the corresponding pixel is defined by the Gaussian size that generated
Lblurs (m,n), which is the smallest Gaussian size in the pair of kernels. The absolute
value of this difference is normalized, in order to make the threshold ǫ independent
from absolute luminance values and, thus, easier to adjust.
Since the neighborhood size of each pixel may vary, this process is repeated for
different pairs of Gaussians with increasing sizes (which represent larger neighbor-
hoods), until the maximum scale smax for which the condition Vsmax(m,n) < ǫ holds
for all pixels. For every Gaussian pair, the ratio between the Gaussian sizes is fixed
at 1.6, that is to say αs+1 = 1.6 · αs. According to the author, this value is chosen
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because the difference of Gaussians then resembles a Laplacian of Gaussian filter






, which is also the same value used in [2]. After calculating the
average luminance value of each pixel taking into account its neighborhood Lblursmax ,





Dark pixels in bright surroundings are assigned lower values by the operator,
because, compared to their surroundings, they are very dark (in this case, L(m,n) <
Lblursmax(m,n)). In dark surroundings, dark pixels are assigned higher values, because,
in this case, L(m,n) ≈ Lblursmax(m,n), that is, compared to their surroundings, they
are not very dark. A similar analysis is valid for bright pixels in bright and dark
regions. The operator then simulates the Dodging-and-Burning technique.
Figure 2.30 shows the effect of varying the parameter ǫ in the images resulting
from this operator. As ǫ increases more halos become visible. This is because larger
neighborhood sizes are considered for each pixel, since the threshold value that
defines different brightness regions in the image is higher. These neighborhoods
include a wide variety of pixel intensities, and it is likely that the average luminance
values of such neighborhoods do not correspond to the average luminance values of
pixels in particular small regions of the image. This leads the operator to incorrectly
increase or decrease the pixel value in some regions, such as borders, thus creating
these halos. A similar explanation is valid for the decrease in the halos size and
number in the image, as the value of the ǫ parameter decreases. The effects of
varying the parameter φ are shown in Figure 2.31. Higher values of the parameter
φ lead to sharper edges, but also induce more haloing artifacts.
2.4.12 Ashikhmin
Ashikhmin proposed a tone-mapping operator that has the same principle of linear
operators, which is to preserve local contrasts in the image [29]. In order to achieve
this, it considers the human visual system contrast perception, which depends on
the adaptation luminance level and is modelled by the TVI functions. One of the
key points of this operator is that, instead of considering one single adaptation
luminance value for the HDR scene, the operator calculates different adaptation
values for each point in the image. In this case, each point in the image has a small
range of discernible contrasts, to which different display luminance levels can be
assigned, thus preserving details throughout the image. The author defines local
contrast as:
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(a) ǫ = 0 (b) ǫ = 0.05
(c) ǫ = 0.1 (d) ǫ = 0.5
Figure 2.30: Effects of varying the parameter ǫ of the Reinhard local tone-mapping
operator in the resulting images. More halos are produced as ǫ increases, because
larger neighborhood sizes are considered for each pixel in the image. When ǫ = 0,
the operator becomes purely global, since no information from the surroundings of
a pixel is used to determine its value.
(a) φ = 1 (b) φ = 10 (c) φ = 15
Figure 2.31: Effects of varying the parameter φ of the Reinhard local tone-mapping






where L and La denote the absolute luminance and adaptation luminance values,
respectively. Local contrast in the display and in the real scene should be preserved,






where Lwa and Lda denote the real scene and the display adaptation luminance va-
lues. The display adaptation luminance values Lda correspond to the values determi-
ned by the application of a compressive function F (Lw) to the real scene adaptation
luminance values Lwa. The tone-mapping operator is fully defined by specifying the
function F (Lw) and a procedure for calculating Lwa(m,n).
In order to determine the real scene adaptation luminance values, a procedure
similar to the one used in the Reinhard Local operator to find the size of each pixel
neighborhood is adopted. The adaptation luminance corresponds to the average
luminance in a pixel neighborhood with arbitrary size. As stated by the author,
the adaptation luminance should vary smoothly, which means that the size of the
neighborhood to be considered should be the largest size that does not cause abrupt
changes in the average luminance value of the neighborhood. A quantity lc that
measures the changes in the average luminance values, when taking into account
different neighborhood sizes, is defined as:
lcα(m,n) =
|Lblurα (m,n)− Lblur2α (m,n)|
Lblurα (m,n)
, (2.56)
where Lblurα (m,n) and L
blur
2α (m,n) denote filtered versions of the input image, which
are obtained using Gaussian kernels with sizes α and 2α (α is expressed in pixel
units). A tolerance ǫ on the variation of the average luminance is defined. If
lcα(m,n) < ǫ, then α is incremented by one and another pair of Gaussian kernels
with larger sizes α + 1 and 2(α + 1) are used to filter the input image again. The
maximum neighborhood size of each pixel αmax is the last size for which the condi-
tion lcαmax(m,n) is still satisfied (thereby assuring that regions which contain highly
contrasting pixels are not considered in the calculation of the average luminance of
the pixel neighborhood). The process starts with α = 1, and it is repeated until
either the maximum neighborhood size of each pixel has been found or α reaches
the maximum value of 10 pixels, as suggested by the author [29]. The adaptation
luminance value of each pixel Lwa(m,n) corresponds to the average luminance value
computed over the maximum neighborhood size of the given pixel Lblurαmax(m,n).
After calculating the different luminance adaptation values for each pixel in the
image, these values are transformed by the function F (Lw), in order to yield the cor-
responding display adaptation values. Before determining the function F (Lw), the
author defines an auxiliary function C(L), denoted as perceptual capacity function.
For each adaptation luminance La, there exists a JND δL, above which the hu-
man eye perceives two luminance values as different. In the context of visibility,
each JND is equally important, regardless of the adaptation luminance value they
are associated to, because it defines the human eye capacity of distinguishing diffe-
rent luminance levels for the given adaptation luminance. The perceptual capacity
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function C then models this ability of the human eye to discern luminance levels







where ∆L(.) denotes the JND value given by the TVI function for different lu-
minance values l, which are in the [0,L] range. The perceptual capacity within a
luminance range [L1, L2] is given by C(L2) − C(L1). This expression is used for
determining the perceptual capacity over the real scene luminance range, because
there potentially exists a high number of different luminance adaptation values in
an HDR scene. For the displayed scene, since the luminance values are in a low
dynamic range, in order to facilitate the calculation of the perceptual capacity over
the display luminance range, the adaptation luminance can be approximated by a






The author uses a simplified TVI function, approximated as four linear segments
in the log-log space [29]. The real scene perceptual capacity curve C(L) from Equa-
tion (2.57) is then approximated using such TVI function, yielding the following























, if 0.0034 ≤ L < 1
16.5630 + (L−1)
0.4027






The function F (Lw) is achieved by equating the perceptual capacities from both
the real and displayed scenes, considering the luminance ranges from each case and







where Lwmax and Lwmin denote the maximum and minimum luminance of the real
scene, and Ldmin and Ldmax correspond to the minimum and maximum display
luminance values. By setting Ldmin = 0 and replacing the left side of Equation
(2.60) by the expression defined in Equation (2.58), an expression for the function
F (Lw) is achieved:
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(a) ǫ = 0 (b) ǫ = 0.05
(c) ǫ = 0.1 (d) ǫ = 0.5
Figure 2.32: Effects of varying the parameter ǫ of the Ashikhmin tone-mapping ope-
rator in the resulting images. More halos are produced as ǫ increases, because larger
neighborhood sizes are considered for each pixel in the image. Large neighborhoods
most likely include highly contrasting pixels, which incurs in abrupt changes in the
adaptation luminance values throughout the images.




The display adaptation luminance values Lda can be calculated by applying this
function to the estimated real scene adaptation luminance values Lwa. The resulting
display adaptation luminance values are then used in Equation (2.55), in order to
yield the final tone-mapped luminance pixel values. Figure 2.32 shows the effects of
varying the parameter ǫ in the resulting images. Like in the Reinhard Local ope-
rator, this parameter affects the size of the neighborhood to be considered for each
pixel, when calculating the real scene adaptation luminance values Lwa. If larger
neighborhoods are used, then more halos are produced, because the average lumi-
nance value of the neighborhood is most likely calculated considering regions with
highly contrasting pixels. Consequently, the calculated value does not correspond to
the adaptation luminance values from different small regions of the image (in which
the pixel values do not vary greatly), thus leading to haloing artifacts.
Table 2.1 summarizes some characteristics of the tone-mapping operators dis-
cussed in this chapter. Different images resulting from each operator are shown in
Appendix C.
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Operator Global/Local Linear/Non-linear Comments
Ward Con. Pre. Global Linear
Fails to exhibit details in
dark and bright regions
simultaneously.
Ferwerda Global Linear
Applied on the color channels.
Fails to exhibit details in
dark and bright regions
simultaneously.
Logarithm Global Non-Linear Has no parameters to adjust.
Exponential Global Non-Linear Has one parameter to adjust (Lnorm).
Drago Global Non-Linear
Adjusts the base of its
logarithm function
according to pixel value.
Tumblin Global Non-Linear
Assumes that real-world scene
and display brightness
values are equal
to perform tone mapping.
Reinhard Global Global Non-Linear
Applied on the color channels.
Considers chromatic and
light adaptations.
Schlick Global Non-Linear Has few parameters to adjust.
Ward Hist. Adj. Global Non-Linear
Adjusts the image histogram
without exaggerating contrast.
Chiu Local Non-Linear Tends to produce halos.
Rahman Local Non-Linear
Applied on the color channels.
Uses images at different scales
to perform tone mapping.















The tone-mapping operators discussed so far are purely digital. They are imple-
mented on a digital system that is, in general, independent from the capture device.
The digital tone-mapping operators are executed offline, rather than online, since the
operations are performed after the image is acquired and digitized (with more than
8 bits) and not as the image is acquired by the capture device (that is, the operati-
ons are not performed on the analog values registered by the sensors of the capture
device). In this chapter, a non-digital tone-mapping operator is discussed. It is
implemented inside the focal plane of the capture device. Hence, the tone-mapping
operation takes place before analog-to-digital conversion, mapping the HDR image
to the 8-bit range, as soon as it is acquired.
3.1 Internal Circuit
The Focal-Plane Tone-Mapping Operator (FPTMO) discussed in this chapter, ori-
ginally proposed by Fernández-Berni et al. [11], adjusts the value of each pixel in
the sensor array by using two pieces of information: the global luminance of the
scene, given by its average value, and the local luminance, given by the amount of
incident light on the particular pixel. Figure 3.1 shows the schematic diagram of a
pixel in the circuit of the FPTMO from [11].
As can be seen from Figure 3.1, VDD = 3.3 V is the circuit supply voltage and the
pixel itself is composed by two photodiodes. Each photodiode stores the amount of
incident light at the pixel for different purposes. The photocurrent Iphm,n represents
the value stored in the photodiode located at the bottom part of the circuit (which
is similar to a 4-T pixel structure). This photocurrent value is used to actually























Vctrm,n+1 . . .
Vctrm,n
Vcapm,n
Figure 3.1: Schematic diagram of a pixel in the circuit of the FPTMO from [11].
its associated node, the capture node. The capture node voltage value is Vcapm,n and
its associated capacitance is C.
The value stored in the photodiode located at the upper part of the circuit is
required for globally calculating the average luminance of the scene. The voltage
value Vctrm,n of the node to which this photodiode is connected controls the duration
of the photocurrent integration that takes place in the capture node (also called
integration time). Hence, this photodiode and its node are called control photodiode
and control node, respectively.
The capture and control photodiodes may not have the same size and, as a
consequence, the same light intensity may lead to different photocurrent values in
each node. The ratio between the capture node photocurrent and the control node
photocurrent is defined as mph. Likewise, the capacitances associated with the
capture and control nodes may also be different. The ratio between the capture
node capacitance and the control node capacitance is defined as mc.
The voltage value Vmid is a threshold value used in a comparator circuit. Once
the control node voltage Vctrm,n reaches this threshold value, the comparator outputs
a low voltage value (which is interpreted as boolean value false) to one input of
the “AND” logic gate. The output of this logic gate then turns off the capture
node transfer gate transistor M capTG , thereby ceasing the photocurrent integration in
the capture node. This yields the final capture node voltage value Vpxm,n . The
transistors MSF and MRS are the source follower and the row select transistor,








Figure 3.2: Timing diagrams of control signals present in the operator circuit.
The signals TXS, GL EN and RST define how the circuit operates. The control
signal RST is the reset signal (associated with the reset transistor MRST ), which
removes remaining charges from previous light measurements in the capture and
control photodiodes, before a new measurement occurs. The control signal GL EN
interconnects the control nodes from every pixel in the sensor array and, hence,
makes the voltage value of every control node evolve equally. The control signal
TXS defines the maximum duration for the photocurrent integration in the capture
and control nodes, by controlling how long the respective transfer gate transistors
M capTG and M
ctr
TG remain turned on. Figure 3.2 shows the timing diagrams of these
signals. The analysis of the circuit operation can then be divided in three time
periods: t ≤ Trst, Trst < t ≤ Ts and Ts < t ≤ Tmax. Each of these time periods is
next discussed in more detail (other circuit parameters, such as mph, mc and C are
discussed in Section 3.2).
1) t ≤ Trst
In the first stage of operation, only the control signal RST is enabled. During
the period while the control signal RST is active, the voltage values at the
capture and control nodes are the same and fixed at Vrst = VDD − Vth, where
Vth is the threshold voltage associated with the MOSFET transistor.
Vctrm,n = Vcapm,n = Vrst. (3.1)
2) Trst < t ≤ Ts
In the second stage of operation, the control signal RST is disabled and the
control signals GL EN and TXS are enabled. While the control signal GL EN
is active, the control nodes of every pixel in the sensor array are connected to-
gether. The overall photocurrent and overall capacitance associated with the
(common) control node are given, respectively, by the sum of every photocur-
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rent and capacitance present in every control node of the sensor array, since
such components are all connected together in parallel. Therefore, assuming
the sensor array is composed by M rows and N columns, and m and n denote
the pixel located at the m-th row and n-th column of the sensor array, the
resulting voltage value of the control node can be calculated according to the
























Solving Equation (3.3) for Vctrm,n(t) yields the following expression:






M ·N · C · t. (3.4)
The final expression for the control node voltage Vctrm,n is then obtained by









· t, Trst < t ≤ Ts. (3.5)
In Equation (3.5), Iph represents the average photocurrent of the sensor array
which, in turn, is a representation of the average luminance of the scene.
Assuming that the control node voltage Vctrm,n does not reach the threshold
voltage Vmid and because the control signal TXS is also active, the capture
node voltage value Vcapm,n is determined by a capacitor discharge equation:
Vcapm,n(t) = Vrst −
Iphm,n
C
· t, Trst < t ≤ Ts. (3.6)
• Ts < t < Tmax
In the third and last stage of operation, the control signal GL EN is disabled
and only the control signal TXS is left enabled. Because the control signal GL -
EN is disabled, the control nodes of every pixel in the sensor array no longer
remain connected. Thus, the control node voltage of each pixel is determined
by its corresponding local photocurrent and local capacitance, according to










Isolating dVctrm,n in Equation (3.7) and integrating both sides leads to:


















corresponds to the capture node voltage value at the instant when the control
signal GL EN is deactivated. Solving for Vctrm,n yields the final expression for
the control node voltage:









+ Iphm,n · t
]
, t > Ts. (3.9)
The voltage value at the capture node Vpi,j continues to be determined by
Equation (3.6), until either the control node voltage Vai,j , given by Equation
(3.9), reaches the threshold voltage value Vmid or t = Tmax, whichever occurs
first. In either case, the transfer gate transistor M capTG is turned off (either
because the output of the comparator located at the control node switches
to low or because the control signal TXS is disabled). Consequently, the
photocurrent integration at the capture node is ceased, making its voltage
ready for readout. The two conditions yield different expressions for the final
capture node voltage and are considered next.
i) Vctrm,n = Vmid (t < Tmax)
By denoting Tmidm,n as the time instant at which the control node voltage
Vctrm,n reaches Vmid, the expression for the voltage value at the capture
node is given by:
Vpxm,n = Vcapm,n(Tmidm,n) = Vrst −
Iphm,n
C
· Tmidm,n . (3.10)
An expression for Tmidm,n can be determined by making Vctrm,n = Vmid
and t = Tmidm,n in Equation (3.9), and then solving for Tmidm,n . This













By substituting Equation (3.11) in (3.10), the capture node voltage is
then obtained:
Vpxm,n = Vcapm,n(Tmidm,n) = Vrst−
mph
mc








ii) t ≥ Tmax
If t ≥ Tmax, then the control node voltage has not yet reached the voltage
threshold Vmid, but since the control signal TXS is disabled, the photocur-
rent integration at the capture node is ceased and its voltage does not vary
anymore. Because the instant Tmidm,n , at which the control node voltage
reaches Vmid, occurs after the instant Tmax, at which the control signal
TXS is disabled, this condition can also be stated as Tmidm,n > Tmax.
In this case, capture node voltage is determined by making t = Tmax in
Equation (3.6):
















, t = Tmidm,n
Vrst −
Iphm,n
C · Tmax, t = Tmax.
(3.14)
These voltage values still need to be converted to tone-mapped pixel values. High
light intensities generate higher photocurrent values in the photodiodes and, since
the photocurrent is higher, the capture node discharges faster, yielding lower voltage
values. Bright pixels are then associated with lower voltage values, while dark pixels
are associated with higher voltage values. Since the highest possible voltage value
for the capture (and control) node is Vrst and assuming the pixel values are given in







where Tintm,n is the integration time of the pixel. Since Tintm,n = min(Tmidm,n , Tmax),
the resulting tone-mapped pixel is expressed as follows:
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Figure 3.3: Voltage waveforms of the control and capture nodes of an arbitrary pixel

















, Tintm,n = Tmidm,n
Iphm,n
C·Vrst · Tmax, Tintm,n = Tmax.
(3.16)
Figure 3.3 illustrates the evolution of the control node voltage and the capture
node voltage at an arbitrary pixel of the array, based on the expressions determined
in this section. The relevant voltage values and time instants are also shown.
The expressions derived so far describe the circuit operation in the actual fo-
cal plane. Since in this work digital simulations of the FPTMO are considered
(whose inputs are digital raw images), it is more convenient to express the resulting
equations in terms of the raw pixel value p of the digital input image, rather than
photocurrents Iph generated in the real circuit. A relation that estimates the photo-
currents from the raw pixel values is derived as follows. The capture node voltage
value Vpxm,n is associated with the (digital) raw pixel value p through the expression:
Vpxm,n = Vrst · (1− p) + Vmin · p. (3.17)
where Vmin is the lowest possible voltage for the capture (and control) node. This
relation agrees with the circuit operation, since the white pixel yields the lowest
possible voltage at the capture node. The relation between the photocurrent and
the voltage is the same as in a capacitor discharge relation:










where Tintm,n is the integration time of the pixel, that also corresponds to the pixel
exposure time. Substituting Equation (3.17) in (3.18) and establishing Vmin = 0 V,




· p = k · p. (3.19)
The constant k is the maximum photocurrent that can be generated in the sensor
array (and is, therefore, associated with the white pixel). Using the estimated values
of C = 20 fF (arbitrarily chosen to assure that the estimated photocurrent values are
in a reasonable range of tens or hundreds of picoamperes), Vrst = 2.7 V (assuming
VDD = 3.3 V and Vth = 0.6 V) and Tintm,n = 1 ms, the value of this constant is
determined as k = 54 pA. The Tmidm,n and pTM variables are then expressed as
functions of the raw pixel value p by substituting Equation (3.19) in (3.16) and




k · p ·
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mc


















C·Vrst · k · (p− p) , Tintm,n = Tmidm,n
k·p
C·Vrst · Tmax, Tintm,n = Tmax.
(3.21)
If the expressions in Equation (3.21) result in a tone-mapped pixel value pTM
outside the [0,1] range, such value is clamped to 0, if pTM < 0, or 1, if pTM > 1.
3.2 Operator Parameters
From Equation 3.21, the tone-mapped pixel value depends on component values
and time-domain waveforms. Consequently, perceptual attributes of the resulting
images, such as brightness and contrast, are directly affected by them. Since the
digital tone-mapping operators are usually defined by parameters that influence
some perceptual attributes of the images, six parameters are set for the FPTMO
digital version: Vmid, Tmax, Ts, C, mph and mc.
The user has access to three of these parameters: Tmax and Ts (through the
control signals TXS and GL EN), and Vmid (through an external control). With
these parameters, the user is able to control the overall brightness and contrast of
the scene. Since users do not have an access to the circuit internal devices, they
cannot adjust the remaining three parameters, namely mph, mc and C. Once the
circuit is manufactured, the parameters mph, mc and C have their values fixed by
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(a) Vmid = 0.85 V. (b) Vmid = 1.35 V. (c) Vmid = 1.85 V.
Figure 3.4: Differences on the perceived brightness of the images caused by different
values of the Vmid parameter.
the circuit designer. The designer must define the relative sizes of the capture and
control photodiodes. The designer may add extra capacitance to the control node
or to the capture node (or to both), if particular capacitance values are required at
those nodes. These decisions set the values of mph, mc and C. Each parameter (and
its influence on perceptual attributes of the images) is discussed in more detail next.
• Parameters defined by the user:
i) Voltage Vmid
The parameter Vmid is a voltage value that, once reached by the control
node voltage of the pixel Vctrm,n , stops the photocurrent integration at
the corresponding capture node, thereby making its voltage ready for re-
adout. In order to achieve a reasonable dynamic range usage, this voltage
threshold is typically mapped into the pixel value which corresponds to
the middle of the dynamic range. By doing so, pixel values above or
below the voltage threshold are represented equally. In this case, the





As the voltage threshold Vmid is set closer to Vrst, the resulting images
get darker, because the control node voltage reaches the voltage threshold
faster, which then decreases the duration of the photocurrent integration
at the corresponding capture node (see Figure 3.3). On the contrary, if
the voltage threshold Vmid is set closer to Vmin, then brighter images are
produced. Figure 3.4 shows the effects on the perceived brightness of the
image for different values of the parameter Vmid, and Figure 3.5 shows
the operator tone-mapping curves for different values of the parameter
Vmid.
ii) Time interval Tmax
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Figure 3.5: Operator tone-mapping curves for different values of the parameter Vmid.
The parameter Tmax is the maximum integration time. Pixels whose
control nodes voltages do not reach the voltage threshold Vmid have the
photocurrent integration at the corresponding capture nodes interrupted
at t = Tmax. As Tmax decreases, fewer pixels have their control node
voltages reach Vmid, as less time is given for the control node to dis-
charge. Consequently, for such pixels, the photocurrent integration at
the respective capture nodes is stopped earlier, which then yields darker
pixels.
Once the control node voltage of a pixel reaches Vmid, the pixel value
remains unaffected by increasing values of Tmax. Hence, an increase in
Tmax only affects the darker pixels of the image. Figure 3.6 illustrates
this effect on the operator tone-mapping curves. Only the slope of the
first part of the curve, that corresponds to pixels whose Tmid > Tmax, is
affected by the different values of Tmax. The slope of the second part of
the curve remains the same.
Because more time is given for the photocurrent integration in dark pixels
as Tmax increases, the resulting capture node voltages are closer to Vmid.
Since Vmid is usually set to the middle of the dynamic range (which maps
to pixel values that correspond to gray), dark regions of the image tend
to become gray for high values of Tmax, while other regions remain unaf-
fected. The net effect corresponds to a decrease in the overall contrast of
the scene, as shown in Figure 3.7.
iii) Time interval Ts
The parameter Ts determines how long the control signal GL EN remains
active or, alternatively, how long the control nodes of all pixels remain
connected. During the Ts time interval, the voltages of all control nodes
evolve in the same manner, according to the average photocurrent of the
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Figure 3.6: Operator tone-mapping curves for different values of the parameter Tmax.
(a) Tmax = 3 ms. (b) Tmax = 30 ms. (c) Tmax = 300 ms.
Figure 3.7: Resulting images generated by different values of the parameter Tmax.
scene. After this time, the voltage of each control node changes according
to the local photocurrent. This parameter defines the relative importance
of the global information (represented by the average photocurrent) and
the local information on the control node discharge of every pixel. Be-
cause the control node discharge is influenced by Ts, the parameter also
affects the integration time of the pixels.
Low values of Ts make the control nodes connected for a short period
of time and, thus, the global information has less influence on the dis-
charge of the control nodes. In such cases, the voltage curves of both
the capture and control nodes are more similar. When the control node
voltage reaches Vmid, the capture node voltage is also close to Vmid. As
a consequence, the resulting image tends to look dark and gray and to
have low contrast.
High values of Ts cause all pixel control node voltages to evolve identically
for a longer period of time, according to the average photocurrent of the
sensor array. This affects the integration time of the pixels differently:
the integration time is increased for pixels whose local photocurrent va-
lue is greater than the average photocurrent value, and it is decreased for
pixels whose local photocurrent value is less than the average photocur-
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Figure 3.8: Operator tone-mapping curves for different values of the parameter Ts.
The crossing point of the three curves, mapped to 0.5, corresponds to the input
image average pixel value (which is 0.0854).
(a) Ts = 0.6 ms. (b) Ts = 1.1 ms. (c) Ts = 1.6 ms.
Figure 3.9: Resulting images generated by different values of the parameter Ts.
rent value. In this case, bright regions become brighter and dark regions
become darker, thus enhancing the contrast of the resulting images. This
effect is illustrated in Figure 3.8, which shows the corresponding operator
tone-mapping curves. Raw pixel values above the crossing point are map-
ped to higher values, while raw pixel values below the crossing point are
mapped to lower values as Ts increases. Figure 3.9 shows the resulting
images for different values of Ts.
The value of the parameter Ts cannot be indefinitely high. An initial
upper bound for this parameter is the parameter Tmax, since it is the
maximum integration time. If Ts is high enough, then all control node
voltages reach the voltage threshold Vmid at the same time Tmid. The
discharge of the control nodes is thus entirely controlled by the sensor
array average photocurrent, with Tmid < Tmax. The Ts value for this case
can be found from Equation (3.5), by making Vctrm,n = Vmid and solving






· (Vrst − Vmid) . (3.23)
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The upper bound for the value of the parameter is then Ts,max =
min(Ts,th, Tmax). In the limit case Ts = Ts,max, the operator becomes
fully linear and, consequently, details in dark and/or bright areas are
lost.
• Parameters defined by the circuit designer:
i) Capacitance C
The parameter C is the capture node overall capacitance. The overall
capacitance accounts for the photodiode model capacitance and the pa-
rasitic capacitances of the node. Figure 3.10 shows the resulting images
for different values of C. Higher C values make node discharge (either
capture or control) slower at every pixel. Because the control node dis-
charge is slower, the integration time is increased for all pixels (which
agrees with Equation (3.20)).
For pixels whose integration time Tmidm,n is fixed at Tmax (because
Tmidm,n ≥ Tmax), an increase in the value of C makes such pixels darker,
because of the slower discharge of the control node. Hence, increasing
values of C tends to decrease the overall brightness of the image, since
more pixels have their integration times fixed at Tmax. This tendency is
noticed at the bottom part of the resulting images shown in Figure 3.10.
Figure 3.11 shows a map of the integration times of every pixel in each
corresponding image from Figure 3.10. The integration time of the pixels
located at the bottom part is already fixed at Tmax and, consequently,
higher values of C make that region darker. Details present in this re-
gion, like the village buildings at the image bottom, are eventually no
longer visible.
For pixels whose integration time is not fixed at Tmax (that is, Tmidm,n <
Tmax), the increase in C only leads to darker pixels if the raw pixel value
is above the average raw pixel value of the image (or, equivalently, if the
generated photocurrent of the pixel is greater than the average photocur-
rent of the circuit). This is observed in the region which is delimited by
the upper and bottom clouds in the sky, located at the central part of the
images shown in Figure 3.10. Pixels in this region become darker as C
increases. If the raw pixel value is below the average raw pixel value, than
higher values of C yield brighter pixels. This is the case, for example,
for parts of the clouds that are dark in Figure 3.10a and become brighter
when C increases in Figure 3.10b. Figure 3.12 illustrates the effect of
increasing values of the capacitance C in the tone-mapping curves.
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(a) C = 10 fF. (b) C = 20 fF. (c) C = 40 fF.
Figure 3.10: Resulting images generated by different capacitance C.
(a) C = 10 fF. (b) C = 20 fF. (c) C = 40 fF.
Figure 3.11: Integration times of the pixels from each image shown in Figure 3.10.
The darkest blue color corresponds to the lowest integration time, while the yellow
color corresponds to the maximum integration time (that is, Tmidm,n = Tmax).
Figure 3.12: Operator tone-mapping curves for different values of the parameter C.
The crossing point of the three curves, mapped to 0.5, corresponds to the average
pixel value of the input image (which is 0.0854).
ii) Ratios mph and mc
The capture and control photodiodes may have different sizes, which
lead to possibly different sensitivities: the same light intensity generates
different photocurrents in the capture and control nodes. The overall
capacitances in both nodes may also be different, since each node has its
own photodiode model capacitance and parasitic capacitances associated
with it. These differences are represented by parameters mph and mc.
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(a) r = 2. (b) r = 1. (c) r = 0.5.
Figure 3.13: Resulting images generated by different values of the ratio r = mph/mc.
The parameter mph, defined as the ratio between the generated photo-
current values at the capture and the control node, takes into account
the effects caused by any differences between the sensitivity of the photo-
diodes from each node. The parameter mc, defined as the ratio between
the overall capacitances at the capture and the control node, models the
effects caused by the different capacitances present in each node.
The node (either capture or control) discharge rate depends on the node
photocurrent and capacitance values. The parameters mph and mc have
complementary effects on the node discharge rate: if the control node
generates half the photocurrent of the capture node (mph = 2), but also
has half the capacitance value of the capture node (mc = 2), then the
discharge rate is the same as if both nodes have equal photocurrents
and capacitances (mph = mc = 1). Since one parameter compensates
the other, instead of analyzing their effects separately, defining a ratio
between them is more convenient. The ratio r = mph/mc is the discharge
ratio between the capture and the control node. It is also present in
Equation (3.21). If r > 1, then the capture node discharge is faster than
the control node discharge, thus yielding brighter pixels. On the contrary,
darker pixels are produced if r < 1, since the capture node discharge is
slower than the control node discharge. Figure 3.13 shows the resulting
images and Figure 3.14 shows the tone-mapping curves for different values
of the ratio r.
Besides the parameters discussed, there is one more variable that affects the
circuit operation. As previously mentioned, the operator adjusts the pixel value
based on global and local information. This means that the operator adapts itself
according to global information such as the average luminance value. Thus, for a set
of fixed parameter values, the operator yields different pixel values depending on the
average luminance (represented by the average photocurrent Iph in Equation (3.16)
or, equivalently, by the average raw pixel value p in Equation (3.21)). The average
luminance is not regarded as an FPTMO parameter, because it is not an FPTMO
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Figure 3.14: Operator tone-mapping curves for different values of the ratio r =
mph/mc.
Figure 3.15: Resulting operator tone-mapping curves for scenes with different
average luminance value. Iavg represents the average raw pixel value of the input
image.
circuit feature, but rather an intrinsic attribute of the scene. Figure 3.15 shows the
operator tone-mapping curves for different average raw pixel values. For dark scenes
(with low average value), the operator has a tendency to increase the pixel values,
which brightens dark regions of the image and makes details more visible. For bright
scenes (with high average value), the operator does the opposite: it decreases the
pixel values, in order to not saturate large regions of the image and lose details.
3.3 Color Treatment
Up to this point, the tone-mapped images resulting from the FPTMO were achro-
matic (i.e. grayscale), since each photodiode registers a single value that represents
locally incident light intensity. Color reconstruction of the captured scene is not
possible, because the sensors must record at least three values, representing average
intensities within different wavelength intervals of incident light spectral distribu-
67
tion. As previously mentioned, the human visual system has three cone types, each
with a different spectral sensitivity. Color perception is based on a vector of three
values. Each component corresponds to the intensity of the incident light filtered
by one of the cones.
In order to include color information in the captured images, different solutions
have been proposed. Foveon Inc., a company that manufactures and distributes ima-
ging sensor technology, has developed one possible solution. This company designed
an image sensor called Foveon X3 that uses three vertically stacked photodiodes per
pixel [30]. Each photodiode responds to different light wavelength ranges, by taking
advantage of the fact that each wavelength penetrates differently in the silicon (as
explained in Chapter 2). For imaging sensors that use this technology, the out-
put images are already colored (represented in the RGB-space), without requiring
any further processing. To generate color images, most digital cameras use another
solution, that has been proposed before Foveon X3, and is discussed next.
3.3.1 Bayer Filter Mosaic
The most widely adopted solution for color reconstruction in imaging sensors is
known as Bayer filter mosaic (or Bayer pattern array), proposed by the american
scientist Bryce Bayer in 1976 [31]. The Bayer filter array consists in a layer of three
different color filters, each one with a particular spectral sensitivity (corresponding
to the red, green or blue range of the visible light spectrum), placed atop the sensor
array. The color filters are arranged in a repeated interleaved pattern along the
rows and columns of the sensor array and there are as many green filters as red
and blue filters together. This arrangement is also based on another aspect of the
human visual system. The human eye is more sensitive to luminance distortions
than to chrominance distortions. This fact is illustrated in Figure 3.16, which shows
images generated after applying a Gaussian filter only on the luminance and only
on the chrominances. The luminous efficiency curve, which defines how the human
eye perceives luminance, changes depending on the overall illumination conditions.
Under photopic conditions (i.e. highly illuminated scenes), which is when the
cones are more sensitive to light variations than the rods, the green cone spectral
sensitivity curve is more similar to the luminous efficiency curve than the red and
blue cone curves are [16], indicating that the human eye has a greater sensitivity
to green color variations than red and blue color variations. This also relates to
the larger weight that is given to the green color channel in the calculation of the
luminance in Equation (2.5) when compared to the red and blue channels. Because
of this, in the Bayer mosaic array, more pixels represent the green color channel
than the red or blue channels. The sensors associated with the green color channel
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(a) Original image. (b) Only luminance filtered. (c) Only chrominances filte-
red.
Figure 3.16: Resulting mandrill images after applying a Gaussian filter on the lumi-
nance, while preserving the chrominances, and on the chrominances, while preserving





Figure 3.17: A typical Bayer pattern sensor arrangement (RGGB) for a 2× 2 block.
This pattern is repeated along the entire sensor array.
are also referred to as luminance-sensing elements, while sensors associated with the
red and blue channels are referred to as chrominance-sensing elements. Figure 3.17
shows a 2× 2 sensor block arranged in a typical Bayer pattern.
3.3.2 Demosaicing
With the addition of the Bayer pattern Color Filter Array (CFA), each pixel records
one value that represents the intensity of one color channel at a certain position in the
sensor array. Some further processing must still be done in the Bayer pattern image,
in order to generate a color image in the RGB space, since each pixel is missing the
information from two color channels. The operation that reconstructs the missing
color channel values at each pixel of the sensor array is called demosaicing 1 (or
demosaicking). In order to keep the size and complexity of the focal-plane circuit
low, the demosaicing operation is carried out off the focal plane.
1The pixel values of the color image obtained after the demosaicing operation correspond to
coordinates in a color space that is different from conventional display device color space. To make
sure that a given color in the image obtained after demosaicing is represented as the same color in
a display device, the pixel values must be converted to appropriated coordinates in the color space
of the display device. This conversion is covered in Appendix A.
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Many demosaicing methods exist in the literature [32]. One approach is to apply
a bilinear filter to the Bayer pattern image, but this also introduces color artifacts
in the resulting images. More complex solutions have been proposed to overcome
this limitation and generate better quality color images. The reader is referred to
[32] and [33] for some different developed solutions for the demosaicing problem and
their particularities. Besides the demosaicing, another color processing operation
required is the white-balance operation, which is discussed in more detail later, in
Section 3.3.4.
3.3.3 FPTMO Color Processing
The introduction of the Bayer pattern CFA also allows for new circuit configurations
to be explored, each one with a different operating principle that takes into account
the new color information in the sensor array, in order to perform the tone mapping.
In this section, three FPTMO digital implementations, simulating different opera-
ting principles, that yield color images are considered and explained. In this section,
the white-balance operation is assumed to be performed before the tone-mapping.
In a real focal-plane implementation, white balance is performed after tone mapping.
The problems associated with this change in the processing order are addressed in
Section 3.3.4.
The first digital implementation is a straightforward extension of the original
signal-processing chain, which basically consists in two stages: the HDR image cap-
ture and the tone mapping. In this version, additional processing stages, consisting
of the white-balance and demosaicing operations, take place after tone mapping.
The circuit operating principle is not modified, that is, the tone-mapping opera-
tion does not make any special use of the color information. The average raw pixel
value of the input image (which is later used to determine each pixel integration
time and the corresponding tone-mapped value, as in Equations (3.20) and (3.21),
respectively) is calculated considering all pixels of the image. In the circuit, this is
equivalent to using the average photocurrent value, computed over the entire sensor
array during t < Ts, to determine the discharge of every control node. Figure 3.18
shows the color images resulting from this version of the operator.
The second digital implementation is based on the idea of performing the tone-
mapping operation on the luminance values and then scaling the original color chan-
nels by the ratio between the tone-mapped and original luminance values. This
version operation principle is defined as follows: first, before tone mapping, a copy
of the input raw image, which is in a particular Bayer pattern, is stored in a buffer.
This copy is later used to determine the original (raw) color channel values at each
pixel. Then, the tone-mapping operation is performed only on the input raw pixels
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(a) Parasol. (b) Sunset. (c) Color Checker.
Figure 3.18: Results from the FPTMO first digital version, which uses the average
raw pixel value of the input image to perform the tone mapping on all pixels, re-
gardless of the color channel that each pixel represents.
(a) Parasol. (b) Sunset. (c) Color Checker.
Figure 3.19: Results from the FPTMO second digital version, which performs tone
mapping only on sensor array green pixels (using their average photogenerated cur-
rent). This operator then scales the original red and blue channels by the ratio
between pixels in the (full) tone-mapped and original green color channels.
that correspond to the green channel. The green channel provides a better approxi-
mation to the luminance channel than the red and blue channels individually (i.e. in
the luminance formula defined in Equation (2.5), the green channel weight is higher
than the red and blue channel weights individually).
After the tone-mapping operation, tone-mapped green channel values are still
missing at positions that correspond to red and blue pixels and therefore must be
determined. These values are calculated through an interpolation of the computed
tone-mapped green pixel values that are closest to each red and blue pixel. This
interpolation yields the full tone-mapped green channel. The full tone-mapped red
and blue channels are scaled versions of the corresponding original color channels,
in which the scale factor is given by the ratio between the tone-mapped and original
green channels. In order to obtain the original red, green and blue color channel
values, a demosaicing operation is applied to the stored copy of the input raw image.
The result is a raw RGB image, in which the each color channel value is defined
at each pixel. Once the original color channel values are determined, the full tone-
mapped red and blue channels are then obtained by multiplying the original red and
blue channels by the corresponding scale factors at each pixel. The images resulting
from this implementation are shown in Figure 3.19.
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In a real focal-plane implementation, this version requires less interconnections
between the pixels of the sensor array during t < Ts, since only green pixels must
remain connected. This version does not require a control photodiode for red and
blue pixels, because only green pixels are tone-mapped in the focal plane. This
leads to imaging sensor area reduction. On the other hand, this version requires two
scene captures: one for the storage of the raw values, and another for the actual
tone mapping of the green pixels. The analog-to-digital conversion performed after
each capture is also different: for the tone-mapped green pixels, conversion uses
eight bits, while for the entire raw scene, it uses a higher number of bits (typically
twelve or fourteen bits). This leads to processing time increase, which makes this
implementation in hardware less appealing, despite the overall quality of the ge-
nerated images (the colors of the images resulting from different FPTMO versions
and other digital tone-mapping operators are discussed in more detail in Chapter
4). A different version of the operator, which incorporates some ideas from this
implementation and generates similar results is discussed later in this chapter.
The third digital implementation consists of performing the tone-mapping ope-
ration independently on each color channel. In this case, the tone mapping occurs
three times. At each time, only pixels of a particular color channel are considered,
in order to determine the tone-mapping curve. As an example, consider the red
color channel. The integration time and tone-mapped value of the pixels repre-
senting this color channel in the Bayer pattern image are determined by using the
average value of pixels representing the red color channel in the raw image. The
operating principle for the green and blue channels is similar. After tone mapping,
the demosaicing operation is carried out, yielding the color image. In the circuit,
the interconnections between pixels during t < Ts are different, since only pixels
representing the same color channel must be connected to each other. Two extra
nodes are needed for reading the average photocurrent of the other color channels.
These requirements lead to an increase in circuit complexity. The resulting images
have a minor blue color cast (i.e. a blue tint), as shown in Figure 3.20. Because this
implementation increases the circuit complexity and image quality is similar to that
of the images obtained by the first implementation, which was discussed earlier in
this section (and which requires a simpler circuit), the chip using this implementa-
tion is also not considered for fabrication. As such, problems associated with this
implementation, like the blue color cast in the resulting images, were not further
studied.
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(a) Parasol. (b) Sunset. (c) Color Checker.
Figure 3.20: Results from the FPTMO third digital version, which performs the
tone mapping on each channel individually, using their corresponding average pixel
value.
(a) With white balance. (b) Without white balance.
Figure 3.21: FPTMO first version results obtained with and without white balance.
The same set of parameters is used for both images.
3.3.4 White Balance
Unlike the human visual system, the sensors of a camera do not possess the capability
of automatically adapting themselves to the color of the light source illuminating
a scene. They simply record the incident light intensity, without correcting their
values to take into account any possible color deviations in the scene caused by the
illuminant color. Moreover, the sensors also have different sensitivities to different
light wavelengths, which are determined by the quantum efficiency curves of the
sensor (as explained in Chapter 2) and by the color filter array sensitivities. Since
the recorded sensor value is influenced by these effects (namely, the light source color
and the different wavelength sensitivities), additional signal processing is required
to correct these values and avoid color distortion in the output images. The color
processing task that handles this problem is known as white balance. To illustrate
the importance of such operation, Figure 3.21 shows a comparison between two
images obtained from the FPTMO first version. In Figure 3.21b, no white balance
is performed, which leads to a severe color distortion in the whole image. When
the white balance is applied, such as in Figure 3.21a, this color distortion is not
observed.
The white-balance operation consists of multiplying each color channel by a dif-
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ferent constant gain. Because image colors are defined according to the proportions
between the color channels, rather than their absolute values, a channel is chosen as
the reference. The gains of the remaining color channels are then given relative to
the reference channel. In this work, the green channel is the reference and, conse-
quently, only the red and blue channels are affected by the white-balance operation.
The choice for the green channel as the reference has two explanations. First, the
green channel typically contains most of the information about the scene. Second,
the green channel provides a better approximation to the luminance values than
the red and blue channels separately. Since the tone-mapping operation affects the
luminance values, it is desired that the effects of the white-balance operation in the
luminance values of the tone-mapped scene be minimal. In that way, modifications
in the luminance (and also in the overall quality) of the image are mainly caused by
the tone-mapping operation.
Different algorithms for white-balance gain computation are available. Digital
cameras typically have predefined white-balance profiles, in which the gains of each
channel are already determined for different illuminants, such as candlelight, fluo-
rescent lamps or daylight. Besides the predefined profiles, a “manual white balance”
option is available, in which the user takes the picture of a white reference and indi-
cates to the camera that such reference should be used to determine the gains, rather
than using one of the predefined profiles. Some cameras also include an “auto white
balance” option. In this option, for each image, an algorithm determines the gains
after automatically finding white points in the image. The white-balance gains used
in each image shown in this work were obtained through the DCRaw software [34].
The software calculates the gains based on the camera model and the corresponding
white-balance option used.
The white-balance operation typically occurs right before or after the demosai-
cing operation. Figure 3.22 shows the usual cascade of image processing stages that
apply when the tone mapping is performed by digital operators. The input of the
digital operators are color raw images (RGB), rather than raw images in the Bayer
pattern. As such, white balance and demosaicing are performed before tone map-
ping. For an FPTMO simulation, the order of operations is different. Besides tone
mapping, no additional operations are carried out in the focal plane, in order to
keep minimal circuit size and complexity, as stated in Section 3.3.2. In this case,
the white-balance and demosaicing operations occur after the tone mapping. Fi-
gure 3.23 shows a sequence of image processing stages that are used in a digital
simulation of the FPTMO. Some white-balance algorithms, considering such chain
























Figure 3.23: Image processing stages in a digital simulation of the FPTMO.
(a) Before demosaicing (b) After demosaicing
Figure 3.24: Images resulting from the multiplication of the red and blue tone-
mapped pixels by the white-balance gains obtained from the DCRaw software. In
(a) and (b), the white-balance gains are applied before and after the demosaicing,
respectively.
White-Balance Algorithms
The white-balance gains obtained from DCRaw software are calculated according
to the raw image pixel values. These gains should be applied to the sensor values
before any (non-linear) processing is performed on them. In the FPTMO approach,
white balance is carried out after tone mapping (which is a non-linear function). The
DCRaw white-balance gains might then not be suitable for correcting the colors of
the tone-mapped image. This is confirmed in Figure 3.24, which shows the images
obtained after multiplying the color channels of the tone-mapped image by such
gains. Applying the gains before or after the demosaicing does not produce any
difference on the resulting images color.
After verifying that the color distortion problem cannot be solved by multiplying
the FPTMO output color channels by the DCRaw gains, other white-balance algo-
rithms were tested. The first white-balance algorithm tested is called Gray World.
This algorithm is based on the assumption that, on average, the reflectance of the
scene is achromatic [35], which means that the three color channels have the same
average value. To make the average pixel values equal for all three color channels,
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the average pixel value of each channel is calculated and one channel is chosen as
reference. In this work, the reference channel is the green channel. Then, to achieve
the same average pixel value as the green color channel, the red and blue color chan-
nels are multiplied by gains that are equal to the ratio between the average green
and red pixel values and between the average blue and green pixel values, respecti-
vely. This transformation is summarized in Equations (3.24) and (3.25) (assuming




















































Figure 3.25 shows the resulting image after the application of the Gray World
algorithm. This algorithm is executed after the demosaicing operation, because it
assumes that the input image is RGB, in which each pixel has defined values for the
three color channels. For input images in the Bayer pattern (i.e. before demosai-
cing), a slightly modified version of the algorithm is required, in which each color
channel average pixel value is calculated considering only the pixels representing
the same color channel in the Bayer pattern array. In this modified version, the
average pixel value of each color channel can be computed in Equation (3.24) by
using either the raw pixel values or the tone-mapped pixel values. Two additional
implementations of the Gray World algorithm are considered. The images resulting
from each implementation are shown in Figure 3.26. None of the implementations of
this algorithm yield appropriate white-balance gains that correct the color distortion
present in the tone-mapped image.
The second white-balance algorithm tested is called White Patch. It is based on
the assumption that the perception of white by the human visual system is associated
with the maximum cone signals [35]. This algorithm is similar to the Gray World
algorithm, in that it equalizes the maximum pixel value of each channel, rather
than their average pixel values. The maximum pixel value of each color channel is
calculated and the green channel is chosen as reference. Then, the white-balance
gains for the red and blue color channels are given by the ratio between the maximum
green and red pixel values and between the maximum green and blue pixel values,
respectively. These steps are summarized in Equations (3.26) and (3.27).
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(a) Input image. (b) Resulting image.
Figure 3.25: Application of the Gray World white-balance algorithm to the tone-
mapped input image, after the demosaicing.
(a) Using raw values. (b) Using tone-mapped values.
Figure 3.26: Images obtained after applying the GrayWorld white-balance algorithm
to the tone-mapped image before the demosaicing. In (a) and (b), the average values












































Figures 3.27 and 3.28 shows images that result from the White Patch white-
balance algorithm. Like the Gray World algorithm, the White Patch algorithm is
executed after the demosaicing (that is, on an RGB image), but can also be modified,
in order to be executed before the demosaicing, on an image in the Bayer pattern. In
this case, each color channel maximum value is taken considering only pixels in the
Bayer pattern image that represent the same color channel. The maximum value of
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(a) Input image. (b) Resulting image.
Figure 3.27: (a) Digital FPTMO output image, after demosaicing, which is an input
for the White Patch white-balance algorithm; (b) White Patch algorithm result.
(a) Using raw values. (b) Using tone-mapped values.
Figure 3.28: Application of the White Patch algorithm to the digital FPTMO output
image, before demosaicing: (a) white-balance gain computation based on maximum
raw pixel values at each color channel; (b) white-balance gain computation based
on maximum tone-mapped pixel values at each color channel.
each color channel can refer either to the maximum raw pixel value (i.e. before tone
mapping) or to the maximum tone-mapped pixel value of the corresponding color
channel. Both versions are considered and implemented. The white-balance gains
obtained from different versions of this algorithm do not correct color distortions
either.
The third white-balance algorithm tested is the one proposed by Huo et al. [36],
which is denoted in this work as Robust Auto White Balance (RAWB) algorithm.
In this algorithm, the white-balance gains of the red and blue channels are automa-
tically adjusted through an iterative process. The algorithm consists of two stages:
the illuminant color estimation and the white-balance gain adjustment. In the first
stage, the algorithm searches for possible achromatic pixels of the image. The input
image is initially converted from RGB to YUV color space. In the YUV color space,
Y represents the luminance component, while U = B−Y and V = R−Y represent
the chrominance components of the image. Under a neutral (i.e. white) illuminant,
achromatic pixels have equal values for the red, green and blue color channels (R = B
= G = Y), or equivalently, have the corresponding chrominance components U and
78
V equal to zero. Under a illuminant of different color, the chrominance components
U and V of such pixels deviate from zero. In this case, in order to be considered
an achromatic pixel, the values of the chrominance components must be within a
given tolerance. By defining the function F (Y, U, V ) as the ratio between the sum
of the absolute values of the chrominances and the luminance value of the pixel, an
achromatic pixel then satisfies the following condition:
F (Y, U, V ) =
|U |+ |V |
Y
< T, (3.28)
where T is a threshold value (below 1) that depends on the illuminant color [36].
Once the set of achromatic pixels is determined, the algorithm second stage takes
place. In this stage, the white-balance gains of the red and blue color channels are
initialized to unity and are then adjusted iteratively. At each iteration, only one
white-balance gain (associated with either red or blue color channel) is modified.
In order to determine which white-balance gain to modify in the current iteration,
the average chrominance components Uavg and Vavg of the achromatic pixel set are
calculated. If Uavg > Vavg, then the image color is more biased towards a blue tint
than towards a red tint (since the Bavg − Y difference is greater than the Ravg − Y
difference). The blue color channel must thus be corrected. On the contrary, if
Vavg > Uavg, then the red color channel needs correction.
After the determination of the channel to be corrected, an error signal is de-
fined: ǫ = d − φ, where d denotes the target value for the average chrominance
components (which is zero) and phi = max(|Uavg|, |Vavg|). This error signal defines
how the current white-balance gain is modified (whether it must be incremented or




Rg,i = Rg,i−1 + µ ·K(ǫ)
Bg,i = Bg,i−1





Bg,i = Bg,i−1 + µ ·K(ǫ)
if φ = Uavg. (3.30)
In Equations (3.29) and (3.30), i denotes the current iteration, µ is the adjust-
ment value that is applied to the current white-balance gain and K(ǫ) is a function
that controls the convergence speed of the algorithm, based on the error signal. If
the error is high enough (above an user-defined threshold a), then function K(ǫ)
doubles the adjustment value µ, thereby accelerating the convergence process. If
the error is still not low enough (below the user-defined threshold a but above the
error tolerance b), then the adjustment value µ is used to update the current gain.
If the error is within the tolerance b, then it is assumed that convergence has been
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(a) Input image. (b) Resulting image.
Figure 3.29: Application of the RAWB white-balance algorithm to the tone-mapped
image after demosaicing.
achieved by the algorithm, indicating that the white-balance gain associated with
the corresponding color channel does not need further adjustment. Equation (3.31)
shows the possible values of function K(ǫ). The whole iteration lasts until the
error associated with each average chrominance component is minimized (that is,
until both average chrominances Uavg and Vavg converge), then establishing the final











2, if |ǫ| ≥ a
1, if b ≤ |ǫ| < a
0, if 0 < |ǫ| < b.
(3.31)
Figure 3.29 shows the image resulting from the RAWB white-balance algorithm,
along with the input tone-mapped image, without any white-balance. Because the
algorithm involves a color conversion from the RGB to the YUV space, it is only
executed after demosaicing. Color distortions are still visible in the image after the
application of this algorithm.
The fourth white-balance procedure tested consists in applying histogram equali-
zation independently to each color channel. In this procedure, pixels in a particular
color channel are multiplied by different gains, instead of constant gains. These
white-balance gains depend on the value of the corresponding color channel at each
pixel. The gains are given by the cumulative distribution function (CDF) associated
with the color channel histogram. Figure 3.30 shows the image after applying the
histogram equalization to each color channel of the input image. Although some
color artifacts can be observed, such as the light green tint in the clouds near the
sun, the main color distortion present in the image has been corrected and colors of
the scene are arguably natural.
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(a) Input image. (b) Resulting image.
Figure 3.30: Application of histogram equalization independently to each color chan-
nel of the tone-mapped image after the demosaicing.
FPTMO White-Balance Algorithm
The results from Section 3.3.4 suggest that the multiplication of each color channel
by different constant gains is not appropriate for solving the FPTMO color distortion
problem. This leads to the formulation of the following hypothesis: since, in the focal
plane, each pixel (representing a particular color channel) is non-linearly transformed
through the tone-mapping operation, in order to properly correct the colors of the
image, the white-balance adjustments must not be made globally, based solely on
global information extracted from a large group of pixels that share some common
attributes (like, for example, adjusting the pixels by the average value of the color
channel they represent). Instead, such adjustments must be made locally, taking
into account each pixel value individually. Based on this hypothesis and motivated
by the results obtained from the histogram equalization method, an alternative
white-balance approach is proposed, in which the gains depend not only on the
color channel a pixel represents, but also on the own pixel value.
Finding the correct constant white-balance gains for each color channel of an
image, without any indication of what they should be, is a difficult task. It beco-
mes impractical when the gains also vary according to the color channel value at
each pixel, because of the large number of combinations that can be considered.
To guide the calculations of the gains for each pixel, some white-balance method,
which yields images without color distortions, must be used as reference. A model
of operation that corrects the color distortions of the image consists in applying
the constant white-balance gains obtained from DCRaw software to the sensor raw
values (that is, before tone mapping takes place). Figure 3.31 shows the image re-
sulting from this model. As stated in Section 3.3.2, this model is not considered
for focal-plane implementation, because it requires a white-balance operation to be
performed before tone mapping. However, because little color distortion is observed
in the resulting images, it can be used as reference, providing a good starting point
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(a) Input image. (b) Resulting image.












Figure 3.32: Cascade of raw image processing steps that is used as reference for the
computation of the FPTMO white-balance gains.
for the calculations of the new white-balance gains.
Figure 3.32 depicts the reference model cascade of raw image processing stages.
The relevant expressions for obtaining the tone-mapped pixel value of the reference
model are derived next, considering an arbitrary red pixel. The expressions for an
arbitrary blue pixel can also be derived using the same procedure.
Initially, a raw red pixel at position (m,n) in the sensor array Rm,n is multiplied
by the red white-balance gain obtained from the DCRaw software KR. By making




















· (Vrst − Vmid) and







β1 − Ts · I
)
+ Ts. (3.33)
The red tone-mapped pixel RTMm,n is then calculated according to Equation











where Vcapm,n(Tintm,n) is the capture node voltage associated with the red raw
pixel after the white balance KR · Rm,n and Tintm,n is the corresponding pixel in-
tegration time. Equation (3.34) is obtained after substituting this voltage va-
lue by the expression from Equation (3.6) (with Iphm,n = k · KR · Rm,n). Since
Tintm,n = min(Tmidm,n , Tmax), there are two possible expressions for the red tone-
mapped pixel RTMm,n . These are then determined by making Tintm,n = Tmidm,n













β1 + Ts ·
(
KR ·Rm,n − I
)]
, Tintm,n = Tmidm,n
β2
Vrst
·KR ·Rm,n · Tmax, Tintm,n = Tmax.
(3.35)
The tone-mapped pixel values obtained from the expressions defined in Equation
(3.35) (which are here given for red pixels, but are similar for blue pixels) are assumed
to be the correct values, since the resulting image presents little color distortion when
the demosaicing is performed using these values.
In the real focal-plane implementation, the expressions for the time instant
Tmidm,n and the red tone-mapped pixel value RTMm,n are the same as the ones de-
rived for the reference model (Equations (3.33) and (3.35), respectively), with the
exception that the raw red pixel value Rm,n in these equations is not multiplied by
the white-balance gain KR, since no white balance is performed before tone mapping





















, Tintm,n = Tmidm,n
β2
Vrst
·Rm,n · Tmax, Tintm,n = Tmax.
(3.37)
The goal is to find the corresponding white-balance gain K ′R that must be mul-
tiplied after the tone mapping to the red pixel RTMm,n , in order to yield the correct
red tone-mapped pixel value RrefTMm,n :




Because RTMm,n and R
ref
TMm,n
have each two possible expressions, different com-
binations satisfy Equation (3.38), depending on the integration time value Tintm,n
associated with the same pixel in the reference and in the real model. At first, four
possible combinations should be considered. However, since the white-balance gain
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KR is higher than unity, it can be stated from Equations (3.33) and (3.36) that, in
the real focal-plane model, the integration time Tintm,n of the corresponding red pixel
is never lower than that of the same red pixel in the reference model. Therefore,
the case in which Tintm,n = Tmidm,n in the real focal-plane model and Tintm,n = Tmax
in the reference model does not occur and must not be considered. This leads to a
total of three possible cases. Each case is listed as follows:
• Case 1: Tintm,n = Tmidm,n in both models
In this case, the control node voltage of the pixel located at position (m,n)
in the sensor array reaches the voltage threshold Vmid before the time instant




in Equation (3.38) are substituted by the corresponding
expressions given by Equations (3.37) and (3.35), respectively, when Tintm,n =
Tmidm,n . After some simplifications, the following expression for the red white-
balance gain for this case is obtained:
K ′Rm,n =
β1 + Ts ·
(
KR ·Rm,n − I
)




• Case 2: Tintm,n = Tmax in both models
In this case, the control node voltage of the pixel located at position (m,n)
in the sensor array reaches the voltage threshold Vmid after the time instant
Tmax in both models. As a consequence, the integration time of the pixel in
each model is not determined by the corresponding expressions for Tmidm,n
(Equations (3.36) and (3.33)), but rather fixed at Tmax. The expression for
the red white-balance gain in this case is then obtained by replacing RTMm,n
and RrefTMm,n by the corresponding expressions given by Equations (3.37) and
(3.35) respectively, when Tintm,n = Tmax:
K ′Rm,n = KR. (3.40)
• Case 3: Tintm,n = Tmax in the real focal-plane model and Tintm,n = Tmidm,n in
the reference model
In this case, the red pixel at position (m,n) has its integration time fixed at
Tmax in the real focal-plane model. In the reference model, the same red pixel
has a higher value, since the red white-balance gainKR (from the DCRaw soft-
ware), that multiplies the raw pixel value, is higher than unity. It is assumed
that the value of such pixel in the reference model is high enough, so that its
corresponding integration time Tintm,n is lower than Tmax (and, consequently,
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(a) Reference model (b) Real focal-plane model
Figure 3.33: Images resulting from (a) the reference model and (b) the real focal-
plane model. Each model uses a different white-balance approach.
is no longer fixed at Tmax). In Equation (3.38), RTMm,n must be substitu-
ted by the expression in Equation (3.37) that corresponds to Tintm,n = Tmax,
while RrefTMm,n must be substituted by the expression in Equation (3.35) that
corresponds to Tintm,n = Tmidm,n , in order to yield the red white-balance gain
expression for this case:
K ′Rm,n =
β1 + Ts ·
(




The red white-balance gain expressions for each case are summarized in Equation
(3.42). The blue white-balance gain expressions are the same as the ones in Equation
(3.42), with K ′Rm,n , Rm,n and KR replaced by K
′
Bm,n
, Bm,n and KB, respectively.
Figure 3.33 shows the images resulting from the reference model and the real focal-
plane model, using the white-balance gains from Equation (3.42). Both images
present no color distortion and are identical, as verified in Figure 3.34, which shows













, if case 1
KR, if case 2
β1+Ts·(KR·Rm,n−I)
Rm,n·Tmax , if case 3.
(3.42)
The white-balance gains derived previously depend on the DCRaw gains KR
and KB, which are not available in the real focal-plane implementation and may
be different for each image. The particular problem of developing methods for es-
timating the DCRaw gains in the focal plane is not handled by the present work
and, hence, the white-balance gains of the images resulting from the digital simula-
tions of the real focal-plane implementation were calculated using the corresponding
DCRaw gains for each image. However, because it was observed that the red and
blue DCRaw gains of every image tested in this work presented variations much
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Figure 3.34: Image of the difference per pixel between the images shown in Figure
3.33, showing that they are identical.
below one order of magnitude (the maximum and minimum registered gains for the
red channel are 1.55 and 2.26, respectively, and for the blue channel, 1.17 and 2.21),
tests were made by approximating such gains by constant values within the corre-
sponding observed ranges. The color distortion introduced by this approximation
was not regarded as significant (see Appendix B). This might indicate that using
the same DCRaw gains for all images in a real focal-plane implementation does
not greatly deteriorate the quality of the resulting images, but further studies are
required to confirm this observation. The use of the same DCRaw gains has the
obvious advantage of avoiding the implementation of a possibly complex focal-plane
algorithm for estimating them.
Besides the DCRaw gains, the white-balance gains depend on the raw pixel
values (Rm,n and Bm,n for the red and blue gains, respectively). These values are
not available either, because raw values undergo tone mapping immediately after
image capture. Storage of such values off the focal plane requires using an ADC
(with more than 8 bits) after image capture and before tone mapping. This is
not desirable, because it increases the processing time. In order to overcome this
limitation and calculate the white-balance gains, the raw pixel values need to be
reconstructed from the tone-mapped pixel values.
Taking into account the FPTMO curves presented in Section 3.2, a perfect recon-
struction may be achieved for raw values that lie outside the saturation region of the
operator. Raw values that lie within this region are mapped to unity, thereby ma-
king it impossible to perfectly reconstruct the original raw value (the tone-mapped
pixel value of unity always reconstructs the same raw value). The reconstruction for
a red raw pixel value is considered next.
The red tone-mapped pixel expression in the real focal-plane implementation
(and before tone mapping) is similar to Equation (3.34), only omitting the gain KR,
since no white balance is performed a priori in this case:
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RTMm,n =
β2 ·Rm,n · Tintm,n
Vrst
. (3.43)
The red raw value associated with the red tone-mapped value can be reconstructed





Because Equation (3.44) depends on the integration time Tintm,n , which is either
equal to Tmidm,n or Tmax, two possible raw pixel value expressions exist. In the real
focal-plane implementation, the integration time of each pixel is not measured and,
therefore, it is unknown. In order to decide which curve to use, a condition must be
stated in terms of the tone-mapped pixel value, which is available, rather than its
integration time.
Using the relation defined in Equation (3.44), the first possible expression for
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+ Ts and regrouping the terms:
Rm,n =
Vrst ·RTMm,n − β2 ·
[




A threshold value for the tone-mapped red pixel Rth that defines the recon-
struction curve to be used is the point at which both curves intersect each other.
Thus, this threshold value is determined by equating the expressions from (3.45)










If the tone-mapped pixel value is below the threshold, then its integration time is
fixed at Tmax. On the contrary, if the tone-mapped pixel value is above the threshold,
then its integration time is determined by the Tmidm,n expression from Equation
(3.36). Typically, this threshold is within the [0,1] range, but it is also possible for
this threshold to lie outside this range, depending on the operator parameters. If
Rth < 0 or Rth > 1, then all the pixels have their integration times either equal to or
below Tmax, respectively. In either case, only one curve is needed to reconstruct the
raw value and the tone-mapping operator has the same response as a linear operator.
The reconstructed raw values are then defined according to Equation (3.48):
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(a) Using original raw values. (b) Using reconstructed raw values.
Figure 3.35: Images resulting from the white-balance methods using (a) the original
raw values and (b) the reconstructed raw values.
Figure 3.36: Image of the difference per pixel between the images shown in Figure






β2·Tmax ·RTMm,n , RTMm,n ≤ Rth
Vrst·RTMm,n−β2·(β1−Ts·I)
β2·Ts , RTMm,n > Rth
(3.48)
Figure 3.35 shows the images obtained after the application of the white balance
gains, calculated by using the reconstructed raw values and the original raw values.
Both white-balance methods produce the same result, as confirmed in Figure 3.36,
which shows the differences between the corresponding pixels in the images of Figure
3.35.
3.4 FPTMO Modified Circuit
While the addition of the color filter array extends the capabilities of the original
operator (by allowing the generation of color tone-mapped images), it does not bring
any particular advantage to the focal-plane circuit regarding its size, complexity or
processing time. The FPTMO three digital implementations discussed in Section
3.3.3 correspond to different circuit configurations in the focal plane. Concerning the
88
hardware and the corresponding processing time demanded by each version, neither
the second nor the third implemented versions are more advantageous, regarding
fabrication, than the first version. The FPTMO first version corresponds to a direct
extension of the original operator to include color in the output images, without any
modifications in the focal-plane circuit (except for the color filter array).
Results from the FPTMO second digital version suggest that tone-mapped ima-
ges with more saturated (i.e. vivid) and natural-looking colors can be generated
without requiring that blue and red pixels control their own tone mapping individu-
ally. In this version, the tone-mapping function is applied only on the green pixels,
which are then used, along with the original green channel pixel values, to determine
the tone-mapped values of the remaining channels. Blue or red pixel tone mapping
thus depends on the green pixels. This operation principle can be further exploited,
in order to reduce the focal-plane circuit size. Motivated by the performance of this
version, a modification in the original focal-plane circuit is proposed in [37] and a
new (fourth) digital version of the FPTMO, which is a modified version of the first
digital implementation, is implemented.
In the original circuit, each pixel has its integration time and tone-mapped va-
lue determined solely based on the voltages at their own control and capture no-
des, respectively, without considering the control and capture nodes from other
pixels. Each pixel cell then requires two photodiodes, one for each node. The fourth
FPTMO digital version maps the red and blue pixels using some information from
the green pixels (which roughly represent the luminance values of the scene). The
modification with respect to the FPTMO first digital version consists in using the
same integration time for a red-green (or blue-green) pixel pair in the Bayer array.
With this modification, the integration time of each red and blue pixel is deter-
mined by the control node voltage of the green pixel located above or below them,
instead of being determined by their own control node voltage. Since the red and
blue pixels no longer need a control node, their control photodiodes can be removed,
thereby leading to sensor array area reduction. For a 2× 2 pixel block in the sensor
array (RGGB), six photodiodes are needed in the modified version (two photodiodes
for each green pixel, one for the red pixel and one for the blue pixel), while eight
photodiodes are required in the original circuit (two photodiodes for each pixel). In
the modified version, the integration times depend on the average green photocur-
rent, instead of the average photocurrent of the entire sensor array. During t < Ts,
every control node voltage varies according to the average green pixel photocurrent,
because only those pixels are connected together.
Figure 3.37 shows the schematic diagram of a red-green pixel pair. Besides the
reduction in the sensing circuit area, the white-balance gain calculation is also sim-


































Figure 3.37: Schematic diagram for a red-green pixel pair of the modified circuit
proposed in [37]. All symbols in this circuit follow the same definitions given in
Section 3.1 for the corresponding symbols in the original focal-plane circuit. The
superscripts “g” and “r” denote the green and red pixel, respectively.
pixels in the reference and in the real focal-plane models had different integration
times, because these times were determined based on red or blue pixel values, which
varied according to the model (in the reference model, the original raw values were
multiplied by the white-balance gains obtained from the DCRaw software). The
difference in the integration times for each model led to different combinations that
satisfied Equation (3.38), each yielding a particular white-balance gain expression,
as discussed in Section 3.3.4. In the fourth version, the integration time of correspon-
ding red and blue pixels in the reference and in the real focal-plane model are exactly
the same, since they are determined by the green pixels next to them, which have
the same value in both models (because the DCRaw software green white-balance
gains are equal to one). From Equation (3.38), considering a red pixel, RTMm,n and
RrefTMm,n have both Tintm,n = Tmax or Tintm,n = Tmidm,n . Thus, the red white-balance
gain expression in the fourth version is obtained by equating the expressions from
Equations (3.35) and (3.37), associated with the same Tintm,n (the same is valid for
blue pixels):
K ′Rm,n = KR, Tintm,n = Tmidm,n or Tintm,n = Tmax. (3.49)
Figure 3.38 shows the image resulting from the FPTMO fourth digital version.
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(a) Parasol. (b) Sunset. (c) Color Checker.
Figure 3.38: Color images resulting from the fourth FPTMO digital implementation,
in which the red and blue pixel integration times are determined by the neighboring
green pixel.
In comparison with the second digital version previously implemented, the fourth
version also uses less photodiodes in the sensor array, but does not require additional
hardware outside the focal plane, in order to complete the tone-mapping operation.
The colors of the images resulting from the fourth version look similar to those of the
second version (a more detailed discussion on the color of the resulting tone-mapped
images is provided in Chapter 4).
3.5 Complexity Analysis
Besides the quality of the resulting images, another important aspect to consider
for each tone-mapping operator is the demanded execution time. Each operator
has its own complexity, which is directly related to the computational and har-
dware resources required by the operator. Highly complex operators need a higher
amount of resources and, thus, demand higher execution times. The evaluation of
the tone-mapping operators based on their complexity is called complexity analysis.
In this work, the complexity analysis is divided into two cases. In the first case, all
tone-mapping operators are assumed to be digitally implemented and executed in
the same hardware. In the second, the differences between the tone-mapping ope-
rator implemented inside the focal plane and other digital tone-mapping operators
implemented outside the focal plane are considered.
3.5.1 Digital Complexity Analysis
The digital version of a tone-mapping operator consists in representing the corre-
sponding tone-mapping operation as an algorithm, that is, as a set of computations
that must be performed by some digital processing unit, in order to yield the re-
sulting tone-mapped images. Using any programming language, the algorithm is
implemented as a code (or a script), which contains the necessary computation
instructions. For the digital implementations, all signal processing tasks are per-
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formed by a typical computer central-processing unit (CPU). In the present work,
the expression “digital processor” is henceforth used to refer to a typical CPU. The
complexity of each operator is analyzed according to the following procedure.
Every instruction of each tone-mapping operator is divided into basic operations
supported by the digital processor, such as summation, multiplication and compa-
rison. Instructions that correspond to constant assignments and scalar operations
are not considered in the complexity analysis, since their cost is significantly lower
than the cost of operations in which the arguments are matrices representing the
images. The code execution flow of some tone-mapping operators may change accor-
ding to the values of some variables, which directly affects the number of operations
required to finish the code execution. In order to take into account every possible
execution flow, every instruction whose execution depends on a certain condition
to be met is associated with a probability value representing the chance pertaining
to such condition. For the digital implementations of the FPTMO, the probability
values are determined based on pessimistic scenarios, in which the operator requires
more clock cycles and, hence, more time than usual to finish its code execution,
thereby worsening its performance. For the other digital tone-mapping operators,
these values are determined based on the idea of improving their performance. This
is achieved by considering optimistic scenarios, in which the operators require less
clock cycles than usual to finish their code execution.
All operations are assumed to be executed sequentially (that is to say, no paral-
lelism is considered in digital implementations) and are defined in terms of number
of clock cycles required by the processor, in order to yield the result of the opera-
tion. The arithmetic operations are cumulative, which means that the result of the
arithmetic operation is automatically assigned to the register that contains one of
the operands. The attribution operation comprises pre-allocation of variables in the
code and assignment of a value to a variable. Table 3.1 shows the basic operati-
ons considered in the analysis and the number of clock cycles associated with each
operation, which are estimated according to their latency values defined in the Intel
64 and IA-32 architecture reference manual [38] (assuming a processor in the Sky-
lake architecture). Since the power (xK), exponential (ex) and logarithm (logK x)
operations are not defined in the manual, they are estimated as follows.
The power function is represented as a succession of multiplications. Considering
that the lowest integer exponent for the power operation is K = 2, this operation
requires a minimum of one multiplication and, hence, the minimum cost of this
operation is the cost of a multiplication. For simplicity, the power function cost is
estimated to be constant at this minimum value. The exponential operation ex can





. Assuming that the
exponentiation is approximated by the first three terms of this series (n = 2), the
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Table 3.1: Basic operations considered in the complexity analysis and the number
of clock cycles required per operation. The number of clock cycles are estimated
according to [38], except for the operations marked with (*), which are arbitrarily
estimated.
total cost of this operation consists in summing the costs of one multiplication, one
division and two sums.
The natural logarithm function loge x = ln x also has a Taylor series representa-





· (x− 1)n. Approximating this function by the first three
terms of the series yields the following expression (after expanding the binomials









. The cost of calculating
this expression is equal to summing the costs of five multiplications, three divisi-
ons, two sums and one subtraction. The calculation of a logarithm function in any
base is then assumed to have the same cost of calculating the natural logarithm
approximation.
More complex operations are defined in terms of the basic operations. This
is the case, for example, for the image filtering operation, which is used by some
tone-mapping operators. The operation consists of a 2-D convolution in the space
domain between the filter and the input image, which is expressed in Equation (3.50)
(with x(m,n) denoting the pixel at location (m,n) of an image with M rows and N








x(m′, n′) · f(m′ −m,n′ − n). (3.50)
Efficient algorithms which optimize the calculation of the convolution, such as
overlap-add and overlap-save methods and fast fourier transform (FFT) algorithms,
are not considered in this analysis. Considering that the filter size is Mfilter × Nfilter,
each output pixel value of Equation (3.50) requires MfilterNfilter multiplications and
MfilterNfilter−1 additions. The full 2-D convolution yields an image of size (M+Mfilter
- 1) × (N+Nfilter - 1). In order to keep the size of the output image the same as
the original image, the full 2-D convolution is not considered, but rather a reduced
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version of it. This version assumes that the center of the filter kernel is always within
the original image boundaries. The output pixel values that are calculated are only
those that satisfy this condition, thus yielding an output image of size M × N. In this
case, the total cost of the reduced 2-D convolution operation is (Mfilter ·Nfilter) ·MN
multiplications and (Mfilter · Nfilter − 1) ·MN additions.
The demosaicing operation can also be represented by the basic operations. Ho-
wever, since the same demosaicing algorithm is used in every implemented tone-
mapping operator, the total cost of each tone-mapping operator is offset by the
same constant value, which represents the demosaicing operation cost. Because in
this analysis the tone-mapping operators are ranked according to the number of re-
quired clock cycles and this operation does not change such ranking, this operation
cost is arbitrarily defined to be unitary.
For tone-mapping operators whose input is a color (RGB) raw image, rather than
a raw image in the Bayer pattern, some pre-processing operations that transform
the raw image in the Bayer pattern into a color raw image are performed before the
tone mapping takes place (see Appendix A for more details on these operations).
For such operators, the cost of the tone mapping performed by them also includes
the total cost of this pre-processing stage.
3.5.2 Focal-Plane Complexity Analysis
In the previous analysis, it is considered that the scene is captured and digiti-
zed by the camera hardware and then made available to the digitally implemented
tone-mapping operators, which are all executed on the same hardware (a digital
processor outside the focal plane). In this case, every tone-mapping operator uses
the same hardware configuration and the respective execution times depend only
on the number of instructions (and their associated cost expressed as a number of
digital processor clock cycles) required by each operator to complete the tone map-
ping. The real FPTMO implementation (that is, the hardware implementation of
the tone-mapping operator inside the focal plane) uses a hardware configuration
different from that used by the other digital operators which perform tone map-
ping outside the focal plane. The hardware configuration used for each operator
has a direct influence on the overall processing time, since in each configuration the
raw image processing is performed differently. The complexity associated with each
configuration is analyzed in the present section.
Figure 3.39 shows a cascade of image processing stages that support the FPTMO
implementation. The tone mapping is performed in the focal plane as the image
is acquired, and the same signal processing task within each pixel is executed in













Figure 3.39: Cascade of image processing stages that support focal-plane tone map-
ping. The FPTMO itself is denoted by the “Tone Mapping” block.
execution time necessary to complete the tone-mapping operation on the entire
image is Tmax, because this is the maximum time required for tone mapping a single
pixel in the sensor array. After the tone mapping, the resulting analog pixel values
must then be converted to digital values, in order to display the tone-mapped image
on a conventional display medium. This task is performed by an ADC. There exists
a wide variety of ADC types for image sensors, each one with a different architecture.
Depending on the application, the ADCs are designed for different bit resolutions
and operate with different clock frequencies, which are not necessarily equal to
the clock used in other circuit parts, such as the sensing array. The ADC choice
influences overall image processing time. Two different ADC types are considered in
the present work: the ramp ADC and the successive approximation register (SAR)
ADC. The ADC timing analysis presented in this work is based on [39]. In that
reference, the authors presented a detailed comparative time and energy analysis
involving different ADC architectures for image sensors.
The last image processing stage is the color treatment. It consists of the white-
balance and demosaicing operations. Since these operations are performed on the
digitized images outside the focal plane, they are implemented as software in a digi-
tal computer. Their complexity is analyzed using the same procedure for the digital
tone-mapping operators in Section 3.5.1. Depending on the implemented version
of the FPTMO, the white balance involves different calculations. The two versions
considered for implementation in the focal plane are: i) the direct extension of the
original FPTMO to include color information (denoted as first version in Section
3.3.3), and ii) the modified circuit version, in which the tone mapping of red and
blue pixels is controlled by neighboring green pixels (denoted as fourth version and
discussed in Section 3.4). In the first version, the white-balance operation comprises
raw values reconstruction, gains calculation, and multiplication of the tone-mapped
image by the calculated gains. In the fourth version, this operation consists only
in the multiplication of the tone-mapped image by previously calibrated constant
white-balance gains. The demosaicing operation is the same for both versions. As-
suming that the sensor array has size M × N, the FPTMO overall processing time,
taking into account the signal processing stages shown in Figure 3.39, can be ex-
pressed as follows:
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TFPTMO = TTM + TADC + TCT
= Tmax +
MN · Tconv ADC type
NADC
+Nclk cycles CT · τclk digital.
(3.51)
In Equation (3.51), TTM is the processing time of the tone-mapping operation
(which is assumed to be equal to the maximum tone-mapping processing time Tmax),
TADC is the time required for converting all pixels of the array to digital values (which
depends on the number of ADCs NADC used in the circuit and the conversion time
of one pixel Tconv ADC type) and TCT is the processing time of the color treatment
operations (which is determined based on the number of clock cycles required for
the color treatment operations Nclk cycles CT and on the operating clock period of the
digital processor τclk digital). The conversion time for one pixel depends on the ADC
type considered. For the ramp ADC, this time is given by:
Tconv Ramp ADC = 2
Nbits · τclk Ramp ADC , (3.52)
where Nbits is the bit resolution of the ADC and τclk Ramp ADC denotes its operating
clock period. For this hardware configuration, the ADC must have 8-bit resolution,
because the tone-mapped pixels are in the 8-bit dynamic range. In [39], the authors
establish a relation, which varies according to the ADC type, between the ADC
clock period τclk ADC type and the global clock period of the circuit τclk:
τclk ADC type = KADC type · τclk. (3.53)
Defining the global clock period as τclk = Tmax (the time required to perform the
tone mapping in the focal plane), substituting Equation (3.52) in Equation (3.51),
and considering the ramp ADC with Nbits = 8 leads to the following expression:
TFPTMO = Tmax +
MN
NADC
· 28 ·KRamp 8bits · Tmax +Nclk cycles CT · τclk digital. (3.54)
The parameter Tmax is defined by the user. The constantKRamp 8bits is arbitrarily
set to the median operating clock of the set of ramp ADCs, which is obtained by
substituting the median conversion time value reported in [39] (which is normalized
to eight bits) for this type of ADC in Equation (3.52). The clock period of the digital
processor τclk digital can also be expressed in terms of the focal-plane operating clock
period Tmax:
τclk digital = KDP · Tmax. (3.55)
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The digital processor clock period can be estimated based on the clock periods
of recent commonly used CPUs. After the estimation of the digital processor clock
period, the constant KDP can be obtained. This leads to the final expression for
the FPTMO processing time using a ramp ADC given in terms of the focal-plane
circuit clock period:
TFPTMO = Tmax +
MN
NADC










For the SAR ADC, its conversion time for one pixel is given by:
Tconv SAR ADC = Nbits · τclk SAR ADC , (3.57)
where τclk SAR ADC is the operating clock period of the SAR ADC, which can be
related to the clock period of the ramp ADC as follows: τclk SAR ADC = KSAR ·
τclk Ramp ADC = KSAR 8bits ·KRamp 8bits · Tmax. As stated in [39], the SAR ADC runs
at a clock speed 16 times slower than the ramp ADC, thus yielding KSAR 8bits =
16. Substituting Equation (3.57) in (3.51) and using Nbits = 8 leads to the final
expression for the FPTMO processing time using the SAR ADC:
TFPTMO = Tmax +
MN
NADC

















Figure 3.40 shows a cascade of image processing stages that support digital tone
mapping implementations. All image processing tasks run on the digitized raw
image outside the focal plane. Because no tone mapping is performed inside the
focal plane, the analog raw pixel values may be in a dynamic range higher than the
8-bit dynamic range (which is the case for HDR scenes). To preserve the original
values registered in the camera sensor array, the analog raw pixel values must be
converted to digital values that use more than eight bits. In this work, the scene
dynamic range is assumed to be entirely contained within the 12-bit dynamic range
and, as such, a 12-bit ADC is used in this hardware configuration. Because of the
higher bit resolution, such ADC requires longer conversion times than the 8-bit
resolution counterpart.













Figure 3.40: Cascade of image processing stages that support digital tone mapping
implementations. The digital tone-mapping operator itself is denoted by the “Tone
Mapping” block.
multiplying each pixel of the 12-bit digitized Bayer pattern image by the correspon-
ding gain obtained from the DCRaw software. The demosaicing operation is the
same one used for the FPTMO. After these operations, the tone mapping function
of the corresponding digital operator, implemented in software, is applied to the 12-
bit digitized color raw image. The tone-mapping and the color treatment operations
are executed on the same hardware, using the same digital processor. The total pro-
cessing time for a digital tone-mapping operator (DTMO), taking into account the
signal processing stages shown in Figure 3.40, is expressed as follows:
TDTMO = TADC + TTM + TCT
=
MN · Tconv ADC type
NADC
+ (Nclk cycles TM +Nclk cycles CT ) · τclk digital.
(3.59)
In Equation (3.59), TADC is the time required for analog-to-digital conversion
of all pixels of the array (which depends on the 12-bit ADC operating clock period
τclk ADC type and on the number of ADCs NADC used in the camera internal circuit),
TCT is the required time to fully execute the color treatment operations (which
is determined as a function of the number of clock cycles Nclk cycles CT required
by both the white balance and demosaicing and the digital processor clock period
τclk digital), and TTM is the tone-mapping operator algorithm execution time (which is
based on the number of clock cycles demanded by the corresponding tone-mapping
operator, calculated in the previous analysis, and on the digital processor clock
period τclk digital). As in the FPTMO processing time expression, both clock periods
τclk digital and τclk ADC type can be expressed in terms of one global clock period, which
is defined as Tmax. Considering a 12-bit ramp ADC, Equation (3.59) is rewritten as
follows:
TDTMO =










· 4096 ·KRamp 12bits · Tmax +
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Figure 3.41: Energy per sample versus data conversion rate for the considered ramp
and SAR ADCs, normalized to twelve bits. The black unfilled markers represent
the median values of the corresponding ADC types. The data are a courtesy from
the authors of [38].
The constant KDP is the same as the one calculated in the previous derivation
of the FPTMO processing time expression. In order to obtain the constant value
KRamp 12bits, it is necessary to calculate the median conversion rate normalized to
twelve bits of the set of ramp ADCs analyzed in [39]. The authors gently shared the
data they gathered for the different ADCs reported in the literature for image sensor
applications. Using this data, each ADC conversion rate is normalized according to
the same procedure used by the authors, except that the number of bits considered
is twelve, instead of eight. After the normalization, the median conversion rate of
each ADC type is calculated and the constant KRamp 12bits can then be obtained.
Figure 3.41 shows the conversion rates of the considered ramp and SAR ADCs.
The SAR ADC operating clock period can also be expressed in terms of the ramp
ADC operating clock period: τclk ADC SAR = KSAR · τclk ADC ramp = KSAR 12bits ·
Kramp 12bits · Tmax. The results from Figure 3.41 indicate that the SAR normalized
median conversion rate is approximately 25 times higher than the one of the ramp
ADC. Based on this observation and following the same procedure in [39], it is
concluded that the constant KSAR 12bits is approximately equal to 14. This leads to
the final expression for the DTMO overall processing time, using the SAR ADC:
99




· Nbits · KSAR 12bits · KRamp 12bits +
(








· 12 · 14 · KRamp 12bits +
(








· 168 · KRamp 12bits +
(









In this chapter, a comparison between the images resulting from all operators imple-
mented in this work is presented. Furthermore, the execution times of each operator
are shown. Since each operator has its own set of parameters, which generates a
different image, some conditions must be stated, in order to rank the output images.
The parameters can then be tuned accordingly to yield the best ranked images in
each case. The criteria established for the image selection of every operator were
the following ones:
1) Details in darker and brighter regions of the image should be visible (i.e.
regions are not over- or underexposed);
2) The colors of the scene look natural.
The implemented versions of every DTMO are the basic ones, which do not
attempt to simulate several more complex effects of human vision, such as glare and
visual acuity. This decision is based in two reasons: first, the main purpose of the
tone-mapping task defined in this work, which is to display details in bright and
dark regions, is achieved without requiring these steps; second, only some operators
include such features. The additional steps required to include these features would
increase the complexity and execution times of only some operators. In order to
make the comparison between the execution times fair, the implementation of every
operator is kept as simple as possible.
Three digital versions of the FPTMO are considered. The first version uses the
same framework of other DTMOs, which is defined in Figure 3.40. The second
and third FPTMO versions use the real focal-plane framework, which is defined in
Figure 3.39. In this chapter, the second FPTMO version corresponds to the first
FPTMO digital implementation discussed in Chapter 3. In this version, each pixel
integration time is determined by the own raw pixel value and by the average raw
pixel value. The third version corresponds to the fourth FPTMO digital implemen-


















Color Chart 2 5.6204
Table 4.1: HDR images that are used in the present work, and an order-of-magnitude
indication of their dynamic ranges. LDR images have log10 Lmax/Lmin below 2.41.
pixel is determined by the raw green pixel located above (or below) them and by
the average green raw pixel value. The demosaicing operation used for all operators
is based on [33].
4.1 Overall DTMO Image Quality
The results of the application of every tone-mapping operator implemented in this
work applied in ten different HDR images are presented in Appendix C. Besides the
tone-mapped images, the original raw images without any tone mapping applied are
also shown. The HDR images were obtained from the Empa HDR database [40].
In this chapter, only results that are relevant to the following discussion topics are
shown. The luminance dynamic ranges of each image are presented in Table 4.1.
In most images, Ward Contrast-Based operator and Ferwerda operator do not
exhibit details simultaneously in bright and dark regions; only one region is made
visible at the cost of losing the other. This happens because such operators are
linear and, as indicated in Chapter 2, linear operators are generally not suited for
the tone mapping of HDR images. These operators do not change the original
dynamic range and, thus, the display dynamic range can only accommodate part of
the original range. If dark (or bright) areas of the image are chosen to be correctly
displayed, then pixels from bright (or dark) areas have their values clamped. This
limitation of linear operators is illustrated in Figure 4.1, in which the results of
the application of the Ward and Ferwerda operators on the Courtyard image are
presented, along with the results obtained after applying other non-linear DTMOs
on the same image.
Exceptions may occur if the image contains only a few pixels, compared to the
total number of pixels, that have values outside the displayable range. This is the
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(a) Ward Contrast-Based. (b) Ferwerda.
(c) Drago. (d) Schlick.
Figure 4.1: Linear (Ward Contrast-Based and Ferwerda) and non-linear (Drago and
Schlick) DTMOs applied to the Courtyard image.
case, for example, for the Flowers image, which has very few areas that are very dark
or very bright, such as the plant in the upper right corner and the daisies petals.
Details that are lost in these regions are barely noticeable, and thus do not affect the
overall image quality impression. In such cases, linear operators could yield results
comparable to non-linear operators. Figure 4.2 shows the resulting tone-mapped
Flowers image, obtained after applying the same operators used for the Courtyard
image in Figure 4.1.
4.1.1 Color Differences in the Tone-Mapped Images
Some differences can be noted in the colors of the images resulting from different
operators. Since most DTMOs implemented in this work are applied only on the
luminance channel of the color raw images, the colors of such tone-mapped images
are obtained through a linear scaling of the original color channels. This procedure
aims at minimizing color shifts in the resulting images by preserving the ratios
between the original color channels. Non-linear DTMOs that are applied directly on
the original color channels do not preserve these ratios. This is the case, for example,
for the Reinhard Global operator and the Rahman operator, which generate less
saturated (and, therefore, slightly different) colors in some images when compared
to the colors in the same images generated by other DTMOs. That efffect can be
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(a) Ward Contrast-Based. (b) Ferwerda.
(c) Drago. (d) Schlick.
Figure 4.2: Linear (Ward Contrast-Based and Ferwerda) and non-linear (Drago and
Schlick) DTMOs applied to the Flowers image.
seen, for example, in the Parasol image, as shown in Figure 4.3.
Images obtained from the Ferwerda operator also present desaturated colors.
The desaturation effect is illustrated, for example, by the Flowers image in Figure
4.2. Such results may not be expected at first, because of the linear nature of the
operator, which should preserve the original color ratios. These ratios are preserved,
as long as the tone-mapped values of each color channel are within the displayable
range. If the tone-mapped value lies outside the displayable range, it is clamped.
Thus, since this operator is applied directly on the color channels, the color ratios
at a particular pixel may not be preserved, if at least one color channel has its tone-
mapped value outside the displayable range. In the Flowers image generated by the
Ferwerda operator, many tone-mapped pixels have two (or even all three) of their
corresponding color channel values clamped, yielding color ratios equal to or close
to unity. Hence, colors are less saturated. The same analysis holds for other images
generated by this operator.
To further illustrate the color differences caused by not preserving the original
color channel ratios, Figure 4.4 shows the Fire Extinguisher images generated from
two versions of the Logarithm operator. The first version applies the logarithmic
curve to the luminance channel of the color raw image and then scales the original
color channels by the ratio between the tone-mapped and the original luminance
values at each pixel. The second version applies the logarithmic curve to the raw
104
(a) Reinhard Global. (b) Rahman.
(c) Exponential. (d) Ward Histogram Adjustment.
Figure 4.3: DTMOs applied to the Parasol image. The Reinhard Global and Rah-
man operators are applied directly on the original color channels. The Ward Histo-
gram Adjustment and Exponential operators are applied on the original luminance
channel.
(a) First version. (b) Second version.
Figure 4.4: Different implementations of the Logarithm operator applied to the Fire
Extinguisher image.
sensor data, followed by white-balance and demosaicing operations, in order to yield
a color tone-mapped image. Each pixel in the raw image represents the value of a
specific color channel, defined by a Bayer pattern. Figure 4.5 shows the scatter plot
of the RGB values of every pixel in the corresponding images, along with the RGB
values of the original color raw pixels. The average color saturation value S in each
case, obtained by transforming the images from the RGB to the HSV space, is also
shown. The S̄ values are normalized to the [0,1] range.
















Figure 4.5: Scatter plot of RGB values of (a) raw pixels, (b) tone-mapped pixels
obtained from the Logarithm operator first version, and (c) tone-mapped pixels
obtained from the Logarithm operator second version. The red dots correspond to
achromatic pixels (R = G = B).
than in the first version. The logarithmic curve tends to reduce the discrepancy
between the raw pixel values, since the gain is higher for pixels with lower values.
Consequently, the ratios between the color channels are also reduced and RGB values
of the pixels, after demosaicing, are more concentrated around the achromatic line,
as can be seen in Figure 4.5c. Because the first version attempts to preserve the
original color channel ratios by multiplying the original color channel values of each
pixel by the same gain, the resulting distribution of the pixels RGB values is more
similar to the original distribution. Since the RGB values of the tone-mapped pixels
obtained from the first version are more scattered from the achromatic line than the
RGB values of the tone-mapped pixels obtained from the second version, the first
version yields more saturated colors.
Color saturation can be increased through the application of a color saturation














(1− s) · rw + s (1− s) · rw (1− s) · rw
(1− s) · gw (1− s) · gw + s (1− s) · gw















where rw, gw and bw are the weights associated with each color channel in Equation
(2.5) and s is a parameter that controls the saturation of the color channels. To
better understand the effect of this transformation on the colors, the resulting RGB











































R′ = Y + s · (R− Y )
G′ = Y + s · (G− Y )
B′ = Y + s · (B − Y ).
(4.3)
Substituting Equation (4.3) in Equation (4.2) and solving the system for Y ′, I ′,
and Q′ yields the final relations between the new luminance Y ′ and chrominances










Y ′ = Y · (1− s) + s · Y = Y
I ′ = s · (0.596 ·R− 0.274 ·G− 0.322 · B) = s · I
Q′ = s · (0.211 ·R− 0.523 ·G+ 0.312 · B) = s ·Q.
(4.4)
From Equation (4.4), only the original chrominances are affected, while the ori-
ginal luminance is preserved. For s < 0, the new chrominances are mirrored versions
of the original chrominances and, because of that, the colors of the new image are
reversed. For 0 < s < 1, the new chrominances are more concentrated around
the origin of the chrominance space (which corresponds to a grayscale image) than
the original chrominances, thus yielding less saturated colors. For s > 1, the new
chrominances are more dispersed from the origin than the original chrominances
and, hence, the colors of the new images are more saturated. Figure 4.6 shows the
results of the application of the color saturation matrix to the Fire Extinguisher
image generated by the Logarithm operator second version. Figure 4.7 shows the
corresponding chrominances of each resulting image.
4.2 Overall FPTMO Image Quality
The FPTMO first version is a theoretical proof of concept. It represents a “fully
digital tone-mapping” version of the FPTMO from [11], that is, it is designed wit-
hout the restrictions imposed by the focal-plane implementation. By using the same
framework of the DTMOs, this version offers a more direct way of comparing the
FPTMO performance, regarding the resulting image quality, to its digital compe-
titors. Images resulting from this version present a detail level in dark and bright
regions similar to the detail level observed in images produced by most DTMOs
implemented in this work. For example, Figure 4.8 shows a comparison between the
resulting Sunset image, generated by the FPTMO first version and by three other
DTMOs. Details in the bottom part of the image, such as the village buildings, are
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(a) s = −1. (b) s = 0. (c) s = 1.
(d) s = 2. (e) s = 3. (f) s = 4.
Figure 4.6: Color saturation matrix applied to the image generated from the Loga-
rithm operator second version.
(a) s = −1. (b) s = 0. (c) s = 1.
(d) s = 2. (e) s = 3. (f) s = 4.
Figure 4.7: Chrominance scatter plots for the respective images in Figure 4.6.
visible, and so are the clouds in the sky in the brightest part of the image. This
version also produce colors that resemble the colors of images resulting from other
DTMOs.
The FPTMO second version is a direct extension of the focal-plane operator
proposed in [11]. The original operating principle is maintained and only color
processing is incorporated (white balance and demosaicing). No modifications to
the original circuit are made, except for the addition of the Bayer CFA. This version
yields images whose quality is also comparable to the quality of other DTMOs,
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(a) FPTMO first version. (b) Drago.
(c) Rahman. (d) Ashikhmin.
Figure 4.8: FPTMO first version and different DTMOs (Drago, Rahman and
Ashikhmin) applied to the Sunset image.
although the colors look different. In this version, each pixel integration time is
controlled by the pixel value itself and by the average pixel value of the camera
pixel array. The integration time increases as the pixel value decreases (according
to Equation (3.20)). The relation between the tone-mapped pixel pTM and the raw





As verified empirically, pixels representing the same color channel in the camera
pixel array tend to vary slowly in the space domain. Under this assumption, the
original ratio between the red and green channels at a position (m,n) in the camera
pixel array is approximated by the ratio between the red (raw) pixel value Rm,n
and the green (raw) pixel value Gm+1,n located next to the red pixel, defined as












where T rintm,n and T
g
intm+1,n
are the integration times for the red and green pixels,
respectively. A similar relation can be derived for the red-blue and blue-green ratios.




In this version, it only happens if the Rm,n = Gm+1,n. Since this does not happen
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(a) FPTMO second version. (b) Drago.
(c) Rahman. (d) Ashikhmin.
Figure 4.9: FPTMO second version and different DTMOs (Drago, Rahman and
Ashikhmin) applied to the Stone Tower image.
often, the original ratios between the color channels are usually not preserved in this
version and, hence, different colors are generated.
The low color saturation can also be explained by the circuit operating principle.
Since each pixel integration time is determined by the very pixel value, the duration
of the photocurrent integration varies for each pixel, lasting longer for darker pixels
and shorter for brighter pixels. This not only prevents pixel values next to both
ends of the dynamic range from being clamped, but also tends to concentrate the
pixel values around the middle of the dynamic range. Because each pixel value of the
camera pixel array represents a color channel, the discrepancy between color channel
values is reduced and, thus, after demosaicing, less saturated colors are generated.
Figure 4.9 shows the Stone Tower image, generated by this FPTMO version and
other DTMOs. Aside from the color differences, details in bright and dark regions,
like the clouds in the sky, the waves in the sea and the rocks on the ground in the
lower part of the image, are observable.
The FPTMO third version corresponds to the focal-plane operator circuit mo-
dified version proposed in [37]. In this version, the red and blue pixel integration
time is determined by the neighboring green pixel located above or below them. Re-
garding colors, images resulting from this version look more similar to the FPTMO
first version and other DTMOs than the FPTMO second version. Since in the third
version the integration time of red and blue pixels is the same as the neighboring
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(a) FPTMO third version. (b) Drago.
(c) Rahman. (d) Ashikhmin.
Figure 4.10: FPTMO third version and different DTMOs (Drago, Rahman and
Ashikhmin) applied to the Beach image.






equals unity (which also le-
ads to T rintm,n/T
b
intm,n = 1). Hence, from Equation (4.6), the ratio between the color
channels is preserved. The detail level of the generated images is also comparable
to the detail level of the images obtained from other DTMOs. As shown in Figure
4.10, the FPTMO third version exhibits details of the rocks near the sea and the
tree branches in the upper right corner of the image, while also showing the cloud
in the sky and, partially, the waves in the sea.
Figure 4.11 shows a comparison between the three FPTMO versions and other
DTMOs applied to the Courtyard image, which contains many details in dark regions
and in bright regions. The three FPTMO versions yield images comparable to the
images yielded by other DTMOs. Details can be seen in the bright regions and
in the dark regions: see, for example, the inner hallway, the leaves of the bushes
in the garden and the roof tiles in the outside. The colors of the FPTMO first
and third versions are more similar to the colors of the other DTMOs, because these
FPTMO versions preserve the original color ratios, while the FPTMO second version
generates different colors. The FPTMO second version does not aim at preserving
original color ratios.
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(a) FPTMO first version. (b) FPTMO second version. (c) FPTMO third version.
(d) Drago. (e) Rahman. (f) Ashikhmin.
Figure 4.11: All FPTMO versions and other DTMOs (Drago, Rahman and
Ashikhmin) applied to the Courtyard image.
4.3 Noise Considerations
Camera sensor noise affects tone-mapping operators. The camera sensor noise floor
is defined as the non-zero value registered by the camera sensor when no light is
striking it. Some images have dark regions, in which the raw pixels have very low
values that are close to the camera sensor noise floor. This is the case, for example,
for the hallway of the Courtyard image. When the input image of the tone-mapping
operators is obtained through a combination of multiple exposures of the same
scene, noise tends to be reduced, because it is averaged over the multiple exposures.
However, as reported in [42], noise becomes particularly a problem when only a single
exposure serves as input to the tone-mapping operator, because such averaging is
not performed. Therefore, depending on the characteristics of the applied tone-
mapping curve, a salt-and-pepper noise may arise, specially in these darker regions,
thereby degrading image quality.
To suppress noise effects, an additional low-pass filtering stage may be required
after demosaicing. Noise is not observed in the images shown in Appendix C and
in this chapter, because they were pre-filtered by a low-pass bicubic filter, and then
rescaled to 10% of their original sizes. Figures 4.12 and 4.13 show non-filtered
and filtered versions of windows cropped from the original resolution (3273×4916)
Courtyard image. They were processed by the FPTMO third version and by the
Rahman operator. The low-pass filter used is a simple 6x6 moving average filter.
Small windows are shown rather than the full resolution images, because image
viewing software usually cannot show the image in the original resolution if the
original resolution is too big. The software usually exhibits a resized version instead,
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(a) Non-filtered ceiling third
version of FPTMO.
(b) Non-filtered hallway third
version of FPTMO.
(c) Non-filtered pillar third
version of FPTMO.
(d) Filtered ceiling third ver-
sion of FPTMO.
(e) Filtered hallway third ver-
sion of FPTMO.
(f) Filtered pillar third ver-
sion of FPTMO.
Figure 4.12: Non-filtered and filtered versions of windows cropped from the Cour-
tyard image in original resolution (3273×4916), generated after the application of
the FPTMO third version.
(a) Non-filtered ceiling Rah-
man operator.
(b) Non-filtered hallway Rah-
man operator.
(c) Non-filtered pillar Rah-
man operator.
(d) Filtered ceiling Rahman
operator.
(e) Filtered hallway Rahman
operator.
(f) Filtered pillar Rahman
operator.
Figure 4.13: Non-filtered and filtered versions of windows cropped from the Cour-
tyard image in original resolution (3273×4916), generated after the application of
the Rahman operator.
which is already pre-filtered.
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4.4 Objective Quality Assessment
The images resulting from every tone-mapping operator were also evaluated by an
objective quality assessment algorithm called Tone-Mapped image Quality Index
(TMQI) [43]. This algorithm takes into account the different dynamic ranges of the
tone-mapped image and the original HDR image when comparing them. It predicts
the score a person would give to the tone-mapped image, based on its overall quality.
In order to calculate the score, the algorithm uses a combination of two other image
quality assessment methods, namely a modified version of the structural similarity
(SSIM) [44] and the natural scene statistics (NSS) [45]. A limitation of the algorithm
is that color information is not considered for the calculation of the scores, since the
algorithm is applied on the original and tone-mapped luminance channels. The
reader is referred to [43] for more details on algorithm implementation.
Table 4.2 shows the scores of the images resulting from every tone-mapping ope-
rator. Figure 4.14 shows two graphical representations of the data in the table: the
errorbar plot and the boxplot. The errorbar helps quantifying the average perfor-
mance of each operator, by showing the average value (denoted by the circle) and the
associated standard deviation (denoted by the bars) of the scores distribution from
each operator. The boxplot gives a better indication of how these scores are distribu-
ted for each operator. The bottom and top edges of the boxes denote, respectively,
the 25th and 75th percentile of the scores distribution from the corresponding ope-
rator and the red bar denotes its median value. The dark bars represent the range
of score values that are not regarded as outliers, while the red crosses correspond to
outliers.
The scores lie within the [0,1] interval, with 1 and 0 representing the best and the
worst quality, respectively. The Ashikhmin operator achieves the highest average
score computed over the ten HDR images. Considering each image individually,
this operator achieves the highest score in three images: Flowers (0.973), Courtyard
(0.947) and Beach (0.981). For the rest of the images, different operators achieve
the highest scores. The results suggest that there is no operator which is the best
for every image, as can be inferred from the plots in Figure 4.14. The results also
suggest that different operators can perform equally well in a given image. All
FPTMO versions achieve high scores that are also similar to scores of other digital
tone-mapping competitors.
To check the statistical significance of the differences observed between each
operator TMQI score distribution, a preliminary analysis using four versions of Stu-
dent’s T test was performed. The null hypothesis is that all distributions are equal.
In all versions, the TMQI score distributions from every operator are compared




































































































































Scores of each TM operator
(b) Errorbars
Figure 4.14: Plots of the data from Table 4.2, showing the performance of each
operator, using the TMQI algorithm.
distributions are equal. The first and second versions assume that there is no re-
lationship between the scores obtained from different operators for a given image.
These versions are called independent sample T test. The first version considers a
two-tailed test, while the second version considers an one-tailed test. The third and
fourth versions, called dependent sample T test, assume that there is some relati-
onship between the scores of different operators for a given image. The third and
fourth versions consider a two-tailed test and an one-tailed test, respectively. For
every version, the confidence interval considered was 95%.
In the first version, 82% of pairs corresponded to two equal distributions (that
is, the null hypothesis was accepted in 82% of the cases). In the second version,
this percentage is equal to 71%. In the third version, 66% of pairwise comparisons
indicated equal distributions. In the fourth version, this percentage is equal to 51%.
From the graphics of Figure 4.14, a higher percentage of pairs would be expected
to correspond to two equal distributions in the third and fourth versions of this
test. A more careful analysis of these preliminary results and the methodology used
to obtain them must be performed before definitive conclusions can be drawn. In
all T test versions, almost all pairwise comparisons between each FPTMO version
and every DTMO indicated equal distributions. The only pair that indicated diffe-
rent distributions was the one corresponding to the third FPTMO version and the
Ashikhmin operator, in the third T test version.
Global (and particularly simple) operators, like Drago and Logarithm operators,
achieve scores in each image that are close to (or even higher than) scores obtained by
local and more complex operators, like Reinhard Local and Rahman operators. This
trend is also observed in [22]: two subjective tests (with and without the reference
image) were conducted in order to assess the performance of some tone-mapping
operators on three HDR images. The subjects evaluated the images under different
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Operator Parasol Fire Ext. Flowers Sunset Courtyard Color C. 1 Beach Palace Stone T. Color C. 2 Mean
Ashikhmin 0.961 0.893 0.973 0.874 0.947 0.771 0.981 0.952 0.920 0.770 0.904
Logarithm 0.905 0.928 0.885 0.832 0.887 0.722 0.969 0.924 0.927 0.816 0.880
Chiu 0.686 0.782 0.732 0.826 0.660 0.824 0.768 0.828 0.772 0.733 0.761
Drago 0.940 0.952 0.961 0.867 0.902 0.786 0.960 0.960 0.931 0.772 0.903
Ferwerda 0.779 0.954 0.801 0.509 0.756 0.654 0.837 0.910 0.882 0.805 0.789
FPTMO First V. 0.967 0.903 0.871 0.870 0.943 0.786 0.879 0.873 0.790 0.876 0.876
FPTMO Second V. 0.886 0.865 0.870 0.891 0.922 0.748 0.963 0.967 0.947 0.748 0.881
FPTMO Third V. 0.870 0.925 0.870 0.893 0.939 0.774 0.885 0.952 0.926 0.754 0.879
Exponential 0.859 0.966 0.873 0.861 0.810 0.643 0.910 0.864 0.934 0.767 0.849
Rahman 0.889 0.893 0.885 0.936 0.876 0.819 0.874 0.826 0.952 0.906 0.886
Reinhard G. 0.944 0.932 0.956 0.856 0.857 0.730 0.945 0.828 0.908 0.769 0.873
Reinhard L. 0.904 0.867 0.884 0.907 0.850 0.826 0.948 0.961 0.941 0.922 0.901
Schlick 0.864 0.849 0.867 0.866 0.843 0.712 0.925 0.960 0.693 0.752 0.833
Tumblin 0.845 0.839 0.920 0.869 0.818 0.731 0.924 0.824 0.911 0.781 0.846
Ward Hist. Adj. 0.839 0.784 0.819 0.771 0.737 0.651 0.799 0.756 0.767 0.628 0.755
Ward Con. Pre. 0.740 0.894 0.897 0.798 0.808 0.656 0.847 0.818 0.781 0.884 0.812
Mean 0.867 0.889 0.879 0.839 0.847 0.740 0.901 0.888 0.874 0.793 0.852
Table 4.2: TMQI scores of every tone-mapping operator for each HDR image. Boldface indicates the highest score achieved in a given
image.
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aspects defined by the authors, like, for example, overall quality, overall brightness
and others. In both experiments, global operators achieved higher scores than local
operators under the “overall quality” aspect (which is defined as “how close the
overall match in appearance is to the real-world scene”), including a simple linear
clipping operator developed by the authors.
Another algorithm used to objectively assess the quality of the resulting images is
called HDR Visual Difference Predictor (HDR-VDP) [46]. This algorithm estimates
the probabilities of detecting visual differences between two images (both HDR or
LDR) at each pixel and gives an overall quality score to the tested image, based on
the magnitude of the visual differences. The algorithm takes advantage of human
vision aspects, such as contrast perception under different illumination conditions,
in order to predict these probabilities. It assumes that pixel values of both images
represent absolute luminance values (calibrated in cd/m2). Each image is then
normalized to the [0,1] range and multiplied by a calibration factor Lmax, before the
algorithm is applied on them. This algorithm does not consider colors either. The
scores range from 0 (totally different - worst quality) and 100 (no differences - best
quality).
Since the real scene illumination conditions are unknown, the algorithm was exe-
cuted using different values for the calibration factor Lmax. This algorithm scores
for each tone-mapping operator using Lmax = 1, Lmax = 100 and Lmax = 10000 are
shown in Tables 4.3, 4.4 and 4.5, respectively. The corresponding errorbar plots and
boxplots are shown in Figures 4.15, 4.16 and 4.17. Under low illumination condi-
tions, the human eye has lower visual acuity, and is thus less capable of discerning
details and visual differences between two scenes. Under these conditions, the tone-
mapped images look more similar to the original HDR images. Distortions induced
by the tone-mapping operators are less likely to be visible, thereby leading to higher
scores for each operator. As scenes become more illuminated, the differences caused
by the tone-mapping operation in the resulting images also become more evident,
thus generally decreasing operator score. The HDR-VDP results also indicate that
it is difficult to define one best tone-mapping operator for every possible different
scene (and even for the same scene, when considering it under different illumination
conditions). In all scenarios that were tested using HDR-VDP, the performances of
all FPTMO versions and of all DTMOs are similar as well.
Besides directly assessing the resulting image quality through objective evalu-
ators, the visual-attention (or saliency) maps of the raw and each tone-mapped
image were also estimated and compared. Visual-attention maps show the salient
regions of the images, in which the attention of the viewer tends to be mostly fixed.
Such regions can be interpreted as representative regions of the image. Since the
original scene with all its details cannot be exhibited on a conventional display wit-
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Operator Parasol Fire Ext. Flowers Sunset Courtyard Color C. 1 Beach Palace Stone T. Color C. 2 Mean
Ashikhmin 60.91 58.88 62.38 60.01 58.77 63.86 58.86 59.89 60.41 63.47 60.74
Logarithm 58.12 59.22 57.51 59.38 58.42 63.67 58.71 59.40 59.39 57.71 59.15
Chiu 55.78 57.30 56.78 58.47 55.32 54.41 54.99 55.64 55.36 54.27 55.83
Drago 59.80 61.44 60.75 60.29 58.14 59.02 57.54 58.44 59.01 59.34 59.38
Ferwerda 56.10 57.24 58.65 56.18 52.81 58.51 54.67 56.27 56.47 52.59 55.95
FPTMO First V. 60.35 60.99 63.61 58.33 56.50 58.27 55.50 59.84 55.56 58.02 58.70
FPTMO Second V. 58.85 58.47 64.02 62.64 58.36 68.24 59.12 57.96 58.01 64.62 61.03
FPTMO Third V. 58.05 59.81 64.26 62.23 58.01 61.88 55.19 57.12 55.96 61.05 59.36
Exponential 58.58 58.52 59.68 60.91 55.86 62.63 57.51 58.93 58.85 56.52 58.80
Rahman 62.91 64.67 63.01 63.43 58.39 58.90 62.85 64.40 59.19 59.64 61.74
Reinhard G. 58.51 59.66 62.07 59.06 55.54 58.80 56.39 61.07 57.79 59.88 58.88
Reinhard L. 59.12 62.38 64.45 60.17 55.78 54.05 57.25 57.72 58.83 55.33 58.51
Schlick 57.83 63.84 58.66 58.67 55.26 59.68 56.53 56.53 66.47 59.24 59.27
Tumblin 58.77 64.54 65.70 58.09 59.36 62.87 58.57 63.03 58.71 60.17 60.98
Ward Hist. Adj. 67.22 66.32 67.52 72.08 58.06 65.36 66.49 75.40 67.46 74.17 68.01
Ward Con. Pre. 54.89 59.39 61.95 57.78 53.63 57.94 55.14 58.76 55.43 53.44 56.83
Mean 59.11 60.79 61.94 60.48 56.76 60.50 57.83 60.02 58.93 59.34 59.57
Table 4.3: HDR-VDP scores of every tone-mapping operator for each HDR image, using Lmax = 1. Boldface indicates the highest score
achieved in a given image.
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Operator Parasol Fire Ext. Flowers Sunset Courtyard Color C. 1 Beach Palace Stone T. Color C. 2 Mean
Ashikhmin 52.31 49.78 54.96 47.22 52.09 50.98 52.06 53.09 52.25 52.44 51.72
Logarithm 48.90 50.69 48.67 45.28 47.57 50.22 52.32 50.46 49.60 46.14 48.99
Chiu 51.29 51.40 54.77 51.35 50.47 48.72 53.81 50.30 53.17 48.58 51.39
Drago 49.21 54.03 53.28 47.83 51.49 46.27 49.64 51.71 49.17 49.68 50.23
Ferwerda 44.02 44.48 56.78 39.64 42.34 54.32 42.07 46.57 44.05 35.61 44.99
FPTMO First V. 48.71 51.53 64.10 47.06 45.78 45.10 47.63 54.93 43.88 48.15 49.69
FPTMO Second V. 50.85 49.90 63.92 51.47 50.25 50.86 50.85 51.43 49.14 51.78 52.05
FPTMO Third V. 49.10 52.09 63.86 51.06 49.39 46.30 46.70 50.10 45.61 50.80 50.50
Exponential 50.08 49.17 54.09 48.74 48.57 52.20 49.36 53.98 48.21 47.19 50.16
Rahman 57.74 57.09 60.34 54.40 51.88 51.36 58.47 56.37 54.20 52.59 55.44
Reinhard G. 52.88 53.01 55.91 48.03 47.81 50.06 47.25 55.96 47.15 51.89 50.99
Reinhard L. 50.89 57.39 60.76 48.63 48.31 47.82 49.39 50.81 48.96 44.73 50.77
Schlick 48.22 58.73 57.22 47.02 46.00 45.33 46.47 47.92 52.69 50.09 49.97
Tumblin 50.82 60.96 61.88 46.67 54.00 52.87 50.20 57.87 47.18 51.20 53.36
Ward Hist. Adj. 58.33 57.98 57.42 57.04 52.41 52.39 53.97 59.85 52.97 55.46 55.78
Ward Con. Pre. 44.32 50.70 62.41 45.96 45.68 52.07 43.54 55.56 43.45 39.01 48.27
Mean 50.48 53.06 58.15 48.59 49.00 49.80 49.61 52.93 48.86 48.46 50.89
Table 4.4: HDR-VDP scores of every tone-mapping operator for each HDR image, using Lmax = 100. Boldface indicates the highest score
achieved in a given image.
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Operator Parasol Fire Ext. Flowers Sunset Courtyard Color C. 1 Beach Palace Stone T. Color C. 2 Mean
Ashikhmin 51.17 49.52 52.98 47.28 51.50 54.05 51.79 52.90 52.07 52.47 51.57
Logarithm 48.38 50.49 48.29 45.70 53.41 53.32 52.80 52.65 52.15 45.49 50.27
Chiu 50.27 50.85 54.29 53.36 50.61 53.20 52.06 51.82 54.01 54.47 52.49
Drago 48.54 53.94 52.92 47.13 52.92 44.52 49.61 51.64 48.96 49.75 49.99
Ferwerda 43.21 43.71 56.92 38.28 41.23 53.01 41.20 45.98 43.35 33.93 44.08
FPTMO First V. 47.21 49.59 66.63 46.63 44.91 42.14 47.53 52.71 43.27 45.95 48.66
FPTMO Second V. 49.52 49.41 67.28 51.87 48.37 49.95 49.33 51.43 48.49 53.93 51.96
FPTMO Third V. 47.98 50.93 67.11 51.59 45.77 43.16 46.40 49.47 45.17 50.92 49.85
Exponential 49.83 48.66 53.90 47.91 49.68 54.56 49.52 54.18 47.93 46.85 50.30
Rahman 58.02 56.28 61.11 55.00 53.62 54.90 56.92 53.49 53.79 52.63 55.58
Reinhard G. 52.86 52.97 55.62 47.75 48.51 54.00 47.16 56.82 46.91 53.42 51.60
Reinhard L. 50.51 57.54 60.90 48.06 49.48 49.11 49.49 50.76 48.76 44.19 50.88
Schlick 47.82 58.83 57.51 46.41 45.51 43.68 46.30 47.82 44.51 50.09 48.85
Tumblin 50.54 61.18 61.52 46.03 57.33 56.81 50.37 59.14 46.89 51.42 54.12
Ward Hist. Adj. 64.21 62.45 63.23 50.46 45.33 47.82 55.46 57.97 50.85 47.00 54.48
Ward Con. Pre. 44.03 50.30 63.54 45.06 45.66 55.82 43.22 56.06 42.74 37.29 48.37
Mean 50.26 52.91 58.98 48.03 48.99 50.63 49.32 52.80 48.12 48.11 50.82
Table 4.5: HDR-VDP scores of every tone-mapping operator for each HDR image, using Lmax = 10000. Boldface indicates the highest


































































































































Scores of each TM operator
(b) Errorbars
Figure 4.15: Plots of the data from Table 4.3, showing the performance of each

































































































































Scores of each TM operator
(b) Errorbars
Figure 4.16: Plots of the data from Table 4.4, showing the performance of each

































































































































Scores of each TM operator
(b) Errorbars
Figure 4.17: Plots of the data from Table 4.5, showing the performance of each
operator, using the HDR-VDP algorithm and a calibration factor Lmax = 10000.
hout the previous application of a tone-mapping operator on it, the visual-attention
maps provide a way of representing the original scene before any signal processing
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task takes place. They also give an idea of how each tone-mapping operator affects
the original scene by possibly showing different salient regions in the resulting ima-
ges. Visual-attention maps and image visual quality are aspects that affect the user
overall quality of experience [47]. A relationship between image quality and visual-
attention maps possibly exists, so the use of visual-attention maps as objective image
quality evaluator is justified.
There exists a number of algorithms that attempt to predict the salient regions
of an image. Their performances are evaluated using benchmark datasets, which
contain the images of original scenes and their corresponding visual-attention maps
estimated from several different observers. The reader is referred to [48] and [49]
for more details on saliency detection algorithms as well as metrics and benchmark
datasets used to evaluate them. In the present work, the visual-attention maps are
generated by the context-aware saliency detection algorithm [50]. The mean squared
errors (MSEs) between the saliency map of the raw and each tone-mapped image are
calculated, in order to quantify the differences between them. The MSE values are
then normalized by the maximum MSE that is found (which is MSEmax = 22152).
Table 4.6 shows the MSE values associated with each operator for each different
image and Figure 4.18 shows the errorbar plot and boxplot of this data. Results
suggest that, on average, no tone-mapping operator has particularly more tendency
of changing or preserving the original saliency maps than the others. This obser-
vation is valid for the images resulting from all DTMOs and all FPTMO versions.
As stated before, saliency roughly indicates how each tone-mapping operator affects
the original image, but no judgement concerning the tone-mapped image quality can
be made by only comparing the resulting visual-attention map to the corresponding
original visual-attention map. Low and high MSE do not necessarily correspond to
worst and best image quality, respectively, since there is no clear relation between
salient regions and image overall quality (e.g. tone-mapping operators may intro-
duce or remove artifacts from certain regions of the original image, or make details
more or less visible in such regions, thereby leading to a possibly different resulting
visual-attention map).
4.5 Complexity Analysis Results
In this section, the overall processing times of each tone-mapping operator imple-
mented in this work are presented. These times are calculated considering two
scenarios. The first scenario assumes that all tone-mapping operators, including
the three FPTMO versions, are digitally implemented and run on the same digital
hardware outside the focal plane. The second scenario considers that the FPTMO
second and third versions are implemented in hardware (i.e. at the focal plane of a
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Operator Parasol Fire Ext. Flowers Sunset Courtyard Color C. 1 Beach Palace Stone T. Color C. 2 Mean
Ashikhmin 0.281 0.112 0.698 0.315 0.280 0.225 0.192 0.293 0.272 0.304 0.297
Chiu 0.517 0.093 1.000 0.283 0.141 0.236 0.261 0.298 0.231 0.147 0.321
Drago 0.326 0.118 0.810 0.320 0.283 0.208 0.202 0.310 0.271 0.320 0.317
Exponential 0.382 0.121 0.951 0.410 0.341 0.223 0.308 0.358 0.299 0.311 0.370
Ferwerda 0.205 0.110 0.468 0.195 0.085 0.208 0.399 0.339 0.279 0.056 0.234
FPTMO First V. 0.286 0.124 0.530 0.371 0.219 0.210 0.232 0.338 0.279 0.238 0.283
FPTMO Second V. 0.190 0.088 0.547 0.371 0.387 0.168 0.371 0.256 0.259 0.322 0.296
FPTMO Third V. 0.392 0.150 0.538 0.454 0.304 0.211 0.254 0.314 0.269 0.313 0.320
Logarithm 0.377 0.119 0.857 0.294 0.285 0.190 0.211 0.267 0.278 0.264 0.314
Rahman 0.149 0.127 0.407 0.291 0.403 0.173 0.311 0.253 0.253 0.249 0.262
Reinhard G. 0.205 0.075 0.548 0.293 0.188 0.137 0.183 0.307 0.221 0.291 0.245
Reinhard L. 0.343 0.153 0.595 0.379 0.258 0.204 0.198 0.342 0.280 0.184 0.294
Schlick 0.393 0.164 0.884 0.413 0.110 0.187 0.229 0.309 0.294 0.331 0.331
Tumblin 0.351 0.167 0.605 0.395 0.392 0.233 0.353 0.302 0.305 0.313 0.342
Ward Con. Pre. 0.466 0.202 0.643 0.363 0.204 0.258 0.345 0.373 0.291 0.118 0.326
Ward Hist. Adj. 0.182 0.158 0.419 0.480 0.560 0.253 0.366 0.250 0.283 0.368 0.332
Mean 0.315 0.130 0.656 0.352 0.278 0.208 0.276 0.307 0.273 0.258 0.305
Table 4.6: MSE values between the saliency maps of the raw and each tone-mapped image. Boldface indicates the lowest MSE value












































































































































Figure 4.18: Data from Table 4.6.
CMOS image sensor), while the FPTMO first version and the other digital opera-
tors are implemented in software, as in the first scenario. In either scenario, each
operator processing time is obtained from the complexity analysis expressions in
Chapter 3.
In order to calculate the execution times using the complexity analysis expressi-
ons, some constants must be defined. In both scenarios, the camera sensor array is
assumed to have M = 1024 rows and N = 2048 columns (thus yielding images of size
1024 x 2048) and that there is one ADC per column of the sensor array (which cor-
responds to NADC = 2048). As stated in Chapter 3, the constant KRamp (for either
8-bit or 12-bit ramp ADC) depends on the ramp ADC clock median reported in [39]
and on the circuit global clock, which is defined as the maximum time required to
complete the tone-mapping operation in the focal plane τclk = Tmax. The median
conversion rate reported in [39] for the 8-bit ramp ADC is approximately 4.5× 105
samples per second, which corresponds to a median conversion time of 2.2 µs. Using
this value in Equation (3.52) yields a median operating clock value equal to 8.59 ns.
By substituting this value in Equation (3.53) and assuming that Tmax = 1 ms, the
constant KRamp 8bits is then equal to 8.59× 10−6.
For the 12-bit ramp ADC, the median conversion rate from Figure 3.41 is ap-
proximately 3× 104 samples per second. This leads to a median conversion time of
33 µs and, consequently from Equation (3.52), to a median operating clock of ap-
proximately 8 ns. Using this value and τclk = Tmax = 1 ms in Equation (3.53) yields
KRamp 12bits = 8× 10−6. The constant KDP is obtained from Equation (3.55), consi-
dering an arbitrarily chosen digital processor clock period of 0.25 ns (or, equivalently,
a clock frequency of 4 GHz) and Tmax = 1 ms, thus leading to KDP = 2.5 × 10−7.
The constant values are summarized in Table 4.7.
The constants Nclk cycles TM and Nclk cycles CT are the number of clock cycles re-
quired to complete the execution of the tone-mapping operation and additional color
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Constant Value
KRamp 8bits 8.59× 10−6





Table 4.7: Constant values for complexity analysis expressions from Chapter 3.
treatment operations, respectively. The tone-mapping and color treatment opera-
tions are assumed to be implemented in software rather than in hardware. These
constant values depend on the tone-mapping operator considered and they are deter-
mined according to the digital complexity analysis procedure described in Chapter 3.
Table 4.8 shows the number of clock cycles and the corresponding time (assuming a
digital clock period of 0.25 ns) demanded by the operations that are performed after
tone mapping to include color in the resulting images. For the FPTMO first version
and DTMOs that are executed on the input image luminance channel (i.e. execu-
ted on grayscale images), the operation to obtain the tone-mapped color channels
consists in scaling the original color channels by the ratio between the tone-mapped
and original luminance values defined for each pixel.
For the FPTMO second version, the operations executed after tone mapping
are the following ones: raw value reconstruction, white-balance gain calculation and
multiplication by the tone-mapped image in the Bayer pattern, and demosaicing.
In the first scenario, in which this operator is digitally implemented, the raw va-
lue reconstruction must not be performed, because the raw image pixel values are
available to all operators. Consequently, the total processing time required by this
operator to yield a color tone-mapped image does not take into account the time
cost of the raw value reconstruction operation. In the second scenario, in which
this FPTMO version is implemented in the focal plane, the original raw values are
not available. They must be reconstructed, to allow for correct white-balance gain
computations for each pixel, as discussed in Chapter 3. Therefore, in the second
scenario, this operator overall processing time must include the execution time of the
raw value reconstruction operation. For the FPTMO third version, the color treat-
ment operation consists in multiplying the tone-mapped image in the Bayer pattern
by the corresponding white-balance gains obtained from the DCRaw software, and
then performing demosaicing.
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Operation Nclk cycles CT Time (ms) Required By
Raw rec. 9.65× 106 2.41 FPTMO second version
Color treat. 1 2.16× 108 54.00
FPTMO first version and
DTMOs defined for
grayscale images
Color treat. 2 6.96× 108 174.00 FPTMO second version
Color treat. 3 2.74× 108 68.50 FPTMO third version
Table 4.8: Number of clock cycles and the associated execution time of post-
processing operations. The last column identifies to which operator the correspon-
ding post-processing operation is associated.
4.5.1 First Scenario
In this scenario, an HDR picture is assumed to be captured, converted to twelve
bits and then tone-mapped by each operator. Additional color processing operations
after tone mapping are also considered. Since the capture and the image analog-
to-digital conversion process is the same for all operators (that is, the same image-
processing cascade from Figure 3.40 is applied to all operators), the focus in this
scenario is on evaluating the execution times of each tone-mapping algorithm.
Table 4.9 shows the execution times of the digital implementations of each tone-
mapping operator. The Tproc gray column shows the time required to produce grays-
cale images, that is, considering only the tone-mapping operation execution time
and the analog-to-digital conversion time. The Tproc color column shows the overall
processing time, which includes the execution times of the additional operations
performed, by each operator, in order to generate color images. The TADC column
shows the time demanded to digitally convert all pixels of the sensor array, using
12-bit SAR ADCs. If 12-bit ramp ADCs are considered instead, then the values
from the TADC column are all equal to 33.55 ms. Since this only corresponds to
increasing all the values from the Tproc gray and Tproc color columns by an offset of
33.55− 1.38 = 32.17 ms, the ranking between the operators (regarding their execu-
tion times) is not changed. An additional table for the execution times, considering
12-bit ramp ADCs, is thus not shown.
Operators, such as Ashikhmin and Rahman operators, that produce images
whose overall quality is good and achieve high average scores in the TMQI and
VDP metrics also demand particularly high execution times. As indicated by the
results from Table 4.9, local tone-mapping operators tend to demand more execution
time than global ones, since they usually perform multiple filtering operations, in
order to determine the contextual information of each pixel. Drago and Logarithm
operators, which are both global and also achieve high scores in the TMQI and VDP
metrics, are not among the fastest tone-mapping operators, despite their simplicity,
because of the relatively high estimated cost for the logarithm operation.
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Operators Nclk cycles TM
Tproc gray Tproc color
TTM TADC = TCT =
(ms) (ms) TTM + TADC (ms) TTM + TADC + TCT
(ms) (ms)
FPTMO Third V. 4.07× 108 101.75 1.38 103.13 68.50 171.63
Exponential 8.61× 108 215.25 1.38 216.63 54.00 270.63
FPTMO Second V. 3.95× 108 98.75 1.38 100.13 174.00 274.13
FPTMO First V. 8.76× 108 219.00 1.38 220.38 54.00 274.38
Ferwerda 1.12× 109 280.00 1.38 - - 281.38
Reinhard G. 1.22× 109 305.00 1.38 - - 306.38
Schlick 1.07× 109 267.50 1.38 268.88 54.00 322.88
Ward Con. Pre. 1.08× 109 270.00 1.38 271.38 54.00 325.38
Logarithm 1.44× 109 360.00 1.38 361.38 54.00 415.38
Drago 1.45× 109 362.50 1.38 363.88 54.00 417.88
Tumblin 1.49× 109 372.50 1.38 373.88 54.00 427.88
Ward Hist. Adj. 5.65× 109 1,412.50 1.38 1,413.88 54.00 1,467.88
Ashikhmin 7.13× 109 1,782.50 1.38 1,783.88 54.00 1,837.88
Chiu 9.45× 109 2,362.50 1.38 2,363.88 54.00 2,417.88
Reinhard L. 9.46× 1010 23,650.00 1.38 23,651.38 54.00 23,705.38
Rahman 1.59× 1011 39,750.00 1.38 - - 39,751.38
Table 4.9: Execution times for all the tone-mapping operators, considering that they
are all digitally implemented (following the block diagram in Figure 3.40) and that
the camera internal circuit uses SAR ADCs. The operators are sorted in ascending
Tproc color order.
All three FPTMO digital implementations have low execution times, since their
corresponding tone-mapping operations are not highly complex and do not involve
costly operations either. Regarding grayscale images, the FPTMO second version
has the lowest execution time (98.75 ms), but because of the relatively high execution
time of its color treatment operations, it has the third lowest execution time for
producing color tone-mapped images. The high time cost of its color treatment
operations is mainly caused by the white-balance gain calculation. Regarding color
images, the FPTMO third version has the lowest execution time (171.63 ms). Aside
from the Exponential operator, all three FPTMO versions are faster than the other
DTMOs implemented in this work, considering the generation of either grayscale or
color tone-mapped images. Figure 4.19 shows the performance of each tone-mapping
operator considering the corresponding execution time for generating a color tone-
mapping image in this first scenario and the corresponding average TMQI score.
4.5.2 Second Scenario
In this scenario, the FPTMO second and third versions are assumed to be imple-
mented in hardware. So, they are implemented according to the block diagram
in Figure 3.39 (capturing an HDR picture, performing the tone-mapping operation
on it, digitizing the tone-mapped image using eight bits, and then executing the

















































Figure 4.19: Average TMQI score from Table 4.2 versus processing time to generate
a color tone-mapped image from Table 4.9 of each tone-mapping operator.
siderations for the FPTMO first version and the DTMOs are the same as in the
first scenario: they are implemented in software according to the image-processing
cascade defined in that scenario. The second scenario is devoted to the evaluation of
the overall processing time required by tone-mapping operators implemented inside
and outside the focal plane, thereby allowing to analyze the performance differences
caused by implementing the tone mapping in hardware or in software.
Table 4.10 shows the execution times for each tone-mapping operator. The values
from the column TADC were obtained assuming an 8-bit SAR ADC for the FPTMO
second and third versions, and a 12-bit SAR ADC for the other operators. Table 4.11
shows the corresponding execution times, when ramp ADCs are considered, instead
of SAR ADCs. In both cases, regarding the generation of grayscale tone-mapped
images, the FPTMO second and third versions, which are implemented in the focal
plane, are significantly faster than the other digital competitors. One of the reasons
for that is because in the focal plane the raw image pixels are simultaneously tone
mapped, thus requiring at most Tmax = 1 ms to finish this operation. The analog-to-
digital conversion is also faster when eight bits are used instead of twelve, especially
for the ramp ADCs.
The Exponential operator with 12-bit SAR ADCs is the digital tone-mapping
configuration that requires the shortest processing time until a grayscale tone-
mapped image ready for display is obtained. In that statement, the tone mapping
and analog-to-digital conversion times are both taken into account. The overall
processing time for this configuration is 216.63 ms. The FPTMO second and third
versions with 8-bit ramp ADCs, which is the configuration that demands the lon-
gest execution time for both versions to yield a grayscale tone-mapped image readily
available for display, is 3.25 ms. This configuration is approximately 66 times faster
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Operators Nclk cycles TM
Tproc gray Tproc color
TTM TADC = TCT =
(ms) (ms) TTM + TADC (ms) TTM + TADC + TCT
(ms) (ms)
FPTMO Third V. - 1.00 1.13 2.13 68.50 70.63
FPTMO Second V. - 1.00 1.13 2.13 174.00 176.13
Exponential 8.61× 108 215.25 1.38 216.63 54.00 270.63
FPTMO First V. 8.76× 108 219.00 1.38 220.38 54.00 274.38
Ferwerda 1.12× 109 280.00 1.38 - - 281.38
Reinhard G. 1.22× 109 305.00 1.38 - - 306.38
Schlick 1.07× 109 267.50 1.38 268.88 54.00 322.88
Ward Con. Pre. 1.08× 109 270.00 1.38 271.38 54.00 325.38
Logarithm 1.44× 109 360.00 1.38 361.38 54.00 415.38
Drago 1.45× 109 362.50 1.38 363.88 54.00 417.88
Tumblin 1.49× 109 372.50 1.38 373.88 54.00 427.88
Ward Hist. Adj. 5.65× 109 1,412.50 1.38 1,413.88 54.00 1,467.88
Ashikhmin 7.13× 109 1,782.50 1.38 1,783.88 54.00 1,837.88
Chiu 9.45× 109 2,362.50 1.38 2,363.88 54.00 2,417.88
Reinhard L. 9.46× 1010 23,650.00 1.38 23,651.38 54.00 23,705.38
Rahman 1.59× 1011 39,750.00 1.38 - - 39,751.38
Table 4.10: Execution times for all the tone-mapping operators, considering that
the second and third versions of the FPTMO are implemented in the focal plane
(following the block diagram in Figure 3.39), while the other operators are digitally
implemented (following the block diagram in Figure 3.40). For the focal-plane im-
plementations, the camera internal circuit uses 8-bit SAR ADCs. For the digital
implementations, the camera internal circuit uses 12-bit SAR ADCs. The operators
are sorted in ascending Tproc color order.
than the fastest configuration that uses a DTMO. If the FPTMO second and third
versions are used with 8-bit SAR ADCs, then they run approximately 100 times
faster than the configuration that uses the Exponential operator with 12-bit SAR
ADC.
The focal-plane implementations of the FPTMO second and third versions are
also considerably faster than their corresponding first scenario digital implementa-
tions, regarding the generation of grayscale tone-mapped images that are readily
available for display (i.e. digital 8-bit images). When considering the focal-plane
implementations with 8-bit ramp ADCs and the digital implementations with 12-
bit SAR ADCs, both focal-plane versions are approximately 30 times faster than
their digital counterparts. When the focal-plane implementations are used with 8-
bit SAR ADCs, they are about 50 times faster than their digital implementations
with 12-bit SAR ADCs. If only the tone-mapping operations are considered (i.e.
not taking into account the ADC processing time), then the focal-plane versions are
about 100 times faster than their corresponding digital versions.
For generating color tone-mapped images, the focal-plane implementations are
faster than the other digital operators, although the gain in processing time that
occurs in this case is not as high as the gain in processing time that occurs when
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Operators Nclk cycles TM
Tproc gray Tproc color
TTM TADC = TCT =
(ms) (ms) TTM + TADC (ms) TTM + TADC + TCT
(ms) (ms)
FPTMO Third V. - 1.00 2.25 3.25 68.50 71.75
FPTMO Second V. - 1.00 2.25 3.25 174.00 177.25
Exponential 8.61× 108 215.25 33.55 248.80 54.00 302.80
FPTMO First V. 8.76× 108 219.00 33.55 252.55 54.00 306.55
Ferwerda 1.12× 109 280.00 33.55 - - 313.55
Reinhard G. 1.22× 109 305.00 33.55 - - 338.55
Schlick 1.07× 109 267.50 33.55 301.05 54.00 355.05
Ward Con. Pre. 1.08× 109 270.00 33.55 303.55 54.00 357.55
Logarithm 1.44× 109 360.00 33.55 393.55 54.00 447.55
Drago 1.45× 109 362.50 33.55 396.05 54.00 450.05
Tumblin 1.49× 109 372.50 33.55 406.05 54.00 460.05
Ward Hist. Adj. 5.65× 109 1,412.50 33.55 1,446.05 54.00 1,500.05
Ashikhmin 7.13× 109 1,782.50 33.55 1,816.05 54.00 1,870.05
Chiu 9.45× 109 2,362.50 33.55 2,396.05 54.00 2,450.05
Reinhard L. 9.46× 1010 23,650.00 33.55 23,683.55 54.00 23,737.55
Rahman 1.59× 1011 39,750.00 33.55 - - 39,783.55
Table 4.11: Execution times for all the tone-mapping operators, considering that
the second and third versions of the FPTMO are implemented in the focal plane
(following the block diagram in Figure 3.39), while the other operators are digitally
implemented (following the block diagram in Figure 3.40). For the focal plane
implementations, the camera internal circuit uses 8-bit ramp ADCs. For the digital
implementations, the camera internal circuit uses 12-bit ramp ADCs. The operators
are sorted in ascending Tproc color order.
considering the generation of grayscale tone-mapped images. This is because the
color treatment operations associated with the focal-plane operators are implemen-
ted in software. The software implementation does not have the focal-plane parallel
signal processing advantage.
The fastest digital configuration that yields color tone-mapped images is the
one that uses the Exponential operator with 12-bit SAR ADCs, with an overall
processing time equal to 270.63 ms. Considering that 8-bit ramp ADCs are used
with both operators implemented in the focal plane, the FPTMO second version
requires 179.66 ms to produce the color tone-mapped image. It is thus approximately
1.5 times faster than the fastest digital configuration. The FPTMO third version
requires 71.75 ms (roughly 3.2 times faster than the fastest digital configuration).
Using 8-bit SAR ADCs with the focal-plane implementations, the FPTMO second
and third versions are, respectively, 1.5 times (178.54 ms) and 3.8 times (70.63 ms)
faster than the fastest digital configuration.
In comparison to the overall processing time achieved by their corresponding
digital implementations (Table 4.9), the focal-plane implementations of FPTMO
versions 2 and 3 are faster as well. Considering 8-bit ADCs of either ramp or SAR


















































Figure 4.20: Average TMQI score from Table 4.2 versus processing time to generate
a color tone-mapped image from Table 4.11 of each tone-mapping operator.
times faster than its digital counterpart, while the FPTMO third version focal-plane
implementation is about 2.4 times faster than its digital counterpart. Figure 4.20
shows each tone-mapping operator performance, considering the associated average
TMQI score and execution time required to yield a color tone-mapped image in this




Based on the results presented in Chapter 4, the tone-mapping problem does not
have one universally best solution, that is, no tone-mapping operator is always the
best for all possible HDR scenes. This happens for several reasons. First, the
definition of the best operator depends on what the purpose of the tone mapping is,
as discussed in Chapter 2. The purpose can be, among others, to generate visually
appealing images, or to generate images that accurately reproduce the same visual
experience a person would have when observing the same scene in the real world.
Some operators may focus on accomplishing one particular goal more than others.
Second, even when the goal is established, it may be impossible to state that one
operator performs better than any other operator for every single possible HDR
image, especially when considering subjective preferences. The results obtained
from different objective quality assessment algorithms also indicate the difficulty of
selecting one best operator for all scenes and even for the same scene under different
illumination conditions, as suggested by the VDP scores of the operators.
The results suggest that global tone-mapping operators are capable of producing
images whose overall quality is comparable to the quality of the images generated
by local tone-mapping operators. Particularly simple operators, such as Drago and
Logarithm, can produce images with superior quality, regarding details and colors,
than more complex operators, such as Reinhard Local and Rahman. This shows
that the attributes that define the overall impression of quality in the image are not
necessarily related to more intricate aspects, like, for example, local contrasts in some
regions of the image. As a consequence, more complicated operations performed by
local operators may not be required in order to generate high quality images.
Likewise, the results show that tone-mapping operators implemented in the fo-
cal plane generate images with quality similar to those produced by DTMOs. The
FPTMO is not particularly better or worse than its digital competitors for any spe-
cific kind of image. Like the digital operators, its performance varies according to
the image considered, as shown by the scores of different objective quality asses-
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sment algorithms. The same observations made previously about the choice of one
best operator are also valid for the FPTMO. As shown by the complexity analy-
sis results, the main benefit of the FPTMO is that it runs faster than the other
digitally implemented tone-mapping operators, since it benefits from the hardware
implementation advantages.
5.1 Future Work
According to the complexity analysis results, for the real FPTMO implementation,
most of the processing time required for generating color tone-mapped images is
caused by the color treatment operations. Unlike the tone-mapping operation, the
color treatment operations are not implemented in the focal plane. It would be
interesting to study in more details the associated costs of implementing the color
processing operations inside the focal plane, and also investigate other white-balance
methods that automatically calculate the appropriate gains by using only informa-
tion derived from the available pixel values. That would free the user or designer
from making arbitrary assumptions, such as defining constant gains, or from using
information obtained from external means, such as the gains calculated from the
DCRaw software.
Although it is not clear that there is a relation between image overall quality
and differences between the saliency maps of the original and tone-mapped image,
it is possible that some correlation between the tone-mapped image saliency map
and its quality exists. Different metrics other than the MSE, such as the Area
Under Curve (AUC), might provide a better insight of how saliency maps relate to
image overall quality and, consequently, to the tone-mapping operator performance.
Subjective and objective evaluation of the images resulting from every tone-mapping
operator also suggests that in some images it is harder to make details visible in
dark and bright regions simultaneously (for example, the Color Chart, Sunset and
Courtyard images), while in others it is easier (for example, the Beach, Palace and
Flowers images). It would be interesting to investigate what kind of image features
determine the difficulty of generating good quality results, regarding detail level in
both bright and dark regions.
Another possibility is to further explore different circuit configurations that im-
plement the same tone-mapping operation, by taking advantage of the color in-
formation introduced by the Bayer CFA. Some configurations may lead to further
reductions in the complexity and/or size of the focal-plane circuit. The improved cir-
cuits might achieve shorter execution times, and yet yield good-quality tone-mapped
images. Like the FPTMO modified circuit considered in this work, new configura-
tions may place a lighter computational burden on the color processing tasks that
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occur after the tone mapping. Depending on the amount of simplification, such
color processing tasks might be amenable to focal-plane implementation. Imple-
menting color processing tasks in the focal plane would lead to further reduction in
the processing time required for generating color tone-mapped images.
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159-167. Dispońıvel em: <http://dx.doi.org/10.2312/COMPAESTH/
COMPAESTH05/159-167>.
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In this appendix, it is described how the raw images are read and pre-preprocessed,
before they are made available for the tone-mapping operators. The pre-processing
steps used in this work follow the ones defined in the guide “Processing RAW Images
in MATLAB”, written by Rob Summer [51]. The raw image format is not standar-
dized. Each camera manufacturer has its own proprietary raw format (.CR2 for
Canon, .NEF for Nikon, and so on). When using the MATLAB software, attemp-
ting to read raw HDR images in these formats into a matrix variable does not yield
pixel values in the original dynamic range. Instead, the built-in MATLAB functions
assign the raw image to a matrix variable, whose pixel values are quantized using
eight bits, thereby varying from 0 to 255. An unknown tone-mapping algorithm is
executed on the raw image before it is made available to the user. This is undesi-
rable in this work, since the implemented tone-mapping operators are compared to
each other based on their resulting images. The differences observed between the
images are assumed to be caused only by the different implemented tone-mapping
functions. To make sure that no other processing is affecting the performance of
the tone-mapping operators, the input raw image pixel values are expected to be as
close as possible to the original sensor values.
To read the data in its original dynamic range, the raw image is first converted
to a 16-bit TIFF file (the original dynamic range is assumed to not exceed the 16-
bit value range). The conversion is done through an auxiliary open-source software
called DCRaw, created by Dave Coffin [34]. This software runs in command-line and
is suitable for raw image processing. It reads many different raw image formats and
contains information from many camera models from different manufacturers. To
perform the conversion, the program must run with the options “-4 -D -T”, where “-
4” is to convert the image using sixteen bits, “-D” is to not apply any white-balance
or demosaicing to the input image and “-T” is to convert the input image to the
TIFF image format. An example of this operation is shown in Figure A.1. After the





multiplied by the corresponding XYZ-to-Cam matrix MXY Z−to−Cam, thus leading to
MsRGB−to−Cam = MXY Z−to−Cam·MsRGB−to−XY Z . The sRGB-to-XYZ transformation
is standardized and uses the CIE D65 illuminant as white light reference. This































White pixels in both camera and sRGB color spaces are represented as the triple-
element vector [1 1 1]T . The color space transformation matrix must then assure
that a white pixel in the display device color space corresponds to a white pixel in the
camera color space. Equivalently, the triple-element vector [1 1 1]T in one color space
must be mapped to the same triple-element vector [1 1 1]T in the other color space.
This is achieved by making the sum of elements in the same row in the sRGB-to-
Cam matrix equal to one. Each matrix element must then be normalized by the sum
of elements in the corresponding matrix row. The calculated transformation matrix
converts from the sRGB to the camera color space. The transformation matrix
MCam−to−sRGB that does the reverse conversion (i.e. from the camera to the sRGB
color space) is obtained by inverting the sRGB-to-Cam matrix: MCam−to−sRGB =
M−1sRGB−to−Cam. The color raw image yielded after the demosaicing operation is
multiplied by the color space transformation matrixMCam−to−sRGB, thereby yielding
the final color raw image that serves as input to the digital tone-mapping operators.
This completes the raw image pre-processing.
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Appendix B
FPTMO with Fixed DCRaw WB
Gains For Every Image
In this appendix, the images that result from the FPTMO second and third versions
(according to the definitions given in Chapter 4) are shown. These images were
generated by fixing, for every image, the DCRaw red and blue white-balance gains.
For the FPTMO second version, these gains are used to calculate the final white-
balance gains for each pixel in the image. For the FPTMO third version, these gains
already correspond to the final white-balance gains. The DCRaw gains were fixed
at 2.1610 for the red channel and at 1.5634 for the blue channel. Such values were
chosen based on the red and blue white-balance gains calculated by the DCRaw
software for each of the ten HDR images used in this work.
146
(a) Parasol. (b) Fire Extinguisher. (c) Flowers.
(d) Sunset. (e) Courtyard. (f) Color Chart 1.
(g) Beach. (h) Palace. (i) Stone Tower.
(j) Color Chart 2.
Figure B.1: Images resulting from the FPTMO second digital version, in which each
pixel integration time is calculated using the own pixel value. The DCRaw white-
balance gains were fixed at 2.1610 for the red channel and at 1.5634 for the blue
channel.
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(a) Parasol. (b) Fire Extinguisher. (c) Flowers.
(d) Sunset. (e) Courtyard. (f) Color Chart 1.
(g) Beach. (h) Palace. (i) Stone Tower.
(j) Color Chart 2.
Figure B.2: Images resulting from the FPTMO third digital version, in which the
integration time of blue and red pixels is calculated using the value of the neighboring
green pixel located above or below them. The DCRaw white-balance gains were fixed





In this appendix, the best results of each tone-mapping operator implemented in
this work are presented (the FPTMO implementations follow the definitions given
in Chapter 4). The best results were obtained based on the criteria defined in
Chapter 4.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure C.1: Different tone-mapping operators applied to the Parasol image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure C.2: Different tone-mapping operators applied to the Fire Extinguisher
image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure C.3: Different tone-mapping operators applied to the Flowers image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure C.4: Different tone-mapping operators applied to the Sunset image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure C.5: Different tone-mapping operators applied to the Courtyard image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure C.6: Different tone-mapping operators applied to the Color Chart 1 image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure C.7: Different tone-mapping operators applied to the Beach image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure C.8: Different tone-mapping operators applied to the Palace image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure C.9: Different tone-mapping operators applied to the Stone Tower image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure C.10: Different tone-mapping operators applied to the Color Chart 2 image.
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Appendix D
Saliency Maps of the Raw and
Tone-Mapped Images
In this appendix, the saliency maps of the raw and all tone-mapped versions of every
HDR image considered in this work are presented. The saliency maps were obtai-
ned using the “Context-Aware Saliency Detection” algorithm [50]. The FPTMO
implementations follow the definitions given in Chapter 4.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure D.1: Saliency maps of the raw and tone-mapped versions of the Parasol
image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure D.2: Saliency maps of the raw and tone-mapped versions of the Fire Extin-
guisher image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure D.3: Saliency maps of the raw and tone-mapped versions of the Flowers
image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure D.4: Saliency maps of the raw and tone-mapped versions of the Sunset image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure D.5: Saliency maps of the raw and tone-mapped versions of the Courtyard
image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure D.6: Saliency maps of the raw and tone-mapped versions of the Color Chart
1 image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure D.7: Saliency maps of the raw and tone-mapped versions of the Beach image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure D.8: Saliency maps of the raw and tone-mapped versions of the Palace image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure D.9: Saliency maps of the raw and tone-mapped versions of the Stone Tower
image.
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(a) Raw. (b) Logarithm. (c) Ward contrast-based.
(d) Ferwerda. (e) Tumblin-Rushmeier. (f) Exponential.
(g) Drago. (h) Reinhard Global. (i) Ward Histogram Adjust-
ment.
(j) Schlick. (k) Chiu. (l) Rahman.
(m) Reinhard Local. (n) Ashikhmin. (o) FPTMO First Version.
(p) FPTMO Second Version. (q) FPTMO Third Version.
Figure D.10: Saliency maps of the raw and tone-mapped versions of the Color Chart
2 image.
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