How does the efficiency of attentional selection depend on the number of attended objects in a display? We measured the channel capacity (CC) of human observers during the attentional tracking of moving targets. The relation between CC and target number was used to estimate target-sampling rate. The sampling rate was halved when the number of targets was doubled, indicating that tracking was accomplished by a mechanism whose processing rate did not vary with target number. Systematically varying the dynamic parameters of the display provided inconclusive evidence for the idea that the time interval between successive samples of the same target increased with target number. These results are consistent with the hypothesis that the selection of multiple moving objects involves a limited capacity processor.
Introduction
Transformation of visual information into higher order representations depends on several computations. These include compression and re-coding of incoming sensory data (Barlow, 1978) , selection and prioritization of information for further processing (Broadbent, 1958; Neisser, 1967) , the fine-grained analysis of this information and its storage in memory (Atkinson & Shiffrin, 1968; Sperling, 1960) . In this paper, we address the processing architecture of the second step of selection and prioritization by using a task that minimizes the third step of fine-grained analysis.
Parallel architectures, with locally limited but globally unlimited capacity, enable selection of multiple objects over the entire retinal image at once. These architectures afford computations limited only by each target's sensory distinctiveness, but not by the overall processing load (Eckstein, 1998; Palmer, Verghese, & Pavel, 2000; Verghese, 2001) . In contrast, attentive visual selection, based on a single processor with globally limited capacity, is slow and effortful since it involves the serial selection of targets (Treisman & Gelade, 1980) . Selection of multiple objects has been studied with a variety of tasks, including whole and partial report (Sperling, 1960) . However, these tasks measure not only the costs of selection, but also the costs of processes that follow selection, such as recognition, memory storage and response selection (Bundesen, 1990; Shibuya & Bundesen, 1988) . One approach to measuring the costs of object selection in isolation is to minimize the complexity of the processes that are applied to each selected object. Pylyshyn and Storm (1988) for performing the task, since tracking depends only on target location and probably velocity information. Location can be estimated before other target features (Sagi & Julesz, 1985) , even though localization is not always available pre-attentively (Saarinen, 1996; Treisman & Gelade, 1980) . Furthermore, the filtering mechanism used to select target information prior to identification is spatially localized (Neri & Heeger, 2002) . These data, which indicate that target localization and attentional selection are related and precede other target-related operations (Johnston & Pashler, 1990) suggest that the attentional tracking task is well-suited for measuring the costs of selection.
Initial studies of attentional tracking found that subjects show only marginal losses in accuracy as the number of targets is increased, suggesting either that computational resources become available with each additional target or that the costs of target selection are minimal (Pylyshyn & Storm, 1988; Pylyshyn et al., 1994) . However, the results were not analyzed within a quantitative framework that enabled the computational demands of tracking to be directly measured. Here, we provide this analytical framework, which allows us to answer two fundamental questions. First, how many independent processes are involved in tracking and, by extension, the selection of moving objects? Second, what is the information-processing rate of selection and does it covary with the number of targets? If selection is accomplished using multiple independent processors, then the number of samples per target and the number of targets should be independent. Alternately, if selection is accomplished using a single processor of limited capacity, then the number of samples per target must decrease when the number of targets is increased. We use information theory to measure the channel capacity of target selection, which determines the information processing rate or sampling rate in the tracking task. This methodology allows us to place strong constraints on the processing architecture of visual attention.
General methods

Visual stimuli
Stimuli were presented on a 21
00 Mitsubishi Diamond Pro monitor with a refresh rate of 75 Hz and 1024 · 768 pixel resolution controlled by an Apple G4. Subjects viewed the screen binocularly from a distance of 65 cm. Head position was restrained by a chin rest. The experiments and the visual stimuli were coded using a set of visual routines developed for MATLAB Ò by Brainard (1997) and Pelli (1997) . The stimuli were presented within a rectangular enclosure positioned either in the upper or the lower visual field. The enclosure was 8.8 degrees wide and 4.3°high and was centered on the vertical meridian at a retinal eccentricity of 4.4°. Multiple disks, each 0.45°in diameter, were presented within the enclosure. The initial positions were independently determined for each disk by repeatedly sampling a rectangular uniform distribution. The velocities were determined by sampling a circularly symmetric normal distribution. On the jth frame the velocity of the ith disk was computed independently from those of the remaining disks as the weighted combination of the velocity in the previous frame, and a value obtained by re-sampling the normal distribution characterized by covariance matrix R:
where, R was diagonal and prescribed isotropic motion. This procedure yielded displays with a stationary distribution of disk position and velocity over time. Whereas a values close to one yielded predictably moving disks (like billiard balls on a frictionless smooth table) , a values close to zero yielded disks with Brownian motion. For displays with a Brownian motion component, large R yielded stimuli containing disks moving quickly on average, whereas small R yielded stimuli containing disks moving slowly. During the dynamic portion of the display, the disks bounced off each other and the edges of the stimulus enclosure with perfect elastic recoil. These displays maximized position and velocity uncertainty for a given average speed. Fig. 1 portrays the sequence of events in a trial. At the onset of each trial the disks were stationary. The target disks were marked in red with the remaining disks in green. One second later, a fixation-cross appeared at the center of the screen, alerting the observer that the dynamic period was about to begin. One second later the target disks also turned green and all the disks started moving. Subjects were instructed not to divert their gaze from the fixation point. After the dynamic period was finished and the disks had come to rest, observers identified the targets by moving Fig. 1 . Structure of one trial of the attentional tracking task. For 2 s red targets were shown among a set of green distractors (left panel). During the dynamic phase of the display (middle panel), all of the disks were green, and therefore could not be distinguished on the basis of hue. Subjects fixated the central cross throughout the dynamic trial phase of the trial. Following the dynamic phase (right panel) a cursor appeared on the screen and subjects identified the targets by dragging the cursor and clicking the mouse button. a cursor and pressing a mouse button. Estimates of the information transmitted were based on 100 trials per condition. Each subject completed about 25 h of training and testing.
Task
Subjects
Two naïve subjects and the first author took part in the experiments. All subjects were right handed and had normal or corrected to normal vision. The naïve subjects gave informed consent prior to each experiment and were paid for their participation. The Washington University Human Study Committee approved the protocol.
Analysis
Information theory provides a formalism suitable for measuring task difficulty and performance in tasks in which the decision is not a binary variable. Most importantly, it allows the resolution of the central representation of the decision variable(s) to be inferred from behavioral performance, as in signal detection theory. Information theory treats the observer as a transmission channel whose signal-to-noise ratio (SNR) can be inferred from error rates and vice versa (Cover & Thomas, 1991) . The signal corresponds to the information in the internal representation of the display needed to perform the task. In the case of the attentional tracking task, this corresponds to the representation of the targets' trajectory. Noise is introduced by the limited resolution of the visual and attentional system and results in variability in the estimation of the targets' trajectory and therefore an increased likelihood that a target will be confused with a distractor. The noise is assumed to be additive and independent of the signal power. The signal, as well as the noise power, are stochastic variable, since they vary randomly from trial to trial. When we refer to the signal and noise power we mean its average value over trials.
Task difficulty depends on the number, n, of disks as well as the number, t, of targets, and can be equated to stimulus entropy H(s):
Task performance is the information transmitted (IT) by the subject about the stimulus. IT is the difference between the uncertainty about the identity of the targets, before and after the subject's response. If the subject responds at chance the uncertainty is unchanged and no information has been transmitted. If the subject is always correct then the uncertainty of the observer is zero and the IT is equal to the stimulus entropy.
The following expression was used to compute the IT:
IT ¼ HðsÞ À HðsjrÞ where H(s) is defined above and is given by:
where the conditional entropy H(sjr) is the expected value of the logarithm of the conditional probability over all stimulus-response combinations. For the tracking task the expression for the IT is:
pðcorrÞ:log 2 ðn À 2t þ corrÞ!½ðt À corrÞ! 2 ðcorrÞ! ðn À tÞ!t! pðcorrÞ ! the argument of the logarithm is divided by the number of possible combinations of t targets and n À t distractors associated with corr correct identifications. The inverse of the number of combinations is a ratio with four permutations at the numerator: (1) distractors not identified by the subject as targets, n À 2t + corr (2) distractors identified as targets, t À corr; (3) the targets not identified as such, t À corr, and (4) the targets identified as such, corr. The denominator contains two permutations: (1) the distractors, n À t and (2) targets, t.
Channel capacity (CC) is the greatest IT over all stimulus configurations obtained by varying the number of distractors. The CC allows us to relate performance to the SNR of the central selection processor. In fact, the Hartley-Shannon law (Cover & Thomas, 1991) states that the CC is related to the number of independent signals, or bandwidth of the channel and their signal vs. noise power ratio. The capacity of a channel, which transmits simultaneously tindependent signals, each with the same signal power, S, and noise power, N, will then be!
If target motion is band-limited to a frequency less than the Nyquist limit of the sampling process, then changes in the sampling rate should affect the SNR of the internal representation of the display according to Eq. (1). This single processor model assumes that the number of samples per target is inversely proportional to the number of targets and that the accuracy of each sample is affected by independent additive noise, N:
The CC for t targets can be predicted from the channel capacity for one target, CC(1), using the following expression:
The parallel processing model predicts instead that CC will increase linearly with target number, since each target is tracked using an independent processor rather than by sharing the resources of a single one:
We also wanted to estimate the difference in performance when tracking targets in the upper and lower visual field, assuming that differences in SNR were due to differences in noise power, but not signal power. The ratio between the magnitudes of the noise variance when tracking in the upper (N up ) and lower visual field (N low ) was derived from Eq. (1), and computed according to the following formula:
Checking for shared resources when tracking two targets
Although one of the assumptions in the previous analysis was that subjects tracked both targets, subjects may have been tracking only one of the targets. A statistic was derived to test the hypothesis that, during the dynamic phase of the display, the likelihood of correctly tracking the first and the second target were equal, on the basis of the relation between the probability of correct matching (unobservable process) and correct identification (observed response).
For sake of simplicity, and since the probability of incorrect identifications was low to moderate (between 5 and 40%) only single, as opposed to double or multiple tracking errors were considered. For example, the probability of confusing distractor one for target two and then distractor two for distractor one was assumed to be negligible. Similarly, self-correcting double errors were ignored. Also, it was assumed that all visible disks (including other targets) were at all times equally likely to be confused with each target.
Correct performance on the two-targets task then could be due to (a) both targets being correctly tracked throughout the display (b) matching target one to target two and vice versa or (c) having matched both targets to the same target disk and then correctly identifying the second target by chance. Following this line of reasoning we derived the probability of correctly identifying both p(C,C), one p(C,I) or neither target p(I,I) based on the probability of matching target one, p 1 , and target two, p 2 :
After some algebra and substituting the constants: 
the two solutions of the second order system of equations are:
The sign of the determinant reflects whether the probability of making one correct and one incorrect identification is greater or smaller than expected if tracking target one and two are equally efficient, independent processes. If the determinant is zero the probability of successfully tracking either target is the same. If the determinant is greater than zero then p(C,I) is greater than expected and either the probabilities of tracking the two targets are different or there is a negative association between them, namely successfully tracking one target increases the probability of missing the second. On the other hand, if the determinant is negative then p(C,I) is less than expected and there is a positive association, namely successfully tracking one target increases the probability of successfully tracking the second. The sign of the determinant was used as statistic to test the null hypothesis that p 1 = p 2 . The analytical expressions give rise to negative determinants. This behavior reflects the fact that the assumption of independence, used to derive our analytical model, is violated by correlated matching processes. Nevertheless, this algebraic formulation has utility in evaluating the independence of matching target 1 and target 2.
Results
Experiment 1: Comparing channel capacity tracking one and two targets
Two questions were addressed in the first experiment. First, does tracking efficiency change with the number of targets and distractors and if so how? The idea that the visual system has limited rather than unlimited sampling both in the spatial and, possibly, temporal domain (Mather & Tunley, 1995) is well established at the level of sensory encoding. The question we address here is whether there are limitations, beyond those imposed by sensory factors, on the number of samples used to reconstruct the targets' trajectories. Second, how does the target sampling rate, which determines the accuracy of the internal representation of the targets' trajectory, change when the number of targets is increased from one to two? Third, previous data have indicated that attentively tracking moving targets is easier when the targets are in the lower as opposed to the upper visual field (He, Cavanagh, & Intriligator, 1996) . However it is unknown how this difference translates in terms of the number of independent samples that are available to form a faithful representation of the targets' trajectory.
Estimates of the IT and of CC (see Section 2), were obtained when subjects tracked one or two targets in the upper or lower visual field at an eccentricity of 4.4°. Subjects tracked one target among 10, 12, 15, 21, 28 or 36 disks and two targets among 7, 8, 9, 10, 12 or 15 disks. The dynamic phase of the stimuli lasted 7.0 s, the average disk speed was 1.0 deg/s and the frame to frame correlation (a) was 0.99. Fig. 2 shows the IT for tracking one or two targets in the lower visual field, (left panels) and upper visual field (right panels), as a function of the stimulus entropy. The CC, which corresponds to the highest IT, when tracking one disk was achieved for displays containing ten or twelve disks. When tracking two targets, CC was greater than when tracking one target for all subjects and in both visual fields. This finding suggests that subjects were tracking both targets rather than tracking one target and guessing the identity of the second.
How are multiple targets tracked? There two alternatives: either visual signals from each target are multiplexed in a single channel or independent, parallel channels are used, one for each target. Clearly, the latter strategy should lead to better performance than the former, since, if only a single channel is available, information about multiple targets can only be obtained by dividing the samples made available by sensory processes between the targets. To test the single channel hypothesis we estimated the upper bound on the CC for tracking two targets predicted on the basis of the CC for tracking one target (see Section 2, Eq. (2)). If tracking performance for two targets exceeds the CC predicted by the single channel model, then one should conclude that the number of channels is greater than one and reject the single channel hypothesis.
The predicted CC is shown as a broken line in each of the panels of Fig. 2 . The CC of subjects tracking two targets (indicated by a full arrow in Fig. 2 ) was never greater than the upper limit of the 95% confidence interval for the CC predicted by the single processor model. Furthermore, if two processors had been used to track two targets a doubling in CC would have been expected, a much larger increase than the one found experimentally. Hence, we conclude that the hypothesis that target signals are multiplexed within a single channel/processor is so far viable.
This analysis is based on the premise that the two targets were tracked with the same efficiency. However, it is conceivable that when two targets were tracked, additional independent processes were recruited whose efficiency was less than the efficiency of the processor used to track one target. If so, then one should expect unequal probabilities of identifying the first and second target. In order to test this hypothesis, a statistic was computed whose expected value is zero if the probabilities of first and second target identification are the same. Group averages and confidence intervals of this statistic are shown in Fig. 3 for all display conditions. Mostly, the value of the statistic was either negative or non-significant suggesting that either there is a positive correlation between the identification of the two targets, correctly identifying one increasing the likelihood of correctly identifying the other, or the two processes are independent and of equal efficiency (see Section 2 for a full discussion of the relation between the magnitude of the statistic and the probability of identifying correctly the two targets). We conclude that the increase in CC when two targets were tracked was not achieved by adding a second processor with lesser capacity.
A final result of Experiment 1 concerns the accuracy difference between the upper and lower visual fields. Previously, this difference has not been quantified for attentional tracking in terms of the relative magnitudes of the noise (He et al., 1996) . Bootstrapped estimates of the ratio of the noise power in the upper and lower visual field when tracking one target were computed according to Eq. (3) (see Section 2). The estimated ratios were 2.06 (±0.53) for subject B, 2.29 (±0.53) for subject G and 1.80 (±0.48) for subject M. The ratios when tracking two disks, were 1.29 (±0.22) for subject B, 1.41 (±0.21) for subject G and 1.63 (±0.37) for subject M. These data indicate that the performance difference between upper and lower visual field did not widen, and may even diminish, as the number of targets increased. We offer no explanation for the apparent decrease in performance visual field difference with target number. Nevertheless, the result suggests that the lower field advantage cannot be attributed to more processors being available for the analysis of targets in the lower vs. the upper visual field.
In summary, we exploited the relation between sampling rate, signal to noise ratio and channel capacity to test the hypothesis that tracking depends on a single processor with limited capacity. The channel capacity tracking two targets was no greater than predicted if each target was sampled at half the rate used when tracking one target. Furthermore, the lack of significant increase in sampling rate with target number could not be accounted for by the hypothesis that additional but less efficient processes are recruited when more than one target is tracked since the two targets were tracked with equal efficiency. When tracking one target the sampling rate in the lower visual was about twice the sampling rate in the upper visual field. This visual field difference decreased when two targets were tracked, suggesting that the lower field advantage was caused by a higher SNR rather than greater parallelism.
Experiment 2: Effect of the number of targets on tracking performance
The results of Experiment 1 suggested that when tracking two targets, subjects relied on a single processor. Experiment 2 tested whether performance invariably increases with the number of targets, as predicted by a parallel model (e.g., Alvarez & Cavanagh, 2005; Pylyshyn & Storm, 1988) . Observers identified one, two, three or four targets among 9, 12 or 16 disks. The dynamic part of the display lasted 5 s. The average velocity of the disks was 1.2 deg/s and the frame to frame correlation (a) was 0.98. Fig. 4 shows the IT for each observer, as a function of the stimulus entropy. When the number of tracked disks was two or more the largest IT was achieved with displays containing 9 disks. IT decreased when more than two targets were tracked, regardless of the number of disks in the display. When the display contained 16 disks, IT decreased monotonically with increasing target number. Therefore, increasing the number of targets (see Fig. 4 ) or the number of distractors (see Fig. 2 ) eventually led to falling performance. This result cannot be explained by a parallel model, which instead predicts a monotonic and unbounded increase in performance with target number, or by a single processor model, which predicts an asymptotic increase (Cover & Thomas, 1991) . The reason for the decrease in performance with target number is not known. While our model assumed no changes in signal power with target number, increasing the number of targets may result in under-sampling of the targets' trajectories, contrary to our simplifying assumption, resulting in degraded internal representation of the targets trajectories' as a result of aliasing. This hypothesis remains to be tested in future studies.
Experiment 3: Measuring the sampling rate
If one processor is used when tracking multiple targets then independent signals must be multiplexed. In automatic systems, information can be multiplexed in a variety of ways (for example, in the temporal or frequency domain). Experiment 3 was designed to measure the interval between two samples of the same target and determine the relation between its duration and target number. The prediction is that if tracking multiple targets is achieved by time multiplexing target samples obtained by a limited capacity serial processor, then the interval between two consecutive samples of the same target should increase with target number.
Displays contained 15 disks. One, two or three disks were tracked. The dynamic phase of the display lasted 5 s. The average speed and frame to frame velocity correlation of the disks' motion assumed three different levels and was randomized from trial to trial. Fig. 5A shows disk root mean square displacement (RMSD) as a function of the inter-frame interval according to the frame to frame velocity correlation and average speed. The RMSD was computed directly from the displays used in the experiment and accounted for path reflection due to interactions with the display boundaries and between disks. Over brief intervals (i.e., <400 ms) disks moving predictably (a ffi 1) and slowly were displaced less from their initial position than disks moving quickly and unpredictably (a ( 1). However, over long time intervals (i.e., >400 ms) disks moving slowly and predictably were displaced, on average, further away from their initial position than disks that moved with higher speed and less predictably. This result shows that RMSD is determined by the average speed over brief intervals, and by motion predictability (a) over longer intervals.
Suppose that target matching during tracking is based on minimizing the difference between the latest estimate of the target position and disk position obtained in successive snapshots of the display, then performance should be inversely related to RMSD. Therefore, if target position is estimated from snapshots obtained at intervals shorter than 400 ms, performance should be better for stimuli moving slowly and predictably. On the other hand, if snapshots are obtained at time intervals longer than 400 ms then performance should be better for stimuli moving quickly and unpredictably. Fig. 5B shows, for each subject, the IT tracking one, two or three disks. When one target was tracked, performance was better with slow and predictable targets than with fast and unpredictable targets. When three targets were tracked, performance was better in one of the three subjects and marginally better in the other two subjects with fast and unpredictable targets (the filled circles in Fig. 5B ) than with slow and predictable targets (the empty circles in Fig. 5B ). Furthermore performance with two targets and in the condition with intermediate values of the average speed and frame to frame correlation was not consistent across subjects. Our findings are of uncertain significance given the small effect size, but they are consistent with a model in which the interval between successive samples of the same target was less than 400 ms when tracking one target but greater than 400 ms when tracking three targets. If so then the duration of inter sample interval must be at least 133 ms.
Discussion
The results described above favor the hypothesis that attentional tracking of multiple moving objects, is accomplished using a limited capacity, time-multiplexing processor rather than multiple, parallel processes. Experiment 1 measured the CCs for tracking one or two targets. The CC for tracking two targets was no greater than expected if the total number of samples was the same as when one target was tracked and the samples were divided between the two targets (Fig. 2) . Alternative explanations for the limited increase in CC, such as the use of two processors with different sampling rates, were ruled out by the finding that the two targets were tracked with comparable efficiency (Fig. 3) . Further evidence for the limited capacity of tracking was obtained in Experiment 2, in which the number of targets was varied between one and four. Increasing the number of targets did not invariably increase the IT. We conclude that, contrary to previous results showing little or no change in tracking accuracy, the amount of information transmitted can drop with increasing numbers of targets. The finding that there are conditions (usually associated with target trajectories that are heavily constrained and therefore highly predictable) under which the reverse is true (Culham, Cavanagh, & Kanwisher, 2001; Jovicich et al., 2001 ) therefore does not generalize across display conditions (see Fig. 4) .
We suggest that, while the data can be parsimoniously explained by a single processor, we cannot rule out multiple non-independent processes. To try to determine whether multiple correlated processors were active, we examined the correlations between identifications of two targets within the same trials (see Fig. 3 ). The data indicated small positive correlations between the likelihoods of successfully tracking each of the two targets in the lower visual field only. Hence, the hypothesis that dependent processes are involved in tracking is not particularly well supported by our data.
The attentional tracking task allows the study of selection in isolation from other perceptual and memory processes (Pylyshyn et al., 1994; Pylyshyn & Storm, 1988) . If this premise is correct our results indicate that target selection per se is a limited capacity process. It is possible that target selection differs in dynamic and static displays, being serial in displays involving multiple moving objects, but parallel in static displays. Previous studies have shown that target selection has two different regimes. An initial attentional deployment is characterized by fast temporal dynamics, while redeployments of attention show slower dynamics (Duncan, Ward, & Shapiro, 1994; Weichselgartner & Sperling, 1987) . The latter regime may dominate in tracking, resulting in the observed limited capacity.
The conclusion that tracking of multiple targets is accomplished by a process with limited capacity conflicts with previous behavioral and imaging studies. First, work by Pylyshyn and colleagues (Pylyshyn et al., 1994; Pylyshyn & Storm, 1988) indicated that tracking performance was modestly affected by changes in target number, suggesting that observers use parallel mechanisms to select targets during tracking. However, this conclusion was challenged on the grounds that the position and motion of the targets may be correlated (Scholl, Pylyshyn, & Feldman, 2001; Yantis, 1992) which allows Gestalt mechanisms to group targets separately from distractors (Duncan & Humphreys, 1989) . Tracking could be carried out in parallel not because selection is parallel, but because selection does not need to be carried out independently for each target. We avoided this potential confound by designing displays which maximized trajectory uncertainty and hence stochastic independence between target trajectories. Second, Intriligator and Cavanagh (2001) suggested that target sampling and target number do not trade-off, a result that suggests a parallel architecture for attentional tracking. This conclusion was based on the finding that performance for tracking one and two targets could be equated if the performance data were extrapolated to very small displays. However, the function used for the extrapolation was problematic since it predicted a negative proportion of correct responses under some conditions. Interestingly, Alvarez and Cava- The root mean square distance from initial position as a function of time for three levels of speed and predictability. Over short time intervals, disks moving rapidly and unpredictably cover greater distances than slowly, predictably moving disks. However, over long time periods the former cover shorter distances than predictably moving disks. The predictability and speed of the stimuli was such that the average position change distance covered by the disks for the three display types was approximately the same after 400 ms. (B) Performance tracking one, two or three targets in the lower visual field in displays containing 15 disks. The horizontal axis is the entropy of the stimulus, which increases with the number of tracked targets. The data are plotted separately for the three subjects. The bars are the bootstrapped standard errors of the estimates.
nagh (2005) have shown evidence that simultaneously tracking two targets in the right and two targets in left visual field increases tracking performance compared to tracking four targets in the same hemifield. This result indicates that the two hemispheres operate at least partly in parallel and that, as found here, the performance of each hemisphere degrades as target number increases.. Finally, the amplitude of the BOLD response in some cortical regions of subjects engaged in attentional tracking, increases with the number of targets (Culham et al., 2001; Jovicich et al., 2001 ). These results have been interpreted to mean that the BOLD signal in these regions increases with either the number of independent active processors (Culham et al., 2001; Jovicich et al., 2001) or the number of items stored in working memory (Culham et al., 2001 ). Unfortunately, it is unclear whether subjects in these studies were working at channel capacity as the number of targets was varied. Our results indicate that increasing the number of targets does not necessarily increase sampling rate and therefore should not affect the BOLD signal in regions used for tracking, in contrast to the assumption made in these studies.
Time multiplexing: A slow process
The results from Experiments 1 and 2 indicated that sampling decreased with target number. However, they did not distinguish whether the decrease occurred in the spatial or temporal domain. Since both aspects of the central representation of visual signals are known to be under attentional control (Verghese & Pelli, 1994; Yeshurun & Carrasco, 1998; Yeshurun & Levy, 2003) either one may have been affected by target number. Experiment 3 sought to determine whether target number changed the temporal sampling of signals by comparing performance with displays that favored either long or short sampling intervals. When observers tracked one target, performance seemed best with displays favoring short sampling intervals, whereas when observers tracked three targets, performance was on average better with displays favoring long sampling intervals. Unfortunately, these effects were small and not consistently significant across the three subjects, precluding a conclusive assessment regarding the effect of the display on performance. The reasons may be several. First, the time-multiplexing hypothesis maybe incorrect. Second, the displays may not have differed sufficiently to uncover a performance difference. Third, tracking may not only rely on position, but also velocity information. Velocity information could be used both to forecast the future position of targets and as a matching feature beside position. In fact, velocity changes gradually, except when disks strike the perimeter of the display or another disk. Therefore, it is likely that targets will have similar velocities in subsequent samples. If indeed, the attentional tracking system were to exploit velocity information then performance with displays containing disks that moved predictably should be better than performance with displays containing disks moving unpredictably, decreasing the chance of observing better performance with unpredictable fast motion as the number of targets is increased. On the other hand, long sampling intervals decrease the reliability of velocity information much faster than that of position information, since velocity changes more rapidly than position. All these factors may need to be accounted for when attempting to measure the duration of the intersample interval.
Notwithstanding the above caveats, the trend in the data is consistent with the notion that the interval between successive samples of the same target increased with target number, as expected if target tracking is carried out by a time-multiplexing processor and that the time interval between subsequent samples is at least 130 ms (see Section 3) when tracking three targets. What processes maybe carried out during this time interval? One hypothesis is that target selection is accomplished by comparing the most recent sample of the display to an internally stored estimate of the target position and updating the estimate (Pylyshyn & Storm, 1988) . This hypothesis is in broad agreement with the proposal that the attentional bottleneck stems from processes that match representations of the visual stimulus to memory registers (Nakayama, 1990) . Alternatively, tracking may be limited by the time required to shift attention to a novel target location, the minimum interval between samples being comparable with the latency of attentional shifts evoked by novel sensory events (Eriksen & Collins, 1969; Nakayama & Mackeben, 1989; Posner, Snyder, & Davidson, 1980; Verstraten, Cavanagh, & Labianca, 2000) .
Visual field differences
Targets presented in the lower visual field were tracked more accurately than targets presented in the upper visual field, in agreement with previous observations (He et al., 1996; Intriligator & Cavanagh, 2001) . A twofold difference in noise variance (inferred from the Hartley-Shannon law) was found when single targets were tracked in the upper vs. lower visual fields. The finding that this difference was no greater with two targets suggests that the lower visual field advantage does not depend on a greater number of processors, but rather a higher SNR. It is also consistent with the previous conclusion that no more than a single processor is used to track multiple targets. Our results do not directly address whether this visual field effect reflects differences in the resolution of early sensory signals (Cameron, Tai, & Carrasco, 2002; Carrasco, Talgar, & Cameron, 2001) or later selection mechanisms, as suggested by He et al. (1996) . However, the sampling difference between visual fields is greater than the corresponding difference in retinal ganglion cell density (Curcio & Allen, 1990 ).
Methodological remarks
The formalism of information theory offers advantages over previous approaches for determining whether psycho-logical processes are serial or parallel (Townsend & Ashby, 1983) . First, entropy provides an objective way of scaling task complexity. Secondly, the Hartley-Shannon law provides an alternative method to SDT for measuring sampling efficiency, and extends the behavioral repertoire that can be quantitatively studied. While SDT is used to study tasks involving a binary choice, information theory can be used to quantify n-ary choice behavior including continuous responses.
