Large deviation principles are established for the two-parameter Poisson-Dirichlet distribution and two-parameter Dirichlet process when parameter θ approaches infinity. The motivation for these results is to understand the differences in terms of large deviations between the twoparameter models and their one-parameter counterparts. New insight is obtained about the role of the second parameter α through a comparison with the corresponding results for the one-parameter Poisson-Dirichlet distribution and Dirichlet process.
Introduction
For θ > 0 and α in (0, 1), let U k , k = 1, 2, ..., be a sequence of independent random variables such that U k has Beta(1 − α, θ + kα) distribution. Set Pitman and Yor [18] . In [6] and the references therein one can find connections between twoparameter Poisson-Dirichlet distribution and models in physics including mean-field spin glasses, random map models, fragmentation, and returns of a random walk to origin. The two-parameter
Poisson-Dirichlet distribution also found its applications in macroeconomics and finance ( [1] ).
The Poisson-Dirichlet distribution and its two-parameter counterpart have many similar structures including the urn construction in [11] and [8] , GEM representation, sampling formula ( [16] ), etc.. A special feature of the two-parameter Poisson-Dirichlet distribution is included in Pitman [15] where it is shown that the two-parameter Poisson-Dirichlet distribution is the most general distribution whose size-biased permutation has the same distribution as the GEM representation (1.1).
The objective of this paper is to establish large deviation principles (henceforth LDP) for GEM (θ, α), P D(θ, α), and Dirichlet(θ, α, ν) when θ approaches infinity. Noting that for the one-parameter model, θ is the scaled population mutation rate. For fixed individual mutation rate u, large θ corresponds to large population size. In the two parameter setting, we no longer have the same explanation. But it can be seen from (1.1) that for nonzero α, large θ plays a very similar role mathematically as in the case α = 0.
LDP for Dirichlet(θ, ν) has been established in [13] and [3] using different methods. Recently in [4] , the LDP is established for P D(θ). From (1.1), one can see that for every fixed k, the impact of α diminishes as θ becomes large. It is thus reasonable to expect similar LDPs between GEM (θ, ν) and GEM (θ, α, ν). But in P D(θ, α) and Dirichlet(θ, α, ν), every term in (1.1) counts.
It is thus reasonable to expect that the LDP for P D(θ) and Dirichlet(θ, ν) are different from the corresponding LDPs for P D(θ, α) and Dirichlet(θ, α, ν). But it turns out that the impact of α only appears in the LDP for Dirichlet(θ, α, ν).
LDP for GEM (θ, α) is given in Section 2. Using Perman's formula and an inductive structure, we establish the LDP for P D(θ, α) in Section 3. The LDP for Dirichlet(θ, α, ν) is established in Section 4 using the subordinator representation in [18] and a combination of the methods in [13] and [3] . Further comments are included in Section 5.
The reference [5] includes all the terminologies and standard techniques on large deviations used in this article. Since the state spaces encountered here are all compact, there is no need to distinguish between a rate function and a good rate function.
LDP for GEM
Let E = [0, 1], and E ∞ be the infinite Cartesian product of E. Set
and consider the map
By a proof similar to that used in Lemma 3.1 in [4] , one obtains the following lemma.
Lemma 2.1 For each k ≥ 1, the family of the laws of U k satisfies a LDP on E with speed θ and rate function
The family {GEM (θ, α) : θ > 0, 0 < α < 1} satisfies a LDP on E with speed θ and rate function
else.
Proof: Since U 1 , U 2 , .. are independent, for every fixed n the law of (U 1 , ..., U n ) satisfies a LDP with speed θ and rate function
Then for any δ ′′ > 0 and u in E ∞ , one can choose n ≥ 1 and small enough 0 < δ ′ < δ < δ ′′ such that {v ∈ E ∞ : max
Since E ∞ is compact, by letting n approach infinity in (2.4) and (2.5), it follows that the law of (U 1 , U 2 , ...) satisfies a LDP with speed θ and rate function
Since the map G is continuous, it follows from contraction principle and Lemma 2.1 that the family {GEM (θ, α) : θ > 0, 0 < α < 1} satisfies a LDP on E with speed θ and rate function
For each 1 ≤ n ≤ +∞,
Hence if
n i=1 x i = 1 for some finite n, then one of u 1 , ..., u n is one, and u is not in C. If n i=1 x i < 1 for all finite n and 9) which implies that
Thus the inverse of the set {(x 1 , ...) ∈ E :
under G is disjoint with C. Hence the rate function in (2.7) is the same as S(x 1 , x 2 , ...).
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LDP for Two-Parameter Poisson-Dirichlet Distribution
In this section, we establish the LDP for P D(θ, α). Recall that P(θ, α) = (P 1 (θ, α), P 2 (θ, α)..., ) is the random probability measure with law P D(θ, α). When α = 0, we will write P(θ) = P(θ, 0) = (P 1 (θ), P 2 (θ)..., ).
Perman's Formula
For any constant C > 0, β > 0, let
and
Let ψ(t) be a density function over (0, ∞) such that for all β > −α
Then the following result is found in [14] (see also [18] ).
LDP for P D(θ, α)
We will prove the LDP for P D(θ, α) by first establishing the LDP for P 1 (θ, α) and
Lemma 3.2 The family of the laws of P 1 (θ, α) satisfies a LDP on E with speed θ and rate function
Proof: It follows from the GEM representation that
On the other hand, from the representation in Proposition 22 of [18] we obtain that
Since both the laws of U 1 and P 1 (θ) satisfy LDPs with speed θ and rate function I 1 (·), we conclude from Lemma 2.4 of [4] that the law of P 1 (θ, α) satisfies a LDP with speed θ and rate
and P θ,k be law of (P 1 (θ, α), ..., P k (θ, α)). Then the family {P θ,k : θ > 0} satisfies a LDP on ∇ k with speed θ and rate function
, it follows from (3.13), (3.14) and (3.15) that
For any n ≥ 1, and u ≤ 1 n+1 , it follows from (3.12) that
Integrating over t we get
where
By definition, A n (α, θ)(u) = 0 for u = 1 n+1 . For 0 < u < 1/(n + 1), the Lebesgue measure of D is strictly positive. It follows by direct calculation that
On the other hand, by Stirling's formula,
Thus for n ≥ 1, and 0 < u ≤ 1/(n + 1),
and A 0 (α, θ)(u) = 1 for any 0 < u < 1.
Then it follows from (3.16), (3.19) and (3.22 ) that
For any δ > 0, set
Let µ denote the Lebesgue measure on ∇ k . Then by Jensen' inequality and (3.24),
Letting δ approach zero and using the continuity of I k (·) at p, one gets
Since the family {P θ,k : θ > 0} is exponentially tight, a partial LDP holds ( [19] ). Let J be any rate function associated with certain subsequence of {P θ,k : θ > 0}. Then it follows from (3.26)
Because of the continuity of I k and the lower semi-continuity of J, (3.27) holds on ∇ k .
On the other hand for any p in
The existence of such q δ is due to the continuity of f over ∇ • k . Letting δ approach zero, one has
Next consider the case that p is such that p k > 0,
Thus A n (α, θ)(u) = 0 for all n ≥ 1 onV δ (p) and it follows from (3.23) that
where a δ is such that
Letting δ go to zero, one gets
The only case remains is when there is a l ≤ k such that p l = 0. The upper bound in this case is obtained by focusing on a lower dimensional space of the positive coordinates.
Thus we have shown that for every p in ∇ k
which combined with the exponential tightness implies the result.
and for notational simplicity we use P θ to denote the law of P(α, θ) on∇ in the next theorem.
Then we have 
(3.33)
Proof: Because∇ is compact, the family {P θ : θ > 0} is exponentially tight. It is thus sufficient to verify the local LDP ( [19] ). The topology on∇ can be generated by the following metric 
Then we have
By lemma 3.3 and the fact that
we get that lim inf
On the other hand for any fixed n ≥ 1, δ 1 > 0, let
Then we have P θ {U n (p; δ 1 )} = P θ,n {U ((p 1 , . .., p n ); δ 1 )}, and, for δ small enough,B (p, δ) ⊂ U n (p; δ 1 ), which implies that
Letting δ 1 go to zero, and then n go to infinity, we get
which combined with (3.34) implies the result. 
LDP for Two-Parameter Dirichlet Process
Let M 1 (E) denote the space of all probability measures on E equipped with the weak topology. For any diffusive ν in M 1 (E) with support E, let ξ 1 , ξ 2 , .. be independent and identically distributed with common distribution ν. Let Ξ θ,α,ν be the two-parameter Dirichlet process defined in (1.2).
Let {σ(t) : t ≥ 0, σ 0 = 0} be a subordinator with Lévy measure x −(1+α) e −x d x, x > 0, and {τ (t) : t ≥ 0, τ 0 = 0} be a gamma subordinator that is independent of {σ t : t ≥ 0, σ 0 = 0} and has
Lévy measure x −1 e −x d x, x > 0.
Lemma 4.1 (Pitman and Yor) Let
For each n ≥ 1, and each partition 0 < t 1 < · · · < t n = 1 of E, let A i = (t i−1 , t i ] for i = 2, ..., n,
, and a j = ν(A j ). Set
Then the distribution of (Ξ θ,α,ν (A 1 ), ..., Ξ θ,α,ν (A n )) is the same as the distribution of
).
Proof: Proposition 21 in [18] gives the subordinator representation for P D(θ, α). The lemma follows this representation and the construction outlined on page 254 in [17] .
By direct calculation, one has
For any real numbers λ 1 , ...λ n , let λ = (λ 1 , ..., λ n ). Then by direct calculation
For (y 1 , ..., y n ) in R n + , set
.,tn (y 1 , ..., y n ) = sup Proof: First note that both function ψ and function L are essentially smooth. Let
It follows from (4.39) and (4.40) that
The fact that ν has support E implies that ν(A i ) > 0 for i = 1, ..., n, and
Clearly the function Λ is differentiable on D • Λ and
A sequence λ m approaches the boundary of D • Λ from inside implies that at least one coordinate sequence approaches one. Since the interior of {λ : ψ(λ) < ∞} is (−∞, 1) and ψ is essentially smooth, it follows that Λ is steep and thus essentially smooth. The theorem then follows from Gärtner-Ellis theorem ( [5] ).
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For (y 1 , ..., y n ) in R n + and (x 1 , ..., x n ) in E n , define
.., y n ) = (0, ..., 0) and I t 1 ,..,tn (x 1 , ..., x n ) = inf{J t 1 ,..,tn (y 1 , ..., y n ) : F (y 1 , ..., y n ) = (x 1 , ..., x n )}. (4.42)
Theorem 4.3
The family of the laws of (Ξ θ,α,ν (A 1 ), ..., Ξ θ,α,ν (A n )) on space E n satisfies a LDP with speed θ and rate function Remark. Let ∆ n = {(x 1 , ..., x n ) ∈ E n : n i=1 x i = 1}. Then the result in Theorem 4.3 holds with E n being replaced by ∆ n .
Let B b (E) and C b (E) denote the sets of bounded measurable functions, and bounded continuous functions on E respectively. For each µ in M 1 (E), set
where H(ν|µ) is the relative entropy of ν with respect to µ.
Lemma 4.4 For any
Proof: It follows from Tietze's continuous extension theorem and Luzin's Theorem that we can replace C b (E) with B b (E) in the definition of I α . This implies that
On the other hand, for each nonnegative f in C b (E), let
which implies
Remarks. It follows from the proof of Lemma 4.4 that the supremum in (4.48) can be taken over all partitions with t 1 , ..., t n−1 being the continuity points of µ. By monotonically approximating nonnegative f (x) with strictly positive functions from above, it follows from the monotone convergence theorem that the supremum in both (4.45) and (4.46) can be taken over strictly positive bounded functions, i.e., Next we assume ν ≪ µ and denote dν dµ (x) by ψ(x). By definition,
Choosing f M (x) = ψ(x) ∧ M in the definition of I 0 . Since the function x log x is bounded below for non-negative x, applying the monotone convergence theorem on {x : ψ(x) ≥ e −1 }, one gets
On the other hand, it follows by letting f (x) = e g(x) in the definition of H(ν|µ) that
we get that
which combined with (4.52) implies (4.51).
2
Lemma 4.6 For any µ in M 1 (E), 0 ≤ α 1 < α 2 < 1,
54)
and for any α in (0, 1), one can find µ in M 1 (E) satisfying ν ≪ µ such that
55)
Proof: By Hölder's inequality, for any 0 < α 1 < α 2 < 1,
and the inequality becomes strict if f (x) is not constant almost surely under ν. Hence I α (µ) is non-decreasing in α over (0, 1). It follows from the concavity of log x that
which implies that I α (µ) ≥ I 0 (µ) for α > 0.
Next choose µ in M 1 (E) such that ν ≪ µ and dν dµ (x) is not a constant with ν probability one, then I α (µ) > I α/2 (µ) ≥ I 0 (µ) for α > 0.
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We now ready to prove the main result of this section. Proof: Let {f j (x) : j = 1, 2, ...} be a countable dense subset of C b (E) in the supremum norm.
The set {f j (x) : j = 1, 2, ...} is clearly convergence determining on M 1 (E). Let |f j | = sup x∈E |f j (x)| and
Then C is also convergence determining.
For any ω, µ in M 1 (E), define
Then ρ is a metric on M 1 (E) and generates the weak topology.
For any δ > 0, µ ∈ M 1 (E), let
Since M 1 (E) is compact, the family of the laws of Ξ θ,α is exponentially tight. It thus suffices to show that
Choose m large enough, one gets
Choose a partition t 1 , · · · , t n such that
, and define
For any ω in M 1 (E), let
which implies that
This combined with (4.59) implies that
is open in ∆ n , it follows from Theorem 4.3 that
Next we will focus on partitions t 1 , ..., t n such that t 1 , ..., t n−1 are continuity points of µ. We denote the collection of all such partitions by P µ . This implies that F (ω) is continuous at µ. Hence for any δ 2 > 0, one can choose δ > 0 small enough such that B(µ, δ) ⊂ F −1 {V t 1 ,···,t k (µ, δ 2 )}.
Let
V t 1 ,···,t k (ν, δ 2 ) = {(y 1 , ..., y n ) ∈ ∆ n : |y i − µ(A i )| ≤ δ 2 , i = 1, · · · , n − 1}. 
Further Comments
Our results show that the LDPs for GEM (θ, α) and P D(θ, α) have the same rate function. Since GEM (θ, α) and P D(θ, α) differs only by the ordering, one would expect to derive the LDP for one from the LDP for the other. Unfortunately the ordering operation is not continuous and it is not easy to establish an exponential approximation. The LDPs for GEM (θ, α) and P D(θ, α) also have the same rate function as the LDPs for GEM (θ) and P D(θ). Thus α does not play a role in these
LDPs. This is mainly due to the topology used. It will be interesting to investigate the possibility of seeing the role of α through establishing the corresponding LDPs on a stronger topology.
The LDPs for Ξ θ,α,ν and Ξ θ,ν have respective rate functions I α (·) and I 0 (·). Both Ξ θ,α,ν and Ξ θ,ν converge to ν for large θ. When θ becomes large, each P i (θ, α) is more likely to be small. The introduction of positive α plays a similar role. Thus the mass in Ξ θ,α,ν spreads more evenly than the mass in Ξ θ,ν . Intuitively Ξ θ,α,ν is "closer" to ν than Ξ θ,ν . This observation is made rigorous through the fact that I α (·) can be strictly bigger than I 0 (·). The monotonicity of I α (·) in α shows that α can be used to measure the relative "closeness" to ν among all Ξ θ,α,ν for large θ.
The process Y α,θ (t) is a process with exchangeable increments. One could try to establish a general LDP result for processes with exchangeable increments and derive the result in Section 4 through contraction principle. The proofs here illustrate most of the procedures needed for pursuing such a general result from which the LDP for Ξ θ,α,ν follows.
