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Infinitely many positive solutions for a
Schro¨dinger-Poisson system ∗
P. d’Avenia†, A. Pomponio‡, G. Vaira§
Abstract
We are interested in the existence of infinitely many positive solutions of
the Schro¨dinger-Poisson system
{
−∆u+ u+ V (|x|)φu = |u|p−1u, x ∈ R3,
−∆φ = V (|x|)u2, x ∈ R3,
where V (|x|) is a positive bounded function, 1 < p < 5 and V (r), r = |x|
has the following decay property:
V (r) =
a
rm
+O
(
1
rm+θ
)
with a > 0, m > 3
2
, θ > 0. The solutions founded are non-radial.
Keywords. Non autonomous Schro¨dinger-Poisson system; Perturbation Method.
1 Introduction and main results
In this paper we consider the following nonlinear Schro¨dinger-Poisson system{
−∆u+ u+ V (x)φu = |u|p−1u, x ∈ R3,
−∆φ = V (x)u2, x ∈ R3,
(SP)
where p ∈ (1, 5) and V : R3 → R is a non-negative bounded function.
This kind of problem has been introduced in [6] and arises in an interesting
physical context. In fact, according to a classical model, the interaction of
a charge particle with an electromagnetic field can be described by coupling
the nonlinear Schro¨dinger and the Maxwell equations and so it is also known as
Schro¨dinger-Maxwell system. In our case, V (x) can be interpreted as a changing
pointwise charge distribution. There is a wide literature concerning this type of
problem in different situations, see for example [3, 4, 5, 7, 8, 9, 10, 12, 13, 15,
16, 17, 19, 22].
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The equations in (SP) are the Eulero-Lagrange equations of the C2-functional
G : H1(R3)×D1,2(R3)→ R where
G(u, φ) =
1
2
∫
R3
(
|∇u|2 + |u|2
)
dx+
1
2
∫
R3
V (x)φu2 dx−
1
4
∫
R3
|∇φ|2 dx
−
1
p+ 1
∫
R3
|u|p+1 dx,
and the critical points of G are the solutions of (SP). Let us observe that
the functional G is unbounded both from above and from below, also modulo
compact perturbations. As we shall see in Section 2, for all u ∈ H1(R3), the
Poisson equation in (SP) admits a unique solution φu ∈ D
1,2(R3). Hence we can
reduce ourselves to the study of the C2 one variable functional I : H1(R3)→ R,
defined by
I(u) = G(u, φu)
=
1
2
∫
R3
(
|∇u|2 + |u|2
)
dx+
1
4
∫
R3
V (x)φuu
2 dx−
1
p+ 1
∫
R3
|u|p+1 dx.
The critical points of I are the solutions of the problem
−∆u + u+ V (x)φuu = |u|
p−1u. (SP ′)
If u ∈ H1(R3) is a solution of (SP ′), then (u, φu) ∈ H
1(R3) × D1,2(R3) is a
solution of (SP) and so we will look for solutions of (SP ′).
In this paper we assume that V is a radial function, that is V (x) = V (|x|) =
V (r). Moreover we assume that V satisfies the following condition:
(V) there are constants a > 0, m > 32 , θ > 0 such that
V (r) =
a
rm
+O
(
1
rm+θ
)
,
as r → +∞.
In what follows, without any loss of generality, we assume a = 1.
The main result of this paper can be stated as follows:
Theorem 1.1. If V satisfies (V), then the problem (SP ′) has infinitely many
non-radial positive solutions.
To prove Theorem 1.1 we will construct solutions with large number of
bumps near infinity. In fact, since V (r)→ 0 as r → +∞, the solutions of (SP ′)
can be approximated by using the solution U of the following limit problem
−∆u+ u = up, in R3,
u > 0, in R3,
u(x)→ 0, as |x| → +∞.
(1.1)
For any positive integer k, let us define
Pj =
(
r cos
2(j − 1)pi
k
, r sin
2(j − 1)pi
k
, 0
)
∈ R3, j = 1, . . . , k,
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with r ∈ [r0k log k, r1k log k] for some r1 > r0 > 0 and
zr(x) =
k∑
j=1
UPj (x),
where UPj (·) := U(· − Pj).
If x = (x1, x2, x3) ∈ R
3, we set
Hs =
u ∈ H1(R3)
u is even in x2, x3;
u(r cos θ, r sin θ, x3) = u
(
r cos
(
θ + 2pijk
)
, r sin
(
θ + 2pijk
)
, x3
)
j = 1, . . . , k − 1
 .
Theorem 1.1 is a direct consequence of the following result.
Theorem 1.2. If V satisfies (V), then there exists an integer k0 > 0 such that
for all k > k0, (SP
′) has a positive solution uk of the form
uk = zrk + wk,
where rk ∈ [r0k log k, r1k log k], wk ∈ Hs and, as k → +∞, ‖wk‖ → 0.
The proof of Theorem 1.2 relies on a Lyapunov-Schmidt reduction. This
technique is almost standard in the perturbation methods, prevalently in the
presence of a small parameter (see [2]) and it has been applied to Schro¨dinger-
Poisson type system by several authors (see, for example, [9, 15, 17]). Here we
use k as parameter, that is we use the number of bumps of the solutions in
the construction of spike solutions for (SP ′). This idea has been introduced by
J. Wei and S. Yan ([20]). They consider the nonlinear Schro¨dinger equation
−∆u+ V (|x|)u = up
with V (r)→ V0 > 0 as r → +∞ and they prove the existence of infinitely many
positive non-radial solutions for such equation by using the technique outlined
above. This method has also been applied for the study of different problems
(see for example [18, 21]). In our case, however, many technical difficulties arise
due to the presence of the non-local term φu and a more careful analysis of the
interaction between the bumps is required.
2 Notation and preliminaries
Hereafter we use the following notations:
• H1(R3) is the usual Sobolev space endowed with the standard scalar prod-
uct and norm
(u, v) =
∫
R3
[∇u∇v + uv]dx, ‖u‖2 =
∫
R3
[
|∇u|2 + u2
]
dx;
• D1,2(R3) is the completion of C∞0 (R
3) with respect to the norm
‖u‖2D1,2 =
∫
R3
|∇u|2dx;
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• Lq(R3), 1 6 q 6 +∞ denotes the usual Lebesgue space with the standard
norm |u|q;
• for any ρ > 0 and for any z ∈ R3, Bρ(z) denotes the ball of radius ρ
centered at z and Bρ = Bρ(0);
• C,C′, Ci, C¯ are various positive constants which may also vary from line
to line;
• A = O( 1h ) means that there exists a constant C > 0 such that |A| 6 C ·
1
h .
Let us summarize some properties of φu.
Lemma 2.1. For every u ∈ H1(R3), there exists a unique φu ∈ D
1,2(R3)
solution of −∆φ = V (x)u2. Such a solution φu is non-negative and the following
representation formula holds
φu(x) =
∫
R3
1
|x− y|
V (y)u2(y) dy.
Moreover:
i) there exist C,C′ > 0 independent of u ∈ H1(R3) such that
‖φu‖D1,2 6 C|u|
2
12
5
,
and ∫
R3
V (x)φuu
2
6 C′|u|412
5
;
ii) if u ∈ Hs, then φu ∈ Ds, where
Ds =
φ ∈ D1,2(R3)
φ is even in x2, x3;
φ(r cos θ, r sin θ, x3) = φ
(
r cos
(
θ + 2pijk
)
, r sin
(
θ + 2pijk
)
, x3
)
j = 1, . . . , k − 1
 ;
iii) for all v1, v2 ∈ H
1(R3) there holds
‖φv1 − φv2‖D1,2 6 C(‖v1‖+ ‖v2‖)‖v1 − v2‖. (2.1)
Proof. The existence and uniqueness of φu ∈ D
1,2(R3) is a direct application of
the Lax-Milgram theorem. Moreover the inequalities in i) are well known (see,
for instance, [6, 8, 16]) and here we give the proofs only of ii) and iii).
ii) If g ∈ O(3) and u : R3 → R, let us set
(Tgu)(x) = u(gx). (2.2)
Fixed g ∈ O(3), if Tgu = u, we have that
−∆(Tgφu) = Tg(−∆φu) = Tg(V (|x|)u
2(x)) = V (|gx|)u2(gx) = V (|x|)u2(x) = −∆φu
and then Tgφu = φu.
Since Hs and Ds are the sets of the fixed points with respect to the action (2.2)
for all g = (gi,j) ∈ O(3) with
gij =
{
−1 i = j, i = 2, 3
δij otherwise
or g =
 cos 2pijk − sin 2pijk 0sin 2pijk cos 2pijk 0
0 0 1
 ,
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we conclude that if u ∈ Hs, then φu ∈ Ds.
iii) We have
‖φv1 − φv2‖
2
D1,2 =
∫
R3
|∇(φv1 − φv2 )|
2 dx =
∫
R3
(v21 − v
2
2)(φv1 − φv2) dx
6 C|v21 − v
2
2 | 65 ‖φv1 − φv2‖D
1,2
6 C|v1 + v2| 12
5
|v1 − v2| 12
5
‖φv1 − φv2‖D1,2
6 C(‖v1‖+ ‖v2‖)‖v1 − v2‖‖φv1 − φv2‖D1,2 .
Analogously, the following lemma holds.
Lemma 2.2. For any u, v ∈ H1(R3), let φ¯ be the solution in D1,2(R3) of
−∆φ¯ = V (x)uv. Then
‖φ¯‖D1,2 6 C|V (x)uv| 6
5
6 C‖u‖‖v‖
and for any z, w ∈ H1(R3)∫
R3
V (x)φ¯zw dx 6 C‖φ¯‖D1,2 |V (x)zw| 6
5
6 C‖u‖‖v‖‖z‖‖w‖. (2.3)
Let α ∈ (0, 1), by (V), for any x ∈ Bαr and for i = 1, . . . , k, we have that
V (x+ Pi) =
1
|x+ Pi|m
+O
(
1
|x+ Pi|m+θ
)
. (2.4)
Moreover, for any x ∈ Bαr and β > 0
1
|x+ Pi|β
=
1
|Pi|β
(
1 +O
(
|x|
|Pi|
))
. (2.5)
Let us evaluate now the distance between the various Pi, i = 1, . . . , k. Indeed,
for i 6= j, by making a simple computation, we find
|Pi − Pj | = 2r
∣∣∣∣sin (i − j)pik
∣∣∣∣ . (2.6)
Finally, let us recall the following elementary inequalities which hold for all
a, b, b1, b2 ∈ R and p > 1:
|a+ b|
p
6 C (|a|
p
+ |b|
p
) (2.7)
and, if |a| 6 1,∣∣|a+ b1|p − |a+ b2|p − p|a|p−1(b1 − b2)∣∣
6
{
C
(
|b1|
p−1 + |b2|
p−1
)
|b1 − b2|, if p 6 2,
C
(
|b1|
p−1 + |b2|
p−1 + |b1|+ |b2|
)
|b1 − b2|, if p > 2
(2.8)
where the constant C depends only on p.
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As mentioned in the introduction, we denote by U the unique positive radial
solution in H1(R3) of the problem (1.1). This solution satisfies the following
decay property (see [14]):
lim
r→+∞
U(r)rer = C > 0, lim
r→+∞
U ′(r)
U(r)
= −1, r = |x|,
for some constant C.
The function U is a critical point of the C2 functional I0 : H
1(R3)→ R defined
as
I0(u) =
1
2
‖u‖2 −
1
p+ 1
∫
R3
|u|p+1 dx.
Furthermore the solution U is nondegenerate (up to translations).
More specifically, there holds
Lemma 2.3. Define the operator Q : H1(R3)→ R as
Q[v] := I ′′0 (U)[v, v] =
∫
R3
[
|∇v|2 + v2 − pUp−1v2
]
dx.
We denote by Uj =
∂U
∂xj
. Then there hold:
• Q[U ] = (1− p)‖U‖2 < 0;
• Q[Uj ] = 0, j = 1, 2, 3;
• Q[v] > C‖v‖2 for all v⊥U , v⊥Uj, j = 1, 2, 3.
For the proof we refer, for instance, to [2, Lemma 8.6].
Finally, let us recall the following results (see [11, Corollary 3.2] and [1,
Lemma 3.7]).
Lemma 2.4. Let β1 > 1 and β2 > 1 be two positive numbers. Then we have∫
R3
U
β1
Pi
U
β2
Pj
dx = O
(
e−(min{β1,β2}−δ)|Pi−Pj |
)
, i 6= j,
where δ > 0 is any small number.
Lemma 2.5. For all i, j = 1, . . . , k, i 6= j, we have∫
R3
U
p
Pi
Upj dx = C
e−|Pi−Pj |
|Pi − Pj |
(1 + o(1)).
3 Proof of Theorem 1.2
The proof of Theorem 1.2 relies on a Lyapunov-Schmidt reduction. Let
Zi,j =
∂UPi
∂xj
, i = 1, . . . , k and j = 1, 2, 3,
and define
W :=
{
w ∈ Hs :
∫
R3
U
p−1
Pi
Zi,jw dx = 0, i = 1, . . . , k; j = 1, 2, 3
}
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and PW the orthogonal projection onto W . Our approach is to find first a
solution w ∈ W of the auxiliary equation
PW I
′(zr + w) = 0
and then to solve the remaining finite dimensional equation, namely the bifur-
cation equation
(I − PW )I
′(zr + w) = 0.
In what follows we always assume that V satisfies (V) and
r ∈ Sk :=
[(m
pi
− β
)
k log k,
(m
pi
+ β
)
k log k
]
,
where m is the constant in (V) and β > 0 is a small constant.
3.1 The auxiliary equation
In the sequel we find a solution of the auxiliary equation, namely we prove the
following proposition.
Proposition 3.1. There exists an integer k0 > 0, such that for each k > k0,
there is a C1 map w : Sk → Hs, w = w(r), satisfying w ∈ W and PW I
′(zr +
w) = 0. Moreover, there is a small σ > 0, such that
‖w‖ 6
C
km−
1
2+σ
.
We begin with some estimates.
Lemma 3.2. There exists an integer k0 > 0, such that for each k > k0, there
is a small σ > 0 such that
‖I ′(zr)‖ 6
C
km−
1
2+σ
. (3.1)
Proof. Let v ∈ Hs, with ‖v‖ = 1. Taking into account that UPi are solutions of
(1.1), we have
I ′(zr)[v] =
∫
R3
V (x)φzrzrv dx︸ ︷︷ ︸
(I)
−
∫
R3
[
zpr −
k∑
i=1
U
p
Pi
]
v dx︸ ︷︷ ︸
(II)
.
Let us evaluate separately the two terms. By using Ho¨lder inequality we obtain:
|(I)| =
∣∣∣∣∣
k∑
i=1
∫
R3
V (x)φzrUPiv dx
∣∣∣∣∣ 6
k∑
i=1
[(∫
R3
(V (x)φzrUPi)
2 dx
)1/2
|v|2
]
6 C‖φzr‖D1,2
k∑
i=1
(∫
R3
(V (x)UPi)
3 dx
)1/3
.
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Now, let be α ∈ (0, 1). By (2.4) and (2.5) and since U decays exponentially
outside a ball we find∫
R3
(V (x)UPi(x))
3 dx =
∫
R3
(V (x+ Pi)U(x))
3 dx
=
∫
Bαr
(V (x+ Pi)U(x))
3 dx +
∫
R3\Bαr
(V (x+ Pi)U(x))
3 dx
6
C
r3m
, (3.2)
and
‖φzr‖
2
D1,2 =
∫
R3
|∇φzr |
2 dx =
∫
R3
V (x)φzrz
2
r dx
=
k∑
i=1
∫
R3
V (x)φzrU
2
Pi dx+
∑
i6=j
∫
R3
V (x)φzrUPiUPj dx
6 C‖φzr‖D1,2
k∑
i=1
(∫
R3
(V (x)U2Pi )
6/5 dx
)5/6
+ C‖φzr‖D1,2
∑
i6=j
(∫
R3
(V (x)UPiUPj )
6/5 dx
)5/6
.
As done in (3.2) we find ∫
R3
(V (x)U2Pi )
6/5 dx 6
C
r6m/5
.
Moreover by Lemma 2.4 and (2.6), since r ∈ Sk, we find∑
i6=j
(∫
R3
(V (x)UPiUPj )
6/5 dx
)5/6
6 C
∑
i6=j
e−(1−δ)|Pi−Pj |
= Ck ·
k∑
i=2
e−(1−δ)|Pi−P1|
6 Ck · e−(1−δ)
2pi
k
r
6 C
k
k2(1−δ)(m−βpi)
.
Hence
‖φzr‖D1,2 6 C ·
k
rm
.
Thus, since r ∈ Sk and m >
3
2 ,
|(I)| 6 C ·
k2
r2m
6
C
km−
1
2+σ
.
Finally we consider (II). These estimates have been done in [20]; we sketch the
proof for the sake of completeness. Let us define for all j = 1, .., k
Ωj :=
{
x = (x′, x3) ∈ R
2 × R : 〈
x′
|x′|
,
Pj
|Pj |
〉 > cos
pi
k
}
.
Nonlinear Schro¨dinger-Poisson system 9
For any x ∈ Ω1: U
p
Pi
6 U
p−1
P1
UPi . Thus, by using [20, Lemma A.1]
|(II)| = k
∣∣∣∣∣
∫
Ω1
(
zpr −
k∑
i=1
U
p
Pi
)
v dx
∣∣∣∣∣
6 Ck
∫
Ω1
U
p−1
P1
k∑
j=2
UPj |v| dx
6 Ck
∫
Ω1
U
(p−1)(p+1)
p
P1
 k∑
j=2
UPj

p+1
p
dx

p
p+1 (∫
Ω1
|v|p+1 dx
) 1
p+1
6 Ck
p
p+1
∫
Ω1
U
(p−1)(p+1)
p
P1
 k∑
j=2
UPj

1
p k∑
j=2
UPj dx

p
p+1
6 Ck
p
p+1 e
− ηrpi
(p+1)k
 k∑
j=2
∫
R3
U
p2−η
p
P1
UPj dx

p
p+1
6 Ck
p
p+1 e
− ηrpi
(p+1)k
 k∑
j=2
e−(1−δ)|P1−Pj |

p
p+1
6 Ck
p
p+1 e−
pi
p+1 (η+2p(1−δ))(
m
pi
−β) log k
6 C
1
k[−
p
p+1+
pi
p+1 (η+2p(1−δ))(
m
pi
−β)]
.
Since
−
p
p+ 1
+
2pm
p+ 1
> m−
1
2
,
we obtain
|(II)| 6
C
km−
1
2+σ
.
Putting together (I) and (II) we find (3.2).
Now we are concerned with the invertibility of the operator
L := PW I
′′(zr) :W →W.
Lemma 3.3. For k sufficiently large L is invertible and ‖L−1‖ 6 C¯.
In order to prove Lemma 3.3 let us decompose W = A⊕B where
A := 〈{PWUPi}i=1...k〉; B :=
(
A⊕W⊥
)⊥
.
Lemma 3.3 follows immediately after showing the next result.
Lemma 3.4. For k sufficiently large there exist two positive constants C1, C2
such that
(a) I ′′(zr)[u, u] 6 −C1‖u‖
2, for all u ∈ A;
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(b) I ′′(zr)[u, u] > C2‖u‖
2, for all u ∈ B.
Proof. The proof is very similar to [17, Lemma 3.4]. We sketch it for the sake
of completeness.
Let u ∈ A. Then
u =
k∑
i=1
λiPWUPi , λi ∈ R, i = 1, . . . , k.
For i = 1, . . . , k, PWUPi ∈W . Hence we can write
PWUPi = UPi − ψi, i = 1, . . . , k,
where ψi are given by
ψi =
∑
l,j
(UPi , Zl,j)
Zl,j
‖Zl,j‖2
, l 6= i,
and the functions Zl,j satisfy −∆Zl,j + Zl,j = pU
p−1
Pl
Zl,j. Since for k → +∞
we have |Pi − Pl| → +∞, we get (UPi , Zl,j) = o(1) as k → +∞. This implies
‖ψi‖ = o(1) as k → +∞ for i = 1, ..., k.
Applying the bilinear form given by I ′′(zr), using the fact that I
′′(zr) maps
bounded sets onto bounded sets and that ‖ψi‖ = o(1) we obtain that
I ′′(zr)[u, u] = I
′′(zr)
[
k∑
i=1
λiUPi ,
k∑
i=1
λiUPi
]
+ o(1).
Furthermore, by making simple computations, reasoning as in the proof of
Lemma 3.2 and by Lemma 2.3, we find
I ′′(zr)[u, u] =
k∑
i=1
λ2i I
′′
0 (UPi)[UPi , UPi ]+o(1) 6 (1−p)
k∑
i=1
λ2i ‖UPi‖
2+o(1) < −C1.
Then I ′′(zr) is negative definite on A.
We now prove that I ′′(zr) is positive definite on B. Choose an arbitrary u ∈ B
and we assume, for simplicity, that ‖u‖ = 1. We denote by φˆ the solution of
−∆φˆ = V (x)zru. Then
I ′′(zr)[u, u] =
∫
R3
[
|∇u|2 + u2 + V (x)φzru
2 + 2V (x)φˆzru− pz
p−1
r u
2
]
dx.
Since u is bounded and reasoning as in Lemma 3.2 we find for α ∈ (0, 1),∫
R3
V (x)φzru
2 dx =
∫
R3
V (x)φuz
2
r dx
=
k∑
i=1
∫
R3
V (x)φuU
2
Pi dx+
∑
i6=j
∫
R3
V (x)φuUPiUPj dx
6 C
k∑
i=1
(∫
R3
(
V (x)U2Pi
)6/5
dx
)5/6
+ C
∑
i6=j
(∫
R3
(
V (x)UPiUPj
)6/5
dx
)5/6
= o(1),
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for k sufficiently large. In the same way one can prove that for k → +∞∫
R3
V (x)φˆzru dx = o(1).
As done in Lemma 3.2, it can be proved that∫
R3
zp−1r u
2dx =
∫
R3
k∑
i=1
U
p−1
Pi
u2dx+ o(1).
Hence
I ′′(zr)[u, u] =
∫
R3
[
|∇u|2 + u2 − p
k∑
i=1
U
p−1
Pi
u2
]
dx+ o(1).
At this point, arguing, for example, as in [17], we have that
I ′′(zr)[u, u] > C2 > 0,
and (b) follows.
We are now ready to prove Proposition 3.1.
Proof of Proposition 3.1. Let us consider J(w) = I(zr+w), w ∈W and expand
it as follows:
J(w) = I(zr) + I
′(zr)[w] +
1
2
I ′′(zr)[w,w] +Rzr(w)
= J(0) + l(w) +
1
2
〈Lw, w〉+Rzr (w),
where
l(w) = I ′(zr)[w], 〈Lw, w〉 = I
′′(zr)[w,w],
and
Rzr (w) =
1
4
∫
R3
V (x)φww
2 dx+
∫
R3
V (x)φwzrw dx
−
1
p+ 1
∫
R3
[
|zr + w|
p+1 − zp+1r −
p(p+ 1)
2
zp−1r w
2 − (p+ 1)zprw
]
dx.
Since l(w) is a bounded linear functional in W , by Riesz Theorem there exists
an lk ∈ W such that
l(w) = 〈lk, w〉.
Now we want to find a critical point of J , that is a w ∈W such that
0 = J ′(w) = lk + Lw +R
′
zr (w). (3.3)
Since by Lemma 3.3 L is invertible, we can rewrite (3.3) in the following way
w = A(w) := −L−1lk − L
−1R′zr(w).
Thus the problem of finding a critical point of J(w) is equivalent to find a fixed
point of A. To this end, let
B :=
{
w ∈W : ‖w‖ 6
C
km−
1
2+σ
}
,
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where σ > 0 is small. We have to prove that A(B) ⊂ B and that A is a
contraction in B.
Let w ∈ B. By using Lemmas 3.2 and 3.3
‖A(w)‖ 6 ‖L−1‖
(
‖lk‖+ ‖R
′
zr(w)‖
)
6 C¯
(
1
km−
1
2+σ
+ ‖R′zr(w)‖
)
.
Let us evaluate ‖R′zr(w)‖. We denote by φ¯ the solution in D
1,2(R3) of −∆φ¯ =
V (x)vw, then
‖R′zr(w)‖ = sup
‖v‖=1
∣∣R′zr(w)[v]∣∣
6 sup
‖v‖=1
[∫
R3
V (x)φw |wv| dx + 2
∫
R3
V (x)|φ¯zrw| dx +
∫
R3
V (x)φwzr|v| dx
+
∫
R3
∣∣|zr + w|p − pzp−1r w − zpr ∣∣ · |v| dx] .
If p 6 2 then, by (2.3) and (2.8),
‖R′zr(w)‖ 6 C sup
‖v‖=1
[
‖w‖2 +
∫
R3
|w|p|v| dx
]
6 C(‖w‖2 + ‖w‖p) 6 C‖w‖p.
Thus, since w ∈ B,
‖A(w)‖ 6 C˜
(
1
km−
1
2+σ
+
1
kp(m−
1
2+σ)
)
6
C
km−
1
2+σ
.
If, now, p > 2 then, by using again (2.3) and (2.8),
‖R′zr(w)‖ 6 C sup
‖v‖=1
(
‖w‖2 +
∫
R3
(
|w|2 + |w|p
)
|v| dx
)
6 C‖w‖2
and then
‖A(w)‖ 6
C
km−
1
2+σ
.
Hence, in both cases, A maps B into B.
Finally, let us prove that A is a contraction. Let be w1, w2 ∈ B. Then
‖A(w1)−A(w2)‖ 6 ‖L
−1‖(‖lk‖‖w1 − w2‖+ ‖R
′
zr(w1)−R
′
zr(w2)‖)
6 C¯
(
C
km−
1
2+σ
‖w1 − w2‖+ ‖R
′
zr(w1)−R
′
zr(w2)‖
)
.
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Moreover we have
‖R′zr(w1)−R
′
zr(w2)‖ = sup
‖v‖=1
∣∣∣R′zr(w1)[v]−R′zr (w2)[v]∣∣∣
6 sup
‖v‖=1
[∫
R3
V (x)φw1 |w1 − w2| · |v| dx + 2
∫
R3
V (x)|φ¯1|zr|w1 − w2| dx
+
∫
R3
V (x)|φw1 − φw2 |zr|v| dx+ 2
∫
R3
V (x)|φ¯1 − φ¯2|zr|w2| dx
+
∫
R3
V (x)|φw1 − φw2 | · |w2v| dx
+
∫
R3
∣∣|zr + w1|p − |zr + w2|p − pzp−1r (w1 − w2)∣∣ · |v| dx] ,
where φ¯i is the solution in D
1,2(R3) of −∆φ¯i = V (x)zrwi, i = 1, 2. If now
p 6 2, by iii) of Lemma 2.1 and (2.8)
‖R′zr(w1)−R
′
zr(w2)‖ 6 C sup
‖v‖=1
[
1
km−
1
2+σ
‖w1 − w2‖+
∫
R3
(
|w1|
p−1 + |w2|
p−1
)
|w1 − w2| · |v| dx
]
6 C
[
1
km−
1
2+σ
+
1
k(p−1)(m−
1
2+σ)
]
‖w1 − w2‖
6
C
k(p−1)(m−
1
2+σ)
‖w1 − w2‖
If p > 2 by using again iii) of Lemma 2.1 and (2.8)
‖R′zr(w1)−R
′
zr(w2)‖ 6 C sup
‖v‖=1
[
1
km−
1
2+σ
‖w1 − w2‖
+
∫
R3
(
|w1|
p−1 + |w2|
p−1 + |w1|+ |w2|
)
|w1 − w2| · |v| dx
]
6
C
k(m−
1
2+σ)
‖w1 − w2‖.
In both cases A is a contraction since for k large C
ks(m−
1
2
+σ)
≪ 1 for s = 1 and
s = p− 1.
3.2 The reduced functional
This section is devoted to solve the finite dimensional equation, namely the
bifurcation equation.
To this aim, let us define the reduced functional F : Sk → R such that for all
r ∈ Sk
F (r) = I(zr + w),
where w = w(r, k) is the unique solution of the auxiliary equation. By Propo-
sition 3.1 let us recall that
‖w‖ 6
C
km−
1
2+σ
.
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By Lemma 3.2 and since I ′′ maps bounded sets onto bounded sets then
F (r) = I(zr) + I
′(zr)[w] +
1
2
I ′′(ξ)[w,w]
= I(zr) +O
(
‖w‖2
)
= I(zr) + k ·O
(
1
k2m+σ
)
,
where σ > 0 is small. Then by Proposition A.1 the reduced functional is given
by
F (r) = k
[
C0 +
B1
r2m
+
B2k log k
r2m+1
−B3
k∑
i=2
∫
R3
U
p
P1
UPi dx+O
(
1
k2m+σ
)]
,
where C0, B1, B2, B3 are positive constants. The problem
max {F (r) : r ∈ Sk} (3.4)
has a solution since F is continuous on a compact set. We have to show that
this maximum is an interior point of Sk.
Let us denote with F¯ the function
F¯ (r) :=
B1
r2m
+
B2k log k
r2m+1
−B3
k∑
i=2
∫
R3
U
p
P1
UPi dx.
By Lemmas 2.5 and A.6
C1
e−
2pir
k
log k
6
k∑
i=2
∫
R3
U
p
P1
UPi dx 6 C2e
− 2pir
k .
So we define
F1(r) :=
B1
r2m
+
B2k log k
r2m+1
−B5e
− 2pir
k ,
F2(r) :=
B1
r2m
+
B2k log k
r2m+1
−B4
e−
2pir
k
log k
.
For k sufficiently large,
F1(r) 6 F¯ (r) 6 F2(r) in Sk
and, moreover, we have
F¯
((m
pi
+ β
)
k log k
)
> F1
((m
pi
+ β
)
k log k
)
> 0,
F¯
((m
pi
− β
)
k log k
)
6 F2
((m
pi
− β
)
k log k
)
< 0
and
F¯
((
m
pi
+
β
2
)
k log k
)
− F¯
((m
pi
+ β
)
k log k
)
>
C
k2m log2m k
> 0.
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Hence F¯ possesses a critical point (a maximum point)
r¯ =
(m
pi
+ o(1)
)
k log k,
in the interior of Sk.
Finally it is easy to check that (3.4) is achieved by some rk, which is in the
interior of Sk, and so we infer that rk is a critical point of F (r). As a conse-
quence, we can conclude that zrk +w(rk) is a solution of (SP
′). This prove the
existence of infinitely many non-trivial non radial solutions of (SP ′).
In order to get positive solutions, it suffices to repeat the whole procedure for
the functional
I+(u) =
1
2
‖u‖2 +
1
4
∫
R3
V (x)φuu
2 dx−
1
p+ 1
∫
R3
|u+|p+1 dx,
where u+ = max{0, u}. It can be checked that Proposition 3.1, Lemmas 3.2,
3.3 and Proposition A.1 can be applied to I+. Therefore we get infinitely many
non-radial and non-negative solutions for the problem
−∆u+ u+ V (x)φuu = (u
+)p.
Keeping in mind that φu > 0 when u 6= 0 then the maximum principle allows
to find infinitely many positive solutions of (SP ′) of the form zrk + w(rk), and
so the proof of Theorem 1.2 is concluded.
A Appendix
In this section we prove the following result.
Proposition A.1. For a small σ > 0 there holds
I(zr) = k
[
C0 +
B1
r2m
+
B2k log k
r2m+1
−B3e
− 2pir
k +O
(
1
k2m+σ
)]
,
where C0, B1, B2, B3 are positive constants.
First we give some preliminary.
We recall that
I(zr) =
1
2
∫
R3
[
|∇zr|
2 + z2r
]
dx+
1
4
∫
R3
V (x)φzrz
2
rdx −
1
p+ 1
∫
R3
|zr|
p+1dx.
(A.1)
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By making simple computations we find∫
R3
V (x)φzrz
2
rdx =
k∑
i=1
∫
R3
V (x)φUPi z
2
rdx+
∑
i6=j
∫
R3
V (x)φzrUPiUPjdx
=
k∑
i=1
∫
R3
V (x)φUPiU
2
Pidx+
∑
i6=j
∫
R3
V (x)φUPiU
2
Pjdx
+
k∑
i=1
∑
j 6=l
∫
R3
V (x)φUPiUPjUPldx+
∑
i6=j
∫
R3
V (x)φzrUPiUPjdx
= k
∫
R3
V (x)φUP1U
2
P1dx+
∑
i6=j
∫
R3
V (x)φUPiU
2
Pjdx
+
k∑
i=1
∑
j 6=l
∫
R3
V (x)φUPiUPjUPldx+
∑
i6=j
∫
R3
V (x)φzrUPiUPjdx.
(A.2)
Lemma A.2. There holds:∫
R3
V (x)φUP1U
2
P1dx =
B1
r2m
+O
(
1
k2m+θ log2m+θ k
)
,
where B1 =
∫
R3
∫
R3
U2(x)U2(y)
|x−y| dxdy.
Proof. Let α ∈ (0, 1), we have∫
R3
V (x)φUP1U
2
P1dx =
∫
R3
V (x+ P1)φUP1 (x+ P1)U
2(x)dx
=
∫
Bαr
V (x+ P1)φUP1 (x+ P1)U
2(x)dx +O(e−(1−τ)r)
=
∫
Bαr
∫
R3
V (x + P1)V (y + P1)
|x− y|
U2(x)U2(y)dxdy
+O(e−(1−τ)r)
=
∫
Bαr
∫
Bαr
V (x+ P1)V (y + P1)
|x− y|
U2(x)U2(y)dxdy
+O(e−(1−τ)r).
By (2.4) and (2.5), since |P1| = r, we have:∫
Bαr
∫
Bαr
V (x+ P1)V (y + P1)
|x− y|
U2(x)U2(y)dxdy
=
1
r2m
∫
Bαr
∫
Bαr
U2(x)U2(y)
|x− y|
dxdy +O
(
1
r2m+θ
)
=
B1
r2m
+O
(
1
k2m+θ log2m+θ k
)
.
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Lemma A.3. For a suitable σ > 0, we have
k∑
i=1
∑
j 6=l
∫
R3
V (x)φUPiUPjUPldx = k · O
(
1
k2m+σ
)
. (A.3)
Proof. By using Ho¨lder inequality we obtain
k∑
i=1
∑
j 6=l
∫
R3
V (x)φUPiUPjUPl dx 6 C
k∑
i=1
∑
j 6=l
‖φUPi ‖D1,2
(∫
R3
(
UPjUPl
) 6
5 dx
) 5
6
.
Then, by Lemma 2.4,
k∑
i=1
∑
j 6=l
∫
R3
V (x)φUPiUPjUPl dx 6 k · C‖φUP1 ‖D1,2
∑
j 6=l
e−(1−δ)|Pj−Pl|. (A.4)
Let us evaluate ‖φUP1 ‖D1,2 .
‖φUP1 ‖
2
D1,2 =
∫
R3
|∇φUP1 |
2 dx =
∫
R3
V (x)φUP1U
2
P1 dx
6 C‖φUP1 ‖D1,2
(∫
R3
(
V (x)U2P1
)6/5
dx
)5/6
6 C‖φUP1 ‖D1,2
(∫
R3
(
V (x+ P1)U
2
)6/5
dx
)5/6
6 C‖φUP1 ‖D1,2
(∫
Bαr
(
V (x + P1)U
2
)6/5
dx +O(e−(1−τ)r)
)5/6
,
where 0 < α < 1 and τ > 0 sufficiently small.
By (2.7), we have
‖φUP1 ‖D1,2 6 C

∫
Bαr
(
V (x+ P1)U
2
)6/5
dx︸ ︷︷ ︸
(I)

5/6
+O(e−
5
6 (1−τ)r).
Using again (2.7) we find
(I) =
∫
Bαr
[
1
|x+ P1|m
+O
(
1
|x+ P1|m+θ
)]6/5
U12/5 dx
6
∫
Bαr
1
|x+ P1|
6m
5
U12/5 dx+ O
(∫
Bαr
1
|x+ P1|
6
5 (m+θ)
U12/5 dx
)
=
1
|P1|
6
5m
∫
Bαr
U12/5 dx+O
(
1
|P1|
6
5 (m+θ)
)
=
1
r
6
5m
∫
R3
U12/5 dx+O
(
1
r
6
5 (m+θ)
)
.
Hence
‖φUP1 ‖D1,2 6 C1
1
rm
+O
(
1
rm+θ
+ e−
5
6 (1−τ)r
)
6 C1
1
rm
+O
(
1
rm+θ
)
.
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Then from (A.4) we obtain
k∑
i=1
∑
j 6=l
∫
R3
V (x)φUPiUPjUPl dx 6 k · C
(
C2
rm
+O
(
1
rm+θ
))∑
j 6=l
e−(1−δ)|Pj−Pl|.
Since ∑
j 6=l
e−(1−δ)|Pj−Pl| = k ·
k∑
j=2
e−(1−δ)|P1−Pj | (A.5)
and
k∑
j=2
e−(1−δ)|P1−Pj | 6 Ce−(1−δ)
2rpi
k , (A.6)
recalling that r ∈ Sk, we find
k∑
i=1
∑
j 6=l
∫
R3
V (x)φUPiUPjUPl dx = k ·O
(
1
km−1 logm k
· k−(1−δ)(2m−2piβ)
)
= k ·O
(
1
k2m+σ
)
,
with
σ := δ(2piβ − 2m) +m(1− η)− 1− 2piβ,
where η > 0 small is such that log k > k−η for k large. Therefore, since m > 32 ,
σ > 0 if δ, β and η are sufficiently small.
Lemma A.4. For a suitable σ > 0, we have
∑
i6=j
∫
R3
V (x)φzrUPiUPjdx = k ·O
(
1
k2m+σ
)
.
Proof. We compute
∑
i6=j
∫
R3
V (x)φzrUPiUPj dx =
k∑
l=1
∑
i6=j
∫
R3
V (x)φUPlUPiUPj dx︸ ︷︷ ︸
(A1)
+
∑
l 6=t
∑
i6=j
∫
R3
V (x)φl,tUPiUPj dx︸ ︷︷ ︸
(A2)
,
where φl,t ∈ D
1,2(R3) is the unique solution of −∆φ = V (x)UPlUPt . By (A.3)
it follows immediately that
(A1) = k ·O
(
1
k2m+σ
)
.
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Now, using Lemma 2.4, (A.5) and (A.6), since r ∈ Sk, we find
(A2) 6 C
∑
l 6=t
‖φl,t‖D1,2 ·
∑
i6=j
(∫
R3
(
UPiUPj
)6/5
dx
)5/6
6 C1
∑
l 6=t
(∫
R3
(UPlUPt)
6/5
dx
)5/6
·
∑
i6=j
(∫
R3
(
UPiUPj
)6/5
dx
)5/6
6
∑
l 6=t
e−(1−δ)|Pl−Pt| ·
∑
i6=j
e−(1−δ)|Pi−Pj |
6 k · k · e−(1−δ)
4rpi
k
= k ·O
(
1
k2m+σ
)
,
where
σ := δ(4βpi − 4m) + 2m− 4βpi − 1.
Hence, since m > 1, σ > 0 if δ > 0 and β > 0 are sufficiently small.
Lemma A.5. For a suitable σ > 0, we have
∑
i6=j
∫
R3
V (x)φUPiU
2
Pj dx = k
 C
r2m
k∑
j=2
1
|P1 − Pj |
+
1
r2m+σ
O
 k∑
j=2
1
|P1 − Pj |
 .
Proof. First of all, let us observe that
∑
i6=j
∫
R3
V (x)φUPiU
2
Pj dx = k
k∑
j=2
∫
R3
V (x)φUP1U
2
Pj dx. (A.7)
If 0 < α < 1, we have∫
R3
V (x)φUP1U
2
Pjdx =
∫
R3
V (x+ Pj)φUP1 (x + Pj)U
2(x)dx
=
∫
Bαr
V (x+ Pj)φUP1 (x+ Pj)U
2(x)dx + O(e−(1−τ)r)
=
∫
Bαr
∫
R3
V (x+ Pj)V (y + P1)
|x− y + Pj − P1|
U2(x)U2(y)dxdy
+O(e−(1−τ)r)
=
∫
Bαr
∫
Bαr
V (x+ Pj)V (y + P1)
|x− y + Pj − P1|
U2(x)U2(y)dxdy
+O(e−(1−τ)r).
We claim that∫
Bαr
∫
Bαr
|x|U2(x)U2(y)
|x− y + Pj − P1|
dxdy = O
(
1
|P1 − Pj |
)
. (A.8)
Indeed, as in [9, Lemma 3.2], since∫
R3
|x||y − Pj + P1|U
2(x)
|x− y + Pj − P1|
dx 6 C,
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we have∫
Bαr
∫
Bαr
|x|U2(x)U2(y)
|x− y + Pj − P1|
dxdy 6
∫
R3
U2(y)
(∫
R3
|x|U2(x)
|x− y + Pj − P1|
dx
)
dy
6 C1
∫
R3
U2(y)
|y − Pj + P1|
dx
6 C2
1
|Pj − P1|
= O
(
1
|P1 − Pj |
)
.
Analogously, we can prove that∫
Bαr
∫
Bαr
|y|U2(x)U2(y)
|x− y + Pj − P1|
dxdy =O
(
1
|P1 − Pj |
)
, (A.9)∫
Bαr
∫
Bαr
|x||y|U2(x)U2(y)
|x− y + Pj − P1|
dxdy =O
(
1
|P1 − Pj |
)
. (A.10)
Therefore, since |P1| = |Pj | = r, by (2.4) and (2.5), together with (A.8), (A.9)
and (A.10), we have:∫
R3
V (x)φUP1U
2
Pj dx =
1
r2m
∫
R3
∫
R3
U2(x)U2(y)
|x− y + Pj − P1|
dxdy
+
1
r2m+σ
O
(
1
|P1 − Pj |
)
.
Hence, by [9], we infer that∫
R3
V (x)φUP1U
2
Pj dx =
C
r2m
1
|P1 − Pj |
+
1
r2m+σ
O
(
1
|P1 − Pj |
)
,
and by (A.7), we get the conclusion.
Lemma A.6. There holds:
k∑
i=2
1
|P1 − Pi|
=
k
pir
log k + o(1).
Proof. First of all, let us observe
k∑
i=2
1
|P1 − Pi|
=
1
2r
k∑
i=2
1
sin (i−1)pik
=
1
r
[
k−1
2 ]∑
i=1
1
sin ipik
+
1 + (−1)k
4
 .
Then it is sufficient to prove that
lim
k
 1
k log k
[ k−12 ]∑
i=1
1
sin ipik
 = 1
pi
(A.11)
Since, for every i = 1, . . . ,
[
k−1
2
]
− 1 and s ∈ [i, i+ 1],
sin
ipi
k
6 sin
spi
k
6 sin
(i+ 1)pi
k
,
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then
1
sin (i+1)pik
=
∫ i+1
i
1
sin (i+1)pik
ds 6
∫ i+1
i
1
sin spik
ds 6
∫ i+1
i
1
sin ipik
ds =
1
sin ipik
.
Hence, adding on i, we have that
1
sin
([
k−1
2
]
pi
k
) 6 [ k−12 ]∑
i=1
1
sin ipik
−
∫ [ k−12 ]
1
1
sin spik
ds 6
1
sin pik
and so
lim
k
 1
k log k
[
k−1
2 ]∑
i=1
1
sin ipik
−
∫ [ k−12 ]
1
1
sin spik
ds

 = 0.
Therefore (A.11) follows, being
lim
k
(
1
k log k
∫ [ k−12 ]
1
1
sin spik
ds
)
=
1
pi
lim
k
(
1
log k
log
(
tan
([
k−1
2
]
pi
2k
)
tan pi2k
))
=
1
pi
.
We are now ready to prove Proposition A.1.
Proof of Proposition A.1. By (A.2) and using Lemmas A.2, A.3, A.4, A.5, A.6
we find
1
4
∫
R3
V (x)φzrz
2
r dx = k
[
B1
r2m
+
B2
r2m
k∑
i=2
1
|P1 − Pi|
]
+ k
[
1
r2m+θ
O
(
k∑
i=2
1
|P1 − Pi|
)
+O
(
1
k2m+σ
)]
= k
[
B1
r2m
+
B2
r2m
(
k log k
r
+ o (1)
)
+O
(
1
k2m+σ
)]
= k
[
B1
r2m
+
B2k log k
r2m+1
+O
(
1
k2m+σ
)]
.
Then, by (A.1), we have
I(zr) =
1
2
k∑
j=1
k∑
i=1
∫
R3
U
p
Pj
UPi dx+ k
[
B1
r2m
+
B2k log k
r2m+1
+O
(
1
k2m+σ
)]
−
1
p+ 1
∫
R3
|zr|
p+1 dx
=
k
2
∫
R3
Up+1 dx+
k
2
k∑
i=2
∫
R3
U
p
P1
UPi dx+ k
[
B1
r2m
+
B2k log k
r2m+1
+O
(
1
k2m+σ
)]
−
1
p+ 1
∫
R3
|zr|
p+1 dx.
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As done in [20, Proof of Proposition A.3], for all r ∈ Sk, one can prove∫
R3
|zr|
p+1 dx = k
(∫
R3
Up+1 dx+ (p+ 1)
k∑
i=2
∫
R3
U
p
P1
UPi dx+O
(
1
k2m+σ
))
.
At the end we find
I(zr) = k
[(
1
2
−
1
p+ 1
)∫
R3
Up+1 dx+
B1
r2m
+
B2k log k
r2m+1
−B3
k∑
i=2
∫
R3
U
p
P1
UPi dx+O
(
1
k2m+σ
)]
= k
[
C0 +
B1
r2m
+
B2k log k
r2m+1
−B3
k∑
i=2
∫
R3
U
p
P1
UPi dx+O
(
1
k2m+σ
)]
.
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