We give a counterexample to a conjecture by Miasnikov, Ventura and Weil, stating that an extension of free groups is algebraic if and only if the corresponding morphism of their core graphs are onto, for every basis of the ambient group. In the course of the proof we present a partition of the set of homomorphisms between free groups that may be of independent interest.
Introduction
The purpose of this paper is to develop new machinery for the study of morphisms between core graphs. For this purpose, we construct a category which enriches that of free groups and enables to study surjectivity with respect to various bases. The main application which we give is a counterexample to a conjecture by Miasnikov, Ventura, and Weil [MVW07] which was revised by Parzanchevski and Puder [PP14] . The original conjecture is
Conjecture 1.1 ([MVW07]). Let F X be a free group on the set X and let H ≤ K ≤ F X be an extension s.t. the morphisms the associated core-graphs Γ Y (H) → Γ Y (K) are surjective for every basis Y of F X . Then K is an algebraic extension of H.
In [PP14] , Parzanchevski and Puder constructed a counterexample for this conjecture in F 2 , the free group on two generators. Their proof relied heavily on idiosyncrasies of the automorphism group of F 2 , and they conjectured that these are the only obstructions, revising the conjecture in two ways:
Conjecture 1.2 ([PP14]). Let H ≤ K ≤ F X . If for every free extension F of F X and for every basis Y of F the morphism Γ Y (H) → Γ Y (K) is onto then K is algebraic over H.

Conjecture 1.3 ([PP14]). The original conjecture holds for H
In this paper, we show that both revised forms of the conjecture are false. In fact, we prove a stronger statement: Beside the existence of a counterexample the method developed for its analysis is of independent interest. To prove it is a counterexample one needs to prove that for every set Y containing {a, b} and endomorphism ϕ ∈ Aut (F Y ) with ϕ(a), ϕ(b) = 1 the graph morphism Γ Y ϕ bbaba
is surjective. The first idea is extending scope of inspection from the category of automorphisms to a larger category of homomorphisms called FGR, which is defined in chapter III. In the new category we show a recursive decomposition of morphisms which in turn enables a recursive method of checking if the desired property of graphs holds for all FGR homomorphisms. A second point of interest is the observation of a property of the word bbaba −1 which ensures that the recursive process ends. This property is defined at the end, and leads to further questions. Fact 2.14 ( [Sta83, KM02] ). The functor π 1 defines an equivalence between the category of (connected) pointed, folded, X-labeled core graphs and Sub (F X ).
Definition 2.15. Let X − CGrph be the category of connected pointed folded X-labeled core graphs. Define a functor Γ : Sub (F X ) → X − CGrph that associates the graph Γ (H) to the subgroup H ≤ F X s.t. Γ (H) is the inverse image of the functor π 1 .
The correspondence between the categories of X − CGrph and Sub (F X ) follows from the theory of cover spaces. Let us sketch a proof. We regard R X as a topological space and look at the category of connected pointed cover spaces of R X . This category is equivalent to Sub (F X ), following from the fact that R X has a universal cover. Let Γ be a connected folded X-labeled core graph, viewed as a topological space and l as a continuous function. There is a unique way up to cover isomorphism to extend Γ to a cover of R X . There is also a unique way to associate a folded core graph to a cover space of R X . This gives us an equivalence between the category of connected pointed cover spaces of R X and pointed connected folded X-labeled core graphs.
Definition 2.16. Because of the uniqueness of the folded core graph we can define a functor Core : X-Grph → X − Grph that associates a folded core graph Core (Γ) to a graph Γ s.t.
Remark 2.17. Let Γ be a finite graph. We notice that for both trimming and folding |E (Γ )| < |E (Γ)|. If there are no foldings or trimmings possible then Γ is a folded core graph. This means that after preforming a finite amount of trimmings and foldings we get Core (Γ). It follows from the uniqueness of Core (Γ) that the order in which we preform the trimmings and foldings does not matter.
Definition 2.18. Let K ≤ H ≤ F X be subgroups. the subgroup H is said to be an algebraic extension of K if for every K ≤ J ≤ H s.t. J is a free factor of H the equality J = H holds.
The category FGR
Definition 3.1. Let Γ be a graph. A 2-path in Γ is a pair (e, f ) ∈ E (Γ) × E (Γ) with ι (f ) = ι (e) and f = e. Let T (Γ) ⊂ E (Γ) × E (Γ) be the set of all 2-paths in Γ.
Definition 3.2. Let Γ be a folded X−labeled graph. The set
is the set of edges of a combinatorial (undirected) graph whose vertices are X ∪ X −1 , called the Whitehead graph of the labeled graph Γ. Let w ∈ F X be a cyclically reduced word. The Whitehead graph of w as defined by Whitehead in [Whi36] (we use the definition in [Sta99] ) and the Whitehead graph of Γ ( w ) defined here coincide. Let W X = W (R X ) be the set of edges of the Whitehead graph of R X ,which we call the full Whitehead graph. Let x, y ∈ X ∪ X −1 and let {x, y} ∈ W X be an edge. We denote x.y = {x, y} (this notation is similar to the notation in [LS01] ). Definition 3.3. Let τ : F X − {1} → X ∪ X −1 be the function returning the last letter of every reduced word.
Definition 3.4. Let F Y and F X be the free groups on the sets Y, X. We say a homomorphism ϕ : F Y → F X is non-degenerate if for every y ∈ Y we have ϕ (y) = 1. Definition 3.5. Let w = 1 ∈ F X be a reduced word with length n. We define Γ w to be the Xlabeled graph of the reduced path P with label l (P ) = w. Formally let V (Γ w ) = {1, . . . , n + 1}, E (Γ w ) = {e 1 , . . . , e n , e 1 , . . . , e n } , ι (e i ) = i, ι (e i ) = i + 1. Define the label function recursively. Let l (e n ) = τ (w) and for 1 ≤ i ≤ n − 1 define l (e n−i ) = τ (wl (e n ) −1 · · · l (e n−i+1 ) −1 ). We notice that Γ w is isomorphic to Γ w −1 . Definition 3.6. Let ϕ : F Y → F X be a non-degenerate homomorphism. We define a functor F ϕ from Y -labeled graphs to X-labeled graphs by sending y-labeled edges to ϕ (y)-labeled paths. Formally, let ∆ be a Y -labeled graph and let E 0 = {e ∈ E (∆) |l (e) ∈ Y } be an orientation of ∆, namely, E (∆) = E 0 {e|e ∈ E 0 }. For every e ∈ E (∆) let n e ∈ N be the length of the word ϕ (l (e)) ∈ F X plus one. We consider V (∆) the set of vertices of ∆ as a graph without edges. We take the disjoint union of graphs e∈E0 Γ ϕ(l(e)) V (∆) and for every e ∈ E 0 we glue 1 e ∈ V Γ ϕ(l(e)) with ι (e) ∈ V (∆) and n e ∈ V Γ ϕ(l(e)) with ι (e) ∈ V (∆). Let ∆ and Ξ be Y -labeled graphs, let f : ∆ → Ξ be a graph morphism. We construct the graph morphism
We can think of this functor in a topological sense. We think of ∆ as a topological space together with a continuous function l : ∆ → R Y . Now we can consider ϕ to be a continuous function ϕ : R Y → R X . We would like to think of ∆ as an X-labeled graph with the label function ϕ • l. The problem is that ϕ • l is a continuous function and not a graph function. This can be mended by splitting edges in ∆ to a path of several edges to represent their continuous images which are paths in R X .
Remark 3.7. For H ≤ F X we notice that Core F ϕ Γ (H) = Γ (ϕ (H)) Definition 3.8. Let Γ be an X labeled graph, and ϕ : F X → F Y a non-degenerate homomorphism. We say that the pair (ϕ, Γ) is a stencil iff F ϕ (Γ) is a folded graph. We notice that if Γ is not folded then F ϕ (Γ) is not folded for any ϕ.
For reduced words u, v in a free group, we write u · v to indicate that there is no cancellation in their concatenation, namely τ (u) = τ v −1 . We leave the next three claims as easy exercises for the reader.
Lemma 3.9. Let Γ be an X labeled graph and let ϕ :
Lemma 3.11. Let ϕ and ψ be homomorphism as in Proposition 3.10 (s.t.
Definition 3.12. We define the category "Free groups with restrictions" FGR: Let objects of FGR be pairs (X, N ) where X is a set of generators and N ⊂ W X a set of restrictions. We define a morphism ϕ ∈ Hom ((X 1 , N 1 ) , (X 2 , N 2 )) of FGR to be a group homomorphism ϕ ∈ Hom (F X1 , F X2 ) with the following properties:
Following Lemma 3.9 and Proposition 3.10, the second and third condition ensure that every two FGR morphisms ϕ, ψ we compose satisfy F ϕ•ψ = F ϕ • F ψ . The first and fourth condition together with Lemma 3.11 ensure that composition of two morphisms is a morphism.
is a set isomorphism that commutes with the inversion and for
, and the rest is immediate. Let ϕ and ψ be composable FGR morphisms. Because ψ, Γ ϕ(x) is a stencil then for every x ∈ X we get length (ψ • ϕ (x)) ≥ length (ϕ (x)). Let x ∈ X and let ϕ be an isomorphism and ψ its inverse. So length (ϕ (x)) ≤ length (ψ • ϕ (x)) = length (x) = 1 on the other hand ϕ (x) = 1 meaning l (ϕ (x)) ≥ 1. Consequently length (ϕ (x)) = 1, namely
Partition of Hom in FGR
Let X be a countably infinite set, let Y be a finite set and let (Y, N Y ) be an FGR object. We present a recursive partition of Hom If y = x −1 then only the first two options are possible, and if
2. There are two cases here, depending on whether x = y −1 or not: For every (U i , N Ui ), if N Ui = W Ui we continue recursively, choosing an edge x.y ∈ W Ui − N Ui and partitioning accordingly. We now show that no matter which edges are chosen, every morphism has a finite decomposition into folding morphisms and a morphism from some (U, W U ).
1. The morphisms ψ 1 , . . . , ψ k are folding morphisms.
Let
, and consider N × N with the lexicographic order. It is a straightforward calculation to verify that for every folding morphism ψ
Since N × N is well ordered, the recursive process of decomposing a morphism always ends in a finite amount of steps.
Proposition 3.16 (The triangle rule). Let
, and assume that τ (ϕ (x)) = τ (ϕ (z)) and τ (ϕ (y)) = τ (ϕ (z)). This means that τ (ϕ (x)) = τ (ϕ (y)) which contradicts the fact that x.y ∈ N Y . This means that either τ (ϕ (x)) = τ (ϕ (z)) or τ (ϕ (y)) = τ (ϕ (z)), namely ϕ can be written as 
The Core functor
The flowing easy claim leads to very helpful observations. Claim 3.18. Let Γ → ∆ be a surjective graph morphism. Let Γ be the graph resulting from folding two edges in Γ, let Γ → Γ be the quotient map and let ∆ be the pushout of
. Then either ∆ = ∆, or ∆ is obtained from ∆ by folding two edges and the morphism f : Γ → ∆ is surjective.
Let Γ be a finite Y -labeled graph. One can obtain Core Γ by a finite sequence of folding and trimming. We can preform foldings first and only then trimmings, as when we trim a folded graph it stays folded. Following the claim, if Γ → ∆ is a surjective graph morphism and Core Γ is obtained from Γ without trimming then Core Γ → Core ∆ is also surjective Corollary 3.19. If Γ is a core graph and (ϕ, Γ) a stencil, then F ϕ (Γ) is a core graph, namely, Core
We recall a Lemma from [PP14] 
Proof. Let u ∈ F Y be a reduced word. We construct the graph Γ u (H) by taking the graph Γ (H) Γ u , gluing length (u) ∈ V (Γ u ) to the base point of Γ (H) and setting the base point to be the image of 1 ∈ V (Γ u ). We construct Γ u (K) analogously. We notice that π 1 (Γ u (H)) = uHu
and π 1 (Γ u (K)) = uKu −1 and that there is a surjective graph morphism Γ u (H) → Γ u (K). Since H and K contain a cyclically reduce word the degrees of the base points of Γ (H) and Γ (K) are at least two. From this we conclude that both Γ u (H) and Γ u (K) satisfy the conditions of lemma 3.20. Finally an inductive application of claim 3.18 gives the result.
General setting
We explain the method of analyzing the counterexample in a general setting. Given H ≤ K ≤ F Y , we seek to show that for every free extension
Without loss of generality we assume Y ⊂ X. The set of non-degenerate homomorphisms includes all injective homomorphisms, which in turn include all automorphisms of free extensions. Using remark 3.7 we translate the problem to showing that all the graph morphisms
We can see this question as a special case of the following problem. 3. The morphism Γ → ∆ is surjective and W (Γ) − N U = ∅. In this case we cannot immediately tell if all morphisms are surjective or not. We call this the ambiguous case.
We give a simple criterion for showing that one problem is contained in another or that the problems are equivalent. For U -labeled core graphs Γ , ∆ and ψ : Y → U an FGR morphism s.t.
and if ψ is an FGR isomorphism then the two sets are equal and the problems are equivalent. Let (Γ → ∆, (U, N U )) be an ambiguous case. We split it into five problems according to the partition of Hom presented earlier.
We get five different problems Core
Clearly all morphisms in the original problem are surjective iff all the morphisms in the five daughter problems are surjective.
We show a method for determining whether all the morphisms in a problem (Γ → ∆, (U, N U )) are surjective. We start with a problem (Γ → ∆, (U, N U )) if it is of the first or second case we know the answer, if it is ambiguous we split it to five problems. If one of the five problems is case 1 then not all morphisms are onto, if not we continue recursively and split the problems of the ambiguous case in to five cases each and so on. Now, it may happen that this process does not end, but in the case of the counterexample we examine, at some point all the ambiguous cases we get are equivalent to ones we already encountered. Thanks to Theorem 3.15 we do not get stuck in an infinite loop. For ϕ ∈ Hom (U, X), if we follow the splitting we get a decomposition process as in Theorem 3.15. Because this processes is finite, if ϕ = ϕ • ψ k • · · · • ψ 11 is a decomposition we get following the splittings, the domain of ϕ must be a stencil space of Core F ψ (Γ). So if the ambiguous cases repeat themselves we can identify all the stencil spaces, and if the graph morphism is onto in all of them then all morphisms are onto.
Change of coordinates
We describe another way one can split a problem to other problems. In our counterexample this method shortens calculations significantly. Let X be a countably infinite set, and (X, 
Together with the second condition we have Imσ 
The counterexample
Recall the conjecture:
If for every free extension F of F k and every base of F the graph morphism Γ (H) → Γ (K) is onto then K is algebraic over H.
Let F {a,b} be the free group on the set {a, b}. We show that H = bbaba −1 < F {a,b} and K = b, aba −1 < F {a,b} is a counterexample. First, the subgroup H is a free factor of K. Following section §4 we need to show that all the graph morphisms in the set {Core F ϕ (Γ (H) → Γ (K)) |ϕ ∈ Hom (({a, b} , ∅) , (X, W X ))} are surjective. This is the problem (Γ (H) → Γ (K) , ({a, b} , ∅)). By a change of coordinate we replace this problem by eight problems that are easier to deal with. Let
We notice that H < K < Imσ. Any word w ∈ F X can be written as w = x · u · x −1 s.t. x, u ∈ F X are reduced words and u is cyclically reduced. Let ω 1 , ω 2 ∈ F X be cyclically reduced words s.t. ω 1 is a conjugate of ω 2 . Then either ω 2 is a cyclic permutation of the letters of ω 1 or ω 1 = ω 2 . If ω 2 is a cyclic permutation of the letters of ω 1 there are u, v ∈ F X s.t.
We notice that w 1 , w 2 are conjugates, and not necessarily cyclically reduced. We write w 1 = x · ω 1 · x −1 and w 2 = y · ω 2 · y −1 . There are exactly 8 different options.
The right sides of the equalities defines FGR morphisms ψ i to get a change of coordinates we define
For every 1 ≤ i ≤ 8 we denote by (U i , N i ) the co-domains of ψ i and denote Γ i = Γ (σ i (H)) and 
We notice Γ 5.1.1 → ∆ 5.1.1 is onto (figure 5.1) and W (Γ 5.1 ) − N 5.1 = ∅ is empty therefor it is a stencil space.
We notice Γ 5.1.2 → ∆ 5.1.2 is onto (figure 5.2) and W (Γ 5.1.2 ) − N 5.1.2 = ∅ is empty therefor it is a stencil space. We notice that Γ 2 → ∆ 2 is onto (figure 5.5 ) and that
therefor not a stencil space. We notice that u.u −1 ∈ N 2 so we can split using the triangle rule Case 2.1. We will deal with both cases we have ψ 2.1 = ψ
1 therefor these two problems are equivalent.. We notice Γ 2.1 → ∆ 2.1 is onto (figure 5.5) and W (Γ 2.1 ) − N 2.1 = u.y −1 is not empty therefor not a stencil space. We split by u.y −1 .
Case 2.1.1. Let ψ 2.1.
We notice Γ 2.1.1 → ∆ 2.1.1 is onto (figure 5.5) and W (Γ 2.1.1 ) − N 2.1.1 = ∅ is empty therefor it is a stencil space.
We notice Γ 2.1.2 → ∆ 2.1.2 is onto (figure 5.6) and W (Γ 2.1.2 ) − N 2.1.2 = ∅ is empty therefor it is a stencil space. We notice that Γ 3 → ∆ 3 is onto (figure 5.8 ) and that
is not empty therefor not a stencil space. We notice that u.u −1 ∈ N 2 so we can split using the triangle rule.
Case 3.1. We will deal with both cases of the split 3.1 and 3.1 we have ψ 3.1 = ψ
. We notice that γ : (U 3 , N 3.1 ) → (U 3 , N 3.1 ) defined by u → u −1 , x → x is an FGR isomorphism that satisfies F γ (Γ 3.1 → ∆ 3.1 ) = Γ 3.1 → ∆ 3.1 therefor these two problems are equivalent. We notice Γ 3.1 → ∆ 3.1 is onto (figure 5.8) and W (Γ 3.1 ) − N 3.1 = u −1 .x −1 is not empty therefor not a stencil space. We split by u −1 .x −1 .
Case 3.1.1. Let ψ 3.
. We notice Γ 3.1.1 → ∆ 3.1.1 is onto (figure 5.8) and W (Γ 3.1.1 ) − N 3.1.1 = ∅ so it is a stencil space.
. We notice N 3.1.3 = N 3.1 and Γ 31.4 → ∆ 3.1.4 = Γ 3.1 → ∆ 3.1 . This is the same problem as Case 3.1. Case 6.
We notice that Γ 6 → ∆ 6 is onto (figure 5.12 ) and that W (
therefor it is not a stencil space. We notice that v.u −1 ∈ N 2 so we can split using the triangle rule.
Case 6.1. We will deal with both cases we have ψ 6.1 = ψ 
is an FGR isomorphism that satisfies F γ (Γ 6.1 → ∆ 6.1 ) = Γ 6.1 → ∆ 6.1 therefor these two problems are equivalent. We notice Γ 6.1 → ∆ 6.1 is onto (figure 5.12) and W (Γ 6.1 ) − N 6.1 = v.y −1 is not empty therefor not a stencil space. We split by v.y −1 .
Case 6.1.1. Let ψ 6.1.1 = ψ 1 v.y −1 and N 6.
. We notice Γ 6.1.1 → ∆ 6.1.1 is onto (figure 5.12) and W (Γ 6.1.1 ) − N 6.1.1 = ∅ is empty therefor it is a stencil space. We notice that γ : (U 5 , N 5 ) → (U 6.1.3 , N 6.1.3 ) defined by u → y −1 u, v → v is an FGR morphism that satisfies F γ (Γ 5 → ∆ 5 ) = Γ 6.1.3 → ∆ 6.1.3 (figure 5.14) therefore this problem is contained in Case 5. Case 7.
We notice that Γ 7 → ∆ 7 is onto (figure 5.16 ) and that W (
therefor it is not a stencil space. We notice that u.v −1 ∈ N 2 so we can split using the triangle rule.
Case 7.1 We will deal with both cases we have ψ 7.1 = ψ 1 u.x −1 and ψ 7.1 = ψ
is an FGR isomorphism that satisfies F γ (Γ 7.1 → ∆ 7.1 ) = Γ 7.1 → ∆ 7.1 therefor these two problems are equivalent. We notice Γ 7.1 → ∆ 7.1 is onto (figure 5.16) and W (Γ 7.1 ) − N 7.1 = x −1 .v −1 is not empty therefor not a stencil space. We split by
We notice Γ 7.1.1 → ∆ 7.1.1 is onto (figure 5.16) and W (Γ 7.1.1 ) − N 7.1.1 = ∅ is empty therefor it is a stencil space.
We notice Γ 7.1.2 → ∆ 7.1.2 is onto (figure 5.17) and W (Γ 7.1.2 ) − N 7.1.2 = ∅ is empty therefor it is a stencil space. We notice that Γ 1 → ∆ 1 is onto (figure 5.21) and that W (Γ 1 )−N 1 = ∅ is empty therefor it is a stencil space.
Discussion
A closer examination of the calculation shows that there are 5 stencil spaces that include all other stencil spaces. These are Case 1, Case 2.1, Case 5.1.1, Case 5.1.2, Case 6.1. For Γ = Γ bbaba −1
and any ϕ ∈ Hom (({b, a} , ∅) , (X, W X )) there is a morphism ϕ i ∈ Hom ((U i , N i ) , (X, W X )) for i ∈ {1, 2.1, 5.1.1, 5.1.2 , 6.1} s.t. F ϕ (Γ) = F ϕi (Γ i ) where (U i , N i ) is a stencil space of Γ i . The fact that there is a finite number of graphs and stencil spaces which arise in this manner is a property of the graph Γ. A priori it is not clear that the process described in section §4 of splitting problems will not produce more and more distinct problems. The fact that while implementing it on out counterexample the problems we get repeat themselves is due to a property of the graph Γ bbaba −1 . We will define this precisely. First we define the following poset Definition 6.1. Let X a countably infinite set. We define a equivalence class on the set of folded X-labeled graphs: Γ ∼ ∆ iff there exists non-degenerate homomorphisms ϕ, ψ : F X → F X s.t. Remark 6.3. This property can be translated to being a property of words, subgroups and homomorphisms of free groups by taking corresponding graphs.
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