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MANIPULATION OF DATA STRUCTURES Iff A 
NUMERICAL ANALYSIS PROBLEM SOLVING SYSTEM 
NAPSS 
Lawrence R .  Symes 
L. R. Symes 1 .  
L. R. Symes 2 . 
AIMS OF SYSTEM 
During the past several years considerab le effort has been 
expended design ing and imp lemen t ing systems wh ich are in tended 
to prov ide extended capab i l i t ies for persons wi th mathemat-
ica l prob l ems to so lve .  Some of them in add i t ion to NAPSS 
are CULLER FRIED ,  KLERER MA" ,  M P ,  RECKONER ,  AMTRAN ,  and POSE .  
These systems can be classified as prob lem solving systems 
for appl ied ma thema t i cs .  
Before the advent of these systems the research scient ist 
or eng ineer used a procedura l language such as FORTRAN or 
ALGOL when he employed the compu ter to aid him in solving a 
prob l em .  Both of these languages ,  a l though they resemb le 
ma thema t i ca l no ta t ion more closely than mach ine l anguage ,  
are somewhat art ificial and contain many unnecessary ,  from the 
user ' s po in t of v i ew ,  ru l es .  The ar t if ic ia l appearance and 
the rules must be mastered before the language can be used .  
Therefore the scient ist or engineer is d iverted from h i s 
main purpose into becom ing a programmer .  Even after he has 
learned the l anguage ,  i ts complexi ty increases -he probab i l i ty 
of error ,  and thus reduces h i s eff ic iency .  
In add i t ion to those d i ff icu l t i es ,  the user w i th a 
ma thema t ica l prob lem had to use program l ibraries in order 
to obtain rou t ines for solving common ly occurring prob l ems .  
These l ibraries fre^
i o
n t l y were inadequate and almost always 
confus ing .  Tho rou t ines often were poor ly documen ted and 
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performed l i t t le or no mon i toring of the accuracy of the 
resu l t s .  Thus the user of such a l ibrary had to know enough 
numerica l analysis to select the best method for solving 
prob lems and to determ ine the accuracy of the resu l t s .  
NAPSS has been designed to remove some or al l of these 
prob l ems and to offer several o ther desirab le fea tures .  
I t ,  in some sense ,  endeavors to have man do what he js best 
equipped to do and to have the computer do wha t i t is best 
equipped to do .  
Six genera l techn iques have been u t i l ized to assist the 
user in stat ing and solving h i s prob l em .  
F i rs t ,  the source language used to presen t a problem 
to the compu ter is simi lar to normal "text book" '  mathemat ica l 
no t a t ion .  Th i s perm i ts one to use the system w i thou t first 
hav ing to in tensively study the input l anguage .  It also 
reduced the probab i l i ty of user programming errors ,  because 
the user is fam i l iar wi th the no t a t ion .  
Second ,  c lerical statemen ts used for d imension ing arrays 
and declaring variab les are removed from the source l anguage .  
These are tasks wh ich the compu ter can easi ly perform bu t 
wh i ch are a constan t source of errors if the user does t hem .  
Th i rd ,  NAPSS perm i ts the direct man ipu la t ion of quan t i t ies 
o ther than sca l ars .  These include numeric arrays ,  symbol ic 
express ions ,  func t ions ,  and arrays of func t ions .  This 
further a l lows the source language to resemb le more closely 
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"text book" form ,  and thereby leads to fewer statements; 
hence fewer opportun i t ies for programming errors .  
Four t h ,  solve statemen ts are included in the source 
l anguage .  These statemen ts permi t the user to state a 
problem he w i shes to solve in a concise ,  natural form .  The 
user may include parameters such as in i t ial va lues ,  the 
accuracy des i red ,  the method he would l ike used ,  or he may 
om i t any or al l of the add i t ional parame ters .  The solve state-
men t s invoke rou t ines ,  po lyalgori thms [41[5l j from a bu i l t-in 
l ibrary .  They a t temp t to solve the user ' s prob lem automat-
i ca l ly .  They request add i t ional informat ion as needed and 
mon i tor the accuracy of the resu l ts in order to insure that i t 
rema ins w i th in the specified l im i t s .  The inclusion of these 
so lve statemen ts great ly reduces the burden normal ly imposed 
on the user .  To solve common ly occurring prob lems wi th the 
aid of the solve statemen ts ,  the user is on ly required to 
know how to def ine the equat ions for the prob lem ; he is no t 
requ ired to know the numerical analysis invo lved or even the 
method used .  The method is selected by the system and the 
accuracy of the resu l ts is assured .  
F i f t h ,  on-l ine commun icat ion between the system and the 
user is prov ided by ei ther a te le type or graph ic d isp lay 
dev i ce .  The use of these t erm ina ls bring the computer and the 
user closer together and consequen t ly improve the user ' s 
eff ic iency .  
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S ix th ,  incremen ta l execut ion of a program is a l lowed .  
Th i s ,  comb ined w i th the use of on-l ine t erm ina ls ,  creates 
a closed loop between the user and the system .  The user is 
ab le to mon i tor h is program during execu t ion and the system 
is ab le to request informat ion from the user and point out 
errors when they ar i se .  Th i s el im inates much of the t ime that 
is wasted in preparing and submi t t ing runs of a program wh ich 
are unproduct ive because the user tried several fru i t less 
cases ,  has an incorrect program ,  or has forgo t ten to ini t ial-
ize a var i ab l e .  
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NAPSS LANGUAGE 
Rather than present a detai led descript ion of the NAPSS 
language [101 , [12] we describe a sampl ing of the al lowable 
assignment statements .  
The ari thmet ic expression in NAPSS permi ts the direct 
man ipu lat ion of numeric scalars ,  vectors ,  arrays ,  symbol ic 
funct ions and variables which denote symbol ic expressions .  
The user need not worry about the type or mode of the operands; 
rather ,  al l that need concern him is whether or not the ari th-
met ic expression is mathemat ical ly correct .  
Serval examples of ari thmet ic expressions and assignment 
statements appear below: 
i ) D - ( B + C ) I D * E I 
i i) ARRAY - ( [3 ,0:21 1 ,2 , . . . ,9 ) / 10 
i i i) E = VI + V2 t 2 
iv) F(X) - A X t 2 + B X + C ,  ( X < 0 ) ~ A X t 2 - B X + C 
v) G(X) = A X t 2 + B X + C ,  ( X < 0 ) = A X t 2 - B X + C 
v i) X(X)[1 , 1] * - X t 2 - B ,  ( X < = G ) - - ( X t 2 ) - B ,  ( X > C ) 
vi i) H{X ,Y)[5 , -21 = G ' (X) + / X t A ( I - 0 TO I ] 
vi i i) S -
 ir
 I  A NAPPS STRING '
1 
i.x) Rri .11 - S !] '"ARRAY ELEMENT " 
The left arrow operator (-) indicates that the ari thmet ic 
expression on the right is to be evaluated and i ts value is to 
be assigned to the variable on the left .  The value assigned 
to D is ei ther a scalar or an array depending upon the operands 
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in the expression on the right ; wh i le the value assigned to 
ARRAY is a 3 by 3 array .  
The equals sign (=) has the more mathemat ical mean ing .  
Statement three establ ishes that a future occurrence of E 
is equivalent to the expression VI + V2 t 2 .  Values are only 
subst i tuted for the variables in the expression on the right 
of the = when a value of the variable on the left is needed .  
Thus if the value of VI or V2 should change between the 
defini t ion of E and the use of E this is reflected in the 
value of E .  Variables defined to the left of an = are referred 
to as equals variables) and variables defined to the left of 
an v- are cal led left arrow variab les ,  or simply variab les .  
Statements four and five i l lustrate that a symbol ic 
funct ions may be assigned different defini t ions on different 
doma ins .  The difference between statements four and five is 
simi lar to the difference between statements two and three .  
In the defini t ion of F the variables A ,  B ,  and C have their 
current values subst i tuted for them ,  whi le in the defini t ion 
of G they do no t .  Values are only subst i tuted for A ,  B ,  and 
C when a value of the funct ion G is needed .  Funct ions defined 
to the left of an = sign are cal led equals funct ions and 
funct ions defined to the left of an are cal led left arrow 
funct i ons .  
Statements six and seven i l lustrate how arrays of funct ions 
are defined .  Al l the elements in array of funct ions must have 
the same number of arguments and they al l must be ei ther left 
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arrow or equals func t ions .  
Statement eight assigns to S a s tring ,  and statement 
n ine assigns a string to an element of an array .  
A l though NAPSS is intended primari ly as a prob lem state-
men t l anguage ,  the features of a procedural language have been 
included to increase i ts power for the user who w ishes to 
create a personal l ibrary of NAPSS rou t ines .  Ex t erna l and 
in ternal procedures may be wri t ten in MAPSS .  The use of 
these faci l i t ies is op t iona l .  The casual user need not be 
concerned wi th the ru les that procedures in t roduce ,  for he can 
employ the system on what is cal led console l eve l .  
On console level the user does no t set up any prodecures .  
S tatemen ts are entered w i thou t hav ing to go through any 
in i t ia l set up ,  and are normal ly executed as they are received .  
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OVER-ALL STRUCTURE OF THE SYSTEM 
The NAPSS system curren t ly running on the Control Data 
 at Purdue Un iversi ty consists of four main modu les: 
the superv i sor ,  the comp i l er ,  the in terpreter and the ed i tor .  
These modu l es are composed of 115 d ifferen t rou t ines ,  wh ich 
are combined into 28 over lays .  Almost al l of the system is 
wri t ten in FORTRAN ,  w i th the except ion of a few mach ine 
dependen t operat ions wh ich are restricted to 'black-box '
1 
modu les coded in assemb ly l anguage .  Th is is done to aid the 
goa l of mach ine independence for the system .  
The supervisor con tro ls the f low into each of the three 
o ther modu l es .  It d is t ingu ishes between NAPSS sources state-
men t s ,  wh i ch are processed by the compi ler and edi t s ta temen t s ,  
wh i ch are processed by the ed i tor .  The superv isor is also 
responsib le for invoking the in terpreter when a NAPSS state-
men t is to be execu ted .  
NAPSS source statements are transformed by the comp i ler 
into an in ternal text wh i ch the in terpreter processes .  Th is 
scheme was adopted for several reasons .  F i rs t ,  the comp lex i ty 
of the elemen ts to be man ipu lated and the absence of declara-
t ions require execu t ion t ime decod ing of operands .  Second ,  
i t easi ly a l lows for ex tensions to the system .  Th i rd ,  i t 
g ives the user incremen tal execu t ion .  Four t h ,  i t perm i ts 
extensive error d iagnost ics and perm i ts error correct ions 
w i thou t hav ing to recomp i le the whole program .  F i f th ,  
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statemen ts wh ich are repeated ly execu ted are on ly translated 
once into in ternal t ex t .  
The in ternal and source tex t for each statement is stored 
in secondary s torage .  When a statement is to be execu ted ,  
a copy of the in t erna l text is passed to the in t erpre ter .  
Th i s reduces considerab ly the core storage requ ired for a 
user ' s programme .  Since the system is intended for use in an 
incremen ta l ly execut ing mode ,  no reference to secondary storage 
is normal ly required to obtain the internal text of a state-
men t .  
The system operates in one of two modes: suppress mode 
or execute mode .  In the suppress mode ,  each statement is 
comp i led into in t erna l text and the internal and source text 
is saved on secondary storage for la ter execu t ion .  Suppress 
mode is entered by typing the statement .SUPPRESS .  A block of 
s ta temen ts wh ich have been compi led in suppress mode may be 
execu ted at any t ime by typing the statement .GO .  
The normal mode of execut ion is execute mode .  Here ,  each 
s tatemen t is executed immed iately after i t has been compi led 
and a copy of i ts in ternal and source tex t saved in secondary 
s torage .  The system au tomat ical ly enters suppress mode when 
the user starts a compound statement (a FOR s tatemen t) or a 
procedure .  Th is is necessary because a compound statement 
cannot be executed un t i l the who le statement is received and 
a procedure is on ly executed when invoked .  The system re-en ters 
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execu te mode au tomat ical ly as soon as the compound statement 
or procedure i s comp le ted .  
The memory of a NAPSS program is made up of a few pages 
of rea l memory wh ich reside in core and a larger number of 
v ir tual pages of virtual memory which reside in secondary 
storage and are brough t in and out of real memory .  Two vectors 
(one deal ing w i th v irtual and the other w i th real memory) and 
several po in ters are used to keep track of rea l and virtual 
memory .  
Each element in the v irtual memory vector is subdivided 
into three twen ty-b i t by t es .  The first by te contains a flag 
indicat ing what type of informat ion is stored in the page .  
The second by te is a sw i tch ,  used when a page is in real memory 
to indicate whe ther or not a copy of the page also resides in 
secondary s torage .  The third by te contains the real page 
number the v ir tual page is in ,  when i t is in real memory .  
The elemen ts of the v ir tual memory vector wh ich deno te 
avai lab le pages are l inked toge ther .  In i t ia l ly ,  the element 
for virtual page one points to the element for virtual page 
two and the last element con tains a zero .  'When a page of 
vi rtual memory is returned to the system i ts element is again 
l inked to the top of the l ist of avai lab le v irtual pages .  
The real memory vector elemen ts contain one entry per 
rea l page .  Th i s entry is the number of the v irtual page occupy-
ing i t (zero of i t is free) .  Th i s po in ter from real memory to 
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v irtual memory is used when a new virtual page is placed in 
real memory .  The virtual page current ly in the real page mus t 
be copied .out into secondary storage if a copy of i t is not 
already t here .  
The amount of core assigned to real memory is dynam i c .  
Pages are removed from the top and bot tom of real memory in 
order to obtain cont iguous b locks of s torage .  Pages are 
removed from the top of real memory for two purposes: f i rs t ,  
to expand the name t ab l e ,  and second ,  to obtain space for the 
work poo l .  Pages are removed from the bo t tom of real memory to 
ob tain space for local name con tro l blocks during the evalua-
t ion of left arrow func t ions .  See figure 1 .  
The work poo l is used to hold arrays when perform ing array 
ar i thme t ic .  Requests for work poo l space are always made in 
terms of words .  However ,  the amount of real memory assigned 
to the work poo l is always an integral number of pages .  -7hen 
a request is made for work poo l space and the work poo l is 
emp ty ,  the space suppl ied i s zeroed .  When space i s requested 
for the work poo l and the work poo l is not emp ty ,  one of two 
si tuat ions ar i ses .  F i rs t ,  the space requested is less than 
the current size of the v.'ork poo l .  If the d ifference between 
the space requested and the current si ze of the work poo l 
amoun ts to one or more pages ,  a corresponding number of pages 
is returned to real memory from the bot tom of the work poo l .  
Second ,  the space requested exceeds the curren t size of the work 
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F igure 1 
NAPSS Memory Organ izat ion 
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poo l .  If add i t ional pages are ob tained from real memory to 
sat isfy the reques t ,  they are zeroed .  
V i r tual pages are assigned to real pages sequen t ia l ly .  
Thus a virtual page is not removed un t i l al l rea l pages are 
assigned a v irtual page .  Th is sequen t ial process may be broken 
whenever space i s assigned to the work poo l or to hold the local 
name con tro l blocks for a left arrow func t ion ,  s ince ,  after the 
space request is sa t isf ied ,  the next rea l page to receive a 
v irtual page may no longer belong to real memory .  When th is 
occurs the po in ter to the next real page to receive a virtual 
page is reset to the first page now in real memory .  
The algori thm for bring ing v ir tual pages into real memory 
is fur ther mod ified when ' the work poo l returns a page to real 
memory .  Since the page returned is emp t y ,  a virtual page may 
be placed in it d i rec t ly ,  avoiding the possib i l i ty of hav ing 
to save the virtual page current ly there in secondary s torage .  
Thus the normal sequen t ial process is interrupted un t i l al l 
pages returned to real memory by the work poo l are re-used .  
The system does not assign al l of real memory to ei ther the 
work poo l or to space for left arrow funct ion ' s local name 
control b locks .  A request for real memory space is honored 
as long as two pages remain in real memory after the request 
is sa t isf ied .  If more space is requested than can be supp l ied ,  
the request is mod ified to correspond to the max imum amount of 
space ava i l ab l e .  Th is perm i ts the system to cont inue if th is 
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is adequa te .  
Two pages are required in real memory to faci l i tate the 
l ink ing of v i r tua l pages .  Wi th two pages in real memory the 
above algori thm guaran tees that the prev ious and current v irtual 
pages referenced remain in real memory .  Thus they may be 
l inked together if necessary ,  w i thou t having to save po in ters 
and re-read a v ir tual page to f i l l in l ink informa t ion .  
Associated w i th each procedure is a name table containing 
en tr ies for each var iab l e ,  label and constant in that procedure .  
The en tr ies ,  cal led name control b locks ,  are created during 
comp i lat ion when the name or constant is in t roduced .  At th is 
t ime i t con tains the name of the variab le ,  and some basic -.  
a t tr ibu tes describ ing how the variable appears in the program .  
During execu t ion the name con tro l block is used to hold va lues ,  
po in t ers to values and a complete set of a t tr ibu tes for the 
vari ab l e .  
Th is doub le usage of the name control b lock entries 
poses no problem if compi lat ion and execut ion are performed 
separa te ly .  Bu t in NAPSS the norma l mode of operat ion is to 
execu te each statemen t as soon as i t is comp i led .  Thus ,  three 
si tuat ions are possib le when a variable is entered in the 
name t ab l e .  F i rs t ,  the variable may never have been used 
before in the program .  Second ,  the variable may have appear-
ed before in the program but have no value assigned to i t .  
Therefore ,  i t is just as i t was when the compi ler last saw i t .  
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Here a l imi ted compatab i l i ty check is made between the two 
uses of the variab le in the program .  For examp l e ,  the use 
of a name as a label and as a variable in an ari thmet ic 
expression is i l l ega l .  Th i rd ,  the variable has appeared before 
in the program and has been assigned a value and a complete 
set of a t t r ibu t es .  This enab les more checking to be performed .  
However ,  the name tab le rou t ine must not d isrup t any of the 
at tribu te f l ags ,  for if any of them are changed the at tribu te 
may no longer correspond to the value associated w i th the 
name control b l ock .  
The name tab le is constructed sequen t i a l ly .  This method 
requ ires a m in imum amount of space ,  and perm i ts the .name tab le 
to grow dynam i ca l ly .  The name tab le is expanded by removing 
pages permanen t ly from real memory .  Th is method of name 
tab le construct ion does requ ire that the name tab le be searched 
sequen t i a l ly .  The search goes through the name tab le from 
bo t tom to t op .  Th i s is done because frequen t ly the greatest 
percen tage of references to a variab le occur in the immed iate 
v i c in i ty of i ts def in i t ion .  
A variab le wh ich is declared to be g lobal in N d ifferen t 
procedures has N+l name con tro l blocks associated wi th i t .  
There is a name control block for the variable in the name 
tab le of each of the procedures in which i t appears .  On ly 
comp i le t ime informat ion and a po in ter to the N+lst copy is 
con tained in these name control b locks .  The N+ lst copy is in 
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the g loba l variable name table and con tains a complete set 
of a t tr ibu tes for the variab le and i ts value or a po in t er to 
i ts va l ue .  
The N+lst copy of a g lobal variab le ' s name control b lock 
is placed in the g lobal name table when the first procedure 
is invoked in which the g lobal variable appears ,  or when the 
variab le is declared g loba l on the console level {the port ion 
of the program not contained in a procedure) .  When a g lobal 
variab le is added to the g loba l name tab le and i t a lready 
appears there ,  a check is made on the compatab i l i ty of the 
a t t r ibu t es .  An error resu l ts when they confl ict .  O therw ise 
a po in ter to the N+lst copy is placed in the procedure ' s copy 
of the variab le ' s name con tro l b l ock .  
A count is kept in the g lobal name control b lock of the 
number of procedures referencing the g loba l var iab l e ,  "/hen a 
g loba l variable is no longer referenced ,  then i ts name control 
b lock i s removed from the g lobal name tab le and the storage 
associated w i th i t is returned to the system .  
A procedure is compi led when i t is def ined .  To perm i t it 
to be l inked into the program ,  the tex t generated uses on ly 
relat ive po in ters to name table en tr ies ,  and al l l inking 
between en tries in a procedure ' s name tab le is done w i th rela-
t ive po in t ers .  This a l lows procedure A ,  for examp l e ,  to be 
compi led as an external procedure and to be invoked e i ther 
d irec t ly from the conso le level or from ano ther procedure 
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wh i ch i tself is invoked from the console l eve l .  The name 
tab le for procedure A is placed in the name tab le after the last 
en try presen t ly there when i t is invoked and a base address 
i s set up .  
Variab les wh ich are not declared to be ei ther local or 
g loba l in an in ternal procedure are assumed to be known in 
the containing block" ' ' .  Af t er the procedure is compi led and a 
copy of i ts name table saved ,  a pass is made through the 
procedure ' s name t ab l e .  Th is pass goes through the name 
tab le from top to bot tom and p laces a copy of the name con tro l 
b lock for each variable not declared to be ei ther local or g lob-
a l ,  in the name tab le of the containing b l ock .  If the variable 
has appeared in the containing b l ock ,  a compatabi l i . ty check 
is made between the a t t r ibu t es .  
During execu t ion only one name control b lock is used for 
the value and a t tr ibu tes of a variable wh ich is not declared 
to be local or g loba l .  Th i s is the name con tro l block entry 
in the ou termost b l ock .  The name control b lock in the in ternal 
procedure is l inked to this when the in terval procedure is 
invoked .  The l inkage is constructed so that on ly one step is 
requ ired to ob tain the value of the variable regard less of the 
depth of the procedure .  
There are three types of name control b locks in d ifferen t 
A b lock is e i ther a procedure or the console level rou t ine .  
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memory areas: ord inary ,  local for left arrow func t ions ,  and 
t emporary .  See f igure 1 .  Temporary name control b locks 
are used to hold t emporary resu l ts during the evaluat ion 
of an ari thmet ic express ion .  
A central rout ine is used to decode variable name control 
b locks during execu t ion .  Th i s rout ine determ ines the type of 
the name control b lock and hand les the l inkage between g loba l ,  
and non- loca l ,  non-g loba l name con tro l b locks .  Three th ings 
are returned when a name control b lock is decoded : the 
a t tr ibu te number ,  the data po in ter field and the index of the 
array AENCBS of first word of the data po in ter port ion of the 
name con tro l b lock .  See figures 1 and 2 .  
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DATA STRUCTURES 
A name con tro l block is the basic un i t of al l data 
structures in the system .  In some cases i t ho lds the actual 
values of the var i ab l e ,  and in o thers i t con tains a po in ter 
to the actual values and descrip t ive informat ion .  A name 
con t ro l block is made up of seven sixty-bi t words of twenty-
one twen ty b i t by t es .  See figure 2 .  
ITERATION 
POINTER 
DATA :ATTRIBUTE ! 




The Layout of a Name Control B lock 
F igure 2 
A name con tro l block wh i ch deno tes a numeric scalar contai 
the value of the scalar in i ts data por t ion .  One or two 
words of the data port ion are used depend ing upon whe ther the 
value is single precision rea l ,  doub le precis ion real or single 
precision comp l ex .  
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When a name control b lock deno tes a numeric array ,  the 
data port ion of the name con tro l block con tains the actual 
bounds for the array ,  the declared bounds for the array 
(these may or may not have been specified by the programmer) ,  
and the number of d imensions in the array .  The data po in ter 
by te of the name control block po in ts to where the actual 
array is s tored ,  by rows ,  as a con t iguous b l ock .  The array 
is stored as a con t iguous b lock to speed up array opera t ions .  
If the data po in ter by te of the .name con tro l block is 
non zero ,  a copy of the array exists in secondary storage in 
t he array f i l e .  The data po in ter is then the number of the 
record used to store the array and an index in the vector 
AEPAR .  
The vector AEPAR con tains add i t ional informat ion about 
the array .  Each word in AEPAR is subdivided into three by t es .  
The first by te con tains the reference count for the array .  
Th is is incremen ted by one each t ime the array appears in a 
left arrow funct ion def in i t ion .  The values of al l non-parameter 
variab les are fixed when a left arrow funct ion is def ined .  
The use of a reference count for arrays perm i ts on ly one copy 
of the actual array to be kep t ,  and if the non-parameter array 
variable is assigned a new value the value of the funct ion 
w i l l not change .  The second by te contains the number of 
d imensions in the array .  And the third by te contains the 
number of words in the array .  The number of words is equal 
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to the number of elemen ts in the array t imes the number of 
words in each e l emen t .  Th is fac tor is one for a single • 
precis ion real array and two for a doub le precision real array 
or single precision complex array .  
If the data po in ter byte of the array ' s name control 
b lock is zero ,  the on ly copy of the array ex ists in the work 
poo l ,  and the array is the resul t of the last array operat ion 
performed .  
The work poo l can contain anywhere from zero to three 
arrays .  A coun ter is kep t of the number of arrays in the 
work poo l .  In add i t ion ,  for each array in the work poo l the 
index of the first word of the array ,  the index of the first 
word of the data port ion of the array ' s name con tro l b lock ,  
and the informat ion contained in the array ' s AEPAR entry is 
kep t .  When an array operat ion is to be performed a check is 
made to see if any of the arrays invo lved already exist in 
the work poo l .  If they do , -no reference to secondary storage 
needs to be made to ob ta in the operands .  A check is also 
made to determ ine if the resul t of the prev ious array operat ion 
is an operand of the curren t array opera t ion .  If i t is not 
the prev ious resul t array must be stored temporari ly in 
secondary s torage .  
A name control b lock wh ich deno tes an equals variable 
con tains the virtual page number of the first page used to 
store the internal tex t for the expression in i ts data po in ter 
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by t e .  The first word of each v irtual page ' is used for l ink-
age .  The l ink con tains the virtual page number of the next 
page used to hold the text of the expression or zero if the 
page is the l as t .  When an equals variable is an operand of 
an ari thmet ic expression th is in ternal text is evaluated to 
ob tain a value for the equals var iab l e .  
If a name control b lock deno tes a scalar symbol ic left 
arrow func t ion ,  the data pointer con tains the page number of 
the first v ir tual page used to store the in ternal tex t of the 
ari thmet ic expression for the first domain of def in i t ion .  
The first by te of the fourth word of the data port ion con tains 
the number of argumen ts of the func t ion .  
The first four words of the first vi tual page used to 
store the in ternal ari thmet ic expression text for each domain 
con tains a set of po in t ers .  The first word is used to l ink 
toge ther the pages requ ired to store the in ternal tex t for 
the ari thmet ic expression for the doma in .  It con tains the 
v ir tual page number of the next v irtual page used .  A zero 
l ink deno t es the last page .  The nex t three words are subdivid-
ed into n ine by t es .  The first by te con tains the number of 
words of internal tex t in the boo lean expression for the doma in .  
Th i s is used when the boolean expression is being moved prior 
to i ts evaluat ion .  The second by t e con tains the reference 
count for the func t ion .  If the funct ion appears in the 
defin i t ion of ano ther left arrow funct ion this is increased by 
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one so that only one copy of this funct ion needs to be kep t .  
The th ird by te is the v ir tual page number of the first page 
used to hold the text for the boo lean expression for the 
doma in .  Th is by te is zero if the domain has no boo lean 
express ion .  The fourth by te con tains the number of virtual 
pages that are requ ired to hold the local name table for the 
doma in .  The local name tab le con tains a name control block 
for each non-parameter variable appearing in the boo lean and 
ari thmet ic expression for the doma in .  Th is is necessary so 
that the value of these variab les can be fixed when the func-
t ion is def ined .  Byte five is unused .  Byte six con tains the 
v irtual page number of the first page used to hold the local 
name tab le for the doma i n .  Byte seven contains the number 
of words of internal text in the ari thmet ic expression for 
the doma i n .  Byte eight is unused and by te n ine con tains the 
v ir tual page number of the first page of in ternal ,  ari thmet ic 
express ion ,  text for the next doma in .  If this by te is zero ,  
there is not ano ther domain defined for the func t ion .  
The v ir tual pages used to store the text for a boo lean 
expression or a local name table are l inked together by the 
first word of each page .  A zero l ink specifies the last page .  
The name control block for a scalar symbol ic equals 
funct ion contains the same informat ion as a scalar symbol ic 
left arrow funct ion .  The text for the funct ion is also stored 
in a sim i lar fashion except that in the first v irtual page 
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used to store the in ternal tex t for a domain ' s ari thmet ic 
expression by tes two ,  four and six are not used .  There is 
ho local name tab le requ ired for an equals funct ion since al l 
non-parameter variab les appearing in the funct ion defin i t ion 
assume their current values when the funct ion is eva lua ted .  
There is no reference count because if an equals funct ion 
appears in the defin i t ion of a left arrow func t ion ,  a copy 
of the equals funct ion must be created .  Wh i le the copy is 
being made the equals funct ion is transformed into a left 
arrow funct ion to insure that the values of al l non-parameter 
variab les are f ixed .  
If a name control b lock deno tes an array of symbol ic 
func t ions ,  i t contains the same informat ion as a numeric 
array name control b l ock .  In add i t ion the first by te of the 
fourth word of the data port ion con tains the number of argu-
men ts in each of the func t ions .  
The array is treated as if i t is an array of real single 
precision numbers^ Each element con tains the virtual page 
number of -the first page used to store the ari thmet ic expression 
text for the first domain of the elemen t ' s def in i t ion .  If 
an elemen t Is no t def ined ,  i ts value is zero .  The tex t for 
the defin i t ion of each elemen t i.s l inked together in the 
same manner as a scalar symbol ic func t ion .  
NAPSS is not designed for string processing but i t does 
al low the user to create s tr ings ,  concatenate them and assign 
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them to var iab l es .  Th is is done to permi t the programmer 
to label h is ou tpu t .  The da ta po in ter by te of a string 
valued variab le ' s name con tro l block con tains the number of 
the s tr ing .  The string number is the index of an entry in the 
string relocat ion vector .  Each entry is subd iv ided into three 
by t es .  Byte one con tains the index of the start of the ac tua l 
string descrip t ion in the string picture t ab l e .  The second 
by te contains the reference count for the s t r ing .  The refer-
ence count designates the number of t imes the string variab le 
has been concatenated to form ano ther s tr ing ,  p lus one .  The 
th ird by te con tains the index of the first word of the data 
port ion of the name control b lock for the string variab le .  
The string picture tab le con tains a descrip t ion of each 
s tr ing .  Several en tries compose the descrip t ion of a s tr ing .  
Each entry deno t es ei ther a l i teral s tr ing ,  a reference to a 
prev iously defined string var i ab l e ,  or the end of a string 
p i c ture .  An entry in the string picture tab le in subdivided 
into three by t es .  
If byte one is not aero the entry descr ibes a l i t era l .  
Byte one is the number of characters in the l i t era l ,  byte three 
is the number of the virtual page in wh i ch the l i teral is s tored ,  
and by te two is the d isp lacemen t on that page to where t he 
l i teral beg ins .  
Each word in a virtual page used to ho ld string l i terals 
is subdivided into three by t es .  A l i teral is divided into 
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segmen ts of three characters .  Each segment is stored in a 
by t e .  If a string l i teral w i l l not fi t in the curren t string 
page ,  the l i teral is broken .  As many segments of the l i teral 
as possib le are placed in the current page and the remainder 
are p laced in a new string page .  When th is occurs two entries 
are placed in the string picture t ab l e .  This avo ids the 
prob lem of l inking pages used to hold string l i t era l s .  The 
max imum length of one string l i teral is 576 characters .  
If by te one of a string picture table entry is 1313 ,  
then the entry deno tes the nu l l s t r ing .  It has no .  length 
and does not requ ire any s torage ,  so by te two and three are 
unused .  
If by te one is zero and byte three is not 501 ,  the en try 
deno t es a reference to a prev iously defined string var iab l e .  
So that a new copy of the prev iously defined variab le ' s string 
is not created ,  by te three con tains the index of i ts entry 
in the string relocat ion t ab l e .  When th is occurs the refer-
ence count in the relocat ion tab le for the variable is increas-
ed by one .  
If by te one is zero and by te three is 501 ,  the entry 
deno t es the end of a string p i c ture .  
When a name con tro l block deno tes an array of s tr ings ,  
i t con tains the same informat ion as a numeric array .  The 
array is treated as a single precis ion real array .  The 
e lemen ts of the array contain the ind ices of the en tr ies in 
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the string relocat ion tab le for the string descr ip t ions .  
If an elemen t is undef ined ,  i ts value is zero .  
As can be seen from the descrip t ions of the various 
data s truc tures ,  the primary concerns in their design has been 
to faci l i ta te their use as operands whi le at the same t ime 
reducing the amoun t of physical storage requ i red .  
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