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We increase the isolation of a superconducting double dot from its environment by galvanically
isolating it from any electrodes. We probe it using high frequency reflectometry techniques, find
2e-periodic behaviour, and characterise the energy structure of its charge states. By modelling the
response of the device, we determine the quasiparticle poisoning rate and conclude that quasiparticle
exchange between the dot and the leads is an important relaxation mechanism.
The presence of excess quasiparticle excitations has a
deleterous effect on many superconducting technologies,
including resonators1,2, single photon detectors3, on-chip
electronic refrigerators4, and superconducting qubits5–7.
In qubits this is known as quasiparticle poisoning and
is often the limiting factor for coherence times. Typi-
cally, there is a significant quasiparticle population even
at dilution fridge temperature due to incomplete shield-
ing of the qubit from non-equilibrium radiation8,9. Un-
derstanding and supression of this is therefore important
for successful superconducting technologies.
We have recently found the superconducting double
dot (SDD) a useful platform to understand and ex-
ploit quasiparticles10–12. The superconducting double
dot comprises two superconducting islands, with a charg-
ing energy comparable to the superconducting gap, cou-
pled to each other by a Josephson junction. In our pre-
vious work, the islands have been connected via tunnel
junctions to normal-metal leads, but here we study a gal-
vanically isolated double dot (GIDD). This approach re-
moves one of the key relaxation pathways for the SDD
of quasiparticle exchange with the leads10, but isolated
semiconductor qubits have been shown to have reduced
electron temperatures13. It also prevents quasiparticle
poisoning via tunnelling from the leads. Previous stud-
ies on a similar system measured via a charge sensor14,15
found strictly e-periodic behaviour, implying complete
poisoning of the device. This was ascribed to back ac-
tion from the charge sensor. Here we revisit the system,
using radio-frequency reflectometry and microwave spec-
troscopy to assess the poisoning rate.
In Fig. 1(a) we show an SEM of the GIDD, made via
double angle shadow mask evaporation16, with 20 nm
thick aluminium forming each island. The SQUID-like
geometry allows for the tuning of the Josephson energy
of the junction between the two islands with a perpen-
dicular magnetic field. Electrostatic gates allow control
of the chemical potentials of the islands via V1 and V2
and the introduction of microwave frequency excitations
(VMW ) and a probe tone for reflectometry (VRF ). The
device is embedded in a tank circuit (Fig. 1(b)) com-
prising a lumped element inductor (L = 560nH) and its
parasitic capacitance (Cp = 0.33pF), and cooled to a
base temperature of 35mK. The inductor has a resonant
frequency of f0 = 370.25MHz, and, by homodyne detec-
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FIG. 1. (a) An SEM of the galvanically isolated double dot
(GIDD). (b) A schematic of the GIDD embedded in the r.f.
tank circuit. (c) Phase response of the GIDD as a function of
gate voltages V1 and V2 in the normal state (B = 1T). The
white lines are the gate biases at which electron tunnelling
between degenerate charge states occurs.
tion, we measure the reflected amplitude and phase of a
carrier signal at f0 and of power -85 dBm at the resonant
circuit. This is used to infer changes in the impedance of
the device.
In order to suppress quasiparticle poisoning, we take
particular care to protect our device from the environ-
ment. It is mounted in an enclosure with an infrared
absorbent internal coating17, the d.c. wiring has mi-
crowave (Eccosorb) and low frequency (RC pi topology)
filters, and high frequency cables are attenuated at each
temperature stage of the dilution fridge.
We start by applying a large perpendicular magnetic
field (B = 1T), in order to put the device in the normal
state. The number of electrons on each island is quan-
tised, and we label the overall charge state (m,n), where
m (n) is the charge on dot 1 (2). We measure the strongly
averaged phase of the reflected carrier signal as a function
of V1 and V2 (Fig. 1(c)). We observe a series of diagonal
lines, corresponding to the gate voltages at which there is
2a charge degeneracy between the (m+1, n) and (m,n+1)
states. At this point, the carrier signal drives incoherent
tunnelling between the two islands, resulting in a Sisy-
phus impedance18–20 and a corresponding phase shift in
the carrier.
Because the overall charge occupancy of the device is
fixed, we do not see the honeycomb stability diagram usu-
ally observed for double dots21. It is straightforward to
determine gate capacitances for our device (Cg1 ≈ 27 aF,
Cg2 ≈ 28 aF), but to estimate the capacitances for the
tunnel junctions we rely on comparison of the area of
the junction (as measured from electron micrographs)
with previously measured junctions with the same ox-
ide thicknesses10,12. We determine the capacitance of
left junction to be Cm1 ≈ 310 aF and that of the right
junction to be Cm2 ≈ 390 aF. The total capacitance is
therefore Cm = Cm1 + Cm2 ≈ 700 aF.
To estimate the resistance of the tunnel junctions, we
measure a test junction fabricated at the same time as the
device, which has approximately the same junction area
and oxide thickness as one of the junctions of the GIDD.
We measure a resistance of 66 kΩ at 4K; the resistance
between the two islands of the GIDD, which has two such
junctions connected in parallel, is therefore 33 kΩ. From
the thickness of the aluminium22, we estimate the super-
conducting gap to be ∆ = 250µeV. We then determine
a value for the Josephson energy, using the Ambegokar-
Baratoff relation, of EJ = h∆/8e
2R = 24µeV.
We now reduce the magnetic field to B = 1mT, and
repeat measurements of carrier phase as a function of
V1 and V2 (Fig. 2(a)). We again observe diagonal lines,
but with twice the gate period to those seen in the nor-
mal state. We therefore conclude that the behaviour of
the device is now 2e periodic. In this case, the observed
change in impedance is the quantum capacitance of the
device due to the anticrossing between charge states cou-
pled by the transfer of one Cooper pair between the
islands10,23.
Next we study the behaviour of the device as a func-
tion of perpendicular magnetic field. In Fig. 2(b) we
show carrier phase shift as a function of magnetic field
and V2, over three gate periods. The phase shift is also
periodic in B, with a period of ∆B = 1.53mT. This pe-
riod corresponds to the increase in the flux through the
loop by one flux quantum, Φ0, and for our loop of area
A = 1.1µm× 1.2µm, A∆B ≈ Φ0.
To support our estimates for the device parameters, we
model the quantum capacitance of a GIDD as a function
of the gate voltages. Quantum capacitance is the polar-
izability associated with the Cooper pair eigenstates and
has been used to readout the quantum state of devices
consisting of Josephson junctions10,24,25. The quantum
capacitance is given by CQ = −∂
2E/∂V 2g1, where E cor-
reponds to the energy of the occupied eigenstate of the
GIDD. The eigenenergies are derived from the Hamilto-
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FIG. 2. (a) Phase shift of carrier signal as function of gate
voltages V1 and V2 in the superconducting state. The period
of lines indicating the boundaries between charge states halves
doubles compared to the normal state (Fig. 1(c)). (b) Phase
shift against gate voltage V2 and out-of-plane magnetic field,
B over three gate periods and three flux periods. (c) Sim-
ulated phase shift for panel (a), using the estimated device
parameters and model in section 3. (d) Simulated phase shift
for panel (b).
nian of a superconducting double dot,
H =
∑
m,n
(UE +∆(m mod 2 + n mod 2)) |m,n〉 〈m,n|
−
∑
m,n even
EJ
2
(|m+ 2, n〉 〈m,n+ 2|
+ |m,n+ 2〉 〈m+ 2, n|).
(1)
Here, UE is the electrostatic internal energy, which is
derived from the capacitance matrix of the device21. For
the galvanically isolated double dot, the source and drain
capacitances are set to zero.
We then calculate CQ and then convert the change
in capacitance to a phase shift of the LC circuit. This
is done by first calculating the frequency shift due
to the change in capacitance, δf = −(f0/2Cp)δC =
(0.56MHz fF−1) · δC, and then the phase shift per unit
frequency of the LC circuit near resonance, δφ/δf =
5.6 ◦MHz−1.
The calculated phase shift is smoothed using a mov-
ing average filter over a 2.5 mV range to simulate the
effect of RF averaging (over the voltage window equal to
the magnitude of the RF carrier signal) and 1/f charge
noise26. We set the temperature T = 125 mK, which is
the same as the electron temperature determined with a
superconducting double dot in a similar environment. In
Figs 2(c) and 2(d) we show simulated phase shifts for the
experimental conditions in Figs 2(a) and 2(b).
3For conventional double dot systems, it is common to
define a charging energy, EC1(2), which corresponds to
the change in electrochemical potential of dot 1 (2) when
an electron is added to dot 1 (2) from an electron reser-
voir, and an interdot coupling energy, ECm, which is the
change in electrochemical potential energy of dot 1 (2)
when an electron is added to dot 2 (1) from the reser-
voir. In the case of the GIDD, these energy scales are
not as useful as electrons can only move between the two
dots. We find it useful instead to define a transfer energy
ET =
1
2
(µ1(m+ n)− µ1(m,n+ 1)
+ µ2(m+ 1, n)− µ2(m,n+ 1))
=
EC1 + EC2
2
− ECm.
(2)
This is the change in electrochemical potential (averaged
over the two dots) when an electron is transfered from
one dot to the other. From our model, we get ET =
112± 20µeV.
We can also measure this energy using microwave spec-
troscopy. We vary the incident microwave power at dif-
ferent frequencies and measure the carrier phase as a
function of V2, with V1 fixed. At high incident pow-
ers (Fig. 3(a), lower panel), multiple peaks appear offset
from the undriven quantum capacitance peak (Fig. 3(a),
upper panel). These correspond to the formation of
dressed states - where Cooper pair states hybridise with
the photonic states of the microwave drive - and appear
as avoided crossings27. These phase shifts are observed
away from the anticrossing for three frequencies, 22, 24
and 30 GHz. Away from the anticrossing (i.e. at nor-
malised gate charges ng ≪ nodd or ng ≫ nodd, where
nodd is an odd integer), the energy of the N -photon tran-
sition is given by18
Nhf ≈ 4ET (ng − 1) . (3)
We fit Lorentzians to the peaks to determine their posi-
tion on the normalised gate charge axis defined along ε
(labelled in Fig. 1(c)).
In Fig. 3(b), we plot the transition position (rela-
tive to the quantum capacitance signal at ng = 1)
against microwave frequency and calculate the gradi-
ents ≈ Nh/4ET . The gradient for the first transition
is 18.8 ± 1.6 THz−1, and for the second transition is
31.2± 3.7 THz−1. The ratio of these gradients is, within
experimental error, 2:3, indicating that the peaks corre-
spond to the two and three photon transitions, respec-
tively. We find that ET = 110± 12µeV, which agrees
with our estimate from the device capacitances.
The agreement between microwave spectroscopy mea-
surements and the energy scales deduced from quantum
capacitance measurements is excellent up to a difference
in the magnitude of the phase shift of a factor of 0.36
(0.07◦ for the simulation (Fig. 2(c) and (d)) and 0.025◦
for the measurement (Fig. 3(a) upper panel)). We as-
cribe this to a poisoning ratio of the double dot system
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FIG. 3. (a) Upper panel. Phase at low power, with a fit to one
of the peaks due to quantum capacitance. Lower panel. Phase
at high power, with fits to peaks corresponding to photon
assisted tunnelling processes. (b) Transition distance from
quantum capacitance signal at the anticrossing. The ratio of
the gradients is ≈ 1.5, indicating that the visible transitions
are the two and three photon transitions.
of ≈ 64%, supressing our time averaged measurements
of quantum capacitance by the same amount. Despite
improvements in shielding, this compares poorly to our
previous experiments10, in which the double dot with
leads was poisoned ≈ 12% of the time. Here, we cannot
measure poisoning rates directly as previously, as the r.f.
carrier couples into the double dot by a much smaller
(× ∼ 10) capacitance, reducing the signal to noise ratio
In conclusion, we find the poisoning rate in our exper-
iments to be lower than previous studies14,15 in which
purely e-periodic behaviour was observed. This is most
likely due to the the improved protection from non-
equilibrium radiation in our experiment. However, an
entirely isolated superconducting double dot is disadvan-
tageous in comparison to our previous devices. Although
removing tunnel junctions to the leads increases the iso-
lation from the environment, quasiparticle poisoning is
increased as the key relaxation pathway for quasiparti-
cles is removed. A possible approach to improve poison-
ing levels in this system is to include small quasiparticle
traps for each island28,29. Finally, it would be advanta-
geous to be able to probe the poisoning events in real
time10; by embedding the GIDD in a superconducting
resonator, it should be possible to improve the sensitiv-
ity of our measurement in order to access this regime.
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