Introduction and background {#Sec1}
===========================

Automated boundary detection of optic disc and cup plays an important role for the computer-aided diagnosis of retinal diseases from ophthalmic images. In a typical 2-Dimensional (2D) retinal image, the optic disc is a bright elliptical structure with a cup and surrounding rim tissue. Changes in the shape and depth of the cup or colour of the rim tissue represent signs of optic neuropathology such as glaucoma, which is a leading cause of irreversible blindness. In the case of glaucoma, nerve fibre atrophy is accompanied by erosion of rim tissue, which manifests as cup enlargement. The degree of cupping is quantified clinically as the horizontal, vertical and area Cup-to-Disc Ratio (CDR) (Figs. [1](#Fig1){ref-type="fig"} and [2](#Fig2){ref-type="fig"}) \[[@CR1], [@CR2]\]. In current clinical practise, the size of the cup relative to the disc is estimated subjectively which is both time-consuming and prone to inter-observer variability \[[@CR3]\]. Therefore, accurate automatic boundary detection of optic disc and cup is critical for the diagnosis of glaucoma. Fig. 1Comparison of CDR in **a** normal image and **b** glaucoma image. The glaucoma image has higher CDR Fig. 2Different meridians of Cup to Disk Ratio (CDR) measurement

Some research efforts have been made on automatic segmentation of the optic disc or optic cup \[[@CR4]--[@CR11]\]. These efforts can be broadly divided into two categories: non-model-based and model-based approaches. In the non-model-based approaches \[[@CR12]--[@CR15]\] the boundary detection mainly uses some algorithms such as thresholding, morphological operations, pixel clustering etc. However, the identification process of the optic disc boundary had some problems due to obscuration by bridging retinal vessels. The model-based approaches can be classified into shape-based template matching and deformable modelling approaches. The template matching focuses on incorporating the shape of the object and its grey-level appearance in an image by matching optic disc edge with a circular \[[@CR16], [@CR17]\] or elliptical shape \[[@CR18]\]. But these methods suffer from inaccuracy since they often fails to detect shape irregularity due to the shape variation of an object. The deformable modelling can be further classified into either free-form or parametric deformable models. The free-form deformable models have no global structure of the template, which can freely deform the shape of an object. Typical examples of free-form deformable models include the active contour or 'snakes' model (ACM), level-set model \[[@CR19]--[@CR21]\] and Chan-Vese (C-V) level set model \[[@CR22]\] (a type of ACM model without edge) and their variations \[[@CR23]--[@CR28]\]. The parametric deformable models involve an offline training process to determine a shape model parameterising diverse shape characteristics, such as Active Shape Model (ASM) \[[@CR29]--[@CR31]\]. The ASM-based approach refers to shape approximation of an object using statistical approaches to learn the boundary shape of the optic disc from a training set \[[@CR32]--[@CR34]\].

The aforementioned deformable models have shown promise for segmentation of the optic disc or cup. However, there are still challenges related to achieving high accuracy in optic disc and cup segmentation. For instance, in some cases, the optic disc might not have a distinct edge due to disc tilting or peripapillary atrophy (PPA) and disc vessels could misguide the segmentation. The ASM does not adequately segment optic discs with PPA \[[@CR34]\]. Additionally, since pathological changes may arbitrarily deform the shape of the optic disc and also distort the course of blood vessels, the existing ASM-based approaches fail to accurately extract the object boundary with variation and irregularity and are influenced by blood vessel obscuration. The modified ACM approach as proposed by Xu and colleagues \[[@CR35]\] have addressed optic disc segmentation problems due to vasculature occlusion and PPA by adjusting the uncertain cluster points of the contour. Nevertheless, they have also observed optic disc segmentation failures due to retinal atrophy or bright retinal lesions. Furthermore, the method is dependent on initialisation parameters as it relies on local gradient information only. The accuracy of the Chan-Vese (C-V) level set model is dependent on the initialisation parameters as well. Despite the application of gabor filters at different frequencies used after vasculature removal to reduce the PPA occlusion \[[@CR23]\], the filtering parameters may need to be modified manually for better accuracy. Vasculature removal with morphological filtering can also diminish the optic disc edges which can affect the segmentation accuracy.

To address the limitations above, this research has proposed a novel adaptive deformable model for automatic segmentation of the optic disc and cup capable of capturing shape variation and irregularity. Our approach doesn't need to fit a predefined template or shape constraints. The major contributions include: A new Region Classification Model (RCM) which identifies the initial optimum contour approximation representing optic disc or cup boundary between inside and outside a Region of Interest (ROI) based on pixel-wise classification in a multidimensional feature space (with features extracted on the pixel level). The multidimensional feature space represents the local textural, gradient and frequency based information which is used as input for training a backpropagation Neural Networks classification model of an optimum contour approximation.A new Adaptive Edge Smoothing Update model (AESU) for contour regularisation and smoothing update based on iterative force field calculations with any contour obtained from the RCM.

The rest of this paper is organised as follows: "[The proposed adaptive region-based edge smoothing deformable model](#Sec2){ref-type="sec"}" details the proposed model; "[Experimental evaluation](#Sec13){ref-type="sec"}" describes datasets used, evaluation metrics and experimental results; "[Conclusion](#Sec24){ref-type="sec"}" concludes the work and highlights future work.

The proposed adaptive region-based edge smoothing deformable model {#Sec2}
==================================================================

The rationale {#Sec3}
-------------

The proposed adaptive region-based edge smoothing model (ARESM) aims to accurately detect the boundary of an object and search optimum contour points in an iterative way. As shown in Fig. [3](#Fig3){ref-type="fig"}, the principles of the proposed method mainly include: 1) The Region Classification model (RCM) that generates the initial optimum contour; 2) the Adaptive Edge Smoothing Update (AESU) model that dynamically updates the initial optimum contour obtained from the RCM for accurate detection of the boundary. The segmentation focuses on the pixel-based image representation in a multidimensional feature space by applying Gaussian \[[@CR36]\], Dyadic gaussian \[[@CR37]\] and Gabor filters \[[@CR38]\] at different scales on both the red and green image channels to make use of local information and provide power in capturing shape variation and irregularity. Fig. 3Block diagram of adaptive region-based edge smoothing model

Different from the existing approaches, the proposed method extracts the feature information at the pixel-level, identifies the initial optimum contour based on regional classification, and dynamically updates the contour without requiring a predefined template such as a circular or elliptical shape. The model uses only once the mean of shapes in the training set as an initial parameter. The model will then search the optimum contour points based on the RCM classification, which is not necessarily identical with the landmarks of the mean shape and may dynamically change during the search. The shape irregularities and misclassified contour points are then dynamically updated and smoothed by the AESU model through the minimisation of energy function based on the force field direction. The proposed approach can capture shape variations and irregularity very well, for example, in the presence of PPA or vasculature occlusion.

Pixel-based image representation in multidimensional feature space {#Sec4}
------------------------------------------------------------------

To provide robustness against variations found in and around the Region of Interest (ROI), we consider features on the pixel-level to fully take advantage of local image information. Each pixel of an image belongs to a homogenous region corresponding to an object or part of an object. We have generated a multidimensional feature map by applying the Gaussian, Dyadic Gaussian and Gabor filters at different scales on both the red and green channel of an image. These features represent the gradient, texture and the frequency based information. The details of these features have been based on our previous work \[[@CR40]\] and are summarised in Table [1](#Tab1){ref-type="table"}. This is in contrast to the previous pixel-based approaches which focus on either the red channel or its gradient. The advantage is to extract the representative pixel-level features of an image and accurately classify between the region inside and outside the boundary of an object (e.g. optic disc or cup). For the boundary of the optic disc, its region outside includes the retinal area and the PPA and the region inside includes Optic Nerve Head (ONH) rim and optic cup. For the boundary of the optic cup, we extract features and classify between the region inside of the optic cup and the ONH rim. The retinal vasculature area is also converged inside the ONH area and obscures both the optic disc and the optic cup margin. To investigate the influence of vasculature, we have calculated the feature map under two situations: a) with vasculature removal and b) without vasculature removal. The comparison of the classification power of the features with and without vasculature removal has been described in the experimental section. Table 1Summary of Gaussian and Gaussian derived featuresFeature nameEquationFeature nameEquationGaussian filter$\documentclass[12pt]{minimal}
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Feature extraction and selection {#Sec5}
--------------------------------

The feature space after applying the different filters above on the pixel-level is of high dimensionality. To obtain the most relevant features for the respective classification, we have adopted iterative sequential maximisation of task performance (also called the 'wrapper feature selection' \[[@CR41]\]) in which initially the data is divided into *k* folds (in our case *k* = 5). Then the first feature is selected which has maximum mean classification performance across the folds. During subsequent iterations, the features together with previously selected features resulting in the highest mean classification performance are selected. This process continues until there is little or no maximisation (less than 0.01) towards classification performance. For the quantification of classification performance, we have certain performance measures such as Area Under the Curve (AUC), Linear Discriminant Analysis (LDA) accuracy and Quadratic Discriminant Analysis (QDA) accuracy \[[@CR42]\].

Region classification model for initial optimum contour approximation {#Sec6}
---------------------------------------------------------------------

The RCM consists of two main steps: 1) Initialisation of shape or contour profile; 2) Contour profile optimisation.

### Initialisation of shape or contour profile {#Sec7}

The RCM requires an initial shape profile which is then dynamically updated. In our approach, we use the mean of the shape from the training set as an initial input. It is worth noting that the initial optimum contour profile is not necessarily identical with the mean shape and can dynamically change during the search. To obtain the initial shape (the mean of the shapes), we have used Procrustes alignment \[[@CR43]\]. The shape alignment aims to transform all training set shapes into a common coordinate frame. Given an object shape, described by *n* points, referred to as landmark points which can be obtained from the training sample images manually annotated by clinicians. Each shape can be described as a vector of *n* coordinate pairs having 2*n* elements as mentioned below: $$\documentclass[12pt]{minimal}
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The shape alignment can be achieved by translating the shapes to the origin. Initially, the centroid of each shape is calculated as the average position of all its landmarks, then the shapes are translated to its local origin by subtracting its centroid. The centroid of the shape can be represented as: $$\documentclass[12pt]{minimal}
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### Contour profile optimisation {#Sec8}

After obtaining the mean shape from the training set (Fig. [4](#Fig4){ref-type="fig"}a), we determine a preliminary optimum contour around this initial region. The essence is to find the best contour points around the initial region (the mean shape). We have developed a classification model based on a backpropagation artificial neural network (ANN) \[[@CR42]\] that creates a classification of pixels as likely belonging to the optic disc or to background. We have performed a search to find an initial outline of the optic disc. A search is made along the *n* ~*p*~ samples of each radial line extending from the centre to the edge of the image, as shown in Fig. [4](#Fig4){ref-type="fig"}b. A sliding window of length 2*m*+ 1, where *m*= 7 was defined empirically, traversed the radial line (Algorithm 1), to find the optimum transition from pixels which were highly likely to be optic disc to pixels highly likely to be background, as determined by the ANN (Fig. [4](#Fig4){ref-type="fig"}c). The optimum transition is where Eq. [5](#Equ5){ref-type=""} is minimised. Considering that whilst training the classification model (i.e. backpropagation ANN classification model in our case), the samples outside the optic disc are labelled as 0 and samples inside the optic disc region are labelled as 1, we have the equation to determine optimum position of the contour point: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ pf(j) = (\frac{{\sum}_{k = 1}^{m}net_{j}(g_{k})}{m}+ 1-\frac{{\sum}_{k=m + 2}^{2m + 1}net_{j}(g_{k})}{m}) $$\end{document}$$where *g* is the subline of 2*m* + 1 subsamples and *g* ~*k*~ is the subsample of the subline *g*. The value of *j* corresponds to the sample at the search line. The factor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\frac {{\sum }_{k = 1}^{m}net_{j}(g_{k})}{m}$\end{document}$ is supposed to be a group of subsamples from outside of the optic disc and expected to have logistic output near to 0 whereas the factor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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The RCM proves to be accurate and shows most of the contour points have been classified correctly as the optic disc boundary (Fig. [5](#Fig5){ref-type="fig"}a). However, some of the contour points can be misclassified on disc with extensive cupping and PPA as shown in Fig. [5](#Fig5){ref-type="fig"}b, c. Therefore, in order to overcome the classification error, we have developed an adaptive edge smoothing scheme to perform the contour update as explained in subsequent sections. Fig. 5An example of optic disc segmentation by our proposed algorithm with **a** example image from a disc with extensive cupping and peripapillary atrophy , **b** output after optic disc region search by the RCM and **c** output after optic disc shape edge update

Adaptive edge smoothing update {#Sec9}
------------------------------

After the determination of tentative optimum contour **Y** from the RCM above, the shape can still be irregular due to misclassification as shown in Fig. [5](#Fig5){ref-type="fig"}b. There have been several techniques such as least square regression or circular or ellipse fitting to approximate the shape of the contour \[[@CR16]--[@CR18]\]. However, these methods have limited capability in detecting shape irregularity. The ASM shape approximation approach tends to keep the shape consistent with the mean shape of the training set (the shape parameter is static) and can not dynamically adapt to the actual boundary of the object (as each object has its variability). Different from existing methods, we propose an adaptive edge smoothing update (AESU) model to dynamically update the contour profile generated from the RCM. The AESU is an iterative model which is updated according to the force field direction in every step by a minimising energy function of grey-level image *I* as $\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{array}{l} \textbf{Y}{x_{inew}}=x_{cnew}+D_{inew}cos\theta_{i} \\ \textbf{Y}{y_{inew}}=y_{cnew}+D_{inew}cos\theta_{i} \end{array}  $$\end{document}$$This iterative process continues until convergence, i.e. **F**(**Y** *x* ~*new*~,**Y** *y* ~*new*~) −∇*I* ≈ 0. The update process is illustrated in Fig. [6](#Fig6){ref-type="fig"}. Fig. 6The procedure of adaptive edge smoothing update with **a** optimum contour from the RCM, **b** best feature map for determination of optic disc edge, **c** Edge map after convolving b with DoG filter, **d** force field of (**c**), **e** contour update towards maximum force and **f** final disc contour

ARESM application to segmentation of optic disc and cup {#Sec10}
-------------------------------------------------------

### Optic disc segmentation {#Sec11}

Due to differences between the optic disc and optic cup, we have applied our proposed approach with a certain customisation for segmentation of the optic disc and cup, respectively. Optic disc localisation is the first step towards accurate segmentation of optic disc and cup. We have described our optic disc localisation method in \[[@CR40]\]. It is based on enhancing both the optic disc and retinal vasculature convergence point whilst avoiding bright lesions and instrument reflections. The method is capable of locating the point somewhere within the optic disc boundary. However, the region initialisation can be more accurate if it is located closer to the optic disc centre. The optic disc centre can be readjusted to the centroid of the overlap area of the vasculature structure and the optic disc segmented within the area twice the size of optic disc. The vasculature can be segmented as mentioned in \[[@CR45]\] whereas the optic disc can be segmented by binary classification from the RCM. The overview of optic disc segmentation is shown in Fig. [7](#Fig7){ref-type="fig"}. Furthermore, the optimum contour obtained from the RCM needs to be updated according to the AESU model which updates the contour according to the force field direction in every step by minimising energy function. To reduce undesirable influence of vasculature obscuration or PPA, and enhance the region of interest, we calculate the external energy of the image as the convolution between the image and the DoG filter which is the difference between two Gaussian filters defined at different scales, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}${\Gamma }_{\sigma _{1},\sigma _{2}}(x,y)$\end{document}$ as defined in Table [1](#Tab1){ref-type="table"}. Fig. 7The overview of optic disc segmentation based on the proposed approach

### Optic cup segmentation {#Sec12}

Compared to the optic disc segmentation, the optic cup segmentation is a more challenging task for two reasons: a) there is no clear or distinct boundary between optic cup and rim of optic disc and b) vasculature occlusion. We have adapted our proposed approach to optic cup segmentation in two ways: a) the use of the prior knowledge in the RCM for accurate detection of optic cup by adding an additional feature, namely distance maps; b) adaptive smoothing update using the weighted features to make the optic cup force field more influential and enhance the region of interest (ROI) by performing multiplication between the external energy function and the weighted features from the RCM.

Normally, the optic cup has higher vasculature occlusion since the vascular tree converges towards the centre of the optic cup. This occlusion can affect the brighter portion of optic cup, which can distinguish between optic disc rim and optic cup, especially in case of normal images. Therefore we have introduced the *Distance Map* as an additional feature (the prior knowledge) to the classification model (RCM) between the optic disc rim and the optic cup. The distance map can be determined by the Eq. [14](#Equ14){ref-type=""}: $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \textbf{D}_{i}=\frac{1}{\sqrt{(\textbf{Y}{x_{inew}}-x_{cnew})^{2}+(\textbf{Y}{y_{inew}}-y_{cnew})^{2})}}  $$\end{document}$$

where **Y** *x* ~*inew*~, **Y** *y* ~*inew*~ are updated contour points by AESU from Eq. [13](#Equ13){ref-type=""} and *x* ~*cnew*~, *y* ~*cnew*~ are the updated centre. The concept behind adding the distance map is based on the fact that there is a higher probability of optic cup if the pixel lies near the centre of the optic disc. Therefore, the prior values for the pixel near the optic disc centre would be higher than the those away from the centre. Optic cup segmentation is performed after optic disc segmentation. Therefore the feature training will be performed between the optic disc rim and the optic cup. As an example, the distance map for the optic cup is shown in Fig. [8](#Fig8){ref-type="fig"}. Fig. 8Determination of distance map (**b**) after optic disc segmentation as mentioned (**a**). The distance map shows higher pixel values near the centre indicating the higher chances of the pixel to be the part of optic cup

Since the gradient is a very poor approximation of the boundary between the rim and the cup, we have redefined the external energy function by multiplying the weighted features obtained from the RCM. The purpose of performing the multiplication is to enhance the gradient for determining optic cup boundary. The modified external energy function for the optic cup is $\documentclass[12pt]{minimal}
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                \begin{document}$-{\Gamma }_{\sigma _{1},\sigma _{2}}(x,y)*I(x,y).*net_{c}$\end{document}$, where . ∗ is dot multiplication, *I*(*x*,*y*) is the feature map best suited for optic cup segmentation and *n* *e* *t* ~*c*~ is weighted features based on logistic output of the ANN. The workflow of the optic cup segmentation is shown in Fig. [9](#Fig9){ref-type="fig"}. Fig. 9The overview of optic cup segmentation based on the proposed approach

Experimental evaluation {#Sec13}
=======================

Evaluation metrics {#Sec14}
------------------

The optic disc and cup segmentation results have been compared with the masks obtained from the clinical annotations. The ***Dice Coefficient*** is used to determine the degree of overlap of the mask from clinical annotation and segmentation results and for determining the extent to which the segmented objects match \[[@CR32], [@CR46]\], defined as follows: $$\documentclass[12pt]{minimal}
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                \begin{document}$$ D(A,B) = \frac {2 |A \cap B|}{|A| + |B|},  $$\end{document}$$where *A* and *B* are the segmented regions surrounded by model boundary and annotations from the ophthalmologists respectively, ∩ represents intersection. Its value varies between 0 and 1. A higher value means an increased degree of overlap. For optic cup segmentation accuracy, it is dependent on accurate optic disc segmentation as defined as follows: $$\documentclass[12pt]{minimal}
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                \begin{document}$$ D_{oc} = \frac{2(|Rim_{1} \cap Rim_{2}| + |OC_{1} \cap OC_{2}|)}{N_{tot}}  $$\end{document}$$where *R* *i* *m* ~1~ and *R* *i* *m* ~2~ are the rim pixels and *O* *C* ~1~ and *O* *C* ~2~ are the optic cup pixels obtained from the benchmark and the automatic segmentation respectively, *N* ~*tot*~ = *R* *i* *m* ~1~ + *R* *i* *m* ~2~ + *O* *C* ~1~ + *O* *C* ~2~.

The performance of our approach has also been evaluated by determining mean absolute difference between a clinical CDR and a CDR from the automatic segmentation results. The **absolute difference** can be given as: $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \delta = |CDR_{c} - CDR_{s}|  $$\end{document}$$

where *C* *D* *R* ~*c*~ is CDR from clinical annotations and *C* *D* *R* ~*s*~ is the CDR from segmentation results. The CDR values have been evaluated in vertical, horizontal meridian as well as ratio of area covered by optic cup to the area covered by optic disc.

Datasets {#Sec15}
--------

To validate the proposed approach, we have used two publicly available datasets: RIM-ONE \[[@CR47]\] and Drishti-GS datasets \[[@CR48]\]. The datasets used in the experiments include retinal images consisting of normal, glaucoma and glaucoma suspect images. The number of images in total is 209.

**RIM-ONE** (An Open Retinal Image Database for Optic Nerve Evaluation) \[[@CR47]\] is a fundus image dataset. The latest release is composed of 85 normal, 39 glaucoma and 35 glaucoma suspect images; 159 in total with dimensions of 1072 × 1424 pixels. All the images have been annotated by two experts with boundaries of optic disc and optic cup. The interobserver variability of the RIM-ONE dataset has been calculated by the Dice Coefficients ("[Evaluation metrics](#Sec14){ref-type="sec"}") as shown in Table [2](#Tab2){ref-type="table"}. There is 5% difference for optic disc and 7% difference for optic cup with 2% standard deviation on average amongst different annotations from the experts. Therefore, we evaluated the mean of annotations of both experts for each optic disc and cup in each image. An averaged outline of the annotations of all experts was obtained by taking, at each angle, the mean distance to the annotations from the mean centroid. The retinal images were obtained from three different hospitals across different regions of Spain to ensure a collection of representative and heterogeneous dataset. All images are non-mydriatic retinal photographs, which were collected with specific flash intensities to avoid saturation. This dataset has been used for the training and testing. Table 2Inter-observer variability in the datasetsRIMONE (1 vs 2)Drishti-GSImage TypeOptic DiscOptic CupExpert X vs Expert YOptic discOptic cupNormal images4.5% ± 2.07%6.93% ± 2.22%1 vs 21.00% ± 0.39%1.47% ± 0.83%Glaucoma images5.01% ± 3.15%7.31% ± 3.81%1 vs 31.87% ± 0.61%3.07% ± 1.57%All images4.74% ± 2.63%7.11% ± 3.06%1 vs 42.99% ± 1.35%5.31% ± 2.10%2 vs 30.84% ± 0.27%1.57% ± 0.94%2 vs 41.96% ± 1.20%3.81% ± 1.61%3 vs 41.09% ± 1.02%2.22% ± 1.25%

**Drishti-GS** dataset contains 50 images \[[@CR48]\] in total. All images were captured at Aravind Eye Hospital, India. The patients were selected based on the age (ranging from 40 to 80 years old) and the gender (roughly equal number of males and females). The images taken were centred around optic disc with a field-of-view(FOV) of 30-degrees and of dimensions 2896 × 1944 pixels and PNG uncompressed image format. Four experts with various clinical experiences of 3, 5, 9 and 20 years annotated optic disc and optic cup of the images (Table [2](#Tab2){ref-type="table"}). Drishti dataset does not specify if the image is glaucomatous or not. However, its average CDR values are comparatively higher than those in RIM-ONE (Table [3](#Tab3){ref-type="table"}). This dataset has been used for the testing purpose only. Table 3Average CDR values (vertical, horizontal and area) in the RIMONE and Drishti datasetsRIMONEDrishti-GSCDR TypeNormalGlaucomaBothVertical0.42 ± 0.100.60 ± 0.170.50 ± 0.160.69 ± 0.13Horizontal0.40 ± 0.110.57 ± 0.160.48 ± 0.160.70 ± 0.14Area0.18 ± 0.090.37 ± 0.190.27 ± 0.170.51 ± 0.18

Model parameterisation {#Sec16}
----------------------

The ARESM requires parameterisation for accurate boundary detection and segmentation, which are related to several factors: 1) whether vasculature removal is required before feature selection; 2) feature selection; 3) training protocol and 4) classifier and contour profile optimisation parameters. The following sections details the approach of model parameterisation.

### Determination on whether vasculature removal is required {#Sec17}

For the determination of feature sets for the RCMs of the optic disc and optic cup, we have the features determined with and without vasculature removal. The results of the features with highest Individual Classification Performance (ICP) (which is the measure of individual performance of each feature in terms of classification power) for both cases with and without vasculature removal is shown in Fig. [10](#Fig10){ref-type="fig"}. Fig. 10Comparison of the individual classification performance with and without vasculature removal for optic disc and optic cup. The result shows that the vasculature removal has higher individual classification performance

The ICPs have been measured in terms of AUC value for individual features. The results show that for both optic disc and optic cup, the features calculated with vasculature removal have higher ICPs compared to those calculated with and without vasculature removal. Therefore we have determined the feature set on those after vasculature removal.

### Feature selection {#Sec18}

The results of the feature selection procedure with different performance measures (as discussed in "[Feature extraction and selection](#Sec5){ref-type="sec"}") are shown in Fig. [11](#Fig11){ref-type="fig"}. The results show that if the features are selected by AUC as performance measure of sequential maximisation, we can achieve significantly higher classification accuracy compared to other performance measures. The list of selected features in Table [4](#Tab4){ref-type="table"} (also represent x-axis of Fig. [11](#Fig11){ref-type="fig"} for features selected by AUC sequential maximisation) show that the Gaussian derived features dominate the feature set for the optic disc extraction since they have strong edge information at different scales. The feature sets selected for optic cup extraction are mostly dominated by Gaussian features and Dyadic Gaussian Features. Fig. 11Results of feature selection procedures for optic disc (OD) and optic cup (OC) Table 4Feature symbols for each feature set obtained by sequential AUC maximisation for optic disc and optic cup region determinationOptic discOptic cup$\documentclass[12pt]{minimal}
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### Training protocol {#Sec19}

The training was performed on the RIMONE dataset with 2-fold cross validation i.e. training one part whilst testing the other. The Drishti dataset has been tested on the model built upon the RIMONE dataset.

As far as the training is concerned, we have a binary classification problem for generating RCMs for both optic disc and optic cup. The pixel-wise training can make the training set very large which can slow down the training process. Also for the optic disc, we need to train the features which are part of the atrophy region as well as the retinal area. Therefore, we have divided optic disc into 3 zones in which zone-1 and zone-2 belong to class-0 (outside optic disc) and zone-3 belong to class-1 (inside optic disc) (Fig. [12](#Fig12){ref-type="fig"}). Zone-1 belongs to retinal area whereas zone-2 belongs to the atrophy region. We have randomly selected 2000 samples from zone-3 and 1000 samples from each zone-1 and zone-2 of each optic disc cropped image in the training set. For optic cup, the procedure is the same except that we have removed vasculature area after segmenting out and morphological closing \[[@CR45]\] as well as the training has been performed between the optic cup and the rim inside optic disc. Fig. 12Classification zones for **a** optic disc and **b** optic cup. The classification of optic disc has been performed between inside and outside of optic disc whereas classification for optic cup has been performed between inside of optic cup and optic disc rim

As far as training parameters are concerned in "[Contour profile optimisation](#Sec8){ref-type="sec"}", we have trained a single layer backpropagation neural networks with the number of input and hidden neurons equal to the number of selected features (20 for optic disc and 25 for optic cup). However, the hidden neurons vary from 15 to 30 which will give a similar result. Other parameters include *n* ~*p*~ = 25 − 35, *m* = 7 − 10, *n* = 200 (optic disc), 100 (optic cup).

Accuracy comparison with state-of-the-art approaches {#Sec20}
----------------------------------------------------

The optic disc and cup segmentation accuracy were determined on the basis of the following aspects: Accuracy performance comparison with the previous approaches.Accuracy performance comparison based on CDR values (Cup-Disc-Ratio).

### Optic Disc Segmentation Accuracy Comparison {#Sec21}

We applied our approach to the datasets above and compared it with existing approaches including ASM \[[@CR29]--[@CR31]\], ACM \[[@CR19], [@CR49]\] and Chan-Vese (C-V) \[[@CR22], [@CR50]\] models. We used the mean Dice Coefficient ***D*** to measure the accuracy of ***the optic disc segmentation*** across different datasets and methods as shown in Table [5](#Tab5){ref-type="table"}. Some examples of optic disc segmentation results based on different methods are shown in Fig. [13](#Fig13){ref-type="fig"}. The second and third rows in Fig. [13](#Fig13){ref-type="fig"} present the optic disc boundary segmentation by the different methods in the presence of PPA. Fig. 13Examples of Optic Disc Segmentation Results with **a** Original Image **b** Clinical Annotations, **c** ARESM (our proposed approach), **d** ASM, **e** ACM and **f** Chan-Vese (C-V). The Dice Coefficient of each method compared to ground truth has been shown above each visual result Table 5Comparison of optic disc segmentation results - mean and standard deviations of dice coefficientRIMONEDrishti-GSNormalGlaucomaAllARESM0.92 ± 0.060.90 ± 0.070.91 ± 0.070.95 ± 0.02ASM model0.85 ± 0.100.77 ± 0.160.76 ± 0.130.87 ± 0.06ACM model0.86 ± 0.070.85 ± 0.090.86 ± 0.080.91 ± 0.03C-V model0.88 ± 0.130.86 ± 0.140.87 ± 0.140.85 ± 0.11

Based on the results, our proposed approach yield the highest Dice Coefficients in comparison with the existing models. Figure [13](#Fig13){ref-type="fig"}c shows the examples of visual results. The ASM model-based segmentation is misguided as the mean of the shape in the training set keeps constant (once it is trained). Figure [13](#Fig13){ref-type="fig"}d shows the examples of visual results. The ACM and C-V model-based segmentations are comparable to our approach on these images. Nevertheless their performance is uncertain as presented in other examples. The ACM is dependent on the strong edges of the optic disc which might not be the case in every example. The examples of visual results are shown in Fig. [13](#Fig13){ref-type="fig"}e. Optic disc margin segmentation errors can occur using the Chan Vese model when PPA is present (Fig. [13](#Fig13){ref-type="fig"}f). For RIM-One dataset, the average accuracy of optic disc segmentation is 91%. The accuracy of Drishti-GS is 95%.

### Optic cup segmentation accuracy comparison {#Sec22}

Compared to optic disc segmentation, optic cup segmentation is more challenging as there is no clear or distinct boundary of the optic cup. The cup has a volume and the image is really a 2d presentation of a 3D structure. Moreover, in the normal optic nerve the cup is typically smaller and it's margins are often obscured by retinal vessels. Previous methods such as the Fuzzy C-means (FCM) clustering \[[@CR51]\] and thresholding \[[@CR52]\] often fail to correctly outline the optic cup boundary. Since the proposed approach is based on the deformable model approach, we have compared our method with existing deformable approaches (ASM, ACM, C-V). The performance of our proposed approach produces the highest Dice Coefficients compared to these approaches in both large and small size optic cups as shown in Table [6](#Tab6){ref-type="table"}. Some examples of optic cup segmentation results are shown in Fig. [14](#Fig14){ref-type="fig"}. Fig. 14Examples of Optic Cup Segmentation Results with **a** Original Image **b** Clinical Annotations, **c** ARESM (our proposed approach), **d** ASM, **e** ACM and **f** Chan-Vese (C-V). The Dice Coefficient of each method compared to ground truth has been shown above each visual result Table 6Comparison of optic cup segmentation results - mean and standard deviations of dice coefficientRIMONEDrishti-GSNormalGlaucomaAllARESM0.91 ± 0.060.89 ± 0.060.89 ± 0.060.81 ± 0.10ASM0.78 ± 0.090.73 ± 0.130.76 ± 0.120.72 ± 0.14ACM0.76 ± 0.100.81 ± 0.090.79 ± 0.100.71 ± 0.12C-V0.71 ± 0.180.73 ± 0.170.72 ± 0.180.80 ± 0.08

The results suggest that the proposed method has achieved high accuracy, in comparing with the existing approaches. The reason is that optic cup segmentation has been highly dependent on the accurate optic disc segmentation. Moreover, the algorithms like ACM and C-V are not converged in the case of cup segmentation. The ASM produces annotation failures due to vasculature occlusion which is not the case in the ARESM. The ARESM method does fail in some of the normal images due to their very small size of optic cup. Nevertheless, the cup segmentation has an average accuracy of 89% for RIM-ONE and 81% for Drishti-GS database images.

### Accuracy Comparison based on CDR {#Sec23}

CDR is an important indicators related to glaucoma diagnosis. Accurate automated CDR assessment requires precise assessment of the cup and disc margins compared to an acceptable reference standard.

In order to compare the clinical manual CDR and automatically determined CDR, we have used the RIM-ONE dataset in which both the optic disc and optic cup have been manually annotated by clinicians. Hence the manual CDR values can be calculated from these two datasets in the a) vertical meridian, b) horizontal meridian; and c) area. However, CDR in the vertical meridian is used most commonly by clinicians in optic nerve evaluation for glaucoma \[[@CR1]\].

Both datasets contain three types of images: *normal*, *glaucoma* and *glaucoma suspect* images. Therefore, we have evaluated the CDRs (i.e. vertical CDR, horizontal CDR and area CDR) in two sets 1) normal (N) vs glaucoma (G) and 2) normal (N) vs glaucoma and suspects (G + S). The RIM-ONE dataset has 85 normal (N), 39 glaucoma (G) and 35 glaucoma suspect (S) images.

Receiver Operating Characteristic (ROC) curves have been generated to illustrate the classification performance between the manual CDRs based on clinical and automated classifications as shown in Fig. [15](#Fig15){ref-type="fig"}. The paired t-test has been used to compare the ROC curves generated by the manual CDRs with those obtained from automatic CDRs. The difference between the ROC curves were declared to be significant if the *p*-value is less than 0.05 \[[@CR53]\]. This determines confidence level of using the automatic CDRs clinically. The first row in Fig. [15](#Fig15){ref-type="fig"} shows ROC curves about classification performance between the manual and automatic CDRs on the first set (normal (N) and glaucoma (G)). The second row shows the ROC curves about classification between the manual and the automatic CDRs on normal and glaucoma plus glaucoma suspect (G+S) images. Table [7](#Tab7){ref-type="table"} shows the *p*-values calculated by the paired t-test between ROC curves generated by the automatic CDRs and the manual CDRs. The results show that there is no significant difference between the ROC curves generated by the manual CDRs and the ROC curves generated by ARESM CDRs as far as classification between Normal and Glaucoma is concerned. This demonstrates that if the CDR is considered as one of the clinical measurement for glaucoma classification, the CDRs generated by the ARESM can be used to faciltate automatic classification between normal and glaucoma. However, it needs to be tested on the large set of images as there are other clinical factors which need to be considered. Fig. 15Comparison of classification performance between the clinical manual CDR and the automatic CDRs with the first row **a**, **b** and **c** represents the results on set 1 (N vs G) and second row represents the results on set 2 (N vs (G + S)). The first column ((**a**) and (**d**)) represent the results calculated on vertical CDR whereas the second and third column represent the results on horizontal CDR and the area CDR respectively Table 7Comparison between our proposed approach (ARESM), the clinical manual CDR and the other existing methods in terms of **mean CDR error** and ***p*** *-values* of the paired t-test which shows the comparison between ROC curves generated by manual CDRs and the CDRs from automatic methodsVertical CDRHorizontal CDRArea CDRNGG+SAll*p*-value (N vs. G)NGG+SAll*p*-value (N vs. G)NGG+SAll*p*-value (N vs. G)ARESM0.080.110.080.070.050.080.100.080.070.160.050.110.080.060.02ASM0.220.210.210.22\< 0.00010.310.290.270.290.050.260.330.290.27\< 0.0001ACM0.200.130.130.17\< 0.00010.200.120.120.16\< 0.00010.190.140.130.16\< 0.0001C-V0.130.140.140.13\< 0.00010.120.130.120.12\< 0.00010.090.140.120.11\< 0.0001The CDR values are generated in vertical meridian, horizontal meridian and area ratio of cup and disc. *p*-values are generated by comparing ROC curves in terms of normal (N) vs. glaucoma(G)

Conclusion {#Sec24}
==========

In this work, we have presented a novel solution to accurately segment the optic disc and optic cup. In contrast to the existing approaches, the novelty of the proposed approach lies in two aspects: We have developed the Region Classification Model (RCM) which identifies the initial optimum contour approximation representing optic disc or cup boundary between inside and outside region of interest based on pixel-wise classification in a multidimensional feature space, and performs region search for optimum contour profile. This is different from the existing models such as the conventional ASM model where the contour is static once it has been trained from the training set. Our model can dynamically search the region and obtain the most optimum contour.To overcome misclassification and irregularity of contour points, we have proposed the Adaptive Edge Smoothing Update model (AESU) which can dynamically smooth and update the irregularities and misclassified points by minimising the energy function according to the force field direction in an iterative manner. Our model does not require a predefined template such as a circle or an ellipse. It could be any contour generated from the RCM model. This is different from the existing approaches which used a circular or ellipse fitting for smoothing update.

We have applied our approach to both optic disc and optic cup segmentations. We have conducted a comprehensive comparison with the existing approaches such as ASM, ACM, and Chan-Vese (C-V) models. The approaches were validated with two publicly available data sets: RIM-ONE and Drishti-GS.

For *optic disc segmentation* of RIM-One dataset, the average accuracy of optic disc segmentation is 91%. The accuracy of Drishti-GS is 95%. It should be noted that the proposed approach works well on high resolution images of RIM-ONE since the low resolution images have blurred vasculature and optic disc edges. For *optic cup* segmentation, the average accuracy of optic cup segmentation is 89% for RIM-ONE and 81% for Drishti-GS databases. The optic cup segmentation results are highly dependent on the accurate segmentation of the optic disc segmentation. Moreover, failed cases of optic cup segmentation include the normal images which have very small cup size. Future work will focus on more accurate segmentation of the small cup.

Based on the rationale outlined here, our proposed approach can also be applied to boundary detection of other objects. Future work is needed to apply this algorithm to other object boundary detections and also improve accuracy of the ARESM model.
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