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Introduction
In the last few years, there has been a growing interest on minimizing the ruin probability or maximizing the survival probability of the insurance company. An insurance company has to control its ruin probability and keep it at a minimum level to sustain its existence.
Current research on ruin probability has been particularly focused on minimizing the ruin probability. Various methods, such as reinsurance arrangement, dividend payment or investment technique, to minimize the ruin probability have been proposed. However, most of the literature on minimizing the ruin probability is based on the reinsurance arrangements. One of the first examples of optimal reinsurance is suggested by De Finetti [1] . In that paper, De Finetti determines the optimal retention level for a non-life insurance portfolio under the minimum variance of the insurer's profit for a fixed expected profit constraint. De Finetti [1] indicates that the retention level is proportional to the insurance loading factor and inversely proportional to the variance of the risk. Buhlmann [2] provides further details and proofs of De Finetti's approach. Borch [3] shows that the stop loss-reinsurance is the optimal reinsurance contract since it minimizes the variance of the insurer's risk when the reinsurance premium is calculated by using the expected value premium principles. Arrow [4] shows that the same stop-loss reinsurance maximizes the expected utility of the terminal wealth of the insurer. Dickson and Waters [5] use ruin probability instead of the variance criterion in De Finetti's approach. They investigate the optimal reinsurance levels which minimize the finite time ruin probability for both discrete and continuous time in a non-life insurance portfolio. They assume that the aggregate claims process is approximated by a translated gamma process. Ignatov et al. [6] explain the optimality as the levels that maximize the joint survival probability for the finite time horizon of the cedent and the reinsurer. They derive a formula for the expected profit under the
where N(t) denotes the number of claims that occur in the fixed time interval [0, t] . In the classical risk model, it is assumed that N(t) is a Poisson process with parameter λ. The individual claim amounts are modeled as independent and identically distributed (i.i.d) random variables {X i } ∞ i=1 with distribution function F(x) = P(X i ≤ x), such that F(0) = 0, and X i is the amount of the i-th claim. The density function and the k-th moment of X 1 are represented as f and m k .
The infinite time ruin probability in the continuous case (ultimate ruin probability) is defined as:
ψ(u) = Pr(U(t) < 0 for some t > 0).
ψ(u) defines the probability that the insurer's surplus falls below zero at some time in the future, that is claims outgo exceed the initial surplus plus premium income. It is usually assumed that the premium income is greater than the expected aggregate claim amount per unit of time (c > λm 1 ).
Otherwise, ψ(u) = 1 for all u > 0. Trufin et al. [18] deal with the infinite time ruin probability of an insurance portfolio in the framework of risk measures. They also point to the advantages of the infinite time approach over the finite time case. They indicate that there are no difficulties of planning and assuming the appropriate operational time in the infinite time analysis contrary to the finite time case.
In this study, the expected value premium principle is applied with the formula c = (1 + θ)λm 1 where θ is the insurance loading factor with θ > 0.
Under an excess of loss reinsurance arrangement, the insurer and the reinsurer's expected individual claim amounts are calculated according to a constant retention level M. When a claim X occurs, the insurer pays Y = min(X, M), and the reinsurer pays Z = max(0, X − M) with X = Y + Z. Hence, the distribution function of Y, F Y (x), is:
and the moments of Y are:
Similarly, the moments of Z are:
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The expected aggregate claim amount, denoted by E [S] , is calculated by the expected number of claims and the expected amount of each claim as:
The aggregate claim amount is shared by the insurance and reinsurance company irrespective of the type of reinsurance arrangement; the aggregate claim amount S can be written as S I + S R , which S I denotes the insurer's net aggregate claims after the reinsurance arrangement, and S R denotes the reinsurer's aggregate claim amount. E[S R ], the expected total claim amount paid by the reinsurer, is calculated as λ E [Z] , whereas the net of expected claim amount paid by the insurer,
According to the expected value premium principle with the insurance loading factor θ and the reinsurance loading factor ξ, the insurer's premium income per unit time after the reinsurance premium (i.e., net of reinsurance) is defined as:
where we assume that ξ ≥ θ > 0 and c Dickson [19] ).
Ultimate Ruin Probability
The maximal aggregate loss is defined as:
Hence, the survival (non-ruin) probability can be obtained as the distribution function of L (see Bowers et al. [20] ).
It is well known that the maximal aggregate loss L may be written as:
where L 1 , L 2 , · · · , are the ladder heights of the process, which are independent and identically distributed (i.i.d) with a probability density function h(x). This function is obtained by using the individual claim amounts with distribution function F(x) as:
In the compound Poisson model, N has a geometric distribution with parameter p having probability mass function:
where p can be expressed in terms of the probability of ruin given that the initial surplus is zero as
. The distribution function of the ladder heights is given by:
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Thus, L has a compound geometric distribution, and the distribution function of L, Pr(L ≤ u), is:
where H * n (u) describes the n-fold convolution of the function H(u). This convolution formula for the ruin probability is called Beekman's convolution formula [21] .
Ultimate Ruin Probability for the Gamma Process
Dufresne et al. [22] define processes with independent stationary and nonnegative increments. Let Q(x) be a non-negative and non-increasing function of x, x > 0 with the properties:
and:
Then, Dufresne et al. [22] suggest the calculation of finite time ruin probability for the gamma and standardized gamma process.
They show that the compound Poisson process is approximated by a gamma (α, β) process {S G (t)} {t>0} . They assume that the function Q(x) is differentiable and that −Q (x) = q(x) is:
They point out that a gamma process with α = β = 1 is called a standardized gamma process {S SG (t)} {t>0} with the properties of:
Abramowitz and Stegun [23] explain E 1 (x) as the Euler expression, and it refers to exponential integral ∞ x (e −y /y)dy. Then, they show that the common probability density function of the random
and then, the distribution function of random variables {L i }, H(x) is obtained as:
Abramowitz and Stegun [23] suggest an approximation for this Euler expression as:
where γ is Euler's constant and equal to 0.577216. Dufresne et al. [22] concentrate on the lower and upper bounds for the ultimate ruin probability when the aggregate claim process is the standardized gamma process. They use the method which is suggested by Dufresne and Gerber [24] . This method yields Beekman's convolution formula for the probability of ruin as given in (4).
Ultimate Ruin Probability for the Translated Gamma Process
The aggregate claims process {S(t)} t>0 can be approximated by using the translated gamma process {S TG (t)} t>0 . The structure is similar to the gamma process except for the parameter k. For all t > 0, the translated gamma process can be defined by using the gamma process as follows:
where {S G (t)} t>0 is a gamma (α, β) process and k is a constant.
For all t > 0, the mean, variance and coefficient of skewness of S(t) and S TG (t) are matched, and the parameters α, β and k of the translated gamma process are obtained as follows:
These identities give the parameter values as:
Dickson and Waters [25] suggest a different way to calculate the ultimate ruin probability for a standardized gamma process {S SG } t>0 . They use the crude rounding discretizing method on H(x) by 0, h, 2h, · · · and then apply Panjer's [26] method. ψ TG (u, t) represents the ultimate ruin probability when the aggregate claims process is a gamma (α, β) process and when the premium loading factor iŝ θ = θ(1 + kβ/α). Dickson and Waters [25] also show that the relationship between the gamma and standardized gamma process with respect to the finite time ruin probability is as follows:
where ψ SG (u, t) represents the finite time ruin probability when the aggregate claims process is a standardized gamma process. Hence, ψ(u, t) is approximated by ψ SG (βu, αt) using a premium loading factor ofθ asθ = θ(1 + kβ/α) under the translated gamma process approximation.
In a similar manner, the ultimate ruin probability ψ(u) for a compound Poisson process with the premium loading factor θ being approximated by the ultimate ruin probability when the aggregate claims process is a gamma (α, β) process withθ.
The convolution formula for the probability of ruin under the standardized gamma process with the premium loading factor, θ, is:
where H * n (u) defines the n-fold convolution of the function H(u) in (5). When a reinsurance arrangement exists, since the compound Poisson process is approximated with the translated gamma process, the parameters of the translated gamma process are calculated according to the moments of the net of reinsurance process. The net of reinsurance loading factor, θ net , is calculated by using the net of reinsurance premium income as:
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The insurance loading factor is obtained by using the parameters of the translated gamma process. Since θ = θ(1 + kβ/α), we have the following result for the net of reinsurance loading factor under the translated gamma process approximation:
Therefore, ψ SG (βu) approximates ψ(u) in (8) by using the premium loading factorθ, under the translated gamma process approximation.
Dickson [19] describes a constraint for the retention level M under the excess of loss reinsurance. When the individual claim amount has an exponential distribution with a parameter of one,
When the individual claim amount is distributed exponentially with parameter α, the moments of the insurer's individual claim amount can be obtained in terms of the incomplete gamma function [27] :
where γ(k, M) is the incomplete gamma function and defined as:
When the individual claim amount has a Pareto distribution with parameters γ and δ, the moments of the insurer's individual claim amount cannot be expressed in a simple closed form as in the exponential case [27] .
The first three moments of the insurer's individual claim amount are obtained as:
In this study, the translated gamma approximation is preferred since it is easily applicable and it fits to the aggregate claims distribution better than the other approximations.
Optimal Reinsurance Criteria
Karageyik and Dickson [17] define the optimal reinsurance criteria as released capital, expected profit and expected utility. They study the finite time translated gamma process approximation on the classical risk process and investigate the optimal reinsurance that makes the reinsurance criteria maximum when the finite time ruin probability is minimum.
Although we refer to the earlier work of Karageyik and Dickson [17] , the focus of this paper is different. We explore the possibility of five reinsurance criteria on the determination of the optimal reinsurance in the infinite time case. Contrary to the finite time case, only differences on pairs of insurance and reinsurance loading factors cause significant changes in the values of these criteria.
We begin with investigating alternatives between defined smallest and largest points. We assume that the starting point refers to the minimum initial surplus (u S ), which makes the ruin probability equal to 0.01 when the reinsurance arrangement is valid. It is not possible to get a ruin probability under this certain level if the reinsurance arrangement exists. The ending point refers to the largest initial surplus, (u L ), such that the ruin probability equals 0.01 when there is no reinsurance. We begin with the smallest initial surplus u S and increase this value by 0.1 or 0.05 to the largest initial surplus u L . Once we reach the largest initial surplus, the insurance company does not need to make a reinsurance arrangement to satisfy the 0.01 ruin probability. We calculate the corresponding retention level for each initial surplus. Hence, we obtain an outcome set that represents all possible combinations of the reinsurance level and corresponding initial surplus between the starting and ending points.
Released Capital
Released capital, RC, is defined as the difference between the largest and the required initial surplus of each alternative, which makes the ruin probability equal to a certain level [17] . In general, there is a unique reinsurance level that satisfies 0.01 ruin probability for each initial surplus. However, in some cases, there is more than one possible retention level that satisfies the same ruin probability. In these cases, we prefer to use the higher retention level, since we aim to maximize the expected profit. The released capital is calculated as:
Expected Profit
Insurance expected profit, P, is calculated as the difference between the net insurance premium income c * (3) and the insurer's expected total claim, E[S I ], as below:
Under the classical risk model, according to the expected value premium principle with insurance loading factor θ and reinsurance loading factor ξ, the insurer's expected profit is obtained as:
Expected Utility
The insurer's wealth U is described from the insurer's point of view as:
To avoid confusion of the notations, initial surplus is presented by u 0 instead of u. Dickson [19] considers some mathematical functions, such as exponential, logarithmic, quadratic and fractional power, as the suitable forms of the utility functions.
Exponential Utility
The exponential utility function is defined as:
where B is the parameter of the utility function. The expected utility of the insurance's wealth, EeU, is:
E exp B S I shows the moment-generating function of the (net of reinsurance) aggregate claim amount random variable under the translated gamma process as:
It is provided that β defined in (7) is greater than B [17] .
Fractional Power Utility
The fractional power utility function is defined as:
where B is the parameter of the utility function. The expected fractional power utility of the insurance's wealth, denoted as E f U, becomes:
Logarithmic Utility
The logarithmic utility function is defined as:
where B is the parameter of the utility function. The expected logarithmic utility of the insurance's wealth, denoted as ElU, becomes:
In this study, we cannot use the quadratic utility function, since it does not show the pattern of the optimal values due to the parabola curve.
Multi-Criteria Decision Making
Multi-Criteria Decision Making (MCDM) is used when making decisions in multiple, inconsistent criteria. Hwang and Yoon [28] describe the common characteristics of MCDM problems, such as each problem has multiple objectives/attributes; multiple criteria conflict with each other; each objective/attribute has a different unit of measurement; and solutions are explained as the best alternative among all possible alternatives.
MCDM is classified into two categories depending on whether the problem is a selection problem or a design problem. Multiple-Attribute Decision Making (MADM) is developed to select the best alternative in a set, whereas Multiple-Objective Decision Making (MODM) is developed to design the best alternative. MODM is related to designing a problem, and it depends on making the final decision, rather than selecting the best alternative. Therefore, we focus on MADM methods on determining the optimal retention levels.
Multiple-Attribute Decision Making
MADM is an approach that is applied on solving the problem among a finite number of alternatives. The MADM method indicates how attribute information is to be processed in order to arrive at a choice [29] . MADM is a widely-used tool, and it is investigated in different types of working areas, such as business, academic, public or personnel [30] . Hwang and Yoon [28] classify the methods for MADM according to different forms of preference information of the decision maker.
In methods for cardinal preference of the attribute given the decision maker's cardinal preferences of attributes are required. In the expression of the inter-attribute preference information, methods for the cardinal preference of the attribute given are commonly preferred. These methods can be categorized into six main methods: the Linear Assignment Method (LAM), the Simple Additive Weighting (SAW) method, the Hierarchical Additive Weighting Method (HAWM), the Analytical Hierarchy Process (AHP), the Elimination and Choice Translating Reality (ELECTRE) and the Technique for Order Preference by Similarity to the Ideal Solution (TOPSIS).
The LAM method is suggested by Bernardo and Blin [31] and depends on a set of attribute rankings and a set of attribute weights. In spite of this method's simplicity, it does not cover the basic linear requirement, such as finding an overall ranking that simultaneously uses all of the information, not just the sum of the ranks. Furthermore, this method may not be conventional in all applications because of the requirement of the attribute-wise rankings. The SAW method is probably the best known and widely-used method for MADM analysis. However, the SAW method requires that the value of the attributes must be comparable and in numerical form. Hwang and Yoon [28] clarify the ELECTRE method as "Alternatives can be compared by using the pairwise comparison of alternatives based on the degree which evaluations of the alternatives. The preference weights are clarified confirm or contradict the pairwise dominance relationship between alternatives." In this study, we focus on the AHP and TOPSIS methods because they allow us to assess the optimal levels better.
Suppose that D is a decision matrix, and there are m alternatives A 1 , A 2 , · · · , A m and n decision attributes (criteria) C 1 , C 2 , · · · , C n . Let x ij denote the attribute (criteria) value of A i on C j for i = 1, 2, · · · , m; j = 1, 2, · · · , n in D matrix. Table 1 presents the decision matrix. Table 1 . Decision matrix for MADM methods.
Alternatives (A i )
Attributes (Criteria) (C j )
In MADM, the importance of each attribute is described by the weights of attributes. A set of weights for n attributes is shown as:
where n ∑ j=1 w j = 1.
The Analytical Hierarchy Process
The Analytical Hierarchy Process (AHP) decomposes the decision problem into a system of hierarchies of objectives, attributes (criteria) and alternatives. The decision maker evaluates the relative importance of the various elements by pairwise comparisons. Saaty [32] identifies the AHP as a method that converts evaluations to numerical values (weights or priorities), which are used to calculate a score for each alternative.
Saaty [33] introduces a method which depends on the scaling of importance by using the principle eigenvector of a positive pairwise comparison matrix. Moreover, Saaty proposes to use an intensity scale of importance for activities in the eigenvector method instead of the pairwise comparison matrix.
The scale and its description of Saaty's pairwise comparison matrix is given in Table 2 . This pairwise comparison matrix is used to compare the criteria according to their importance. The main steps of AHP are as follows:
1 Make pairwise comparisons:
A pairwise comparison matrix is obtained by using Saaty's matrix to use a scale of relative importance. By using Saaty's pairwise comparison matrix, an initial matrix is obtained. In this matrix, the principal diagonal contains entries of one, as each factor is as important as itself, and the rest of the entries have comparable importance. Making the pairwise comparison is applied to each attribute.
Synthesize judgments:
Synthesization is an identification and calculation process of the priority of each criterion according to its contribution to the aim of the decision. The synthesize judgments have the following steps:
Step 1: The summation of the values in each column of the pairwise comparison matrix is found,
Step 2: Each element is divided by its column total value (the normalized pairwise comparison matrix), Step 3: The average of elements in each row is calculated (relative priorities-priority index).
3 Check for consistency:
In the consistency step, several pairs are compared by considering the consistency of the pairwise judgments. The degree of consistency is measured by the following steps:
Step 1: The pairwise comparison matrix and its relative priorities are multiplied,
Step 2: The weighted sum vector elements is divided by the associated priority value,
Step 3: A consistency index (CI) is calculated by the average of the values of Step 2, that is to say the maximum eigenvalue λ max , such that:
Step 4: A consistency ratio (CR) is calculated as:
where RI denotes the random index, and it is calculated according to the value of n, as given in Table 3 . In general, it is assumed that if CR ≤ 0.1, the consistency is acceptable. However, if the consistency is unacceptable, pairwise comparisons should be revised.
In the AHP method, the geometric mean method is also commonly used to determine the relatively normalized weights of the attributes instead of the arithmetic mean. The detailed information about this method can be found in Saaty [32] , Saaty [34] , Saaty [35] and Saaty [36] .
TOPSIS Method with Euclidean Distance
The Technique for Order of Preference by Similarity to ideal Solution (TOPSIS) is suggested by Hwang and Yoon [28] to determine the best alternative based on the concepts of a compromise solution. The compromise solution can be regarded as choosing the solution with the shortest Euclidean distance from the ideal solution and the farthest Euclidean distance from the negative ideal solution. The ranking of the alternatives is calculated according to the relative proximity to the ideal solution.
The TOPSIS method is the most preferred decision technique, and in most studies, this method is also stated as the best alternative method among the MADM methods. The TOPSIS methodology has been applied to a wide range of areas. All studies about the TOPSIS method since 2000 are classified in Behzadian et al. [37] . The findings of this study suggest that the areas and global interest in the TOPSIS method gradually increase. The procedures of the TOPSIS method are described as follows.
Step 1: The decision matrix is normalized by using the vector-normalization technique:
where r ij is the normalized value, i = 1, 2, · · · , m, j = 1, 2, · · · , n.
Step 2: Weighted-normalized values are calculated by using the weight vector w = (w 1 , w 2 , · · · , w n ).
Step 3: Let the positive ideal points and negative ideal points (anti-ideal) be S + and S − , respectively.
The positive ideal points are equivalent to the maximum value under each criterion:
and the negative ideal points are equivalent to the minimum value under each criterion:
where J = {j = 1, 2, · · · , n|j associated with benefit criteria} and J = {j = 1, 2, · · · , n|j associated with cost criteria}.
Step 4: The distance between each alternative is calculated by using n-dimensional Euclidean distance. The distance between the alternative A i and the ideal solution is:
and the distance between the alternative A i and the negative-ideal solution is:
Step 5: The relative closeness of each alternative to the ideal solution (closeness index) is calculated as:
where
The results are sorted according to the value of C i . A higher C i means that A i is a better solution.
TOPSIS Method with Mahalanobis Distance
The traditional TOPSIS method is based on the Euclidean distance measure, and it is assumed that there is no relationship between the attributes. This approach suffers from information overlap and either overestimates or underestimates the attributes that take slack information (Wang and Wang [38] ).
When attributes are dependent and influence each other, application of the TOPSIS method based on Euclidean distances can lead to inaccurate estimation of the relative significances of alternatives and cause improper ranking results (Antucheviciene et al. [39] ). For this reason, another distance measure technique, the Mahalanobis distance, is suggested instead of Euclidean distance in the TOPSIS method.
The Mahalanobis distance is also called quadratic distance and introduced by Mahalanobis [40] . For a multivariate vector x = (x 1 , x 2 , x 3 , . . . , x N ) T from a group of observations with mean µ = (µ 1 , µ 2 , µ 3 , . . . , µ N ) T and the covariance matrix Σ, the Mahalanobis distance is defined as follows:
The Mahalanobis distance is standardized via the factor of inverse of covariance matrix Σ −1 . This distance measure depends on the covariance between variables, and it can give some information about the similarities of an unknown sample to a known one.
When the attributes are not related to one another, the weighted Mahalanobis distance and the weighted Euclidean distance will be equivalent (Wang and Wang [38] ).
References to the TOPSIS method with Mahalanobis distance can be found in a number of papers, such as Wang and Wang [38] , Garca et al. [41] , Ching-Hui et al. [42] and Lahby et al. [43] .
Let the ideal solution and negative ideal solution (anti-ideal solution) be S + and S − , respectively, as in the case of TOPSIS, and A i denote the i-th alternative. Hence, the Mahalanobis distance from A i to the ideal solution point is calculated as:
Similarly, the Mahalanobis distance from A i to the negative ideal solution point is calculated as: where w is the weight vector, such as w = (w 1 , w 2 , · · · , w n ) and Ω is defined as
The closeness of each alternative is given as:
The results for each alternative are sorted according to the value of c i . A higher c i suggests that A i is a better solution.
Numerical Analysis
In this section, we present some numerical examples on determining the optimal initial surplus and retention level under the minimum ultimate ruin probability and maximum reinsurance criteria. We make the following assumptions: the individual claim amount has an exponential distribution with a probability density function f (x) = e −x and Pareto distribution with a probability density function f (x) = α β [1 + Individual claim amounts are assumed to have the exponential and Pareto distributions, which have different tail structures. Pareto is a heavy-tailed distribution, which is essential for modeling extreme losses, whereas exponential is a light tailed distribution. Hence, we can investigate the effects of different individual claim distributions on optimal values. The expectations of the aggregate claims are the same; however, the variances are different.
A set of alternatives which consists of initial surplus and retention level pairs is calculated under the ultimate ruin probability constraint. The insurer's released capital, expected profit, exponential, logarithmic and fractional expected utilities are calculated by using these pairs. In the decision analysis part, we use both the AHP and TOPSIS method to select the optimal initial surplus and reinsurance level. The algorithm for the excess of loss reinsurance can be summarized as follows.
Step 1: Calculation of the ultimate ruin probability under the translated gamma process approximation:
In the calculation of the ultimate time ruin probability, we obtain the parameters of the translated gamma process and the loading factor,θ, by using (7) and (11), respectively. Then, we use this loading factor in the calculation of the probability of ruin under the standardized gamma process with the premium loading factorθ being ψ SG (βu), with ψ SG defined in (8).
Step 2: Calculation of the largest initial surplus under the minimum ultimate ruin probability:
The largest initial surplus is obtained from (8) , such that this probability equals 0.01. The largest initial surplus depends only on θ, since the reinsurance is not involved in this case. When the individual claim has an exponential and Pareto distribution, the largest initial surpluses, which are calculated according to two different insurance loading factors θ = 0.1 and θ = 0.2, are given in Table 4 . The results show that when the individual claim amount has a Pareto distribution, the required largest initial surplus is higher than in the exponential case.
Step 3: Calculation of the smallest initial surplus under the minimum ultimate ruin probability:
When the reinsurance arrangement is involved, moments of the insurer's net individual claims are calculated for the exponential claims by using (12) and for the Pareto claims by using (13)- (15) . Then, the parameters of the translated gamma process are calculated according to (7) . Hence, by using these parameters, the loading factorθ is calculated by (11) , and then, we integrate this loading factor into (8) . The smallest initial surplus that makes the ruin probability equal to 0.01 is calculated by using the one-dimensional optimization technique, which searches the interval from lower to upper for a minimum or maximum value of (8) in R programming. The corresponding retention levels M of the smallest initial surplus are calculated.
In the calculation of the smallest initial surplus u S and the corresponding retention level M, four different premium loading factors (θ, ξ) are used: (0.1, 0.15), (0.1, 0.2), (0.1, 0.3) and (0.2, 0.3). These loading factors are the same as in Dickson and Waters [25] . The smallest initial surpluses under the excess of loss reinsurance are given in Table 5 . These smallest initial surpluses are used as the starting points of the alternative set. As seen in Table 5 , the required smallest initial surplus for the Pareto claims is higher than in the exponential case. The same situation is observed for the largest initial surplus.
Step 4: Constitution of the alternative set that consists of the pair of initial surplus and retention level:
We design a set of alternatives that consist of the pair of initial surplus and retention level. We begin with the smallest initial values u S and increase this value by 0.1 or 0.05 to the largest initial surplus u L . Then, we calculate the corresponding retention level for each initial surplus. Hence, we obtain an outcome set that presents all of the possible combinations of the retention level and the corresponding initial surplus. Each pair of outcome sets is denoted as (u M , M).
Step 5: Calculation of the optimal reinsurance criteria according to the initial surplus and the retention level:
The set of (u M , M) is used in the calculation of the optimal reinsurance criteria. The released capital is calculated as u L − u M ; the expected profit is calculated by (16) ; and expected utilities are calculated by (17)- (19), respectively. For the calculation of expected profit, the parameters of the translated gamma process α, β and k are needed. These parameters are calculated according to the retention level, M. However, in the calculation of the expected utility, not only the retention level, but also the initial surplus u M is needed. Tables 6 and 7 illustrate each alternative initial surplus and retention level pair with their corresponding optimal reinsurance criteria for four different loading combinations under the exponential and Pareto claim case, respectively.
The analysis indicates that because of the high variance of the Pareto distribution, the differences between the starting point (smallest initial surplus) and the ending point (largest initial surplus) under each criterion are higher than those in the exponential claims case. In particular, we can see a huge range in the expected profit and released capital by comparing with the exponential claims. Figure 1 shows the behavior of five criteria when θ = 0.1 and ξ = 0.15 for the exponential claims under the excess of loss reinsurance. The x-axis of this graph shows the number of the alternatives for the pair (u M , M), while the results of the five criteria appear on the y-axis. We prefer to use a plot with five y-axes and one shared x-axis because of the different scales. We can see that each criterion has a different pattern. In the excess of loss reinsurance, as the initial surplus increases, the corresponding retention level also increases in order to get a fixed ruin probability, such as 0.01. When the pair (u M , M) increases, the released capital decreases. However, both the expected profit and the expected utility functions increase with different slopes.
It can be clearly seen that the released capital declines steadily to the level of zero as the initial surplus closes to u L . The expected profit increases with a decreasing slope. The first alternative begins with the maximum released capital and the minimum expected profit and minimum expected utility. Conversely, the last alternative has the maximum expected profit and expected utility and the minimum released capital.
Step 6: Decision of the optimal pair of initial surplus and retention level under the AHP and TOPSIS methods:
In order to decide the optimal pair of initial surplus and retention level (u M , M), we use the AHP and TOPSIS methods with four normalization and two distance measure techniques. In the TOPSIS method, we use the Euclidean and Mahalanobis distances. In the TOPSIS method with the Mahalanobis distance, we investigate the relationship between the criteria by using the vector-normalized covariance matrix. The relative proximity to the ideal solution for each alternative is used in deciding the optimal pairs (u M , M). In the decision process, it is required to state how criteria or alternatives affect each other. In our study, five criteria have different scales and maximum/minimum levels.
In order to obtain a comparable scaled values and pairwise comparisons matrix, we use four different normalization techniques: AHP-1, AHP-2, AHP-3 and AHP-4.
AHP-1 uses the linear scale transformation normalization technique. The normalized values are obtained by dividing the outcome of a criterion by its maximum value. Then, we assume that the maximum normalized value of the criterion is equal to nine as in Saaty's matrix (Table 2 ) (Hwang and Yoon [28] ). Thus, the scale of measurement varies precisely from 1-9 for each criterion. AHP-2 uses the vector normalization technique as used in the TOPSIS method in (20) . AHP-3 uses the min-max normalization technique, which is given below:
.
AHP-4 uses the automating pairwise comparison technique [32] . In this technique, a pairwise comparison matrix B (j) is comprised of the m criteria, j = 1, 2, · · · , m. The matrix B (j) is a n × n real matrix, where n is the number of alternatives. Each element b ih of B (j) can be computed as:
ih of B (j) can be computed as:
The key limitation of this technique is the assumption of a linear relationship between the difference of I Since the variance and covariance values of the expected utility criteria are small, the expected utility criteria seem to be more ineffectual criteria than the others. However, the variance of a set of outcomes for the released capital is higher than the variance of the corresponding outcomes for other criteria, so it has a dominant impact on decision making. Firstly, we calculate the optimal initial surplus and retention level assuming that five criteria have the same importance. Then, we observe the changes in the optimal pairs by modifying the weight of the released capital in the range from 0-1. Table 8 presents the optimal initial surplus and retention level for the exponential and Pareto claims with four different loading combinations under two TOPSIS and four AHP methods. In this calculation, it is assumed that equal weights are allocated to each criterion, such as 1/5. From this table, it can be seen that the optimal pairs in the Pareto case are higher than in the exponential case for all methods. In addition, the optimal levels increase when the reinsurance loading factors increase, since the higher reinsurance premium causes a decrease on the expected profit. Based on the results, the following conclusions can be drawn. First, the results show that the distance measure has a vital role in optimality. The TOPSIS method with the Mahalanobis distance gives smaller optimal pairs than the TOPSIS method with the Euclidean distance. The most likely explanation for this situation is the effect of dependency between the criteria. When the criteria are affected by each other, there will be some changes on the optimal pairs. Hence, we can see that the TOPSIS method with the Mahalanobis distance gives more accurate and conservative results than the Euclidean case. Second, Table 8 shows that the normalization technique plays an important role in optimality. AHP-1, AHP-2 and AHP-4 give slightly different optimal results than the TOPSIS method, whereas AHP-3 provides quite different optimal levels than the other methods. The underlying reason for this discrepancy is the normalization technique. AHP-3 depends on the normalization technique, which is calculated as dividing (x ij − min(x ij )) by (max(x ij ) − min(x ij )). The denominator gives the range of the set of data, the difference between the highest and lowest values in the set. The range of the released capital is the highest among the other criteria. In addition, the numerator leads with zero in the starting point of the expected profit and expected utility since the starting point of these criteria are equal to their minimum values. Hence, the normalized values of each criteria except the released capital criterion are increasing towards the last points of the set of alternatives. Therefore, optimal levels that are closer to the no-reinsurance case (high initial surplus and high retention level) are determined as the optimal strategy.
The AHP-4 method produces very close optimal results to the TOPSIS methods since the pairwise comparison techniques are used. This normalization technique is efficient especially when the difference between alternatives is based on a linear structure. In our analysis, since each alternative has a linear form, this normalization technique is more suitable than the other normalization techniques.
In order to verify the validity of the optimal pairs, we carry out different scenarios. We check for the presence of the criteria weights on the optimal pairs. We observe the changes on the optimal levels when the weight of the released capital varies between zero and one. We choose the released capital since it has the highest variance compared with other criteria. The equal weight assumption does not enable us to compare the optimal results visually because of the small variance of the expected utility. Therefore, we assume that the weight of the expected profit equals the summation of the weight of the expected utility criterion. Figure 2 presents the optimal initial surplus u * and optimal retention level M * , for the exponential claims when the weight of the released capital changes between zero and one. Figure 2a presents the optimal retention levels for six methods separately. The optimal levels are obtained as the maximum point of the closeness index in the TOPSIS method and the priority index in the AHP method. When the weight of the released capital increases, the optimal levels get closer to the point where the released capital is maximum. When the weight of the released capital is zero, the optimal levels are obtained at the maximum points of the expected profit and expected utility. It can be clearly seen that the shapes of the optimal levels are different for each method. The significant limitation exists in AHP-4, after the level where each criterion has the same importance, the optimal retention levels are obtained at the points where the released capital has its maximum level. Figure 2b presents changes in the optimal retention levels according to six methods in the same scale, whereas Figure 2c shows the changes in the optimal initial surplus. Figure 3 presents the optimal initial surplus u * and optimal retention level M * for the Pareto claims when the weight of the released capital changes between zero and one. It is seen that Pareto and the exponential distributions give compatible results. We can observe that when the weight of the released capital increases, the optimal pairs go towards the level where the released capital has its maximum. The pattern of the optimal levels does not change for both individual claim assumptions; however, the range of the optimal pairs in Pareto claims is wider than in the exponential case.
However, as can be seen from both figures, the TOPSIS method with the Mahalanobis distance gives different optimal pairs compared to the other methods. The results show that the dependency has a significant effect on the determination of optimal reinsurance levels. In order to verify our method, we compare optimal pairs according to the changes on the weights of the expected profit and expected utility functions. These results are consistent with the findings of the released capital case. We can observe that when the weights of the expected profit or expected utility functions increase, the optimal pairs go towards their maximum level, as well.
Conclusions
In this paper, we have determined the optimal initial surplus and retention level under different constraints by using the translated gamma process approximation on infinite time horizons. From the research that has been performed, it is possible to conclude that the optimal initial surplus and retention level can vary according to optimal reinsurance criteria: released capital, expected profit and exponential-fractional-logarithmic utility functions under the minimum ultimate ruin probability. Our study implies that the dependency between the criteria causes significant changes in optimal levels. In the multi-attribute decision making process, we have compared the AHP and TOPSIS method with different normalization and distance measure techniques. Based on the results, it can be concluded that the normalization techniques and distance measures have a vital role in determining the optimal levels. The proposed method can be readily used in practice. In addition, the approach is applicable to different individual claim distributions and reinsurance arrangements. The findings suggest that this approach can be useful on determining the optimal reinsurance level for different criteria under the minimum ultimate ruin probabilities.
