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Abstract
We introduce an analogue of the Robinson–Schensted correspondence for skew oscillating semi-standard tableaux that generalizes
the correspondence for skew oscillating standard tableaux. We give a geometric construction for skew oscillating semi-standard
tableaux and examine its combinatorial properties.
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1. Introduction
The Robinson–Schensted correspondence is a bijection between permutations and pairs of standard tableaux of the
same shape, originally discovered by Robinson [6,11] and later found in a little different form by Schensted [10].
After generalization to the family of generalized tableaux by Knuth [5], various analogues of the Robinson–Schensted
correspondence have been produced on different kinds of tableaux [3,7–9,13]. More recently, this correspondence has
been extended to the oscillating standard tableaux and skew oscillating standard tableaux [4,12]. Chauve and Dulucq [1]
have given a geometric version of this correspondence for skew oscillating tableaux by using the geometric construction
of Viennot for standard tableaux [8,13]. In this article, we consider the extension of the works of Chauve and Dulucq [1]
for this correspondence to the family of skew oscillating semi-standard tableaux. In Section 2, we give basic deﬁnitions
about generalized biwords and skew oscillating semi-standard tableaux and in Section 3, we describe an algorithm for
constructing a Robinson–Schensted correspondence for skew oscillating semi-standard tableaux. The algorithm is an
extension of the algorithm for skew oscillating standard tableaux given in [1]. Next, we give a geometric construction
of a generalized biword by applying the works of Viennot [8,13], Chauve and Dulucq [1].
2. Deﬁnitions and notations
Let = (1, . . . , k), 1 · · · k , be a partition of n such that ∑ki=1i = n. The partition  can be displayed by a
Ferrers diagram with the part i in the row i. If  ⊆ , then the corresponding skew shape / is the set {c|c ∈ , c /∈ }.
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If |/|=n, then we write /n and say that / is a skew partition of n. A skew semi-standard tableau S of the shape
/ is a labelling of the cells of / with positive integers so that the rows are strictly increasing and the columns are
weakly increasing. ∅ denotes the empty tableaux of the shape  (or a skew tableau of the shape /). (/) denotes
the set of skew semi-standard tableaux of the shape /. S(i, j) denotes the label of the cell in the ith row and j th
column of a skew semi-standard tableau S so that k ∈ S means k = S(i, j) for some i, j . (/) denotes the set of
tableaux of shape /with rows strictly decreasing and columns weakly decreasing. For example, when = (5, 4, 3, 1)
and = (2, 2), the two following tableaux belong to (/) and (/) respectively:
2 3 5
2 5
1 3 6
1
7 3 2
6 3
5 4 3
1
Four kinds of insertions and deletions in a skew semi-standard tableau are deﬁned below. Let S be a skew semi-
standard tableau of shape /.
1. The external insertion inserts an integer x in S by using the Knuth–Robinson–Schensted algorithm [2,5]. We denote
the new tableau obtained after this insertion by ExtI(S, x). The inverse process is called external deletion, denoted
by ExtD(S, x), which ends with the expulsion of an integer out of S.
2. The internal insertion occurs only in a cell (u, v) of S such that (u, v) /∈  and it belongs to one of three cases: (i)
(u− 1, v) ∈  and (u, v − 1) ∈ , (ii) v = 1 and (u− 1, v) ∈ , (iii) u= 1 and (u, v − 1) ∈ . The internal insertion
of the cell (u, v) inserts the integer x =S(u, v) from the row u+1 using the external insertion algorithm. We denote
the new tableau by IntI(S, (u, v)). The external deletion is called internal deletion if it ends in ﬁlling a cell of .
IntD(S, (u, v)) denotes the internal deletion.
3. The empty insertion adds an empty cell (u, v) to S such that (u, v) /∈ , satisfying (i) (u−1, v) ∈  and (u, v−1) ∈ ,
(ii) u = 1, (u, v − 1) ∈  or (iii) v = 1, (u − 1, v) ∈ . EmpI(S, (u, v)) denotes the new tableau obtained after the
empty insertion and the inverse process is called empty deletion, denoted by EmpD(S, (u, v)).
4. A cell can simply be attached or erased without using the insertion algorithms and the deletion algorithms. The
tableau must remain in a semi-standard tableau after attaching a cell.
Example 2.1.
P =
3 7
2 4
2
EXtI(P, 6) =
3 6
2 4 7
2
EXtD(P, 3) =
4 7
2
2
IntI(P, (2, 2)) =
3 7
4
2
2
IntD(P, (3, 2)) =
2 3 7
2 4
EmpI(P, (5, 1)) =
3 7
2 4
2 EmpD(P, (4, 1)) =
3 7
2 4
2
A skew oscillating semi-standard tableau of length n is a sequence of skew semi-standard tableaux P =(P0, P1, . . . , Pn)
wherePk is obtained fromPk−1 by an insertion or a deletion of a cell.n(/ → /) denotes the set of skew oscillating
tableaux P = (P0, P1, . . . , Pn) of length n satisfying the following conditions:
(1) the shape of P0 is /, and the shape of Pn is /,
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(2) Pk is obtained from Pk−1 by attaching a cell with a label (without using the insertion algorithms) or a deletion of
a cell by external deletion, internal deletion or empty deletion.
(3) if xi, xj , . . . , xm are inserted, respectively, in Pi, Pj , . . . , Pm, i < j < · · ·<m, then xixj  · · · xm.
For example, if = (2, 2), = (2), = (3, 1, 1), and = (1) then the following tableaux belong to 5(/ → /).
P1 is obtained from P0 by attaching a cell with a label 1 in P0, P2 is obtained from P1 by the internal deletion
P2 = IntD(P1, (2, 2)), P3 is obtained from P2 by the external deletion P3 = ExtD(P2, 2), P4 is obtained from P3 by
attaching a cell with a label 4 in P3, and P5 is obtained from P4 by attaching a cell with a label 5 in P4.
1 2 1 2
1
1
1
2
1
1
1
P0 P1 P2 P3 P4 P5
1
4
1
1
4 5 .
For a P ∈ n(/ → /), we deﬁne a set of nondecreasing sequences of positive integers in relation to P, IP =
{a|a = {a1, a2, . . . , an}}, where a0 = 0a1 · · · an and ak = x if Pk = Pk−1 + (u, v) with Pk(u, v) = x for
1kn. A sequence a of the example above is {0, 1, a2, a3, 4, 5}, where a2, a3 can be any positive integers satisfying
1a2a34.
A skew oscillating semi-standard tableau of (∅ → /) having only insertion steps is a skew semi-standard
tableau of shape /; the label of a cell being given by its creation. A generalized biword 	 on [m] = {1, 2, . . . , m}
is a sequence of vertical pairs of positive integers of [m], 	 =
(
u1
v1
u2
v2
...
...
un
vn
)
where u1u2 · · · uk , uivi for
i = 1, . . . , k, and vivj if ui = uj . 	ˆ denotes the top row of 	 and 	ˇ its bottom row.
GB denotes the set of generalized biwords. The length of 	 is the number of pairs of ( ui
vi
), or |	| = n. GBn denotes
the set of generalized biwords of length n.
3. Generalized biwords and skew oscillating semi-standard tableaux
We give a description of an algorithm to examine the relation between skew oscillating semi-standard tableaux and
the triples (S, U, 	) ∈ ∪⊆∩[(/) × (/)] × GB.
Algorithm OSCIL. (i) The input is (S, U, 	) ∈ ∪⊆∩[(/) × (/)] × GB.
(ii) The output is (P, I ) where P ∈ n(∅ → /), and I ={i0 =0, i1, i2, . . . , in} ∈ IP , i.e., I satisﬁes the following
conditions:
(1) {i1, . . . , in} is a nondecreasing sequence of positive integers,
(2) if Pk = Pk−1 + (u, v), with Pk(u, v) = a, then ik = a.
We make a sequence of nonnegative integers I={i0, i1, i2, . . . , in} such that n=|S|+|U |+|	|, i0=0 and {i1, . . . , in}
is a sequence of the rearranged elements of S, U, 	ˆ, and 	ˇ in nondecreasing order.
Let Pn = S, Un = U , 	n = 	. For k from n to 1:
(a) If the pairs ( ik
x
), (
ik+1
y
), . . . , (
ik+m
z
), ik = ik+1 =· · ·= ik+m, xy · · · z, belong to 	k , then Pk−1 = ExtI(Pk, x),
Uk−1 = Uk , and erase the pair ( ikx ) in 	k to obtain 	k−1.(b) Else if Pk(u1, v1)= · · · =Pk(um, vm)= ik , (v1 < · · ·<vm), then erase the cell (um, vm) of Pk to obtain Pk−1, and
we have Uk−1 = Uk and 	k−1 = 	k .
(c) Else if U(u1, v1) = · · · = U(um, vm) = ik , (v1 < · · ·<vm), and the cell (u1, v1) exists in Pk (with label x), then
Pk−1 = IntI(Pk, (u1, v1)), and erase ik in the cell (u1, v1) of Uk to obtain Uk−1 and 	k−1 = 	k .
(d) Else Pk−1 = EmpI(Pk, (u1, v1)), and erase ik in the cell (u1, v1) of Uk to obtain Uk−1 and 	k−1 = 	k .
Finally, the tableaux Pk have respective shapes k/k . We obtain P = (P0, . . . , Pn) ∈ n(∅ → /) and I =
{i0, i1, . . . , in} ∈ IP satisfying that ik = a when Pk = Pk−1 + (u, v), with Pk(u, v) = a.
Algorithm OSCIL−1. (i) The input is (P, I ) where P ∈ n(∅ → /) with  ⊆  ∩  and I ∈ IP .
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(ii) The output is a triple (S, U, 	) ∈ ∪⊆∩[(/) × (/)] × GB.
Let 	0 = ∅ and U0 = P0. For k from 1 to n:
(a) If Pk = Pk−1 + (u, v), then Uk = Uk−1 and 	k = 	k−1.
(b) Else (Pk = Pk−1 − (u, v)), we have three cases:
(b1) if the deletion is external (x ejected out of Pk−1), then add the pair (ik, x) to 	k−1 to obtain 	k and Uk =Uk−1,
(b2) else if it is internal (the cell Pk−1(u, v) with label x is erased), then label the cell Uk−1(u, v) with ik to obtain
Uk and 	k = 	k−1,
(b3) else label the cell Uk−1(u, v) with ik to obtain Uk and 	k = 	k−1.
Finally, we obtain S = Pn, U = Un, and 	= 	n.
Example 3.1. In the following, the ﬁgure shows the application of the algorithms OSCIL and OSCIL−1.
k = 0 1 2 3 4 5 6 7 8 9
ik = 0 1 1 2 2 3 3 5 5 5
Pk = 1 2 2 2
5
2
5
5
2
5
5
Uk = 2 2 2
3
3
3
2 3
3
2 3
3
2 3
3
2
πk =
1
1
1
1
1
1
1
1
1
1
1
1
1
1
15
12
0 0
Theorem 1. Let ,  be ﬁxed partitions. There is a bijection 
 from triples (S, U, 	) of ∪⊆∩[(/)×(/)] ×
GB to (P, I ) with skew oscillating semi-standard tableaux P of n(∅ → /), n = |S| + |U | + |	|, and I =
{i0, i1, i2, . . . , in} ∈ IP .
Proof. For a triple (S, U, 	) ∈ ∪⊆∩[(/) × (/) × GB], we make a nondecreasing sequence I =
{i0, i1, i2, . . . , in} with i0 = 0 and {i1, i2, . . . , in} being the sequence of the rearranged elements of S, U, 	ˆ, and 	ˇ
in nondecreasing order. A skew oscillating semi-standard tableaux P ∈ n(∅ → /) results by applying the
algorithm OSCIL with Pn = S, Un = U , and 	n = 	.
To give the inverse operation, we construct a sequence (S0, U0, 	0) = (P0, P0,∅), (S1, U1, 	1), . . . , (Sn, Un, 	n) =
(S, U, 	) from P and IP by applying the algorithm OSCIL−1. The algorithm OSCIL−1 corresponds exactly to the
inverse construction of the cell produced by the algorithm OSCIL. So (S, U, 	) is in bijection with (P, I ) (cf.
Example 3.1). 
Remark 3.1. If the skew oscillating semi-standard tableaux P ∈ n(∅ → /) has only insertion steps, the bijection

 is 
−1(P, I ) = (Pn,∅,∅).
n(/ → /) denotes the set of skew oscillating tableaux of length n, Q = (Q0,Q1, . . . ,Qn) satisfying the
following conditions:
(1) the shape of Q0 is /, and the shape of Qn is /,
(2) Qk is obtained from Qk−1 by erasing a labelled cell (without using the deletion algorithms) or an insertion of a
cell by external insertion, internal insertion, or empty insertion,
(3) if xi, xj , . . . , xm are deleted respectively from Qi,Qj , . . . ,Qm, i < j < · · ·<m, then xixj  · · · xm.
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We know that P = (P0, P1, . . . , Pn) ∈ n(/ → /) if and only if P = (Pn, Pn−1, . . . , P0) ∈ n
(/ → /).
We deﬁne a set of nonincreasing sequences of positive integers in relation to Q ∈ n(/ → /), JQ = {b|b =
{b1, b2, . . . , bn}}, where
(1) b1b2 · · · bn,
(2) if Qk+1 = Qk − (u, v) with Qk(u, v) = y, then bk = y.
Theorem 2. Let 	 be a generalized biword of length n and  be an empty partition. There is a bijection 
RS from
pairs (∅, 	) to {(P, I1), (Q, I2))} of ∪[{n(∅ → /) × IP } × {n(∅ → /) × JQ}].
Proof. According to Theorem 1, we obtain (P0 = ∅, . . . , PnPn+1, . . . , P2n = ∅) and I = {i0, i1, . . . , in, . . . , i2n}.
We get the result by taking (P, I1) = ((P0, P1, . . . , Pn(of shape/)), {i0, i1, . . . , in}) with I1 ∈ IP and (Q, I2) =
((P2n, P2n−1, . . . , Pn(of shape/)), {i2n, i2(n−1), . . . , in}) with I2 ∈ JQ. 
Taking an empty initial and a ﬁnal semi-standard tableau in Theorems 1 and 2, we have an analogue of the Robinson–
Schensted correspondence for oscillating semi-standard tableaux, as stated in the following results.
Corollary 1. Let  be ﬁxed partitions and n a ﬁxed integer. There is a bijection 
∅ from pairs (S, 	) of () × GB
such that n = |S| + |	| to pairs (P, I ) with P of n(∅ → ) and I ∈ IP .
Corollary 2. Let n be a ﬁxed integer. There is a bijection 
RS∅ from generalized biwords 	 of GB2n to pairs
{(P, I1), (Q, I2)} of ∪[{n(∅ → ) × IP } × {n(∅ → )} × JQ].
4. Geometric description of a generalized biword
In this section, we describe a generalized biword in the ﬁrst quadrant of the Cartesian plane by applying the geometric
construction for standard tableaux given by Chauve and Dulucq [1], Dulucq and Sagan [4]. We ﬁnd that the geometric
description of a generalized biword describes the behaviour of an oscillating semi-standard tableau.
First, we explain how we standardize a generalized biword, and then we give the geometric description of the
standardized biword.
Let N be a set of positive integers. We propose a new alphabet N∗ =N ∪ {j (h) : j, h ∈ N} such that
· · ·<j <j(1) < j(2) < · · ·<j + 1<(j + 1)(1) < (j + 1)(2) < · · · .
Deﬁnition 1. (i) Two line array
(
u1
v1
u2
v2
...
...
uk
vk
)
is a biword on N∗ if, for i = 1, . . . , k, ui > vi , ui, vi ∈ N∗,
u1 >u2 > · · ·>uk , and all of the ui’s and vi’s are pairwise distinct.
(ii) A standard tableau A on N∗ of shape  is a labelling of the cells of  with alphabets of N∗ so that the rows and
columns are strictly increasing.
For a given generalized biword 	=
(
u1
v1
u2
v2
...
...
un
vn
)
, if uj = uj+1 = · · · = uj+m = vi1 = vi2 = · · · = vik = a, a ∈ N,
i1 < i2 < · · ·< ik , in 	, then we change vik into a, vik−1 into a(1), and . . . , uj into a(m+k−1). The new two line array is
a biword on N∗ and we denote it by . The transformation  from 	 to , denoted by = (	), is bijective.
For example,
	=
(5 5 4 3 3 3
4 2 1 2 2 1
)
←→ =
(5(1) 5 4(1) 3(2) 3(1) 3
4 2(2) 1(1) 2(1) 2 1
)
.
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Now, we represent the biword  in the place of 	 in the part {0, 1, 2, . . . , n} × {0, 1, . . . , n} of the Cartesian plane as
follows:
• Deﬁne a map  : abscissas x (x = 0, 1, 2, . . . , n) → {(the greatest element of 	ˆ) + 1} ∪ ˆ with
(x) =
{
(the greatest element of 	ˆ) + 1 if x = 0,
xth greatest element of ˆ otherwise.
• Deﬁne a map : abscissas y (y = 0, 1, 2, . . . , n) → {0} ∪ ˇ with
(x) =
{
0 if y = 0,
yth lowest element of ˇ otherwise.
• We deﬁne valid domain as the set of points (x, y) such that (x)(y).
• For each pair (uk, vk) of , we set up the point (−1(uk),−1(vk)) which is in the valid domain.
Example 4.1. 	 is a generalized biword of GB7 and = (	):
	=
(
10 9 9 8 7 5 3
5 6 3 6 2 4 1
)
←→ =
(
10 9(1) 9 8 7 5(1) 3(1)
5 6(1) 3 6 2 4 1
)
.
The following ﬁgure represents  with white circles. The dashed line describes the limit of the valid domain, which is
slightly extended on the ﬁgure for readability.
0 1 2 3 4 5 6 7 x
11 10 9(1) 9 8 7 5(1) 3(1)  (x)
0
1
2
3
4
5
6
7
0
1
2
3
4
5
6
6(1)
 (y)    y
Deﬁnition 2. The shadow S() of a generalized biword  is the set of points (x, y) such that there is a point (x′, y′) of
the representation of  with x′x, y′y.
Shadow lines of  are deﬁned recursively. The ﬁrst shadow line L1 of  is the boundary of S(). To construct
the shadow line Li+1 of  remove the points of the representation of  lying on Li and construct the shadow
line of the remaining points. This procedure ends when there is no remaining point on the plane. The SW-corners
of a shadow line are the points of the representation of  located on this line. The NE-corners of a shadow line
are the points (x, y) of the shadow line such that (x + 1, y) and (x, y + 1) are not a part of this shadow
line [8].
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Example 4.2. Let 	 be the generalized biword given in Example 4.1. Here we have the description of shadow lines
W 1j , j = 1, 2, of = (	).
0 1 2 3 4 5 6 7
1
2
x
11 10 9(1) 9 8 7 5(1) 3(1)  (x)
0
1
2
3
4
5
6
7
0
1
2
3
4
5
6
6(1)
 (y)    y
W
1
1W
From the geometric description of  = (	), we construct an oscillating semi-standard tableaux T =
{T0 = ∅, T1, T2, . . . , T2n = ∅} as follows:
(a) Let A= {(xi)}i=1..n and B = {(yi)}i=0..n. I = {i0, . . . , i2n} describes A and B lined up in nondecreasing order.
(b) For k from 2n to 1:
If ik ∈ A and (−1(ik), y) is SW-corner of a shadow line, then Tk−1 = ExtI (Tk,(y)).
Else if ik ∈ B and (x,−1(ik)) is SW-corner of a shadow line, then Tk−1 = Tk − (u, v) with Tk(u, v) = ik .
In the following, the ﬁgure describes the skew oscillating semi-standard tableaux T = (T0, T1, . . . , T14) and the in-
creasing sequence I = {0, 1, 2, 3, 3(1), 4, 5, 5(1), 6, 6(1), 7, 8, 9, 9(1), 10} corresponding to  given in Example 4.1. We
have 
(∅,∅, ) = (T , I ) from Theorem 1 in Section 3. Let 
(∅,∅, 	) = (P, J ). If we remove the exponents of the
contents of T and I, then (P, J ) will be equal to (T , I ).
⇔
0 1 2 3 3(1) 4 5 5(1) 6 6(1) 7 8 9 9(1) 10
T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14
1 1
2
1
2
3
2
3
2
3
4 2
3
5
4 2
3
5
2
3
5
6 2
3
5
6
6(1)
3
5
6
6(1)
3
5
6(1) 5 6(1) 5
0 1 2 3 3 4 5 5 6 6 7 8 9 9 10
1 1
2
1
2
3
2
3
2
3
4 2
3
5
4 2
3
5
2
3
5
6 2
3
5
6
6
3
5
6
6
3
5
6 5 6 5
0
0
0
0
We can see that the shadow line W 11 in Example 4.2 describes the behavior of the ﬁrst cell of the ﬁrst row during the
construction of T14, T13, . . . , T0. Let A = {(xi)}i=1..n, B = {(yi)}i=0..n. Deﬁne a step function s : A ∪ B → N by
s(x) = k if x is kth lowest element of A ∪ B. The shadow line W 11 has four SW-corners at (1,5), (3,3), (5,2), and (7,1).
We have that (1) = 10 and (5) = 5 for the SW-corner (1,5). During the construction of the tableaux T14 to T0, the
ﬁrst cell of ﬁrst row is created during step s(10) = 14 with label 5, this label is replaced during step s(9) = 12 by the
label 3. The label 3 is replaced during step s(7) = 10 by the label 2 and during step s(3(1)) = 4 by the label 1, because
(5)= 7 and (2)= 2, (7)= 3(1) and (1)= 1. The cell is deleted during step s(1)= 1. In the same way the shadow
line Wij will describe the behavior of the j th cell of the ith row.
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Deﬁnition 3. The kth skeleton of a generalized biword deﬁned recursively by
1. (1) = ,
2. (k+1) =
(
(a1)
(b1)
(a2)
(b2)
...
...
(am)
(bn)
)
, where (a1, b1), . . . , (am, bm) are the NE-corners of (k). The shadow diagram of
 is the set of shadow lines of all the skeletons (k) of . The shadow lines of (k) are denoted by Wkj .
Example 4.3. Let 	 be the generalized biword given in Example 4.1. Here we have the shadow lines Wij , i = 1, 2, 3,
of the shadow diagram of = (	).
0 1 2 3 4 5 6 7 x
11 10 9(1) 9 8 7 5(1) 3(1)  (x)
0
1
2
3
4
5
6
7
0
1
2
3
4
5
6
6(1)
 (y)    y
1
2W
2
2W
3
1W
1
1W
2
1W
Let A = {(xi)}i=1..n and B = {(yi)}i=1..n. Deﬁne a function d : A ∪ B ∪ {(0),(0)} → 0 ∪ [2n + 1] by
d(x) =
{2n + 1 if x =(0),
0 if x = (0),
i if xis ith lowest element of A ∪ B.
Let 	 be a generalized biword such that  = (	) and 
() = 
(∅,∅, ) = (T , I ). Let Wij be the shadow line for (i)
the ith skeleton of . We show that the shadow line Wij describes the behavior of the j th cell of the ith row of tableaux
T2n, . . . , T0 in the following rules:
1. if the SW-corner (x, y) belongs to the line, then during the step d((x)) the cell is labeled with (y) (resp. created
with label (y)), if the point (x, y′) on the line having maximal y′n is in (resp. not in ) the valid domain,
2. if the line leaves the valid domain through (x, y), this cell is deleted during the step d((y)),
3. otherwise, the cell remains unchanged.
Now, we examine the variation of ﬁrst row of the tableaux T2n, T2n−1, . . . , T0, and the shadow lines of L1, and then,
we apply the result for other rows of the tableaux.
Lemma 1. Let 0kn be an integer. Applying the rules 1, 2, 3 above to the restriction of the shadow lines of W 1 to
the points having an abscissa lower than or equal to k describes the behavior of the cells of the ﬁrst row of tableaux
T2n, . . . , Td((k))−1.
Proof. We prove the lemma by induction on k. If k = 0, then the abscissa x = 0 doesn’t meet any shadow lines of L1
and Td((0))−1 = T2n = ∅ by deﬁnition of 
. So the result holds for k = 0. Now we assume that the result holds for the
line x = k (0kn) and we consider the line x = k + 1.
(i) We consider the steps between d((k)) and d((k + 1)), that is, d((k)) − 1, . . . , d((k + 1)) + 1.
(i.1) If d((k)) − 1 = d((k + 1)), then the result holds for the tableaux Tn, . . . , Td((k+1)).
(i.2) Else (there exist the steps d((k))− 1, . . . , d((k + 1))+ 1 between d((k)) and d((k + 1))), the integers
d−1(d((k)) − 1), . . . , d−1(d((k + 1)) + 1) appear in ˇ. It follows from the deﬁnition of 
 that during the steps
d((k)) − 1, . . . , d((k + 1)) + 1 the only operations performed by 
, are the suppressions of the cells having
d−1(d((k)) − 1), . . . , d−1(d((k + 1)) + 1) for labels.
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On the other hand, a shadow line Wij leaves the valid domain through a point (k, yj ), k <n, if and only if
(k + 1)<(yj )<(k). Hence it follows from rule 2 that the result holds for the tableaux Tn, . . . , Td((k+1)).
(ii) Now, it remains to consider the step d((k + 1)). The line x = k + 1 intersects at the most one shadow line of
W 1 on a vertical segment. The other shadow lines of W 1 intersect x = k+1 on a horizontal segment. For every shadow
line W 1i , we denote by (k + 1, yi) its lowest intersection point with the line x = k + 1.
We assume the line x = k + 1 intersects the shadow line W 1j on a vertical segment. This implies that (k + 1, yj )
lies in the valid domain and the point (k + 1, yj ) is a SW-corner of W 1j . The pair ((k + 1),(yj )) ∈  and
Td((k+1))−1 = ExtI(Td((k+1)),(yj )). According to rule 1, the result holds in this case. 
By Lemma 1 the shadow lineW 1j describes the behavior of the j th cell of the ﬁrst row of tableaux T2n, . . . , Td((n))−1.
If ((h1),(h2))be the right most SW-corner of the shadow lineW 1j , then the cell ofTd((n))−1 remains unchanged until
it is deleted in step d((h2)). So W 1j describes the behavior of the j th cell of the ﬁrst row of tableaux T2n, T2n−1, . . . , T0.
Theorem 3. Let 	 be a generalized biword such that =(	) and 
() =
(∅,∅, ) = (T , I ). Let Wij be the shadow
line for (i) the ith skeleton of . Applying the rules 1,2,3 above, the shadow line Wij describes the behavior of the j th
cell of the ith row of tableaux T2n, . . . , T0.
Proof. All the NE-corners of the shadow lines of Wi−1 belonging to the valid domain are the SW-corners of the shadow
lines of Wi . In 
, a label removed from a cell of the ﬁrst row by external insertion labels a cell of the second row.
So applying the same principle of the proof for the ﬁrst row in Lemma 1 to the other rows, we get the result that Wij
describes the behavior of the j th cell of the ith row of the tableaux T2n, T2n−1, . . . , T0. 
The tableaux P2n, P2n−1, . . . , P0 can be obtained from T2n, T2n−1, . . . , T0 by removing the exponents of the labels
of T2n, T2n−1, . . . , T0. So we conclude that Wij describes the behavior of the j th cell of the ith row of the tableaux
P2n, P2n−1, . . . , P0.
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