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Abstract
Let Σ be a σ -algebra of subsets of a non-empty set Ω and let X be a Banach space. Let B(Σ , X) denote
the Banach space of totally Σ -measurable X -valued functions defined on Ω . We derive a Yosida–Hewitt
type decomposition for weakly compact operators from B(Σ , X) to a Banach space Y . As an application,
we obtain a Yosida–Hewitt type decomposition for operator-valued measures.
c⃝ 2012 Royal Dutch Mathematical Society (KWG). Published by Elsevier B.V. All rights reserved.
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1. Introduction and preliminaries
There are many versions and generalizations of the Yosida–Hewitt theorem [18] in diverse
setting, e.g. for functionals on vector-valued function spaces L∞(µ, X) and E(X) (see [13,7]),
operators between vector lattices and order weakly compact operators acting from vector lattices
to Banach spaces (see [3,2]).
Bounded linear operators acting from the Banach space B(Σ , X) to a Banach space Y have
been studied intensively (see [10,11,4–6,16]). In this paper we obtain a Yosida–Hewitt type
decomposition for weakly compact operators from B(Σ , X) to Banach spaces (see Theorem 3.2).
As an application, we derive a Yosida–Hewitt decomposition for operator measures (see
Corollary 3.3).
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Let (X, ∥ · ∥X ) and (Y, ∥ · ∥Y ) be real Banach spaces and let X∗ and Y ∗ stand for their Banach
duals. Denote by L(X, Y ) the space of all bounded linear operators between Banach spaces X
and Y .
Let Σ be a σ -algebra of subsets of a non-empty set Ω . Let B(Σ , X) denote the Banach space
of all totally Σ -measurable functions f : Ω −→ X (the uniform limits of sequences of X -valued
Σ -simple functions) provided with the supremum norm ∥ · ∥ (see [10, Section 6]). In particular,
B(Σ ) (=B(Σ ,R)) is the Dedekind σ -complete Banach lattice of all bounded Σ -measurable
functions u : Ω → R. By B(Σ , X)∗ and B(Σ , X)∗∗ we will denote the Banach dual and the
Banach bidual of B(Σ , X) respectively.
Now we recall basic terminology concerning operator-valued measures (see [10,4–6,14,
15]). An additive mapping m : Σ −→ L(X, Y ) is called an operator-valued measure. We
define the semivariation m(A) of m on A ∈ Σ by m(A) := sup ∥Σ m(Ai )(xi )∥Y , where the
supremum is taken over all finite Σ -partitions (Ai ) of A and xi ∈ X with ∥xi∥X ≤ 1 for
each i . For y∗ ∈ Y ∗ let m y∗ : Σ → X∗ be a finitely additive measure defined by m y∗(A)
(x) := ⟨m(A)(x), y∗⟩ for x ∈ X . Moreover, for A ∈ Σ we have (see [4, Theorem 5]):m(A) = sup{|m y∗ |(A) : y∗ ∈ Y ∗, ∥y∗∥Y ∗ ≤ 1}, (1.1)
where |m y∗ |(A) stands for the variation of m y∗ on A. Then m(Ω) < ∞ if and only if |m y∗ |
(Ω) <∞ for each y∗ ∈ Y ∗ (see [4]).
By fasv(Σ ,L(X, Y )) we denote the set of all finite additive measures m : Σ −→ L(X, Y ) of
finite semivariation, i.e., m(Ω) < ∞. If m ∈ fasv(Σ ,L(X, Y )), then T ( f ) = Ω f dm (= the
immediate integral; see [11, Ch. 1, Section G]) defines a bounded linear operator from B(Σ , X)
to Y .
For A ∈ Σ let us put
TA( f ) := T (1A f ) for f ∈ B(Σ , X).
Then ∥TA∥ = m(A) (see [10, Section 9.2, Theorem 1, p. 145]).
Note that for each y∗ ∈ Y ∗ we have
y∗(T ( f )) =

Ω
f dm y∗ for all f ∈ B(Σ , X). (1.2)
Hence one can easily derive that for each y∗ ∈ Y ∗ and A ∈ Σ
∥(y∗ ◦ T )A∥ = ∥y∗ ◦ TA∥ = m y∗(A) = |m y∗ |(A). (1.3)
For a bounded linear operator T : B(Σ , X) → Y let m : Σ → L(X, Y ) stand for its
representing measure, i.e.,
m(A)(x) := T (1A ⊗ z) for A ∈ Σ and x ∈ X.
(here (1A ⊗ x)(ω) = 1A(ω)x for ω ∈ Ω ). Then T ( f ) =

Ω f dm for all f ∈ B(Σ , X) andm(Ω) = ∥T ∥ (see [11, Ch. 1, H, Theorem 28]).
Denote by bva(Σ , X∗) the Banach space of all vector measures ν : Σ → X∗ of bounded
variation, equipped with the norm ∥ν∥ = |ν|(Ω). Note that bva(Σ , X∗) = fasv(Σ , X∗) and
|ν|(Ω) =ν(Ω). Then B(Σ , X)∗ can be identified with bva(Σ , X∗) through the linear mapping:
bva(Σ , X∗) ∋ ν → Φν ∈ B(Σ , X)∗, where Φν( f ) =

Ω f dν for f ∈ B(Σ , X), and ∥Φν∥= |ν|(Ω) (see [10, Section 9, Corollary 1, p. 148]).
By bvca(Σ , X∗) we denote the closed linear subspace of bva(Σ , X∗) consisting of all those
ν ∈ bva(Σ , X∗) that are countably additive.
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Recall that a bounded finitely additive scalar measure µ on Σ is called purely finitely additive
if the only countably additive scalar measure λ onΣ satisfying 0 ≤ λ(A) ≤ |µ|(A) for all A ∈ Σ
is the measure λ = 0. By bpfa(Σ ) we denote the space of all bounded purely finitely additive
scalar measures on Σ .
A measure ν ∈ bva(Σ , X∗) is said to be purely finitely additive if x∗∗ ◦ ν ∈ bpfa(Σ ) for
each x∗∗ ∈ X∗∗ (see [9, p. 30]). By bvpfa(Σ , X∗) we will denote the subspace of bva(Σ , X∗)
consisting of all those ν that are purely finitely additive.
The following Yosida–Hewitt type decomposition for the space bva(Σ , X∗) will be of
importance (see [9, Theorem 8, p.30–31]).
Theorem 1.1. Let ν ∈ bva(Σ , X∗). Then there exist uniquely νc ∈ bvca(Σ , X∗) and νp ∈
bvpfa(Σ , X∗) such that
(i) ν = νc + νp.
(ii) |ν|(A) = |νc|(A)+ |νp|(A) for each A ∈ Σ .
(iii) The measures |νc| ∈ ca(Σ ) and |νp| ∈ bpfa(Σ ) are mutually singular, i.e., for
each ε > 0 there exists a set A ∈ Σ such that |νc|(Ω r A)+ |νp|(A) ≤ ε.
2. σ -smooth operators on B(Σ, X)
For f ∈ B(Σ , X) let f (ω) = ∥ f (ω)∥X for ω ∈ Ω . Then f ∈ B(Σ ). Recall that a sequence
(un) in B(Σ ) is said to be order convergent to u ∈ B(Σ ) (in symbols un (o)−→ u) if there exists a
sequence (vn) in B(Σ ) such that |un − u| ≤ vn ↓ 0 (see [1]).
Definition 2.1 (See [16]). A bounded linear operator T : B(Σ , X)→ Y is said to be σ -smooth
if ∥T ( fn)∥Y → 0 for each sequence ( fn) in B(Σ , X) such that fn (o)−→ 0 in B(Σ ).
Recall that a measure m ∈ fasv(Σ ,L(X, Y )) is said to be variationally semi-regular ifm(An) → 0 whenever An ↓ ∅ and (An) ⊂ Σ (see [14,15]). Note that in view of (1.1)
m ∈ fasv(Σ ,L(X, Y )) is variationally semi-regular if and only if the family {|m y∗ | : y∗ ∈
Y ∗, ∥y∗∥Y ∗ ≤ 1} is uniformly countably additive.
The following characterization of σ -smooth operators T : B(Σ , X) −→ Y will be needed
(see [16, Theorem 2.1]).
Proposition 2.1. Let T : B(Σ , X) −→ Y be a bounded linear operator and m ∈ fasv(Σ ,
L(X, Y )) be its representing measure. Then the following statements are equivalent.
(i) T is σ -smooth.
(ii) ∥T ( fn)∥Y → 0 for each sequence ( fn) in B(Σ , X) such that ∥ fn(ω)∥X → 0 for all ω ∈ Ω
and sup ∥ fn∥ <∞.
(iii) m is variationally semi-regular.
Proof. (i) H⇒ (ii) Assume that T is σ -smooth and ( fn) is a sequence in B(Σ , X) such thatfn(ω) → 0 for all ω ∈ Ω and supn ∥ fn∥ < ∞. Let un(ω) = supm≥n fn(ω) for ω ∈ Ω , n ∈ N.
Then un ∈ B(Σ ) and fn(ω) ≤ un(ω) ↓ 0 for ω ∈ Ω and n ∈ N. It follows that fn (o)−→ 0 in
B(Σ ). Hence ∥T ( fn)∥Y → 0, as desired.
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(ii) H⇒ (iii) Assume that (ii) holds and An ↓ ∅, (An) ⊂ Σ . Then for every n ∈ N there exist
a finite disjoint sequence (An,i )
kn
i=1 in Σ with An,i ⊂ An and xn,i ∈ X with ∥xn,i∥X ≤ 1 for
1 ≤ i ≤ kn such that
m(An) ≤
 kn
i=1
m(An,i )(xn,i )

Y
+ 1
n
.
Let sn =kni=1(1An,i ⊗ xn,i ) for n ∈ N. Thensn(ω) ≤ 1An (ω) ↓ 0 for all ω ∈ Ω and n ∈ N,
and supn ∥sn∥ ≤ 1. It follows that ∥T (sn)∥Y → 0, so m(An)→ 0.
(iii) H⇒ (i) See [16, Theorem 2.1]. 
By B(Σ , X)∼c we will denote the set of all σ -smooth functionals on B(Σ , X). Then in view
of Proposition 2.1 we get the following.
Corollary 2.2. For a bounded linear functional Φ : B(Σ , X)→ R the following statements are
equivalent.
(i) Φ ∈ B(Σ , X)∼c .
(ii) There exists a unique ν ∈ bvca(Σ , X∗) such that
Φ( f ) = Φν( f ) =

Ω
f dν for all f ∈ B(Σ , X).
Recall that a measure m ∈ fasv(Σ ,L(X, Y )) is said to be strongly bounded if m(An) → 0
whenever (An) is a disjoint sequence in Σ (see [5,6]). Note that in view of (1.1) m ∈
fasv(Σ ,L(X, Y )) is strongly bounded if and only if the family {|m y∗ | : y∗ ∈ Y ∗, ∥y∗∥Y ∗ ≤ 1} is
uniformly strongly additive. It is known that if m is variationally semi-regular, then m is strongly
bounded.
Proposition 2.3. Assume that m ∈ fasv(Σ ,L(X, Y )) is strongly bounded and m y∗ ∈ bvca
(Σ , X∗) for each y∗ ∈ Y ∗. Then m is variationally semi-regular.
Proof. In view of (1.1) the family {|m y∗ | : y∗ ∈ Y ∗, ∥y∗∥Y ∗ ≤ 1} is uniformly strongly additive.
Note that |m y∗ | ∈ ca(Σ ) for each y∗ ∈ Y ∗ (see [9, Proposition 9, p. 3]). Thus the family
{|m y∗ | : y∗ ∈ Y ∗, ∥y∗∥Y ∗ ≤ 1} is uniformly countably additive (see [8, Theorem 10, pp. 88–89]),
and this means that m is variationally semi-regular. 
As a consequence of Proposition 2.3 we have the following result.
Corollary 2.4. Assume that T : B(Σ , X) → Y is a weakly compact operator and y∗ ◦ T ∈
B(Σ , X)∼c for each y∗ ∈ Y ∗. Then T is σ -smooth.
Proof. In view of [5, Theorem 4.2] the representing measure m ∈ fasv(Σ ,L(X, Y )) for T
is strongly bounded. Moreover, by (1.2) m y∗ ∈ bvca(Σ , X∗) for each y∗ ∈ Y ∗. Hence by
Proposition 2.3 m is variationally semi-regular, and it follows that T is σ -smooth (see
Proposition 2.1). 
3. Yosida–Hewitt decompositions for weakly compact operators on B(Σ, X)
In this section we obtain a Yosida–Hewitt type decomposition for weakly compact operators
T : B(Σ , X) −→ Y .
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Definition 3.1. Let T : B(Σ , X)→ Y be a bounded linear operator and m ∈ fasv(Σ ,L(X, Y ))
be its representing measure. T is said to be purely non σ -smooth if m y∗ ∈ bvpfa(Σ , X∗) for each
y∗ ∈ Y ∗.
Let ν ∈ bva(Σ , X∗). Then Φν is purely non σ -smooth if ν ∈ bvpfa(Σ , X∗). By B(Σ , X)∼p
we denote the space of all purely non σ -smooth functionals on B(Σ , X). Note that in view
of (1.2) a bounded linear operator T : B(Σ , X) → Y is purely non σ -smooth if and only if
y∗ ◦ T ∈ B(Σ , X)∼p for each y∗ ∈ Y ∗.
As a consequence of Theorem 1.1 and Corollary 2.2 we obtain a Yosida–Hewitt type
decomposition for bounded linear functionals on B(Σ , X).
Corollary 3.1. Let Φ be a bounded linear functional on B(Σ , X). Then Φ can be uniquely
decomposed as Φ = Φc + Φp, where Φc ∈ B(Σ , X)∼c and Φp ∈ B(Σ , X)∼p . Moreover,
∥ΦA∥ = ∥(Φc)A∥ + ∥(Φp)A∥ for each A ∈ Σ ,
and for each ε > 0 there exists A ∈ Σ such that ∥(Φc)ΩrA∥ + ∥(Φp)A∥ ≤ ε.
Proof. Let ν ∈ bva(Σ , X∗) be the representing measure for Φ, i.e., Φ = Φν . Then there
exist unique νc ∈ bvca(Σ , X∗) and νp ∈ bvpfa(Σ , X∗) such that the statements (i)–(iii) of
Theorem 1.1 hold. Hence putting Φc = Φνc and Φp = Φνp and using Corollary 2.2 and (1.3) we
obtain the statements of our corollary. 
Now we ready to state a Yosida–Hewitt type decomposition for weakly compact operators
T : B(Σ , X) −→ Y .
Theorem 3.2. Let T : B(Σ , X) −→ Y be a weakly compact operator. Then T can be uniquely
decomposed as T = T1 + T2, where T1 and T2 are weakly compact operators, T1 is σ -smooth
and T2 is purely non σ -smooth. Moreover, for each y∗ ∈ Y ∗ and A ∈ Σ we have
∥y∗ ◦ TA∥ = ∥y∗ ◦ (T1)A∥ + ∥y∗ ◦ (T2)A∥, (3.1)
and for each y∗ ∈ Y ∗ and ε > 0 there exists A ∈ Σ such that
∥y∗ ◦ (T1)ΩrA∥ + ∥y∗ ◦ (T2)A∥ ≤ ε. (3.2)
Proof. For Φ ∈ B(Σ , X)∗ we have Φ = Φ1 +Φ2, where Φ1 ∈ B(Σ , X)∼c and Φ2 ∈ B(Σ , X)∼p ,
and ∥Φ∥ = ∥Φ1∥ + ∥Φ2∥ (see Corollary 3.1). Thus we have two natural projections:
Pk : B(Σ , X)∗ −→ B(Σ , X)∗,
where Pk(Φ) = Φk (k = 1, 2). Hence ∥Pk∥ ≤ 1. Now we can consider the conjugate operators
P∗k : B(Σ , X)∗∗ −→ B(Σ , X)∗∗ defined by
P∗k (V )(Φ) = V (Pk(Φ)) for V ∈ B(Σ , X)∗∗ and Φ ∈ B(Σ , X)∗.
For each f ∈ B(Σ , X) let us put π f (Φ) = Φ( f ) for Φ ∈ B(Σ , X)∗. Thus we have a natural
embedding
π : B(Σ , X) ∋ f → π f ∈ B(Σ , X)∗∗
and (P∗k ◦ π)( f ) = π f ◦ Pk for every f ∈ B(Σ , X).
Let i : Y ∋ y → iy ∈ Y ∗∗ stand for the canonical isometry, i.e., iy(y∗) = y∗(y) for all
y∗ ∈ Y ∗. Moreover, let j : i (Y ) −→ Y denote the left inverse of i , i.e., j ◦ i = idY .
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Let T ∗ : Y ∗ −→ B(Σ , X)∗ and T ∗∗ : B(Σ , X)∗∗ −→ Y ∗∗ stand for the conjugate and
biconjugate operators of T respectively. Then T ∗∗ ◦ π = i ◦ T . In view of the Gantmacher
theorem (see [1, Theorem 17.2]) T ∗∗ is weakly compact and
T ∗∗(B(Σ , X)∗∗) ⊂ i (Y ).
Define linear mappings (k = 1, 2)
Tk := j ◦ T ∗∗ ◦ P∗k ◦ π : B(Σ , X) −→ Y.
Note that Tk are weakly compact operators as compositions of a weakly compact operator and
bounded linear operators between Banach spaces. Then for each y∗ ∈ Y ∗ and all f ∈ B(Σ , X)
we have
(y∗ ◦ Tk)( f ) = ((T ∗∗ ◦ P∗k ◦ π)( f ))(y∗)
= (T ∗∗(π f ◦ Pk))(y∗)
= (π f ◦ Pk)(T ∗(y∗))
= π f (Pk(y∗ ◦ T ))
= Pk(y∗ ◦ T )( f ).
Moreover, for each y∗ ∈ Y ∗ and all f ∈ B(Σ , X) we have
y∗(T1( f )+ T2( f )) = P1(y∗ ◦ T )( f )+ P2(y∗ ◦ T )( f ) = y∗(T ( f )),
i.e.,
T ( f ) = T1( f )+ T2( f ) for all f ∈ B(Σ , X).
Since y∗ ◦ T1 = P1(y∗ ◦ T ) ∈ B(Σ , X)∼c , by Corollary 2.4 T1 is σ -smooth. Moreover, we have
that y∗ ◦ T2 = P2(y∗ ◦ T ) ∈ B(Σ , X)∼p , and this means that T2 is purely non σ -smooth. The
uniqueness of the decomposition T = T1+T2 follows from the uniqueness of the decomposition
y∗ ◦ T = y∗ ◦ T1 + y∗ ◦ T2 for each y∗ ∈ Y ∗ (see Corollary 3.1).
The remaining statements follow from Corollary 3.1 and (1.2). 
As a consequence of Theorem 3.2 we can derive the following Yosida–Hewitt type
decomposition for strongly bounded operator measures.
Corollary 3.3. Assume that both X∗ and X∗∗ have the Radon–Nikodym property. Let m ∈
fasv(Σ ,L(X, Y )) be a strongly bounded measure such that m(A) is weakly compact for
each A ∈ Σ . Then m can be uniquely decomposed as m = m1 + m2, where m1 ∈ fasv
(Σ ,L(X, Y )) is variationally semi-regular, m2 ∈ fasv(Σ ,L(X, Y )) is strongly bounded and
m y∗ ∈ bvpfa(Σ , X∗) for each y∗ ∈ Y ∗. Moreover, for each y∗ ∈ Y ∗ and A ∈ Σ we have
|m y∗ |(A) = |(m1)y∗ |(A)+ |(m2)y∗ |(A), (3.3)
and for each y∗ ∈ Y ∗ and ε > 0 there exists A ∈ Σ such that
|(m1)y∗ |(Ω r A)+ |(m2)y∗ |(A) ≤ ε. (3.4)
Proof. Let T ( f ) = Ω f dm for f ∈ B(Σ , X). In view of [5, Theorem 4.2] T : B(Σ , X)→ Y
is weakly compact, and by Theorem 3.2 T can be uniquely decomposed as T = T1 + T2,
where T1 and T2 are weakly compact, T1 is σ -smooth and T2 is purely non σ -smooth. Let us
put m1(A)(x) = T1(1A ⊗ x) and m2(A)(x) = T2(1A ⊗ x) for each A ∈ Σ , x ∈ X . Then
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T1( f ) =

Ω f dm1 and T2( f ) =

Ω f dm2 for all f ∈ B(Σ , X). By Proposition 2.1 m1
is variationally semi-regular, m2 is strongly bounded (see [5, Theorem 4.2]) and (m2)y∗ ∈
bvpfa(Σ , X∗) for each y∗ ∈ Y ∗.
Using the statements (3.1) and (3.2) of Theorem 3.2 and (1.3) we can derive the statements
(3.3) and (3.4). 
Remark. The general Yosida–Hewitt decompositions for group-valued measures were derived
by Traynor [17] and Drewnowski [12]. In particular, Traynor obtained the Yosida–Hewitt de-
composition for strongly bounded measures taking values in a complete subset of a commutative
Hausdorff topological group G.
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