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Directed acyclic graphs (DAGs) constitute a qualitative representation for
conditional independence (CI) properties of a probability distribution. It
is known that every CI statement implied by the topology of a DAG is
witnessed over it under a graph-theoretic criterion of d-separation. Alterna-
tively, all such implied CI statements are derivable from the local independen-
cies encoded by a DAG using the so-called semi-graphoid axioms. We con-
sider Labeled Directed Acyclic Graphs (LDAGs) modeling graphically sce-
narios exhibiting context-specific independence (CSI). Such CSI statements
are modeled by labeled edges, where labels encode contexts in which the
edge vanishes. We study the problem of identifying all independence state-
ments implied by the structure and the labels of an LDAG. We show that
this problem is coNP-hard for LDAGs and formulate a sound extension of
the semi-graphoid axioms for the derivation of such implied independencies.
Finally we connect our study to certain qualitative versions of independence
ubiquitous in database theory and teams semantics.
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1. Introduction
Bayesian networks [1] are a popular tool for modeling complex multi-
variate systems. The basis of a Bayesian network is a directed acyclic graph
(DAG) in which the nodes represent random variables and the directed edges
represent direct dependencies between the variables. On the other hand,
missing edges give rise to statements of conditional independence (CI) which
can be verified directly from the graph using the graph-theoretic criterion
called d-separation [2].
In certain situations, restrictions implied by conditional independence
may be too rigid to fully capture the structure of a system. As a simple
example, consider the model in Figure 1(a) which consists of three variables
representing Profession (P ), Weather (W ) and Income (I). Edge P → I
implies that a person’s income is directly affected by his or her profession,
which we for simplicity assume is either farmer or office clerk. Given that
a person is a farmer, it is easy to imagine that the weather may affect the
income of that person, this is represented by edgeW → I. On the other hand,
if a person is a clerk by profession, then it is just as easy to imagine that the
weather will not affect the income, that is, the person’s income is independent
of weather. This particular type of independencies arises very naturally in
various real-world situations (see [3]), yet it is hidden by traditional Bayesian
networks, since an edge must be either present or absent.
To remedy this, Boutilier et al. [4] introduced and formalized the no-
tion of context-specific independence (CSI). More specifically, they showed
that a certain class of local CSI statements is particularly convenient to in-
clude in the Bayesian network framework. A local CSI statement basically
corresponds to the influence of an edge vanishing in a certain context. To
represent general CSI-based dependence structures, Pensar et al. [5] intro-
duced the class of labeled directed acyclic graphs (LDAGs) which capture
the local CSI statements through labels assigned to the edges. For example,
the scenario in our previous example can be fully captured by the LDAG in
Figure 1(b). The label on edge W → I can be thought of as an indicator
function removing the edge, or its influence, when the context is satisfied,
that is, when P takes on the value Clerk. Analogously to the d-separation
criterion, (a subset of) non-local CSI statements can be verified using a con-
cept called CSI-separation. However, as opposed to d-separation for DAGs,
CSI-separation is known not to be able to detect all CI-statements of an
LDAG (see Example 3), and it is an open question to find such a complete
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Figure 1: (a) DAG and (b) LDAG over three variables.
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criterion for LDAGs.
Conditional independence has also been given a qualitative characteriza-
tion in terms of logical axioms (see Section 3). The semi-graphoid axioms
of conditional independence are known to be sound for all distributions, and
furthermore correspond exactly to d-separation in the context of Bayesian
networks [6, 7]. On the other hand, the axiomatic approach for the discovery
of implied independencies has also been studied in context more general than
Bayesian networks (see, e.g., [8, 9, 10]).
Various notions of independence have a prominent role also in database
theory. It is well known that the database constraint called embedded mul-
tivalued dependency (EMVD) can be viewed as a qualitative version of con-
ditional independence. The connections between EMVDs and CI statements
have been widely studied [11, 12, 13, 14]. In particular, the completeness
of the semi-graphoid axioms for discovering the implied independencies of a
DAG remain valid if CI statements are replaced by the corresponding EMVDs
and distributions by their supports [9] (see Proposition 18 and Theorem 19).
Recently EMVDs have re-emerged as an important logical dependency (in-
dependence atom) in the context of team semantics [15]. Team semantics is
a novel framework for the study of logics of dependence and independence
for which satisfaction of a formula is defined not via single assignments but
sets of assignments [16]. There is a very tight connection between EMVDs
over database relations and independence atoms ~x ⊥~z ~y over teams (see, e.g.,
[17, 18]). Informally speaking, the meaning of ~x ⊥~z ~y is that, when the value
of ~z is fixed, knowing the value of ~x does not tell us anything new about
the value of ~y. The active development of logics for dependence and inde-
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pendence has also led to fruitful interactions between team semantics and
database theory. Furthermore, the recently defined variants based on multi-
teams and probabilistic teams offer a flexible framework in which qualitative
and probabilistic concepts can be studied simultaneously (see, e.g., [19, 20]).
In this article we study the problem of finding a complete criterion for the
independence statements implied by an LDAG. For DAGs, d-separation is
know to be a sound and complete method that is also decidable in polynomial
time. Our first result shows that for LDAGs this problem is coNP-hard. Our
proof is an adaptation of an analogous result of Koller et al. [1] for DAGs with
so-called tree-structured CPDs. In Section 3 we generalize the semi-graphoid
axioms to CSI-statements and define a sound extension of the semi-graphoid
axioms that captures CSI-separation in LDAGs. We also address the problem
of finding a complete axiomatization for the independencies implied by an
LDAG structure. We show that our novel axiomatization allows us to find
(some) of the independencies that are out of reach of CSI-separation but the
completeness of the axiomatization is still an open question. In Section 4 we
recall some basics facts about team semantics and then define CSI-atoms that
are natural qualitative analogues of CSI-statements. Section 4 sets the stage
for a systematic study of context specific independence in team semantics
and database theory.
Regarding related work, directed graphical models incorporating context-
specific independence have been studied extensively over the last few decades
[3, 4, 5, 21, 22, 23, 24]. In general, previous works have mainly focused on
either model learning [5, 22, 23, 24] or the task of performing probabilistic
inference for a given model [3, 4, 21]. To assist with model interpretation,
the concept of CSI-separation was introduced already in [4], however, its
incompleteness was observed later (see, e.g., [1]). There is a vast litera-
ture on EMVDs in databases and independence logic in team semantics but
surprisingly context-specific independence has not yet been studied in these
frameworks. On the other hand, conditional functional and inclusion depen-
dencies have turned out to be useful for various database tasks and have been
studied, e.g., in [25, 26, 27].
2. Directed graphical models for statistical independence
2.1. Representing conditional independence with DAGs
A Directed Acyclic Graph (DAG) G = (∆, E) is specified by a set of nodes
∆ = {1, . . . , n} and a set of directed edges E where (i, j) ∈ E represents a
4
directed edge from node i to node j. The parents of a node j, denoted by
Πj, is defined as all nodes from which there is a directed edge to node j, that
is, Πj = {i ∈ ∆ | (i, j) ∈ E}. The descendants of a node i is all nodes which
can be reached from node i following the direction of the edges.
In a Bayesian network, the nodes of the graph represent random variables
X∆ = {X1, . . . , Xn}. As is typical in the graphical model literature, the terms
node and variable will occasionally be used interchangeably. We denote by
P∆ a probability distribution over the random variables X∆. Each variable
Xi is assumed to take values in a finite discrete set of outcomes denoted by
Xi. The joint outcome space of a set of variables XS, where S ⊆ ∆, is defined
as the Cartesian product of the sets Xi for i ∈ S.
Definition 1 (Conditional independence (CI)). Let A, B, and S be
subsets of ∆. The variables XA are conditionally independent of XB given
XS if
P (XA = eA|XB = eB, XS = eS) = P (XA = eA|XS = eS),
for all (eA, eB, eS) ∈ XA × XB × XS for which P (XB = eB, XS = eS) > 0.
This is denoted by XA ⊥ XB | XS.
A Bayesian network is specified by a pair (G,P∆) where G = (∆, E) is
a DAG and P∆ is a probability distribution satisfying the CI statements
encoded by G. The dependence structure of a DAG is characterized by the
so-called local directed Markov property [2], which states that each variable
Xj is conditionally independent of its non-descendants given its parents XΠj .
Accordingly, the joint probability distribution P∆ can be factorized as
P (X1 = e1, X1 = e2, . . . , Xn = en) =
n∏
j=1
P (Xj = ej|XΠj = eΠj), (1)
for any e∆ ∈ X∆. The joint distribution P∆ can hence be thought of as being
constructed from node-wise conditional distributions.
The CI statements of a graph G determined by the local directed Markov
property are called local CIs and are denoted by Iloc(G). However, the set
Iloc(G) implies also other non-local CIs which can be verified using a graph-
theoretic criterion called d-separation.
Definition 2 (d-separation). Let G = (∆, E) be a DAG and let A, B, and
S be disjoint subsets of ∆. The set A is d-separated from B by S if there
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is no trail in G from a node in A to a node in B along which every node
that delivers an arrow (i.e., tail in either direction) is outside of S, and every
node with converging arrows (i.e., heads in both directions) either is or has
a descendant in S.
For a CI statement φ, we write Iloc(G) |= φ if all distributions P∆ that satisfy
Iloc(G) also satisfy φ, that is, φ is implied by Iloc(G). The following result is
due to [7, 6].
Theorem 3 (Soundness and completeness of d-separation). Let G =
(∆, E) be a DAG and P∆ a distribution satisfying every CI in Iloc(G). Let
A, B, and S be disjoint subsets of ∆. Then it holds that
• if A is d-separated from B by S in G, then P∆ satisfies XA ⊥ XB | XS.
• if Iloc(G) |= XA ⊥ XB | XS, then A is d-separated from B by S in G.
We will end this section with an example illustrating the use of d-separation.
Example 1. Consider the DAG G in Figure 2. Note first that Iloc(G) con-
sists of the following five CIs: X1 ⊥ {X2, X4}, X2 ⊥ X1, X3 ⊥ X4 |
{X1, X2}, X4 ⊥ {X1, X3} | X2 and X5 ⊥ {X1, X2} | {X3, X4}, which must
hold for any distribution that factorizes according to G. In addition, we can
further infer that the non-local CI X1 ⊥ X4 | {X2, X3, X5} must hold in such
a distribution since node 1 is d-separated from node 4 by nodes {2, 3, 5}.
2.2. Representing context-specific independence with LDAGs
The class of Labeled Directed Acyclic Graphs (LDAGs) was recently in-
troduced in [5] as a generalization of DAGs. The purpose of the class of
LDAGs is to graphically model situations exhibiting context-specific inde-
pendence [4], which cannot be captured by CI-based models (see the survey
[28]).
Definition 4 (Context-specific independence (CSI)). LetA, B, C, and
S be disjoint subsets of ∆. The variables XA are contextually independent
of XB given XC = eC and XS if
P (XA = eA|XB = eB, XC = eC , XS = eS) = P (XA = eA|XC = eC , XS = eS),
for all (eA, eB, eS) ∈ XA × XB × XS for which P (XB = eB, XC = eC , XS =
eS) > 0. This is denoted by XA ⊥ XB | XC = eC , XS.
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Figure 2: DAG over five variables.
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Local CSI statements, which address only a variable Xj and its parents
XΠj , can naturally be included in the Bayesian network framework. More
specifically, a CSI statement is defined as local with respect to a DAG if it
is of the form
Xj ⊥ XB|XΠj\B = eΠj\B, (2)
where B ⊂ Πj. By Definition 4, this independence statement holds if and
only if
P (Xj = ej|XB = eB, XΠj\B = eΠj\B) = P (Xj = ej|XΠj\B = eΠj\B),
for all (ej, eB) ∈ Xj × XB for which P (XB = eB, XΠj\B = eΠj\B) > 0. In
other words, a local CSI renders a variable conditionally independent of some
of its parents given a certain context specified by the remaining parents. To
capture such restrictions in the model structure, [5] proposed adding labels
to the edges in the DAG.
Definition 5 (Labeled Directed Acyclic Graph (LDAG)). LetG = (∆, E)
be a DAG over random variables X∆ and let L(i,j) = Πj \ {i}. A label on
an edge (i, j) is a subset of XL(i,j) , denoted by L(i,j), encoding a collection of
local CSI statements according to
Xj ⊥ Xi | XL(i,j) = eL(i,j) for all eL(i,j) ∈ LL(i,j) .
An LDAG GL = (∆, E,LE) is a DAG G = (∆, E) where the edges have been
assigned labels as specified by LE = {L(i,j)}(i,j)∈E.
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Figure 3: LDAG over four binary variables.
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Example 2. Consider the LDAG in Figure 3 which represents the depen-
dence structure over four binary variables with outcome space Xi = {0, 1}.
Note that given an ordering of the variables, the indices of the variables speci-
fying a label need not be explicitly stated. According to Definition 5, the labels
encode the local CSI statements
X1 ⊥ X2 | (X3, X4) = (0, 1) and X1 ⊥ X4 | (X2, X3) = (1, 1),
respectively. In other words, X1 is contextually independent of X2 given
X3 = 0 and X4 = 1. Moreover, X1 is contextually independent of X4 given
X2 = 1 and X3 = 1.
One of the main motivations for including CSI in Bayesian networks was
to reduce the number of parameters needed to specify the model distribution.
The textbook way of defining the conditional probability distributions in (1)
is through so-called conditional probability tables (CPTs) which simply list
the conditional probabilities for each parent configuration. The number of
parameters needed to specify a CPT of a node grows exponentially with the
number of parents of the node. However, a local CSI statement implies that
several distinct parent configurations induce the same conditional distribu-
tion which thereby needs only be defined once.
Example 2 (continued). Let us continue with the previous example con-
cerning the LDAG in Figure 3. A traditional CPT over variable X1 is seen
in Table 1(a). Notice that there are certain regularities in the table in form of
identical distributions. These regularities correspond to the local CSI state-
ments which are encoded by the labels. Rather than defining identical dis-
tributions several times, we can construct a reduced CPT as illustrated in
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Table 1: (a) A traditional CPT and (b) a reduced CPT over variable X1 in Figure 3.
X2 X3 X4 P (X1|XΠ1)
0 0 0 p1
0 0 1 p2
0 1 0 p3
0 1 1 p4
1 0 0 p5
1 0 1 p2
1 1 0 p6
1 1 1 p6
(a)
X2 X3 X4 P (X1|XΠ1)
0 0 0 p1
* 0 1 p2
0 1 0 p3
0 1 1 p4
1 0 0 p5
1 1 * p6
(b)
Table 1(b). A star means that the variable may take on any value, for ex-
ample, (∗, 0, 1) = {(0, 0, 1), (1, 0, 1)}. Ultimately, a reduced CPT represents
a partition of the parent outcome space. Each row represents a class in the
partition such that the conditional distribution is invariant for configurations
belonging to the same class.
As in [5], without loss of generality we restrict attention to so-called
maximal and regular LDAGs. Maximality states that it is not possible to
add a configuration eL(i,j) to the label L(i,j) without inducing an additional
local CSI not encoded already by the original labels. Moreover, regularity
simply states that each of the labels L(i,j) of an LDAG is a strict subset of
XL(i,j) . Regularity and maximality together imply that a label L(i,j) cannot
induce thatXj ⊥ Xi | XL(i,j) = eL(i,j) for all eL(i,j) ∈ XL(i,j) , which corresponds
to the CI Xj ⊥ Xi | XL(i,j) .
Analogously to the case with DAGs, an important issue with LDAGs
is the derivation of non-local independence statements that logically follow
from the structure of the LDAG but are not explicitly encoded by it (by the
labels or the DAG-structure).
Definition 6. Let GL = (∆, E,LE) be an LDAG. We denote by Iloc(GL)
the set of local CI statements Iloc(G), encoded by G = (∆, E), together with
the set of local CSI statements encoded by the labels LE.
Already in [4] a method called CSI-separation, which is analogous to d-
separation for DAGs, was introduced for the purpose of verifying non-local
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CSI statements. Before defining CSI-separation in terms of LDAGs, we need
to define the notion of satisfied label.
Definition 7. Let GL = (∆, E,LE) be an LDAG, and XC = eC a context
where C ⊆ ∆. A label L(i,j) ⊆ LE is satisfied in the context XC = eC if
L(i,j) ∩ C 6= ∅ and
{eL(i,j)∩C ×XL(i,j)\C} ⊆ L(i,j).
For an LDAG GL and a context XC = eC , we define G(eC) = (∆, E \ E ′),
where E ′ = {(i, j) ∈ E | L(i,j) is satisfied}. Note that G(eC) is the subgraph
of G that arises by removing edges whose labels are satisfied in the context
XC = eC . We are now ready to define CSI-separation [5].
Definition 8 (CSI-separation). Let GL = (∆, E,LE) be an LDAG and
let A, B, C, S be disjoint subsets of ∆. The set XA is CSI-separated from
XB by XS in the context XC = eC in GL, if XA is d-separated from XB by
XC∪S in G(eC).
As stated by the following result (see Theorem 5.3 in [1]), CSI-separation
is a sound method for verifying non-local CSIs.
Theorem 9 (Soundness of CSI-separation). Let GL = (∆, E,LE) be
an LDAG, let P∆ be a distribution satisfying Iloc(GL), and let A, B, C,
S be disjoint subsets of ∆. If XA is CSI-separated from XB by XS in
the context XC = eC in GL, then the distribution P∆ satisfies the CSI
XA ⊥ XB | XC = eC , XS.
However, unlike d-separation for DAG structures, CSI-separation is not a
complete method for discovering non-local independencies implied by an
LDAG structure. In fact, d-separation is not a complete method for discover-
ing CI statements in an LDAG. This is illustrated in the following example.
Example 3. Consider the LDAG in Figure 4, where {(0, ∗)} again is a
shorthand for the set {(0, 0), (0, 1)}. Assume that P∆ is a joint distribu-
tion satisfying the independencies encoded by the LDAG. As discussed in [5],
the underlying DAG structure does not allow us to infer the CI statement
X2 ⊥ X4 | {X1, X3} through the use of d-separation. Using CSI-separation,
however, we can verify that X2 ⊥ X4 | X1, X3 = 0 and X2 ⊥ X4 | X1, X3 = 1.
Consequently, a reasoning by cases argument allows one to conclude that
X2 ⊥ X4 | {X1, X3} holds in P∆ (see [5] for more details).
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Figure 4: LDAG over four binary variables.
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2.3. Complexity of determining the implied CSIs by an LDAG
In this section we show that the problem of deciding whether a CI state-
ment φ is implied by an LDAG structure GL is coNP-hard. Is is worth noting
that for DAGs this problem can be solved in polynomial time (see [1]).
Theorem 10. The problem of deciding whether an (context-specific) inde-
pendence is implied by an LDAG structure is coNP-hard.
Proof. We apply a proof idea of Koller et al. (Exercise 5.10 in [1]) for
DAGs with so-called tree-structured CPDs to our LDAG structures [1]. We
will reduce a 3-SAT problem instance into deciding whether a CI statement
is implied by an LDAG structure.
Define the corresponding LDAG to the 3-SAT instance as follows (see
Figure 5). Let binary nodes Z1, · · · , Zl correspond to variables in the 3-
SAT instance. Let Y0, Y1, · · · , Yk denote additional binary nodes of which
Y1, · · · , Yk represent the clauses of the 3-SAT instance. Let the parents of
node Yi (i ≥ 1) be the node Yi−1, and the Z-nodes appearing in the clause
i, let us call them Za, Zb, Zc. The labels on the edge Yi−1 → Yi consist of
assignments to the nodes Za, Zb, Zc. Let the label Li on the arc Yi−1 → Yi be
exactly the set of assignments to Za, Zb, Zc that do not satisfy the ith clause
of the 3-SAT problem.
Consider different contexts ez over variables Z1, · · · , Zl. If ez does not
satisfy the 3-SAT instance, there is a clause i which is unsatisfied, and thus
the corresponding edge Yi−1 → Yi does not appear in G(ez). Thus, Y0 and Yk
are d-separated in G(ez) and according to Theorem 2: Y0 ⊥ Yk|Z1, . . . , Zl =
ez.
If ez satisfies the 3-SAT instance, all clauses are satisfied and thus all
edges Yi−1 → Yi appear in G(ez). Thus, Y0 and Yk are not d-separated in
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Figure 5: LDAG for the proof of Theorem 10.
G(ez). We can define a parameterization for the LDAG under which there
is a dependence. Let Y0, Z1, . . . , Zl be distributed uniformly. Let Yi = Yi−1
if Za, Zb, Zc satisfy the clause i and 0 otherwise. Now under a satisfying
context ez: Yk = Yk−1 = · · · = Y0 hence Y0 6⊥ Yk|Z1, . . . , Zk = ez. Thus,
Y0 ⊥ Yk|Z1, . . . , Zk = ez cannot follow from the LDAG structure.
If the 3-SAT problem is satisfiable there is a context ez such that Y0 ⊥
Yk|Z1, . . . , Zk = ez does not follow from the LDAG structure, hence Y0 ⊥
Yk|Z1, . . . , Zk does not follow from the structure either. If the 3-SAT problem
is unsatisfiable we have that for all contexts ez: Y0 ⊥ Yk|Z1, . . . , Zk = ez,
from which it directly follows that Y0 ⊥ Yk|Z1, . . . , Zk. Thus, the defined
LDAG structure implies independence Y0 ⊥ Yk|Z1, . . . , Zk if and only if the
3-SAT problem is unsatisfiable. If we could decide whether an independence
is implied by an LDAG in polynomial time, we could also solve 3-SAT in
polynomial time.
2
3. Axiomatic characterization of CSI-separation
In this section we define a sound extension of the semi-graphoid axioms
that capture CSI-separation in LDAGs and study the more general problem of
finding a complete axiomatization for the discovery of non-local independen-
cies implied by an LDAG structure. We begin by recalling the semi-graphoid
axioms [2, 29] and their relation to d-separation in the context of Bayesian
networks.
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3.1. The semi-graphoid axioms and the implication problem of CI statements
In the following we assume without loss of generality that the natural
ordering of the nodes ∆ of a DAG G agrees with the edge relation of G.
Furthermore, we redefine Iloc(G) as follows:
Iloc(G) = {Xi ⊥ {X1, ..., Xi−1} \XΠi|XΠi : i ∈ ∆}. (3)
Note that {1, ..., i − 1} are non-descendants of the node i in G. The equiv-
alence of the above definition of Iloc(G) with the previous one follows by
Theorem 12.
Definition 11 (Semi-graphoid axioms). The following axioms are called
the semi-graphoid axioms. Below X, Y , and Z denote sets of stochastic
variables. The union of X and Y is denoted by XY .
1. Triviality: X ⊥ ∅|Z,
2. Symmetry: X ⊥ Y |Z ⇒ Y ⊥ X|Z,
3. Decomposition: X ⊥ Y U |Z ⇒ X ⊥ Y |Z,
4. Weak Union: X ⊥ Y U |Z ⇒ X ⊥ Y |ZU
5. Contraction: X ⊥ Y |ZU and X ⊥ U |Z ⇒ X ⊥ Y U |Z.
The semi-graphoid axioms are known to be sound for all distributions. For
positive distributions the following further property holds:
6. Intersection: X ⊥ Y |ZU and X ⊥ Z|Y U ⇒ X ⊥ Y Z|U
The following theorem shows that the semi-graphoid axioms correspond
exactly to d-separation in the context of Bayesian networks. For a finite set
Σ ∪ {φ} of CIs, we write Σ `sg φ with the meaning that φ can be derived
from Σ using the semi-graphoid axioms. In other words, there exists a finite
sequence ψ1, ..., ψk such that ψk = φ, and ψi ∈ Σ or ψi is obtained by applying
one of the semi-graphoid axioms to ψl and ψt for some l, t < i.
Theorem 12. [6, 7] Let G = (∆, V ) be a DAG, and let A, B, and C be
disjoint subsets of ∆. Then A is d-separated from B by C if and only if
Iloc(G) `sg XA ⊥ XB|XC.
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Theorems 12 and 3 together imply the following result.
Theorem 13. [6, 7] Let G = (∆, V ) be a DAG, and let A, B, and C be
disjoint subsets of ∆. Then Iloc(G) |= XA ⊥ XB|XC if and only if Iloc(G) `sg
XA ⊥ XB|XC.
This result can be viewed as a complete axiomatization of a restricted version
of the implication problem of CI statements. The implication problem of CI
statements is defined as follows. Given a finite collection Σ ∪ {ϕ} of CI
statements as input, determine whether for all P ,
P |= Σ⇒ P |= ϕ.
This problem is known not to be finitely axiomatizable [30]. Despite of this
negative result, the semi-graphoid axioms are also relevant for the general
implication problem of conditional independence. For example, in [31] it was
shown that the axioms are complete for the implication problem of condi-
tional independence assuming Σ consists solely of so-called saturated CIs.
Furthermore, in [10] the semi-graphoid axioms and a certain other set of
axioms are used to approximate the CI implication problem.
3.2. Axioms for context specific independence
In this section we give an axiomatic characterization of CSI-separation
and study the problem of finding a complete axiomatization for the discovery
of non-local independencies implied by an LDAG structure.
We begin by reformulating the semi-graphoid axioms and the intersection
axiom for CSI statements.
1. Triviality: XA ⊥ ∅|XC = eC , XS
2. Symmetry: XA ⊥ XB|XC = eC , XS ⇒ XB ⊥ XA|XC = eC , XS
3. Decomposition: XA ⊥ XB∪B′|XC = eC , XS ⇒ XA ⊥ XB|XC =
eC , XS
4. Weak Union: XA ⊥ XB∪B′|XC = eC , XS ⇒ XA ⊥ XB|XC =
eC , XS∪B′
5. Contraction: XA ⊥ XB|XC = eC , XS∪W andXA ⊥ XS|XC = eC , XW ⇒
XA ⊥ XB∪S|XC = eC , XW
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6. Intersection: XA ⊥ XB|XC = eC , XS∪W and XA ⊥ XW |XC =
eC , XS∪B ⇒ XA ⊥ XB∪W |XC = eC , XS
Recall that the axioms 1-5 are sound for all distributions and axiom 6 for all
positive distributions.
For the derivation of CSI statements, we introduce the following rule
closely resembling the definition of CSI-separation. In order to apply the
CSI-rule below, an input LDAG GL as well as the outcome spaces Xi of the
variables Xi have to be fixed. The extra assumptions A(eC) allowed in the
subderivation of the CSI-rule:
A(ec) = {Xj ⊥ {Xj1 , ..., Xjk}|XΠj−{j1,...,jk} : j ∈ {1, ..., n}}
encode the information that the graph G(eC) arises from G by removing
edges (j1, j), ..., (jk, j), for j ∈ ∆.
Definition 14 (CSI-rule for context XC = ec).[
Iloc(G) ∪ A(eC) `sg XA ⊥ XB|XC∪S
] ⇒ XA ⊥ XB|XC = eC , XS
The idea of the CSI-rule is that the existence of the derivation on the left-
hand side (corresponding to d-separation in G(eC)) justifies the conclusion
on the right. The auxiliary assumptions A(eC) can only be used in the
subderivation. Note that for the empty context C = ∅ the CSI-rule warrants
all derivations from the set Iloc(G) by the semi-graphoid axioms.
We will next show that the CSI-rule is sound and corresponds to CSI-
separation in LDAGs. For an LDAG GL, we write Iloc(GL) `csi φ with the
meaning that a CI (or CSI) statement φ can be derived from Iloc(GL) using
the CSI-rule.
Theorem 15. Let GL = (∆, V,LE) be an LDAG, and let A, B, C, and S
be disjoint subsets of ∆. Then
Iloc(GL) `csi XA ⊥ XB|XC = ec, XS
if and only if XA is CSI-separated from XB by XS in the context XC = eC.
Proof. It worth noting that for C = ∅ the claim follows immediately from
Theorem 12. Let us then assume C 6= ∅. Recall our assumption that Iloc(G)
(and Iloc(G(eC))) is encoded by a set of CIs of the form (3). By Theorem 12
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it suffices to show that the sets Iloc(G)∪A(eC) and Iloc(G(eC)) are equivalent
with respect to deductions by the semi-graphoid axioms.
Note first that Iloc(G) ∪ A(ec) `sg ψ, for all ψ ∈ Iloc(G(eC)). This holds
since Iloc(G(eC)) consists of CIs of the form
Xj ⊥ {X1, ..., Xj−1} \XA|XA, (4)
where A = Πj−{j1, ..., jk}, and the CI in equation (4) can be derived by one
application of the contraction rule applied to the CIs
Xj ⊥ {Xj1 , ..., Xjk}|XΠj−{j1,...,jk}
and
Xj ⊥ {X1, ..., Xj−1} \XΠj |XΠj .
Let us then show Iloc(G(eC)) `sg ψ for all ψ ∈ Lloc(G) ∪ A(ec). Assume
ψ is of the form Xj ⊥ {Xj1 , ..., Xjk}|XΠj−{j1,...,jk}. Then it can be derived by
one application of the decomposition rule applied to the corresponding CI in
(4). Analogously, if ψ is of the form Xj ⊥ {X1, ..., Xj−1} \ XΠj |XΠj , then
one application of weak union rule applied to (4) suffices. 2
It is worth noting that for positive distributions the set A(ec) could be defined
to consist of
Xj ⊥ Xjl |XΠj−{jl}
for each edge (jl, j) deleted in G(eC). Recall that these statements corre-
spond directly to local CSI statements as defined in (2). Namely for positive
distributions a repeated use of the intersection axiom justifies the derivation
of the CI
Xj ⊥ {Xj1 , ..., Xjk}|XΠj−{j1,...,jk} (5)
from the CIs
{Xj ⊥ Xjl |XΠj−{jl} : l ∈ {1, . . . , k}}. (6)
On the other hand, every CI in (6) can be derived from (5) by the weak union
rule.
As discussed in Example 3, CSI-separation, and hence our axioms fail
to capture some non-local CIs implied by the structure of the LDAG. The
following RC-rule and its inverse are obviously sound for LDAGs and they
address the problem discussed in Example 3.
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Definition 16 (The RC-rule).
XA ⊥ XB|XC∪W = eC∪W , XS ∀eC ∈ XC ⇒ XA ⊥ XB|XW = eW , XC∪S (7)
XA ⊥ XB|XW = eW , XC∪S ⇒ XA ⊥ XB|XC∪W = eC∪W , XS (8)
It is worth noting that the size of the assumptions needed to apply the RC-
rule (7) grows exponentially in the number of variables XC . On the other
hand, the question whether a CI holds in an LDAG is in general NP-hard
(see Theorem 10) hence the exponential blow-up might not be avoidable.
We conjecture that the following holds. We assume below that GL also
determines the outcome spaces Xi of Xi for each i ∈ ∆.
Conjecture 1. Let GL = (∆, V,LE) be an LDAG, and let A, B, C, and S
be disjoint subsets of ∆. Then the following are equivalent:
1. A CSI XA ⊥ XB|XC = ec, XS (CI XA ⊥ XB|XC) can be derived from
Iloc(GL) using the semi-graphoid axioms and the CSI and RC rules,
2. Every distribution P∆ satisfying Iloc(GL) also satisfies XA ⊥ XB|XC =
ec, XS (XA ⊥ XB|XC).
Note that the implication (1) ⇒ (2) (soundness) holds by Theorem 15 and
the obvious soundness of the RC-rule. For the converse implication (com-
pleteness), it may still be possible that more general types of independence,
such as the notion of partial independence [24], would enable the derivation
of some further CSI statements.
In Example 3 we showed how two labels (or CSIs), when combined, imply
a CI statement which cannot be inferred from the underlying graph. Instead,
the CI statement was inferred by performing CSI-separation and reasoning
by cases, as formalised by the RC-rule. However, applying CSI-separation
in a case-wise fashion turns out to be insufficient for discovering all indepen-
dencies. Therefore, this section introduces additional rules in an attempt to
make our system complete. We end this section by providing some examples
illustrating the need for the additional rules.
Example 4. Consider the LDAG in Figure 6, from which we want to infer
that X2 ⊥ X4. Using CSI-separation we can conclude that X2 ⊥ X4 | X3 = 0
and X2 ⊥ X4 | X3 = 1, which then according to the RC-rule imply that
X2 ⊥ X4 | X3. In addition, the local directed Markov property states that
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Figure 6: LDAG over four binary variables.
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X2 ⊥ X3. At this point we need to use the SG axioms. More specifically, the
contraction axiom allows us to conclude that X2 ⊥ {X3, X4}, after which the
decomposition axiom gives us X2 ⊥ X4. An interesting observation is that
the LDAGs in Figures 4 and 6 actually represent the same dependence struc-
tures despite that the underlying DAGs belong to different Markov equivalence
classes (see [5] for more details).
Example 5. Consider the LDAG in Figure 7, from which we want to infer
that X2 ⊥ X4 | X5 = 1. Following a similar approach as in the previous
example, we use CSI-separation to conclude that X2 ⊥ X4 | X3 = 0, X5 =
1 and X2 ⊥ X4 | X3 = 1, X5 = 1, which then according to the RC-rule
imply that X2 ⊥ X4 | X3, X5 = 1. In addition, the label on edge (2, 3)
represents the CSI statement X2 ⊥ X3 | X5 = 1. Analogously to the previous
example, we can now use the introduced context-specific SG axioms to infer
the sought-after independence. The contraction axiom allows us to conclude
that X2 ⊥ {X3, X4} | X5 = 1, after which the decomposition axiom gives us
X2 ⊥ X4 | X5 = 1.
4. Independence in databases and team semantics
In this section we review and study connections between CI statements
and certain qualitative notions of independence in the areas of database the-
ory and team semantics. It is well known that embedded multivalued de-
pendency from database theory can be viewed as a qualitative version of
conditional independence (see, e.g., [11, 12, 13, 14]). On the other hand,
EMVDs have re-emerged as a central concept in the area of team semantics
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Figure 7: LDAG over five binary variables.
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in which various logics of dependence and independence are studied. Sub-
section 4.1 gives the basics of teams and independence atoms and highlights
some of the known connections to CI statements via the previous work on
EMVDs. Subsection 4.2 then sets the stage for a systematic study of context
specific independence in team semantics and database theory.
4.1. Independence atoms and CI statements
The syntax of independence logic, FO(⊥c), extends the syntax of first-
order logic (FO) by atomic independence formulas of the form
~x ⊥~z ~y, (9)
where ~x, ~y, and ~z are tuples of variables. The semantics of independence
logic is defined (as in FO) in terms of first-order structures except that single
variable assignments are replaced by sets X of assignments called teams.
Definition 17. Let A be a structure with domain A, and {x1, . . . , xk} a
finite set of variables.
• A team X of A with domain Dom(X) = {x1, . . . , xk} is any set of
assignments from the variables {x1, . . . , xk} into the set A.
• A |=X ~x ⊥~z ~y iff for all s, s′ ∈ X such that s(~z) = s′(~z) there is s∗ ∈ X
such that s∗(~x~z) = s(~x~z), and s∗(~y) = s′(~y).
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It is worth noting that only the team and not the structure plays a role for the
satisfaction of an independence atom ~x ⊥~z ~y. The definition of satisfaction
for complex FO(⊥c)-formulas is discussed in the next section.
There is an intimate connection between independence atoms and CI
statements. Teams and independence atoms can be seen as qualitative ana-
logues of probability distributions and their CI statements (so-called rela-
tional dependency models discussed, e.g., in [9]). This connection can be
made explicit as follows (see [9, 19]). For a set of stochastic variables XA,
A ⊆ ∆, we write xA for a tuple (in any order) consisting of first-order vari-
ables xi for i ∈ A.
Proposition 18. Let P∆ be a distribution. Define a team X consisting of
those assignments s : {x1, ..., xn} → ∪1≤i≤nXi such that
X = {s | P∆(X1 = s(x1), ..., Xn = s(xn)) > 0}.
Then if P satisfies a CI XA ⊥ XB|XC, then A |=X xA ⊥xC xB, where
A = ∪1≤i≤nXi.
Proof. Let s, s′ ∈ X be such that s(xC) = s′(xC). Now we must have
P∆(XA = s(xA)|XC = s(xC)) > 0 and P∆(XB = s′(xB)|XC = s(xC)) > 0.
Denote these non-negative probabilities by c1 and c2, respectively. Since
XA ⊥ XB|XC holds,
P∆(XA = s(xA), XB = s
′(xB)|XC = s(xC)) = c1c2 > 0,
hence it follows that there exists s∗ ∈ X such that s∗(xA) = s(xA), s∗(xB) =
s′(xB), and s∗(xC) = s(xC) as wanted. 2
The known connections between the implication problems of EMVDs and
CI statements can be also restated for independence atoms; For a finite set
Σ ∪ {φ} of independence atoms, we write Σ |= φ with the meaning that for
all finite A and X, if A |=X ψ for all ψ ∈ Σ, then A |=X φ. For a set of CIs
Σ, Σ∗ denotes the corresponding set of independence atoms. The following
result extending Theorem 13 is an immediate consequence of the results in
[9].
Theorem 19. Let G be a DAG, and let A, B, and C be disjoint subsets of
∆. Then the following are equivalent:
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1. Iloc(G) |= XA ⊥ XB|XC,
2. Iloc(G)∗ |= xA ⊥xC xB,
3. Iloc(G) `sg XA ⊥ XB|XC.
Theorem 19 does not hold for the general implication problems of indepen-
dence atoms and CIs [30]. Furthermore, the implication problem of inde-
pendence atoms is know to be undecidable by the result of [32], whereas for
CIs the decidability of the problem is still open. It is worth noting that a
version of Theorem 19 holds for marginal CIs and independence atoms of the
form ~x ⊥ ~y. Furthermore, the implication problem of marginal CIs has a
complete axiomatization in terms of so-called Axioms of Independence that
are satisfied by various notions of independence in different areas (see [8] and
[33, 34]).
4.2. Independence logic and CSI atoms
In this section we discuss independence logic and define a novel logical
analogue of CSI atoms.
The syntax of independence logic extends the syntax of FO, defined in
terms of ∨, ∧, ¬, ∃ and ∀, by atomic independence formulas of the form
~x ⊥~z ~y, where ~x, ~y, and ~z are tuples of variables. The set Fr(φ) of free
variables of φ ∈ FO(⊥c) is defined analogously to first-order logic stipulating
that all variable occurrences in independence atoms are free.
Definition 20. Let A be a model with domain A and X a team of A with
domain {x1, . . . , xk}.
• If s is an assignment, x a variable, and a ∈ A, then s(a/x) denotes the
assignment (with domain Dom(s)∪{x}) that agrees with s everywhere
except that it maps x to a.
• For a function F : X → P(A) \ {∅}, we define the operations of Sup-
plementation X(F/xn) and Duplication X(A/xn) as follows:
X(F/xn) = {s(a/xn) : s ∈ X and a ∈ F (s)}
X(A/xn) = {s(a/xn) : s ∈ X and a ∈ A}.
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We are now ready to define the semantics of independence logic formu-
las (other than independence atoms). We restrict attention to formulas in
negation normal form in which negation is allowed to appear only in front of
first-order atomic formulas. Below, atomic formulas and their negations are
called literals, and A |=s φ refers to satisfaction in first-order logic.
Definition 21. Let A be a model and X a team of A. The satisfaction
relation A |=X φ is defined as follows:
• If φ is a first-order literal, then A |=X φ iff for all s ∈ X: A |=s φ.
• A |=X ψ ∧ φ iff A |=X ψ and A |=X φ.
• A |=X ψ ∨ φ iff X = Y ∪ Z such that A |=Y ψ and A |=Z φ.
• A |=X ∃xnψ iff A |=X(F/xn) ψ for some F : X → P(A) \ {∅}.
• A |=X ∀xnψ iff A |=X(A/xn) ψ.
Above, we assume that the domain of X contains the variables free in φ.
Finally, a sentence φ is true in a model A (abbreviated A |= φ) if A |={∅} φ.
One of the most basic observations about team semantics is the so-called
flatness property of FO-formulas.
Theorem 22. [16] Let φ ∈ FO. Then for all A and X it holds that
A |=X φ⇔ A |=s φ for all s ∈ X.
Another important property of all independence logic formulas is the fol-
lowing locality property. For a team X and V ⊆ Dom(X), we define
X  V := {s  V | s ∈ X}.
Theorem 23. [35] Let φ be an FO(⊥c)-formula. Then for all A and X it
holds that
A |=X φ⇔ A |=XFr(φ) φ.
Both dependence and independence logic are equi-expressive with exis-
tential second-order logic and are hence both non-axiomatizable. On the
other hand, by restricting attention to syntactic fragments of these logics,
complete axiomatization is possible [36, 37].
The next definition formulates a natural logical analogue of CSI state-
ments.
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Definition 24 (CSI-atom). A context-specific independence atom (CSI-
atom) is a formula of the form
~x ⊥φ(~v),~u ~y,
where φ is an FO-formula. Satisfaction for CSI-atoms is defined as follows:
A |=X ~x ⊥φ(~v),~u ~y iff for all s, s′ ∈ X such that s(~u) = s′(~u), A |=s φ(~v),
and A |=s′ φ(~v) there is s∗ ∈ X such that A |=s∗ φ(~v), s∗(~x~u) = s(~x~u), and
s∗(~y) = s′(~y).
Denote the extension of FO by CSI-atoms by FO(⊥CSI). The following ob-
servations are straightforward to prove. First of all, the locality property
holds also for FO(⊥CSI).
Theorem 25. Let φ be an FO(⊥CSI)-formula. Then for all A and X it holds
that
A |=X φ⇔ A |=XFr(φ) φ.
The next lemma shows that CSI-atoms can be expressed as FO(⊥c)-
formulas. Below, we denote by φd the dual of a first-order formula φ that is
obtained by transforming ¬φ to negation normal form.
Lemma 26. Let φ ∈ FO. Then the formula ~x ⊥φ(~v),~u ~y is logically equivalent
to the independence logic formula
φd ∨ (φ ∧ ~x ⊥~u ~y).
Proof. Let A be a structure and X a team such that
A |=X ~x ⊥φ(~v),~u ~y. (10)
Let Y1 = {s ∈ X | A |=s φ} and Y2 = {s ∈ X | A |=s φd}. Now since φ ∈ FO
it holds that X = Y1 ∪ Y2 and Y1 ∩ Y2 = ∅. Furthermore, by Theorem 22
it holds that A |=Y2 φd, and A |=Y1 φ. In order to show A |=Y1 ~x ⊥~u ~y, let
s, s′ ∈ Y1 be such that s(~u) = s′(~u). As both s and s′ satisfy φ, by (10)
there exists s∗ ∈ X such that A |=s∗ φ (i.e., s∗ ∈ Y1), s∗(~x~u) = s(~x~u), and
s∗(~y) = s′(~y). This shows that A |=Y1 ~x ⊥~u ~y, and hence
A |=X φd ∨ (φ ∧ ~x ⊥~u ~y)
as wanted. The converse implication is proved analogously. 2
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Lemma 26 implies that FO(⊥c) and FO(⊥CSI) are equi-expressive.
Theorem 27. FO(⊥CSI) ≡ FO(⊥c).
It is worth noting that Theorem 27 can be also obtained as a corollary of
the result of [35] showing that independence logic can define all properties of
teams definable in existential second-order logic. Lemma 26 shows, addition-
ally, that CSI-atoms can be given quantifier-free translations in independence
logic.
We end this section by showing that, analogously to CIs and independence
atoms, certain CSI-atoms can be viewed as qualitative analogues of CSI
statements.
Proposition 28. Let P∆ be a distribution. Define a team X consisting of
those assignments s : {x1, ..., xn} → ∪1≤i≤nXi such that
X = {s | P∆(X1 = s(x1), ..., Xn = s(xn)) > 0}.
If P∆ satisfies the CSI
XA ⊥ XB|XC = eC , XS,
then A |=X xA ⊥φ(xC),xS xB, where A = ∪1≤i≤nXi and φ(xC) = ∧i∈C(xi = ei)
(ei appears as a constant symbol in φ(xC)).
Proof. Analogous to the proof of Proposition 18. 2
5. Conclusion
We considered the problem of identifying all independence statements
implied by the structure and the labels of an LDAG. We showed the task is
coNP-hard, similarly as for other models capturing context specific indepen-
dence. Then we defined a sound extension of the semi-graphoid axioms for
deriving independence relations. We showed that our axiomatization finds
independence relations not captured by CSI-separation, but the completeness
of the axiomatization is still an open question. However, the more complete
set of implied independencies are already useful in various applications1, in-
cluding structure discovery and probabilistic inference for graphical models.
1A preliminary implementation of the axiomatization is available at: https://cs.
helsinki.fi/u/ajhyttin/csi/
24
In the second part of the article, we discussed the connections between
conditional independence and qualitative notions of independence prominent
in database theory and team semantics. As opposed to the so-called condi-
tional functional and inclusion dependencies, context specific independence
has not yet been studied in these frameworks. In order to initiate such
study, we defined a novel version FO(⊥CSI) of independence logic suitable
for formalizing qualitative versions of CSI statements. Team semantics has
already been successfully used to axiomatize dependencies in the database
theory framework (see, e.g., [17, 18]) and it is an interesting open question
to formulate general axioms for the logic FO(⊥CSI). In particular, it is an
interesting task to identify subclasses of CSI-atoms for which the implication
problem is axiomatizable or decidable.
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