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Abstract—In this paper, we propose a cross-layer optimiza-
tion scheme named Adjusting the Transmission Radius (ATR),
which is based on the Energy Consumed uniformly Connected
K-Neighborhood (EC-CKN) sleep scheduling algorithm in wire-
less sensor networks (WSNs). In particular, we discovered two im-
portant problems, namely, the death acceleration problem and the
network isolation problem, in EC-CKN-based WSNs. Furthermore,
we solve these two problems in ATR, which creates sleeping op-
portunities for the nodes that cannot get a chance to sleep in the
EC-CKN algorithm. Simulation and experimental results show
that the network lifetime of ATR-Connected-K-Neighborhood-
based WSNs increases by 19%, on average, and the maximum
increment is 41%. In addition, four important insights were dis-
covered through this research work and presented in this paper.
Index Terms—Death acceleration, duty-cycled, industrial wire-
less sensor networks (IWSNs), network isolation.
I. INTRODUCTION
A. Group-Based IWSNs
A S we had briefly presented in [1], along with the fastdevelopment of various emerging technologies in wire-
less communication and hardware design, small-size sensor
nodes are widely deployed and applied in many large-scale
industrial factories for a number of monitoring and controlling
applications, e.g., large-scale rotational equipment monitoring
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and fault diagnosis, large-scale pipeline monitoring, toxic gas
leak detection and leak point localization, and concentration
monitoring of CO2. Having wireless communication capability,
these sensor nodes can organize themselves into networks as
industrial wireless sensor networks (IWSNs) [2], which are
usually powered by batteries with limited energy. Comparing
with traditionally applied field bus in large-scale industrial
factories, IWSNs have many advantages, e.g., being cost ef-
fective, easy to deploy, and easy to move. In particular, by
applying IWSNs, it is possible to avoid using a large number
of power lines, which may cause a huge mass on power-
line deployment. Although IWSNs have a lot of advantages,
compared with traditional field bus, a nature shortage still exists
as the used batteries are difficult to be recharged with power
lines or impossible to be replaced, particularly within certain
applications, e.g., vibration sensor nodes deployed inside a
rotating machine or temperature sensor nodes deployed inside
a heat exchange tube. Furthermore, it is also impossible to
apply wireless charging technologies for these sensor nodes to
recharge, since strong interference exists in these kinds of large-
scale industrial factories, and the wireless charging distance is
still not long enough [3]–[6]. Therefore, studying and proposing
efficient energy management schemes is a crucial problem in
providing theoretical understanding and core algorithms for
IWSNs, particularly when deploying real applications.
Energy consumption in sensor networks is normally af-
fected by many factors, e.g., application required sampling rate,
deployment style and density of sensor nodes, hierarchical
organization, topology of broadcasting tree, in-network data ag-
gregation and fusion, data transmission schemes, sleep schedul-
ing control, and environmental interference. Among all of these
factors, the deployment style and sleep scheduling control are
two fundamental factors for IWSNs. For example, the IWSNs
deployed in a large-scale petrochemical plant will be expected
to conduct multiple monitoring tasks, e.g., densely deploying
a group of sensor nodes on a certain equipment for fault
monitoring and diagnosis and sparsely and evenly deploying
many sensor nodes for toxic gas monitoring and leak point
detection [7], [8]. This kind of deployment results in a group-
based network structure in IWSNs [9], as shown in Fig. 1.
B. Sleep Scheduling and Network Isolation Problem
Sleep scheduling control is considered as a fundamental
factor, since many other factors can be further investigated only
when the global network connectivity can be guaranteed via ap-
propriated sleep schedule management. Moreover, adopting the
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Fig. 1. Example of a group-based IWSN with three groups of sensor nodes
and six C-nodes (critical node). If these critical nodes cannot get opportunities
to sleep to save energy, it can easily cause a network isolation problem in the
network.
sleep scheduling scheme is considered as a common approach
for saving energy, since it allows sensor nodes to sleep [10].
Network isolation is a situation that may happen when the
energy of certain sensor nodes is consumed much faster than
its neighbors and eventually cause the breaking of global net-
work connectivity. Although having sleep scheduling control
in wireless sensor networks (WSNs) can slow down the energy
consumption in terms of the entire network, some critical sensor
nodes probably still cannot get enough opportunities to sleep,
which will eventually cause the network isolation problem. This
problem will happen in the WSNs no matter how the sensor
nodes were deployed and organized as long as the sensor nodes
are not rechargeable. Since this problem is not avoidable, the
key point for releasing it in WSNs is to postpone its appearance
as late as possible.
C. Motivation and Contribution
In this paper, we study the network isolation problem
in a well-known sleep scheduling algorithm—Connected
K-Neighborhood (CKN)-based IWSNs.1 The (CKN) algorithm
is a distributed sleep scheduling algorithm [11], which can
reduce the number of active nodes efficiently. It keeps the
network k connected, and the number of asleep nodes in the
sensor network could be decreased by increasing the value of k
in CKN. The algorithm Energy Consumed uniformly Connected
k-Neighborhood (EC-CKN) [12], which takes the nodes’
residual energy information as a parameter to decide on
whether a node is active or asleep, not only can solve the
k-connected neighborhood problem but also can assure that the
k-awake neighbor nodes have more residual energy than other
neighbor nodes in the current epoch. Although the EC-CKN
algorithm performs well, the following questions were not
addressed yet in [12].
1) As shown in Fig. 2, in EC-CKN and other previous CKN-
based studies [13]–[15], all the nodes adopt the same k
1The reason for studying CKN/EC-CKN-based WSNs is threefold: 1) In
CKN/EC-CKN-based WSNs, all of the awake nodes are guaranteed to be
globally connected; 2) the EC-CKN algorithm is an extended version of the
original CKN algorithm, which was proposed by us in our previous research
work in 2011; 3) in this paper, we hope to further solve the newly discovered
problems in the EC-CKN algorithm.
Fig. 2. 200 nodes are deployed in an area with size 300 M ∗ 300 M. The
transmission radius of sensor nodes is 60 M. Blue nodes are normal working
nodes, green nodes are sleeping nodes, and red nodes are always-awake nodes.
The always-awake nodes in WSNs run the EC-CKN-based sleep scheduling
algorithm. In Fig. 2(a), nodes dissatisfying the condition of 2-neighborhood
(k = 2) are very few. However, as the requirement of the k value increases,
the always-awake nodes increase as well. When nodes are required to keep
8-neighborhood in Fig. 2(d), the always-awake nodes greatly increase. (a) k=2.
(b) k = 4. (c) k = 6. (d) k = 8.
value, and some nodes may never get a chance to sleep
since they do not have enough neighbor nodes as many as
k, which are considered as critical nodes or trouble nodes
in this paper. Then, the first question is: How to create
opportunities for these critical nodes to sleep?
2) Since these critical nodes may run out of energy very soon,
which can cause a series of problems, i.e., the network
isolation problem, the connectivity problem, or energy
imbalance, then the second question is: How to release
these problems to further prolong the network lifetime?
Motivated by the aforementioned two major issues, we
propose a cross-layer approach that is based on EC-CKN,
which is named Adjusting the Transmission Radius Connected
K-Neighborhood (ATR-CKN). As shown in Fig. 3, we break
down the research problem into two layers, i.e., physical
network layer and medium access control (MAC) layer. The
advantage of the ATR-CKN sleep scheduling scheme over
the original CKN-family-based sleep scheduling algorithms
[11]–[15] is that it can locally adjust a sensor node’s transmis-
sion radius in the physical network layer, which allows the node
to get a chance to sleep based on the CKN family algorithms’
execution result in the MAC layer. The ATR-CKN algorithm
inherits all the major properties of the EC-CKN algorithm.
Meanwhile, it also makes a significant new contribution of
extending the network lifetime by raising the sleeping rate.
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Fig. 3. Illustration of the ATR-CKN cross-layer scheme.
D. Insights
Insights of this research work fall into the following five
aspects:
1) ATR-CKN creates sleeping opportunities for critical
nodes that have to stay in awake status in EC-CKN.
2) ATR-CKN gains a higher sleeping rate than the CKN-
family-based sleep scheduling algorithms, e.g., EC-CKN.
3) ATR-CKN helps keep the network coverage ratio caused
by the critical nodes’ quick death.
4) ATR-CKN balances the network energy, which further
prolongs the network lifetime.
5) ATR-CKN releases the death acceleration problem of
the neighbor nodes caused by the always-awake nodes in
EC-CKN.
6) ATR-CKN can help release the network isolation problem
in EC-CKN.
The rest of this paper is organized as follows. Section II gives
a brief introduction about related work of sleep scheduling
schemes. Section III defines the network model, the sleep
scheduling model, and some notations. In Section IV, the
ATR-CKN sleep scheduling scheme is described with detailed
information. Specifics of simulation experiments are presented
in Section V, which validate the correctness of the proposed
ATR-CKN scheme. Finally, Section VI concludes this paper.
II. RELATED WORK
In the study of WSNs, network lifetime has been defined
in various ways [16]–[20], and various mechanisms have been
proposed to prolong network lifetime with a good coverage
level. One common approach to minimize the energy consump-
tion and extend the network lifetime is to put some sensors
in the sleep state and put others in the active state for the
sensing and communication tasks. When a sensor is asleep, its
processor is turned off, but a timer or some other triggering
mechanism may be running to wake up the sensor. Therefore,
the energy consumed in the sleep state is only a tiny fraction
of that consumed in the active state. A sleep scheduling mecha-
nism allows each sensor to determine when it should switch its
state and what state it will switch to.
A. Sleep Scheduling in Hierarchical Networks
In a hierarchical network such as a cluster-based network,
sensor nodes organize themselves into clusters, and each cluster
has a cluster head. Each cluster head manages the sensor nodes
in its own cluster, for communication between the cluster and
the base station. Communication between cluster heads and the
base station may be multihop through other cluster heads.
In [21], Heinzelman et al. have proposed a distributed algo-
rithm for WSNs (LEACH), in which sensor nodes randomly
select themselves as cluster heads with some probability and
broadcast their decisions. The remaining sensors join the cluster
of the cluster head that requires minimum communication
energy. LEACH may be unstable during the setup phase de-
pending on the density of sensors. Qin et al. in [22] proposed
a k-connected overlapping clustering approach with energy
awareness, namely, k-OCHE. The basic idea of k-OCHE is to
select a cluster head by energy availability status, and it can
balance energy distributions well, consequently prolonging the
network lifetime, and gain a quicker routing recovery time.
He et al. [18] designed an energy-efficient surveillance system,
which classifies sensors into sentries and nonsentries in each
cycle and saves energy by putting the nonsentry nodes to sleep
most of the time. Its drawback is that the clocks of the nonsentry
sensors may drift in the course of time, and as a result, a sentry
may need to transmit an awake beacon repeatedly to wake
up the nonsentries. The balanced-energy sleep scheme [23]
tries to determine the sleep probability such that the maximal
number of sensor nodes would consume energy at the same rate
independent of the distance to the base station.
B. Sleep Scheduling in Nonhierarchical Networks
Kumar et al. adopted the randomized independent schedul-
ing mechanism extending network lifetime while achieving
asymptotic K-coverage [24]. At the beginning of an epoch,
each sensor node independently decides whether to become
active with probability p or go to sleep with probability 1− p.
Thus, the network lifetime is increased by a factor close to
1/p. Tian and Georganas proposed a distributed scheduling
mechanism to save energy while preserving sensing coverage
[25]. To avoid reducing sensing coverage, this mechanism
allows a sensor node to turn off only if its sensing area is
completely covered by its neighbors’ sensing areas. Note that
this mechanism only considers those neighbors within a node’s
sensing area to be potential; hence, a sponsored sector may
underestimate the number of sensor nodes that can be turned
off. In the coverage-aware sleep scheduling scheme [26], each
sensor computes the total overlap area between itself and its
active neighbors during each scheduling cycle. It then goes to
sleep in the next cycle with a probability proportional to the
size of the overlap area. Berman et al. presented a centralized
and a distributed algorithm to maximize network lifetime while
achieving K-coverage [27]. The distributed sleep scheduling
and range adjustment [28] periodically determines the set of
active nodes and sleep nodes for each cycle. An optimization
problem is formulated for a scalable hybrid MAC protocol [29]
to concurrently access the channel in a machine-to-machine
network.
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TABLE I
COMPARISON OF CKN-BASED SLEEP SCHEDULING SCHEMES
The drawbacks of these methods are as follows: 1) The
computation may be too time consuming to fit into the small
computational power of a sensor node when there are a large
number of neighbors; and 2) the production cost of the node as
well as the node’s overhead is increased.
C. CKN-Based Sleep Scheduling Algorithms
Chang and Tassiulas proposed a (CKN) sleep scheduling
scheme [10] to generate a favorable duty-cycled WSNs for geo-
graphic routing, and the focus of CKN is to allow only a portion
of sensor nodes to be awake to save energy consumption while
the global network is still connected by those awake nodes.
There are nine novel types of CKN-based sleep scheduling
schemes designed by our research group recently: geographic-
routing-oriented sleep scheduling GSS [13], geographic-
distance-based CKN (GCKN) [14], secured energy-aware CKN
(SECKN) [15], energy-consumption-based CKN (EC-CKN)
[12], [30], data-contain-oriented sleep scheduling DSS [31],
geographic-distance-based connected k-neighborhood for
first path GCKNF and geographic-distance-based connected
k-neighborhood for all paths GCKNA [32], collaborative-
location-based sleep scheduling scheme CLSS [33], and
priority-based sleep scheduling PSS [34].
GSS aims to shorten the length of the first transmission path
explored by TPGF [35] in a CKN-based WSN. GSS makes
the potential nearest-neighbor node sink continue to be awake,
although the original CKN already determines the node to be
asleep. In terms of GCKN, the attention is to reduce the trans-
mission paths searched by TPGF in a CKN sleep-scheduled
WSN, when there is a mobile sink. Two GCKN sleep schedul-
ing algorithms called geographic-distance-based connected-k
neighborhood for first path (GCKNF) and geographic-distance-
based connected-k neighborhood for all paths (GCKNA) [32]
have been introduced in duty-cycle-based WSNs, which can
incorporate the advantage of sleep scheduling and mobility. The
GCKNF sleep scheduling algorithm minimizes the length of
the first transmission path explored by geographic routing in
duty-cycled mobile WSNs. Another scheme, which is called
the GCKNA algorithm, reduces on the length of all paths
searched by geographic routing in duty-cycled mobile WSNs.
A detailed theoretical analysis and evaluation have been pre-
sented in this work. Regarding SECKN, it researches the issue
that there could be potential insider attacks that may seriously
affect or even destroy proper sleep scheduling operations and
properties for a WSN. With respect to EC-CKN, it takes account
of the nodes’ residual energy information as the parameter
to decide on whether a node is active or asleep in a duty-
cycled WSN. DSS is based on the fact that the sensor node
with more data scope should be awake so that these potentially
more important data indicating environmental changes can
be transmitted. Addressing the sleep scheduling problem in
duty-cycled WSNs with mobile nodes (sink node or normal
sensor node) employing geographic routing, GCKNF targets to
achieve much shorter average lengths for the first transmission
paths searched by geographic routing in mobile WSNs, and
GCKNA aims to obtain much shorter average lengths for all
transmission paths explored by geographic routing in mobile
WSNs. CLSS and PSS are proposed for saving the energy con-
sumption of WSNs integrated with mobile cloud computing.
In particular, for CLSS, it considers the locations of the mobile
users utilizing the cloud, to dynamically change the awake or
asleep state of sensor nodes in the integrated WSN. Regarding
PSS, it incorporates the time and priority characteristics of
the data requested by the mobile user into the WSN sleep
scheduling process to gather and transmit data for the cloud.
A comparison of these CKN-based sleep scheduling schemes is
given in Table I.
However, all of the CKN-based sleep scheduling schemes
overlook one significant fact that some nodes have to stay
awake when they do not have enough neighbor nodes as many
as k. These nodes will run out of energy very soon to cause
a series of problems, e.g., death acceleration and network
isolation. Consequently, the sleeping rate will not further raise
when the value of k is set as 1 for different node density values
in the WSN.
III. NETWORK MODEL
A. Communication Network Model
We consider a multihop WSN where all nodes are alive.
We assume that each node has a unique ID. All sensor nodes
transmit at the same power level and, hence, have the same
transmission range Tr. Each sensor node is aware of its geo-
graphic location and its one-hop neighbor nodes’ geographic
locations. The locations of sensor nodes can be obtained by a
Global Positioning System or other localization methods. We
assume that sensor nodes can know the location of the base
station by receiving the packet from the base station. We adopt
the transmission rate as shown in [17]–[19].
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All communication and packet transmission are over a single
shared wireless channel. A wireless link can be established
between a pair of nodes only if they are within the wireless
communication range of each other. Our proposed scheme only
considers bidirectional links. It is assumed that the MAC layer
will mask unidirectional links and pass bidirectional links. We
refer to any two nodes that have a wireless link as one-hop or
immediate neighbors. Nodes can identify one-hop neighbors by
using beacons.
B. Energy Consumption Model
We use the same radio model defined in [19]. The amount of
energy required to transmit an L-bit message over a distance x
is ETX(L, x) given by
ETX(L, x) =
{
Eelec · L+ fs · L · x2, if x ≤ d0
Eelec · L+ mp · L · x4, if x ≥ d0.
(1)
Eelec is the energy dissipating to power the transmitter or
receiver circuitry. The parameters fs and mp are the amount
of energy dissipating per bit in the radio-frequency amplifier
according to distance d0, which is given by
d0 =
√
fs
mp
. (2)
The energy consumed by receiving this packet is ETX(L, x),
as shown by
ETX(L, x) = L ·Eelec. (3)
C. Notations
1) Network Size (n): The network size is the number of
nodes in the network. Sensor nodes are randomly deployed in a
square area with side length of l.
2) Network Lifetime (round): The network lifetime is de-
fined as the average time that sensor nodes in the network run
out of its energy from the beginning, and it is in rounds.
3) Minimum Number of Awake Neighbors in an Epoch for
Each Node (k): Through varying the value of k, we can keep
the network k connected and optimize the geographic routing
performance.
4) Transmission Radius (TR): The transmission radius is
the effective communication range between the node and an-
other node.
5) Default Transmission Radius (DefaultTr): The default
transmission radius is the default communication range of a
node in ATR-CKN.
6) Maximum Transmission Radius (MaxTr): The max-
imum transmission radius is the maximum communication
range of a node in ATR-CKN.
7) Increase Transmission Radius (IncreaseTr): This is the
increment of effective transmission radius in every adjustment
of ATR-CKN.
IV. PROBLEM STATEMENT
When deploying real WSNs for practical applications, it is ex-
tremely important to have a good sleep scheduling algorithm
to balance the sensor nodes’ energy consumption. As previ-
ously mentioned, EC-CKN is a sleep scheduling algorithm
designed for duty-cycled WSNs based on the CKN sleep
scheduling scheme proposed by Chang and Tassiulas [10].
EC-CKN inherited the key feature of CKN: “allow only a
portion of sensor nodes to be awake to save energy while
the global network is still connected by those awake nodes”
and further focused on prolonging the network lifetime: “the
residual energy owned by the awake nodes determined by the
sleep scheduling scheme should be more than that of the asleep
nodes determined by the algorithm.”
From the discussion on CKN related schemes in Section II-C,
it is observed that EC-CKN is that which is focused on bal-
ancing energy consumption and network lifetime, which falls
into one of the major problems of this paper: death acceleration
problem. Therefore, EC-CKN is selected for comparison, but
not other CKN related algorithms. However, in EC-CKN, if a
node cannot satisfy the condition of k-neighborhood, it will
stay awake all the time. It causes a problem in EC-CKN and
even in other CKN-based sleep scheduling algorithms: There
may exist nodes that always need to be awake until they run out
of energy. Thus, the low-energy reserved awake nodes will run
out of energy very soon. After detailed analysis, our research
interests fall into the following three aspects.
A. Speed Up Neighbor Node’s Death
In CKN-based sleep scheduling algorithms, a node has to
keep awake if it dissatisfies the condition of k-neighborhood.
As we all know, awake nodes have to consume a lot of energy
for sensing and communication actions. If a node stays awake,
it will die out much earlier than other nodes, which can get
a chance to sleep. When the node runs out of energy, its
one-hop neighbor nodes may also dissatisfy the condition of
k-neighborhood. In other words, it speeds up its neighbor
nodes’ death.
We analyze the problem in the EC-CKN resultant network, as
shown in Fig. 4. Nodes in the four subgraphs of Fig. 4 have the
same initial energy. Node B has six one-hop neighbor nodes, as
the requirement of the minimum k value is 2, node B can go
to sleep in principle. However, to ensure network connectivity,
based on the algorithm’s rules, node B is the only neighbor of
node A, and it has to stay awake, as shown in Fig. 4(a). Then,
node B runs out of energy in round 26, as shown in Fig. 4(b),
in which node A is still alive. However, if nodes A and B can
do some adjustments, e.g., let node A get a chance to sleep,
as shown in Fig. 4(c), node B can work until round 41, as
shown in Fig. 4(d). Thus, node A is a trouble node, which will
speed up the death of node B and its other one-hop neighbor
nodes.
B. Appear the Network Isolation Problem
The most important problem is that CKN-based sleep
scheduling networks will appear as the network isolation prob-
lem. As previously discussed, some always-awake nodes die out
much earlier than other nodes; this will cause a problem in the
network’s connectivity.
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Fig. 4. Neighbor nodes’ death speedup problem illustration. Blue nodes are
normal working nodes, green nodes are sleeping nodes, red nodes are always-
awake nodes, and black nodes are dead nodes. k = 2, node B is node A’s
neighbor. B has six neighbor nodes, but it cannot go to sleep because it is
the only neighbor of A. (a) k = 2, round = 1. (b) k = 2, round = 26.
(c) k = 2, round = 1. (d) k = 2, round = 41.
As shown in Fig. 5, in EC-CKN-based WSNs, nodes A
and B in Fig. 5(a) dissatisfy the condition of 3-neighborhood
(K = 3), such that they cannot get any opportunity to sleep
and save energy. In Fig. 5(b), after executing the EC-CKN
algorithm for 25 rounds, nodes A, B, a, b run out of energy,
which leads to two isolated network islands. All nodes run out
of energy in the round of 46, as shown in Fig. 5(c), which
means that these two network islands have been disconnected
for 21 rounds. However, our proposed method can avoid the
network isolation problem and keep network connected even
after 40 rounds, as shown in Fig. 5(d). It is important to note
that we do not consider interference and noise that cause the
network isolation problem in IWSNs, which, by itself, will be a
worthwhile contribution; this is a potential future work.
C. Reduce the Network Coverage Rate
As sensor nodes are randomly deployed in an area, node
density cannot stay at the same level. Nodes that dissatisfy the
condition of k-neighborhood are usually distributed in a sparse
area of the network.
In Fig. 6, nodes A and B both dissatisfy the condition of
2-neighborhood (k = 2), and node A is the trouble node, as
previously discussed. Node B is deployed in a high-density
area, and node A is distributed in a relatively sparse area. If
node B runs out of energy, its neighbor nodes will replace
timely, whereas the network coverage rate will be much reduced
if node A dies out.
Fig. 5. Network isolation problem illustration. Blue nodes are normal working
nodes, green nodes are sleeping nodes, and black nodes are dead nodes due
to running out of energy. (a) k = 3, round = 1. (b) k = 3, round = 25.
(c) k = 3, round = 46. (d) k = 3, round = 40.
Fig. 6. Network coverage reduction problem illustration. Nodes A and B both
dissatisfy the condition of 2-neighborhood (k = 2).
V. PROPOSED METHOD
Based on the given analysis, we propose the ATR-CKN,
which can be applied in any sleep scheduling algorithm based
on CKN. In the CKN-based network, the value of k is set at
the beginning of each epoch, then there may exist nodes that
never have neighbors as many as k, and ATR-CKN will create
opportunities for these nodes to go to sleep. Before executing
any CKN-based sleep scheduling algorithm, each node executes
ATR-CKN. We assume that all the nodes’ default transmission
radius (TR) is DefaultTr, and the maximum TR supported
by a sensor node’s hardware is MaxTr. Each time, the TR can
be increased by IncreaseTr meters.
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TABLE II
SCHEME OF ATR-CKN
First, at the beginning of an epoch, ATR-CKN checks the
necessity to execute ATR-CKN, to see whether each node has
enough neighbor nodes. If the node does not satisfy the condi-
tion of k-neighborhood, ATR-CKN will further make sure if the
node’s TR is less than MaxTr or not in the second phase. If a
node’s transmission radius has already been set at the maximum
value or satisfies k-neighborhood, then we consider that it is
ready for executing the CKN-based sleep scheduling algorithm.
Otherwise, ATR-CKN begins to explore the most suitable TR
for the node in the fourth part. To ensure the symmetry of
the network transmission, its one-hop neighbor nodes should
increase their TR to be the same as the current node if the node
adjusts its TR. The ATR-CKN’s execution flowchart is shown
in Table II.
VI. PERFORMANCE EVALUATION
A. Experimental Setup
To verify the correctness and effectiveness of the proposed
ATR-CKN scheme, we conduct a detailed simulation using the
WSN simulator NetTopo2 [36]. In our simulation, the studied
WSN has the network size: 800× 600 m2. The number of
deployed sensor nodes is increased from 100 to 800. The value
of k is changed from 1 to 10 (each time increased by 1). For
each number of deployed sensor nodes, we use 100 different
seeds to generate 100 different network deployments. All simu-
lation parameters [13], [37], [38] are listed in Table III. MaxTr
is set to 120 m, and DefaultTr is set to 60 m. We set the
random initial energy for each node between 6 and 10 J. If a
node’s transmission radius is changed, the energy consumption
will change based on path loss. The network lifetime is defined
as the rounds of duty cycle. In this paper, we do not consider
interference and noise in the network model.
2NetTopo (http://sourceforge.net/projects/nettopo/) is an open-source soft-
ware for simulating and visualizing WSNs.
TABLE III
SIMULATION PARAMETERS
B. Promotion of Sleeping Rate
In previous studies, the sleeping rate will stay at a stable level
under certain node density. As shown in Fig. 7(a) and (b), when
the k value is five and larger, under certain network size, the
sleep rate approaches zero gradually.
In Fig. 7(c) and (d), ATR-CKN makes a great difference; it
promotes the sleeping rate further to prolong network lifetime.
With the appropriate adjustment of the always-awake nodes’
transmission radius, these nodes can get a chance to sleep. The
sleeping rate in ATR-CKN doubles that in EC-CKN when their
node density is the same.
In previous CKN-based sleep scheduling algorithms, e.g.,
EC-CKN, the influence of k gets weaker and weaker. It can
be easily seen that ATR-CKN provides better control of the
network sleeping rate through adjusting the value of k.
C. Network Lifetime
Foremost, we compare network lifetime. We set the random
initial energy for each node between 6 and 10 J. Fig. 8 shows
the simulation results of the whole network lifetime by using
EC-CKN and ATR-CKN. In Fig. 8, the x-axis is the different k
values, and the y-axis is the value of network lifetime. It can be
easily seen that ATR-CKN can significantly prolong the network
lifetime.
After a detailed analysis of statistical data, we can find that
the lifetime in ATR-CKN increases by 19%, on average, and the
maximum increase is 41%. Thus, we conclude that ATR-CKN
indeed extends network lifetime much more than that of
EC-CKN.
Although increasing the transmission radius of nodes means
increasing the energy consumption in nodes, by getting the
opportunity to sleep, the total energy of the network is well bal-
anced, and the overall network lifetime can still be prolonged.
D. Average Round of First Death Node
Here, we evaluate EC-CKN and ATR-CKN in terms of the
average round of the first nodes running out of energy. In
Fig. 9(a), we can observe that the average round of the first
dead node in EC-CKN is very low. When the network size is
set, regardless of the value of k, the average round of the first
dead node almost stays at the same level. Hence, a series of
problems will occur, e.g., the death acceleration problem, the
network isolation problem, and the network coverage problem.
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Fig. 7. Comparison of sleeping rates in EC-CKN and ATR-CKN. (a) Sleeping
rate in EC-CKN (2-D). (b) Sleeping rate in ATR-CKN (2-D). (c) Sleeping rate
in EC-CKN (3-D). (d) Sleeping rate in ATR-CKN (3-D).
Fig. 8. Comparison of network lifetime by using EC-CKN and ATR-CKN.
(a) Lifetime of EC-CKN (2-D). (b) Lifetime of ATR-CKN (2-D). (c) Lifetime
of EC-CKN (3-D). (d) Lifetime of ATR-CKN (3-D).
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Fig. 9. Comparison of average round of the first node running out of energy
in EC-CKN and ATR-CKN. (a) Average round of the first node running out of
energy in EC-CKN. (b) Average round of the first node running out of energy
in ATR-based EC-CKN.
However, as we can see in Fig. 9(b), ATR-CKN is much
improved. For example, when k is 1, the average round of
the first dead node is doubled in every network size. Moreover,
when k is 5 and even larger, the average round of the first dead
node will also keep a stable trend, but the stable value is also
almost doubled compared with the EC-CKN’s.
In CKN-based sleep scheduling schemes, the lifetime of
the first dead node has nothing to do with node density, e.g.,
EC-CKN, as shown in Fig. 9(a). However, in ATR-CKN, when
node density gets larger, the lifetime of the first dead node is
much longer. In other words, ATR-CKN delays the death of the
always-awake nodes, and it is more apparent when node density
gets larger.
E. No-Sleeping-Opportunity Nodes
As previously mentioned, there exist a number of nodes that
have to remain in the awake state since it cannot satisfy the
condition of k-neighborhood. As Fig. 10 shows, the ratio of the
always-awake nodes in the network is much higher relative to
that in ATR-CKN, regardless of the node density value.
In a sensor network where node density is greater than or
equal to 8.3× 10−4 per m2, ATR-CKN can assure the inex-
istence of always-awake nodes. That is, ATR-CKN gives full
play to the k value over the whole network. This is also the
reason why ATR-CKN can improve sleeping rate and prolong
the lifetime in CKN-based sensor networks.
Fig. 10. Comparison of the ratio of the always-awake nodes in EC-CKN and
ATR-CKN. (a) Ratio of always-awake nodes in EC-CKN (2-D). (b) Ratio of
always-awake nodes in ATR-CKN (2-D).
VII. CONCLUSION
In this paper, we have proposed a cross-layer optimization
scheme called ATR-CKN, which is based on EC-CKN. We
compare ATR-CKN, and simulation results show that ATR can
prolong the lifetime of WSNs because it creates opportunities to
sleep for the nodes that have no opportunity to sleep in EC-CKN.
The major contributions and discovered insights of this research
work are summarized as the following four aspects.
1) First, ATR-CKN delays the death of always-awake nodes.
When the node density is larger, the time when the
first dead node appears is later. However, in traditional
CKN-based sleeping scheduling algorithms, the lifetime
of the first dead node has no direct relationship with the
network’s node density.
2) Second, in a sensor network where node density is greater
than or equal to 8.3× 10−4 per m2, ATR-CKN can as-
sure the inexistence of always-awake nodes. That is,
ATR-CKN gives full play to the k value over the whole
network.
3) Third, although increasing the transmission radius of
nodes means increasing the energy consumption in nodes,
by getting the opportunity to sleep, the overall network
lifetime can be still prolonged.
4) Finally, compared with other CKN-based sleeping
scheduling algorithms, in ATR-CKN, the k value has a
bigger influence on controlling the sensor network, e.g.,
the sleeping rate.
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APPENDIX
This appendix shows the pseudocode of the connected
k-neighborhood (CKN) algorithm in [11].
Pseudocode of connectedk-neighborhood (CKN) algorithm
(Run the following at each node u)
1. Pick a random rank ranku.
2. Broadcast ranku and receive the ranks of its currently
awake neighbors Nu. Let Ru be the set of these ranks.
3. Broadcast Ru and receive Rv from each v ∈ Nu.
4. If |Nu| < k or |Nv| < k for any v ∈ Nu, remain awake.
Return.
5. Compute Cu = {v|v ∈ Nu and rankv < ranku}.
6. Go to sleep if both the following conditions hold. Re-
main awake otherwise.
• Any two nodes in Cu are connected either directly
themselves or indirectly through nodes within u’s
two-hop neighborhood that have rank less than
ranku.
• Any node in Nu has at least k neighbors from Cu.
7. Return
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