ABSTRACT
INTRODUCTION
The computational complexity of predicting the full 3D conformation of proteins has stimulated the development of knowledge-based approaches that solve simple intermediate problems such as the prediction of solvent accessibility and secondary structure. These predictions are often core elements of methods that recognize the folds of proteins that have negligible sequence identity to existing structures (McGuffin and Jones, 2003) . Secondary structure prediction has been tackled using numerous learning algorithms including multi-layer perceptrons and recurrent neural networks, and therefore represents a useful problem for testing the effectiveness of new techniques. Support vector machines (SVMs) have shown promising results on several biological pattern classification problems and are becoming established as a standard tool in bioinformatics. SVMs have been successfully * To whom correspondence should be addressed. applied to recognition of protein translation-initiation sites in DNA sequences (Zien et al., 2000) and functional annotation of genes from expression profiles (Brown et al., 2000) .
SVMs perform well compared with other learning algorithms because they are effective in controlling the classifier's capacity and the associated potential for overfitting. This is achieved by ensuring that the decision boundary separating two classes does so with a large margin (Christianini and Shaw-Taylor, 2000; Vapnik, 1998) . SVMs have other desirable properties such as efficient solutions, relatively few adjustable parameters and the interchangeable use of kernel functions, which define a mapping of the data to a higher-dimensional feature space.
Since the publication of the PHD prediction method in the early 1990s (Rost and Sander, 1993) , three-state accuracies (Q 3 ) have continued to rise to their current peak of around 77%. The main reason for the increased accuracy is that modern methods incorporate evolutionary information from a larger number of homologues to the target protein. One source of this improvement is the continual expansion of the sequence databases (Rost, 2001b) and the other is the use of scoring matrices from iterated PSI-BLAST searches (Altschul et al., 1997) or hidden Markov model homology searches (Karplus et al., 1998) , which recover information from more remote homologous sequences (Rost, 2001a) .
SVMs have previously been shown to predict secondary structure (Hua and Sun, 2001 ) from multiple alignments with slightly greater accuracy than the early PHD prediction method. The highest quoted Q 3 score of 73.5% and the fairly modest improvement over PHD suggests that the SVM classifier, described in (Hua and Sun, 2001) , is not competitive with the best modern methods. The main reason for the improved Q 3 score of the new method is that the SVM is trained on PSI-BLAST profiles from searches carried out over the latest sequence databases. The SVM also uses a quadratic kernel function, which maps the data to a feature space that can represent pair interactions between features, increasing the accuracy of helix prediction. The other sources of improvement are that probability estimates are used to combine binary classifiers and to successfully train a second structure-to-structure classifier.
The SVM is benchmarked against the PSIPRED secondary stucture prediction method (Jones, 1999) , which is an expertly tuned feed-forward neural network that is consistently ranked amongst the best methods available (Rost and Eyrich, 2001 ).
SYSTEM AND METHODS
The training set was constructed by clustering a set of proteins with solved crystal structures, such that no two proteins had >25% sequence identity between clusters. A representative structure with the highest resolution was then selected from each cluster and placed in the training set totalling 1460 nonredundant proteins. This set is a comprehensive sampling of structure space and is also suitable for estimating the accuracy of the prediction system using cross-validation (Rost and Eyrich, 2001 ).
The inputs from each sequence appear in the form of a 20 × M position-specific scoring matrix from three iterations of a PSI-BLAST search, where M is the length of the target sequence. The scoring matrix for a window of 15 positions, centred on the target residue, is used as the input to the SVM. In cases where the window extends beyond the protein termini, 'empty' attributes are filled with zeros. The inclusion of extra inputs to indicate the ends did not alter the performance of the SVM and were therefore omitted.
The structural class of each residue was obtained by performing a standard reduction of the eight states outputted by the DSSP program (Kabsch and Sander, 1983) to the helix (H), strand (E) and the default coil (C) states. This study uses a reduction scheme whereby α-helix and 3 10 -helix are converted to H, sheet and isolated β-bridge to E and the rest (π -helix, turn, bend and other) to C. This reduction allows comparison with PSIPRED and most other prediction methods listed on the EVA server (Rost and Eyrich, 2001) .
Three-state predictions are made by combining the outputs of several binary SVMs. The 'one-versus-rest' and the 'one-versus-all' methods are two standard approaches for combining outputs from binary classifiers into a multipleclass prediction (Hsu and Lin, 2002) . The 'one-versus-rest' method constructs a binary classifier for each class. Each SVM is trained on all the examples with those in class i given positive labels and examples belonging to all other classes given a negative labelling. An example is then assigned to the class with the largest functional output. The 'one-versus-one' approaches construct classifiers for the k 2 = k(k − 1)/2 possible class pairings with each classifier trained on the subset of the examples belonging to the two classes. In testing, the outputs are combined by casting a vote for the 'winner' of each pair-wise comparison and assigning the example to the class with the most votes.
This study also investigates other methods for combining outputs from binary classifiers that use estimates of the posterior probability rather than the functional output. An acknowledged deficiency of SVMs is that they do not provide estimates of the posterior probability of class membership, in contrast to many neural networks. The heuristic probability estimates developed by Platt (1999) provide a reasonable approximation in this case. The outputs of the SVM f (x) are mapped to posterior probabilities using a logistic sigmoid function
where
tor representing each example and y is a binary class label. The parameters A and B were found by maximum likelihood estimation. This function is monotone in the magnitude of the functional output and maps the uncalibrated SVM outputs to the range [0, 1]. These estimates can be used to assign an example to the class with the highest posterior probability for the 'one-versus-rest' classifier or using the pair-wise coupling technique for a 'one-versus-one' classifier (Hastie and Tibshirani, 1998) . The pair-wise coupling method models the output of the classifier trained on classes i and j by
where p i and p j are the probabilities of the example being in classes i and j , respectively. The three-state probabilities are estimated by minimizing the cross-entropy between the model and the binary estimates of posterior probability from each classifier.
DESIGN
The publicly available SVMlight software was used to train several binary SVMs (Joachims, 1999) . The LOQO quadratic program solver was used because of its faster convergence for problems with a high error rate (Burges, 1998) . The performance of several kernels was investigated using a 300 protein training set and a 75 protein validation set. The order 2 polynomial kernel was found to have the highest validation accuracy.
where x and z are the input vectors for two examples. This kernel function maps the data to a feature space that includes
. This allows the SVM to represent periodic patterns that characterize helices, such as high scores for alanine in the central residue and glutamic acid at the n+4 position. The constant constrains K(x, z) to the range [−1, 1]. The optimum value for the parameter, C, controlling the trade-off between low training error and large margin was found to be 0.5 for the quadratic kernel. These parameters appear to be optimal for all six binary classifiers shown in Table 1 . The number of support vectors is extremely high for all six binary classifiers. This is undesirable because the fraction of the training examples that become support vectors places an upper bound on the generalization error rate (Christianini and Shaw-Taylor, 2000) . It also affects the time complexity, in testing, which scales linearly with the number of support vectors. The high empirical error is a characteristic of secondary structure prediction caused by noise in the evolutionary profiles and some ambiguity in the structure assignments. This high error leads to a large fraction of the data set becoming bounded support vectors. The examples are also not independently and identically distributed (i.i.d), with the feature vector for a particular residue closely resembling a rotation of the adjacent positions in the protein chain. Correlations between examples have been shown to increase the number of support vectors (Burges and Schölkopf, 1997) , as transformations of an initial set of support vectors generates more.
The accuracy of 'one-versus-rest' binary classifiers suggest that coil and helix states are more easily discriminated than sheet, contradicting results from balanced training of neural networks (Rost and Sander, 2000) . This may be a consequence of the helix and coil formation being influenced by predominantly local interactions whereas strands are formed between two strings of complementary residues that may be distantly separated in the protein sequence. Longer range interactions are not fully encoded by local windows although the profiles can represent the evolutionary constraints on each residue, which may indicate structural constraints in the globular protein.
The results of several methods for combining binary classifiers are shown in Table 2 . These classifiers are compared to a feed-forward neural network with a similar architecture to PSIPRED. The network has two layers of adaptive weights, a hidden layer with 70 units and an output node for each of the three structural classes (Bishop, 1995) . This network was trained using batch resilient back-propagation (Riedmiller and Braun, 1993) with early stopping.
The relatively low segment overlap score of all the methods is a characteristic of prediction methods that treat each residue as an i.i.d example and is caused by occasional inconsistencies (Rost and Sander, 1993) and segment overlap (Sov) scores (Zemla et al., 1999) for a test set of 75 proteins in the middle of structural elements. This study follows others (Rost and Sander, 1993; Jones, 1999) in training a second classifier on the outputs to filter the first set of predictions, as shown below for a fragment of protein 1qkr(A).
classifier 1: HHCECEHECHHHCC classifier 2: HHHHEEEEEHHHCC
The structure-to-structure SVMs were trained on the outputs of another window of 15 residues with additional binary features to indicate the protein termini. The pair-wise coupled probability estimates were used as they give better prediction accuracy than training on raw SVM outputs. The isotropic Gaussian kernel was found to have lowest error on the validation set.
The kernel and regularization parameters (γ = 1.28 and C = 0.2) were found on the training set using the leave-oneout model selection (looms) program (Lee and Lin, 2000) . The results for two cascaded pair-wise coupled SVMs, in Table 2 , show that the SVM continues to outperform a comparable neural network. The filtering neural net is trained on the outputs of the first network and has 60 hidden units. Both filters have improved accuracy and segment overlap, with the correlation co-efficients also indicating improved prediction of helices and strands.
RESULTS
The final prediction method includes three 'one-versus-one' binary SVMs with the quadratic kernel for sequence-tostructure classification. This allows training to be carried out on the full set of 1460 proteins because the memory requirements are lower than the 'one-versus-rest' class assignments. The 'one-versus-one' approach is also roughly an order of magnitude faster to train and the frequencies of each class are more evenly balanced. The outputs were mapped to probabilities and then inputted to a second classifier comprising binary structure-to-structure SVMs with the Gaussian kernel. The error matrices of the cross-validated predictions are shown in Table 3 . The results are shown for the 1095 structures without unresolved chain breaks out of the full set of 1460 proteins.
The SVM's Q obs X and Q pred X scores are quite similar to those of several other methods with comparable accuracies that are listed on the EVA server (Rost and Eyrich, 2001 ). The main differences appear to be that the SVM is more accurate in predicting helices but is slightly more conservative in predicting sheet residues. The outputs from the first set of binary classifiers give better estimates of the probability of a correct prediction than the outputs of the structure-to-structure classifiers. These estimates can be used to calculate a reliability index, as shown in Figure 1 , which can be used to indicate the regions of a protein where the classifier has high confidence.
Benchmarking of secondary structure methods is complicated by the great variation in accuracy between test proteins and the continual improvement in profiles resulting from the expansion of the sequence databases. As a result, an objective comparison of two methods can only be made on the same test set and with both methods having access to the same sequence database. This was achieved by benchmarking the SVM against PSIPRED on a set of 121 proteins released between January and June 2002. This set was filtered to remove any sequences that are homologous to any in PSIPRED's training set (the SVM is trained on a subset) and each other. The cut-off was set at a PSI-BLAST expectation score of 0.1 with sequences below that threshold considered to have significant similarity. The inputs were constructed using PSI-BLAST None of the differences in the scores between the SVM, PSIPRED and PROFsec are statistically significant (at the 95% level) according to a paired sample t-test. The differences in Q 3 , Sov and length error scores between the consensus and the other three methods are statistically significant according to the same criterion.
profiles from the same databases using identical search parameters. The results are shown in Table 4 along with those from PROFsec (Rost and Eyrich, 2001 ) and a consensus of the three methods using a simple voting scheme similar to that used by JPRED (Cuff and Barton, 1999) . Table 4 also shows a breakdown of the type of errors made by each prediction method, as shown in Figure 2 . This breakdown was found to be useful for benchmarking, as under-predictions and wrong predictions appear to be more detrimental to fold recognition using alignments of predicted secondary structure than other types of errors (McGuffin and Jones, 2003) . The SVM's error rates are significantly higher for this benchmark set of proteins than those estimated by crossvalidation. However, both PSIPRED and PROFsec also achieve accuracies that are far lower than their overall averages and the difference appears to be due to the nature of this particular test set. The similarity of the scores and the Q 3 distributions for these methods (Fig. 3) suggest that the SVM has similar prediction accuracy to PSIPRED and the other highest ranking methods on the EVA server such as PROFsec and SSpro, since common sets of approximately 100 proteins have been sufficient to demonstrate a significant improvement over older methods such as PHD (Rost and Sander, 1993) . The SVM appears to have achieved similar prediction accuracy to PSIPRED despite being trained on 1460 rather than 5000 structures.
The consensus achieves a Q 3 score that is significantly higher than each individual method according to a paired t-test. This demonstrates that a consensus of the highestaccuracy methods continues to improve on individual predictions, even in the current era of structure prediction based on PSI-BLAST profiles. Most of the improvement occurs in correctly predicting the ends of structural elements, although under-predictions may also be reduced.
DISCUSSION
The support vector machine has demonstrated a similar accuracy to PSIPRED on the benchmark set of proteins, with a smaller training set and without use of ensemble averaging from several networks. The SVM also attains greater accuracy than a neural network when both classifiers are trained on small data sets but this advantage is lost as the number of training examples is increased. The linear growth in the number of support vectors with the size of the training set coupled with the high empirical error of secondary structure prediction means that the final method has a very large number of support vectors, which occupy around 680 MB of memory. A single prediction therefore requires 1.6 × 10 8 multiply-adds from the sequence-to-structure classifier alone and the SVM is not yet a viable alternative to PSIPRED for implementation as a web service. Although, there is significant redundancy in the set of support vectors and exact simplification of the decision surface (Downs et al., 2001) would be likely to yield a classifier with acceptable classification rates. Alternatively, the SVM could be retrained on a smaller training set without greatly compromising generalization.
Other experiments have indicated that there is no advantage in using SVMs for the filtering structure-to-structure classifier. A hybrid method incorporating a neural network would reduce computational complexity and may also improve prediction accuracies, since the multiple-state classification can be made in a single step. Further improvements of the SVM classifier may be achieved through design of a kernel function that incorporates domain knowledge of how structure is conserved between homologous proteins or that makes effective use of information from outside a relatively narrow input window. Consensus predictions have also been shown to improve upon individual methods (Cuff and Barton, 1999) and a system that makes use of the most accurate modern methods may provide further gains in accuracy.
An acknowledged deficiency of SVMs is that the uncalibrated outputs do not provide estimates of posterior probability of class membership. This study has shown that a combination of the probability measures of Platt (1999) with the pair-wise coupling technique (Hastie and Tibshirani, 1998) can be used to indicate confidence successfully and may be applicable to other areas of biological pattern recognition.
Recent efforts have been made to predict the eight structural states assigned by DSSP using recurrent neural networks (Pollastri et al., 2002) and this may be the direction of future developments in secondary structure prediction. Investigations, using the SVM, suggest that α-and 3 10 -helices can be distinguished using evolutionary profiles, although this is complicated by the very unequal frequencies of the sub-divided structure classes. In addition, the SVM has some success in recognizing parallel and antiparallel strands, and these predictions could benefit fold recognition methods that incorporate secondary structure predictions.
