Abstract-We study achievable information rates for nonlinear channels with memory, in the context of satellite communication with QAM modulation. The complete channel model can be described by a Volterra expansion, but large alphabet size and/or large channel memory length may prohibit optimal softoutput demodulator processing, say with the BCJR algorithm. Thus we focus on reduced-state receivers and their achievable information rates as a function of state complexity, amplifier backoff, and receiver input sampling rate. These achievable rates for mismatched receivers are known to be attainable with powerful error control codes and optimal decoding.
I. INTRODUCTION
We consider transmission of QAM signals via a nonlinear satellite relay, with particular interest in achievable information rates obtainable as a function of downlink SNR, uplink power backoff, and complexity of a reduced-state decoder for the nonlinear channel with memory. More specifically, we investigate the transmission of 16-APSK modulated signals as typical in DVB-S2 systems that are distorted at the transmitter by a traveling wave tube amplifier represented by a memoryless Saleh model [1] . Figure 1 shows this configuration, where h(t) represents transmitter pulse shaping for spectrum control, g() represents the nonlinear amplifier, and h OMUX (t) is the output multiplexing filter. The reciever implements a trellis-based soft intput soft output (SISO) detector. Our model assumes strong uplink signals, so uplink noise due to the satellite amplifiers is ignored, and only downlink noise is considered.
In the absence of nonlinear distortion, QAM signals can be optimally detected by the use of a single matched filter, which preserves sufficient statistics. However this no longer is the case when there is a nonlinear element in the transmit chain.
It has been recognized that a matched filter (or correlator) bank is able to provide the sufficient statistics for an optimal trellis-based detector for this scenario, see [2] . However the complexity of the optimal detector (either SISO module or sequence decoder) grows as M L , where M is the modulator alphabet size, and L is the channel memory order. Our interest is in producing soft outputs, or symbol likelihoods, for an error-control decoder, and typically the full-complexity processor, e.g. a BCJR trellis sweep, is far too complicated. Thus we consider reduced-state (or mismatched) processors, as well as achievable information rates for these suboptimal receivers.
Reduced complexity receivers have been studied more extensively for linear ISI channels [3] - [7] and some techniques that have been developed can only be applied to linear channels. Reduced complexity techniques reported in the literature for nonlinear QAM channels include trellis state reduction (simple truncation), reduced trellis search, iterative equalization [8] , and channel shortening [9] .
We propose an approach to trellis state reduction for nonlinear QAM detection that to our knowledge has not yet been reported in the literature, referred to as marginalization. First, we adopt an oversampled (> 1/T ) representation for the received signal. Our mismatched channel law adopts a shorter memory than that of the actual channel, and assumes a multidimensional Gaussian p.d.f that has a smaller state description. This law is obtained by marginalizing over, or averaging with respect to, outlying symbols that constitute the true memory span of the channel, but are not part of the adopted state description.
For linear ISI channels with symmetric constellations, this technique is equivalent to channel memory truncation. However for nonlinear channels, this procedure does not have such a simple interpretation. Indeed nonlinear channels cannot be characterized by a single channel impulse response, and the concept of truncating the memory is not as straightforward. In this case marginalization is a more intuitive approach and will produce better results than truncation methods.
II. INFORMATION RATE CALCULATION FOR CHANNELS WITH MEMORY BY SIMULATION
Our performance analysis of these reduced complexity receivers is based on information rate calculations for channels with memory by simulation. The information rates for channels with memory involve entropy rate calculations which are prohibitively complex when done from first principles.
The information rate in bits per symbol for a channel with memory is the difference of entropy rates:
where X and Y are the input process (X 1 , X 2 , ...) and output process (Y 1 , Y 2 , ...) respectively.
The first entropy rate is defined as:
The probability distribution needed for this calculation, namely the joint p.d.f for the channel output sequence, is derived by marginalizing (over all states) the joint p.d.f. specified by a hidden Markov process:
where s n refers to a state at symbol time n. The state captures the channel memory, and can be expressed as an ordered tuple containing L consecutive symbols: s n = (x n , x n−1 , ...x n−L+1 ). The number of states is M L where M is the constellation size and L is the memory order of the channel.
The hidden Markov conditional distribution p(y n , s n |s n−1 ) fully characterizes the QAM based transmission scheme with nonlinear distortion in an AWGN channel. It can also be expressed as p(y n , s n |s n−1 ) = p(y n |s n , s n−1 )p(s n |s n−1 )
The conditional p(y n |s n , s n−1 ) will be the probability density which we will later marginalize in design of a reduced complexity receiver.
The complexity of computing the above joint p.d.f. needed for the entropy rate grows exponentially with n, so this is clearly impractical. A numerical alternative is summarized next.
A. Entropy Rate Estimation By Simulation
An alternative means of estimating the information rate is possible using simulation-based methods [10] , [11] . These methods use the forward recursion from the BCJR algorithm to calculate the probability of a simulated channel realization. By the Asymptotic Equipartition Property [12] ,
where we use the notation y k j (y j , y j+1 , ...y k ). y N 1 is a simulated realization of the random process Y N 1 . The left side of (2) converges with probability one to the entropy rate. In our calculations on a 4096 state trellis we have found that 10,000 samples are needed to produce stable estimates.
The forward recursion of the BCJR algorithm is based on the following factorization:
Using (1) this can be further written as
The first factor in the sum is computed recursively. The second is the probabilistic branch metric. We will marginalize this branch metric to derive a reduced complexity receiver, or equivalently a mismatched channel law. The third factor in the sum in (4) is the state transition probability; all allowed transitions are equally-probable. At the end of the trellis sweep p(y n 1 , s n ) is marginalized over states to give p(y n 1 ) which is used to estimate the entropy rate in (2) .
While this method gives a linear complexity increase with the number of symbols, the trellis size remains exponential with respect to the channel memory. So calculations for channels with large memory depth are still intractable. However one may arbitrarily specify a reduced complexity channel and with it calculate upper and lower bounds to the information rate [10] . As now summarized, this mismatched channel law can be used to bound the true achievable information rate of the actual channel, and furthermore, the lower bound is known to be achievable for a maximum likelihood receiver built matched to the reduced-state model. This is a convenient synergy between information theory and modem implementation.
If the real channel is characterized by p(y n |s n , s n−1 ) then one can arbitrarily specify a reduced complexity channel characterized by q(y n |s n , s n−1 ), where s n represents a state variable from a reduced state space that is computationally tractable for the BCJR algorithm. Then we are able to calculate an estimate for the upper bound of the information rate [10] :
and an estimate for the lower bound:
The tightness of the bounds above depend on how closely q(y n |s n , s n−1 ) approximates the true channel law p(y n |s n , s n−1 ). The main idea is that the realization y 1 , y 2 , ...y n is drawn from the real channel according to p(y n |s n , s n−1 ), while the probability calculated in the entropy rate calculations is done using the BCJR forward sweep based on a trellis defined by q(y n |s n , s n−1 ). Notice that in the lower bound the term that looks like a noise entropy, − While this method solves the problem of intractability for channels with long memory, the lower bound calculated by this method has a particularly useful interpretation, which for our purposes may be even more meaningful than the true information rate of the channel, as described next.
B. Lower Bound Equivalence With Achievable Rate of Reduced Complexity Receiver
The lower bound of the achievable information rate stated above is also the maximum achievable rate of a maximum likelihood (ML) receiver matched to the arbitrary reduced complexity channel, [10] , [13] , [14] . This result is particularly germane to the design of reduced complexity receivers since there is a one-to-one correspondence between the specification of q(y n |s n , s n−1 ) and the structure of the ML receiver matched to it. Both imply the same trellis structure, and this makes defining the approximate channel and designing the reduced complexity receiver practically one and the same.
Another convenience afforded by this result is that in our study of reduced complexity receivers we can primarily focus on information rate calculations with the assumption that these rates can be approached by good codes. Thus in this paper we focus on information rate calculations with the anticipation that future bit error rate calculations will confirm these results (to be presented). Our previous work shows that the information rates calculated using these methods were indeed approachable by LDPC codes, [15] .
III. WORKING IN THE OVERSAMPLED WAVEFORM DOMAIN
In transmission over linear channels, the receiver normal employs a matched filter sampled at one sample per symbol to supply complex data at the symbol rate. However, because of the nonlinear amplifier, to implement optimal decoding, we discard the matched filter and sample the raw received waveform at a higher (oversampled) rate. The sampling needs to be sufficiently fast to encompass all spectral regrowth caused by the nonlinearity, without aliasing. In our work, oversampling of eight was typically employed, producing an eight-dimensional complex vector for every symbol interval.
The optimal sequence detector for uncoded transmission in this case is a trellis-based receiver that uses an Euclidean squared-distance metric. To preserve sufficient statistics, the metrics should operate over vectors in the waveform domain, instead of points in the complex plane. In the literature these waveform segments that span one symbol period are called chips [2] , [6] . In [2] the derivation of a maximum likelihood sequence receiver leads to a matched filter bank, and the output of the matched filter bank yield the branch metrics in the trellis. This configuration essentially measures Euclidean squared-distance between the received chip and the expected chip at a branch in the trellis.
Therefore our branch metric p(y n |s n , s n−1 ) is actually a multidimensional probability density, where y n is a complex vector with a length equal to the oversampling rate. Since the channel is additive white Gaussian noise, this p.d.f. is spherically symmetric and has a simple form. The expectation of this vector, conditioned on state, is
where μ(s n , s n−1 ) is the expected chip pattern on branch (s n , s n−1 ) which can be calculated by pulse shaping the symbols x n n−L which correspond to (s n , s n−1 ) and passing it through the nonlinearity, producing the required one symbol long chip pattern.
IV. REDUCED COMPLEXITY RECEIVER DESIGN BY
BRANCH METRIC MARGINALIZATION The trellis branch metric p(y n |s n , s n−1 ) can be rewritten as p x (y n |x n n−L ) since the relationship between s n n−1 and x n n−L is deterministic. s n is simply x n n−L+1 and s n−1 is x n−1 n−L . Another way to interpret p x (y n |x n n−L ) is that it is the channel law. The fact that it is conditioned on more than one symbol indicates a channel with memory.
To obtain a reduced complexity trellis one can marginalize the less influential outlying symbols that affect the output in p x (y n |x n n−L ). For example:
This marginalizes out the first two symbols and last two symbols from p(y n |x n n−L ) and re-indexes the middle symbols to produce q x (y m |x m m−L ). In this specific example, the memory order has been reduced from L = 7 to L = 3. The probability p(x n n−1 , x n−L+1 n−L ) reduces to a constant when we assume X n as uniform, independent, and identically distributed. In this case
. The marginalized branch metric is then a sum of Gaussian distributions, or a Gaussian mixture. We then simplify this complicated function by using a Gaussian approximation, where the mean vector is the average of the conditional mean vectors.
In section V-B we represent this marginal as a spherically symmetric Gaussian vector with a single common variance where the variance per real dimension is the same for all branches. In section V-C we investigate if a generalized Gaussian vector approximation with a covariance matrix for each branch gives better results. is then used in a reduced-complexity trellis to calculate the achievable information rate. Also, the logarithm of this can be used in a practical trellis-based receiver.
V. NUMERICAL RESULTS
In this section we present our information rate calculation results. In all the following results we use APSK-16 as the modulation with a root raised cosine pulse with rolloff β = 0.25 and a length of 8 symbols. The Saleh model [1] was used, i.e.
with these parameters: α a = 2.15, β a = 1.15, α Φ = 2.16, β Φ = 9.10
A. Matched Filter Results, for Comparison
This section includes our previous results [15] for baseline comparisons. Figure 2 shows the achievable rates of a memoryless (L = 0) receiver which uses a linear filter matched to the original pulse shape before the nonlinear distortion. As stated in section III, this does not produce significant statistics. Nonetheless this is a somewhat reasonable starting point, and does correspond to a mismatched channel law. The results represent the achievable rates of a typical linear QAM receiver, but with an approximate channel law corresponding to a complex Gaussian p.d.f. with mean equivalent to the centroid of constellation clusters. These cluster centroids represent a first-order modeling of the nonlinear channel with memory, when a matched filter is employed.
The rates were calculated for various input backoff (IBO) levels. IBO is defined as the reduction in power, in decibels, at the input to the nonlinear amplifier. The signal to noise ratio (SNR) is configured as E sat /N 0 . E sat is the received energy per symbol at the amplifier saturation level. IBO = -4 dB for example corresponds to operating the amplifier 4 dB short of saturation, where distortion is slightly less, but output power is also smaller. N 0 is the one-sided power spectral density of the receiver noise.
Since the channel is memoryless, a trellis sweep for this case is not necessary. However, the information rate estimation by simulation can still be applied, where the memoryless mismatched channel law is q(y n |x n ), and the probabilities for the entropy rate calculations are: Again y n are drawn from the real channel, and (5) and (6) still hold for this case. IBO = 0 dB drives the amplifier at saturation, with substantial nonlinear distortion resulting. As a result, the information rate curve for IBO = 0 dB dips in Figure 2 in comparison to other backoff's at high SNR, as the intersymbol interference caused by nonlinear distortion begins to dominate at high SNR. Figure 3 displays the same graph zoomed in at 3 bits per symbol. At this point, the best backoffs are IBO = -2 dB and IBO = -4 dB which give 3 bits per symbol at around E sat /N 0 = 11.2 dB. Also, at 3 bits per symbol IBO = 0 dB has about the same performance as IBO = -6 dB, requiring about E sat /N 0 = 11.7 dB. B. Marginalization with Spherically Symmetric Gaussian Vector Approximation With Single Common Variance Next, we discard the matched filter and sample the received signal at eight times the symbol rate. We omit the OMUX filter in this experiment. The results here are based on marginalizing a channel with pulse shaping filter length eight symbols (so L = 7) to a reduced-complexity representation with L = 3. The pulse is divided into 8 basis chips, each the length of one symbol as shown in Figure 4 . An oversampling rate of 8 was chosen to encompass, without aliasing, the spectral regrowth caused by the nonlinearity. 
n n−L is interpreted as a row vector and g(·) is the memoryless nonlinearity which in our case is the Saleh model.
A logical way to obtain a reduced complexity receiver is to marginalize the symbols associated with the chips that have the least amplitude. Based on our pulse and basis chips, to reduce the memory order L = 7 to L = 3, we would marginalize s 1 , s 2 , s 7 , s 8 according to (7) . The result is a Gaussian mixture which we will approximate with a spherically-symmetric Gaussian vector of length 8, with a variance per real dimension that is the same across all branches in the trellis.
The expected chips associated with the reduced complexity receiver are calculated by:
where |X | is the size of the alphabet which in our case was 16.
These were stored into a lookup table, and the single common variance was calculated empirically by calculating the variance of the error between a long simulated realization from the real channel, and a waveform generated from μ q (s m , s m−1 ). Figure 5 shows the information rates calculated from this method. Figure 6 shows a magnification of the same results at 3 bits per symbol. For reference there is a plot of achievable rates for a linear channel, as well as the rates of a nonreturn-to-zero (NRZ) pulse shaped configuration. Under NRZ or rectangular pulse shaping there is no memory, but the constellation still gets distorted by the nonlinearity. When compared to the memoryless matched filtered case in section III-B, we can see that the the SNR requirement at 3 bits per symbol has improved to about E sat /N 0 = 10.2 dB which is a 1 dB improvement. The curve that has the highest rate is now IBO = 0 dB; essentially by better probabilistic modeling of the channel, with oversampling, we are able to 'decode' the increased distortion associated with operation at saturation. The memoryless receiver sees these nonlinearity effects as intersymbol interference, but a trellis-based receiver is able to compensate for some of this nonlinearity and hence perform at higher rates in the presence of the nonlinearity.
It is important to note that our linear model produces a larger average output power than the nonlinear model, so the comparison with linear channel results is not exactly fair. We measured the output power at IBO = 0 dB to be 0.7 dB below that of our linear amplifier. The required SNR for the linear model is E s /N 0 = 9.4 dB. So the gap between the linear model and the IBO = 0 dB curve is mostly due to output power difference, which suggests that the L = 3 receiver is able to compensate for most of the nonlinearity, even at IBO = 0 dB.
C. Marginalization with General Gaussian Vector Approx.
Here we investigate whether a general Gaussian vector approximation to the marginals in (5) could perform better than the spherically symmetric approximation we used in the previous section. To investigate this, we applied an OMUX filter to the output of the nonlinear amplifier with BT b = 1.38 so we could downsample from 8 times oversampling to 2 times oversampling without aliasing effects. This avoids the generation of a 16 × 16 covariance matrix which would be needed at 8 times oversampling. This filter's effect was incorporated in the calculation of the approximation of q(y m |s m , s m−1 ). Now, instead of just finding μ q (x m m−L ) as the mean from μ p (x 1 , x 2 , x 1 , x 2 , x 3 , x 4 , x 7 , x 8 ) for all x 1 , x 2 , x 7 , and x 8 , we also find the covariance matrix C q (x m m−L ) based on these μ p values and store them with μ q for each branch in the trellis. During the trellis sweep we use the general form of the multivariate normal distribution with the appropriate μ q and C q covariance matrix for each branch.
However, with this finer-tuned channel law, we did not see any appreciable improvement. Figure 7 shows the two curves for IBO = 0 dB from the two methods are basically indistinguishable. We attribute this to the dominance of additive receiver noise over most of the SNR range shown. VI. CONCLUSION Achievable information rates have been studied for nonlinear satellite channels with coded QAM transmission, assuming 16-APSK modulation. A reduced-state receiver has been formulated as an approximation to the exact, high-complexity MAP detector, using a Gaussian approximation to a marginalized probability model for the channel. Lower bounds on the achievable information rates have been numerically evaluated, and these are also known to be achievable rates by our suboptimal detector. Specific results are presented for a simple matched filter receiver, and for oversampled receivers that gain on the order of 1 dB over the simpler receiver.
Further simplification of the SISO receiver, relative to BCJR processing, is of interest and under further study. Interesting graph-based decoding structures in this regard have recently been presented by [8] .
