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I. INTRODUCTION
It makes sense to start from discussing the meaning of the term "self-consistent" in the paper title. The first papers describing the possibility of coherent cyclotron radiation by a beam of electrons guided by a uniform external magnetic field (see, e.g., Ref. 1 and references therein) were based on analyzing the motion of electrons in an electromagnetic (EM) wave of a given amplitude. Then, a self-consistent approach was used which implied that the wave amplitude is determined by the beam parameters and the power of wavebeam interaction, while the electron motion, in turn, undergoes an effect of this wave. 2 The spatial structure of the EM field excited by the beam was considered in these studies as independent of the beam.
The effect of the beam on the spatial structure of the EM field excited in a gyrotron resonator was first studied in the framework of the stationary theory. More exactly, since in gyrotrons the open-ended resonators are used, it was assumed that the transverse structure of the EM field is independent of the beam, while the axial structure does depend. 3, 4 Then, a similar approach was used for developing the self-consistent non-stationary theory. 5 This theory was developed under the assumption that the electron transit time through the resonator, T tr ¼ L=v z (here, L is the resonator length and v z is the electron axial velocity), is much shorter than the cavity decay time s d ¼ Q=x (here, Q is the cavity quality factor)
This assumption was also used later in such self-consistent, non-stationary codes as MAGY, 6 which was successfully used for designing many gyrotrons.
In view of the importance of this assumption for our present paper, let us discuss it in detail. For simplifying our discussion, assume that diffractive losses of the EM power in an open resonator greatly exceed the ohmic losses that for millimeter-wave gyrotrons operating in high-order modes is always true. Correspondingly, in the expression for the cavity decay time, the cavity Q is determined primarily by the diffraction losses, i.e., Q % Q D , where the diffractive Q-factor can be given as
In (2), L=k is the ratio of the resonator length to the wavelength, which is typically much larger than 1, q is the axial index of the mode, i.e., the number of its axial variations, the coefficient k depends on the resonator profile: for a resonator open at both ends, this coefficient is equal 3 to 4p, while in conventional gyrotrons open only at the collector end, this coefficient is close to 30. 7 A more detailed discussion of this dependence can be found elsewhere. 8, 9 Since the condition (1) can be violated first in the case of modes with one axial variation, we will limit our discussion by the case q ¼ 1. In this case, combining (1) with (2) yields the condition
In (3), b z ¼ v z =c is the electron axial velocity normalized to the speed of light. So, at the first glance, condition (3) can be violated only at very low voltages when the normalized axial velocity of electrons is very small. In this regard, however, one should take into account that, as was formulated in the first papers on the theory of cyclotron resonance masers (see, e.g., Ref. 10), the coherent cyclotron radiation by an ensemble of electrons gyrating in the external magnetic field is possible when the electron bunching is dominated by the relativistic dependence of the electron mass. A corresponding condition can be written by using the parameter l ¼ pðb 2 ?0 =b z0 ÞðL=kÞ proportional to the resonator length as (see, e.g., Ref. 1) l ) 1. In order to satisfy this condition at lower voltages, it is necessary to increase the L=k ratio. In terms of l, condition (3) can be rewritten as
In (4), a ¼ b ?0 =b z0 is the ratio of the initial orbital to axial components of the electron velocities, which typically is less than 2. So, taking into account the values of k given above, we can state that Eq. (1) always holds, and hence, the assumption about negligible changes in the wave amplitude during the electron transit time is always valid. This means that in the equation for electron motion, we can assume
, neglect the partial time derivative. Then, how one can explain that in the recent time there is an interest 11, 12 in developing the self-consistent non-stationary theory of gyrotrons free from this assumption? There can be, at least, two reasons for this interest. First, there can be gyrotrons with resonators open in the transverse direction, i.e., with the transverse extraction of the beam radiated power. Such gyrotrons proposed long time ago 13, 14 and also known as quasioptical gyrotrons [15] [16] [17] can be considered as promising devices due to their possibility of mechanical frequency tuning and high mode selectivity. 11 In the case of quasi-optical gyrotrons, the above used formula (2) for the resonator quality factor should be replaced by another expression defining diffractive losses in the transverse direction; for modes with small azimuthal indices, which can be easily excited in slotted resonators, a corresponding expression was derived by Vlasov. 18 The second reason for revisiting the self-consistent non-stationary theory of gyrotrons is the after-cavity interaction actively studied in recent years. [19] [20] [21] In this case, the cyclotron resonance condition may hold not only in gyrotron cavities operating near cutoff but also in some parts of output waveguides where the cyclotron resonance between outgoing forward waves and electrons gyrating in decreasing external magnetic fields may occur. Correspondingly, the electron transit time through the interaction space can be much larger than the transit time through the regular part of a waveguide serving as a resonator. This means that the interaction length in the LHS of Eq. (1) becomes different from the resonator length in the RHS of (1) .
Below, we analyze the non-stationary processes in gyrotrons by using a self-consistent approach in which the temporal evolution of the wave envelope during the electron transit time is taken into account. The paper is organized as follows. In Section II, we formulate the self-consistent set of equations with the corresponding boundary conditions. Then, in Section III, we present the results of new and old formalisms for the case when the interaction is limited by a regular part of an irregular waveguide. In Section IV, we consider a more realistic profile of the circuit used in the gyrotron developed at the Fukui University, Japan. Section V summarizes the study.
II. EQUATIONS AND BOUNDARY CONDITIONS
In the following, 11, 12 we will describe the system by a set of self-consistent equations, in which the first equation describes the normalized complex transverse momentum of electrons moving in the external magnetic field and interacting with the EM wave, while the second equation describes the temporal and axial evolution of the wave envelope caused by interaction with the electron beam
Equations (5) and (6) are given for the case of the cyclotron resonance at the fundamental cyclotron harmonic. The first term in the LHS of (5) is a new term 11, 12 which takes into account the temporal evolution of the wave envelope during the electron transit time through the resonator; omitting this term reduces (5) and (6) to the set of equations derived in Ref. 5 . In (5) and (6), p is the complex transverse momentum of the electron normalized to its initial absolute value c 0 b ?0 ; here, c 0 ¼ 1 þ eV=mc 2 is the relativistic Lorentz factor of electrons (V is the accelerating voltage), b ?0 ¼ v ?0 =c is the initial transverse velocity of electrons normalized to the speed of light, 1 ¼ ðb
?0 x c Þ is the cyclotron resonance mismatch between the wave frequency and the electron cyclotron frequency at the entrance, f ð1Þ is the wave envelope of the EM field in the resonator, s ¼ ðb
describes variation of the cutoff frequency xð1Þ along the resonator axis,
x is the cutoff frequency of the straight section of the resonator, and I is the dimensionless current parameter
Here, I 0 is current in amperes, J is the Bessel function, m is the azimuthal index of the operating TE m,p -mode, k is the wavelength, R el is the electron beam radius, and m;p is the p-zero of the derivative of the Bessel function.
The system of equations (5) and (6) has to be supplemented by the standard initial condition for the normalized momentum pð1 ¼ 0Þ ¼ exp ði# 0 Þ with 0 # 0 2p, and by the boundary condition for the field at the entrance to the interaction space f ð0; sÞ ¼ 0. At the exit from the interaction space ð1 ¼ 1 out Þ, the so-called reflectionless boundary condition 5 is applied
The electron perpendicular efficiency g ? , which describes the extraction of the electron orbital momentum 
In practice, the system of equations (5) and (6) is solved in such a way that for a given initial condition, for example,
the presence of the explicit time dependence of p in Eq. (5) greatly complicates numerical calculations. The corresponding numerical scheme is described in the Appendix of Ref. 12.
III. RESULTS: PART 1-ONLY REGULAR PART OF THE RESONATOR
Similar to Refs. 5 and 21, the results shown in Fig. 1 are presented in the plane of dimensionless parameters "normalized current versus cyclotron resonance mismatch." Calculations were performed assuming the electron orbital-to-axial velocity ratio a ¼ b ?0 =b z0 equal to 1.5 and the normalized resonator length l equal to 15.
The topology of various regions (oscillations with constant amplitude, regular automodulation, and chaos) shown in Fig. 1 is very similar to that presented in Ref. 22 . This could be expected because in the case of stationary oscillations with constant amplitude, the addition term with the partial time derivative in Eq. (5) does not play any role. However, it plays a role in defining the boundary between the region of stationary oscillations and the region of automodulation.
The boundaries between the regions of oscillations with constant amplitude and automodulation determined with and without this additional term in Eq. (5) are shown in Fig. 2 . Here, black, green, and red lines show this boundary for the cases a ¼ 0, a ¼ 1:0, and a ¼ 1:5, respectively. As the beam alpha increases, so does the region of automodulation, mostly in the region of large values of negative detunings. In this region, the frequency shift, whose lines are shown in Fig. 3 by dashed lines, increases with the increase in the absolute value of the detuning. The beam-wave interaction in this region is dominated by the interaction with the backward wave component of the resonator EM field. (Below, this issue is discussed in more detail.)
The difference between two approaches is illustrated by Fig. 3 which shows the temporal dependence of the absolute value of the wave amplitude for D ¼ À0:2 and I ¼ 0:01-this point lies in the region between two boundaries shown in Fig. 2 by black and blue lines and is marked by a small cross there. Here, an old formalism, in which the time derivative in (5) is ignored, predicts the onset of oscillations with constant amplitude, while a more accurate approach shows the existence of automodulation.
It is instructive to analyze, at least, two issues related to the automodulation shown in Fig. 3 . First, this is the evolution of the axial profile of the wave envelope within one period of automodulation; second, to interpret the physical reason for the period of automodulation, which in the case shown in Fig. 3 is close to T s ¼ 44.
In Fig. 4, 8 snapshots are shown illustrating the temporal evolution of the axial profile of the wave envelope within one period. As shown in Fig. 4 , first, the profile has two axial variations, and the second peak is larger than the first one. Then, these two become almost equal, and later, the second peak becomes much smaller than the first one and, then, starts to grow again. In the last shot, both peaks again have practically the same value. Such evolution can be associated   FIG. 4 . Snapshots showing the evolution of the axial profile of the wave envelope. with the dominance of the backward wave components in the wave envelope. To verify this surmise, we calculated the spectrum of axial wave numbers for the axial profiles shown in Fig. 4 . This spectrum is shown in Fig. 5 . As one can see, in almost all 8 cases, the amplitude of the "À1"st harmonic in the spectrum of axial wave numbers is larger than that of the "þ1"st harmonic. This fact confirms our assumption about the importance of backward wave components responsible for the internal feedback in the oscillating beam-wave system.
FIG Let us now attempt to interpret the above mentioned period of automodulation. The axial profiles of the wave envelope shown in Fig. 4 allow us to assume that the automodulation is the result of the coexistence of modes with one and two axial variations. Another possible interpretation could be the same as in backward-wave oscillators where this period is determined by the time required for the signal to propagate in the feedback loop. Such feedback loop can be formed by electrons moving forward with the electron axial velocity v z and the backward wave moving backward with the group velocity v gr ¼ dx= dk z which should be determined. Since gyrotron resonators do not contain any slow-wave elements, we can define the group velocity as v gr ¼ c 2 =v ph , where the phase velocity is v ph ¼ x=k z . However, as shown in Fig. 5 , there are many components with different axial wave numbers in the spectrum of the wave envelope that complicates this consideration. Here, we used 61 terms in numerical Fourier transform.
Let us estimate the automodulation period which might be caused by beating between the modes with one (q ¼ 1) and two (q ¼ 2) axial variations. The frequencies of these modes are equal to
where the cutoff frequency of both modes is the same, while the axial wavenumber is different and can be estimated as k z;q ¼ qp=L. Taking into account that gyrotrons operate near cutoff and, hence, the second term in (11) is much smaller than the first one, we can readily find that the frequency separation between these two modes is equal to
So, the beating period defined as T b ¼ 2p=Dx in the dimensionless form corresponding to the time variable s ¼ ðb
Þx c t is equal to s b ¼ 4l 2 =3p. Our simulations were performed for the normalized length l ¼ 15. So, the period caused by the beating between two axial modes is equal to 95.5, while in the case shown in Fig. 3 , T s ¼ 44.
Let us now evaluate the period of automodulation defined by the time a signal passes through the feedback loop formed by electrons propagating forward and the wave components propagating backward
Here, the first term defining the transit time of electrons through the resonator is equal to T tr ¼ L=v z , and the second term, as discussed above, is T BW ¼ L=v gr . In normalized units, the time given by (13) is equal to
For our values of a ¼ 1:5, l ¼ 15, and the mode with one axial variation (q ¼ 1), this time is equal to 44.25, which matches very well with the result shown in Fig. 3 . Note that our assumption that the spectrum of axial wavenumbers in this lowest order mode (q ¼ 1) is on the order of k z % p=L in normalized units corresponds to the width of the spectrum k 1 % p=l, i.e., for l ¼ 15 is on the order of 0.2. The spectrum shown in Fig. 5 was calculated for 61 components corresponding to the number of steps in 1 used in simulations: N 1 ¼ 61. The corresponding width of the spectrum (0.2 of 61) yields 12 that agrees with a typical width of the spectrum shown in Fig. 5 .
IV. RESULTS: PART 2-LONG INTERACTION SPACE
In this section, we consider as an example the gyrotron which has been developed at the University of Fukui, Japan, for collective Thomson scattering diagnostics in the large helical device (LHD). The profile of a microwave circuit is shown in Fig. 6 .
This gyrotron operates in TE 22;2 mode ( 22;2 ¼ 29:9) at about 300 GHz frequency. Since now we put the boundary condition in the cross-section where the wave frequency is far from the cutoff, the boundary condition (8) can be reduced to a much simpler, ordinary boundary condition
which should be imposed at the end of the circuit (z ¼ 19mm). Here,
is the dimensionless axial wave number. The boundaries of operation with constant amplitude in the D À I plane are shown in Fig. 7 , where the results obtained by using the new and old theories are presented by solid and dotted lines, respectively. The axial structures calculated by both methods are shown in Fig. 8 . As one can see, the account for the additional term in Eq. (5) slightly reduces the field maximum and leads to smoothening of the field amplitude variations in the output part of the circuit; this effect was ignored in the simplified model considered in Section III. 
V. SUMMARY
In this paper, the effect of temporal variation of the EM field amplitude during the propagation of electrons through the interaction region on the stability of oscillations in gyrotron resonators has been studied. It was shown that this effect causes some changes in the boundary of stable oscillations with the constant amplitude. The problem was analyzed for two cases: in the first case, the treatment was restricted by a regular part of the irregular waveguide serving as a resonator, as it was done in previous studies of a similar problem for the case of a "frozen" field amplitude during the electron transit time. 5, 12, 22 In the second case, we considered the circuit used in the gyrotron developed at the Fukui University for the collective Thomson scattering measurements in the LHD. In this case, the interaction space included not only the input taper and the straight section of a waveguide but also the output taper and a short part of the straight output waveguide. The account for these additional parts of the space where electrons can interact with electromagnetic waves resulted in some changes in the region of stable oscillations with the constant amplitude. It is expedient to carry out similar analysis for gyrotrons where parasitic after-cavity interactions may occur in the output waveguide.
