Abstract. We consider a Mindlin-Timoshenko model with frictional dissipations acting on the equations for the rotation angles. We prove that this system is not exponentially stable independent of any relations between the constants of the system, which is different from the analogous one-dimensional case. Moreover, we show that the solution decays polynomially to zero, with rates that can be improved depending on the regularity of the initial data.
Introduction. The conservative Mindlin-Timoshenko model in the two
where Ω ⊂ R 2 is bounded, ρ is the (constant) mass per unit of surface area, h is the (uniform) plate thickness, µ is Poisson's ratio (0 < µ < 1 2 in physical situations), D is the modulus of flexural rigidity, and K is the shear modulus. The functions w, ψ and ϕ depend on (t, x, y) ∈ [0, ∞) × Ω, where w models the transverse displacement of the plate, and ψ, ϕ are the rotation angles of a filament of the plate; cp. [7, 8] .
The main difference of this system to the analogous one-dimensional case (ϕ ≡ 0) is that here another equation for rotation angles is considered. Note also that the coupling between the equations of the rotational angles (ψ, ϕ) and the displacement equation w is weaker than in one dimension. That is, while in two dimensions the coupling is given by the gradient of the functions (see system (1.8)-(1.9)), in the one-dimensional case 250 HUGO D. FERNÁNDEZ SARE the coupling is given by partial derivatives ψ x and ϕ y in (1.1), w x in (1.2), and w y in (1.3) . Therefore the questions of how it is possible to stabilize the system and find "sufficient" dissipations to produce exponential stability are interesting, but they are not much studied in the literature.
In [7] , Lagnese considered a bounded domain Ω having a Lipschitz boundary Γ such that Γ = Γ 0 ∪ Γ 1 , where Γ 0 and Γ 1 are relatively open, disjoints subsets of Γ with Γ 1 = ∅. He considered the following boundary conditions: where ν := (ν 1 , ν 2 ) is the unit exterior normal to Γ = ∂Ω and {m 1 , m 2 , m 3 } are the linear boundary feedbacks given by
functions such that F is symmetric and positive semidefinite on Γ 1 . In that condition, Lagnese proved that the system (1.1)-(1.3) is exponentially stable, without any restrictions on the coefficients of the system. The same result is obtained by Muñoz Rivera and Portillo Oquendo [10] , where, in (1.5)-(1.7), they consider boundary dissipations of memory type; that is,
With these boundary feedbacks, together with condition (1.4), they proved that the solutions of the system (1.1)-(1.3) are exponentially stable provided that the kernels have exponential behavior and are polynomially stable for kernels of polynomial type. Similar dissipations are used by De Lima Santos [3] , where the author considered a Timoshenko model in Ω ⊂ R n . In this work, we are interested in introducing another type of dissipation. For example, taking into account the papers mentioned above, if we consider three frictional internal dissipations into the system; that is, introducing the terms w t in (1.1), ψ t in (1.2), and ϕ t in (1.3), the exponential behavior of the solutions of the system is easily obtained. The natural questions are the following: what happens if we remove one of these dissipations and, of course, which is the "natural" candidate to be removed? Looking at the onedimensional model we can deduce some conclusions in order to solve these questions. In [12, 14] , the authors considered the one-dimensional damped Timoshenko system 9) and proved that the solution of the system is exponentially stable if and only if the wave speeds of the system are equal, that is, if
The Timoshenko model (1.8)-(1.9) with several types of dissipations has been studied by many authors; see for example [4, 5, 6, 11, 12, 14] and the references therein. The common point in almost every work is the condition (1.10), necessary and sufficient to obtain exponential stability. Note that, removing the dissipative term dψ t in (1.9) and putting ϕ t in (1.8), we can deduce that the system is not exponentially stable independently if (1.10) holds or not. From these observations for the system (1.8)-(1.9) we can establish an equivalent problem in two dimensions. That is, introducing frictional dissipations in the rotational angle equations (1.2)-(1.3), we obtain a new dissipative system where the rate of decay for the solutions of that system appears as an open problem to be analyzed. In other words, the purpose of this paper is to study the stability of the Timoshenko system 13) where ρ 1 := ρh, and ρ 2 := ρh 3 12 in the system (1.1)-(1.3). We will prove that the system (1.11)-(1.13) is not exponentially stable, independent of any relation between the constants of the system. This leads to a different result from the one obtained in [12] in the one-dimensional case, where the condition (1.10) was sufficient and necessary to obtain exponential stability. Moreover, using multiplier techniques and Prüss et al.'s result [13] , we will prove that the system (1.11)-(1.13) is polynomially stable with rates that can be improved depending on the initial data. We would like to add here that this is the first time that the asymptotic behavior of the system (1.11)-(1.13) has been studied, and that our analysis clearly shows the differences in the dimensions.
The paper is organized as follows: In Section 2 we shall look at the existence and uniqueness results using semigroup theory. The Timoshenko system (1.11)-(1.13) is shown to be not exponentially stable subject to mixed boundary conditions in Section 3. Finally, in Section 4 we study the polynomial stability of the system (1.11)-(1.13) with Dirichlet boundary conditions.
Existence and uniqueness. We will use the standard notation
(Ω) to denote usual Sobolev spaces of order k over the regular domain Ω, and set L 2 (Ω) = H 0 (Ω). We consider the Timoshenko system (1.11)-(1.13) with the following Dirichlet boundary conditions:
and initial conditions
In order to obtain existence, uniqueness, and stability results, we will use semigroup theory. For this purpose we rewrite the system an as evolution equation for
Then U formally satisfies
where
, and A 1 is the (yet formal) differential operator
where the differential operators B i (i = 1, 2), are defined by
be the Hilbert space. In order to endow the space H 1 with a norm associated to the energy of the system (1.11)-(1.13), we will use the following result.
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Moreover, for every
Proof. It is a direct consequence of Korn's Inequality; see [7] . Then, using the previous Lemma, we can obtain that
is equivalent with the usual norm in H 1 . Therefore, it is not difficult to prove that the operator A 1 is maximal-dissipative; that is, A 1 is the infinitesimal generator of a C 0 contraction semigroup on H 1 . Thus, we have the following result about existence and uniqueness of solutions.
Then there exists a unique solution U (t) = (w, w t , ψ, ψ t , ϕ, ϕ t ) to the system (1.11)-(1.13) with Dirichlet boundary conditions (2.1) satisfying
Remark 2.3. The same analysis can be applied to obtain existence and uniqueness results for mixed boundary conditions.
3. Non-exponential stability. In this section we will prove that the system (1.11)-(1.13) is not exponentially stable for suitable boundary conditions. In fact, we consider Ω ⊂ R 2 as the rectangle
We define the sets
Note that Γ := ∂Ω = Γ 1 ∪ Γ 2 . The boundary conditions considered for the system (1.11)-(1.13) are the following:
where ν := (ν 1 , ν 2 ) is the unit exterior normal to Γ = ∂Ω. Therefore, the semigroup formulation is given in the Hilbert space,
and with the same norm given by (2.4). We shall use the following well-known result from semigroup theory (see, e.g., [9, Theorem 1.3.2]). Hence it suffices to show the existence of sequences (λ n ) n ⊂ R with lim n→∞ |λ n | = ∞,
Finally we define
2) 6 we obtain the following system for v 1 , v 3 , v 5 :
System (3.4) can be solved by
where A, B, C depend on λ and will be determined explicitly in the sequel. Note that this choice is just compatible with the boundary conditions (3.1). System (3.4) is equivalent to finding A, B, C such that
Using the definitions of δ and λ, we obtain from (3.5) that
Using (3.9) in (3.6) we obtain
(3.10) Similarly, using (3.8) in (3.7) we obtain
Then, using the definition of δ, we obtain from (3.10)-(3.11) that A, B satisfies
(3.14)
Remark 3.2. Note that the condition Θ = 0 in (3.12) gives a relationship (in the 2-dimensional case) similar to the relation
which is a necessary and sufficient condition for exponential stability in the 1-dimensional case; see [12] . We will show that the system (1.11)-(1.13) is non-exponentially stable and independent of any relation between the coefficients of the system, in particular of Θ = 0 in (3.12). Using (3.9) in (3.14) we obtain
Then, adding the equalities (3.13) and (3.15) yields
This is
and using (3.13) we have
with B given by (3.16). We define
where, using the definitions of λ i (i = 1, 2), we can conclude that
We also define the following functions:
Then we have in (3.17) that
Recalling that
we get
Note that
Then, to complete our result, it is sufficient to show that (i) The sequence {λA 1 (λ)} λ ⊂ R + is bounded, and (ii) |λA 2 (λ)| → ∞ as λ → ∞, independent of any relation between the constants of the system.
In fact, using the definitions of λ, λ 1 in (3.20) we obtain
Then {λA 1 (λ)} λ is bounded, which completes the proof of item (i). On the other hand, note that item (ii) is obvious in the case Θ = 0. When Θ = 0 we have in (3.21) that
Therefore |λA 2 (λ)| −→ ∞. Thus we have proved the following theorem. is not exponentially stable, independent of any relation between the constants of the system. Remark 3.4. As in the 1-dimensional case, the non-exponential stability in Dirichlet boundary conditions (2.1) is still an open problem. Note also that the function that generates the non-exponential stability, that is {λA 2 (λ)} λ , has the behavior as |λA 2 
, which produces the expectation that, to show polynomial stability results, we will need energies of higher order; see Section 4.
Polynomial stability.
In this section we shall prove that the system (1.11)-(1.13) with boundary conditions (2.1) is polynomially stable. The energy of first order associated to the system (1.11)-(1.13) is given by
which is obtained multiplying equation (1.11) by w t , (1.12) by ψ t , and (1.13) by ϕ t . Also, we can define the energies
It is not difficult to show that
We define
Then, multiplying equation (1.11) by w, (1.12) by ψ, and (1.13) by ϕ, results in
Let q : Ω → R defined by q(x, y) = x. We define
Then, differentiating equation (1.12) with respect to t and multiplying by q(
where we can conclude that there exists
We will use the letter C to denote several positive constants defined as in (4.7). Defining 9) and using (4.5) and (4.8) we have
Remark 4.1. In (4.10) we already have the first order energy with negative signs, but it is necessary to estimate other higher-order terms. The following functions will be defined in order to estimate these terms.
First, note that using Korn's Inequality [2] , we have that there exist constants α, β > 0 such that (see [7] )
and
(4.12)
On the other hand, differentiating equations (1.12)-(1.13) with respect to t and multiplying by ψ t and ϕ t respectively, results in
Then, defining
and using (4.11) we obtain
Then, from (4.10) and (4.15) we have
Note that, using the definition of E 1 (t) and the inequality (4.12), we obtain
Therefore, applying (4.18) in (4.17) we can deduce that
where C β > 0 is defined as in (4.7) and depends also on β > 0. Similarly as in (4.13), differentiating equations (1.12)-(1.13) with respect to t two times, and multiplying by ψ tt and ϕ tt respectively, we can deduce where C 0 > 0 is a constant defined as in (4.7), and also depends on the constants given by Korn's Inequality. Now we are in the position to prove the main result of this section. Then the first order energy E 1 (t) associated to the system (1.11)-(1.13) with boundary conditions (2.1) decays polynomially to zero as time goes to infinity; that is, there exists a positive constant C, being independent of the initial data, such that where {T (t)} t≥0 is the semigroup associated to the system (1.11)-(1.13) with infinitesimal generator A defined as in (2.3). On the other hand, it is not difficult to prove that there exists a constant C > 0 such that 
Proof. We define L(t) as
which completes (4.25) and shows that (4.26) holds, for k = 1. Finally, if U 0 ∈ D(A 4k ) k ≥ 2, using that 0 ∈ ρ(A) (resolvent set of A), we can apply [13, Proposition 3.1] to obtain (4.26), which completes the proof.
