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Sonunaire 
Cette thèse traite plusieurs thèmes liés à l'estimation et à l'inférence écono-
métrique dans les modèles autorégressifs multivariés (VAR) ainsi que les modèles 
autorégressifs-moyenne-mobile multivariés (VARMA), en insistant sur les applications 
macroéconomiques. L'inférence statistique dans de tels modèles est typiquement ba-
sée sur des approximations asymptotiques qui peuvent être très peu fiables dans les 
échantillons finis ou encore sont difficiles à estimer à cause de problèmes associés à 
la non linéarité (modèles VARMA). Cette thèse cherche à faire progresser la solution 
de ces problèmes dans deux voies principales. Première~ent (dans le premier essai), 
nous montrons comment une inférence à distance finie peut être implémentée dans les 
modèles VAR sous des hypothèses paramétriques, au moyen de techniques des tests 
de Monte Carlo Maximisés (MCM) [Dufour (2006)]. Deuxièmement (dans les essais 
2 et 3), nous développons des techniques d'estimation relativement simples pour les 
modèles VARMA sous la représentation forme échelon (qui permet une identification 
unique du modèle), qui pourront être facilement exploitées pour fin d'inférence dans 
ces modèles, dans le cadre des techniques du bootstrap et des tests MCM. 
Dans le premier essai, nous soulignons le fait que l'inférence statistique dans les 
modèles VAR est typiquement basée sur des approximations, de grands échantillons, 
basées sur des lois asymptotiques ou des techniques du bootstrap. Après avoir démon-
tré que de telles méthodes peuvent être très peu fiables pour des tailles d'échantillon 
réalistes, spécialement lorsque le nombre de retards ou le nombre d'équations est 
grand, nous proposons une technique générale basée sur la simulation qui permet 
de contrôler complètement le niveau des tests dans les modèles VAR paramétriques. 
En particulier, nous montrons que les tests MMC permettent de construire des tests 
exacts dans de tels modèles (stationnaires ou intégrés). Des tests sur l'ordre du VAR 
ainsi que des tests d'hypothèses de non causalité sont considérés comme cas spéciaux. 
La technique développée est appliquée à des modèles VAR de l'économie américaine. 
Dans les second et troisième essais, nous reconsidérons l'estimation des modèles 
VARMA. Cette classe de modèles qui comprend les modèles VAR comme cas spéciaux, 
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peut fournir des représentations plus parcimonieuses de la structure dynamique de 
séries temporelles multivariées, et de là des estimations plus précises des paramètres 
d'intérêt (i.e., les coefficients d'impulsion) et de meilleures prévisions. Cependant, les 
modèles VARMA sont non linéaires et peuvent être très difficiles à estimer. Dans le 
deuxième essai, nous étudions la distribution asymptotique d'un estimateur linéaire 
simple de deux étapes pour de~ modèles VARMA stationnaires et inversibles sous la 
forme échelon, avec des ordres connus. Des conditions générales pour la convergence 
ainsi que la normalité asymptotique sont fournis. Un estimateur convergent de la 
matrice de variance-covariance asymptotique de l'estimateur est également proposé, 
rendant ainsi aisée, la construction des tests et intervalles de confiance. Enfin, dans le 
troisième essai, nous proposons des estimateurs linéaires fortement convergents pour 
les modèles VARMA sous la forme échelon, avec des ordres inconnus. La forme éche-
lon requiert la spécification des indices de Kronecker qui sont typiquement estimés en 
minimisant un critère d'information de type Akaike, tel que les critères proposés par 
Hannan et Rissanen (1982), Hannan et Kavalieris (1984b) et Poskitt (1992). Ainsi la 
première étape de notre procédure consiste à proposer plusieurs améliorations de ces 
derniers critères incluant des facteurs de pénalité qui ne tendent pas rapidement vers 
zéro lorsque la taille de l'échantillon tend vers l'infini - ce qui permet d'obtenir des 
estimateurs convergents des indices de Kronecker et d'augmenter la probabilité d'es-
timer les vraies valeurs de ces indices dans les petits échantillons. Dans une deuxième 
étape, on peut alors obtenir des estimateurs linéaires convergents (inefficaces). Enfin, 
dans une troisième étape, on peut calculer, par des méthodes linéaires, un estimateur 
qui est asymptotiquement équivalent au maximum de vraisemblance, et par consé-
quent asymptotiquement efficace. La performance de la méthode proposée est étudiée 
et démontrée dans une étude de simulation. Finalement, la procédure est appliquée à 
un modèle VARMA de l'économie américaine. 
Mots clés: VAR; tests exacts; tests MCM i causalité au sens de Granger; séries tem-
porelles; modèles intégrés; VARMA; stationnaire; inversible; forme échelon; indices 
de Kronecker; Hannan-Rissanen i estimation; Monte Carlo; simulation; bootstrap. 
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Summary 
This dissertation studies a number of topics related to estimation and inference 
on vector autoregressive (VAR) models and vector autoregressive moving average 
(VARMA) models in econometrics, with an emphasis on macroeconomic applications. 
Inference procedures for such models are typically based on large-sample approxima-
tions, which can be very unreliable in finite samples or difficult to implement because 
of nonlinearities (VARMA models). The dissertation makes progress on these difficul-
ties along two broad avenues. First (in essay 1), we show how finite-sample inference 
can be achieved in VAR and VARMA models under parametric assumptions, through 
the use of maximized Monte Carlo (MMC) test techniques [Dufour (2006)]. Second (in 
essays 2 and 3), we develop relatively simple estimation methods for VARMA models 
in the echelon form representation (used to uniquely identifying the model), which 
might easily be exploited for inference purpose to obtain computationally inexpensive 
bootstrap and Monte Carlo test methods for such models. 
In the first essay, we stress that statistical inference in VAR models is typically 
based on large-sample approximations, involving the use of asymptotic distributions 
or bootstrap techniques. After documenting that such methods can be very misleading 
even with realistic sample sizes, especially when the number of lags or the number of 
equations is not small, we propose a general simulation-based technique that allows 
one to control coinpletely the level of tests in parametric VAR models. In particular, 
we show that MMC tests can provide provably exact tests for such models, whether 
they are stationary or integrated. Tests on the order of the VAR, and of non-causality 
hypotheses are considered as special cases. The technique developed is applied to 
a VAR model of the D.S. economy. This paper has been published in Journal of 
Econometries [see Dufour and Jouini (2006)]. 
In the second and third essays, we reconsider the estimation of VARMA models. 
This class of models which includes as a special case the widely used VAR models, can 
lead to considerably more parsimonious representations of the dynamic structure of a 
multivariate time series, hence to more precise estimates of parameters of interest (e.g., 
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impulse responses) and forecasts. On the other hand, VARMA models are nonlinear 
and can be quite difficult to estimate. In the second essay, we study the asymptotic 
distribution of a simple two-stage linear estimator for stationary invertible VARMA 
models in echelon form, with known orders. General conditions for consistency and 
asymptotic normality are given. A consistent estimator of the asymptotic covariance 
matrix of the estimator is also provided, so that tests and confidence intervals can 
easily be constructed. This paper also has been published as a chapter in a book 
on statistical modeling and analysis of complex data problems, edited by Springer-
Verlag [see Dufour and Jouini (2005)]. Finally, in the third essay, we propose linear 
strongly consistent estimators of stationary iIivertible VARMA models in echelon 
form of unknown order. The echelon form is used to uniquely identify the parameters 
of the model and requires specifying order parameters called Kronecker indices. The 
latter are usually estimated by minimizing an information (Akaike-type) criterion, 
such as the criteria proposed by Hannan and Rissanen (1982), Hannan and Kavalieris 
(1984b) and Poskitt (1992). So the first step of our procedure consists in proposing 
various improvements to the latter criteria - involving penalty corrections that do not 
quickly vanish as the sample size goes to infinity - which provide consistent estimates 
of the Kronecker indices and increase the probability of estimating the true Kronecker 
indices in finite samples. In a second step, consistent (inefficient) linear estimators 
may then be obtained. A third step, requiring again only linear estimation, yields 
estimators which are asymptotically equivalent to maximum likelihood estimators, 
hence asymptotically efficient. The performance of the proposed method is studied 
and demonstrated in a simulation study. Finally, the procedure is applied to a small 
VARMA model of the D.S. economy. 
Key words : VAR; exact tests; MMC tests; Granger causality; time series; inte-
grated models; VARMA; stationary; invertible; echelon form; Kronecker indices; 
Hannan-Rissanen; estimation; Monte Carlo; simulation; bootstrap. 
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Introductio11 générale 
L'inférence économétrique dans les modèles à séries chronologiques multivariées 
souffre d'un problème de fiabilité qui a trait aux techniques d'estimations et/ou d'in-
férence utilisées dans ces modèles, dont on peut citer à titre d'exemples les modèles 
VAR (auto régressifs multivariés) et les modèles VARMA (autorégressifs et à moyenne 
mobile, multivariés). Dans ces modèles, souvent désignés par dynamiques, ce problème 
s'accentue davantage avec les échantillons de petites tailles. 
En particulier, les modèles VAR sont largement utilisés dans l'analyse économé-
trique de la structure dynamique des séries chronologiques; voir Sims (1980), Lüt-
kepohl (1993, 2001), Reinsel (1993), Hamilton (1994), Hendry (1995), Gouriéroux et 
Monfort (1997), Dhrymes (1998) et Clements et Hendry (2002). Une des raisons de 
cette popularité est que ces modèles sont faciles à estimer et peuvent rendre compte 
de la complexité dynamique des données. D'importantes applications utilisant les 
modèles VAR, portent sur l'analyse des prévisions [les fonctions d'impulsion ou de 
réaction], de causalité [au sens de Wiener (1956) et Granger (1969)], de cointégration, 
etc. 
Cependant, les modèles VAR impliquent souvent un grand nombre de paramètres. 
Ce qui complique davantage les difficultés associées à l'inférence statistique dans ces 
modèles, surtout avec des dimensions élevées. De plus, il est largement reconnu que 
l'inférence statistique (tests et intervalles de confiance) dans ces modèles est typi-
quement basée sur des approximations distributionnelles asymptotiques. En l'occur-
rence, même dans les modèles statiques de régression linéaire multivariés, il a été 
reconnu que les approximations asymptotiques peuvent être très peu fiables; voir 
Dufour et Khalaf (2002). Ces problèmes s'aggravent davantage dans les modèles VAR 
(qui peuvent être interprétés aussi comme étant des modèles de régression linéaire 
multivariés dynamiques), même sous des hypothèses fortes de régularité (Le., sta-
tionnarité) : les distributions à échantillon fini des statistiques usuelles des tests sont 
compliquées et dépendent d'un grand nombre de paramètres de nuisance inconnus. 
En outre, la présence de variables non stationnaires - tels que les processus intégrés 
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- peut affecter la distribution asymptotique des statistiques des tests et engendrer 
de nouveaux problèmes de fiabilité; voir par exemple, Sims, Stock et Watson (1990), 
Johansen (1995), Hatanaka (1996), Tanaka (1996), Dhrymes (1998), Hansen et Jo-
hansen (1998), Maddala et Kim (1998) et McAleer et Oxley (1999). En particulier, 
la distribution asymptotique appropriée peut dépendre de caractéristiques inconnues 
du processus (Le., l'ordre d'intégration ou le nombre de relations cointégrées). C'est 
le cas, par exemple, dans les tests de causalité, voir Sims, Stock et Watson (1990) et 
Toda et Phillips (1993, 1994). 
En vue de remédier à la non fiabilité des distributions asymptotiques lors de l'in-
férence dans les modèles VAR, des techniques de rééchantillonnage, connues aussi 
sous le nom de bootstrap [voir Efron e~ Tibshirani (1993) et Hall (1992)] ont été 
proposées; voir, par exemple, Jeong et Maddala (1993), Li et Maddala (1996), Pa-
paroditis (1996), Kilian (1998b, 1998a), Caner et Kilian (1999), Kilian et Demiroglu 
(1997, 2000), Berkowitz et Kilian (2000), Inoue et Kilian (2002a, 2002b). Les tech-
niques de bootstrap peuvent entraîner des améliorations spectaculaires par rapport 
aux approximations asymptotiques standard, mais leur justification reste toutefois in-
trinsèquement asymptotique. De plus, il est bien reconnu que la technique du boots-
trap ne réussit pas à fournir des tests asymptotiques valides lorsque la statistique 
du test simulée possède une distribution asymptotique renfermant des paramètres 
de nuisance, en particulier lorsque cette distribution asymptotique présente des dis-
continuités par rapport à ces paramètres de nuisance; voir Athreya (1987), Basawa, 
Mallik, McCormick, Reeves et Taylor (1991), Sriram (1994), Andrews (2000), Benk-
witz, Lütkepohl et Neumann (2000), et Inoue et Kilian (2002a, 2003). Ce type de 
situation peut facilement être présent dans les modèles VAR. 
Notons que la modélisation des séries chronologiques multivariées basée sur les 
modèles VAR a reçu une attention considérable en économétrie; voir Lütkepohl 
(1991, 2001, 2005), Hamilton (1994, Chapitre 11) et Dhrymes (1998). Cependant, 
ces modèles requièrent souvent un grand nombre de paramètres en vue d'obtenir de 
meilleurs ajustements. De plus, la spécification VAR n'est pas invariante à plusieurs 
transformations linéaires de base. Par exemple, au lieu de satisfaire un modèle VAR, 
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des sous-vecteurs du modèle VAR initial, suivent plutôt des processus VARMA. Aussi, 
l'agrégation temporelle et contemporaine résulte en des modèles VARMA mixtes [voir 
Lütkepohl (1987)]. De même, l'ajustement pour la tendance et la saisonnalité peut 
aboutir à des modèles en dehors de la classe VAR [Maravall (1993)]. 
La structure VARMA inclut les modèles VAR comme cas spécial, et peut repr~ 
( 
duire d'une manière plus parcimonieuse une classe plus grande d'autocovariances et 
de processus générateurs de données (PGD). Donc, les modèles VARMA peuvent 
conduire à une amélioration de l'estimation et de la prévision. La modélisation des 
modèles VARMA a été proposée il y a longtemps [voir Hillmer et Tiao (1979), Tiao 
et Box (1981), Lütkepohl (1991), Boudjellaba, Dufour et Roy (1992, 1994), Reinsel 
(1993, 1997)], mais a reçu peu d'attention en pratique. Bien que la construction des 
modèles VARMA reste similaire à la procédure associée au cas univarié, dans le cas 
multivarié, la tâche se complique davantage suite à la nature multidimensionnelle des 
données. 
Plusieurs procédures permettant une paramétrisation unique ont été proposées au 
niveau de la spécification des modèles; voir Hannan (1969b, 1970, 1971, 1976b, 1979, 
1980a, 1981), Deistler et Hannan (1981), Deistler (1983), Hannan et Deistler (1988, 
Chapitre 2), Lütkepohl (1991, Chapitre 7) et Reinsel (1997, Chapitre 3). En vue de 
garantir à la fois efficacité et paramétrisation parcimonieuse, plusieurs méthodes ont 
été envisagées. Parmi celles-ci on peut citer: (1) les techniques basées sur l'analyse 
canonique [Akaike (1974a, 1975, 1976), Cooper et Wood (1982), Tiao et Tsay (1985, 
1989), Tsay et Tiao (1985), Tsay (1989a) et Paparoditis et Streitberg (1991)] ; (2) l'ap-
proche basée sur l'indice de Kronecker qui spécifie une représentation en forme échelon 
des modèles VARMA [Deistler et Hannan (1981), Hannan et Kavalieris (1984b), Solo 
(1986), Tsay (1989b), Nsiri et Roy (1992, 1996), Poskitt (1987, 1992), Lütkepohl et 
Poskitt (1996) et Bartel et Lütkepohl (1998)] ; (3) l'approche basée sur la composante 
scalaire du modèle (CSM) [Tiao et Tsay (1989) et Tsay (1989b, 1991)]. Cependant, en 
pratique les techniques CSM et de corrélation canonique sont complexes et peuvent 
induire des difficultés de calcul car elles impliquent souvent l'évaluation d'un grand 
nombre de valeurs propres. De plus, tel qu'il a été souligné par Lütkepohl et Poskitt 
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(1996), les résultas de convergence sur l'estimation des indices de Kronecker rrioyen-
nant l'approche basée sur la corrélation canonique ne semblent pas être disponibles. 
C'est pourquoi, dans ce qui suit, nous allons utiliser des critères d'information pour 
fin de spécification des modèles. 
Une fois qu'une spécification identifiable a été formulée, des différentes méthodes 
d'estimation ont été considérées. Des méthodes basées sur les transformations de Fou-
rier, le maximum de vraisemblance récursif (MV) et M-estimateurs ont été proposées 
respectivement par Hannan (1969a, 1980b) et Kreiss (1985, 1987). Mais la méthode 
d'estimation la plus largement étudiée est sans doute le MV avec erreurs Gaussiennes 
indépendantes et identiquement distribuées (i.i.d.) ; voir Newbold (1974), Box et Jen-
kins (1976), Hillmer et Tiao (1979), Nicholls et Hall (1979, 1980), Hannan, Kavalieris 
et Mackisack (1986), Kohn (1981), Tiao et Bo~ (1981), Solo (1984), Shea (1989), Mau-
ricio (2002), et l'étude de Mélard, Roy et Saidi (2002). Toutefois, la maximisation de 
la vraisemblance exacte dans les modèles VARMA stationnaires et inversibles requiert 
des calculs très lourds puisque pour chaque ordre autorégressif et moyenne mobile (p 
et q) une maximisation non quadratique satisfaisant des contraintes d'inégalité doit 
être réalisée à l'aide d'algorithmes itératifs. Tiao et Box (1981) ont souligné qu'il est 
beaucoup plus facile de maximiser la vraisemblance conditionnelle, bien que dans des 
systèmes à dimension élevée des problèmes d'ordre numérique persistent encore en 
raison du manque de valeurs initiales, même avec ordres (p, q) c~nnus. De plus, les 
estimateurs obtenus par la méthode du quasi-maximum de vraisemblance avec des 
bruits faibles peuvent ne pas être convergents. 
Afin de rendre la modélisation des modèles VARMA' pratique, il faut avoir des 
méthodes d'estimation qui sont à la fois rapides et simples à mettre en œuvre avec 
les logiciels standard. Aussi, l'une des raisons mettant l'accent sur ces méthodes d'es-
timation est que la théorie distributionnelle asymptotique a tendance à être très peu 
fiable dans les modèles dynamiques à dimension élevée, de sorte que les tests et régions 
de confiance fondées sur des approximations asymptotiques sont aussi peu fiables. Ce 
qui laisse penser que les procédures fondées sur la simulation - par exemple, les tech-
niques de bootstrap - devront être utilisées. Cependant, la simulation peut ne pas 
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être pratique si le calcul de l'estimateur est difficile ou très long. 
Dans le cas univarié, Hannan et Rissanen (1982) ont proposé une méthode récur-
sive qui exige seulement des régressions linéaires; voir aussi Durbin (1960), Hannan et 
Kavalieris (1984a), Zhao-Guo (1985), Hannan, Kavalieris et Mackisack (1986), Pos-
kitt (1987), Koreisha et Pukkila (1990a, 1990b, 1995), Pukkila, Koreisha et Kallinen 
(1990), Allende et Heiler (1992), Galbraith et Zinde-Walsh (1994,1997) et Kavalieris, 
Hannan èt Salau (2003). Cette approche est basée sur l'estimation (par moindres car-
rés ordinaires) des innovations du processus moyennant une longue autorégression; 
ensuite les paramètres du modèle VARMA sont estimés en utilisant les résidus de 
la longue autorégression comme régresseurs. Par la suite, de nouveaux résidus sont 
filtrés et une régression linéaire utilisant des variables transformées est effectuée en 
vue d'atteindre l'efficacité asymptotique dans le cas d'innovations Gaussiennes. 
Ces méthodes ont été étendues aux modèles VARMA; voir Hannan et Kavalieris 
(1984b, 1986), Hannan et Deistler (1988), KQreisha et Pukkila (1989), Huang et Guo 
(1990), Reinsel, Basu et Yap (1992), Poskitt (1992), Poskitt et Lütkepohl (1995), 
Lütkepohl et Poskitt (1996), Lütkepohl et Claessen (1997) et De Frutos et Serrano 
(2002). Il est à noter que cette méthode d'estimation linéaire (dans ses deux pre-
mières étapes) a été introduite pour fin de sélection de modèles et aussi pour obtenir 
des valeurs initiales. Après quoi, d'autres méthodes d'estimation, comme le MV, est 
g~néralement proposée. 
L'un des principaux sujets de la recherche actuelle est de développer des méthodes 
d'inférence à distance finie, fiables dans les modèles VAR et VARMA. Contrairement 
aux modèles VAR qui ne posent pas de problèmes au niveau de l'estimation et où il y 
a lieu seulement de montrer comment une procédure d'inférence simulée à échantillon 
fini, fiable, peut être mise en oeuvre, les modèles VARMA, quant à leur non linéarité, 
requièrent de nouvelles techniques d'estimation simples afin de rendre l'entreprise ou 
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la conception de ces nouvelles techniques d'inférence simulée (que nous proposons 
pour les VAR) possible dans le cadre des modèles VARMA. Cette thèse est com-
posée de trois essais. Le premier essai est consacré au développement de méthodes 
paramétriques d'inférence simulée à distance finie dans les modèles VAR, basées sur 
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la technIque des tests de MC. Alors que les deuxième et troisième essais proposent 
de nouvelles techniques d'estimation simples dans les modèles VARMA, susceptibles 
d'être utilisées ultérieurement dans le cadre des nouvelles méthodes d'inférence pro-
posées. 
Dans le premier essai de cette thèse, nous proposons une technique d'inférence 
simulée à distance finie applicable à des modèles VAR paramétriques avec ordres 
connus. Ce qui permet de contrôler complètement le niveau du test, en dépit de la 
présence des paramètres de nuisance et sans hypothèses additionnelles sur la structure 
du processus [telles que la stationnarité et l'ordre de cointégration]. Les innovations 
du VAR peuvent avoir n'importe quelle distribution qui peut être spécifiée à une 
transformation linéaire [ou matrice de covariance] près, ce qui laisse supposer des dis-
tributions Gaussiennes ou non Gaussiennes. L'hypothèse centrale est que le modèle 
peut être simulé, une fois un nombre fini de paramètres a été spécifié. La technique 
proposée est basée sur une extension de la vieille technique des tests de Monte Carlo 
(MC) [Dwass (1957), Barnard (1963), Birnbaum (1974)], que nous appelons tests de 
Monte Carlo maximisés (MCM) [Dufour (2006)]. Cette méthode consiste à maximi-
ser une fonction de p-value simulée sur l'espace des paramètres de nuisance. Deux 
variantes principales de cette méthode ont été considérées : la première maximise la 
fonction de p-value simulée sur tout l'espace des paramètres de nuisance et fournit 
des tests exacts sur des restrictions générales des paramètres du modèle, alors que 
la seconde variante limite la maximisation de la fonction de p-value simulée sur un 
estimateur ensembliste convergent des paramètres de nuisance. Cette dernière peut 
être vue comme une version simplifiée et approximative de la procédure exacte (parce 
que l'ensemble sur lequel la fonction de p-value est maximisée peut être beaucoup plus 
petit) ; elle fournit des tests valides asymptotiquement sans à avoir besoin d'établir la 
distribution asymptotique de la statistique du test ou de considérer des hypothèses 
additionnelles sur le structure du processus. Nous avons aussi considéré des tests de 
Monte Carlo locaux (MCL) qui peuvent être vus comme une version dégénérée de la 
procédure de maximisation simplifiée, obtenue en remplaçant l'estimateur ensembliste 
convergent par un estimateur ponctuel convergent, et peuvent être interprétés comme 
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des tests du bootstrap paramétrique. Bien sure, cette dernière procédure n'est pas 
exacte à échantillon fini et requiert des hypothèses fortes (pour permettre des tests 
valides asymptotiquement) comparée à la procédure de MC basée sur l'estimateur 
ensembliste. 
Il est évident que la méthode que nous proposons repose sur des calculs intensifs 
nécessitant l'utilisation d'ordinateurs puissants, et l'une des contributions importantes 
de cet essai est de montrer que l'approche théorique proposée peut être vraiment mise 
en oeuvre dans un cadre dimensionnel élevé tel est le modèle VAR. Pour cette fin, 
nous nous sommes concentrés sur les tests du quotient de vraisemblance pour deux 
catégories d'hypothèses: (1) l'ordre du modèle VAR; (2) la non causalité au sens de 
Granger. Nous présentons des simulations sur des tests de non causalité au sens de 
Granger faisant évidence et documentant trois points. Le premier, est que les tests 
standard basés sur les valeurs critiques asymptotiques peuvent avoir des distorsions de 
niveau catastrophiques. Le deuxième, est que l'approche MCL (ou bootstrap) fournit 
des améliorations de ce point de vue, mais présente encore des fréquences notables de 
surrejet. Le troisième, est que dans les mêmes circonstances, l'approche MCM contrôle 
parfaitement le niveau du test, même lorsqu'on utilise un estimateur ensembliste des 
paramètres de nuisance, et de plus, présente une bonne puissance. En d'autres termes, 
la maximisation opérée par l'approche MCM permet des corrections effectives lorsque 
le bootstrap échoue (à échantillon fini et asymptotiquement). Nous appliquons aussi 
la méthode proposée pour tester la causalité dans un modèle trimestriel de l'économie 
américaine, basé sur des données utiliséès dans Bernanke et Mihov (1998) et Dufour, 
Pelletier et Renault (2006), impliquant les réserves non empruntées, le taux des fonds 
fédéraux, le produit intérieur brut (PIB) réel, et le déflateur du PIB. 
Dans le deuxième essai de cette thèse, nous étudions le problème d'estimation 
des paramètres des modèles VARMA sous la forme échelon en utilisant seulement 
la méthode des moindres carrés linéaires. La forme échelon a été retenue car elle 
tend à fournir des paramétrisations relativement parcimonieuses. En particulier, nous 
étudions un estimateur simple de deux étapes qui peut être obtenu au moyen de ré-
gression linéaire sur chaque équation du système VARMA, donc il s'agit bien d'un 
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estimateur remarquablement simple à appliquer. Cet estimateur a été déjà considéré 
dans les travaux mentionnés ci-dessus sur l'estimation linéaire des modèles VARMA, 
mais sa distribution asymptotique n'a pas été apparemment établie. Pour des indices 
de Kronecker donnés, caractérisant le processus VARMA, nous dérivons la distribu-
tion asymptotique de cet estimateur sous des conditions de régularité standard. En 
particulier, nous montrons que ce dernier possède une distribution asymptotique nor-
male (ce qui implique sa convergence), et nous fournissons un estimateur convergent, 
simple, de sa matrice de covariance asymptotique, de sorte que des tests et intervalles 
de confiance asymptotiquement valides peuvent être construits pour les paramètres 
du modèle. 
Dans le troisième essai, nous proposons une procédure d'estimation linéaire de trois 
étapes pour des modèles VARMA en forme échelon, stationnaires et inversibles. Cette 
approche peut être facilement adaptée aux modèles VARMAX et étendue aux modèles 
VARMA intégrés et cointégrés. La méthode d'estimation considère la forme échelon, 
puisque celle-ci tend à fournir des paramétrisations relativement parcimonieuses. Mais 
notre procédure reste applicable à d'autres procédures d'identification telles que celle 
d'équations finales ou d'autres modèles contraints pour fin d'inférence. 
À la différence des travaux précédents sur les méthodes d'estimation linéaire des 
modèles ARMA et VARMA [à l'exception de Bartel et Lütkepohl (1998)], nous consi-
dérons la présence de constantes. De plus, nous fournissons une forme standard des 
paramètres estimés, ce qui est beaucoup plus facile à appliquer que celui considéré par 
Hannan et Kavalieris (1984b). Pour ce faire, nous étendons les résultats développés 
dans le deuxième essai à la méthode d'estimation linéaire généralisée en deux étapes, 
et nous dérivons la distribution asymptotique des estimateurs MCG (moindres carrés 
généralisés) correspondants. Nous donnons aussi une justification théorique simple de 
la troisième étape d'estimation proposée par Hannan et Kavalieris (1984b) - qu'ils 
ne donnent pas d'ailleurs - et nous montrons que ces estimations correspondent à 
une seule itération de l'algorithme du score, à partir des estimations de deuxième 
é,tape, prises comme valeurs initiales. De plus, nous prouvons sous des conditions gé-
nérales que ces estimations ont la même distribution asymptotique que l'estimateur 
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MV dans le cas d'innovations Gaussiennes. Contrairement à Reinsel, Basu et Yap . 
(1992), où les innovations sont supposées Gaussiennes et aucune forme d'identifica-
tion n'est considérée, nous dérivons la distribution asymptotique de notre estimateur 
linéaire de troisième étape sous l'hypothèse de bruits blancs forts.' Bien que notre 
procédure d'estimation de trois étapes est équivalente à celle de Hannan et Kavalieris 
(1984b), les estimations des covariances asymptotiques que nous donnons pour les 
estimateurs de troisième et deuxième étapes sont très simples et faciles à utiliser. 
Outre les résultats sur l'estimation, nous proposons une procédure simplifiée de 
sélection d'ordre afin d'identifier les indices de Kronecker associés à la forme échelon 
des modèles VARMA. La procédure repose sur la capacité de déterminer la matrice 
implicite des restrictions pour tous les ensembles possibles des indices de Kronecker 
et pour n'importe quelle dimension du système VARMA. En fait, cette tâche est très 
difficile à réaliser et pourrait être une raison importante rendant l'utilisation de la 
forme échelon moins attrayante en pratique. Dans cet essai, nous développons un al-
gorithme qui résout ce problème. Nous fournissons aussi un algorithme permettant 
de formuler les matrices implicites des restrictions correspondantes à chaque équation 
[voir le deuxième essai]. Ainsi, l'identification des indices dynamiques est beaucoup 
plus facile, et notre procédure tend à réduire la sur-paramétrisation et à améliorer la 
précision - par rapport aux méthodes proposées par Hannan et Kavalieris (1984b) et 
Poskitt (1992). Nous proposons également des critères d'information (pour les deux 
premières étapes) et des raccourcis qui donnent des estimations des indices de Krone-
cker fortement convergentes. Contrairement aux approches de Hannan et Kavalieris 
(1984b) et Poskitt (1992), qui semblent mal fonctionner dans l'estimation des indices 
de Kronecker, nous montrons par des simulations que notre procédure se comporte 
bien et donne des estimations plus précises que celles proposées par Hannan et Kava-
lieris (1984b). Pour illustrer notre méthode d'estimation, nous considérons le dépistage 
de la neutralité de la politique monétaire aux États-Unis à long terme. En,effet, nous 
mesurons et identifions la politique monétaire américaine dans le cadre d'un modèle 
VARMA en forme échelon. Pour montrer l'avantage d'utiliser ces modèles parcimo-
nieux par rapport aux modèles VAR nous étudions les fonctions d'impulsion ou de 
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réponse, implicites (FRIs) à partir d'un système de six séries temporelles macroéco-
nomiques. 
Chapter 1 
Finite-sample simulation-based inference in VAR models with 
applications to order selection and causality testing 
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1. Introduction 
Vector autoregressive (VAR) models are widely used for multivariate time series 
analysis, especially in econometrics; see Sims (1980), Lütkepohl (1993, 2001), Reinsel 
(1993), Hamilton (1994), Hendry (1995), Gouriéroux and Monfort (1997), Dhrymes 
(1998) and Clements and Hendry (2002). One reason for this·popularity is that VAR 
models are easy to estimate and can acco1,lnt for relatively complex dynamic pheno-
mena. Important features and applications based on such models include forecasting, 
causality analysis [in the sense of Wiener (1956) and Granger (1969)], impulse res-
ponses, cointegration, etc. 
VAR models, however, typically involve large numbers of parameters, so that the 
usual statistical difficulties associated with dynamic models are compounded by high 
dimensionality. Not surprisingly, statistical inference (tests and confidence sets) in 
such models is almost universally based on large-sample approximations. Even in sta-
tic multivariate linear regression models, it is well-known that asymptotic approxima-
tions can be very unreliable; see Dufour and Khalaf (2002). These problems get worse 
in VAR models (which can be interpreted as dynamic multivariate linear regressions), 
even if strong regularity assumptions (e.g., stationarity) are made: finite-sample dis-
tributions of usual test statistics are complicated and depend on large numbers of 
unknown nuisance parameters. Further, the presence of non-stationary variables -
such as integrated pro cesses - can affect the asymptotic distributions and lead to fur-
ther reliability problems; see, for example, Sims, Stock, and Watson (1990), Johan-
sen (1995), Hatanaka (1996), Tanaka (1996), Dhrymes (1998), Hansen and Johansen 
(1998), Maddala and Kim (1998), and McAleer and Oxley (1999). In particular, the 
appropriate asymptotic distribution may depend on unknown features of the process 
(e.g., the integration order or the number of cointegrating relationships). This is the 
case, for example, in causality testing; see Sims, Stock, and Watson (1990) and Toda 
and Phillips (1993, 1994). 
In view of alleviating the unreliability of asymptotic distributions for inference in 
VAR models, bootstrap techniques [see Efron and Tibshirani (1993) and Hall (1992)] 
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have also been pr6posed; see, for example, Jeong and Maddala (1993), Li and Mad-
dala (1996), Paparoditis (1996), Kilian (1998b, 1998a), Caner and Kilian (1999), 
Kilian and Demiroglu (1997, 2000), Berkowitz and Kilian (2000), Inoue and Kilian 
(2002a, 2002b). Bootstrap methods can lead to spectacular improvements over stan-
dard asymptotic approximations, but their justification remains intrinsically asymp-
totic. Further, it is weIl known that bootstrapping can fail to provide asymptotically 
valid tests when the simulated test statistic has an asymptotic distribution involving 
nuisance parameters, especially if the asymptotic distribution has discontinuities with 
respect to the nuisance parameters; see Athreya (1987), Basawa, Mallik, McCormick, 
Reeves, and Taylor (1991), Sriram (1994), Andrews (2000), Benkwitz, Lütkepohl, and 
Neumann (2000), and Inoue and Kilian (2002a, 2003). This type of situation can easily 
occur in VAR models. 
In this paper, we propose a finite-sample simulated-based inference technique ap-
plicable to parametric finite-order VAR models that allows one to control completely 
the level of the test, despite the presence of large numbers of nuisance parameters 
and without further assumptions on the structure of the pro cess [such as stationarity 
or the order of integration]. The disturbances in the VAR model may follow any dis-
tribution that is specified up to a linear transformation [or covariance matrix], which 
allows for both Gaussian and non-Gaussian distributions. The central assumption 
is that the model can be simulated once a finite number of parameters have been 
specified. The technique proposed is based on an extension of the old technique of 
Monte Carlo (MC) tests [Dwass (1957), Barnard (1963), Birnbaum (1974)], which 
we calI maximized Monte Carlo (MMC) tests [Dufour (2006)]. This method involves 
maximizing a simulated p-value function over the nuisance parameter space. Two 
main variants of this method are considered : the first one maximizes the simula-
ted p-value function over the full nuisance parameter space and yields provably exact 
tests of general restrictions on model parameters, while the second variant considers a 
maximization restricted to a consistent set estimator of the nuisance parameters. The 
latter can be viewed as an approximate simplified version of the fully exact procedure 
(because the set over which the p-value function is maximized can be much smaller); 
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it provides asymptotically valid tests without the need to establish the asymptotic 
distribution of the test statistic or to make further assumptions on the structure of 
the process. We also consider local Monte Carlo (LMC) tests which can be viewed 
as a degenerate version of the simplified maximized procedure, obtained by replacing 
the consistent set estimator by a consistent point estimate, and may be interpreted 
as parametric bootstrap test. Of course, the latter procedure is not exact in finite 
samples and requires st ronger assumptions (to yield asymptotically valid tests) than 
the consistent set MC procedure. 
The method proposed is obviously computer intensive, and an important contri-
bution of this paper consists in showing that the proposed theoretical approach can 
indeed be implemented in a high-dimensional setup, such as a VAR model. For that 
purpose, we focus on likelihood ratio (LR) tests for two categories of hypotheses : (1) 
the order of a VAR model; (2) Granger non-causality. We present simulation evidence 
on tests for Granger non-causality which document three things. First, standard tests 
based on asymptotic critical values can have catastrophic size properties. Second, the 
LMC approach (or bootstrapping) does provide improvements from that viewpoint, 
but can still allow for sizeable overrejection rates. Third, under the same circum-
stances, the MMC approach does controllevel perfectly, even we only use a consistent 
set estimator for the nuisance parameters, and provides good power. In other words, 
the maximization operated by the MMC approach yields effective corrections for pos-
sible failures of the bootstrap (both in finite samples and asymptotically). We also 
apply the proposed method to causality testing in a quarterly model of the U.S. eco-
nomy, based on data previously studied in Bernanke and Mihov (1998) and Dufour, 
Pelletier, and Renault (2006), involving nonborrowed reserves, the federal funds rate, 
real gross domestic product, and the GDP deflator. 
The paper is organized as follows. Section 2 describes the model and the main 
test problems that will be studied. Section 3 presents the principles of MC tests and 
MMC tests. In section 4, we discuss how such procedures can be applied to LR-type 
tests in VAR models. The results of our simulation study are presented in section 5 
and the empirical macroeconomic application in section 6. We conclude in section 7. 
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2. Framework 
In this paper we consider a general k-dimensional finite-order vector autoregressive 
(VAR) process {yt : t E Z} of the form : 
p 
yt = I-"+L<Piyt-i+Ut, t=l, ... ,T, 
i=1 
Ut = REt, t=l, ... ,T, 
(2.1) 
(2.2) 
where the vectors yt = (Ylt , ... , Ykt)', t = -p + 1, ... , T, are observable, p is a 
specified nonnegative integer (p ~ 1), 1-" = (1-"1' . .. , I-"k)' is an unknown k x 1 vector 
of intercept terms, <Pi = [<pijzlj,l=1, ... ,k is an unknown k x k matrix of fixed coefficient 
matrices (1 ::; i ::; p), Ris an unknown fixed non-singular matrix, and the conditional 
distribution ofthe vector E(T) = vec(E1, ... ,ET), given the initial values Yo, ... , Y_p+b 
is completely specified. A common special case here would consist in assuming that 
Et i.}.:1. N[O, Ik ], t = 1, ... , T, (2.3) 
given the initial values, so that the errors are independent and identically distributed 
(i.i.d.) according to a multinormal distribution N[O, EJ with 17 = RR'. But, from the 
viewpoint of implementing the procedures proposed in this paper, the assumptions 
(2.1) - (2.2) will be sufficient. For example, there is no need to assume normality or 
even the existence of moments. 
Setting 
p 
<P (z) = Ik - L <PiZi, Z E C, (2.4) 
i=l 
the model is said to be stationary if 
det {<p (z)} i= 0 for all Izl ::; 1, (2.5) 
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and it is stable (non-explosive) if 
det {4> (z)} # 0 for all Izl < 1; (2.6) 
stable models allow for the presence of roots on the unit circle for the equation 
det {4> (z)} = O. Note, however, that stationarity (or stability) assumptions will not 
be needed for the validity of the procedures proposed in this paper, so cointegrating 
relations may be present. The central feature we shall exploit is the fact that the model 
can be easily simulated, once a finite number of parameters have been specified. 
In this paper, we consider the problem of testing general hypotheses of the form 
Ho : vec(4)) E ro (2.7) 
where 4> = [4>I, ... , 4>p] and ro ç ffi.k 2 p. This covers both linear and nonlinear hypo-
theses on model coefficients. In our simulations and applications, however, we shall 
focus on linear hypotheses, more precisely : 
1. hypotheses on individual coefficients : 
(2.8) 




3. non-causality in the sense of Granger (1969) : 
Ho(Yi --,Lt Yj) : 4>ijl = 0, i = 1, ... p, (2.11) 
The distribution of most standard test statistics [such as Wald-type, LM-type or 
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LR-type statistics] for hypotheses on the coefficients of VAR models typically depends 
(under the null hypothesis) on both the hypothesis tested and unknown nuisance 
parameters. To be more precise, if we denote by 'Ho the s~t of data distributions F -
or data generating processes (DGP's) - compatible with Ho, the null hypothesis can 
be written in the form 
Ho: FE 'Ho. 
Then a test of Ho has level a iff 
or, equivalently, 
PF[Rejecting Hol :S a for all F E 'Ho 
sup PF[Rejecting Ho] :S a, 
FE?-lo 
and the test has size a iff 
sup PF[Rejecting Hol = aj 
FE?-lo 
see Lehmann (1986, Chapter 3). If we also had 






the test would be similar. But, in complex models, this appears extremely difficult to 
achieve with any reasonable procedure that depends on the data. So we will focus on 
designing tests that satisfy as closely as possible the level restriction (2.13) in finite 
samples. So one needs a method that can adapt readily to both these features. We 
will now describe such a method. 
3. Monte Carlo tests 
In this section, we describe in a succinct way the general approach that will allow 
us to construct finite-sample tests for any VAR model, such as the one described in 
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section 2. To ensure clarity, we describe first the basic princip le underlying Monte 
Carlo tests by considering two basic cases: (1) the distribution of the test statistic 
under the null hypothesis do es not depend on nuisance parameters j (2) the distribu-
tion of the test statistic depends on nuisance parameters. Of course, the second case 
is the relevant one for inference in VAR models. To deal with it, we consider three 
alternative approaches : (a) maximized Monte Carlo (MMe) tests over the full nui-
sance parameter space j (b) MMC tests over a consistent set estimator of the nuisance 
parameters j (c) local Monte Carlo tests, i.e. Monte Carlo tests obtained after repla-
cing the unknown nuisance parameters by a point estimate. To simplify exposition, . 
we limit ourselves to the case where the test statistic has a continuous distribution, 
although it is relatively easy to extend Monte Carlo test methods to situations where 
the statistic follows a discrete distribution under the null hypothesis. Further details 
and proofs are provided in Dufour (2006) and Dufour and Khalaf (2001). 
3.1. Monte Carlo tests without nuisance parmneters 
Let S == S(Y1, ... , YT ) be a test statistic for testing an hypothesis Ho, with critical 
region of the form : 
S'2c (3.1) 
where c is a constant. We will denote by Sa the value of the test statistic based on 
the observed data. Suppose now that the distribution of S under Ho do es not depend 
on unknown nuisance parameters (and is continuous). The test has level a if 
P[So '2 cl ~ a (3.2) 
and size a if 
P[So '2 cl = a. (3.3) 
Suppose now we can generate by simulation N Li.d. replications of S under Ho, 
(3.4) 
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independently of 50. We can then estimate the survival fllllction 
G(x) = P[5 2: x] (3.5) 
from the simulated samples : 
1 N 




s(x) = 1, ifx2:0, 
== 0, if x < o. (3.8) 
Let us also consider 
A (x) = NGN [x; 5(N)] + 1 
PN N+l (3.9) 
the simulated p-value function associated with 5 (N) . Then, if N is chosen so that 
Œ (N + 1) is an integer, it can be shown that, under Ho, 
(3.10) 
In other words, the test which rejects Ho when fi (50) ~ Œ has level Œ exactly. 
3.2. Monte Carlo tests with nuisance parameters 
We will now study the case where the distribution of the test statistic depends 
on nuisance parameters. In other words, we consider a model {(Z , Az, P9 ) : () E D} 
where we assume that the distribution of 5 is determined by Pli [i.e., () is the "true" 




where no en. The critical region {S 2: c} , where c is a constant which does not 
depend of 0, has level Œ if and only if 
(3.12) 
or equivalently 
supG [S 1 0] ::; Œ (3.13) 
(JEflo 
where 
G [x 1 0] = P (J [S 2: x] . (3.14) 
Suppose now that, for each 0 E no, we generate N i.i.d. replications of S, 
S (N, 0) = [SdO) , ... , SN (0)]' 
and compute a simulated p-value function : 
h [ 1 0] = NêN [x; S (N, 0)] + 1 
PN X N + 1 . (3.15) 
If Œ (N + 1) is an integer, then, under Ho, 
(3.16) 
which means that the critical region sup {fiN [So 1 0] : 0 E no} ::; Œ has level Œ. This 
procedure will be called a maximized Mo~te Carlo test. It allows one to obtain pro-
vably exact tests based on any statistic that can be simulated once a finite number 
of nuisance parameters have been specified. 
The simulated p-value function fiN' [So 1 0] is not continuous, so standard gradient 
based methods cannot be used to maximize it. But search methods applicable to non-
differentiable functions are applicable, e.g. simulated annealing [see Goffe, Ferrier, and 
Rogers (1994)]. 
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3.3. MMe tests based on consistent set estimators 
Suppose now that the test statistic depends on a sample of size T, 
(3.17) 
and we have a consistent set estimator CT of 0 (under Ho) : 
lim P [0 E CT] = l. 
T-+oo 
(3.18) 
For example, if ÔT is a consistent point estimate of 0 and c is any positive constant, 
the set 
(3.19) 
is a consistent set estimator of 0 : 
lim p[O E CT] = lim p[IIÔT - 011 < é] = 1, Vé> O. (3.20) 
T-+oo T-+oo 
Assuming that, for each 0 E no, we can generate N i.i.d. replications of ST, say 
ST! (0), ... , STN (0), we have, under Ho : 
lim p[ SUP{PTN [STO 1 0] : 0 E Cd :S Œ] :S Œ 
T-+oo 
(3.21) 
where STO is the value of ST based on the observed data, and 
~ [1 0] - NêN [x; ST (N, 0)] + 1 
PTN X - N + 1 ' 
In other words, the critical region sup {PTN [STO 1 0] : 0 E CT} :S Œ has level Œ. No 
assumption on the asymptotic distribution of ST is needed. 
An obvious alternative would consist in taking 
(3.23) 
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which suggests one to use a critical region of the form 
(3.24) 
We shall call this procedure a local Monte Carlo test. Under additional regularity 
conditions, it is possible to show that 
(3.25) 
but the conditions under which this holds are notably more restrictive than those 
under which (3.21) obtains. This procedure may also be interpreted as a parame tric 
boa ts trap, except for the fact that the number of replications N is explicitly taken 
into account. 
A good consistent restricted estimate fJT is typically a reasonable starting point 
for computing the MMe p-value. Since 
PTN [STO 1 fJT] ~ sup {PTN [STO 1 el : e EDo} , (3.26) 
it is clear that 
(3.27) 
implies 
sup {PTN [STol el : e EDo} > Œ. (3.28) 
A non-significant bootstrap p-value entails a non-significant MMe p-value. The MMe 
procedure offers protection against failures of the bootstrap. 
4. Tests in VAR models 
We will now consider the problem of testing restrictions on the coefficients <P of 
model (2.1) - (2.2). Even though various procedures, such as Wald-type, LM-type or 
LR-type tests, may be used, we will concentrate here on LR tests based on statistics 
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of the form : 
LR = 2 [lnL(J) -lnL(Jo)] (4.1) 
where L ( .) is the likelihood function, J is the unconstrained maximum likelihood (ML) 
estimator of the model parameter vector J == vec[J.l, <l>, R] obtained by maximizing 
~o 
the likelihood function over the full feasible parameter space, and J is the constrained 
ML estimator. Since a specifie likelihood function must be specified, we shall focus 
on Gaussian LR statistics. 
Under the assumption that the errors Ut, t = 1, ... , T, conditional on the initial 
values Y_P = vec[Yo, .. " Y-pH], are LLd. N[O, 17], the likelihood function is 
T 
L (J) = ~ - ~ ln 1171 - ~2:U~E-IUt 
t=l 
(4.2) 
where ~ is a constant and 
p 
Ut = Y't - J.l- 2: <l>iY't-i' t = 1, ... , T. (4.3) 
i=l 
Then the (conditional) LR statistic for testing any hypothesis of the form Ho 
vec(<l» E ro, is 
LRc = TIn (A~) (4.4) 
with 
(4.5) 
where Ê~ and ÊT are respectively the restricted and unrestricted ML estimators of 
the error covariance matrix E. For stationary pro cesses , under standard regularity 
conditions, the asymptotic distribution of the LR statistic under the null hypothesis 
is chi-square with number of degrees equal to the number of (linearly independent) 
constraints. This will be the case in particular for zero coefficient restrictions (2.8), 
restrictions on the order of the process (2.10) and Granger non-causality restrictions 
(2.11). 
For example, consider the problem of testing a Granger non-causality hypothesis, 
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such as Ho(Yi --r+ Yj) in (2.11). Here, all the coefficients of the VAR which are not fixed 
by this null hypothesis - i. e. the unknown coefficients of /-L, <P or R - may appear as 
nuisance parameters in the distribution of LRc. Further, once the nuisance parameters 
are set, the model (2.1) - (2.2) and the corresponding test statistic can be simulated. 
So we propose using Monte Carlo test procedures adapted to the presence of nuisance 
parameters, in particular maximized Monte Carlo tests. This means applying the 
MMC procedures described in section 3 with S(O) replaced by LRc, where 0 may 
stand for the elements of 0 which are fixed by the null hypothesis. 
Such procedures are obviously computer intensive and require dynamic simula-
tions of the pro cess under various parameter configurations (compatible with the null 
hypothesis). Explosive parameter are not necessarily excluded by the estimation pro-
cedure or the model considered. But parameter values can lead to numerical problems 
(overflows), so one may wish to exclude explosive processes. In VAR models, such res-
trictions may not be easy to impose. For that purpose, it is useful to note that the 
roots of the determinantal equation det[<P (z)] = 0 are identical with the inverses of 
the eigenvalues of the matrix 
<P= o o (4.6) 
o 0 o 
The corresponding VAR(P) process is stationary when these eigenvalues are all in-
side the unit circle [see Ltitkepohl (1993, Chapter 2) and, for a pro of, Appendix A 
below]. Given the availability of efficient algorithms for computing eigenvalues, this 
can provide a useful way of excluding explosive processes or limiting the degree of 
explosion. 
The algorithm for computing the MC p-values can be described as follows : 
1. choose the re~tricted subset of the parameter .space no over which the maxi-
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IIÙzation required by the MMC procedure will be performed; [lo may be the 
whole parameter space restricted by the null hypothesis (and, eventually, by 
stationarity or stability restrictions) or a consistent restricted set estimator; 
2. compute the test statistic L!l(O) based on the observed data; 
3 .. d (1) - [ (1) (1)] l - 1 N d· . generate 1.1. . error vectors é - é l , ... , é T , - , ... , ,accor mg to 
the selected distribution - for example, d) i.!.j. N[O, h], t = 1, ... , T-
and construct pseudo-samples as functions of the model parameter vector 
8 = vec[J.t, P, R] : 
P 
~(I) = J.t + L Pi~~~ + Ré~l), t = 1, ... , T, l = 1, ... , N; (4.7) 
i=l 
4. compute the corresponding test statistics as LR{l)(8), l = 1, ... , N, which in 
turn can be viewed as functions of 8 and é(l) ; 
5. compute the simulated p-value function 
A [ 18] = NêN [x 18] + 1 
PN X N + l ' (4.8) 
6. compute the LMC p-value fiN [LR(O) 1 J~] where J~ is the constrained estimator 
AO . 
based on the observed data; if fiN [LR(O) 1 8T] > a, the LMC test is not 
significant at level a and it is clear the MMC test do es not reject either at level 
a (so the pro cess can be stopped). 
The procedure just described can be interpreted as the generation of a parametric 
bootstrap p-value. Of course, to the extent that the point estimate is typically different 
from the "true" parameter, the test so obtained is not exact. The MMC procedure 
involves maxiIIÙzing the p-value function over the nuisance parameter space, as fol-
lows: 
1. compute the maxiIIÙzed p-value 
(4.9) 
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2. reject the null hypothesis at level G: if PMMC :S G:. 
When evaluating PMMC, it is important to note tha~ <5 is the only free variable; the 
observed test statistic and the simulated errors ê(l), l = 1, ... , N, are treated as fixed. 
Even if the LMC test procedure is not significant, it may still be of interest to compute 
PM MC to get a better idea how strongly the null is accepted. As indicated ab ove , the 
maximization yields a procedure such that the probability of rejection under the 
null hypothesis is not larger than the level, irrespect ive of the unknown value of the 
nuisance parameters. In practice, a reasonable strategy would consist in maximizing 
AD 
the p-value function by taking <5 = <5T as the starting value: even if the maximization 
is not complete, this provides an immediate safeguard against bootstrap p-values that 
would be highly sensitive to nuisance parameters. As described in section 3.3, if the 
region over which we maximize is properly designed (as a consistent set estimator), 
this yields an asymptotically valid test even if the parametric bootstrap test does not. 
5. Simulation experiment 
In this section, we present simulation evidence on the performance of three ba-
sic types of procedures for hypothesis testing in VAR models : (1) standard tests 
based on asymptotic chi-square critical values; (2) local Monte Carlo tests (or pa-
rametric bootstrap tests), based on a single consistent restricted estimator of model 
nuisance parameters; (3) maximized Monte Carlo tests. In view of allowing for VAR 
processes which are non-stationary (integrated) or with roots close to unit circle, we 
also consider lag-augmented Wald tests proposed by Dolado and Lütkepohl (1996), 
Toda and Yamamoto (1995), Yamada and Toda (1998) and Dufour, Pelletier, and 
Renault (2006).1 The latter procedure have the feature of leading to usual normal 
(or chi-square) asymptotic distributions, even when the process is integrated, so that 
we can expect sm aller size distortions. Below, we shall consider parametric and non-
parametric bootstrap versions of this procedure. A detailed description of the way 
1 For related results, see also Sims, Stock, and Watson (1990), Park and Phillips (1989), Choi 
(1993), Yamamoto (1996), and Kurozumi and Yamamoto (2000). 
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lag-augmented Wald tests were implemented in this study is presented in Appendix 
B.2 
For the purpose of this experiment, we considered standard VAR(p) models with 
Gaussian disturbances : 
p 
Yi = L cPiYi-i + Ut, t = 1, ... , T, 
i=l 
Ut = REt , t 1, ... , T, 
et i.'!.::!. N[O, I,.:] , t = 1, ... , T. 
The null hypothesis tested is Granger non-causality 
which is equivalent to 






Various dimensions (k 2, ... ,6), autoregressive orders (p = 1, ... ,5), sample 
sizes (T = 30, 50,100,200,300) and parameter structures (cP) were considered. Under 
the null hypothesis, the data generating processes have the following relatively simple 
structure: 
(5.6) 
where <p is scalar which determines the degree of persistence in the series. Clearly, the 
process is stationary when 101 < 1. R is a nonsingular lower triangular matrix (the 
values of R used in this experiment are given in Appendix C). The nominallevel of 
the tests is 0.05. The test statistic considered is the LR-type statistic described in 
section 4. Monte Carlo tests (local and maximized) are based on N = 99 replications 
for tables i, v and vi, N = 999 for tables ii - iv, while the number of trials used for 
2We are grateful to a referee for suggesting that we study such a method in the context of our 
simulation. 
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evaluating rejection frequencies is 1000.3 Local Monte Carlo tests are based on the 
restricted ML estimator, while the MMC tests are based on maximizing the p-value 
in a box obtained by taking 5 units on each side of the restricted ML estimator. Sorne 
of the results of our experiment are presented in tables i to v (rejection proportions 
are expressed in percentages). In Table i, models MO, Ml, M2, M3, M4 are based 
respectively on the following values of the persistence parameter : <p = 0.9, 0.95, 
0.99, (0.95)kp , (0.99)kP • In Table v, models M2 (panel A) and MO (panels B, C) are 
the basic models used, except for modifications to <Pill in order to evaluate power. 
Namely, power is assessed by changing the values of the coefficients <Pi Il , i = 1, ... , p, 
as follows : <Pill = tPill(P) i- 0, l = 2, ... ,k, where tPill(p) depends on the order P of 
the pro cess : tPill (l) = 0.1, tPill(2) = 0.02, and tPill(p) = 0.01 for P = 3, 4, 5. Initial 
values were set equal to zero. The simulations were aIl run with GAUSS. 
From the results in· tables i and v, we see clearly that asymptotic tests based 
on standard chi-square critical values can have catastrophic size properties, with re-
jection frequencies as high as 0.97 (instead of 0.05). Using local Monte Carlo (or 
bootstrap) test does provide important improvements, but overrejections can still be 
much higher thanthe level (for example, 0.59 rather than 0.05). Interestingly, the 
lag-augmented Wald tests can also severely over-reject, even when they are impIe-
mented using bootstrap methods (tables ii - iv). By contrast, in Table v, we can see 
that the MMC procedure controls very weIl the level of the test, allows and provides 
good power under the alternative. Indeed, it is the only method that allows one to do 
that. 4 Finally, Table vi shows that the MMC has power which behaves in a normal 
way, increasing as the model moves away from the null hypothesis. 
3This relatively small number was used because the restricted model requires a nonlinear estima-
tion and the simulation-based tests are themselves computer intensive. 
4We do not report power evaluations for the asymptotic and bootstrap tests, because the level 
of these procedures cannot be controlled in practice. 
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Table i. Empiricallevels of Granger causality tests with nominallevel 0: = 0.05 
(A) VAR(I) models with different dimensions k = 2, 3, 4, 5,6; T = 30 
Model MO Model Ml Model M2 
k ASY'r LMCr,," ASY'r LMcrr" ASY'r LMcrr" 
2 9.9 6.1 12.7 7.1 15.3 7.7 
3 13.4 6.5 16.3 7.6 19.5 8.6 
4 17.7 7.1 21.3 8.7 26.2 9.3 
5 21.8 7.9 25.2 9.4 29.6 10.7 
6 26.3 8.8 32.4 10.2 35.1 12.1 
(B) Bivariate VAR(p) models, p = 1, 2, 3,4, 5; T = 30 
Model MO Model M3 Model M4 
p ASY'r LMCfr" ASY'r LMCfra ASY'r LMC[r" 
1 10.0 5.3 14.1 7.6 16.3 7.8 
2 25.9 10.6 28.0 10.4 32.5 10.2 
3 44.9 17.9 39.8 13.3 50.1 18.0 
4 64.8 26.5 47.8 14.7 64.5 25.9 
5 76.7 36.4 60.0 16.8 75.3 30.8 
(C) VAR models [(5.6) with cp = 0.90] 
k 2 3 4 5 
T p ASY'r LMcrr" ASY'r LMcrr" ASY'r LMCr,," ASY'r LMcrr" 
50 1 7.9 4.8 10.6 5.9 13.1 7.8 16.5 7.2 
2 16.8 7.8 30.6 9.8 45.8 13.6 60.5 18.6 
3 35.3 11.8 62.2 19.8 81.7 26.2 91.7 37.9 
4 57.0 18.9 83.2 34.1 93.5 49.5 97.0 59.0 
5 69.4 26.5 91.0 49.8 96.9 58.2 97.7 59.3 
100 1 7.2 5.2 9.5 5.9 10.3 6.7 10.5 4.9 
2 11.0 5.9 16.7 7.2 24.6 8.0 36.7 10.9 
3 20.2 8.8 34.9 10.0 60.6 14.1 78.0 20.3 
4 34.4 10.2 68.7 16.6 88.8 33.5 96.8 48.6 
5 53.4 15.0 87.2 33.5 98.8 45.4 98.1 50.2 
200 1 5.7 5.5 6.0 4.3 7.2 5.1 7.5 5.1 
2 8.9 5.7 10.5 6.3 14.4 7.4 17.8 6.0 
3 11.7 5.9 18.8 7.2 26.5 7.5 42.6 10.7 
4 16.2 6.8 30.6 8.8 54.4 11.5 73.9 18.2 
5 24.5 9.0 51.4 12.0 82.6 19.1 96.0 25.0 
300 1 5.5 4.4 6.5 5.4 6.6 4.6 8.3 6.1 
2 7.4 5.5 9.0 6.3 9.3 4.3 14.0 6.7 
3 8.3 4.8 13.1 5.7 18.0 7.3 23.9 7.5 
4 10.4 4.8 17.0 5.2 28.3 5.8 49.7 9.8 
5 13.1 5.8 27.0 7.1 55.6 11.8 78.9 16.1 
Note - ASY'r stays for the asymptotic test based on the likelihood ratio statistic while LMCr"a 
is the corresponding local MC (parametric bootstrap) p-value. Models MO, Ml, M2, M3 and M4 
correspond to (5.6) with <p = 0.90, 0.95, 0.99, (0.95)kp , (0.99)kp respectively. The proportions in this 
table as weIl subsequent tables are written in percentages. 
Table iL Causality tests based on lag-augmented Wald statistics. 
Empiricallevels of asymptotic, parametric bootstrap and nonparametric bootstrap procedures.(a 0.05). 
Autoregressive matrix polynomials of the form (5.6) with <p = 0.90 
T 50 100 200 300 
(k, p) ASY"w LMq! LMC:~ ASYaw LMC~! LMC:~ ASYaw LMq! LMC:~ ASYaw LMq! LMC:g 
(2, 1) 8.1 5.4 5.3 6.9 5.9 5.4 4.8 4.5 4.5 4.7 4.3 4.5 
(2, 2) 11.6 5.0 5.2 9.0 5.7 5.5 6.6 5.0 4.8 4.7 4.1 4.1 
(2, 3) 30.7 9.3 9.6 15.8 6.4 6.5 11.0 7.0 7.1 7.1 . 4.8 4.7 
(2, 4) 58.3 16.1 15.9 30.0 9.3 9.1 11.5 4.7 4.5 9.1 5.5 5.2 
(2, 5) 79.5 22.9 23.2 50.9 13.2 13.0 19.4 4.7 4.8 11.6 4.3 4.5 
(3, 1) 9.9 5.7 5.5 7.5 5.3 5.9 6.5 5.4 4.8 6.2 5.6 5.9 
(3, 2) 24.9 8.4 8.4 9.9 5.1 4.8 6.7 3.8 4.0 7.0 5.0 4.6 
(3, 3) 63.1 13.1 13.6 32.8 8.7 8.7 14.2 5.5 5.9 10.1 5.0 4.8 
(3,4) 90.8 29.6 28.9 63.1 15.3 15.4 31.1 9.0 8.9 17.3 5.9 6.0 
(3, 5) 98.4 41.3 40.4 89.6 31.4 32.0 53.4 10.4 10.4 25.6 6.1 6.2 
(4, 1) 13.2 5.4 4.8 8.3 5.1 5.6 7.2 5.5 5.7 5.3 4.4 4.4 
(4, 2) 40.6 9.3 9.6 19.9 6.6 6.4 9.9 4.6 5.1 7.3 4.9 4.8 
(4, 3) 84.4 21.1 21.0 53.9 12.9 12.5 23.9 6.6 7.1 15.2 6.2 6.2 
(4,4) 99.0 38.5 37.4 88.6 26.7 26.4 49.5 10.4 10.4 28.3 7.1 7.1 
(4,5) 100 49.8 49.6 98.7 50.0 49.7 83.6 19.4 19.5 52.9 8.2 8.7 
(5, 1) 16.2 6.1 6.4 6.8 3.7 3.5 7.6 5.9 5.8 6.6 4.8 5.0 
(5,2) 54.5 9.8 9.8 29.0 8.4 8.3 12.6 5.4 5.7 9.9 5.7 5.7 
(5,3) 95.2 25.1 24.8 73.0 16.2 17.3 37.9 7.9 7.8 22.0 5.7 5.9 
(5,4) 100 46.6 47.3 97.4 39.0 38.9 75.5 16.4 16.2 41.7 8.6 8.7 
(5 5) 100 61.4 60.9 100 65.9 65.5 96.5 33.5 33.6 76.7 14.4 14.8 
Note - ASYaw represents asymptotic p-values for the lag-augmented Wald statistic, while LMC~! and LMC~!! are the related parametric and 
nonparametric bootstrap p-values, respectively. 
Table iii. Causality tests based on lag-augmented Wald statistics. 
Empiricallevels of asymptotic, parametric bootstrap and nonparametric bootstrap procedures.(a = 0.05). 
Autoregressive matrix polynomials of the form (5.6) with cp = 0.95 
T 50 100 200 300 
(k, p) ASYaw LMq~ LMC~~ ASYaw LMC~~ LMC~~ ASYaw LMq~ LMC~~ ASYaw LMC~! LMC~~ 
(2, 1) 6.5 3.8 3.9 5.2 4.2 3.6 5.6 5.3 5.4 5.6 5.5 5.2 
(2, 2) 18.3 7.2 7.0 8.9 4.8 4.8 6.4 4.2 4.3 5.9 5.1 5.2 
(2, 3) 38.0 11.4 11.6 22.3 8.3 8.2 14.2 6.1 6.3 10.7 6.3 6.2 
(2,4) 70.4 24.1 24.1 51.1 18.0 17.4 25.0 8.0 8.2 15.4 7.6 6.6 
(2, 5) 85.5 31.4 31.3 68.7 22.8 23.1 41.3 11.4 11.3 28.4 8.5 8.1 
(3, 1) 11.9 6.6 6.1 7.0 4.8 4.8 4.8 4.1 3.8 6.5 5.6 5.6 
(3, 2) 28.9 8.2 8.2 17.9 8.0 7.0 10.4 6.5 6.5 7.6 5.2 5.4 
(3, 3) 72.5 19.8 19.7 48.3 15.3 15.3 24.0 6.9 7.0 16.5 7.9 7.9 
(3,4) 92.9 37.1 37.3 79.5 31.0 31.0 54.8 17.7 17.9 35.1 10.5 10.7 
(3, 5) 99.0 43.7 43.5 94.9 46.4 46.2 81.9 24.2 24.0 62.5 12.1 12.5 
(4, 1) 13.8 5.5 6.2 9.5 6.3 6.1 5.0 3.4 3.7 6.3 5.4 5.5 
(4,2) 47.6 10.9 10.9 24.6 6.8 7.2 14.1 6.6 6.5 10.4 5.7 5.7 
(4, 3) 89.1 27.7 27.6 68.3 18.1 18.7 45.3 13.5 13.6 28.2 9.5 9.5 
(4,4) 99.1 44.0 44.6 94.7 42.6 43.3 83.5 25.6 24.5 64.2 15.1 15.3 
C5, 1) 17.4 6.5 6.5 10.4 5.2 5.1 5.6 3.6 3.4 6.3 5.3 5.1 
(5, 2) 60.2 12.7 12.1 37.3 10.0 9.7 19.1 6.5 6.4 15.3 6.4 6.2 
(5,3) 97.7 33.9 34.3 81.8 27.3 27.2 63.3 17.2 17.2 43.1 11.6 11.7 
(5,4) 100 56.0 55.9 98.7 56.0 55.7 94.7 38.1 37.2 82.3 22.0 21.8 
Table iv. Causality tests based on lag-augmented Wald statistics. 
Empiricallevels of asymptotic, parametric bootstrap and nonparametric bootstrap procedures.(a = 0.05). 
Autoregressive matrix polynomials of the form (5.6) with (1p, T) = (0.99, 50), (0.98, 100), (0.97, 200) and (0.96, 300) 
T 50 100 200 300 
(k, p) ASY"w LMC~~ LMC~& ASYaw LMC~~ LMC~& ASY"w LMq~ LMC~& ASY"w LMq~ LMC~& 
(2, 1) 7.9 4.4 4.5 6.8 . 5.5 5.2 5.5 5.2 5.3 4.9 4.5 4.8 
(2, 2) 21.2 8.7 8.3 12.4 5.7 5.7 9.1 5.4 6.0 6.6 4.9 4.8 
(2, 3) 48.5 16.4 16.6 36.6 14.6 15.1 18.2 6.8 7.2 12.3 6.7 6.9 
(2, 4) 70.2 29.1 29.0 61.2 24.1 24.4 38.2 14.3 13.8 22.0 8.9 9.0 
(2, 5) 84.4 27.4 27.8 73.8 23.6 23.8 57.0 14.2 14.4 31.7 10.4 9.7 
(3, 1) 10.8 5.4 5.3 6.8 4.6 4.6 6.9 5.9 5.8 6.3 5.6 6.1 
(3, 2) 34.8 11.3 11.5 22.9 9.5 9.8 11.7 4.9 5.0 9.4 6.1 6.6 
(3, 3) 75.9 27.0 26.8 60.2 22.2 22.3 40.4 14.6 14.6 21.3 6.2 6.3 
(3, 4) 95.2 45.5 45.2 86.5 38.1 38.5 70.8 24.0 23.2 46.7 13.4 14.0 
(3, 5) 98.4 42.1 41.7 94.2 36.9 37.4 87.2 30.2 30.2 72.1 16.4 16.0 
(4, 1) 15.3 6.5 6.5 8.7 5.8 5.8 7.5 6.0 6.2 6.5 5.4 5.4 
(4, 2) 50.3 13.3 13.1. 32.5 9.9 10.5 19.9 9.1 9.2 13.1 7.1 6.7 
(4, 3) 92.0 34.9 34.6 79.9 29.5 29.3 57.0 17.5 18.3 35.8 9.4 10.2 
(4,4) 99.1 49.9 51.1 95.4 52.1 51.7 88.9 38.0 37.8 73.6 19.7 19.5 
(5, 1) 17.2 5.2 5.2 9.2 4.3 4.4 8.1 5.4 5.6 6.5 4.8 5.1 
(5, 2) 66.3 16.1 15.1 42.0 13.6 13.5 24.2 8.6 8.8 17.9 7.6 7.8 
(5, 3) 98.3 38.4 38.7 90.2 35.7 35.6 71.9 22.6 22.1 51.7 14.4 14.4 
(5, 4) 100 56.5 56.1 99.6 59.6 59.7 97.5 47.1 47.6 91.1 29.9 30.4 
Table v. Empiricallevels of asymptotic, LMC and MMC Granger causality tests with nominallevel Œ = 0.05 
(A) VAR(I) models with different dimensions 
k = 2, 3, 4, 5,6; T = 30 
k Level Power 
ASY" LMcr,G MMcr,G MMcr,G 
2 15.5 7.7 3.2 84.7 
3 22.0 9.0 3.3 95.1 
4 24.7 9.7 2.8 99.8 
5 32.2 11.9 3.1 99.4 
6 35.1 12.1 2.7 92.1 
(B) Bivariate VAR(P) models of different orders 
p = 1, 2, 3, 4, 5; T = 30 
p Level Power 
ASY" LMC]~G MMcr,G MMC]~G 
1 10.5 5.1 0.4 70.0 
2 25.7 8.9 0.9 56.4 
3 45.2 15.8 2.3 74.2 
4 64.3 25.3 4.7 85.1 
5 78.0 39.2 4.2 96.2 
(C) k-dimensional VAR(p) models with different sample sizes 
T 50 100 200 300 
(k, p) ASY], LMCr: MMCi,a ASY], LMCi,a MMCi: ASY" LMCi: MMCi,a ASY], LMCi,a MMCi,a 
(2, 1) 10.2 6.5 1.6 6.4 5.3 1.1 5.9 4.9 0.8 6.4 5.2 1.0 
(2, 2) 18.9 8.9 1.2 11.1 5.2 0.6 8.4 6.2 0.7 7.7 4.8 0.4 
(2, 3) 36.8 11.9 2.2 19.2 6.1 0.3 10.5 5.1 1.2 7.5 4.9 0.6 
(2, 4) 60.1 18.6 4.4 33.2 10.7 1.5 16.2 5.5 0.3 11.1 6.9 0.3 
(2, 5) 69.2 25.9 3.8 51.8 15.3 2.7 24.8 8.2 1.2 12.4 5.6 0.8 
(3, 1) 12.2 7.2 0.8 9.0 5.4 1.4 6.1 5.7 1.1 6.5 5.0 1.8 
(3, 2) 29.2 9.9 1.5 18.0 7.8 2.3 10.3 5.2 1.1 8.1 5.0 0.9 
(3,3) 63.8 18.5 2.0 37.6 10.5 1.7 19.5 6.5 0.3 11.7 5.7 0.2 
(3, 4) 85.2 36.5 2.,2 69.3 18.9 4.1 31.2 8.6 1.2 18.3 5.9 0.4 
(3,5) 92.1 48.3 3.6 88.1 32.7 4.3 50.8 11.4 1.7 26.3 7:4 1.3 
(4, 1) 15.1 6.7 1.2 9.3 6.1 1.0 7.0 4.4 1.0 6.2 5.1 1.7 
(4, 2) 45.4 13.4 3.1 26.6 8.6 1.4 12.7 5.4 0.1 10.6 5.5 0.1 
(4,3) 82.0 28.6 3.3 59.4 15.5 0.2 28.7 6.7 0.1 17.2 6.4 0.1 
(4,4) 93.8 48.9 3.2 86.9 34.1 2.9 52.7 10.9 0.6 27.3 6.2 0.9 
(4, 5) 97.8 58.5 4.1 98.9 46.3 3.1 84.1 18.7 2.1 57.9 11.2 1.9 
Note - ASY1r stays for the asymptotic test based on the likelihood ratio statistic while LMC::'s and MMC::'s are the corresponding local MC 
(parametric bootstrap) and maximized MC p-values, respectively. Panel A is based on model M2 (cp = 0.99), while panels B and C are based on 
model MO (cp = 0.90). Power is obtained under alternatives where 1.Pi1/ = cPi1l (p) i= 0, l = 2, ... , k, i = 1, ... ,p, where cPi1l (p) depends on the order P 
of the process: cPill(l) = 0.1, cPill (2) = 0.02, and cPill(p) = 0.01 for P = 3,4,5. 
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6. Application to a VAR model of the V.S. eco-
nomy 
In this section, we present an application of the techniques proposed above to test 
Granger causality in the context of a VAR model involving four U.S. macroeconomic 
variables. The data used come from a study of U.S. monetary policy due to Ber-
nanke and Mihov (1998) ; see also Dufour, Pelletier, and Renault (2006). This data 
set consists of monthly observations on nonborrowed reserves (NBR, also denoted 
M), the federal funds rate (FFR, r), real gross domestic product (GDP, y), the GDP 
defl.ator (GDPD, P). The monthly data on GDP and GDP defl.ator were constructed 
by state space methods from quarterly observations [see Bernanke and Mihov (1998) 
for more details]. The sample goes from January 1965 to December 1996. In what 
follows, aIl the variables were transformed by a logarithmic transformation. For the 
purpose of the study, the data were also aggregated to get quarterly observations 
(using arithmetic averages) and put in first differences so that we roughly consider 
growth rates. Results based on both quarterly and monthly data are presented be-
low. Of course, the monthly models involves considerably more nuisance parameters. 
Monte Carlo tests in this example are based on N = 999 replications, while the MMC 
tests are based on maximizing the p-value in a box obtained by taking 5 units on each 
side of the restricted ML estimator. 
The first problem we face consists in specifying the order of the VAR. Using 
quarterly data [see table vii], we found that the MC tests reject much less often than 
the asymptotic procedure: LMC tests are significant procedure at level 5% for the 
orders 0, 1, 2, 3, 8, 9 [plus 7 at levellO%J, while the MMC tests are significant at level 
5% only for the orders 0, 1,2,3 [plus the orders 7,-8 and 9 at levellO%]. In view of 
these results and the quarterly frequency of the data, we present here results based 
on a VAR( 4) for Granger causality testing. The results on testing Granger causality 
are presented in table viii. 
Based on the VAR(4) model, we can identify the following significant relationships 
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Table vi. Power of the MMe causality tests. 
VAR( 1) models, T = 30 
tPill MMCfr" 
k=2 k=3 k=4 k=5 k=6 
0.01 3.4 1.9 3.8 2.9 1.9 
0.02 3.4 4.2 7.1 6.4 4.2 
0.03 7.3 7.7 23.3 15.7 6.7 
0.04 10.2 15.4 41.3 30.1 14.0 
0.05 18.6 22.6 65.4 49.2 25.1 
0.06 26.6 37.3 78.5 65.9 41.1 
0.07 40.3 54.8 88.8 77.4 53.4 
0.08 50.1 63.6 95.2 87.7 63.9 
0.09 62.0 77.1 97.9 94.1 75.3 
0.10 70.0 84.5 98.8 96.8 82.0 
0.15 91.8 98.3 100 99.9 98.8 
0.20 98.9 99.8 100 100 99.7 
Note - These results are based on model MO (cp = 0.90). Power is obtained under alternatives where 
tPill = <Pill(P) =1= 0, 1 = 2, ... , k, i = 1, ... ,p. 
Table vii. Tests for VAR order ( quarterly data) 
AR(p) vs. AR(p + 1) 
P ASYlr LMC[r" MMCfr" 
17 0.016*** 24.100 24.100 
16 0.155*** 33.400 33.400 
15 0.312*** 35.700 35.700 
14 7.244* 65.100 65.100 
13 12.483 70.100 70.100 
12 22.961 79.000 79.000 
11 2.205** 29.100 29.100 
10 0.356*** 11.700 11.700 
9 0.058*** 4.800** 6.300* 
8 2.195** 4.600** 6.400* 
7 4.526** 6.200* 7.900* 
6 2.055** 11.300 11.300 
5 8.226* 24.500 24.500 
4 8.302* 20.100 20.100 
3 0.916*** 2.800** 4.600** 
2 0.995*** 2.500** 4.200** 
1 0.251*** 0.500*** 1.100** 
0 0.000*** 0.100*** 0.100*** 
Note - The numbers in the table are p-values in percentage. *** and ** highlight p-values not larger 
than 1 % and 5%, respectively, while * highlights a p-values not larger than 10%. 
- The quarterly data is computed using arithmetic average over successive blocks of three consecutive 
observations. 
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Table viii. Pairwise Granger non-causality tests based on a quarterly VAR(4) model 
Ho ASYlr LMq~a MMCfra 
M -f-> r 0.495*** 1.300** 2.100** 
-f-> P 42.195 49.600 49.600 
-f-> Y 61.352 69.500 69.500 
r -f-> M 88.927 92.200 92.200 
-f-> P 2.108** 3.900** 5.300* 
-f-> Y 1.671 ** 2.400** 3.800** 
P -f-> M 55.120 61.000 61.000 
-f-> r 22.472 29.400 29.400 
-f-> Y 65.790 72.700 72.700 
Y -f-> M 33.619 41.600 41.600 
-f-> r 0.021*** 0.100*** 0.200*** 
-f-> P 25.144 33.100 33.100 
Note - The numbers in the table are p-values in percentage. *** and ** highlight p-values not larger 
than 1% and 5%, respectively, while * highlights p-values not larger than 10%. 
Table ix. Tests for VAR arder (monthly data) 
AR(p) vs. AR(p + 1) 
P ASYlr LMC[r" MMCfr" 
18 3.353** 16.600 16.600 
17 96.756 99.200 99.200 
16 7.833* 25.800 25.800 
15 0.039*** 0.500*** 0.800*** 
14 0.348*** 2.000** 3.300** 
13 30.411 52.900 52.900 
12 8.084* 20.900 20.900 
11 2.279** 7.400* 8.400* 
10 5.901* 13.800 13.800 
9 5.549* 10.600 10.600 
8 0.077*** 0.300*** 0.400*** 
7 1.984** 6.400* 7.500* 
6 44.546 54.300 54.300 
5 0.000*** 0.100*** 0.100*** 
4 1.938** 3.700** 4.400** 
3 10.975 15.200 15.200 
2 0.000*** 0.100*** 0.100*** 
1 0.000*** 0.100*** 0.100*** 
0 0.000*** 0.100*** 0.100*** 
Note - The numbers in the table are p-values in percentage. *** and ** highlight p-values not larger 
than 1% and 5%, respectively, while * highlights a p-values not larger than 10%. 
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Table x. Pairwise Granger non-causality tests based on a rnonthly VAR(16) rnodel 
Ho ASY'r LMCir" MM Cira 
M -f+ T 0.004*** 0.200*** 0.200*** 
-f+ P 0.000*** 0.200*** 0.200*** 
-f+ Y 2.710** 12.400 12.400 
T -f+ M 14.961 33.500 33.500 
-f+ P 1.997** 7.900* 8.800* 
-f+ Y 4.915** 16.500 16.500 
P -f+ M 49.853 71.100 71.100 
-f+ T 21.040 40.200 40.200 
-f+ Y 19.954 43.100 43.100 
Y -f+ M 21.543 43.700 43.700 
-f+ T 0.000*** 0.100*** 0.100*** 
-f+ P 14.593 36.500 36.500 
Note - The numbers in the table are p-values in percentage. *** and ** highlight p-values not larger 
than 1% and 5%, respectively, while * highlights a p-values not larger than 10%. 
(according to MMC tests) : at level 5%, 
M -----+ T +------+ Y (6.1) 
and at level 10% 
M -----+ T +------+ Y 
l (6.2) 
P 
Interestingly, these results appear to be consistent with a rnonetarist interpretation 
of the relationship between rnoney and incorne, where rnoney Granger causes interest 
rates which in turn causes (and is caused by) incorne. 
For rnonthly data, we first studied the appropriate order [see table ix] and found 
that LMC and MMC tests are both significant at level 5% for the orders 0, 1, 2, 4, 
5, 8, 14, 15 [plus the ofders 7 and Hat level 10%]. This suggests choosing VAR(16) 
for analyzing the Granger causality structure between these four rnacroeconornic va-
riables. The results on pairwise Granger causality tests are presented in Table x. From 
these results, we identify the following significant relationships (according to MMC 
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tests) : at level 5%, 
M ~ r +---- y 
\. (6.3) 
P 
and at level 10% 
M ~ r +---- y 
\. l (6.4) 
P 
Note that the results provided by these different models are quite similar to those of 
the VAR( 4) model, except for the fact that we now have unidirectional (rather than 
bidirectional) causality from income to interest rates (y ~ r) and unidirectional 
causality from money to pr~ces (M ~ P). It is interesting to note that money 
(when measured by bank reserves) appears not to be Granger caused by the other 
Variables of the system. Further, money do es not Granger cause income (y) directly 
but has an effect on the inter est rate (r) which in turn Granger causes the prices. 80 
reserves may have an indirect effect on income [see Dufour and Renault (1998) and 
Dufour, Pelletier, and Renault (2006)]. 
7. Conclusion 
In this paper, we have proposed a general simulation-based method to produce 
finite-sample tests in parametric VAR models with known lag order (or a known upper 
bound on the order of the pro cess ). The method has the important feature that no 
other assumption is needed on the structure of the underlying process : aIl that is 
required is the possibility of simulating the model once a finite number of parameters 
has been specified. For example, the VAR process may be integrated of any order. We 
also showed that the proposed method can be implemented in practice, despite the 
presence of a large number of nuisance parameters. In a simulation experiment, we saw 
clearly that both standard asymptotic as weIl as bootstrap procedures can suffer from 
severe size distortions, while, under the same conditions, the MMe method controIs 
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the level of the test perfectly (as expected), although its size could be lower than the 
test. To best of our knowledge, no other available procedure has these features. We also 
provided an application to Granger causality testing in a four-variable macroeconomic 
model of the D.S. economy. 
Even though we have focused here on tests on the order of a VAR and Granger 
causality, the approach proposed here can be applied in principle to any set of res-
trictions on the model, such as unit root or cointegration hypotheses. In such cases, 
even though the unit root hypothesis (for example) could be taken into account by 
an asymptotic distributional theory or a bootstrap procedure, large roots in the sta-
tionary region but close to the unit-circle could stilllead to large size distortions. By 
construction, the MMC procedure remains valid irrespective of the structure of the 
VAR. It is also important to note that the error distribution need not be normal : 
any assumption that specifies completely the distribution of E(T) = vec( El, ... , ET), 
i.e. the disturbance distribution up to an unknown linear transformation (or cova-
riance matrix) can be used. No assumption on the existence of moments is needed, 
so one could consider distributions with heavy tails. One could also introduce further 
free parameters in the error distribution : such parameters can be treated as extra 
nuisance parameters. 
The main limitations of the approach proposed here lie in the parametric setup 
required to perform the MC tests and the computational cost. On the first issue, it 
is important to note that parametric assumptions involve putting a bound on the 
maximal order of the process (which is equivalent to assuming that the order of 
VAR process is "known"). In the case of testing Granger non-causality (as weIl as 
for many hypotheses of interest), this means that the lag order is an integral part 
of the null hypothesis : there is no way to "separate" Granger non-causality from 
an assumption on the order of the process. Allowing for a data-based order selection 
would require simulating as well the model selection procedure. Note, however, that 
producing finite-sample inference without putting an explicit upper bound on the 
order of the process is fundamentally an impossible task [see the discussions in Sirns 
(1971a, 1971b), Cochrane (1991), Blough (1992), Faust (1996, 1999), Pûtscher (2002) 
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and Dufour (2003)]. So, from the viewpoint of developing valid tests in finite samples, 
the assumption of a "known order" is unavoidable. 
If one is prepared to accept a procedure which has only an "asymptotic justifi-
cation", it is also important to note that the proposed "exact procedures" remain 
asymptotically valid (in the usual sense of pointwise asymptotic validity) under much 
weaker assumptions, including an "unknown" order which may be "consistentlyesti-
mated". As long as the MC tests are performed using a distribution which is covered 
by the assumptions of the limiting distributional theory, the probability of type 1 error 
will satisfy the level condition asymptotically. Of course, under usual assumptions, 
such a convergence will not typically be uniform - which opens the possibility of ar-
bitrary deviations from the nominallevel of the test - but this sim ply reflects the fact 
that typical regularity assumptions are simply too weak to even allow the existence of 
provably valid finite-sample procedures [see Dufour (2003)]. It is worthwhile to note 
also that the MMC procedure automatically adapts to possible dependence of the 
distribution of the test statistic upon the autoregressive coefficients. 
On the second issue, it is clear that MMC tests are computer intensive. The 
code that we used to perform the simulations and applications presented is certainly 
not optimal [given that these were performed with GAUSS] and we are working on 
improving it. Given the regular improvements in computer speeds, the importance of 
this type of consideration should decline in the future. 
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A. Appendix: Equivalence between roots and ei-
genvalues of a VAR pro cess 
By the definition, 
cJ>1 cJ>2 cJ>3 cJ>p-l cJ>p 
h 0 0 0 0 
4>= 0 Ik 0 0 0 (A.l) 
0 0 0 0 0 
0 0 0 h 0 
we see that, for any Z E C, 
Ik cJ>lZ -cJ>2Z -cJ>3Z -cJ>p-lZ -cJ>pz 
-Ikz Ik 0 0 0 
det [hp - 4>z] = det 0 -Ikz Ik 0 0 (A.2) 
0 0 0 h 0 
0 0 0 -Ikz Ik 
Now, on multiplying by z the second block of k columns and adding it to the first 
block, we get 
Ik cJ>izi -cJ>2Z -cJ>3Z -cJ>pz 
0 h 0 0 0 
det [hp - 4> z] = det -hz
2 
-hz Ik 0 0 
0 0 0 Ik 0 
0 0 0 h 
(A.3) 
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and, repeating this proeess up to the p-th block (i. e., multiplying the j-th block by 
and adding the result to the first block, for j = 2, ... , Pl, we obtain : 







det [h -t, <PiZi ] = det {<P (z)} . 
Sinee, for z =f:. 0, 
the stationarity condition 
det [4> (z)] 0 {::> Izl > 1 
is equivalent to 










This means that, to have stationarity, the eigenvalues of the matrix <P should be inside 
the unit circle. 
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B. Appendix: Lag-augmented Wald tests for cau-
salit y 
We give here a brief description of the lag-augmented Wald tests considered in the 
simulation. In order to test Granger non-causality, the first step consists in estimating 
by ordinary least squares an unrestricted VAR(p + 1) model, rather than a VAR(p) 
model: p+1 
Yt = L4>iYt-i+Ut, t = 1, ... ,T. (B.l) 
i=l 
Even though we know that 4>p+1 = 0, this restriction is not used in order to compute 
the test statistic. Second, we consider the hypothesis (5.5) which is equivalent to 
Ho : (Y;, .. . , Yk ) ~ Yi under the VAR(p) model (leaving 4>p+1 as a free coefficient), 
and compute the corresponding Wald-type test statistic [say W~o)]. In accordance 
with (5.5), Ho may be expressed as a set of zero restrictions on the (p + 1) k2 X 1 
coefficient vector <PP+1 = vec( [4>1, 4>2, ... , 4>p, 4>P+1J'), i.e. H~ : Cp+1<PP+1 = 0, where 
Cp+1 is a full-rank p (k - 1) x (p + 1) k2 matrix containing only 0 and 1. The Wald 
statistic then has the form : 
where ~P+1 = vec{[~1,~2'''''~P'~P+1J') and ~i, i = 1, ... ,p+ 1, are the uncons-
trained least squares estimates for (B.l),5 Ê(~P+1) is the usual asymptotic covariance 
estimator for T1/2(~P+1 - <Pp+1), namely Ê(~P+1) = Êp+1 0 Î'P;l with 
T Al", A A , 





ûdp + 1) = Yt - L ~iYt-i, t = P + 2, ... , T, (B.4) 
i=l 
y (p + 1, T) = [Yp+2 (p + 1) , Yp+3 (p + 1) , ... , YT (p + 1)], (B.5) 
5Such estimates can easily be obtained by applying OLS to each equation. 
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and yt (p + 1) = [~/-l' Y!-2'" . , ~/-P-l]' . 
Under the VAR(p) specification with Ho, this statistic follows a chi-square dis-
tribution asymptotically (with number of degrees of freedom equal to the number of 
restrictions) even if the process yt is integrated; see, for example, Toda and Yamamoto 
(1995) and Dolado and Lütkepohl (1996). Of course, the finite-sample distribution of 
the lag-augmented Wald statistic de pends on nuisance pàrameters (the coefficients 
which are not fixed by the hypotheses). 80 the chi-square approximation may be 
quite unreliable in finite samples, and improvements (such as bootstrapping) may 
be very important in this model. We consider here two ways of bootstrapping such 
lag-augmented Wald tests, a "parametric" bootstrap and a "nonparametric" one. 
In the parametric case, we first obtain consistent restricted estimates tPf, i = 
1, ... ,p, of the VAR(p) model [i.e., (5.1) with (5.5)] along with the Cholesky factor 
kT associated with the estimated error covariance matrix. In the present case, the res-
tricted estimates are obtained through maximization of the Gaussian likelihood L( J) 
in (4.2). These values are then used to generate pseudo-samples y(l) = [Yl(I), ... , y~l)], 
according to the equation 
P 
~(I) = L tPf~~~ + Re c~l), t = 1, ... ,T, l = 1, ... , N, (B.6) 
i=l 
where the c~l) are simulated according to the distribution 
(1) i.i.d. N[O 1] t 1 T Ct rv ,k , =, ... , . (B.7) 
From each simulated sample Y (1), a VAR(p + 1) model is estimated and the corres-
ponding lag-augmented Wald statistic wg) for Ho is computed. The initial values 
are kept fixed at the realized values from the observed sample. The corresponding 
simulated p-value fiN (So) then follows according to formula (3.9) with SI = wg), 
l = 0,1, ... ,N. The null hypothesis is rejected when fiN (So) :S Œ. 
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In the nonparametric case, we start from the estimated residuals 
p 
û~ = Yt - L cjjfYt-i , t = 1, ... , T. (B.S) 
i=l 
New residuals Û~l), ... , û~) are then drawn at random (with replacement) from the set 
{ ui, ... , uT}' a pseudo-sample is built following the equation 
P 
~/(l) _ '"' .,i;c~/(l) + -(1) 
Lt - ~ ""'iLt-i Ut, t = 1, ... ,T, (B.g) 
i=l 
and. the corresponding lag-augmented Wald statistic for Ho - say w2) - is compu-
ted. On repeating this operation N times, the bootstrap p-value and test are finally 
obtained as for the parametric bootstrap. 
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C. Appendix: Covariance matrix coefficients used 
in the simulation 
In section 5, the lower triangular matrices R which determine error covariance 
matrices E = RR' were defined as follows : 
R = [ 0.01 0.00 1 ' for k = 2, 
-0.02 0.03 
[ 0.01 0.00 0.00 1 
R = -0.02 0.03 0.00 , for k = 3, 
-0.01 0.01 0.02 
0.01 0.00 0.00 0.00 
-0.02 0.03 0.00 0.00 
R= , for k = 4, 
-0.01 ·0.01 0.02 0.00 
-0.03 0.02 0.01 0.01 
0.01 0.00 0.00 0.00 0.00 
-0.02 0.03 0.00 0.00 0.00 
R= -0.01 0.01 0.02 0.00 0.00 , for k = 5, 
-0.03 0.02 0.01 0.01 0.00 
0.01 -0.02 0.03 -0.01 0.02 
0.01 0.00 0.00 0.00 0.00 0.00 
-0.02 0.03 0.00 0.00 0.00 0.00 
-0.01 0.01 0.02 0.00 0.00 0.00 
R= , for k = 6. 
-0.03 0.02 0.01 0.01 0.00 0.00 
0.01 -0.02 0.03 -0.01 0.02 0.00 
0.02 -0.01 -0.03 0.02 0.01 0.03 
Chapter 2 
Asymptotic distribution of a simple linear estimator for VARMA 
models in echelon form 
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1. Introduction 
Multivariate time series analysis is widely based on vector autoregressive models 
(VAR), especially in econometric studies [see Lütkepohl (1991, 2001) and Hamilton 
(1994, Chapter 11)]. One reason for this popularity is that VAR models are easy to 
estimate and can account for relatively complex dynamic phenomena. On the other 
hand, very large numbers of parameters are often required to obtain a good fit, and 
the class of VAR models is not robust to disaggregation : if a vector process satisfies 
a VAR scheme, its subvectors (such as individual components) do not follow VAR 
processes. Instead, the subvectors of VAR processes follow vector autoregressive mo-
ving average (VARMA) processes. The latter class, indeed, includes VAR models as 
a special case, and can reproduce in a parsimonious way a: much wider class of auto-
covariance structures. So they can lead to improvements in estimation and forecast 
precision. Further, VARMA modelling is theoretically consistent,. in the sensè that 
the subvectors of a VARMA model also satisfy VARMA schemes (usually of different 
order). Similar ly, the VARMA class of models is not affected by temporal aggregation, 
while a VAR model may cease ta be a VAR after it has been aggregated over time 
[see Lütkepohl (1987)]. 
VARMA modelling has been proposed a long time ago [see Hillmer and Tiao 
(1979), Tiao and Box (1981), Lütkepohl (1991), Boudjellaba, Dufour, and Roy (1992, 
1994), Reinsel (1997)], but has remained little used in practical work. Although the 
pro cess of building VARMA models is, in principle, similar to the one associated 
with univariate ARMA modelling, the difficulties involved are compounded by the 
multivariate nature of the data. 
At the specification level, new identification issues (beyond the possible presence 
of common factors) arise and must be taken into account to ensure that unique pa-
rameter values can be associated with a given autocovariance structure (compatible 
with a VARMA model); see Hannan (1969b, 1970, 1976b, 1979), Deistler and Han-
nan (1981), Hannan and Deistler (1988, Chapter 2), Lütkepohl (1991, Chapter 7) 
and Reinsel (1997, Chapter 3). An important finding of this work is the importance 
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. of the concepts of dynarnic dimension and Kronecker indices in the formulation of 
identifiable VARMA structures. Further, specifying such models involves the selec-
tion of several autoregressive and moving average orders : in view of achieving both 
identifiability and efficiency, it is important that a reasonably parsimonious model be 
formulated. Several methods for that purpose have been proposed. The main ones in-
clude : (1) tediniques based on canonical variate analysis [Akaike (1976), Cooper and 
Wood (1982), Tiao and Tsay (1985, 1989), Tsay (1989a)] ; (2) methods which specify 
an echelon form through the estimation of Kronecker indices [Hannan and Kavalieris 
(1984b), Tsay (1989b), Nsiri and Roy (1992, 1996), Poskitt (1992), Lütkepohl and 
Poskitt (1996), Bartel and Lütkepohl (1998)] ; (3) scalar-component models [Tiao and 
Tsay (1989), Tsay (1991)]. 
At the estimation level, once an identifiable specification has been formulated, 
the most widely proposed estimation method is maximum likelihood (ML) derived 
under the assumption of Li.d. (independent and identically distributed) Gaussian in-
novations; see Hillmer and Tiao (1979), Tiao and Box (1981), Shea (1989), Mauricio 
(2002), and the review of Mélard, Roy, and Saidi (2002). This is mainly due to the 
presence of a moving average part in the model, which makes the latter fundamentally 
nonlinear. For example, in the Gaussian case, maximizing the likelihood function of 
a VARMA(p, q) model is typically a burdensome numerical exercise, as soon as the 
model includes a moving average part. Even numerical convergence may be proble-
matic. Note also that, in the case of weak white noise innovations, quasi-maximum 
likelihood estimates may not be consistent. These problems also show up (at a smaller 
scale) in the estimation of univariate ARMA models. 
From the viewpoint of making VARMA modelling, it appears crucial to have 
estimation methods that are both quick and simple to implement with standard 
statistical software, even if this may involve an efficiency cost. Another reason for 
putting a premium on such estimation methods is that large-sample distributional 
theory tends to be quite unreliable in high-dimensional dynamic models, so that 
tests and confidence sets based on asymptotic approximations are also unreliable (for 
exarnple, the actual size of test procedures may be far larger than their nominal size). 
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This suggests that simulation-based procedures - for example, bootstrap techniques 
- should be used, but simulation may be impractical if calculation of the estimators 
involved is difficult or time consuming. 
In the case of univariate ARMA models, a relatively simple estimation procedure 
was originally proposed by Hannan and Rissanen (1982); see also Durbin (1960), 
Hannan and Kavalieris (1984a), Zhao-Guo (1985), Hannan, Kavalieris, and Mackisack 
(1986), Poskitt (1987), Koreisha and Pukkila (1990a, 1990b, 1995), Pukkila, Koreisha, 
and Kallinen (1990) and Galbraith and Zinde-Walsh (1994, 1997). This approach is 
based on estimating (by least squares) the innovations of the process through a long 
'\ autoregression; after that, the lagged innovations are replaced by the corresponding 
residuals in the ARMA equation, which may then be also estimated by least squares. 
Extensions of this method to VARMA models have been studied by Hannan and 
Kavalieris (1984b, 1986), Hannan and Deistler (1988), Koreisha and Pukkila (1989), 
Huang and Guo (1990), Poskitt (1992), Poskitt and Lütkepohl (1995), Lütkepohl 
and Poskitt (1996), Lütkepohl and Claessen (1997) and Flores de Frutos and Serrano 
(2002). Work on VARMA estimation has focused on preliminary use of such linear 
estimators for model selection purposes. It is then suggested that other estimation 
procedures (such as ML) be used. Although consistency is proved, the asymptotic 
distribution of the basic two-step estimator has not apparently been supplied. 
In this paper, we consider the problem of estimating the parameters of stationary 
invertible VARMA models in echelon form using only linear least squares methods. 
The echelon form is selected because it tends to deliver relatively parsimonious pa-
rameterizations. In particular, we study a simple two-step estimator that can be 
implemented only through single equation linear regressions and thus is remarkably 
simple to apply. Such an estimator was previously considered in the above mentioned 
work on linear VARMA estimation, but its asymptotic distribution has not apparently 
been established. Given the Kronecker indices of the VARMA process, we derive the 
asymptotic distribution of this estimator under standard regularity conditions. In 
particular, we show that the latter has an asymptotic normal distribution (which en-
tails its consistency), and we provide a simple consistent estimator for its asymptotic 
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covariance matrix, so that asymptotically valid tests and confidence tests can be built 
for the parameters of the model. 
The paper is organized as follows. In section 2, we formulate the background 
model, where the echelon form VARMA representation is considered to ensure unique 
parametrization, and we define the assumptions which will be used in the rest of the 
2 
paper. The two-step linear estimation procedure studied in the paper is described 
in section 3, and we derive its asymptotic distribution in section 4. We conclude in 
section 5. The proofs of the propositions and theorems appear in the Appendix. 
2. Framework 
In this section, we describe the theoretical framework and the assumptions we will 
consider in the sequel. We will first define the standard VARMA representation. As 
the latter may involve identification problems, we will then define the echelon form 
on the VARMAmodel, which ensures uniqueness of model parameters. Finally, we 
shall formulate the basic regularity assumptions we shaH consider. 
2.1. Standard form 
A k-dimensional regular vector process {Yt : tEll} has a VARMA(p, q) represen-
tation if it satisfies an equation of the form : 
p q 
Yt = L AiYt-i + Ut + L BjUt_j, (2.1) 
i=I j=I 
for all t, where Yt = (YI,t, ... , Yk,t)', P and q are non-negative integers (respectively, the 
autoregressive and moving average orders), A and Bj the k x k coefficient matrices, 
and {Ut: tEll} is a (second order) white noise W N[O, Eu], where Eu is a k x k 
positive definite symmetric matrix. Under the stationarity and invertibility conditions 
the coefficients A and Bj satisfy the constralnts 
det {A (z)} =f: 0 and det {B (z)} =f: 0 for all Izl :S 1 (2.2) 
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where z is a complex number, A (z) = Ik - 2::f=1 AiZi and B (z) = h + 2::)=1 Bjzj. 
This pro cess has the following autoregressive and moving average representations : 
00 
Yt = 2: IIrYt-r + Ut, (2.3) 
r=l 
00 




II (z) = B (Z)-l A (z) = h -2: IIrzr, (2.5) 
r=l 
00 
!JI(z) A(Z)-l B(z) = Ik + 2:!JIvzv, (2.6) 
v=l 
det {II (z)} =1= o and det {!JI (z)} =1= 0, for aIl Izl ::; 1. (2.7) 




2: IIIIrl1 < 00, 2: Il!JIvll < 00, (2.9) 
r=l v=l 
where Il.11 is the Schur norm for a matrix [see Horn and Johnson (1985, section 5.6)], 
i.e. 
IIMI12 = tr[M'M]. (2.10) 
2.2. Echelon form 
It is well known that the standard VARMA(p, q) representation given by (2.1) is 
not unique, in the sense that different sets of coefficients Ai and Bj may represent the 
same auto covariance structure. To ensure a unique parameterization, we shaH consider 
the stationary invertible VARMA(p, q) process in echelon form representation. Such 
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a representation can be defined as follows : 
p(L)Yt = 8(L)Ut, (2.11) 
ji ji 
p(L) = Po - LPiLi, 8 (L) = 8 0 + L 8 jLj, (2.12) 
i=l j=l 
where L denotes the lag operator, Pi = [<Plm,iL,m=I, ... ,k and 8 j = [8 lm,jkm=I, ... ,k' 
fi = max (p, q), 8 0 = Po, and Po is a lower-triangular matrix whose diagonal elements 
are aIl equal to one. The VARMA representation (2.11) has an echelon form if P (L) = 
[<Plm (L)ll,m=l, ... ,k and 8 (L) = [8 lm (L)ll,m=l, ... ,k satisfy the following conditions: given 
a vector of orders (Pl, ... ,Pk) called the Kronecker indices, the operators <Plm (L) and 
8lm (L) on any given row l of P (L) and 8 (L) have the same degree Pl (1 ::; l ::; k) 
and 
Pl 
<Plm (L) = 1 - ~<Pll,iLi if l = m, 
i=l 
Pl 
= ~ <Plm iLi if l =1= m, 
i=PI-Plm+ 1 ' 
Pl 
8lm (L) = L 8lm,jLj with 8 0 = Po, 
j=O 
for l, m = 1, ... , k, where 
Plm = min (Pl + 1, Pm) for l ;::: m, 




Clearly, Pu = Pl is the order of the polynomial (i. e., the number of free coefficients) on 
the l-th diagonal element of P (L) as weil as the order of the polynomials on the corres-
ponding row of 8 (L) , w hile Plm specifies the number of free coefficients in the operator 
<Plm (L) for l =1= m. The sum of the Kronecker indices ~~=l Pl is called the McMillan 
degree. The P matrix formed by the Kronecker indices associated with the model is 
P = [Plmll,m=l, ... ,k· This leads to ~~=l ~:=IPlm autoregressive and k ~~=IPI mo-
ving average free coefficients, respectively. Obviously, for the VARMA orders we have 
fi = max (Pl,'" ,pk)' Note that this identified parameterization for VARMA(p, q) 
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models ensures the uniqueness of left-coprime operators tP (L) and 8 (L) . Although 
other identifiable parameterizations could be used - such as the final equations form -
the echelon form tends to be more parsimonious and can lead to efficiency gains. For 
proofs of the uniqueness of the echelon form and for other identification conditions, 
the reader should consult to Hannan (1969b, 1970, 1976a, 1979), Deistler and Hannan 
(1981), Hannan and Deistler (1988) and Lütkepohl (1991, Chapter 7). 
The stationarity and invertibility conditions for echelon form of (2.11) are the 
same as usual, namely 
det {tP (z)} =J 0 for all Izl ~ 1, 
for stationarity, and 
det {8 (z)} =J 0 for aIl Izl ~ 1, 
for invertibility, where 
fi fi 





with II (z) = 8 (Z)-l tP (z) and tJt (z) = tP (Z)-l 8 (z) . It will be useful to observe that 
(2.11) can be rewritten in the foIlowing form : 
fi fi 




VI, = YI: - Ut = tP01 [L"tPiYl:-i + L 8jUt_j]. (2.20) 
i=l j=l 
Note that VI, is a function of lagged values of YI: and Ut, so that the error term Ut 








The vector X t has dimension (kh) x 1 where h = 2ft + 1 while D is a (kh) x k matrix 
of coefficients. In view of (2.20), it is clear the covariance matrix of X t is singular, 
so it is crucial that (identifying) restrictions be imposed on model coefficients. Under 
the restrictions of the echelon form (2.12) - (2.15), we can find a unique (k2h) x v full 
rank matrix R such that 13 = RrJ, where rJ is a v x 1 vector of free coefficients and 
v < k2h. Thus yt in (2.19) can be expressed as 
yt = D'Xt + Ut = [h ®Xn RrJ + Ut· (2.23) 
The structure of R is such that 
13 = vec [ D] = RrJ, (2.24) 
. Rl 0 0 
o R2 (2.25) 
o 
o o 
where~, i = 1,2, ... , k, are (kh) x Vi full-rank selection (zero-one) matrices, each one 
of which selects the non-zero elements of the corresponding equation, and Vi is the 
number of freely varying coefficients present in the i-th equation. The structure of ~ 
is such that R~~ = III; and f3i = RirJi where f3 i and rJi are respectively a (kh) x 1 and 
Vi x 1 vectors so that f3 i is the unconstrained parameter vector in the i-th equation of 
(2.19) - on which zero restrictions are imposed - and rJi is the corresponding vector 
of free parameters : 
13 = (f3~, 13;, ... , f3~) " rJ = (rJ~, rJ;, ... , rJ~) '. (2.26) 
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Note also that successful identification entails that 
rank{E(R' [Ik ® X t ] [h ® X:J R)} = rank{ R! [Ik ® r] R} = v (2.27) 
where r = E [XtX:J, or equivalently 
Setting 
X(T) = [Xl"'" XT ]', 
Y(T) [Yb'" , YT ]' = [Yl(T), ... , Yk(T)], 
U(T) - [Ul, ... ,UT]' = [Ul(T), ... ,Uk(T)], 
y(T) vec[Y(T)] , u(T) = vec[U(T)], 
(2.23) can be put in any one of the two following matrix fOrIns : 
Y(T) X(T)D + U(T), 
y(T) = [h®X(T)]R1J+u(T), 
where [h ® X(T)]R is a (kT) x v matrix. In the sequel, we shaH assume that 








Under the assumption that the process is a regular process with continuous distribu-
tion, it is easy that the latter must hold. 
To see better how the echelon restrictions should be written, consider the following 
VARMA(2, 1) model in echelon form : 
(2.36) 
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In this case, we have : 
<P (L) [ 1 - <l>u,IL - <l>n.,L' -<P12"L' ], 
-<P21,0 - <P21,1 L 1 <P22,lL 
(2.38) 
8(L) [ 1 + On,IL + Ou"L' 012,lL + 012,2
L2 ] , -
B21,lL 1 + BZ2,lL 
(2.39) 
with <P12,2 = 0, On,1 = 0, 011 ,2 = 0, 012,1 0, (h2,2 = 0, 821 ,1 = 0, 80 that the 
Kronecker indices are Pl = PH = 2, P2 = P22 1, P21 = 2 and P12 = 1. Setting Xt = 
[V;, Y';'-1' 1';'-2' U~_1]" vt = (Vi,t! V2,t)' 1 Vi,t = (Yi,t U1,t) and V2,t = (Yz,t UZ,t) , we 
can then write : 
[~:: ] ~ [<1>:,0 ~] [~:: ] + [::::: <1>:,1] [ ~::~: ] 
+ [<I>~,' ~] [~::~: ] + [~ 8,:,1] [:::~: ] + [ ::: ] . 
(2.40) 
Here we have: 
fJ (0,0, <P11,11 0, <Pn,z' 0, 0, 0, <P21,Ol 0, cP21,I' cP22,1, 0,0,0,822,1)', (2.41) 
'ri = (<PU,l! cPll,Z' <P2I ,Ol <P21.!, 4>22.1' ( 2211 )', (2.42) 
[Ik ®X:l R = [ Y,~-1 Yi,t-2 0 0 0 0 ] , 0 V1,t Yi,t-1 YZ,t-l UZ,t-l (2.43) 
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and 
YI,o YI,-l 0 0 0 0 
0 0 VI,1 YI,o Y2,o ,U2,O 
YI,1 YI,o 0 0 0 0 
[h 0 X(T)]R = 0 0 Vi,2 YI,1 Y2,1 U2,1 (2.44) 
YI,T-I YI ,T-2 0 0 0 0 
0 0 VI,T YI,T-I Y2,T-I U2,T-I 
The appropriate matrix R is given by : 
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
R'= 
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 (2.45) 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
2.3. Regularity assumptions 
In order to establish the asymptotic distribution of the linear estimator defined 
below, we will need further assumptions on the innovation pro cess and the truncation 
lag of the first step autoregression. We now state the assumptions we shan consider. 
Assumption 2.1 STRONG WHITE NOISE INNOVATIONS. The vectors Ut, t E Z, are 
independent and identically distributed ( i. i. d.) with mean zero, covariance matrix Eu 
and continuous distribution. 
Assumption 2.2 UNIFORM BOUNDEDNESS OF FOURTH MOMENTS. There is a 
finite constant m4 such that, for alll ~ i, j, r, s ~ k and for all t, 
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Assumption 2.3 AUTOREGRESSIVE TRUNCATION LAG OF ORDER LESS THAN 
T 1/ 2 • nT is a function of T such that 
nT -> 00 and 4/T -> 0 as T -> 00 (2.46) 
and, for some c > 0 and 0 < ;5 < 1/2, 
nT ~ cTÎi for T sufficiently large. (2.47) 
Assumption 2.4 DECAY RATE OF TRUNCATED AUTOREGRESSIVE COEFFICIENTS. 
The coefficients of the autoregressive representation (2.3) 
00 
nV2 L 11111'11 -> 0 as T -> 00. (2.48) 
1'=nT+l 
Assumption 2.1 means that we have a strong VARMA process, while Assumption 
2.2 on moments of order four will ensure the empirical auto covariances of the process 
have finite variances. Assumption 2.3 implies that ~ goes to infinity at a rate slower 
than T 1/ 2 ; for example, the assumption is satisfied if nT = cT~ with 0 < J::; 0 < 1/2. 
Assumption 2.4 characterizes the rate of decay of autoregressive coefficients in relation 
with nT. 
Although the above assumptions are sufficient to show consistency of the two-
stage linear estimator, we will need another assumption to show that the asymptotic 
distribution is normal with a distribution which is unaffected by the use of estimated 
innovations. 
Assumption 2.5 AUTOREGRESSIVE TRUN CATION LAG OF ORDER LESS THAN 
Tl/4. nT is a function of T such that 
nT -> 00 and ni/T -> 0 as T -> 00. (2.49) 
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The latter assurnption means that nT goes to infinity at a rate slower than T 1/4; 
for example, it is satisfied if nT = cTo with 0 < ;5 :::; & < 1/4. It is easy to see that 
the condition (2.49) entails (2.46). Finally, it is worthwhile to note that (2.48) holds 
for VARMA pro cesses whenever nT = cTo with c > 0 and & > 0, i.e. 
00 
TO I: IIIIrl1 ---t 0 as T ---t 00, for aIl 0 > O. (2.50) 
r=nT+l 
This is easy to see from the exponential decay property of VARMA processes [see 
(2.8)]. 
3. Two-step linear estimation 
In this section, we describe a simple estimation procedure for a VARMA models 
in echelon form with known order. The Kronecker indices characterizing the echelon 
form VARMA model are taken as given, and we focus our attention on the estimation 
of the autoregressive and moving average coefficients. 
Let (Y-nT+l"" l YT) be a random sample ofsize T+nT, where nT goes to infinity 
as T goes to infinity. We consider first a "long" multivariate linear vector autoregres-
sion: 
nT 
tt = I: IIrtt-r + Ut(nT), t = 1, ... l T, (3.1) 
r=1 
and the corresponding least squares estimates : 
(3.2) 
Such an estimation can be performed by running k separate univariate linear re-
gressions (one for each variable in yt). Yule-Walker estimates of the corresponding 
theoretical coefficients IIr could also be. considered. Then, under model (2.3) and the 
assumptions 2.1 to 2.4, it follows from the results of Paparoditis (1996, Theorem 2.1) 
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As usual, for any sequence of random variables ZT and positive numbers rT, T = 
1,2, ... , the notation ZT = Op(rT) means that ZT/rT is asymptotically bounded in 
probability (as T ---t 00), while ZT = op(rT) me ans that ZT/rT converges to zero in 
probability. When yt satisfies a VARMA scheme, the assumptions 2.3 and 2.4 are 
satisfied by any truncation lag of the form nT = cT8 with c > 0 and 0 < 5 < 1/2. If, 
furthermore, the assumptions 2.3 and 2.4 are replaced by st ronger ones, namely 
nT ---t 00 and n~/T ---t 0 as T ---t 00, (3.5) 
00 
T l / 2 L IIIITII ---t 0 as T ---t 00, (3.6) 
T=nT+l 
then asymptotic normality also holds : 
where l (nT) is a sequence of k2nT x 1 vectors such that 0 < Ml ~ III (nT) Il ~ M2 < 00 
for nT = 1, 2, ... , and 
ir (nT) - 7r (nT) = vec [ft (nT) - 11 (nT) ] , 




Note that a possible choice for the sequence nT that satisfies both n"f/T ---t 0 and 
T l / 2 L~nT+l IllIT11 ---t 0 is for example nT = Tl/c with f > 3. On the other hand 
nT = ln(ln T), as suggested by Hannan and Kavalieris (1984b), is not a permissible 
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choice because in general T I / 2 ~~nT+I IllIT11 does not approach zero as T ~ 00. 
Let 
nT 
Ut (nT ) = Yt - L fIT (nT )Yt-T = Yt - fI (nT) Yt(nT) 
T=l 
be the estimated residuals obtained from the first stage estimation procedure, 
1 
T 
Eu (nT ) = ~ L Ut (nT )Ut(nT)' 
t=l 
the corresponding estimator of the innovation covariance matrix, and 
T 





the covariance "estimator" based on the true innovations. Then, we have the following 
equivalences and convergences. 
Proposition 3.1 INNOVATION COVARIANCE ESTlMATOR CONSISTENCY. Let 
{yt : t E Z} be a k-dimensional stationary invenible stochastic process with the 
VARMA echelon representation given by (2.11) - (2.15). Then, under the assump-
tions 2.1 to 2.4, we have: 
Il ~ t, Ut [Ût(nr) - Ut]'11 = av (';), (3.14) 
1 T 2 (n2 ) T ~ IIUt(nT) - Utll = Op ;, , (3.15) 
Il ~ t, [ùt(nr) - Ut] [ùt(nr) - Ut]' Il = av (~ ). (3.16) 
IIEu(nT) - ÊTII = Op(~), Il Eu (nT) - Eull = Op(~). (3.17) 
The asymptotic eqtlÏvalence between Ut (nT) and Ut stated in the ab ove proposition 
suggests we may be able to consistently estimate the parameters of the VARMA model 
in (2.19) after replacing the unobserved lagged innovations Ut-l, ... , Ut-ft with the 
corresponding resid uals Ut-l ( nT ), ... , Ut-ft (nT) from the above long autoregression. 
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So, in order to estimate the coefficients <Pi and ej of the VARMA process, we consider 
a linear regression of the form 
fi fi 
Yt = L <PiYt-i + L 8j'Ut-j(nT) + et (nT) (3.18) 
i=1 j=1 
imposing the (exclusion) restrictions associated with the echelon form. Setting 
(3.19) 
this regression can also be put in a regression form similar to (2.19) : 
fi fi 




et (nT) = Ut (nT) + L 8 j [ Ut- j - Ut- j (nT) ] . 
j=O 




Therefore, the second step estimators i} can be obtained by running least squares on 
the equations (3.22). Setting 
(3.24) 





il can be easily obtained by stacking the single equation LB estimators ili which are 
obtained by regressing Yi on X(nT )Ri . 
4. Asymptotic distribution 
We will now study the asymptotic distribution of the linear estimator described 
in the previous section. For that purpose, we no~e first that the estimator il in (3.25) 
can be expressed as 
T 
il = {R'[h ® f(nT)]R} -1 {~ LR'[h ®Xt(nT)]Yt} (4.1) 
where 
Let also 
It is then easy to see that 
hence 
t=l 
f(nT) = .~ txt(nT)Xt(nT)" 
t=l 
h ® f(nT), Q(nT) = {R'Y(nT)Rr 1 , 
1 T _ 







where IIAIII = sup {"I~IIII} stands for the largest eigenvalue of A'A and we used the 
x;iO 
inequality IIABI12 ~ IIAlli IIBI12 for any two conformable matrices A and B [see Horn 





TT = h 0 r T = T L [h 0 XtX:J , (4.8) 
t=l 
(4.9) 
Note that R'T Ris positive definite by the regularity assumption. To study the conver-
gence and distributional properties of f} - 'f}, we need first to establish the following 
proposition. 
Proposition 4.1 GENERAL CONDITION FOR BOUNDED SYMMETRIC MATRIX 2. 
Let {yt : t E Z} be a k-dimensional stationary inverlible stochastic pro cess with the 
VARMA echelon representation given by (2.11) - (2.15). Then, under the assumptions 
2.1 to 2.4, we have the following equivalences : 
~IIX(nT) - X(T)11 2 = Op(1), 
Ilr(nT) - rT11 = OP(;1~2), 
- ( nT ) IIT(nT) - TTII = Op Tl/2 ' 
IIQ(nT)-l - Q-111 = OP(;1~2), 






The latter proposition shows that the matrices r(nT), Y(nT), Q(nTt l and Q(nT) 
- based on approximate innovations (estimated from a long autoregression) - are all 
asymptotically equivalent to the corresponding matrices based on true innovations, 
according to the rate nT /T1/ 2 • Similarly, the norm of the difference between the 
approximate regressor matrix X(nT) and X(T) has order Op(nT/T1/ 2). This suggests 
that f} converges to 'f}, and we give the appropriate rate of convergence in the following 
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theorem. 
Theorem 4.1 CONSISTENCY OF SECOND STEP HR ESTIMATES. Let {yt : t E Z} 
be a k-dimensional stationary invertible stochastic process urith the VARMA echelon 
representation given' by (2.11) - (2.15). Then, under the assumptions 2.1 to 2.4, we 
have 
IlnT11 = Op(T~!2), Ilii(nT) nT11 Op(~), (4.15) 
IITl-1711 - Op(T~!2) +Op(~). (4.16) 
Il, furthermore, 
n~/T -+ 0 as T -+ 00, (4.17) 
then 
(4.18) 
The latter theorem shows that Tl is a consistent estimator. If furthermore, r4 /T -+ 
o as T -+ 00, then Tl converges at the rate T-l!2 which is typically expected to get 
asymptotic normality. In order to derive an 'asymptotic distribution for Tl, we shaH 
establish that the following random matrices 
( 4.19) 
are asymptoticaHy equivalent. 
Proposition 4.2 ASYMPTOTIC EQUIVALENCE. Let {yt : t E Z} be a k-dimensional 
stationary invertible stochastic process with the VARMA echelon representation given 
by (2.11) - (2.15). Then, under the assumptions 2.1 to 2.4, the lollowing equivalence 
holds 
Finally, we can give the asymptotic distribution of vIT (Tl 17) . 
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Theorem 4.2 ASYMPTOTIC DISTRIBUTION OF TWO-STAGE ESTIMATOR. Let 
{Yt : t E Z} be a k-dimensional stationary inverlible stochastic process with the 
VARMA echelon representation given by (2.11) (2.15). If the assumptions 2.1 to 
2.8 are satisfied, then the asymptotic distribution of the estimator ij is the following : 
where 
E'r/ QExuQ', Exu R'[Eu®r]R, 
Q {R'YR} -\ y h ® r, r = E[XtX:], 
(4.20) 
(4.21) 
An important consequence of the above theorem is the fact that the asymptotic 
distribution of ij is the same as in the case where the innovations U~_l" .. ,u~_p are 
known rather than approximated by a long autoregression. Furthermore, the cova-




T ~ I::Xt(nT)Xt(nT)', 
t=l 
(4.24) 
Standard t and F-type tests may then be performed in the usual way. 
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5. Conclusion 
In this paper, we have provided the asymptotic distribution of a simple two-
stage estimator for VARMA models in echelon form. The estimator is consistent 
when the auxiliary long autoregression used to generate first step estimates of model 
innovations has an order nT which increases to infinity at a rate inferior to TO with 
o < 80 :S 8 < 1/2. Further, it has an asymptotic normal distribution provided nT 
increases at a rate inferior to TO with 0 < 80 :S 8 < 1/4. In the latter case, the 
asymptotic distribution is not affected by the fact that estimated lagged residuals are 
used. 
The ab ove results can be exploited in several ways. First, the two-stage estimates 
and the associated distributional theory can be directly used for inference on the 
VARMA model. In particular, they can be used for model selection purposes and to 
simplify the model (e.g., by eliminating insignificant coefficients). Second, two-stage 
estimates can be exploited to get more efficient estimators, such as ML estimators or 
estimators that are asymptotically to ML. This can be done, in particular, to achieve 
efficiency with Gaussian innovations. Note, however, that such gains of efficiency may 
not obtain if the innovations are not Gaussian. Thirdly, because of its simplicity, the 
two-stage linear estimator is especially weIl adapted for being used in the context of 
simulation-based inference procedures, such as bootstrap tests. Further, the asymp-
totic distribution provided above can be useful in order to improve the validity of the 
bootstrap. Several of these issues will be studied in a subsequent paper. 
A. Appendix: Proofs 
PROOF OF PROPOSITION 3.1 Let us write : 
where 
T 
ÊT - Eu = ~ L [UtU; - Eu], 
t=l 
T 
Êu(nT) - ÊT = ~ L {üt(nT)Üt(nT)' - Ut u:} 
t=l 
T 






= ~ L {[üt(nT ) - Ut]u; + UdÜt(nT) - ut]' + [Üt(nT) - ut] [Üt(nT) - ut]'}. (A.3) 
t=l 
By the assumptions 2.1 and 2.2, 
ÊT-Eu 1 T, (1) T ~ [UtUt - Eu] = Op T ' (A.4) 
1 T 2 








Üt(nT) - Ut = [n (nT) - ft (nT) ] Yi(nT) + L nrYi_r, (A.6) 
r=nT+l 
hence 
T ~ L [Üt(nT) - Ut]u; = [n (nT) - ft (nT) ]Cy,,(nT) + SYu(nT) (A.7) 
t=l 
where Yi(nT) = [YLl> ... ,Yi'-nT]" and 
T ~ LYi(nT)u; = [CYu(l, T)', ... ,CYu(nT, T)'j', 
t=l 
(A.8) 






Using the fact that Ut is independent of Xt, Ut-l, ... , Ul, we see that 
T 
E(Oy,,(T, T)'Oy,,(r, T)] = ~ L E[tr(UtYi'_TYi-TU:)] 
t=1 
T 
1 Ltr[E(u~ut)E(Y:_TYt_T)] = ~tr[L'ultr[r(O»), (A.ll) 
t=1 
0, 
where r(O) = E[YtYf], hence 
nT 
E[Oy,,(nT)'OYu(nT)] = L EIIOy,,(r, T)II 2 
nT 
L IIOYti(r, T)11 2 = 
7=1 
and 
Using the stationarity of Yt and (2.8), we have: 
EIISy,,(nT)11 :::; E{ ~ t C=~+llllJTIIIIYt-TIIIIUtll)} 
:::; {EIIYtln 1/2 {Ellutln 1/2 ~ t C=~+llllJTII) 
:::; {EIIYtln 1/2 {EIIUtI12r/2~ T ( 00 pT) 









II~ ~ [Üt(nT) - Ut]U;11 
~ Il [ft (nT) - I1 (nT) ]CYu(nT )11 + IISYu(nT)1I 
(A.18) 





T ~ ~ Il [Üt(nT) - ue] [Üt(nT) - utlïl 
t=l 
1 T ~ TL Ilüt(nT) Utl1 2 
t=l 
~~IIÛt(nT)-utlI2 ~ ~~{lIft(nT) I1(nT)1I 2 I1Yt(nT)1I 2 
+( f: 11I1,-IIIIYt-TII) 2} 
T=nT+l 
T ~ 3I1ft(nT)-I1(nT)112~ IIYt(nT)11 2 
1=1 
(A.19) 






~ t C=~+11In,.IIIIy,-,.II) Op{pnT), (A.24) 
~ ~ C=~+11III,.IIIIY,-,.llr $ T{~ ~ C=~+11III,.IIIIY,-,.II) r 
Op (T/nT ). (A.25) 
and 
~ ~ IIÜt{nT) - utl1 2 $ op(; )op{nT) + Op (T/nT) = Op(~). (A.26) 
II~ ~ [Üt(nT) - ut] [Üt(nT) - Ut]'11 = Op( ~). (A.27) 
We can thus conclude that 
PROOF OF PROPOSITION 4.1 Using (4.2) and (4.8), we see that 
F(nT)-rT 
1 T _ _ 1 1 TL [Xt(nT)Xt(nT) - xtxd t=1 
T ~ 2: {[Xt(nT ) - xdx~ + Xt(Xt(nT) - Xtl'} t=1 







hence, using the triangular and Cauchy-Schwarz inequalities, 
T 
+ ~ L IIXt(nT) - X t l1 2 
1=1 
2{ ~ IIX(T) 11 2 } 1/2 {~IIX(nT) _ X(T)11 2 } 1/2 




Üt-1 (nT) - Ut-1 
(nT) Ut-jl 
1 - 2 T Il.N(nT) X(T)II 
(A.33) 
and, by the stationarity assumption, 
T ~IIX(T)112 = ~ L IIxt l1 2 0" (1). 
t=1 
(A.34) 
lt follows from the above orders that 
(A.35) 
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IIR'[Y(nT) - YT]RII 




IIR'[YT - Y]RII ~ IIRI1 2 11YT - YII 
~ IIRI12/1Ik Qi) [rT - rl// = k1/2/1R11211rT - rll 
kl/21IRI1211~ tXtX: - E[XtXnll = Op (T;/2 ), (A.39) 
we have: 
(A.40) 
Finally, using the triangular inequality, we get : 
(A.41) 
IIQ(nT) - 011 lIQ(nT )[Q(nT )-l _ 0-1]011 
~ IIQ(nT)IIIIQ(nT)-l _ 0- 1 /111011 
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(A.42) 
hence, for IIQ(nT)-l - Q-11111QII < 1 (an event whose probability converges to 1 as T ...... (0) 
(A.43) 
o 
PaOOF OF THEOREM 4.1 Recrul that f] 71 = Q(nT)f./(nT). Then, we have 
11f] 7711 ::; IIQllJnTl1 + IIQ(nT) Ql1111nTII + IIQ(nT)1I111f./(nT) - nT11 
::; IIQllllnTl1 + IIQ(nT) QllllnTIi + IIQ(nT)IIIIf./(nT) - nTII· (A.44) 








Then, using the fact that Ut is independent of X t , Ut-l, ... , U1, 
E[tr(WTW;') ] 
;2 {t ~(tr[XtU;UtXn) + 2 T-l~ E(tr[XtU;Ut+IX:+d) } 
;2 { t E(tr[u;utX:Xt)) + 2 ~ ~ E(tr[Ut+IX;+IXtU;]) } 
henee 
Now, eonsider the term Iln(nT) ilTII. We have: 
where 
We ean also write 
T 
n(nT) ilT f L R' {[h, <:9 Xt{nT)] et (nT) - [Ik <:9 Xt]Ut} 
t=1 
T 
R'vee [f ~ {Xt(nT )et(nT)' - XtUt'}] 
R'vee[n1(nT) + n 2 (nT)] 
1 T 
T LXt[et(nT) - Ut]', 
t=1 
T f L [Xt(nT) Xt]et(nT)', 
t=1 
p 
ut{nT) + Lej[Ut-j Ut-j (nT)]. 
j=O 
p 
et (nT) - Ut = L ë j [Ut-j (nT) Ut-jl 
j=O 
where ë o = h - eo and ë j = -ej, j = 1,2, ... ,p, and 
00 
Ut (nT) - Ut [11 (nT) - fI (nT) ]Yt (nT) + L lITYt- T 
nT 












Now, using the Iinearity and the VARMA structure of Yi, it i8 ea.sy to see that 
for sorne constants Cl > 0 and 0 < Pl < 1, hence 
Thus 
nT E[E IItHT (nT) 112] ~ ( d+ T ) < .!(~) =0 (.!) Pl - T 1 - Pl PT' 
1"=1 
Il iil1 (nT) Il ~ ~{~lltj+T(nT)llllll,. b,.(nT)II}118j ll 
~ ~ {~lltH" (nT) 112 f!2 {~llll,. _ b,.(nT)11 2 } 1/211èj ll 










1/2) Op n~ , 
Ellii12(nT)11 ~ t {~[~ t "=~+lIIXt!IIIYt-j-,.lllln,.ll] }llëjll 
~ t {~t'-=~+llln,.IIE[IIXdIIlYt-j-,.IIJ}llëjll 
~ ~ {(EIIXt I12) (EII Yt I12) } 1/2 {~~ "=~+1lln,,11 }lIëjll 
Op (pnT), 
Now, using (A.55), ii2(nT) can be decomposed as : 
where 
T ~ L [Xt(nT) Xtlu;, 
1=1 
Now, in view of (A.32), consider the variables : 
nT (1 T ) 1 T 00 L [n,. - iÎ-.. (nT)] T LYt-i-,-U; + TL L n,.Yt-i-,.U;, 
7"=1 t=l t=l T=nT+l 












for i = 0, l, ... ,p. We have: 
= ~tr[Eultr[r(o)J (A.71) 




IIC,(nT)1I S; ~ II11T h,(nT)IIII~ ~Yt-i-TU~lf 
1 T "" L L Illl"I(!lYt-i-"IIHu d! 
t~l ,.=n.('+l 
{
nT li 1 T 1!2}1/2 IIh {nT} -II (nT) II L 111' 2:)'t-i-,.u;.1 
T=1 Il 1"'1 li 
T 00 





llCij(nT)lI :5 ~ L II Ût-;(nT) Ut-.HHÜt-i (nT) - u.t-jn 
t=l 
:5 {j ~ Ilût-i (nT) - u1_,\l2} 1/2 {f ~ llÜt-j (nT) _ Ut_iI12} 1/2 






Ilfi(nT) - nT11 ~ IIRII{llfi1(nT)11 + Ilfiz(nT)II} 
op(nf) + op(~) op (n;). (A.78) 
Consequently, 
1171- 7111 ~ Op ( T;/Z ) + op ( ;) + op ( ~ ) 
Op(T;IZ)+Op(~) op(l). (A.79) 
If furthermore nf/T ---> 0 as T -+ co, the latter reduces to 
(A.80) 
o 
PROOF OF PROPOSITIOK 4.2 We have: 
By Proposition 4.1 and Theorem 4.1, the following orders hold : 
(A.82) 
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PROOF OF THEOREM 4.2 By the standard central limit theorem for stationary pro cesses [see Anderson 
(1971, section 7.7), Lewis and Reinsel (1985, section 2)] and under the assumption of independence between 
Ut and X t , we have: 
T T 












Simplified order selection and efficient linear estimation for VARMA 
models with a macroeconomic application 
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1. Introduction 
Modelling multivariate time series using vector autoregressive (VAR) models has 
received considerable attention, especially in econometrics; see Lütkepohl (1991, 2001, 
2005), Hamilton (1994, Chapter 11) and Dhrymes (1998). This popularity is due 
to the fact that such models are easy to estimate and can account for relatively 
complex dynamic phenomena. However, VAR models often require very large numbers 
of parameters in order to obtain good Bts. FUrther, the VAR specification is not 
invariant to many basic linear transformations. For example, instead of satisfying 
a VAR scheme, subvectors follow vector autoregressive moving average (VARMA) 
processes. Temporal and contemporaneous aggregation lead to mixed VARMA models 
[see Lütkepohl (1987)J. 8imilarly, trend and seasonal adjustment also lead to models 
outside the VAR c1ass [Maravall (1993)J. 
The VARMA structure inc1udes VAR models as a special case, and can reproduce 
in a parsimonious way a much wider c1ass of autocovariances and data generating 
pro cesses (DGP). 80 they can lead to improvements in estimation and forecasting. 
VARMA modelling has been proposed a long time ago [see Hillmer and Tiao (1979), 
Tiao and Box (1981), Lütkepohl (1991), Boudjellaba, Dufour, and Roy (1992, 1994), 
Reinsel (1993, 1997)], but it has received little attention in practice. Although building 
VARMA models remains similar to the procedure associated with the univariate case, 
the task is compounded by the multivariate nature of the data. 
At the specification level, several procedures which ensure a unique parameteriza-
tion have been proposed; see Hannan (1969b, 1970, 1971, 1976b, 1979, 1980a, 1981), 
Deistler and Hannan (1981), Deistler (1983), Hannan and Deistler (1988, Chapter 
2), Lütkepohl (1991, Chapter 7) and Reinsel (1997, Chapter 3). In view of achie-
ving both a parsimonious parameterization and efficiency, several methods have been 
considered. The main ones include : (1) techniques based on canonical analysis [Akaike 
(1974a, 1975, 1976), Cooper and Wood (1982), Tiao and Tsay (1985, 1989), Tsay and 
Tiao (1985), Tsay (1989a) and Paparoditis and 8treitberg (1991)J ; (2) the Kronecker 
index approach which specifies an echelon-form VARMA representation [Deistler and 
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Hannan (1981), Hannan and Kavalieris (1984b), Solo (1986), Tsay (1989b), Nsiri and 
Roy (1992, 1996), Poskitt (1987, 1992), Lütkepohl and Poskitt (1996) and Bartel 
c 
and Lütkepohl (1998)]; (3) the scalar-component model (SCM) approach [Tiao and 
Tsay (1989) and Tsay (1989b, 1991)]. In practice, however, the SCM and the canoni-
cal correlation ~echniques are complex and may lead to computational difficulties as 
they often involve the evaluation of a large number of eigenvalues. Furthermore, as 
pointed out by Lütkepohl and Poskitt (1996), consistency results for the estimation 
of the Kronecker indices by the canonical correlation approach do not appear to be 
available. That is why we shall use below model information criteria for specification 
purposes. 
Once an identifiable specification has been formulated, different estimation me-
thods have been considered. Methods based on Fourier transformations, recur-
sive maximum likelihood (ML) and M-estimates have been proposed by Hannan 
(1969a, 1980b) and Kreiss (1985, 1987), respectively. But the most widely studied 
estimation method is ML for independent and identically distributed (i.i.d.) Gaus-
sian innovations; see Newbold (1974), Box and Jenkins (1976), Hillmer and Tiao 
(1979), Nicholls and Hall (1979, 1980), Hannan, Kavalieris, and Mackisack (1986), 
Kohn (1981), Tiao and Box (1981), Solo (1984), Shea (1989), Mauricio (2002), and 
the review of Mélard, Roy, and Saidi (2002). However, maximizing the exact likelihood 
in stationary invertible VARMA models is computationally burdensome since for each 
autoregressive and moving average orders (say p and q) a non-quadratic optimization 
with respect to inequality constraints must be performed using iterative algorithms. 
As noted by Tiao and Box (1981), it is much easier to maximize a conditionallikeli-
hood, although in higher dimensional systems numerical problems still occur due to 
the lack of suit able initial values, even with known (p, q). Further, with weak white 
noise innovations, quasi-maximum likelihood estimates may not be consistent. 
From the viewpoint of making VARMA modelling practical, one should have esti-
mation methods that are both quick and simple to implement with standard software. 
Another reason for putting a premium on such estimation methods is that large-
sam pIe distributional theory tends to be quite unreliable in high-dimensional dynamic 
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models, so that tests and confidence sets based on asymptotic approximations are also 
unreliable. This suggests that simulation-based procedures - for example, bootstrap 
techniques - should be used. However, simulation may be impractical if calculating 
the estimator is difficult or time consuming. 
In the univariate case, Hannan and Rissanen (1982) have proposed a recursive 
method which requires only linear regressions; see also Durbin (1960), Hannan and 
Kavalieris (1984a), Zhao-Guo (1985), Hannan, Kavalieris, and Mackisack (1986), Pos-
kitt (1987), Koreisha and Pukkila (1990a, 1990b, 1995), Pukkila, Koreisha, and Kal-
linen (1990), Allende and Heiler (1992), Galbraith and Zinde-Walsh (1994, 1997) 
and Kavalieris, Hannan, and Salau (2003). This approach is based on estimating (by 
least squares) the innovations of the process through a long autoregression; then the 
VARMA parameters are estimated using the residuals from the long autoregression as 
regressors. Thereafter, new residuals are filtered and a linear regression using trans-
formed variables is performed in order to achieve efficiency in the case of Gaussian 
innovations. 
These methods have been extended to VARMA models ; see Hannan and Kavalieris 
(1984b, 1986), Hannan and Deistler (1988), Koreisha and Pukkila (1989), Huang and 
Guo (1990), Reinsel, Basu, and Yap (1992), Poskitt (1992), Poskitt and Lütkepohl 
(1995), Lütkepohl and Poskitt (1996), Lütkepohl and Claessen (1997), De Frutos and 
Serrano (2002) and Dufour and Jouini (2005). It is worth noting that this linear 
estimation method (in its first two steps) has been introduced for model selection 
and getting initial values. After that, using other estimation procedures, such as ML, 
is typically suggested. 
In this paper, we propose a general three-step linear estimation procedure for 
estimating stationary invertible VARMA models in echelon form. This approach can 
be easily adapted to VARMAX models and extended to integrated and cointegrated 
VARMA models as well. The estimation method focuses on the echelon ~orm, since the 
latter tends to deliver relatively parsimonious parameterizations. But our procedure 
remains applicable to other identifying procedures such as final equations or any other 
restricted models for inference purposes. 
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ln contrast with the above mentioned work on linear estimation methods for 
ARMA and VARMA models [with the exception of Bartel and Lütkepohl (1998)], 
we allow for the presence of intercepts. Further, we provide a general standard form 
for the parameter estimates, which is much easier to apply than the one considered 
by Hannan and Kavalieris (1984b). To do this, we extend the results developed in 
Dufour and Jouini (2005) to a generalized two-step estimation method and we derive 
the asymptotic distribution of the corresponding GLS estimators. We also provide a 
simple theoretical justification for the third-stage estimates proposed by Hannan and 
Kavalieris (1984b) - which they do not supply - . and we show that such estimates cor-
respond to a one-step iteration from the scoring algorithm, starting with the second-
stage estimates as initial values. In addition, we prove under general conditions that 
these estimates have the same asymptotic distribution as the ML estimator in the 
case of Gaussian innovations. Unlike Reinsel, Basu, and Yap(1992), where Gaussian 
innovations are assumed and identification issues are not considered, we derive the 
asymptotic distribution of our third-stage linear estimators with strong white noise. 
Although our third-stage estimation procedure is equivalent to that of Hannan and 
Kavalieris (1984b), the estimates of the asymptotic covariances that we give for the 
third as well the second-stage estimators are relatively simple and easy to use. 
Besides results on estimation, we propose a simplified order selection procedure 
to identify the Kronecker indices associated with the echelon-form VARMA represen-
tation. The procedure rests on the ability to determine the implied restriction matrix 
for all possible sets of Kronecker indices for any given dimension of the VARMA sys-
tem. Indeed, this task is quite hard and could be an important reason for the lack 
of attraction of the echelon form in practice. In this paper, we develop an algorithm 
which solves this problem. We also supply an algorithm to formulate the implied 
restriction matrices corresponding to each equation [see Dufour and Jouini (2005)]. 
Hence, the identification of dynamic indices is much easier, and our procedure tends 
to reduce overparameterization and to improve accuracy - over the methods proposed 
by Hannan and Kavalieris (1984b) and Poskitt (1992). We propose information crite-
ria (for the first two steps) and shortcuts that yield strongly consistent estimates of 
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the Kronecker indices. Unlike the Hannan and Kavalieris (1984b) and Poskitt (1992) 
approaches, which seem to work poorly in estimating the Kronecker indices, we show 
by simulation that our procedure behaves well and yields more accurate estimates 
than those proposed by Hannan and Kavalieris (1984b). 
The paper proceeds as follows. In section 2, we give the background model where 
an echelon VARMA representation is used to ensure a unique parameterization. Sec-
tion 3 describes the generalized two-step linear estimation procedure (which allows 
for intercepts) and discusses the estimator properties such as convergence and asymp-
totic distribution. In section 4, w~provide a heuristic derivation of the third-stage 
estimators, and we demonstrate the asymptotic efficiency o~ these estimates when 
innovations are ï.i.d. Gaussian. Section 5 discusses model selection and shortcuts to 
obtain the Kronecker indices. Further, as the estimated models may be nonstationary 
or noninvertible, we also provide an algorithm that ensures such constraints. Section 
6 evaluates the proposed technique through a simulation study. Section 1 illustrates 
the method by testing for the long-run neutrality of monetary policy, using U.S. data. 
We conclude in section 8. The proofs of the lemmas, propositions and theorems are 
supplied in Appendix A. 
2. Framework 
We consider a k-dimensional stochastic pro cess of the autoregressive moving-
average (VARMA) type with order (p, q). We first define the standard VARMA re-
presentation, which may involve identification problems. Then, among the represen-
tations which ensure parameter uniqueness in VARMA models, we proceed with the 
echelon form. Finally, we formulate the basic regularity assumptions we shall consider 
in the sequel. 
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2.1. Standard form 
Let {Yt : t E Z} be a k-dimensional random vector process with the VARMA re-
presentation 
p q 
Yt = /-LA + L AYt-i + Ut + L Bjut_j, (2.1) 
i=1 j=1 
where Yt = (Yl,t, ... , Yk,d, /-LA = A (1) /-Ly' A (1) = Ik - 2::f=1 A, /-Ly 
and q are non-negative integers (respectively, the autoregressive and moving average 
orders), A and Bj are k x k fixed coefficient matrices, {Ut: t E Z} f'V WN(O, Eu), 
Le. Ut is a (second order) white noise process, such that Eu = E (utuD, where Eu 
is a k x k positive definite symmetric matrix. U nder stationarity and invertibility 
conditions the coefficients Ai and B j satisfy the constraints det { A (z)} # 0 and 
det {B (z)} # 0 for allizi :S 1, where z is a complex number, A (z) = Ik - 2::f=1 AiZi 
and B (z) = h + 2::3=1 Bjzj. Then Yt has the following infinite-order autoregressive 
and moving average representations : 
00 
Yt = /-Ln + L IIrYt-r + Ut, (2.2) 
r=1 
00 




II (z) B (Z)-1 A (z) = h - L IIrzr, (2.4) 
r=1 
00 
lJr(z) = A(ztlB(z)=h+LlJrvzv, (2.5) 
v=1 
det {II (z)} # 0 and det {1Jr (z)} # 0 for allizi :S 1, and /-Ln = II (1) /-Ly with II (1) = 
h - 2::~1 IIr. Moreover, we can find real constants C > 0 and p E (0,1) such that 
(2.6) 
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hence L~=l IlnT11 < 00 and L~l Il !Vu Il < 00, where Il.11 stands for Schur norm [see 
Horn and Johnson (1985, Section 5.6)J, i.e. IIMI12 tr[M'MJ for any matrix M. 
2.2. Echelon form 
The standard VARMA(p, q) representation (2.1) is not unique. The coefficient. 
matrices ~ and Bj are not uniquely determined by the covariance structure (although 
the coefficients nT and Wu typically are). 'Th ensure a unique parameterization of (2.1) 




eju, L denotes the lag operator, 
P</> P (1) Py' fi = max (p, q), eo = Po, and Po is a lower-triangular matrix whose 
diagonal elements are aIl equal to one. The VARMA representation (2.8) is in echelon 
\ 
form ifp(L) = [cPlm(L)]I.m=I ..... k and e(L) [l1lm(L)ll,m=I, ... ,k satisfy the following 
conditions: given a vector of orders P = (Pl," . ,Pk)' called the Kronecker indices, 
the operators cPlm (L) and Blm (L) on any given row l of P (L) and e (L) have the 
same degree Pl and 
cPlm (L) = 1 
PI 
LcPll.iLi if l = m, 
i=l 
PI L cPlm,iLi if l =f m, 
i=PI-Plm+1 
Pl 
B1m (L) = LBlm,jLj, with e o Po, 
j=o 




Plm min (Pl + l,Pm) for [ ~ m, 
= min (Pl, Pm) for [ < m. 
(2.11) 
Note that Pu Pl is the number of free coefficients on the [-th diagonal element of 
ifl (L) as weIl the order of the polynomials on the corresponding row of 8 (L ), w hile 
Plm specifies the number of free coefficients in the operator <Plm (L) for l i= m. The sum 
of the Kronecker indices 2:7=1 Pl is called the McMillan degree and the matrix formed 
by the Kronecker indices associated with the model is P = [Plmll,m=1, ... ,k' This leads 
to 2:~1 2:~=1 Plm autoregressive and k 2:7=1 Pl moving average free coefficients, res-
pectively. Clearly, for the echelon form VARMA orders, we have j5 = max (Pb'" ,Pk). 
Moreover, this identified parameterization of VARMA(p, q) models, that we refer, 
henceforward, as VARMA(P1,'" ,Pk), ensures the uniqueness of It~ft-coprime opera-
tors ifl (L) and 8 (L). Among other identifiable parameterizations, such as the final 
equations form, the echelon form has been preferred for parsimony and gain efficiency 
criteria. For proofs of the uniqueness of the echelon form and other identification 
conditions, the reader should consult Hannan (1969b, 1970, 1976b, 1979), Deistler 
and Hannan (1981), Hannan and Deistler (1988), and Lütkepohl (1991, Chapter 7). 
The stationarity and invertibility conditions in (2.8) are : det {ifl(z)} i= 0 and 
det {8 (z)} i= 0 for allizi S 1, where ifl (z) = iflo - 2:f=1 iflizi , 8 (z) = 8 0+ 8 j zi, 
with Il (z) e (z) -1 ifl (z) and Il' (z) = ifl (Z)-1 e (z). Let also 
00 
e (Z)-l = 2:: AT (1]) ZT (2.12) 
T=O 
where by invertibility Il AT (1])11 S CpT, 2:~=0 IIAT (1])11 < 00, and 1] is the vector of all 
free varying parameters implied by the echelon form, as it will be specified further. 
Now, set Vt = Yt - Ut. We see easily that 
fi fi 
Vt = ifl01 [/-tg; + 2:: ifliYt-i + 2:: ejUt_j] . 
i=1 j=1 
(2.13) 
Obviously, Vt is uncorrelated with the error term Ut and (2.8) takes the form 
Set 
p p 
Yt = J-lrp + (h - <po)Vt + L <PiYt-i + L 8 jUt-j + Ut· 
i=l j=l 
(3 = vec[J-lrp, h - <Po, <Pl,.·. ,<Pp, 8 1, ... , 8 p], 





where (3 and X t are (k2 h + k) x 1 and (kh + 1) x 1 vectors, respectively, with h = 2i1+ 1. 
Under the echelon form restrictions (2.8) through (2.11), the representation (2.14) 
implies a unique (k 2h + k) x Tp full rank columns matrix R formed by Tp-distinct 
selected vectors from the identity matrix of order (k 2 h + k) such that R' R = Irp and 
(3 = RT], where T] is a Tp x 1 vector of free varying parameters and Tp < (k2h + k). 
Hence (2.14) can be alternatively expressed as 
Yt = [X~ 0 h] RT] + Ut (2.17) 
where [X;0h] Ris a k x Tp matrix. Further, the echelon form ensures that R' [Xt 0h] 
has a non singular covariance matrix, so that 
rank{ R' [rx 0 h] R} = Tp (2.18) 
where rx = E [XtX:J . 
Now, let y = [y~, ... ,Y~J, X = [XI, ... ,XT] and U = [u~, ... ,u~J'. Then the 
corresponding stacked form of (2.17) is 
(2.19) 
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where [X' 0 h] R is a (kT) x rp matrix. In the sequel, we shaH assume that 
rank { [X' ® h] R} rp with probability 1 (2.20) 
and under the assumption that the pro cess is regular with continuous distribution, 
the latter statement must hold. 
2.3. Regularity assumptions 
Further assumptions on the innovation process and the truncation lag of the first 
step autoregression are needed in order to establish the consistency as weIl as the 
asymptotic distribution of the linear estimators defined below. For that we state the 
assumptions we shaH consider in the seque!. 
Assumption 2.1 STRONG WHITE NOISE INNOVATIONS. The vectors Ut, t E il, are 
independent and identicaUy distributed (i. i. d.) with mean zero, covariance matrix Eu 
and continuous distribution. 
Assumption 2.2 UNIFORM BOUNDEDNESS OF FOURTH MOMENTS. There is a 
jinite constant m4 such that, for aU 1 ::; i, j, r, s::; k, 
Assumption 2.3. AUTOREGRESSIVE TRUN CATION LAG OF ORDER LESS THAN 
T l / 2 . nT is a function of T su ch that 
nT 00 and n~/T ~ 0 as T ~ 00 (2.21) 
and, for some c > 0 and 0 < 51 < 1/2, 
nT ~ CTOl for T sufficiently large. (2.22) 
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Assumption 2.4 DECAY RATE OF TRUNCATED AUTOREGRESSIVE COEFFICIENTS. 
The coefficients of the autoregressive representation (2.2) satisfy 
00 
nV2 I: 11171'11 ~ 0 as T,nT ~ 00. (2.23) 
T=nT+l 
Assumption 2.5 AUTOREGRESSIVE TRUNCATION LAG OF ORDER LESS THAN 
Tl/3. nT is a function of T such that 
(2.24) 
and, for sorne c> 0 and 0 < 82 < 1/3, 
nT ?:: CT02 for T sufficiently large. (2.25) 
Assumption 2.6 STRONGER DECAY RATE OF TRUNCATED AUTOREGRESSIVE CO-
EFFICIENTS. The coefficients of the autoregressive representation (2.2) satisfy 
00 
T1/ 2 I: 11171' Il ~ 0 as T, nT ~ 00. (2.26) 
T=nT+1 
Assumption 2.7 FURTHER STRONGER DECAY RATE OF TRUNCATED AUTORE-
GRESSIVE COEFFICIENTS. The coefficients of the autoregressive representation (2.2) 
satisfy 
00 
Tôa I: 11171'11 ~ 0 as T,nT ~ 00 (2.27) 
T=nT+1 
for sorne 1/2 < 83 < 1. 
Assumption 2.1 means that we have a strong VARMA process, while Assump-
tion 2.2 on moments of order four will ensure that the empirical auto covariances of 
the process have finite variances. Assumption 2.3 implies that nT goes to infinity at 
a rate slower than Tl/2; for example, the assumption is satisfied if nT = cTo with 
o < 81 ::; 8 < 1/2. Assumption 2.4 characterizes the rate of decay of autoregressive 
coefficients in relation with nT. While Assumptions 2.5 and 2.6 are stronger ver-
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sions of Asswnptions 2.3 and 2.4, respectively. Assumption 2.7 implies that for any 
constant 1/2 < 5 ~ 53 (with 53 < 1) the truncated sum TO L:~=nT+l IllIT11 converges 
to zero as T and nT go to infinity. 
Although the above assumptions are sufficient to show consistency of the two-step 
linear estimator, another assumption is needed to show the asymptotic normality of 
its distribution. 
Assumption 2.8 AUTOREGRESSIVE TRUNCATION LAG OF ORDER LESS THAN 
T 1/ 4 • nT is a function of T such that 
nT ~ 00 and nj./T ~ 0 as T ~ 00. (2.28) 
The latter assumption means that nT goes to infinity at a rate slower than T 1/ 4 ; 
for example, it is satisfied if nT = cTo with 0 < (5 ~ 5 < 1/4. It is easy to see that 
(2.28) entails (2.24) and (2.21). Finally, it is worthwhile to note that (2.23) holds for 
VARMA processes whenever nT = cTo with c > 0 and 5 > 0, i.e. 
00 
TO ~ IllIT11 ~ 0 as T ~ 00, for all 5 > O. (2.29) 
T=nT+l 
This follows from the exponential decay of IllIT11 for VARMA processes. 
3. Generalized two-step linear estimation 
In this section, we propose a generalized two-step linear regression method that 
yields consistent estimates of echelon-form VARMA models with known order. The 
Kronecker indices characterizing this parameterization are given and we focus on the 
estimation of the autoregressive and moving average coefficients. 
Let (Y-nT+l"'" YT) be a random sample of size nT + T where nT is a function 
of T such that nT grows to infinity as T goes to infinity. Now, consider the "long" 
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multivariate linear autoregressive model of lag-order nT : 
nT 
Yt = J-L II (nT) + L ITT Yt-r + Ut ( nT ) (3.1) 
r=l 
00 
Ut (nT) = L IIr(Yt-r - J-Ly) + Ut· (3.2) 
r=nT+l 
Setting yt (nT) = [1, Y~-l' ... ,Y~-nT]' and II (nT) = [J-LII (nT) , III, ... , IInTl , then the 
corresponding multivariate least squares estimator is : 
where Wy (nT) = T- l r,i'=l Ytyt (nT)' and l'y (nT) = T- l 'Li'=l yt (nT) yt (nT)" This 
estimation can be performed by running k separate univariate linear regressions, one 
for each component Yk,t. The Yule-Walker estimates of the theoretical coefficients IIr 
could also be considered. Set also r y (nT) = E [yt (nT) yt (nT )'] and consider the norm 
Il.111 such that, for any given matrix A, IIAIII is the largest eigenvalue of A'A, so that 
IIAIII = supn~ln· Then we have the following proposition. 
xo;fO 
Proposition 3.1 REGRESSOR COVARIANCE ESTIMATOR CONSISTENCy-FIRST 
STAGE. Let {Yt : t E Z} be a k-dimensional stationary invertible stochastic process 




Proofs are supplied in Appendix A. If Assumption 2.4 is also satisfied, we can 
give extensions of Theorerns 1 and 2.1 of Lewis and Reinsel (1985) and Paparoditis 
(1996), respectively, which allow for the presence of a drift. 
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Theorem 3.1 CONSISTENCY OF VAR COEFFICIENT ESTIMATES. Let {Yt : tEll} 
be a k-dimensional stationary invertible stochastic process with the VAR representa-
tion (3.1). Then, under the Assumptions 2.1 to 2.4, we have: 
(3.7) 
If, furthermore, Assumption 2.6 holds, then 
(3.S) 
Now, let l (nT) be a sequence of (PnT + k) x 1 vectors such that 
0< Ml ~ III {nT)11 2 ~ M2 < 00 for nT = 1,2, ... (3.9) 
Set also 




with .oy(nT) T- 1 L:;=ludnT) Yt(nT)' and ily(nT) = T-1L:;=lUtYt(nT)'. Then 
we have the following asymptotic equivalence. 
Proposition 3.2 ASYMPTOTIC EQUIVALENCE-FIRST STAGE. Let {Yt : tEll} be 
a k-dimensional stationary invertible stochastic process with the VAR representation 
(3.1). Then, under the Assumptions 2.1, 2.2, 2.5 and 2.6, we have: 
(3.12) 
If, furthermore, Assumption 2.7 holds, then 
(3.13) 
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Moreover, the next theorem shows that asymptotic normality holds as an im-
mediate consequence of the proposition above. This proposition and the following 
theorem are generalizations of Theorems 2 and 4 of Lewis and Reinsel (1985), to the 
case where the drift parameter (constant) is present. 
Theorem 3.2 ASYMPTOTIC DISTRIBUTION OF VAR COEFFICIENT ESTIMATES. 
Let {Yt : tEll} be a k-dimensional stationary inverlible stochastic process with the 





Note that a possible choice for the sequence nT that satisfies both assumptions 
2.5 and 2.6 is for example nT = Tl/I; with é > 3. On the other hand nT = ln ln T , 
as suggested by Hannan and Kavalieris (1984b), is not a permissible choice because 
in general T l / 2 2:~=nT+l IlnT11 does not approach zero as T ---t 00. 
Let 
nT 
Ut (nT) = Yt - ilII (nT) - L fIT (nT) Yt-T (3.16) 
T=l 
be the estimated least-squares residuals obtained from the long autoregression (3.1), 
and 
T 
tu (nT) = ~ L udnT) udnT)' (3.17) 
t=l 
the estimated covariance matrix based on these residuals. Then tu (nT) satisfies the 
following convergence properties. 
Proposition 3.3 INNOVATION COVARIANCE ESTIMATOR CONSISTENCY-FIRST 
STAGE. Let {Yt : tEll} be a k-dimensional stationary inverlible stochastic process 
with the VARMA representation in echelon form given by (2.8)-(2.11). Then, un der 
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the assumptions 2.1 to 2.4, we have: 
(3.18) 
The asymptotic equivalence stated in the ab ove proposition suggests that we may 
be able t~ consistently estimate the parameters of the VARMA model in (2.14) by 
replacing the unobserved lagged innovations Ut-l, ... , Ut-p with their corresponding 
first stage estimates Ut-l (nT), . .. ,. Ut-p ( nT ). So, in order to estimate the coefficients 
<Pi and 8 j of the VARMA pro cess , (2.14) can be rewritten as 
p p 





Yt - udnT) , (3.21) 
p 
Ut (nT) + L 8 j [Ut-j - Ut-j (nT)]' (3.22) 
j=O 
[1, Vt (nT)' 'Y~-l' ... ,Y~_p, Ut-l (nT)' , ... ,Ut-p (nT)' J'. (3.23) 
This yields as a second step estimator of Tl the generalized least squares (GLS) esti-
mate, obtained by solving 
T 
il = argmin L et (nT) Èu (nT rI et (nT)' . (3.24) 
'TI t=l 




Qx (nT) = {1l'Yx (nT) R} -1, (3.26) 
Yx (nT) = l'x (nT) ® Eu (nT)-1 , (3.27) 
T 
l'x (nT) r-1 L Xt (nT) Xt (nT)', (3.28) 
t=1 
T 




Dx (nT) = r-1 LR'[Xt (nT) ® h]Eu (nT)-1 et (nT), (3.30) 
t=1 
one sees easily that 
(3.31) 
On using the inequality IIABI12 :::; IIAlli IIBI12, where A and B are any two conformable 





[lx = r- 1 L R' [Xt ® h] E;: IUt. (3.34) 
t=1 
Obviously, by the regularity assumption Q-;/ is positive definite, and to study the 
convergence and distributional properties of (17 - TI) we need first to establish the 
following proposition. 
Proposition 3.4 REGRESSOR COVARIANCE ESTIMATOR CONSISTENCY-SECOND 
STAGE. Let {Yt : t E Z} be a k-dimensional stationary invenible stochastic process 
with the VARMA representation in echelon form given by (2.8)-(2.11). Then, under 
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the assumptions 2.1 to 2.4, we have: 
(3.35) 
The latter proposition shows that the regressor matrix Xt (nT) as well as the 
covariance matrix Q x (nT) - based on approximate innovations (estimated from a 
long autoregression) - are all asymptotically equivalent to their corresponding analo-
gous based on true innovations, according to the rate nT JTl/2. This suggests that r, 
converges to 'TI. The following theorem gives the appropriate rate of such convergence. 
Theorem 3.3 CONSISTENCY OF TWO-STEP ESTIMATORS. Let {Yt : t E lE} be a k-
dimensional stationary inverlible stochastic process with the VARMA representation 
in echelon form given by (2.8)-(2.11). Th en, under the assumptions 2.1 to 2.8, we 
have: 
(3.36) 
In order to derive the asymptotic distribution for r" we shall first establish the 
asymptotic equivalence between the following random vectors 
(3.37) 
Proposition 3.5 ASYMPTOTIC EQUIVALENCE-SECOND STAGE. Let {Yt : t E lE} be 
a k-dimensional stationary inverlible stochastic process with the VARMA representa-
tion in echelon form given by (2.8)-(2.11). Then, under the assumptions 2.1 to 2.8, 
we have: 
(3.38) 
Finally, we provide the asymptotic distribution of the two-step generalized esti-
mators in the following theorem. 
Theorem 3.4 ASYMPTOTIC DISTRIBUTION OF TWO-STEP ESTIMATORS. Let 
{Yt : t E lE} be a k-dimensional stationary inverlible stochastic process with the 
VARMA representation in echelonform given by (2.8)-(2.11). If the assumptions 2.1 
101 
to 2.8 are satisfied, then 
(3.39) 
where ~ = Ri] and Vx = RQxR'. 
Now set 
T 




Then the following proposition ensures that 
estimators of Eu and E;:l, respectively. 
(3.41 ) 
(nT) and Êe (nT) -1 are consistent 
Proposition 3.6 INNOVATION COVARIANCE ESTIMATOR CONSISTENCY-SECOND 
STAGE. Let {Yt : t E Z} be a k-dimensional stationary inverlible stochastic process 
with the VARMA representation in echelon form given by (2.8)-(2.11). Then, under 
the assumptions 2.1 to 2.8, we have,' 
(3.42) 
4. Asymptotic efficiency 
The two-stage linear estimator derived above is not efficient under Gaussian in-
novations. To allow for asymptotic efficiency [as in the fourth-stage of Hannan and 
Kavalieris (1984b)], we shaH perform a third-stage estimation by considering a linear 
regression that we shaH describe in the present section. 
Unlike Hannan and Kavalieris (1984b) who did not provide an explicit justifica-
tion of the suggested fourth-stage estimators, we supply here a derivation of such 
estimators. This will be useful to show the asymptotic efficiency of these estimates 
for Gaussian errors. In line with their procedure, at the specification level, the fourth 
stage estimation they suggested to achieve asymptotic efficiency is complicated and 
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heavy to implement even in small systems. The final form of these estimators do es 
not show the echelon form zero-restrictions. Further, the estimated covariance matrix 
of these estimators has a complicated form which is difficult to compute in practice. 
In contrast, we provide simple, compact, and efficient echelon-form estimators 
which can be easily computed by running a simple linear regression. Rence, one might 
consider further linear regressions as they are costless. Furthermore, we provide a 
simple formula to estimate its covariance matrix. 
Recall that our initial problem consists in minimizing an objective function which 
is nonlinear in the parameters TJ : we have to solve 
T 




udTJ) = LAr(TJ) [4>o(Yt-r-~y) - L4>i(Yt-i-r-~y)], (4.2) 
r~ ~l 
one sees easily that Ilut - Ut (TJ)II = Op (pt), since it can be shown that 
00 
E Ilut - Ut (TJ)II ~ L IIAr (TJ) 11114> (p) Il E 1I~~r (p) Il = 0 (/) (4.3) 
r=t 
h n. () ln. n. n. 1 va () [al al al ] 1 ·th a _ ( ) . W ere'J:' p = 'J:'O,-'J:'l,···,-'J:'p,.lt P = Yt ,Yt-l,···,Yt-p Wl Yt - Yt-~y , 
see the pro of of Theorem 3.1. This suggests replacing the problem (4.1) by 
T 
min LUt (TJ)' E;;lUt (TJ) . 
'7 t=l 
Note also that (3.41) can be alternatively expressed, as in (3.22), as 
p 





so that, using the two-step estimate ij, the estimated model 
(4.6) 
takes the form 
fi fi 
Yt = ~ep + (h - <Po)ih + L <PiYt-i + L 8 jut-j + Ut (4.7) 
i=l j=l 
where Vt = Yt- Ut with 
00 fi 
Ut = L Ar (ij) [<Po(Yt-r - ~y) - L <Pi (Yt-i-r - ~y)], (4.8) 
r~ ~1 
~y = <P (1)-1 ~ep, <P (1) = <PO - Ef=l <Pi and E~o Ar (ij) zr = 8 (z)-I, where ~ep, <Pi 
and ë j stand for the second-stage estimates of /-Lep, <Pi and eh respectively. In view 
of (4.7) and (4.8), it seems obvious that the second step estimator ij may be used as 
initial value in the minimization algorithm when seeking for the nonlinear generalized 
least squares estimates. As for Ut and Ut (77), we can approximate Ut with 
t-1 fi 
L Ar (ij) [<PoYt-r - L <PiYt-i-r - ~ep] 
r=O i=l 
t-1 fi 
L Ar (ij) [<Po (Yt-r - ~y) - L <Pi (Yt-i-r - ~y) ] . (4.9) 
r=O i=l 
This aIso can be either determined recursively using 
fi 
ut{ij) <Po1et{nT) + (h - <POl )ut{nT) + L <po1èj [Ut-j (nT) - Ut-j (ij) ] 
j=l 
fi fi 
= Yt - <POl [~ep + L <PiYt-i + L ëjUt_j (ij) ] , (4.10) 
i=l j=l 
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with initial values Ut (i]) 0, t :::; p. Now, set 
l T 
Eu (i]) = TL Ut (i]) Ut (in' . 
t=l 
(4.11) 
In order to establish the rate of convergence of the above innovation covariance matrix 
estimator to the true one, we will use the following lemma. 
Lenuna 4.1 CONSISTENCY OF NONLINEAR FUNCTION. Let r, be a fi-consistent 
estimator for 17, i. e. 
T 1/ 2 11r, 1711 = Op (1) , 
where Il.11 denotes the Schur norm. Then there exists areal constant 1\, > 0 SU ch that 
(4.12) 
Using the ab ove lemma, we get the following convergence results for the estimators 
of Eu and 
Proposition 4.1 FILTERED INNOVATION COVARIANCE ESTIMATOR 
CONSISTENCY-SECOND STAGE. Let {Yt: t E:E} be a k-dimensional stationary 
inverlible stochastic process with the VARMA representation in echelon form given 
by (2.8)-(2.11). Then, under the assumptions 2.1 to 2.8, we have: 
(4.13) 
Now, consider the following lemma. 
Lenuna 4.2 RELATIONAL IDENTITY BETWEEN FILTERED RESIDUALS. Let 17° and 




Z;(",l, ",0) = L R' [Xt_T(",l) ® AT(",oy] , ( 4.15) 
T=O 
By the latter lemma, we can write : 
Ut (r,) Ut (",) = -Z; (r" ",)' (r, -",) (4.16) 
where 
t-l 
Z; (r"",) L R' [Xt- T (r,) ® AT (",)'] (4.17) 
T=O 
with Xt (r,) = [1, Vt (r,)' , Y;-l' ... ,Y~_p, Ut-l (il)' , ... ,Ut-p (il)']' and Vt (r,) = Yt-Ut (il)· 
Renee (4.16) can be easily rearranged to obtain in a linear regression form 
Wt (il) = Zt (r,)'", + Zt (il,,,,) (4.18) 
where 
Wt (il) Ut (il) + Zt (il)' il, ( 4.19) 
t-l 
Zt (il) L ~ [Xt- T (il) ® AT (il)'], (4.20) 
T=O 
Zt(il,,,,) Ut (",) + [Zt (il) - Z; (il, ",) ]' (r, - ",). (4.21) 
This suggests considering a third-stage estimator, namely the multivariate OLS esti-
mator of", obtained by regressing (ilf1/2 Wt (il) on tu (r,)-1/2 Zt (il)' : . 
fi = Qx (il) Wx (il) ( 4.22) 
where 




Wx (i]) - T-1 L Zdil) tu (ilr1 Wt (17). ( 4.24) 
t=l 




nx (il) = T- 1 L Zt (il) (ilr1 Ut (il) . (4.26) 
t=l 
It is worth noting that, under Gaussian errors, il is asymptotically equivalent to ML 
estimator, for a7;J~) = -Zt (i])'; see (4.19). In view of (4.25), il corresponds to the 
estimator based on the scoring method after one iteration. 
Now, let 
T Q~(il) {T-1 L Z;(il,11) (i7)-IZ~(il,11),}-l, (4.27) 
t=l 
T 
n~ (i]) - T-1 L Z: (il, 11) tu (i,}-1 Ut (i]), (4.28) 
t=l 
T 
T-1 L Z~ (il, 11) (4.29) 
t=1 
·T 
Qx (11) = { E [Zt (11) E~1 Zt (11)' J} -1, Dx (ry) = T-1 L Zd11) E,i1Ut, (4.30) 
t=1 
00 
Zt (11) = L R' [Xt - T ® AT (11)']. (4.31) 
T=O 
Using Lemma 4.2, equation (4.25) can be rewritten as 
il -11 = Qx (il) nx (il) + Q~ (il) [n~ (il) - n~ (il)]. (4.32) 
Further, Q x (11) can be expressed as 




Yx (17) L L [rX (Tl ~ T2) ® AT1 (17)' E~l AT2 (17) ], (4.34) 
1'1=01'2=0 
E [Xt- T1 X:-rJ By construction Q x (17) -1 is positive definite, 
and to study the convergence and distributional properties of fi ~ 17, we first establish 
the following asymptotic equivalences. 
Proposition 4.2 REGRESSOR COVARIANCE ESTIMATOR CONSISTENCY-THIRD 
STAGE. Let {Yt : t E Z} be a k-dimensional stationary invertible stochastic process 
with the VARMA representation in echelon form given by (2.8)-(2.11). Then, un der 
the assumptions 2.1 to 2.8, we have: 
Then, we can give the rate of convergence of the third-stage estimator fi. 
Theorem 4.1 CONSISTENCY OF THREE-STEP ESTIMATORS. Let {Yt : t E Z} be a 
k-dimensional stationary invertible stochastic process with the VARMA representation 




Sx (fi) = Tl/ 2 { Qx (f]) nx (f]) + Qx (f]) [nx (f]) ~ nx (f]) ]}, (4.37) 
Sx (17) = T l / 2Qx (17) [lx (17)· (4.38) 
These two vectors satisfy the following asymptotic equivalence. 
Proposition 4.3 ASYMPTOTIC EQUIVALENCE-THIRD STAGE. Let {Yt : t E Z} be a 
k-dimensional stationary invertible stochastic process with the VARMA representation 




We can now establish the asymptotic normality of the third-stage estimator. 
. ' 
Theorem 4.2 ASYMPTOTIC DISTRIBUTION OF THREE-STEP ESTIMATORS. Let 
{Yt : t E Z} be a k-dimensional stationary invertible stochastic process with the 
VARMA representation in echelon form given by (2.8)-(2.11). Then, under the as-
sumptions 2.1 to 2.8, we have: 
where 13 = RfI and Vx (7]) = RQx (7]) R'. 
Again, the third-stage residuals Ut (fi) can be either recursively filtered using 
Ut (fi) = Zt (il, fi) - [Zt (il) - Z~ (il, fi)]' (il - fi), (4.41 ) 
t-1 fi 




Ut (fi) = Yt - <Pol [Mp + L <PiYt-i + L êjUt_j (fi) ], (4.43) 
i=l j=l 




~ 1 A A -~ . 
where My = <P (1)- Mp and <P (1) = <Po - 2:~=1 <Pi. Therefore, the third-stage residual 
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covariance matrix estimator is such that 
T 
Eu (ry) = ~ I: Ut (i]) Ut (ry)' 
t=l 
(4.46) 
and its rate of convergence to the true one is finally given in the following proposition 
whose proof is similar to that of Proposition 4.1. 
Proposition 4.4 INNOVATION COVARIANCE ESTIMATOR CONSISTENCy-THIRD 
STAGE. Let {Yt : t E Z} be a k-dimensional stationary invertible stochastic process 
with the VARMA representation in echelon form given by (2.8)-(2.11). Then, under 
the assumptions 2.1 to 2.8, we have; 
(4.47) 
5. Model specification 
So far, the dynamic indices characterizing the echelon-form representation of 
VARMA models are considered as given. Which is not the case in practice since 
they must be estimated. Several model specification procedures have been proposed 
to this end. However, we shaH focus on information-type criteria techniques, since 
they are easy to implement compared to other existing methods, even in high di-
mensional systems. For a review of other specification procedures, see Lütkepohl and 
Poskitt (1996). 
Model selection criteria, such.as the AIC criterion [Akaike (1969, 1973, 1974b, 
1977)], the BIC criterion [Schwarz (1978), Rissanen (1978)] and the HQ criterion [Han-
nan and Quinn (1979), Quinn (1980)] have been proposed to estimate the Kronecker 
indices characterizing the dynamic structure of V ARMA models. These information 
(Akaike-type) model selection criteria, typically have the form : 
Cr(p) = In( det {Eu (p) } ) + f (p) Cf) (5.1) 
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where p is a vector of orders specifying the lag-structure of the model, f (P) is the 
total number of the coefficient parameters implied by p, tu (p) is the corresponding 
estimated residual covariance matrix, and C (T) is a function of the sample size T. 
Basically, such criteria incorporate penalties for the number of fitted coefficients, 
and they are minimized over the space of the echelon-form VARMA parameters. 
However, these methods may be time consuming when full-search strategies over a 
prespecified set of Kronecker indices are considered in big systems. Practical problems 
may also arise in small systems, especially, when fitting overparameterized models. 
Further, C (T) is usually a logarithmic function of T, which causes the adjustment 
penalty or the ratio C (T) /T to vanish quickly toward zero as T grows to infinity, 
and consequently, leads to overparameterized models, especially in highly persistent 
processes. 
For stationary invertible multivariate ARMAX models with the echelon form re-
presentation, Hannan and Kavalieris (1984b) have proposed shortcuts to estimate 
the Kronecker indices within a four-step linear estimation procedure [see also Han-
nan and Deistler (1988)]. These shortcuts (which appear in their second and third 
steps) aim at identifying the Kronecker indices using prespecified upper bounds. They 
propose searching over several echelon-forms with identical individual indices in a first 
step, then varying the individual Kronecker indices in a second step, taking as upper 
bounds the selected first-step indices. Although the shortcuts procedure they have 
provided to estimate these indices dramatically reduces the number of models to be 
compared at the specification stages, it misses singularity problems related to over-
parameterized model fitting. These problems have been partially solved, recently, by 
Poskitt (1992) and Poskitt and Lütkepohl (1995) who assessed the Kronecker indices 
sequentially from smallest to largest using single-equation least squares (L8) estima-
tion. An extension to cointegrated VARMA analysis was also given by Lütkepohl and 
Claessen (1997) and Lütkepohl (1999). However, methods which minimize informa-
tion criteria over single equations, separately, are less informative since they tend to 
ignore the covariance structure of residuals implied by the full echelon form model. 
This yields imprecise estimates of the true Kronecker indices, hence highly inefficient 
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echelon-form VARMA parameter estimates. 
In this section, we propose model selection criteria and shortcuts that overcome 
these difficulties to estimate the true Kronecker indices of echelon-form VARMA 
models. These information criteria are of type (5.1), and are suggested only for the first 
two stages of our procedure, since the third one deals with the asymptotic efficiency. 
As we will see below the adjustment penalties considered in these criteria are such that 
C (T) is a function of the long-autoregression lag nT, then an exponential function 
of T so that the ratio C (T) /T does not vanish too quickly as T go es to infinity. 
This increases the probability of estimating the true Kronecker indices and eliminates 
possibly overparameterized models. 
Now, let A and B be any two k x k positive definite symmetric matrices. These 
can be diagonalized as A = PAAAP~ and B = PBABP~, where PA and PB are the 
orthogonal matrices formed by the corresponding eigenvectors of A and B, 
AA = diag{ À1 (A) , ... , Àk (A)}, AB = diag{ À1 (B), ... ,Àk (B) }, (5.2) 
and ÀdA) and ÀdB), i = 1, ... , k, are the eigenvalues (aU positive) of A and B, 
respectively. Setting 
Ài (A) - Ài (B) 
Xi = Ài (B) , (5.3) 
then 
Xi> -1 for any ÀdA); ÀdB) > 0, i = 1, ... , k. (5.4) 




What we learn from the last inequality is that for fixed values of Ài (A)'s, leaving free 
the values of the Ài (B)'s, the inequality is fulfilled or minimized when Ài (B) = Ài (A), 
i = 1, ... , k. In other words, taking the Ài (A)'s as constants and the Ài (B)'s as 
variables, to get dose and doser to ln (det {A}) reduces to minimize the right hand 
si de of the last inequality with respect to the Ài (B)'s. 
Now, let AEu, AËU(nT) and AËe(nT) be the eigenvalue matrices associated with the 
true innovation covariance matrix, the first and the second stages estimators of the 
residual covariance matrices. Then using (5.6), we get 
ln( det {Eu}) ~ ln( det {Eu (nT) } ) + IIAEu - AËu(nT) 1IIIAËu(nT)-lll (5.7) 
and 
for the first and second stages, respectively. Recall that Eu is the hmovation cova-
riance matrix which is a function of the parameter values of the true model. Hence, 
in the above two inequalities, ln (det {Eu}) is a constant term which is also the lower 
bound for the two right-hand sides in the inequalities (5.7) and (5.8), respectively. It 
follows that in or der to get dose and doser to ln (det {Eu}) the right-hand sides of the 
last two inequalities must be minimized with respect to the first stage autoregression 
lag-order and the second stage Kronecker indices parameters, respectively. Further-
more, the right hand-side of the inequalities (5.7) and (5.8) depend on the norm of 
the estimated eigenvalue matrices as weIl as the norm of the difference between the 
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true and the estimated ones. These eigenvalues are the zeros of polynomial functions 
in their corresponding innovation covariance matrices. Of course, such functions are 
continuous, so they preserve the rate of convergence stated ab ove between the true 
and the estimated innovation covariances. Therefore, using the convergence rate re-
sults (3.18) and (3.42) stated in Propositions 3.3 and 3.6, respect ive ly, and the fact 
that the norm of any positive definite symmetric covariance matrix is equal to that 
corresponding to its eigenvalues matrix, we have 
The next proposition establishes the consistency of the first-stage selected lag-
autoregression order as weIl as the corresponding second-stage estimated Kronecker 
indices. 
Proposition 5.1 FIRST AND SECOND STAGES ESTIMATED ORDERS CONSISTENCY. 
Let {Yt : t E Z} be. a k-dimensional stationary inverlible stochastic process with the 
VARMA representation in echelon form given by (2.8~-(2.11). Let also nTo and Po = 
(PI,O, ... ,Pk,O)' be the true jirst-stage lag-autoregression and second stage Kronecker 
indices that minimize the information criteria 
(5.10) 
(5.11) 
respectively, where Cl and C2 are positive constants sufficiently smalt. Then, under 
the assumptions 2.1 to 2.4, the corresponding estimates nT and ft = (ih, ... ,Pk)' 
obtained by minimizing such criteria are strongly consistent. 
These information criteria when combined with the shortcuts that we provide he-
rein yield strongly consistent estimates of the dynamic indices. In particular, to sim-
plify the minimization of such criteria in big VARMA systems, we propose short cuts 
that provide strongly consistent estimates of the Kronecker indices. These shortcuts 
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can also be implemented easily using the estimation procedure considered in Dufour 
and Jouini (2005). Moreover, our proposed minimizing algorithm does not depend on 
any prespecified upper bound for these dynamic indices. Which seems quite plausible, 
more especially, as such information could not be available in practice. 
The idea is very simple, it starts from a WN process where for a given component 
of the vector of Kronecker indices we move j steps ahead (by augmenting only the 
value of the given component by j units, 1 :::; j :::; k, leaving unchanged the other 
components), and the criterion Cr (P) is evaluated. Then the procedure is repeated to 
aIl k components (directions), separately, with the same value j. Which constitutes 
here a cycle of length k and magnitude j. Thereafter, at the comparison level, we 
retain the index for which the reduced criteria over the k directions (if they exist) are 
minimized. The algorithm is initialized with j = k, and the procedure is sequentially 
repeated starting from the vector of Kronecker indices already retained in the previous 
step until no further reduction in the criterion is possible for all components. In the 
latter case, the procedure will be sequentially reinitialized with j = j - 1 and so on 
(for each cycle) as long as no further reductions in the criterion are possible until 
j 1, in which case the algorithm stops. If however, the criterion is minimized for 
sorne j (1 :::; j :::; k 1) the procedure is sequentially reinitialized with j = k. 
More formally, let 
(5.12) 
be the initial vector of Kronecker indices associated with the WN pro cess , that is 
p}O) 0 for l 1, ... ,k, where (0) signifies that zero cycle has been completed. Then 
for i ~ 1 and 1 :::; l,j :::; k, define 
and let 
P(i-l) _ ( (i-l) (i-l) (i-l) (i-l) (i-ll)' 
- Pl , ... ,Pl-I ,Pl ,PHI"" ,Pk , 





Now, take i = 1 and j = k. If C(i) (j) is not empty then the estimated vector of 
Kronecker indices at the i-th cycle is such that 
(5.16) 
and the procedure is sequentially repeated with i = i + 1, p(i-l) = P(i) and j = k. 
Contrarily, if C(i) (j) is empty then P(i) = p(i-l), i = i + 1, p(i-l) = P(i) and 
j = j - 1. In the latter case, if the set C(i) (j) becomes not empty however for 
sorne j (1 ::; j ::; k - 1) then i = i + 1, p(i-l) = P(i) and j = k, and if instead, it 
remains empty until j = 1 then the algorithm stops with P = P(i). The key feature 
of this procedure is that it is able to skip a local minimum whenever another lowest 
minimum is available at least in the nearest promising area. Hence, our procedure 
ought to find the local minimum which is most likely to be the global one, from the 
parsimony viewpoint of VARMA models. Moreover, as T grows to infinity, higher 
values of j, say 1 < j ::; k - 1, are not needed to ensure the convergence of the 
estimated Kronecker indices to their true values. 
80 far, the estimated echelon form VARMA models (in the second and the third 
stages) are assumed to be stationary and invertible. In practice, this could not be the 
case since we perform linear regressions without imposing such constraints. Which 
yields third-stage regressors that may explode namely in moderate and large sample 
sizes [see (4.22)]. To obtain an invertible moving average operator Hannan and Ka-
valieris (1984b) suggested new echelon form moving average coefficients such as 
(5.17) 
where det {a (z) } = 0 for sorne z with Izl < 1. They have proposed choosing À as 
near to unit y as a). (z) is stable, and in case the zeros of a (z) were very close to the 
unit circle (i.e. smaller than 1.01 in modulus) they have recommended selecting À 
so that the zeros of a (z) will be far from the unit circle. Hence, causing the forcing 
initialization effects to die a litt le more rapidly. Note that such technique rests on 
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values of À that could be chosen arbitrarily. Therefore, in view of (5.17) it seems noisy 
for applied researchers to choose the appropriate value of À that ensures stationarity 
and invertibility constraints as weIl since 
p 
<P~ = <Po + (1 - À) L Bj (5.18) 
j=l 
might induce a nonstationary echelon form model even if it was not, previously. 
In the following we provide an efficient algoritlun that completely overcomes such . 
situations, as it picks the appropriate value of À given the considerations taken by the 
practitioners (focusing on stationarity or/and invertibility conditions). The algorithm 
we describe here for the second stage estimation could also be considered to obtain 
stationary invertible third-stage echelon form estimates. Moreover, it can be easily 
adapted in the first stage of the estimation procedure to estimate a stationary long 
VAR. 
To this end, define 
p p 
A(L) = h - LAiLi, E(L) = h + LEjLj (5.19) 
i=l j=l 
- - 1- - - 1- - -
where A = tPü tPi and Bj = tPü Bj for i, j = 1, ... ,p, with tPi and Bj the second-stage 
estimates of tPi and Bj, respectively. Then compute the eigenvalues of the following 
two (kp) x (kp) matrices 
Al A2 Ap-l Ap -BI -B2 -Bp-l -Bp 
h Ok Ok Ok h Ok Ok Ok 
A= B= 
Ok Ok Ok Ok 
Ok h Ok Ok h Ok 
(5.20) 
to check whether the estimated model of (3.19) is stationary and/or invertible or not. 
Now, let Ài(A) and Àj(E) be the corresponding eigenvalues associated with A and E, 
respectively. Set also 
Then, if Àmax ~ 1, define 
{ 
Àmax if Àmin < 1, 
Àstar = 
Àmin if Àmin ~ 1. 
Further, consider the iterated algorithm such as 
-(1) ( À (1-1») -1 ~(I-I) if Àstar ~ 1, Po - C star 0 
-(1) Ai = (cÀ ~-1») -1 À~I-I) if Àii ~ 1, 
-(1) (CÀ~-I») -1 BY-l) if ÀË ~ 1, Bj -
i = 1, ... ,p, 








where (l) designates the l-th iteration (l ~ 1), c is a positive constant greater than 
• .. -(0) _ - -(0) _ - - (0) _ - (0)_ 
one to aVOld models Wlth umt roots, Po - Po, Ai - Ai, Bj - Bj, Àstar - Àstar , 
À~) = Àii and À~) = ÀË. Note that reasonable values of c equal 1.01 or 1.02 can be 
used to ensure the convergence of the proposed algorithm. Specifically, À ~-1), À~-I) 





max {IÀ1(À(I-I»)I, ... , IÀp(À(I-I»)I} , 
max {IÀ1(B(I-I»)I, ... , IÀp(B(I-I»)I} , 
(5.27) 
(5.28) 
where À(I-1) and B(I-1) are formed as in (5.20) with the À~I-I),S and the BY-l),S are 
given in (5.25) and (5.26). If, furthermore, À~~) ~ 1, then we define again 




lÀ (1-:-1) 1 
1 mm < , (5.29) 
l À(I-:-1) > 1 1 mm _ , 
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with 
\ (1-1) = { \ (~-1) \ ~-1)} 
/'1 max max /'lA ' /'lB ' 
\ (1-:-1) = . {\ (~-1) \ ~-1)} 
/'Imm mIn /'lA ' /'lB ' (5.30) 
and we proceed likewise until À~) and À~) become both less than one, then the algo-
. -,. -(1) -,. -(1) -,. -(1) -,. -,. -,. ':* -*-,. 
nthm stops and we define 4>0 = 4>0 ,Ai = Ai ,Bj = Bj ,4>i = 4>oAi and Bj = 4>oBj 
for i, j = 1, ... ,p. In particular, to obtain ML estimates, the maximizing likelihood 
algorithm can be initialized with 
(5.31) 
where Jt~ = (<P~ - L:f=l <Pt) Jty. It is worth noting that this algorithm, satisfying the 
stationarity and invertibility constraints as weIl, can be easily and efficiently used to 
develop an improved maximizing likelihood algorithm. Which looks interestingly ap-
pealing for obtaining ML estimates in stationary invertible VARMA models whatever 
is the identification issue. 
6.. Simulation study 
To evaluate the performance of the proposed estimation procedure we consider 
a simulation study with different sample sizes (T=100, 200, 300, 400, 500, 1000, 
2000). Several examples of identified VARMA models under the echelon form repre-
sentation for different dimensions and Kronecker indices values, are also considered. 
The simulated models are generated using (2.8) with Gaussian errors, initiating with 
Yt-i, Ut-i = 0 for aU t :S i, i = 1, ... p, and such that Ut = PuEt where Pu is a lower tri-
angular matrix satisfying PuP~ = Eu and Et rv N[O, hl.1 Simulation results for the fre-
quencies of the estimated Kronecker indices as weU as the finite sample characteristics 
of the echelon form VARMA parameter estimates, such as mean, average-deviation 
(Avg-Dev), median, 5th-percentile, 95th-percentile, root mean square errors (RMSE) 
and standard-deviation (Std-Dev), are given in tables xi through xxvi. Theses results 
are obtained over 1000 trials for each model using GAUSS random number generator . 
IThe values of such a matrix for all simulated models are defined in Appendix B. 
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(version 3.2.37). To avoid numerical problems in the MC simulation study, that may 
be caused by the initializing effect, we dropped the first 100 simulated pseudo data. 
In our procedure, for aIl models in aIl replications the long autoregression lag order 
is selected by minimizing the information criterion (5.10) with Cl = O.lOV2/Vk, whe-
reas the Kronecker indices are estimated using the proposed shortcuts as described 
in (5.13) - (5.15) by minimizing the information criterion (5.11) with C2 = 0.10V2/k, 
given the selected autoregression-Iag in the first-stage. What is relevant to stress here 
is that the penalty adjustment in each stage (the first two steps) of the estimation 
procedure must be moderately smaIler for highly dimensional systems to avoid exces-
sive less parameterized models when it should not be the case. At each stage along 
with the estimation procedure, stationarity (for the first, second and third stages) and 
invertibility (for the second and third stages)constraints are imposed through (5.19) 
- (5.28). However in the cases where the satisfaction of these constraints leads to 
models with likelihood too far from the maximum we proposed as consistency criteria 
ln ( det { Eu (r,) }) < ln ( det { Eu (nT) } ) + Jr (6.1) 
and 
ln ( det { Eu (r,) }) < ln ( det { Eu (il) } ) (6.2) 
when interested in the third step estimates, or 
ln ( det { Eu (il) }) < ln ( det { Eu (nT) } ) + Jr (6.3) 
and 
ln (det { Eu (il) }) < ln (det { Ee (nT) } ) (6.4) 
when only interested in the second step estimates, where Co is a positive constant 
sufficiently smal1.2 The criteria (6.1) and (6.2), and (6.3) and (6.4) ensure that we are 
maximizing the VARMA likelihood as far as possible by performing only three linear 
2To have an idea how to choose the value of such a constant you have just to fix its value in 
accordance with the quantity In( det{ Eu (nT)} ). 
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regressions or two linear regressions, respectively, without using the ML estimation 
procedure. These criteria can also be combined with the above algorithm by consi-
dering in the first stage of the estimation procedure, increasing then decreasing lags 
up to five units until ail the required constraints could be met. Therefore, the whole 
algorithm stops. The number of five lags is arbitrarily. The idea behind this is that 
the true lag order associated with the long autoregression can be easily met between 
these two extreme values of lag orders as the sample size grows. If for sorne trials the 
algorithm fails to provide an estimated model satisfying all the above requirements, 
the corresponding simulated pseudo data are dropped then replaced with other ones. 
This is what we have designated in tables xviii, xxi, xxii, xxv and xxvi by M2 as a 
reference to the second method. Although the frequency of replaced trials for each 
model is small (around 1% to 15% out of 1000 trials with T=100) and decreases with 
the sample size even in highly persistent models, we proposed alternative algorithm 
to minimize it. Such an algorithm is similar to M2 but instead of replacement of the 
pseudo data, in case the algorithm fails to provide stationary invertible VARMA mo-
deI with likelihood as high as possible, we rather consider M2 with decreasing values 
of C2 beginning from the above chosen value (see page 119) to a sufficiently small 
one. Such value can be chosen so that to avoid excessive overparameterized models 
that may easily induce nonstationarity and/or noninvertibility, hence nonregularity 
problems. Again, if for sorne trials and for different values of C2 the algorithm fails as 
in M2 then the pseudo data is replaced. Of course in this case the number of replaced 
trials for each model will be smaller. This is what we have also designated in tables 
xviii, xxi, xxii, xxv and xxvi by Ml as a reference to the first method. Note that the 
simulation results presented in tables xi - xvii are obtained using Ml. 
To give an idea how accurate is our method in providing high frequendes for the 
estimated true Kronecker indices characterizing the echelon form VARMA models, 
we have also considered a s.imulation study in which we compared our results to 
those obtained by Hannan and Kavalieris (1984b) and Poskitt (1992) methods. These 
results are presented in tables xviii, xxi, xxii, xxv and xxvi. A good description of 
the shortcuts as weil as the information criteria they proposed in their respective 
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methods is given in Lütkepohl (1991, Chapter 8, Subsections 8.3.3 and 8.3.4). The 
algorithm used in these methods for estimating the lag-order of the long autoregression 
and the Kronecker indices as well, is basically the same as for M2 of our method 
with the main difference that such an algorithm is based on information ériteria 
and sh.ortcuts suggested respectively within each approach. The selected lag-order for 





for Ml and M2, respectively. To estimate the Kronecker indices characterizing the 
echelon form VARMA models with Hannan and Kavalieris (1984b) approach, these 
indices are however obtained using shortcuts for the second and third stages by mi-
nimizing 
1 ( d { r. ()}) _ 2ln ln T ln T n et L-Je nT + Tp T (6.7) 
for Ml and 
(6.8) 
for M2. For Poskitt (1992) approach such indices are estimated using shortcuts ba-
sed on minimized single equation information criteria. These individual information 
criteria are 
:.. 21nlnTInT 
In(det{O"e,dnT)}) + Tp,i T ,i=I, ... k (6.9) 
for Ml and 
ln( det{ (1 e,d nT)}) + Tjj,i ln:: ' i 1, ... k (6.10) 
for M2, where (1 e,i (nT) is the estimated standard error associated with the i-th equa-
tion and Tjj,i the number of freely varying parameters implied by any vector of Kro-
necker indices P = (Pl" .. ,Pk)' on the i-th equation. 
From tables xi and xii, simulation results show that our method performs very 
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weIl, as it provides high frequencies of estimating the true Kronecker indices. In almost 
aIl models these frequencies grow fast to reach at least 90% in moderate sample sizes. 
Moreover, our approach looks stable in the sense that such estimated probabilities are 
nondecreasing functions of the sample size. AIso, based on the estimated frequencies 
of the Kronecker indices given in the ab ove tables, simulation results with sorne picked 
examples of bivariate ARMA models on the finite sample characteristics of the echelon 
form parameter estimates, show good properties in small and moderate sample sizes. 
As we can' see from tables xiii - xvii, such estimates converge quickly to their true 
values. Their average deviations from their corresponding true values are small. In 
aIl models, for almost aIl coefficients these deviations are around two and three digits 
for the second and third stages estimates, respectively. In addition, based on the 
median, the 5th and 95th percentiles, a prior look at the sample distribution of such 
estimates over 1000 trials could be thought as normal. The RMSE associated with 
each parameter is relatively small and in all cases is greater or equal to the Std-Dev.3 
Moreover, simulation results show always the gain in efficiency in performing the 
third-step estimation since there is no substantial cost in running an additionallinear 
regression. Indeed, as shoWn in tables xiii - xvii, the finite sample characteristics of the 
third-stage estimates are better that those associated with the second-stage estimates 
since we can report for example Std-Dev smaller about 44%.4 
Although our proposed method seems very satisfactory for several bivariate 
ARMA models, in view of the simulation results drawn in tables xi through xvii, 
we have also considered VARMA models with higher dimensions. The main finding 
that should be strongly highlighted in bold from a comparative simulation study, gives 
supports and provides more credibility to our method in estimating the true Krone-
cker indices against Hannan and Kavalieris (1984b) and Poskitt (1992) methods as 
weIl, especiaIly, in higher dimensional VARMA systems. In fact, tables xviii, xxi, xxii,. 
xxv and xxvi, show higher estimated frequencies of the true Kronecker indices using 
both variants of our methods for aIl picked models. Such estimated frequencies are 
3Based on the first fourth digits we reported here in the tables. 
4See the bottom corners of the two panels of table xv. 
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non decreasing functions with the sample size. Moreover, they imply probabilities as 
high as 95% with increasing sample sizes. However, the results associated with Han-
nan and Kavalieris (1984b) and Poskitt (1992) methods are very poor for both of their 
variants in aIl models. They fail to correctly estimate such indices with substantial 
probabilities. Moreover, in view of our simulation study these methods can be unre-
liable since they provide estimated frequencies of the Kronecker indices that are non 
stable with the sample size and can behave in a brutal way. As an example, with Ml 
of Hannan and Kavalieris (1984b) method we can see from table xxii a probability 
of estimating the true Kronecker indices P = (3,1,2) of about 0.4% with T=1000 
then a probability of about 92.7% for T=2000. The same thing happens with Ml of 
Poskitt (1992) method as table xxv shows a probability of about 13.7% to 73.8% for 
T=1000 to T=2000 in estimating the true Kronecker indices P = (3,2,4,1). From 
another simulated example table xxvi shows also that alternative methods can fail 
dramatically to estimate the true Kronecker indices, while our proposed method pro-
vides very good results. So one cannot be sure when implementing these procedures 
to estimate consistently the true VARMA model with a substantial probability wi-
thin the echelon form identification framework. Finally in tables xix, xx, xxiii and 
xxiv we only report the finite sample characteristics of the echelon form VARMA 
parameter estimates obtained using our method, as those provided respectively by 
Hannan and Kavalieris (1984b) and Poskitt (1992) procedures are very poor. So to 
save space we dropped them. Again, these finite sample properties look nice given 
the considered sample sizes and the increasing number of the echelon form VARMA 
coefficients implied in these two examples. 
7. Empirical illustration 
To illustrate our estimation method we consider measuring and identifying V.S. 
monetary policy within the echelon VARMA model framework. To show the advantage 
of using such parsimonious model~ compared to VAR models we study the implied 
impulse response functions (IRFs) from a system of six macroeconomic time series. 
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Recently, VAR models have been widely used to analyze and estimate the effect 
of monetary policy shocks [see, for example, Bernanke and Blinder (1992), Christiano 
and Eichenbaum (1992), Gordon and Leeper (1994), Lastrapes and Selgin (1995), 
Strongin (1995), Pagan and Robertson (1995, 1998), Christiano, Eichenbaum, and 
Evans (1994, 1996, 1999), Bernanke and Mihov (1998), Koray and McMillin (1999), 
McMillin (2001), Kim and McMillin (2003) and Lastrapes and McMillin (2004)]. Two 
methods have been widely used in the VAR literature to identify structural shocks 
to monetary policy. The first one puts restrictions on the contemporaneous relations 
among the variables of the VAR system [see, for example, Bernanke and Blinder 
(1992), Strongin (1995), Christiano, Eichenbaum, and Evans (1994, 1996, 1999), Ber-
nanke and Mihov (1998)], while the second one imposes restrictions on the long-run 
relations among the variables [Koray and McMillin (1999), McMillin (2001), Kim and 
McMillin (2003), Lastrapes and McMillin (2004)]. Although such restrictions can be 
used to rationalize each approach using economic as well institutional arguments, 
there is no consensus about which one is preferable.· In what follows, we consider 
the second identification scheme by assuming the long-run neutrality of monetary 
policy as in McMillin (2001) without imposing contemporaneous restriction among 
the variables, then evaluating the effects of monetary policy shocks by computing the 
IRFs. 
The data used here come from Bernanke and Mihov (1998). These data are 
monthly and cover the period January 1962 to December 1996. The use of monthly 
data reduces problems that may arise with temporal aggregation in estimating models 
[see Christiano and Eichenbaum (1987)]. They consist of total bank reserves, nonbor-
rowed reserves and the federal funds rate. The non-policy variables - real GDP, GDP 
deflator and the Dow-Jones index of spot commodity (PSCCOM) were taken in log. 
Further, the policy variables total bank reserves and nonborrowed reserves were nor-
malized as in Bernanke and Mihov (1998) by a long (36-month) .moving average of 
total bank reserves to induce stationarity. As shown in Figure 1, the plotted series in 
first difference reveals stationary pattern. 
Following the same arguments as in McMillin (2001), we fit a VAR(12) with a 
Figure 1 Data in first difference 
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constant to the ordered series in first difference : log of real GDP, the log of real 
commodity prices (PSCCOM/GDP deflator), real funds rate, total bank reserves and 
nonborrowed reserves. Such an ordering of the variables is suggested by the Cholesky 
decomposition of the long-run relations of the innovations covariance matrix to ea-
sily impose neutrality and hence identify the structural shocks to monetary policy 
measured here by nonborrowed reserves [see Keating (2002)]. Using a VAR(12) in the 
first stage of our estimation procedure we estimate an echelon form VARMA model 
with Kronecker indices P = (5,4,2,2,3,4) and a constant term. A description of the 
estimated model is provided in Appendix C. Using the portmanteau test statistic, 
the null hypothesis of white noise process of the estimated residuals associated with 
this model cannot be rejected at nominallevel of 5% as we can report a nonparame-
tric bootstrap p-value of 22.17%. The following panel provides the contemporaneous 
effects of one standard deviation of the structural shocks to nonborrowed reserves 
(measured as monetary policy variable) on the macroeconomic variables, as implied 
by the estimated models; VAR(12) in McMillin (2001), our estimated VAR(12) as 
well as our estimated echelon form VARMA, respectively. 
Long-Run Monetary Neutrality Restriction McMillin Our Method 
Variable VAR VAR VARMA 
Real GDP 0.00016 0.00048 0.00018 
GDP deflator -0.00002 -0.00000 0.00020 
PSCCOM -0.0023 -0.0036 0.00057 
N onborrowed Reserves 0.0101. 0.0102 0.0115 
Total Bank Reserves 0.0072 . 0.0070 0.0081 
Federal Funds Rate -0.2028 -0.1906 -0.1470 
As we can see from the above results the contemporaneous impact effects of mone-
tary policy shocks on the macroeconomic variables are quite similar for both of the, 
estimated VAR models For example the impact effects of one standard deviation to 
shocks in nonborrowed reserves on federal funds rate are about -0.2028 and -0.1906 in 
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McMillin's VAR(12) and our VAR(12), respectively. It is worthnoting that the impact 
effect on such variable is less in magnitude (-0.1470) when we consider the estimated 
echelon VARMA model. Further, the sign of the contemporaneous effect of nonborro-
wed reserves on GDP defiator and PSCCOM is positive from the estimated VARMA 
model, while it is negative for both estimated VARs (puzzle effect). Given this, one 
could expect that the timing and the magnitude of the effects of the monetary policy 
actions would be sensibly different when we consider a VAR(12) compared to the more 
parsimonious echelon VARMA model with Kronecker indices P = (5,4,2,2,3,4). For 
that we compute the implied IRFs for each model. Since the fitted models are in first 
difference the implied moving average representations indieate the effect of shocks on 
the changes in the variables. Rence the IRFs at a given horizon are the cumulative 
shocks up to that horizon. These IRFs are plotted in figure 2. 
This figure rises sorne differences in the behavior of the IRFs generated by the . 
VAR model compared to those obtained from the VARMA model. In fact, although 
the IRFs of output (the log of real GDP) to structural shocks to nonborrowed reserves 
are closely similar for both models at the shortest horizons, those computed from the 
VARMA model, instead, decline earlier and more rapidly (after reaching a peak) 
toward the initiallevel, with increasing horizons. For the priee level (log of the GDP 
defiator) these IRFs stabilize more quiekly in the VARMA case to reach a higher 
level than initially but lower to what would be in the VAR case. Moreover, for the 
federal funds rate we report a smaller initial impact in the first month of about 
-0.25 from the VARMA model versus -0.32 from the VAR case. Again, after an initial 
decrease the federal funds rate goes up to reach its initial level more quiekly in the 
VARMA model. Although these results show the long-run neutrality of monetary 
poliey in both models, we also show that the IRFs of all variables to structural 
shocks to monetary poliey stabilize more quiekly in the VARMA model compared to 
the VAR case. Interestingly, we can also see from Figure 2 that the estimated echelon 
VARMA model tends to deliver smoother IRFs compared to those generated by the 
estimated long VAR. Moreover, the confidence band corresponding to the IRFs are 
more tighter in the VARMA case with amplitudes that tend to stabilize fast than in 
Figure 2 : Impulse response functiolls to a positive shock in monetary policy 
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VAR model. Hence, in view of these results, the estimated VARMA model in echelon 
form looks more precise in measuring the magnitude and the spread of the monetary 
policy effects. This is not surprising as the VARMA models are more parsimonious 
than VAR models, so they tend to deliver more precise parameters estimates and 
consequently more precise IRFs. 
8. Conclusion 
In this paper, we have proposed a three-step linear estimation procedure for esti-
mating stationary invertible echelon form VARMA models. The method can easily be 
adapted to VARMAX models and extended to integrated and cointegrated VARMA 
models as weIl. The estimation method focuses on the echelon form as it tends to de-
liver relatively parsimonious parameterized models. But our procedure remains valid 
to other identifying issues such as final equations or any restricted model for inference 
purposes. 
Our proposed method provides a simplified general standard form for the echelon 
form parameter estimates that are more easy to compute than those of Hannan and 
Kavalieris (1984b) and Poskitt (1992) respectively. Which may look more advisable 
and tractable from the practical viewpoint. Further, we have extended the results of 
Dufour and Jouini (2005) for the two-step estimation method to derive the asymp-
totic distribution of the GLS estimators in case of strong white noises, since it has 
not been stated yet anywhere. We have also provided the theoretical justification for 
implementing a third stage linear regression to allow for efficiency in case of Gaus-
sian errors. This shows the asymptotic equivalence between the distribution of our 
third-stage estimates and that of ML estimators. The finite sample properties of our 
estimates are not the same as those of ML estimators, however. Although our third-
stage estimation procedure is equivalent to that of Hannan and Kavalieris (1984b), 
the estimates of the asymptotic covariances of the echelon form parameters we have 
given for the second and third stages as weIl, are simple, nice and easy to use for 
inference purposes. 
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In this work, we have also proposed a simplified order selection procedure for iden-
tifying the Kronecker indices characterizing the echelon form V ARMA representation. 
Our procedure rests on determining the implied matrix of restrictions for aIl possible 
sets of Kronecker indices for any given dimension of VARMA systems. Thus, by such 
an achievement we have made the echelon form more attractive for further applied 
works. Further, to solve the overparameterization and accuracy problems missed, res-
pectively, in Hannan and Kavalieris (1984b) and Poskitt (1992) methods, we have 
proposed information criteria and short cuts to providestrongly consistent estimates 
for the true Kronecker indices in moderate and large sample framework. Furthermore, 
to ensure stationary Învertible estimated echelon form VARMA models using our esti-
mation procedure, we have developed an efficient algorithm that works in a systematic 
way to that end. Such an algorithm could be easily integrated to improve the ML 
maximization packages for estimating stationary invertible VARMA models. Moreo-
. ver, a simulation study shows that our estimation method dominates so far those of 
Hannan and Kavalieris (1984b) and Poskitt (1992), respectively. This is so, especiaIly 
and even more in higher dimensional systems. That is, unlike to their approaches 
which behave po orly for estimating the Kronecker indices, hence providing bad finite 
sample properties for the implied echelon form parameter estimates, our procedure, 
instead, yields high probabilities for identifying the true echelon form VARMA model. 
Moreover, it tends to deliver nice and enough satisfactory finite sample properties for 
the corresponding parameter estimates. So, in view of the above results our proposed 
estimation method looks more accurate and more advisable in practice. 
FinaIly, through an empirical example on the U.S. economy with six macroeco-
nomic series we have easily estimated an echelon form VARMA model using our 
proposed method. Further, we have shown that these more parsimonious models pro-
vide better and efficient tools compared to the VARs in analyzing sorne economic 
policies as in the case of monetary policy studied herein. 
131 
A. Appendix Proofs 
PROOF OF PROPOSITION 3.1 Note first that 
(A.l) 
that 
2 ~ EIIT- l ~ (Yt-T _ /ly) 11 2 
+ T~l T~l EIIT- l ~ [Yt- TIY;-T2 - ry (Tt - T2)] r (A.2) 









where as in the univariate case Ellry (nT) -1 Il is uniformly bounded by a positive constant for an nT and 
(A.8) 
see Berk (1974, page 491). Moreover, Ilry (nT) - ry (nT) IIllry (nT)-lll < 1 (an event whose probability 
converges to one as T -+ 00). Therefore 
( kn




PROOF OF THEOREM 3.1 
T- 1 Yt Yt (nT)' and Yt = il (nT) Yt (nT) + Ut (nT). Set 




where, by Assumption 2.3 
(A.13) 
Now, we have 
1 T { 2}1/2{ 2}1/2 





where § = max {l, tr[rll (0) l}, and using (2.6), 
EII f ITTyi_TI12 
r=nr+l 
co co L L tr[IT~lITT2rllG(T2-Tl)] 
Tl=nT+l7"z=nT+l 
00 co 
L IIITTliliIITT21111rllG ('12 - 'Id Il 
(A.16) 
co 
where C is a positive constant and rli G (8 t) = E [yiY~/l with yf = Yt - /1-y = L tVvUt-v, hence 
v=o 
S C21/2I1EuII1/2(1+nT)l/2§l/2( f IIITTII) 
(1 p) T=nT+1 
Cl C :;T )'/2 (ni/2 f IIITTII) 
T=nT+l 
0(1) (ni/2 f IIITT Il) 
r=nT+l 
(A.17) 
where Cl is a positive constant. Then, we get 
IIUdnT) Il = Op (1) (ni/2 f IIITTII). 
T=nT+l 
(A.18) 
Since Ut and Yi (nT) are independent, we have 
(A.19) 
and 
Then, by Assumption 2.4, we get from (A.12), (A.13), (A.18) and (A.20), 
Finally, if Assumption 2.6 holds, we have 
and 
PROOF OF PROPOSITION 3.2 Note first that 
where 
Iisy (nT) - Sy (nT) Il IIT1/2l (nT)' vec [ny (nT) l'y (nT)-l - Dy (nT) ry(nT )-1] Il 
:5 T 1/2 11l (nT) 1lllvec[ ny(nT) l'y(nT )-1 - Dy(nT) ry (nr)-l ] Il 
III (nT) 1IIIT1/Z {,ày (nT) A (nT )-1 - Dy (nT) ry (nT )-1 }II 
:5 M:J1Z {llq1 + qZII} 
T 












where Ul (nT) and Uz (nT) are defined in (A.ll), with 
Ilqlll IITl/2 [Ul (nT) + U2 (nT) ] [ty (nT)-l - ry (nT)-l] Il 
:s T l /2 {II Ul (nT) Il + II U2 (nT) Il}llty (nT)-l ry (nT)-llll' (A.27) 
and 
EI!q211 EIIT-1/Zt [udnT) ut]Yi(nT)' rdnT)-lll 
:s T- 1/Z{ tEll [ut{nT) - udYi (nT)' rdnT)-lll} 
:s T- l /2{ tEllut{nT) Utl1 2 riZ { T EIlYi (nT)' r d nT)-1112r/2 . (A.28) 
By Proposition 3.1, (A.18) and (A.20), we can easily see under the Assumption 2.6 that 
Ilqlll Tl/2 { Op (1) (n~f2 r=~+lll11TI!) + Op (;t: ) }Op (;~2 ) 
{ Op (1) (T1/2 f 11111'11) + Op (1) }op (;t:) 
T:;:;nT+l 
Moreover, we have 




Op ;i/2 • 
E{tr[rdnT)-1 Yi (nT) Yi (nT)' ry(nT)-1 J} 
= tr[ry (nT )-1 E{Yi (nT) Yi (nT)' }ry(nT )-1 ] 
tr[ry (nT)-l] 0(1). 
EI!q211 :s T-1/2 { ~EIIUt (nT) udl2 riZ {~EIIYi (nT)' r y (nT)-1112r/2. 














Therefore, under Assumptions 2.5 and 2.6, we have 
(A.34) 
Further, we cau easily see that 
(A.35) 
where, by Assumption 2.5, 
(A.36) 
since nT ;::: cT62. Setting also 
(A.37) 
we see that 
1 
"2 < Os < 1 (A.38) 
since 0 < 02 < 1/3. Hence, we get 
(A.39) 
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If, in addition, Assumption 2.7 holds, we get 
(
T 1/ 2 ) . 




PROOF OF THEO REM 3.2 By the standard central limit theorem for stationary processes [see Anderson 
(1971, Section 7.7), Scott (1973, Theorem 2), Berk (1974, page 491), Lewis and Reinsel (1985, Theorem 3), 
Chung (2001, Theorem 9.1.5)J and under the assumption of independence between Ut and Yi (nT) we have: 
Sy (nT) N[O 1] 
{l (nT)' Qy(nT) l (nT)} 1/2 T-=:' , (A.42) 
where Qy (nT) ry (nT)-l ® Eu and ry (nT) = E[Yi (nT) Yi (nT)']. Therefore, by Proposition 3.2 and 
Assumption 2.5 we finally conclude that 
T 1/2[ (nT)' vec [ft (nT) - II (nT) ] 
{l (nT)' Qy (nT) 1 (nT)} 1/2 T-4CXl N[O, 1]. (A.43) 
o 
PROOF OF PROPOSITION 3.3 Let Eu (T) = T- 1 r:;=l UtU~. Then, by the triangular inequality, we have 
(A.44) 




:::; -f L {IIÜt (nT) - Ut 1IIIÜt (nT) Il + IlutjlllÜt (nT) - Ut Il}· (A.45) 
t=l 
Moreover, we have 
IIÜt (nT) - Ut 112 :::; 211Üt (nT) - U~ (nT) 11 2 + 211Ut (nT) - Ut 112 
:::; 211ft (nT) - n (nT) 11211Yt (nT) 11 2 + 211 f nTY~-,f (A.46) 
7"=nT+l 







Finally, we get 
(A.50) 
liEu (nT) - Eull = Op (~~~) (A.51) 




PROOF OF PROPOSITION 3.4 Let 
T 
rx (T) = r l L XtX:, Yx (T) = rx (T) ® (A.53) !=l 
Then 
IIQx (n;)-l -Qxllil ~ IIQx (nT)-l Qxlll 
~ IIQx (nT)-l Qx (T)-lll + IIQx (T)-l - Il, (A.54) 
with 








Ilfx (nT) Yx (T) Il ~ IV'x (nT) 1IIIÊu (nT)-l - E~lll + Ilrx (nT) - rx (T) IIIIE~lll, (A.59) 
Ilrx (nT) rx (T) Il ~ ~ ~ {llxdnT) 1111XdnT) -x!11 + IIXdnT) x!llllx!II}, (A.60) 
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(A.61) 




and, as in proof of Proposition 3.1, we finally get 
(A.65) 
o 
PROOF OF THEOREM 3.3 Reerul that i'i 'fi Qx (nT) iix (nT). Then 













Now, consider the term lliix (nT) - ilxll. It can be easily seen that 
Iliix (nT) ilxll ~ URII [11.tu (nT)-lll{llw} (nT) Il + IIW1: (nT) Il + Ilwi (nT) Il} 
+11.tu (nT)-l - E~llIIIWx Il], (A.73) 
where 
By Proposition 3.3 we have 





















Hence, using (A.23) and (A.87), we easily show that 
(A.88) 
In addition, we have 
1 T 00 
S TL L 111I"IIEIIYf-i-rXt'1l 
t=l r="T+1 
1 T 00 1/2 1/2 
S TL L IIlIrll{ Ellyf-j-,.In {EIIXtln 
t=l T=nT+l 
1 T { }1/2{ }1/2( 00 ) T tr[rll" (0) 1 tr[rx (0)] L Iln·11 
r=nT+l 
== Op (pnT) (A.89) 





Furthermore, one can easily see that 
(A.93) 
where 
More especiaIly, we have 
Ilw*l (nT) Il ~ IlwJ (nT) 1IIIll (nT) - fI (nT) II· 
Therefore, by independence between 'Ut and Yt-j (nT) for j ~ 0, 
and in view of (A.23), we easily get 
In the other hand, we have 
Therefore, it follows that 
and then 
ft {tr[TY4 (0) l} 1/2 {tr[Eu ]} 1~2 ( 









(A. lOI ) 
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Finally, one easily sees that 
Il!!Wx !! 
(A,I02) 




Furthermore, in view of Assumption 2.3, 
llii - 1711 = op (1), (A,I05) 
Moreover, one sees that 
(A,106) 






PROOF OF PROPOSITION 3.5 Note that 




2 11Qx IIJ!Ïx (nT) - nxll +T1/ 2 1IQx (nT) - QxllJnxl1 (A.109) 






PROOF OF THEO REM 3.4 By the standard central limit theorem for stationary processes [see Anderson 
(1971, Section 7.7), Scott (1973, Theorem 2) and Chung (2001, Theorem 9.1.5)], and under the assumption 








PROOF OF PROPOSITION 3.6 By the triangular inequality we have 
(A.116) 
where 




IlèdnT) - Utll Il [X; 0 h]R71 [Xt{nT)' 0 h]Riill 
~ IIhIIIlRII{llx'IIII71-iili + IIX. - X. (nT) 1111iill} 
(
rphk2 ) (rph1/2k2nT) = (rphl/2k2nT) 
Op Tl/2 + Op Tl/2 Op T1/2 . (A.U8) 





PROOF OF LEMMA 4.1 Under the invertibility condition of the echelon form VARMA representation we 
have det [e (z)] :/= 0, Izl ~ 1. Then there exists a positive constant E, such that 
e (Z)-l = L Ar (71) z.,., Izl < 1 + E. (A.121) 
1"'=0 
Moreover, there exist real constants (ç, () > 0 and T 2: TO (T, TO E Z), su ch that A.,. (71) (1 + ç r -+ 0 as 
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T -+ 00, and Ale,.,. (7]) ::; «(1 + ç)-"', Izl < 1 + ç, where Ale,.,. (7]) is the component of A.,. (7]) in the I-th row 
and c-th column (l, c = 1, ... , k) and ° < ç < é. This means that ail components of A.,. (7]) are geometricaily 
bounded. Further, let p = (1 + ç)-1 so that p E (0,1), then liA.,. (7]) Il ::; Cp"', with C = k(. In particular, 
there exists a positive constant ~ such that 1 + ~-1 < p-1. Hence for Izl ::; 1 + ~-1 
00 00 L liA.,. (7]) Il Izr ::; L liA.,. (7]) Il (1 + ~-1r 
00 
(A.122) 
Let also Ale,.,. (7]) and Ale,.,. (7]) be the components of A.,. (7]) and A.,. (7]), respectively. Then 
(A.123) c 
where 1.1 stands for the euclidean norm, and Ai;) (7]) and Ai;) (7]) designate the T-th derivatives of Ale (7]) 
and Ale (7]) with respect to z, respectively. Hence, applying the Cauchy inequality to the derivatives of an 
analytic function, here A (7]) (z) [see Ahlfors (1966, Page 122), and Churchill and Brown (1990, Page 130)], 
we get 
1 [
At) (7]) (z) - Ai;) (7]) (z) '11 1 ::; (T!) (1 + ~-1)-.,. max lAie (7]) (z) - Ale (7]) (z) l, 
. z=o Izl=1+,.-1 
(A.124) 
then 
::; (1+~-1)-'" max_l[det{e.,.(z)}]-1B~,.,.(z)- [det{8.,.(z)}]-1et"c,.,.(z) 1 
Izl=1+" 1 
::; (1 + ~-1)-.,. Izl~~-1 1 [ det {e.,. (z) }] -1 - [ det {8.,. (z) }] -11IB~,.,. (z) 1 
+(1 + ~-1)-.,. max _ 1 [det {8.,. (z)}] -11IB~,.,. (z) - eL (z) l, 
Izl=1+" 1 . 
(A.125) 
v+ 
for T E Z and Izl ::; 1 + ~-l, where the polynomials ele ,.,. (z) and e~,.,. (z) are the (l, c)-th components of 
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the adjoint matrices of 8 (z) and e (z), respectively. By assumption 1111 -rdl = 01'( T- 1/ 2 ), hence 118 (z) -






liA,. (1) - AT (71) Il :s c( 1 + ",-1) -T T- 1/ 2 (A.129) 
and finally 
(A.130) 
As a result, we get 
(A.131) 
o 
PROOF OF PROPOSITION 4.1 By the triangular inequality we have' 
where 
T 
:s -f L IIUt (1]) Ut (1])' - Utu: Il + Op(T- t / 2 ) 
t=1 
T 
:s -f L {IIUd1]) - UtIIIIUd1]) Il + IIUt 1IIIUd1]) Utll} + Op (T- 1/ 2 ) (A.132) 
t=1 
with Ilut{ 11) - utii = Op (/). Furthermore, let .p (fi) = [.po, -.pt, ... , -.pp], .p (fi) [.po, -.pl, ... , -.pp land 
Va ( -) [ai U! nt ] 1 Th It P == Yt,Yt-l,"',Yt_p. en 
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using Lemma 4.1, and 
by Theorem a.a, for some Positive constants C
2 
and Ol.. Henee 
(A.137) 
and then 
Thetefol:e, we get (A. 138) 




PROOF OF LEMMA 4.2 Consider the two equations 
fi fi 
J.L.z,o + 2: .p?YH + .pgUt (7)0) + 2: eJUt-i (7)0) , (A.14l) 
i=l j=l 
fi 
J.L.z,1 + 2:.p;Yt-i +.p~Ut (7)1) + e;Ut_j (7)1) (A.142) 
i=l 
where J.L.z,o = .pO (1) J.L1I , /.L.z,l = .pl (1) /.L II , with .po (1) .p8 -
substracting (A.140) From (A.141) we get 
fi 
(J.L.z,l-/.L.z,o)+2:(.pi .p?)YH+ (e} enUt-d7)l) 
i=l 
(A.143). 
where Vt (7)0) = Yt - Ut (7)0). Therefore, we have 
t-1 















IIQx (ij)-l - Qx (1])-1111 ~ IIQx (ij)-1 - Qx (1])-111 
~ IIQx (ij)-l - Qx (1])-1 Il + IIQx (1])-1 Qx (1])-1 Il, (A.148) 
with 
IIQx (1])-1 -Qx (1])-111 "" II~ ~ {Z' (1])E;:lZt (1])' - E[Zt (1]) E;:lZt (1])']}11 




From the VARMA structure of Yt one easily sees that 
(A.I5I) 
for sorne positive constants ë and p < p < 1. Renee 
(A.152) 






Q2 0= ~ Zt (7]) [Éu (i1)-1 - E;;-11z~ (7j,7J)', (A.155) 
T 
Q3 ~ L [Z~ (17,7]) - Zt (71) ]i'u (ij)-l Z: (fi, 7])/. 
1=01 
(A.156) 
More especially, we have 
T 
IIQll15 f IIZt (7]) 1IIIE;;-lIIIIZ~ (71,71) - Zt (71) Il, (A.157) 
with 
00 = 
5 IIRI12 L L IIrx ('TI - 1"2) II1IA,., (7]) 1111A1"2 (7]) Il 
"" = ::; IIRI12 L L p~",-1"211IAr, (7]) liliAl" (71) Il 
(A.158) 
for sorne constants é1, é'1. > 0 and 0 < P < fi < 1, and 
iiZ~ (il, 'fi) - Zt ('fi) Il II ~ R' [Xt-,. (17) ® A1" (71)'] - ~ RI [Xt- T ® A,. (7])'] Il 
::; IIRII {II t-1 [(Xt-,. (17) - Xt-T) 0 A,. (7])1] Il + Il ~ [Xt - r ® A,. (71)'] Il} (A.159) 
where 
= 00 
::; é 1 llRI12 L L p~r'-1'21I1Arl (7]) IlliA"2 (7]) Il 
5 é21IR,,2(~IIAr(71)llr 





IIXt-r (j]) - Xt_T112 = L IIUt-j--r (j]) - Ut_i_ T II2 = Op (r-l) (A.162) 
j=O 
in view of (A.137). Therefore 
and then 
Renee 
Likewise, using (A.158), (A.164) and Proposition 4.1, we can easily show that 
and 
IIQ311 $ ~ ~ IIZ~ (j],rJ) - Zt (rJ) Il {IlL'" (j])-1 - E,:-lIIIIZ~ (Ti, rJ) - Zt (rJ) Il 
+IIE,:-lllllz~ (fi, rJ) - Zt (rJ) Il + Il Èu (fi) -1 - E,:-l!!IIZdrJ) Il + Il E,:-l1III Zt (rJ) Il} 








Furthermore, one can easily show that 
IIQx (ri)-1 - Qx (11)-1 111 ~ IIQx (1'1)-1 - ~x (1'1)-111 
T ~ lli;u(1'1)-111~ L {llzt{ij) - z~ U),1]) 1IIIzt{ij) Il 
t=l 
+llz~ (ij, 1]) 1IIIZt (ij) - z~ (ij, 1]) Il} (A.170) 
where, by Proposition 4.1 and Lemma 4.1, 
(A.I71) 
t-1 
IIZt (ij) - Z~ (ij,1]) Il ~ IIRII L {IIXt - T (1'1) Xt-TII + IIXt - T Il} IIAT (ij) - AT (1]) Il = Op{T- 1/ 2 ), (A.172) 
T=O 







PROOF OF THEOREM 4.1 By triangular inequality, we have 
IliI -1)11 ~ IIQ~ (1)) ii~ (1)) Il + IIQx (1)) iix (1)) - Q~ (1)) iiJc (1)) Il 
~ IIQx (1)) IIJ!lx (1)) Il + IIQ~ (1)) - Qx (1)) IIJii~ (1)) Il + IIQx (1)) Illllii~ (1)) -!lx (1)) Il 
+IIQx (1)) - Q~ (1)) IIJiix (1)) Il + IIQ~ (1)) Illlliix (1)) - iiJc (1)) Il (A.177) 
Now, consider Ilii~ (1)) - !lx (1)) Il and Iliix (1)) - iiJc (1)) II· Then, for the first term, we have 
(A.179) 
where 
II~ ~ Zt (1)) E~l [Ut (1)) - ut] Il II~ ~ ~ R' [Xt- T 0 AT (1))'] E~l [Ut (1)) - ut] Il 
~ IIRlllll~ ~ ~ vec [AT (1))' E~l [ut(1)) - ut]X:-T] Il 
II~ ~ ~ AT (1))' E~l [ut(1)) - ut]x:-TII (A.180) 
on using the inequality IIABII ~ IIAIIJBII, with IIRlll = 1 by construction, and Ilvec[B]Il = IIBII. It follows 
that 




for sorne positive constant. ë 3 . Moreover, we have 
II~ t Z.(1]) [Eu (1)-1 - E;l]Ut{1]) Il ~ II~ t Zt{1]) [Eu (1)-1_ E;l]rUt{1]) -Utlll 
+II~ ~ Zt (1]) [Eu (1])-1 - E;;lJUtll (A.182) 
where similarly as in (A.18D) and (A.l81), one easily sees that 
(A.183) 
Further, manipulating as in (A.180), we Can easily show that 
II~ T ~ Ar (1])' [Eu (1)-1 - E;l]U t X:J! 
~ Il tu (1j)-1 E;lll{~IIAd1])lill~~UtX;_~II} (A.184) 
where 
(A.185) 









Finally, one can easily show that 
II~ ~ [Z~ (1;,1/) - Zt (1/) ]Éu (1))-1 Ut (1/) Il::; IIn1 (fi) Il + Iln~ (fi) Il (A.190) 
where 
T T 






IIn1 (fi) Il ::; IIn11 (fi) Il + IIn12 (fi) Il + IIn13 (fi) Il (A.192) 
T 00 
ml (ri) ~ L L R' [Xt - T @ AT (1/)'] Éu (fi)-l [ud1/) - ut], (A.193) 
t=l T=t 
T t-1 
n12 (fi) ~ L L R' [{ X t - T (1/) - X t - T } @ AT (1/)'] Éu (fi)-l [ud1/) - ut], (A.194) 
t=l7"=O 
T t-1 . 
n13 (fi) ~ L L R' [{ X t- T (fi) - X t- T (1/) } @ AT (1/)'] Éu (fi)-l [Ut (1/) - Ut], (A.195) 
t:;;;:l7"=O 
can easily show that 
(A.196) 
where 
1 T 00 TL L IIAT (1/) IIEII [Ut (1/) - ut]x:_TII 
t=l T=t 
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for sorne positive constant 0 5 • Hence 
(A.198) 
Further 
IIn12 (ij) Il ~ Iif ~ ~ AT (1)' Éu (ij)-l [Ut (1) - Ut] [Xt- T (1) - Xt-Trll 
~ liÉ" (ij)-l Il {f ~ ~ IIAT (1) 1IIIUt (1) - Ut 1IIIXt-T (1) - Xt-TII} 
{ 
1 T (t-1 )1/2(t-1 )1/2} ~ liÉ" (ij)-l Il 'if L IIUt (1)) - Utll L IIAT (1) 11 2 L IIXt - T (1) - Xt _ T 11 2 













t-1 L IIXt - T (1) - Xt _ T 11 2 = Op (lt) . (A.203) 
7"=0 
It follows that 
(A.204) 
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Furthermore, we can easily show that 
Il n13 (rj) Il s Il ~ ~ ~ AT (7)' (i])-1 [ut(7) Ut ][Xt-,.(i]) - Xt - T (7) J'II 
s IIËu (i])-111{ ~ ~ (~IIAT (7) 1IIIut(7) UtIIIIXt-,.(i]) - X t - T (7) Il)} (A.205) 
where 
with 
using (A.137). As a result, we get 
since HUt (7) - Ut Il = Op (l), and consequently 
In addition, one easily sees that 
where 
T 00 ~ 2:2:R' [Xt - T ® AT (7])' JËu (iir 1 Ut, 
t=l'T'=t 
T t-l ~ 2: R' [{Xt-T (7) X t - T} ®AT (7])']Ëu(i])-lUt, 
t=1 










Likewise, one can easily show that 
where by independence between Ut and X t 
then 
1 T co 1/2 T 2: 2: IIAr (11) II{ EIIUtX:-rln 
t=l T=t 
1 T 00 1/2 
T 2:2: IIAr (11) II{ EIIUt I12EIIXt-rln 
t=l -r=t 
~ ~ (~IIAr (11) Il) {EIIUt I12EIIXt ln 1/2 
o(r1), 
In addition, as for (A.194) we can easily show using (A.203), that 
IInr (ii) Il s; Il ~ ~ ~ Ar (11)' tu (i})-1 Ut [Xt- r (11) - Xt-rJ'1I 






1 T (t-1 )1/2(t-1 )1/2} 
s; Iltu(Ti)-lll T~IIUtli ?;IIAr(1]) 11 2 ?;IIXt_r(1])-Xt_rIl2 
Finally 
Op(T- 1 ). (A.217) 
IIn~3 (i}) 1/ s; Il ~ ~ ~ Ar (1])' Êu (f,}-l Ut (Xt - r (ii) - X t - r (1]) 1'/1 
II~ ~ tf1 Ar (1])' Êu (1ï)-1 Ut [Xt - r (ry) - X t _ T (1]) J'II 




Il ~ tf;l t~l UtYt~r-v [<$ (fi)' Av (ij) - <P (fi)' Av (1)) ] Il 
II~ Tf1 t UtYt°~T_" [<$ (fi)' Av (ij) - <P (fi)' Av (1)) ] Il 
\}=o t="T"+l+1J 
::; T~lll ~ t=~+v UtYt~r_vllll<$ (p)' Av (ij) - <P (p)' A~ (Ti) Il 
(A.220) 
where by independence between Ut and yt0 
(A.221) 
Moreover, using Theorem (3.3) and Lemma (4.1), we have 
T-r-1 L 11<$ (fi)' Av (ij) - <P (p)' Av (ij) Il ::; 
v==o 
T-T-l 







Therefore, we get 
IIn1 (ij) Il = Il ~ ~ [Z~ (ij, 1]) - Zt (1]) lEu (ij)-l Ut Il = op (T- 1), (A.226) 
Il ~ ~ [Z~ (ij,1]) - Zt (1]) 1 Eu (ij)-l Ut (1]) Il = op (T- 1) (A.227) 
and finally 
(A.228) 
Similarly, one can easily see that 





Using the same arguments as before, one easily sees that 
Ilnl (ij) Il ::; Il ~ ~ ~ [A,. (ij) - A,. (1])]' Eu (ij)-l [Ut (ij) - Ut 1 [Xt -,. (ij) - Xt -,. J'II 
::; ~ ~ ~ liEu (ij)-l IIIIA,. (11) - AT (1]) Il {Ilut (ij) - Ut (1]) 1IIIXt-,. (ij) - Xt-T (1]) Il 
+IIUt (1]) Ut 1lllXt-r (ij) X t - r (1]) Il + IIUt (1) - Ut (1]) 1IIIXt- T (1]) - Xt-TII 




Ilni (r;) Il $ Il'f t ~ [A,- (r;) - AT (1,)]' Ëu (11)-1 [Ut (r;) - ut]Xt-/11 
Ilni (Ti) Il 
Ilni: (r;) Il 
$ ft}; IIËu (r;)-1 IlliAT (r;) - A,- (11) Il {IIUt (r;) - Ut (11) 1IIIXt-TII 
+IIUt (11) - ut/IIIXt-T!I} 
$ Ilft~[A'-(Ti) AT (11)]' Ëu (r;)-1 Ut [Xt- T (r;) ;t-T]'II 
$ f T ~ IIËu (r;)-1 IlliAT (r;) - AT (11) Il {Ilut 1IIIxt-,- (71) - Xt-T (71) Il 
+\IudIIIXt-T (11) Xt-rll} 
Op(r-1) + Op (T- 3 / 2 ) = Op(T-1) 
$ 111 T t-1 T ?; [AT (r;) AT (71)]' Ëu (Ti)-l utx:_TII 
$ (r;)-111{ IIAr (r;) - Ar (1/) 1I11~ t utx:_TII} = Op(T-1). 
t=r+1 
In particular, one can easily see that 






$ II{.Ix (71) Il + Iliix (r;) {.Ix (11) Il + Ilnx (Ti) - nx (r;) Il (A.239) 





Hence we conclude that 
(A.242) 
o 
PROOFOF PROPOSITION 4.3 Recall that 
IISx (17) Sx (T/) Il $ Tl/2{IIQ~ (17) Qx (T/) IUlilx (17) Il + IIQx (T/) Illllilx (17) ~ îlx (T/) Il 
+IIQx (17) - Q~ (ri) IIJiix(17) Il + IIQ~ (17) IIJiix (17) - ii1 (17) Il}· (A.243) 
Then it foUows by Proposition 4.2 and Theorem 4.1 that 
(A.244) 
o 
PROOF OF THEOREM 4.2 By the central limit theorem for stationary processes [see Anderson (1971, 
Section 7.7), Scott (1973, Theorem 2) and Chung (2001, Theorem 9.1.5)] and under the assumption of 
independence between Ut and Zt (T/), we have 
(A.245) 
Then by Proposition 4.3, we get 





P P L d P l (1 1)' b h' f d pO (0 0)' ROOFOF ROPOSITION5.1 etnT,an = PI"",Pk et eestlmateso nToan = PI,,,,,Pk 
that minimize information criteria (5.10) and (5.11), respectively. Let, also, pl = max(pi, ... ,Pk) and 
pO max (py, ... ,p2), then the number of the echelon form freely varying parameters corresponding to pl 
and pO are rp ' and rpo, respectively. For the first stage, we have 
In( det (A.247) 
Assume now that nT, < nTo. It follows that 
(A.248) 
and as T goes to infinity (nTo nT,)/TI/2 and (nh -n},)/T vanish and the minimum of the information 
criterion will not be reached. So the probability to choose too small an order goes to zero as T -+ 00 and 
nT, must equal nTo. Inversely, if nT, > nTo then 
ln( det {Ë,. (nTo) }) -ln( det {Ë,. (nT,) }) > 0, (A.249) 
and as T -+ 00 the penalty' term of the lower order will be smaller than the greater one. So the probability of 
choosing the small order approaches one in large samples. Hence as T goes to infinity nTl -+ nTo. Similarly, 
consider 
:::; 0, (A.250) 
for the second stage, where for example Ëe (pl) = Ëe (nT) su ch that the vector of Kronecker indices 
considered in the second stage is P = pl. Now, suppose that pl < pO then rfi' < rfio and 
(A.251) 
Again, the same argument applies and as T goes to infinity nT /T I /2 -+ 0 then in large samples the probability 
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of choosing too small an order falls to zero and pl must equal to pO to reach the minimum. While in the 
case where pl > pO and rjll > rjlD we have 
so that in samples 
ln( det {Ëe (pO) }) 
ln( det {Ëe (Pl)}) 
(A.252) 
---->1. (A.253) 
Moreover, the penalty term associated with rpo falls more quickly to zero than that corresponding to rjlland 
small order of the Kronecker indices are more likely to be chosen. Renee, as T goes to infinity pl converges 
o 
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B. Appendix: Chosen value of the Cholesky ma-
trix Pu 
The chosen values for the lower triangular matrix Pu in the simulation study, were 
[ 07 0.0 1 Pu= , for k = 2, 
-0.2 0.5 
[ 0.7 0.0 00] Pu = -0.2 0.5 0.0 . , for k = 3, 
0.4 -0.7 0.8 
0.7 0.0 0.0 0.0 
-0.2 0.5 0.0 0.0 
Pu , for k 4, 
0.4 -0.7 .0.8 0.0 
-0.8 0.9 0.2 0.9 
0.7 0.0 0.0 0.0 0.0 
-0.2 0.5 0.0 0.0 0.0 
Pu = 0.4 -0.7 0.8 0.0 0.0 , for k 5. 
-0.8 0.9 0.2 0.9 0.0 




The estimated echelon VARMA 
The estimated model is an echelon VARMA model with Kronecker indices 
(5,4,2,2,3,4) such that 
fi fi 
Yt = p,~ + (h - 1>o)Vt (nT) + L 1>iYt-i + L 8jUt-j (nT) + Ut (nT) 
i=l j=l 
where nT = 12, Vt (nT) = Yt - Ut (nT), fi = max (5,4,2,2,3,4) = 5, 
0.0026 1 0 0 0 0 0 
0.0078 1.3273 1 0 0 0 0 
-0.1104 
, 1>0 = 
-18.1708 -0.1760· 1 0 0 0 
p,~ = 
-0.0006 0.4064 0.0279 0 1 0 0 
-0.0038 -0.1190 0.0292 0 0 1 0 
0.0076 . 1.2814 0 0 0 0 1 
-0.0216 0 0 0 0 0 
0.0325 2.5877 0 0 0 -2.1977 
-13.4978 -2.6238 0.5795 -2.0254 4.8679 2.8881 
4>1= 
0.2996 0.6697 -0.0089 -0.2119 0.4815 -0.6438 
-0.0089 -0.9558 0 0 -0.1240 1.0588 
0.0777 2.5104 0 0 0 -2.1130 
-0.0025 0.2313 0 0 0 -0.1725 
-0.4746 0.5206 0 0 0.1526 -0.4283 
18.4278 -8.4691 -0.3796 -3.3857 3.4627 15.2337 
4>2 = 
0.0553 -0.9047 0.0062 0.1593 0.0656 0.7850 
0.3861 -0.4065 -0.0084 -0.2344 0.3500 0.3546 



















0.0915 0.8070 -0.0005 0.0375 0.4388 -0.8210 
0.0175 -1.3704 0.0042 0.0460 -0.0881 1.2022 


















0.0584 0.2261 -0.0002 -0.1333 0.0295 -0.2758 
o 0 0 0 0 0 













-0.3621 0.0497 -0.0003 -0.0592 
0.1163 -2.9859 -0.0010 -0.0929 
20.0320 
-0.4179 
-9.8960 -0.3735 -10.0991 
-0.8620 0.0043 0.0400 
0.1722 0.9292 -0.0020 -0.0575 

















0.0083 0.1193 -0.0006 0.0338 0.0820 -0.1558 
0.6163 0.8915 -0.0075 0.0503 0.0003 -0.9225 
82 = 
-6.6873 21.5106 0.2097 8.0199 -6.8990 -26.6069 
-0.1960 0.7956 -0.0051 -0.4257 0.2565 -0.7354 
-0.2730 0.7494 0.0057 0.1822 -0.3240 -0.7977 
0.6386 0.9455 -0.0074 . 0.0526 0.0455 -0.9583 
0.0444 0.2686 0.0007 0.0284 -0.0884 -0.2416 
0.2975 0.2605 -0.0021 -0.0636 -0.2176 -0.1928 
83 = 0 0 0 0 0 0 
0 0 0 0 0 0 
-0.1013 -0.6037 0.0006 -0.2053 -0.1459 0.5602 
0.2342 0.8055 -0.0029 -0.0598 -0.2130 -0.7476 
-0.0354 -0.6877 0.0030 0.2105 -0.2812 0.6214 
-0.3901 -0.2943 -0.0033 0.1991 -0.1798 -0.0197 
84 = 0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
-0.4104 -0.2102 -0.0043 0.1504 -0.1204 -0.0994 
-0.0638 0.1785 -0.0004 0.1062 -0.0860 -0.0819 
0 0 0 0 0 0 
85 = 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 











0.00604 0 0 0 0 0 
0.00033 0.01804 0 0 0 0 
0.06575 0.05219 0.54088 0 0 0 
Pe = 
-0.00051 -0.00262 -0.00423 0.01345 0 0 
-0.00005 -0.00067 0.00172 0.00593 0.00706 0 
0.00035 0.01796 0.00005 0.00023 0.00011 0.00180 
p 
where ily = [<p(1)r 1 ilp, <P(1) = <Po - L<Pi' and such that PeP~ = Ee(nT).Note 
i=1 
here, that the McMillan degree is 2:~=1 Pl =·20, and the matrix formed by the esti-
mated Kronecker indices is 
542 234 
542 234 
332 2 2 2 
332 2 2 2 
442 2 3 3 
5 4 2 2 3 4 
This leads to 2:~=1 2::'=1 Plm = 106 autoregressive and k 2:~=1 Pl = 120 moving ave-
rage free coefficients, respectively. Hence, 232 overall model free parameters, including 
the 6 x 1 vector of constants. Which is almost about half of 438 the number of para-
meters implied by a sixvariate VAR(12) with constant terms. 
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Table xi. Frequencies of estimated Kronecker indices for several bivariate ARMA 
models with different sample sizes 
(pl, P2) >.AR max >';:a~ T=100 T=200 T=300 T=400 T=500 T=1000 T=2000 
(0,1)* 0.9000 0.7000 957 989 988 997 1000 999 1000 
(1,1) 2 0 0 0 0 0 0 
(0,2) 38 11 12 3 0 1 0 
(0,3) 3 0 0 0 0 
° 
0 
(1,1)* 0.9000 0.5949* 997 998 998 1000 1000 1000 1000 
(1,2) 1 2 0 0 0 0 0 
(2,1) 2 0 2 0 0 0 0 
(1,0)* 0.9000 0.7000 980 996 995 999 1000 1000 1000 
(1,1) 4 0 0 0 0 0 0 
(2,0) 16 4 5 1 0 0 0 
(0,2)* 0.9848 0.9219* 813 869 871 907 912 938 976 
(0.3) 172 124 116 81 69 36 7 
(1,2) 9 4 12 11 15 24 17 
(0,4) 4 1 0 0 0 1 0 
(1,3) 2 2 1 1 4 1 0 
(1,2)* 0.9000 0.8240 990 996 1000 999 1000 1000 1000 
(1,1) 3 0 0 0 0 0 0 
(1,3) 2 2 0 1 0 0 0 
(2,2) 5 2 0 0 0 0 0 
(2,2)* 0.7275 0.7891* 539 752 915 956 980 999 1000 
(2,1) 438 233 77 34 18 0 0 
(1,2) 5 0 0 0 0 0 0 
(2,3) 5 9 7 6 2 1 0 
(3,2) 13 6 1 4 0 0 0 
(2,1)* 0.9000 0.6806* 992 993 995 1000 1000 1000 1000 
(2,0) 1 0 0 0 0 0 0 
(2,2) 1 2 2 0 0 0 0 
(3,0) 1 0 0 0 0 0 0 
(3,1) 5 5 3 0 0 0 0 
(2,0)* 0.9848* 004000 949 978 980 990 998 1000 1000 
(2,1) 44 17 16 9 2 0 0 
(2,2) 2 0 0 0 0 0 0 
(3,0) 5 5 4 1 0 0 0 
(0,3)* 0.9848* 0.9547* 944 982 984 981 990 982 979 
(0,4) 42 9 3 2 0 1 0 
(1,3) 12 9 13 16 10 17 19 
(1,4) 1 0 0 0 0 0 2 
(2,3) 1 0 0 1 0 0 0 
Note - >.~! and >.~:! are the respective dominant eigenvalues of A (autoregressive part) and Ë 
(moving-average part) as described in (5.18). The simulated true models (characterized by the true 
Kronecker indices) as well as their corresponding complex-conjugate eigenvalues a~e marked by an 
asterisk. The eigenvalues not marked by asterisk are real. 
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Table xii. Frequencies of estimated Kronecker indices for several bivariate ARMA 
models with different sample sizes (continued) 
(Pl,P2) À;!{;x À;:a~ T=100 T=200 T=300 T=400 T=500 T=1000 T=2000 
(1,3)* 0.9572* 0.9315 976 997 998 997 1000 1000 1000 
(1,1) 1 0 0 0 0 0 0 
(1,2) 8 0 0 0 0 0 0 
(1,4) 8 2 1 0 0 0 0 
(2,3) 7 1 1 3 0 0 0 
(2,3)* 0.9829 0.7901 535 764 907 958 985 1000 1000 
(1,3) 3 0 0 0 0 0 0 
(2,1) 227 16 2 0 0 0 0 
(2,2) 218 209 80 32 8 0 0 
(2,4) 10 10 11 10 7 0 0 
(3,2) 3 1 0 0 0 0 0 
(3,3) 4 0 0 0 0 0 0 
(3,3)* 0.7972* 0.8286* 566 817 799 833 864 963 998 
(2,1) 3 0 0 0 0 0 0 
(2,2) 9 0 0 0 0 0 0 
(2,3) 156 16 7 1 0 0 0 
(2,4) 2 0 1 0 0 0 0 
(3,1) 67 3 0 0 0 0 0 
(3,2) 184 151 179 159 128 36 1 
(3,4) 13 12 12 3 4 0 0 
(4,3) 0 1 2 4 4 1 1 
(3,2)* 0.8147* 0.8900* 683 923 980 995 998 1000 1000 
(2,2) 269 59 15 4 0 0 0 
(2,3) 2 0 0 0 0 0 0 
(3,3) 41 17 5 1 2 0 0 
(3,4) 3 1 0 0 0 0 0 
(4,2) 2 0 0 0 0 0 0 
(3,1)* 0.9720* 0.6298* 947 989 998 1000 1000 1000 1000 
(2,1) 34 8 1 0 0 0 0 
(3,2) 18 3 1 0 0 0 0 
(3,3) 1 0 0 0 0 0 0 
(3,0)* 0.9380* 0.7040 757 914 942 977 987 998 1000 
(2,1) 3 0 0 0 0 0 0 
(2,2) 4 0 0 0 0 0 0 
(3,1) 194 66 51 19 11 2 0 
(3,2) 19 10 2 0 0 0 0 
(4,0) 16 10 4 4 2 0 0 
(5,0) 7 0 1 0 0 0 0 
Note - À~~x and À;:~ are the respective dominant eigenvalues of Â. (autoregressive part) and Ë 
(moving-average part) as described in (5.18). The simulated true models (characterized by the true 
Kronecker indices) as well as their corresponding complex-conjugate eigenvalues are marked by an 
asterisk. The eigenvalues not marked by asterisk are real. 
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Table xiii. VARMA model with Kronecker indices (1,1) and sample of 200 observations 
Second Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th _p 95th_p RMSE Std-Dev 
J-!<t>,1 0.0000 0.0002 0.0002 0.0058 -0.1895 0.1701 0.1076 0.1076 
J-!<t>,2 0.0000 -0.0000 0.0000 0.0001 -0.0926 0.0894 0.0566 0.0566 
4>11,1 1.2000 1.2039 0.0039 1.2083 1.1340 1.2622 0.0392 0.0390 
4>21,1 0.3000 0.3082 0.0082 0.3067 0.2698 0.3480 0.0260 0.0247 
4>12,1 -0.4000 -0.4237 0.0237 -0.4292 -0.5180 -0.3130 0.0670 0.0626 
4>22,1 0.5000 0.4924 0.0075 0.4958 0.4203 0.5547 0.0411 0.0404 
B11,1 0.3400 0.3150 0.0249 0.3141 0.1797 0.4547 0.0905 0.0869 
B21,1 0.4200 0.4134 0.0065 0.4135 0.3057 0.5157 0.0640 0.0637 
B12,1 -0.6000 -0.5739 0.0260 -0.5771 -0.7615 -0.3786 0.1204 0.1176 
B22,1 0.3000 0.2873 0.0126 0.2849 0.1402 0.4404 0.0927 0.0919 
Third Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th _p 95th _p RMSE Std-Dev 
J-!<t>,1 0.0000 0.0004 0.0004 0.0068 -0.1883 0.1771 0.1087 0.1087 
J-!<t>,2 0.0000 0.0000 0.0000 -0.0000 -0.0896 0.0889 0.0562 0.0562 
4>11,1 1.2000 1.1927 0.0072 1.1956 1.1221 1.2495 0.0398 0.0391 
4>21,1 0.3000 0.3070 0.0070 0.3071 0.2694 0.3457 0.0246 0.0235 
4>12,1 -0.4000 -0.4052 0.0052 -0.4108 -0.4975 -0.2941 0.0626 0.0624 
4>22,1 0.5000 0.4940 0.0059 0.4956 0.4247 0.5529 0.0390 0.0386 
B11,1 0.3400 0.3387 0.0012 0.3383 0.2270 0.4486 0.0662 0.0662 
B21,1 0.4200 0.4115 0.0084 0.4111 0.3239 0.4990 0.0539 0.0532 
B12,1 -0.6000 -0.5954 0.0045 -0.5964 -0.7281 -0.4595 0.0827 0.0825 
B22,1 0.3000 0.2931 0.0068 0.2931 0.1734 0.4145 0.0738 0.0735 
Note - These estimates are obtained from the estimated frequencies of the true model over 1000 repli-
cations [see table xi]. Note also that the num~ers of eigenvalues (the inver! of the characteristic roots 
of the model) associated with the matrices A (autoregressive part) and B (moving-average part) as 
described in (5.18) are each equal to the McMillan degree L:7=IPI. SO stationary invertible VARMA 
models imply that such eigenvalues must be inside the unit circle. For the present model these eigen-
values are real 0.9000 and 0.8000 for the autoregressive part, and conjugate -0.3200~0.5015i (0.5949 
in norm) for the moving-average part. 
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Table xiv. VARMA model with Kronecker indices (1,2) and sam pIe of 300 observations 
Second Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th_p 95th_p RMSE Std-Dev 
1-L<l>,1 0.0000 0.0017 0.0017 -0.0005 -0.1259 0.1340 0.0821 0.0821 
1-L<l>,2 0.0000 -0.0023 0.0023 -0.0030 -0.1160 0.1107 0.0684 0.0684 
4>11,1 1.2000 1.1988 0.0011 1.1998 1.1519 1.2436 0.0277 0.0276 
4>12,1 0.2400 0.2446 0.0046 0.2447 0.2005 0.2842 0.0256 0.0252 
4>22,1 0.4000 0.4218 0.0218 0.4254 0.3170 0.5217 0.0673 0.0636 
4>21,2 -0.9000 -0.8884 0.0115 -0.8873 -0.9657 -0.8178 0.0462 0.0448 
4>22,2 -0.2700 -0.2777 0.0077 -0.2783 -0.3367 -0.2179 0.0380 0.0372 
B11,1 0.8000 0.7817 0.0182 0.7812 0.6795 0.8885 0.0662 0.0637 
B21,1 0.5000 0.4980 0.0019 0.4976 0.4156 0.5809 0.0511 0.0511 
B12,1 0.4000 0.3922 0.0077 0.3938 0.2503 0.5332 0.0844 0.0840 
B22,1 0.4000 0.3631 0.0368 0.3633 0.2398 0.4791 0.0826 0.0740 
B21,2 0.3400 0.3033 0.0366 0.3042 0.1527 0.4472 0.0971 0.0899 
B22,2 0.8500 0.8162 0.0337 0.8152 0.6916 0.9443 0.0864 0.0795 
Third Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th _p 95th _p RMSE Std-Dev 
1-L<l>,1 0.0000 0.0018 0.0018 0.0010 -0.1343 0.1348 0.0839 0.0838 
1-L<l>,2 0.0000 -0.0022 0.0022 -0.0021 -0.1174 0.1140 0.0711 0.0711 
4>11,1 1.2000 1.1943 0.0056 1.1963 1.1463 1.2383 0.0283 0.0277 
4>12,1 0.2400 0.2408 0.0008 0.2409 0.1976 0.2808 0.0250 0.0250 
4>22,1 0.4000 0.3985 0.0014 0.3954 0.3259 0.4810 0.0460 0.0460 
4>21,2 -0.9000 -0.9037 0.0037 -0.9041 -0.9632 -0.8461 0.0359 0.0357 
4>22,2 -0.2700 -0.2683 0.0016 -0.2687 -0.3190 -0.2172 0.0308 0.0307 
B11,1 0.8000 0.8038 0.0038 0.8035 0.7178 0.8869 0.0503 0.0502 
B21,1 0.5000 0.4992 0.0007 0.4991 0.4166 0.5778 0.0483 0.0483 
B12,1 0.4000 0.4036 0.0036 0.4031 0.3036 0.4981 0.0589 0.0588 
B22,1 0.4000 0.3948 0.0051 0.3968 0.3100 0.4813 0.0521 0.0518 
B21,2 0.3400 0.3364 0.0035 0.3395 0.2158 0.4478 0.0725 0.0724 
B22,2 0.8500 0.8409 0.0090 0.8399 0.7369 0.9447 0.0651 0.0645 
Note - These estimates are obtained from the estimated frequencies of the true model over 1000 
replications [see table xi]. The eigenvalues of the model are real 0.9000, 0.4000 and 0.3000 for the 
autoregressive part, and real-0.8240 and conjugate -0.1879~0.7904i (0.8125 in norm) for the moving-
average part. 
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Table xv. VARMA model with Kronecker indices (3,1) and sample of 300 observations 
Second Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th _p 95th _p RMSE Std-Dev 
/-t.p,1 0.0000 -0.0009 0.0009 -0.0004 -0.1149 0.1104 0.0679 0.0679 
/-t.p,2 0.0000 0.0006 0.0006 0.0009 -0.0781 0.0785 0.0467 0.0467 
<P21,O 0.5000 0.4997 0.0002 0.4969 0.4562 0.5550 0.0301 0.0301 
<P11,1 0.4000 0.4065 0.0065 0.4015 0.2116 0.6198 0.1225 0.1224 
<P21,1 -0.7000 -0.6964 0.0035 -0.6961 -0.7423 -0.6565 0.0262 0.0260 
<P22,1 0.7500 0.7504 0.0004 0.7518 0.7067 0.7888 0.0260 0.0260 
<Pll,2 0.3500 0.3441 0.0058 0.3482 0.2223 0.4556 0.0748 0.0745 
<P11,3 -0.6000 -0.6003 0.0003 -0.6031 -0.6633 -0.5288 0.0463 0.0463 
<P12,3 0.6500 0.6436 0.0063 0.6435 0.4646 0.8138 0.1074 0.1072 
811,1 -0.1000 -0.1161 0.0161 -0.1198 -0.3312 0.1095 0.1377 0.1367 
821,1 0.3000 0.2978 0.0021 0.2988 0.1818 0.4165 0.0707 0.0707 
8 12 ,1 0.2000 0.1987 0.0012 0.1981 0.0550 0.3381 0.0845 0.0845 
822,1 0.4000 0.3833 0.0166 0.3790 0.2408 0.5346 0.0902 0.0887 
8 11 ,2 0.6400 0.6316 0.0083 0.6344 0.5140 0.7444 0.0719 0.0715 
812,2 -0.5800 -0.5878 0.0078 -0.5879 -0.7627 -0.4265 0.1050 0.1047 
811,3 -0.2700 -0.2702 0.0002 -0.2766 -0.5021 -0.0145 0.1468 0.1468 
8 12 ,3 -0.4600 -0.4232 0.0367 -0.4391 -0.7569 -0.0225 0.2267 0.2237 
Third Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th _p 95th _p RMSE Std-Dev 
/-t.p,1 0.0000 -0.0008 0.0008 -0.0007 -0.1146 0.1141 0.0685 0.0685 
/-t.p,2 0.0000 0.0007 0.0007 0.0012 -0.0778 0.0775 0.0474 0.0474 
<P21,O 0.5000 0.5024 0.0024 0.4994 0.4561 0.5605 0.0313 0.0312 
<P11,1 0.4000 0.4001 0.0001 0.4039 0.2789 0.5146 0.0739 0.0739 
<P21,1 -0.7000 -0.6978 0.0021 -0.6966 -0.7443 -0.6553 0.0270 0.0269 
<P22,1 0.7500 0.7485 0.0014 0.7496 0.7027 0.7892 0.0263 0.0262 
<P11,2 0.3500 0.3478 0.0021 0.3513 0.2461 0.4307 0.0589 0.0588 
<P11,3 -0.6000 -0.6022 0.0022 -0.6033 -0.6609 -0.5379 0.0443 0.0443 
<P12,3 0.6500 0.6494 0.0005 0.6481 0.5439 0.7567 0.0694 0.0694 
811,1 -0.1000 -0.1084 0.0084 -0.1158 -0.2616 0.0724 0.1014 0.1010 
821,1 0.3000 0.3001 0.0001 0.3013 0.1725 0.4254 0.0730 0.0730 
8 12,1 0.2000 0.2005 0.0005 0.2009 0.0720 0.3407 0.0843 0.0843 
8 22 ,1 0.4000 0.3922 0.0077 0.3893 0.2436 0.5432 0.0909 0.0905 
811,2 0.6400 0.6320 0.0079 0.6342 0.5405 0.7220 0.0578 0.0573 
8 12,2 -0.5800 -0.5886 0.0086 -0.5873 -0.7156 -0.4697 0.0815 0.0810 
811,3 -0.2700 -0.2755 0.0055 -0.2841 -0.4558 -0.0643 0.1176 0.1174 
8 12 ,3 -0.4600 -0.4561 0.0038 -0.4607 -0.6509 -0.2400 0.1260 0.1259 
Note - These estimates are obtained from the estimated frequencies of the true model over 1000 
replications [see table xii]. The eigenvalues of the model are real -0.5692, -0.0092 and conjugate 
0.8642::-0.4447i (0.9720 in norm) for the autoregressive part, and conjugate -0.3560::-0.5195i (0.6298 
in norm) and 0.1560::-0.2263i (0.2749 in norm) for the moving-average part. 
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Table xvi. VARMA model with Kronecker indices (2,1) and sample of 500 observations 
Second Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th _p 95th_p RMSE Std-Dev 
J-t<l>.l 0.0000 -0.0000 0.0000 0.0003 -0.0633 0.0617 0.0395 0.0395 
J-t<l>.2 0.0000 0.0000 0.0000 -0.0009 -0.0645 0.0602 0.0389 0.0389 
tP21.0 0.5000 0.4966 0.0033 0.4971 0.4736 0.5189 0.0142 0.0138 
tP11.1 1.8000 1.8053 0.0053 1.8054 1.7803 1.8304 0.0165 0.0156 
tP21.1 -0.4000 -0.3847 0.0152 -0.3871 -0.4530 -0.3109 0.0454 0.0427 
tP22.1 0.8000 0.7767 0.0232 0.7793 0.6652 0.8716 0.0664 0.0622 
tP11.2 -0.3600 -0.3832 0.0232 -0.3844 -0.4649 -0.2973 0.0555 0.0504 
tP12.2 -0.9000 -0.8643 0.0356 -0.8619 -0.9915 -0.7446 0.0828 0.0747 
B11.1 0.3300 0.3182 0.0117 0.3194 0.2374 0.4009 0.0519 0.0506 
B21.1 -0.1800 -0.1849 0.0049 -0.1858 -0.2753 -0.0909 0.0565 0.0563 
B12.1 -0.2000 -0.2004 0.0004 -0.1972 -0.3107 -0.0928 0.0644 0.0644 
B22.1 -0.4000 -0.3823 0.0176 -0.3833 -0.5406 -0.2354 0.0942 0.0925 
B11.2 -0.2000 -0.1957 0.0042 -0.1946 -0.2982 -0.0967 0.0606 0.0605 
B12.2 0.9200 0.8854 0.0345 0.8850 0.7152 1.0493 0.1071 0.1013 
Third Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th_p 95th _p RMSE Std-Dev 
J-t<l>.l 0.0000 -0.0002 0.0002 0.0003 -0.0620 0.0606 0.0377 0.0377 
J-t<l>.2 0.0000 0.0002 0.0002 -0.0004 -0.0623 0.0594 0.0376 0.0376 
tP21.0 0.5000 0.4996 0.0003 0.4997 0.4797 0.5195 0.0123 0.0123 
tP11.1 1.8000 1.7996 0.0003 1.7998 1.7780 1.8221 0.0136 0.0136 
tP21.1 -0.4000 -0.3952 0.0047 -0.3962 -0.4503 -0.3339 0.0354 0.0350 
tP22.1 0.8000 0.7917 0.0082 0.7944 0.6978 0.8707 0.0513 0.0506 
tP11.2 -0.3600 -0.3609 0.0009 -0.3611 -0.4262 -0.2946 0.0415 0.0415 
tP12.2 -0.9000 -0.8979 0.0020 -0.8980 -0.9998 -0.8018 0.0619 0.0618 
B11.1 0.3300 0.3209 0.0090 0.3220 0.2473 0.3952 0.0472 0.0463 
B21.1 -0.1800 -0.1772 0.0027 -0.1779 -0.2446 -0.1067 0.0413 0.0412 
B12.1 -0.2000 -0.2039 0.0039 -0.2045 -0.2995 -0.1038 0.0569 0.0567 
B22.1 -0.4000 -0.3912 0.0087 -0.3901 -0.4988 -0.2879 0.0638 0.0632 
B11.2 -0.2000 -0.2080 0.0080 -0.2065 ~0.2848 -0.1338 0.0473 0.0467 
B12.2 0.9200 0.9169 0.0030 0.9132 0.7982 1.0465 0.0770 0.0770 
Note - These estimates are obtained from the estimated frequencies of the true model over 1000 
replications [see table xi]. The eigenvalues of the model are real 0.9000, 0.9000 and 0.8000 for the 
autoregressive part, and real-0.5301 and conjugate 0.3500:: 0.5836i (0.6806 in norm) for the moving-
average part. 
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Table xvii. VARMA model with Kronecker indices (1,3) and sample of 500 observa-
tions 
Second Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th _p 95th _p RMSE Std-Dev 
M<P,1 0.0000 0.0000 0.0000 0.0000 -0.0097 0.0091 0.0056 0.0056 
M<P,2 0.0000 0.0009 0.0009 0.0008 -0.0928 0.0907 0.0560 0.0560 
4>11,1 0.3000 0.2796 0.0203 0.2809 0.2105 0.3439 0.0455 0.0407 
4>12,1 0.4500 0.4568 0.0068 0.4557 0.4139 0.5055 0.0292 0.0284 
4>22,1 0.5000 0.4890 0.0109 0.4866 0.3769 0.6109 0.0710 0.0702 
4>22,2 -0.3700 -0.3691 0.0008 -0.3683 -0.4678 -0.2743 0.0568 0.0568 
4>21,3 0.6000 0.5705 0.0294 0.5711 0.4643 0.6646 0.0665 0.0596 
4>22,3 -0.4000 -0.4002 0.0002 -0.4032 -0.4832 -0.3057 0.0539 0.0539 
Bll,1 -0.9500 -0.8905 0.0594 -0.8940 -0.9719 -0.8018 0.0793 0.0525 
B21,1 0.9000 0.8936 0.0063 0.8934 0.8346 0.9593 0.0387 0.0382 
B12,1 0.2000 0.2179 0.0179 0.2146 0.0909 0.3491 0.0777 0.0756 
B22,1 0.3000 0.3049 0.0049 0.3056 0.1676 0.4390 0.0828 0.0826 
B21 ,2 -0.5400 -0.4859 0.0540 -0.4857 -0.6353 -0.3454 0.1048 0.0898 
B22,2 0.6000 0.6324 0.0324 0.6356 0.4854 0.7690 0.0922 0.0863 
B21,3 -0.4600 -0.3990 0.0609 -0.4015 -0.5693 -0.2251 0.1212 0.1048 
B22,3 0.3500 0.3733 0.0233 0.3730 0.1983 0.5522 0.1095 0.1069 
Third Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th _p 95th _p RMSE Std-Dev 
M<P,1 0.0000 -0.0000 0.0000 0.0000 -0.0073 0.0068 0.0044 0.0044 
M<P,2 0.0000 0.0009 0.0009 0.0019 -0.0928 0.0857 0.0544 0.0544 
4>11,1 0.3000 0.2983 0.0016 0.2986 0.2492 0.3450 0.0295 0.0295 
4>12,1 0.4500 0.4563 0.0063 0.4556 0.4127 0.5038 0.0288 0.0281 
4>22,1 0.5000 0.4951 0.0048 0.4973 0.4283 0.5542 0.0379 0.0376 
4>22,2 -0.3700 -0.3597 0.0102 -0.3596 -0.4204 -0.3010 0.0381 0.0367 
4>21,3 0.6000 0.5916 0.0083 0.5917 0.5134 0.6661 0.0479 0.0472 
4>22,3 -0.4000 -0.4025 0.0025 -0.4023 -0.4544 -0.3516 0.0315 0.0314 
Bll,1 -0.9500 -0.9479 0.0020 . -0.9505 -0.9912 -0.8962 0.0292 0.0291 
B21,1 0.9000 0.9041 0.0041 0.9017 0.8464 0.9631 0.0356 0.0354 
B 12,1 0.2000 0.1941 0.0058 0.1928 0.0917 0.2902 0.0602 0.0599 
B2 2,1 0.3000 0.3052 0.0052 0.3048 0.2156 0.3972 0.0552 6.0550 
B21,2 -0.5400 -0.5313 0.0086 -0.5319 -0.6272 -0.4272 0.0616 0.0610 
B22,2 0.7000 0.5914 0.0085 0.5944 0.4646 0.7104 0.0749 0.0744 
B21,3 -0.4600 -0.4461 0.0138 -0.4447 -0.5787 -0.3191 0.0791 0.0778 
B22,3 0.3500 0.3529 0.0029 0.3521 0.2502 0.4536 0.0601 0.0601 
Note - These estimates are obtained from the estimated frequencies of the true model over 1000 
replications [see table xii]. The eigenvalues of the model are real -0.6334 and 0.6718 and conju-
gate 0.3808::0.8782i (0.9572 in norm) for the autoregressive part, and real -0.5056 and 0.9315 and 
conjugate 0.1120::0.7057i (0.7145 in norm) for the moving-average part. 
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" Table xviii. Frequencies of estimated Kronecker indices of VARMA model with true 
Kronecker indices (4,3) : Comparison with Hannan-Kavalieris and Poskitt methods 
for different sample sizes 
Our method H-K method Poskitt method 
T (Pl, P2) >.~{;x >.~",! Ml M2 Ml M2 Ml M2 
(4,3)* 0.9792* 0.8831 814 985 777 4 229 1 
(4,4) 97 14 201 18 672 47 
(4,5) 89 1 21 275 99 887 
200 (5,5) 0 0 0 552 0 62 
(5 5. Pl 5. 8,6) 0 0 0 15 0 1 
(6 5. Pl 5. 8,5) 0 0 0 82 0 2 
(7 5. Pl 5. 8,7) 0 0 0 54 0 0 
(4,3)* 0.9792* 0.8831 963 994 850 5 1 0 
(4,4) 20 4 133 25 889 9 
(4,5) 17 2 17 395 110 944 
500 (5,5) 0 0 0 512 0 45 
(55. Pl 5..7,6) 0 0 0 3 0 1 
(6 5. Pl 5. 8,5) 0 0 0 46 0 1 
(7,7) 0 0 0 14 0 0 
(4,3)* 0.9792* 0.8831 990 996 793 2 0 0 
(4,4) 9 4 185 16 826 4 
(4,5) 1 0 22 397 174 940 
1000 (5,5) 0 0 0 549 0 54 
(6 5. Pl 5. 8,5) 0 0 0 25 0 2 
(6,6) 0 0 0 1 0 0 
(7,7) 0 0 0 10 0 0 
(4,3)* 0.9792* 0.8831 996 998 822 0 0 0 
(4,4) 3 1 167 11 846 1 
(4,5) 1 1 11 364 154 935 
2000 (5,5) 0 0 0 594 0 63 
(5 5. Pl 5. 6,6) 0 0 0 2 0 1 
(6 5. Pl 5. 7,5) 0 0 0 20 0 0 
(7,7) 0 0 0 9 0 0 
Note - >.~~x and >.~.:! are the respective dominant eigenvalues of Â (autoregressive part) and iJ 
(moving-average part) as described in (5.18). The simulated true model (characterized by the true 
Kronecker indices) as well as its corresponding complex-conjugate eigenvalues are marked by an 
asterisk. The eigenvalues not marked by asterisk are real. 
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Table xix. VARMA model with Kronecker indices (4,3) and sample of 500 observations 
Second Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th_p 95th_p RMSE Std-Dev 
J-tcP,1 0.0000 0.0005 0.0005 0.0019 -0.0410 0.0418 0.0253 0.0253 
J-tcP,2 0.0000 0.0003 0.0003 0.0002 -0.0131 0.0146 0.0086 0.0086 
<P21,O 0.5000 0.5013 0.0013 0.5042 0.3896 0.6228 0.0804 0.0804 
<PU,1 1.8500 1.8451 0.0048 1.8457 1.7296 1.9741 0.0823 0.0822 
<P21,1 0.9000 0.8774 0.0225 0.8767 0.6969 1.0576 0.1275 0.1255 
<P22,1 0.2000 0.2137 0.0137 0.2091 0.0272 0.4007 0.1200 0.1192 
<PU,2 -0.2400 -0.2795 0.0395 -0.2665 -0.4819 -0.0898 0.1416 0.1359 
<P21,2 -0.5000 -0.4870 0.0129 -0.4916 -0.6912 -0.2824 0.1548 0.1542 
<P12,2 -1.9700 -1.9319 0.0380 -1.9269 -2.1335 -1.7487 0.1236 0.1176 
<P22,2 1.0000 0.9998 0.0001 1.0036 0.8309 1.1728 0.1290 0.1290 
<PU,3 0.8900 0.8844 0.0055 0.8745 0.6789 1.1251 0.1384 0.1383 
<P21,3 -0.2000 -0.1986 0.0013 -0.2003 -0.3333 -0.0694 0.1041 0.1041 
<P12,3 1.4600 1.4399 0.0200 1.4433 1.2645 1.6417 0.1385 0.1371 
<P22,3 0.4000 0.3740 0.0259 0.3798 0.2211 0.5254 0.1717 0.1698 
<PU,4 -0.8000 -0.7782 0.0217 -0.7738 -0.9306 -0.6383 0.0919 0.0893 
<P12,4 1.0500 1.0012 0.0487 1.0046 0.8466 1.1489 0.1078 0.0961 
BU,1 -0.8500 -0.8084 0.0415 -0.8096 -0.9678 -0.6521 0.1101 0.1020 
B21,1 -1.0300 -0.9983 0.0316 -1.0015 -1.1645 -0.8307 0.1242 0.1201 
B 12 ,1 0.6000 0.6279 0.0279 0.6340 0.5211 0.7365 0.1039 0.1000 
B22 ,1 -0.2000 -0.2013 0.0013 -0.1975 -0.3717 -0.0399 0.0997 0.0996 
BU ,2 -1.0400 -1.0028 0.0371 -1.0069 -1.1732 -0.8448 0.1304 0.1250 
B21,2 0.8900 0.8355 0.0544 0.8410 0.6510 1.0332 0.1446 0.1339 
B 12 ,2 0.8800 0.8346 0.0453 0.8393 0.5755 1.0540 0.1507 0.1438 
B22,2 0.1000 0.0538 0.0461 0.0579 -0.1584 0.2502 0.1392 0.1313 
BU ,3 0.5300 0.5229 0.0070 0.5251 0.3065 0.7402 0.1470 0.1469 
B21 ,3 0.4100 0.3796 0.0303 0.3835 0.1439 0.5984 0.1434 0.1402 
B12,3 0.0600 0.0501 0.0098 0.0549 -0.2102 0.3106 0.1615 0.1612 
B 22 ,3 -1.0000 -0.9787 0.0212 -0.9792 -1.1853 -0.7756 0.1455 0.1439 
BU,4 0.2500 0.1903 0.0596 0.1940 -0.0366 0.4162 0.1551 0.1432 
B 12 ,4 -0.6000 -0.5905 0.0094 -0.5909 -0.8031 -0.3697 0.1486 0.1483 
Note - These estimates are obtained from the estimated frequencies of the true model over 1000 
replications (see table xviii, M2 of our method). The eigenvalues of the model are real 0.4331, -0.7946 
and -0.6031, and conjugate 0.9500+0.2372i (0.9792 in norm) and 0.5573+0.4919i (0.7433 in norm) for 
the autoregressive part, and real 0.8831, -0.6014 and -0.2304, and conjugate 0.2229+0.7989i (0.8294 
in norm) and 0.1263+0.1775i (0.2179 in norm) for the moving-average part. 
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Table xx. VARMA model with Kronecker indices (4,3) and sample of 500 observations 
( continued) 
Third Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th_p 95th _p RMSE Std-Dev 
ft</>. 1 0.0000 0.0005 0.0005 0.0008 -0.0429 0.0436 0.0258 0.0258 
ft</>. 2 0.0000 0.0003 0.0003 0.0000 -0.0117 0.0127 0.0081 0.0081 
4>21.0 0.5000 0.4965 0.0034 0.4980 0.3843 0.6178 0.0799 0.0798 
4>ll.1 1.8500 1.8462 0.0037 1.8471 1.7417 1.9679 0.0768 0.0767 
4>21.1 0.9000 0.8976 0.0023 0.8959 0.7077 1.0833 0.1278 0.1278 
4>22.1 0.2000 0.2029 0.0029 0.1967 0.0258 0.3928 0.1167 0.1167 
4>ll.2 -0.2400 -0.2520 0.0120 -0.2440 -0.4252 -0.0966 0.1154 0.1147 
4>21.2 -0.5000 -0.4908 0.0091 -0.4936 -0.6937 -0.2941 0.1628 0.1626 
4>12.2 -1.9700 -1.9712 0.0012 -1.9652 -2.1569 -1.7966 0.1104 0.1104 
4>22.2 1.0000 0.9983 0.0016 1.0011 0.8308 1.1687 0.1278 0.1278 
4>ll.3 0.8900 0.9012 0.0112 0.8921 0.7254 1.1083 0.1205 0.1200 
4>21.3 -0.2000 -0.2032 0.0032 -0.2066 -0.3287 -0.0775 0.1088 0.1087 
4>12.3 1.4600 1.4563 0.0036 1.4572 1.3027 1.6244 0.1227 0.1227 
4>22.3 0.4000 0.3927 0.0072 0.3983 0.2396 0.5474 0.1698 0.1696 
4>ll.4 -0.8000 -0.8010 0.0010 -0.7965 -0.9223 -0.6893 0.0728 0.0728 
4>12.4 1.0500 1.0441 0.0058 1.0481 0.9121 1.1673 0.0828 0.0826 
Bll.1 -0.8500 -0.8436 0.0063 -0.8452 -0.9980 -0.6854 0.1011 0.1009 
B21.1 -1.0300 -1.0211 0.0088 -1.0250 -1.1857 -0.8475 0.1194 0.1190 
B12.1 0.6000 0.6008 0.0008 0.6057 0.4935 0.7130 0.0953 0.0953 
B22.1 -0.2000 -0.2040 0.0040 -0.1991 -0.3655 -0.0570 0.0958 0.0957 
Bll.2 -1.0400 -1.0342 0.0057 -1.0374 -1.1911 -0.8782 0.1210 0.1209 
B21.2 0.8900 0.8814 0.0085 0.8842 0.7063 1.0619 0.1229 0.1226 
B12.2 0.8800 0.8663 0.0136 0.8738 0.6221 1.0792 0.1393 0.1386 
B22.2 0.1000 0.0884 0.0115 0.0875 -0.1021 0.2783 0.1182 0.1176 
Bll .3 0.5300 0.5280 0.0019 0.5321 0.3528 0.7135 0.1281 0.1281 
B21.3 0.4100 0.4112 0.0012 0.4195 0.1834 0.6487 0.1391 0.1391 
B12.3 0.0600 0.0507 0.0092 0.0454 -0.1994 0.3015 0.1519 0.1517 
B22.3 -1.0000 -0.9918 0.0081 -0.9910 -1.1892 -0.7981 0.1444 0.1442 
Bll.4 0.2500 0.2393 0.0106 0.2467 0.0459 0.4068 0.1135 0.1130 
B12.4 -0.6000 -0.5974 0.0025 -0.5943 -0.8027 -0.3972 0.1361 0.1361 
Note - These estimates are obtained from the estimated frequencies of the true mode! over 1000 
replications (see table xviii, M2 of our method). The eigenvalues of the mode! are real 0.4331, -0.7946 
and -0.6031, and conjugate 0.9500-t-0.2372i (0.9792 in norm) and 0.5573-t-0.4919i (0.7433 in norm) for 
the autoregressive part, and real 0.8831, -0.6014 and -0.2304, and conjugate 0.2229-t-0.7989i (0.8294 
in norm) and 0.1263-t-0.1775i (0.2179 in norm) for the moving-average part. 
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Table xxi. Frequencies of estimated Kronecker indices of VARMA model with true 
Kronecker indices (3,1,2) : Comparison with Hannan-Kavalieris and Poskitt methods 
for different sample sizes 
Our method H-K method Poskitt method 
T (Pl,P2,P3) À;;'! À~a~ Ml M2 Ml M2 Ml M2 
(0,0,0) 0 0 113 0 0 0 
(0,2,0 ~ P3 ~ 1) 0 0 0 0 6 0 
(1,0,0) 0 0 500 0 0 0 
(1,1,0) 0 0 335 0 9 0 
(1,1,1) 0 0 52 2 465 0 
(2,1,1) 0 0 0 0 326 0 
(2,1,2) 0 1 0 121 27 1 
(2,2,2) 2 1 0 183 14 34 
200 (3,1,1) 99 164 0 49 153 4 
(3,1,2)* 0.9144 0.8556* 820 822 0 93 1 23 
(3,1,3) 3 0 0 68 0 2 
(3,2 ~ P2 ~ 3,1) 8 1 0 11 1 7 
(3,2,2) 24 1 0 14 0 333 
(3,3,2) 1 0 0 19 0 563 
(3,3,3) 0 0 0 440 0 31 
(4 ~Pl ~ 5,1,1) 12 4 0 0 0 0 
(4~Pl~5,1,2) 31 6 0 0 0 2 
(1,1,0) 0 0 134 0 0 0 
(1,1,1) 0 0 653 0 0 0 
(2,1,0) 0 0 33 0 0 0 
(2, 1 ~P2 ~ 2,1) 0 0 4 0 11 0 
(2,1,2) 0 0 171 3 30 0 
(2,2,2) 0 0 5 2 335 1 
500 (3,1,1) 2 1 0 1 183 0 
(3,1,2)* 0.9144 0.8556* 997 999 0 782 177 0 
(3,1,3) 0 0 0 107 0 0 
(3,2 ~P2 ~ 3,1) 0 0 0 0 36 0 
(3,2,2) 1 0 0 17 228 37 
(3,3,2) 0 0 0 18 0 921 
(3,3,3) 0 0 0 70 0 41 
Note - À~! and À~~ are the respective dominant eigenvalues of Â. (autoregressive part) and B 
(moving-average part) as described in (5.18). The simulated true model (characterized by the true 
Kronecker indices) as weIl as its corresponding complex-conjugate eigenvalues are marked by an 
asterisk. The eigenvalues not marked by asterisk are real. 
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Table xxii. Frequencies of estimated Kronecker indices of VARMA model with true 
Kronecker indices (3,1,2) : Comparison with Hannan-Kavalieris ;tnd Poskitt methods 
for different sample sizes (continued) 
Our Method H-K Method Poskitt Method 
T (Pl, P2, P3) >..~~x >..MA max Ml M2 Ml M2 Ml M2 
(2,1,2) 0 0 973 0 0 0 
(2,2,2) 0 0 22 0 16 0 
(3,1,1) 0 0 1. 0 0 0 
(3,1,2)* 0.9144 0.8556* 1000 1000 4 785 2 0 
1000 (3,1,3) 0 0 0 122 0 0 
(3,2,2) 0 0 0 12 870 0 
(3,3,2) 0 0 0 17 112 932 
(3,3,3) 0 0 0 64 0 67 
(3,4,2) 0 0 0 0 0 1 
(2,1,2) 0 0 55 0 0 0 
(2,2,2) 0 0 16 0 0 0 
(3,1,1) 0 0 1 0 0 0 
2000 (3, 1, ~)* 0.9144 0.8556* 1000 1000 927 754 0 0 (3,1,3) 0 0 0 152 0 0 
(3,2,2) 0 0 1 4 88 0 
(3,3,2) 0 0 0 24 912 767 
(3,3,3) 0 0 0 66 0 233 
Note - >..~~x and >..;;;.:! are the respective dominant eigenvalues of fi (autoregressive part) and Ë 
(moving-average part) as described in (5.18). The simulated true model (characterized by the true 
Kronecker indices) as weIl as its corresponding complex-conjugate eigenvalues are marked by an 
asterisk. The eigenvalues not marked by asterisk are real. 
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Table xxiii. VARMA model with Kronecker indices (3,1,2) and sample of 500 obser-
vations 
Second Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th _p 95th _p RMSE Std-Dev 
J.L.p,1 0.0000 -0.0029 0.0029 -0.0014 -0.1140 0.0986 0.0635 0.0635 
J.L.p,2 0.0000 -0.0020 0.0020 -0.0014 -0.0423 0.0344 0.0236 0.0235 
J.L.p,3 0.0000 0.0003 0.0003 -0.0003 -0.0572 0.0579 0.0353 0.0353 
4>21,0 -0.5000 -0.4978 0.0021 -0.4977 -0.5631 -0.4304 0.0410 0.0409 
4>31,0 0.3000 0.3488 0.0488 0.3434 0.1008 0.6001 0.1620 0.1545 
4>1l,1 0.4600 0.4618 0.0018 0.4588 0.2966 0.6300 0.1027 0.1027 
4>21,1 -0.4300 -0.4382 0.0082 -0.4395 -0.5781 -0.2882 0.0870 0.0866 
4>31,1 0.2000 0.2617 0.0617 0.2717 -0.0372 0.5260 0.1924 0.1822 
4>22,1 -0.2000 -0.1999 0.0000 -0.2003 -0.3906 -0.0086 0.1143 0.1143 
4>23,1 -0.1000 -0.0953 0.0046 -0.0957 -0.1646 -0.0225 0.0445 0.0442 
4>33,1 0.3000 0.1792 0.1207 0.1776 -0.0493 0.4274 0.1840 0.1388 
4>1l,2 0.1900 0.1795 0.0104 0.1774 0.0122 0.3574 0.1051 0.1046 
4>31,2 0.3400 0.2760 0.0639 0.2783 -0.0558 0.6115 0.2157 0.2060 
4>32,2 -0.1100 -0.2006 0.0906 -0.2046 -0.6527 0.2299 0.2893 0.2747 
4>13,2 0.1200 0.1346 0.0146 0.1383 -0.0249 0.2784 0.0972 0.0961 
4>33,2 -0.0200 0.0102 0.0302 0.0126 -0.1788 0.1919 0.1184 0.1144 
4>1l,3 -0.1500 -0.1437 0.0062 -0.1445 -0.3365 0.0519 0.1194 0.1193 
4>12,3 0.2800 0.3082 0.0282 0.3081 0.0414 0.5611 0.1582 0.1556 
4>13,3 0.3000 0.2967 0.0032 0.2965 0.1732 0.4209 0.0750 0.0749 
8 11 ,1 0.5200 0.5100 0.0099 0.5118 0.3276 0.6800 0.1103 0.1099 
821,1 0.1500 0.1435 0.0064 0.1465 0.0035 0.2813 0.0811 0.0808 
831,1 0.2000 0.0899 0.1100 0.0923 -0.1758 0.3484 0.1964 0.1626 
8 12,1 0.3700 0.3957 0.0257 0.3935 0.2519 0.5405 0.0942 0.0906 
822,1 -0.1300 -0.1218 0.0081 -0.1219 -0.3333 0.0807 0.1279 0.1277 
8 32 ,1 0.2600 0.2465 0.0134 0.2416 0.0093 0.4885 0.1563 0.1557 
8 13,1 -0.1000 -0.0882 0.0117 -0.0883 -0.1580 -0.0164 0.0443 0.0427 
823,1 0.2200 0.2205 0.0005 0.2200 0.1329 0.3120 0.0543 0.0543 
833,1 -0.6000 -0.4770 0.1229 -0.4782 -0.7263 -0.2270 0.1960 0.1526 
8 11 ,2 0.3400 0.3111 0.0288 0.3175 0.0977 0.4973 0.1250 0.1216 
8 31 ,2 -0.1800 -0.1300 0.0499 -0.1277 -0.4071 0.1620 0.1782 0.1711 
812,2 -0.3200 -0.2980 0.0219 -0.3034 -0.4630 -0.1183 0.1073 0.1050 
8 32,2 0.2300 0.3289 0.0989 0.3199 -0.1217 0.8152 0.3097 0.2934 
813,2 0.1600 0.1577 0.0022 0.1526 0.0011 0.3306 0.1025 0.1025 
833,2 0.3600 0.2737 0.0862 0.2769 0.0298 0.5099 0.1660 0.1418 
8 11 ,3 -0.1400 -0.1478 0.0078 -0.1510 -0.3337 0.0429 0.1145 0.1142 
8 12,3 0.3500 0.3069 0.0430 0.3045 -0.0186 0.6399 0.2114 0.2069 
8 13 ,3 0.1600 0.1629 0.0029 0.1605 -0.0066 0.3260 0.1015 0.1014 
Note - These estimates are obtained from the estimated frequencies of the true model over 1000 
replications (see table xxi, M2 of our Method). The eigenvalues of the model are real 0.9144 and 
-0.1433 and conjugate 0.3983-t-0.621Oi (0.7378 in norm) and -0.5039-t-0.2801i (0.5765 in norm) for 
the autoregressive part, and real 0.4392 and -0.2014 and conjugate -0.2587-t-0.8156i (0.8556 in norm) 
and 0.3523-t-0.3788i (0.5174 in norm) for the moving-average part. 
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Table xxiv. VARMA model with Kronecker indices (3,1,2) and sample of 500 obser-
vations (continued) 
Third Stage Estimates 
Coefficient Value Mean Avg-Dev Median 5th _p 95th _p RMSE Std-Dev 
J-t<l>,1 0.0000 -0.0032 0.0032 -0.0013 -0.1112 0.0991 0.0634 0.0633 
J-t<l>,2 0.0000 -0.0022 0.0022 -0.0015 -0.0434 0.0358 0.0241 0.0240 
J-t<l>,3 0.0000 0.0000 0.0000 -0.0011 -0.0526 0.0556 0.0327 0.0327 
rP21,O -0.5000 -0.4991 0.0008 -0.4996 -0.5648 -0.4307 0.0413 0.0413 
rP31,O 0.3000 0.3044 0.0044 0.3039 0.0940 0.5112 0.1415 0.1414 
rPl1,1 0.4600 0.4612 0.0012 0.4644 0.3061 0.6128 0.0913 0.0913 
rP21,1 -0.4300 -0.4283 0.0016 -0.4311 -0.5745 -0.2725 0.0906 0.0906 
rP31,1 0.2000 0.2003 0.0003 0.2119 -0.0748 0.4494 0.1650 0.1650 
rP22,1 -0.2000 -0.1917 0.0082 -0.1911 -0.3895 0.0057 0.1190 0.1187 
rP23,1 -0.1000 -0.0987 0.0012 -0.0984 -0.1711 -0.0236 0.0454 0.0454 
rP33,1 0.3000 0.2870 0.0129 0.2852 0.0843 0.4998 0.1263 0.1256 
rPl1,2 0.1900 0.1969 0.0069 0.1977 0.0471 0.3440 0.0918 0.0915 
rP31,2 0.3400 0.3311 0.0088 0.3409 0.0000 0.6194 0.1900 0.1898 
rP32,2 -0.1100 -0.1156 0.0056 -0.1127 -0.4695 0.2692 0.2238 0.2238 
rP13,2 0.1200 0.1082 0.0117 0.1106 -0.0307 0.2409 0.0870 0.0862 
rP33,2 -0.0200 -0.0136 0.0063 -0.0102 -0.1635 0.1221 0.0857 0.0855 
rPl1,3 -0.1500 -0.1618 0.0118 -0.1615 -0.3239 0.0013 0.1013 0.1006 
rP12,3 0.2800 0.2807 0.0007 0.2863 0.0693 0.4723 0.1250 0.1250 
rP13,3 0.3000 0.3070 0.0070 0.3058 0.2169 0.4006 0.0557 0.0553 
811,1 0.5200 0.5184 0.0015 0.5151 0.3522 0.6790 0.1003 0.1003 
821,1 0.1500 0.1462 0.0037 0.1482 0.0032 0.2817 0.0835 0.0834 
831,1 0.2000 0.1957 0.0042 0.2006 -0.0518 0.4351 0.1439 0.1438 
812,1 0.3700 0.3764 0.0064 0.3754 0.2365 0.5204 0.0843 0.0841 
822,1 -0.1300 -0.1426 0.0126 -0.1461 -0.3430 0.0775 0.1308 0.1302 
832,1 0.2600 0.2791 0.0191 0.2741 0.0546 0.4920 0.1504 0.1492 
813,1 -0.1000 -0.0960 0.0039 -0.0968 -0.1644 -0.0307 0.0401 0.0399 
823,1 0.2200 0.2172 0.0027 0.2190 0.1257 0.3089 0.0568 0.0568 
833,1 -0.6000 -0.5825 0.0174 -0.5832 -0.8151 -0.3505 0.1435 0.1424 
811,2 0.3400 0.3256 0.0143 0.3325 0.1548 0.4952 0.1051 0.1041 
831,2 -0.1800 -0.1736 0.0063 -0.1754 -0.3845 0.0437 0.1352 0.1351 
812,2 -0.3200 -0.3221 0.0021 -0.3265 -0.4664 -0.1708 0.0900 0.0900 
8 32,2 0.2300 0.2366 0.0066 0.2437 -0.1302 0.6001 0.2269 0.2268 
813,2 0.1600 0.1720 0.0120 0.1728 0.0225 0.3244 0.0948 0.0941 
833,2 0.3600 0.3463 0.0136 0.3437 0.1565 0.5304 0.1174 0.1166 
811,3 -0.1400 -0.1347 0.0052 -0.1360 -0.2677 0.0016 0.0825 0.0823 
8 12 ,3 0.3500 0.3550 0.0050 0.3579 0.1033 0.6130 0.1556 0.1555 
8 13 ,3 0.1600 0.1528 0.0071 0.1531 0.0240 0.2813 0.0784 0.0781 
Note - These estimates are obtained from the estimated frequencies of the true model over 1000 
replications (see table xxii, M2 of our Method). The eigenvalues of the model are real 0.9144 and 
-0.1433 and conjugate 0.3983+0.621Oi (0.7378 in norm) and -0.5039+0.2801i (0.5765 in norm) for 
the autoregressive part, and real 0.4392 and -0.2014 and conjugate -0.2587+0.8156i (0.8556 in norm) 
and 0.3523+0.3788i (0.5174 in norm) for the moving-average part. 
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Table xxv. Frequencies of estimated Kronecker indices of VARMA model with true 
Kronecker indices (3,2,4,1), >.~! = 0.7968* and >.;;;~ = 0.9793* : Comparison with 
Hannan-Kavalieris and Poskitt methods for different sample sizes 
Our method H-K method Poskitt method 
T (pl, P2, P3, P4) Ml M2 Ml M2 Ml M2 
500 (2 ~ . ~ 3, 2 ~ . ~ 5,2,1) 16 13 16 0 655 5 
(2 ~. ~ 3,2,2,2) 4 14 22 0 0 0 
(3,2,3, 0 ~ . ~ 3) 151 157 918 200 341 27 
(3,2,4,1)* 744 737 0 12 3 443 
(3,2, 4 ~ . ~ 5, 2 ~ . ~ 4) 54 48 0 48 0 206 
(3,3, 1 ~ . ~ 4, 1 ~ . ~ 4) 28 24 44 293 1 222 
(3,4, 2 ~ . ~ 5, 1 ~ . ~ 4) 3 6 0 285 0 81 
(4, 2 ~ . ~ 4,4, 1 ~ . ~ 4) 0 1 0 129 0, 16 
(4 ~. ~ 5,5 i 5,5) 0 0 0 7 0 0 
(5 ~ . ~ 6,6,6,6) 0 0 0 26 0 0 
1000 (3,2,3, 1 ~ . ~ 3) 56 57 989 61 862 0 
(3,2,4,1)* 888 904 0 55 138 129 
(3,2, 4 ~ . ~ 5, 2 ~ . ~ 4) 35 20 0 75 0 585 
(3,3, 3 ~ . ~ 4, 1 ~ . ~ 4) 19 18 11 223 0 208 
(3,4, 3 ~ . ~ 4, 1 ~ . ~ 4) 2 1 0 439 0 76 
(4,2,4,2 ~. ~ 4) 0 0 0 7 0 1 
(4, 3 ~ . ~ 4, 4, 1 ~ . ~ 4) 0 0 0 126 0 1 
(5 ~. ~ 6,6,6,6) 0 0 0 4 0 0 
2000 (3,2,3,1) 12 9 882 0 262 0 
(3,2,3,2 ~. ~ 3) 0 0 100 3 0 0 
(3,2,4,1)* 974 973 0 28 738 0 
(3,2, 4 ~ . ~ 5, 2 ~ . ~ 4) 7 10 0 56 0 428 
(3, 3 ~ . ~ 4,4, 1 ~ . ~ 4) 7 8 18 762 0 572 
(3 ~ . ~ 6,6,6,6) 0 0 0 13 0 0 
(4,2,4, 1 ~. ~ 4) 0 0 0 4 0 0 
(4,3< . < 4,4,1 < . < 4) 0 0 0 134 0 0 
Note - >..!~x and >..~:!. are the respective dominant eigenvalues of A (autoregressive part) and Ë 
(moving-average part) as described in (5.18). The simulated true model (characterized by the true 
Kronecker indices) as weIl as its corresponding complex-conjugate eigenvalues are marked by an 
asterisk. The eigenvalues not marked by asterisk are real. 
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Table xxvi. Frequencies of estimated Kronecker indices of VARMA model with true 
Kronecker indices (5,1,3,2,1), À!! = 0.8524* and À~:C = 0.8788* : Comparison with 
Hannan-Kavalieris and Poskitt methods for different sample sizes 
Our method H-K method Poskitt method 
T (pl ,P2, P3, P4, P5) Ml M2 Ml M2 Ml M2 
1000 (3, 1 S . S 3,2 S . S 3, 2 S . S 3, 1 S . S 3) 0 1 1000 0 137 0 
(4,1,3,2,1 S . S 2) 4 9 0 0 161 0 
(4,2 S . S 4,3 S . S 4,2 S . S 4,2 S . S 4) 4 0 0 18 0 9 
(4 S . S 5, 1,2,2,2) 2 0 0 0 446 0 
(5,1,3,2,1)* 903 920 0 0 0 0 
(5,1 S . S 2,3,2 S . S 3,2) 45 36 0 0 256 27 
(5, 1 S . S 4,5,5,5) 0 0 0 143 0 0 
(5,2 S . S 3,3,2,1 S . S 3) 22 19 0 0 0 607 
(5,3,3 S . S 4,3 S . S 5,2 S . S 5) 0 0 0 1 0 218 
(5,4 S . S 5,4 S . S 5,4 S . S 5,5) 0 0 0 838 0 0 
(6 S . S 7,1,3,2,1) 19 15 0 0 0 0 
(6 < . < 8,2 < . < 3,3,2 < . < 3,2 < . < 3) 1 0 0 0 0 139 
2000 (3,1 S . S 3,3,2 S . S 3,1 S . S 3) 0 0 955 0 38 0 
(4,1,3,2,1) 0 0 7 0 0 0 
(4, 1 S . S 2,3,2,2) 0 0 0 0 68 0 
(4,1,3 S . S 4,2 S . S 4, 1) 0 0 38 0 0 0 
(5,1 S . S 2,2,2,2) 0 0 0 0 28 0 
(5,1,3,2,1)* 966 969 0 0 0 0 
(5,1,3,2,2) 25 28 0 0 807 0 
(5,2,3,2 S . ~ 4,2) 4 0 0 0 59 39 
(5,2 S. S 3,5,5,5) 0 0 0 41 0 0 
(5,3,3,2,2 S. S 3) 0 ·0 0 0 0 87 
(5,3,3,3,2 S . S 3) 0 0 0 0 0 698 
(5,3 S . S 4,3,2 S . S 5,2) 0 0 0 0 0 43 
. (5,3 S . S 4,4 S . S 5,5,5) 0 0 0 171 0 0 
(5,5,5,5,5) 0 0 0 788 0 0 
(6 S . S 7,1,3,2,1) 5 3 0 0 0 0 
(6 S . S 9,2 S . S 4,3,2 S . S 3,2 S . S 3) 0 0 0 0 0 133 
Note - >..;!! and >..~~ are the respective dominant eigenvalues of À. (autoregressive part) and B 
(moving-average part) as described in (5.18). The simulated true model (characterized by the true 
Kronecker indices) as weB as their corresponding complex-conjugate eigenvalues are marked by an 
asterisk. The eigenvalues not marked by asterisk are real. 
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Conclusion générale 
Dans cette thèse nous avons développé de nouvelles méthodes paramétriques per-
mettant d'établir de l'inférence fiable à distance finie dans les modèles VAR. Ces 
méthodes sont basées sur des techniques de simulation utilisant les tests de MC. 
Nous avons également développé de nouvelles techniques simples pour la spécifica-
tion et l'estimation des modèles VARMA sous la forme échelon. Cette dernière étant 
attrayante de point de vue théorique de part sa représentation parcimonieuse accusait 
un refus de part les économètres sur le plan pratique [difficile à utiliser, en particulier 
dans de grands systèmes]. Les deux derniers essais de cette thèse offrent des nouveaux 
outils rendant possible l'estimation et l'inférence (basée sur les nouvelles méthodes 
développées déjà pour les VAR) dans les modèles VARMA en forme échelon. Cette 
thèse est composée de trois essais. 
Dans le premier essai, nous avons proposé une méthode basée sur la simulation 
pour produire des tests à échantillons finis dans les modèles VAR paramétriques avec 
ordre connu (ou avec b~::>rne supérieure connue de l'ordre du processus). La caracté-
ristique importante de cette méthode est qu'aucune autre hypothèse sur la structure 
du processus sous-jacent n'est nécessaire: tout ce qui est nécessaire, c'est la possibi-
lité de simuler le modèle une fois qu'un nombre fini de paramètres a été spécifié. Par 
exemple, le processus VAR peut être intégré de n'importe quel ordre. Nous avons éga-
lement montré que la méthode proposée peut être appliquée dans la pratique, malgré 
la présence d'un grand nombre de paramètres de nuisance. À l'aide d'une étude de 
simulation, nous avons vu clairement que les deux procédures asymptotique standard 
ainsi que le bootstrap peuvent souffrir de graves distorsions de niveau, tandis que, 
sous les mêmes conditions, la méthode de MCM permet de contrôler parfaitement le 
niveau du test (comme prévu), bien que la taille pourrait être inférieure au niveau du 
test. À notre connaissance, aucune autre procédure disponible, ne possède ces carac-
téristiques. Nous avons aussi appliqué la méthode pour des tests de causalité au sens 
de Granger dans un modèle VAR comprenant quatre variables macroéconomiques de 
l'économie américaine. 
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Bien que nous avons considéré ici des tests sur l'ordre du VAR et de causalité 
au sens de Granger, l'approche proposée peut être appliquée en principe à tout en-
semble de restrictions sur le modèle, telles que des hypothèses de racine unitaire ou de 
cointégration. Dans de tels cas, même si l'hypothèse de racine unitaire (par exemple) 
pourrait être prise en compte par une théorie distributionnelle asymptotique ou d'une 
procédure de bootstrap, de grandes racines dans la région stationnaire mais proches 
du cercle unité pourraient, encore,conduire à de grandes distorsions de niveau. Par 
construction, la procédure MCM reste valable indépendamment de la structure du 
VAR. Il est également important de noter que la distribution des innovations n'a pas 
besoin d'être normale: toute hypothèse qui spécifie complètement la distribution de 
E (T) = vec (El, ... ,ET) , i. e. c'est-à-dire la distribution des perturbations à une trans-
formation linéaire (ou matrice de covariance) près inconnue, peut être utilisée. Aucune 
hypothèse sur l'existence des moments n'èst nécessaire, donc on pourrait envisager 
des distributions avec des queues épaisses. On pourrait aussi introduire d'autres pa-
ramètres libres dans la distribution des erreurs: ces paramètres peuvent être traités 
comme des paramètres de nuisance supplémentaires. 
Les principales limites de l'approche que nous avons proposée ici se situent dans 
la conception paramétrique requise pour effectuer les tests de MC et le coüt de cal-
cul. Sur le premier point, il est important de noter que les hypothèses paramétriques 
suppose une borne maximale sur l'ordre du processus (qui' est équivalent à supposer 
que l'ordre du processus VAR est "connu"). Dans le cas des tests de non causalité au 
sens de Granger (ainsi que pour de nombreuses hypothèses d'intérêt), cela signifie que 
l'ordre du retard est une partie intégrante de l'hypothèse nulle: il n'y a aucun moyen 
de "séparer" la non causalité au sens de Granger de l'ordre du processus. En prévoyant 
une sélection de l'ordre fondée sur les données cela exigerait la simulation de la procé-
dure de sélection de modèle. Notez, toutefois, que faire de l'inférence à échantillon fini 
sans mettre explicitement une borne supérieure sur l'ordre du processus est une tâche 
fondamentalement impossible [voir les débats dans Sims (1971a, 1971b), Cochrane 
(1991), Blough (1992), Faust (1996, 1999), Potscher (2002) et Dufour (2003)]. Donc, 
du point de vue de l'élaboration de tests valides à échantillons finis, l'hypothèse d'un 
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"ordre connu" est inévitable. 
Si l'on est prêt à accepter une procédure qui ne possède ~as une "justification 
asymptotique", il est également important de noter que les "procédures exactes" 
proposées restent asymptotiquement valides (dans le sens habituel de validité asymp-
totique ponctuelle) sous des hypothèses beaucoup plus faibles, y compris un ordre 
"inconnu" qui peut être "estimé d'une manière convergente". Tant que les tests MC 
sont effectués au moyen d'une distribution qui est couverte par les hypothèses de la 
théorie distributionnelle limite, la probabilité de l'erreur du type 1 satisfait la condi-
tion de niveau, asymptotiquement. Bien évidemment, sous des hypothèses habituelles, 
telle que la convergence ne va pas généralement être uniforme - ce qui suppose la pos-
sibilité de déviations arbitraires par rapport au niveau nominal du test - mais cela 
reflète simplement le fait que les hypothèses générales de régularité sont tout simple-
ment trop faibles pour permettre même l'existence de procédures exactes valides à 
échantillons finis [voir Dufour (2003)]. Il est également intéressant de noter que la pro-
cédure MCM s'adapte automatiquement à la dépendance éventuelle de la distribution 
de la statistique du test sur les coefficients autorégressifs. 
Concernant le deuxième point, il est clair que les tests MCM tests sont intensifs 
côté calcul. Le code qui nous permet de réaliser des simulations et des applications 
présentées n'est pas certainement optimal [étant donné que ceux-ci étaient réalisés 
avec GAUSS] et nous nous efforçons de l'améliorer. Compte tenu de l'amélioration 
régulière de la vitesse des ordinateurs des générations futures, l'importance de cette 
limitation devrait diminuer dans le temps. 
Dans le deuxième essai, nous avons donné la distribution asymptotique d'un es-
timateur linéaire simple de deux étapes pour les modèles VARMA en forme échelon. 
L'estimateur est convergent lorsque la longue autorégression auxiliaire utilisée pour 
générer les estimations de première étape des innovations du modèle, a un ordre nT 
qui croit vers l'infini à un taux inférieur à T 8 où 0 < 80 ::; 8 < 1/2. De plus, cet esti-
mateur a une distribution asymptotique normale lorsque nT croit à un taux inférieur 
à T 8 avec 0 < 80 ::; 8 < 1/4. Dans ce dernier cas, la distribution asymptotique n'est 
pas affectée par l'utilisation des résidus estimés décalés comme régresseurs. 
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Les résultats ci-dessus peuvent être exploitées de plusieurs manières. Tout d'abord, 
les estimations de deux étapes et la théorie distributionnelle correspondante peuvent 
être utilisées directement pour l'inférence sur le modèle VARMA. En particulier, ces 
résultats peuvent être utilisés pour fin de sélection de modèle et de simplification 
du modèle (par exemple, en supprimant les coefficients non significatifs). Deuxiè-
mement, les estimations de deux étapes peuvent être exploitées pour obtenir des 
estimateurs plus efficaces, tels que les estimateurs MV ou des estimateurs qui sont 
asymptotiquement équivalents au MV. Cela peut être considéré, en particulier, afin 
d'atteindre l'efficacité avec des innovations Gaussiennes. Notons, toutefois, que de tels 
gains d'efficacité ne peuvent être obtenus si les innovations ne sont pas Gaussiennes. 
Troisièmement, en raison de leurs simplicité, les estimateurs linéaires de deux étapes 
sont particulièrement bien adaptés pour être utilisés dans le contexte de procédures 
d'inférence basées sur les techniques de simulation, comme les tests de bootstrap et 
MCM. En outre, la distribution asymptotique donnée ci-dessus peut être utile afin 
d'améliorer la validité du bootstrap. 
Dans le troisième et dernier essai de cette thèse, nous avons proposé une pro-
cédure d'estimation linéaire de trois étapes pour l'estimation des modèles VARMA 
stationnaires inversibles, en forme échelon. L'approche peut être facilement adaptée 
aux modèles VARMAX et étendue aux modèles VARMA intégrés et cointégrés. La 
méthode d'estimation a considéré la forme échelon car celle-ci tend à identifier des 
modèles ayant une paramétrisation relativement parcimonieuse. Mais notre procédure 
reste valable pour d'autres formes identification, telle que la forme d'équations finales 
ou tout autre modèle contraint pour fins d'inférence. 
Notre méthode proposée fournit une forme standard générale simplifiée des esti-
mations des paramètres de la forme échelon qui sont plus faciles à calculer que celles 
de Hannan et Kavalieris (1984b) et Poskitt (1992), respectivement. Ce qui parait 
recommandable' et attrayant du point de vue pratique. En outre, nous avons géné-
ralisé les résultats développés dans le deuxième essai sur la méthode d'estimation de 
deux étapes pour dériver la distribution asymptotique des estimateurs MCG en cas 
de bruits blancs forts, car cela n'a été nulle part établi à notre connaissance. Nous 
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avons également fourni la justification théorique de la mise en œuvre de la troisième 
étape de régression linéaire pour permettre l'efficacité en cas d'erreurs Gaussiennes. 
Ce qui montre l'équivalence entre la distribution asymptotique de nos estimateurs de 
troisième étape et celle des estimateurs MV. Cependant, les propriétés à échantillon 
fini de nos estimateurs ne sont pas les mêmes que celles des estimateurs MV. Bien 
que notre procédure d'estimation de trois étapes est équivalente à celle de Hannan et 
Kavalieris (1984b), les estimations des covariances asymptotiques des paramètres de 
la forme échelon que nous avons donnés pour les deuxième et troisième étapes de la 
procédure, sont par contre simples, agréables et faciles à utiliser pour fins d'inférence. 
Dans cet essai, nous avons également proposé une procédure simplifiée de sélec-
tion d'ordre (ou de modèle) pour identifier les indices de Kronecker caractérisant la 
forme échelon du modèle VARMA. Notre procédure repose sur la détermination de 
la matrice implicite des restrictions pour tous les ensembles d'indices de Kronecker 
et pour n'importe quelle dimension possible des systèmes VARMA. Ainsi, par un tel 
accomplissement nous avons rendu la forme échelon plus attrayante pour des travaux 
empiriques futurs. En outre, pour résoudre les problèmes de sur-paramétrisation et 
de précision dont souffrent, respectivement, les méthodes de Hannan et Kavalieris 
(1984b) et de Poskitt (1992), nous avons proposé des critères d'information et des 
raccourcis pour fournir des estimations fortement convergentes des vraies valeurs des 
indices de Kronecker dans des échantillons de taille modérée et grande. Par ailleurs, 
afin d'estimer des modèles VARMA en forme échelon, stationnaires et inversibles 
(moyennant entre autres notre procédure d'estimation), nous avons développé un 
algorithme efficace qui fonctionne d'une manière systématique à cette fin. Un tel 
algorithme pourrait être facilement intégré pour améliorer la librairie (routines ou 
Logiciels) de maximisation du MV en vue d'estimer des modèles VARMA station-
naires et inversibles. De plus, une étude de simulation a montré que notre méthode 
d'estimation domine de loin celles de Hannan et Kavalieris (1984b) et de Poskitt 
(1992), respectivemen~. Il en est ainsi, en particulier, et davantage dans des systèmes 
avec des dimensions élevées. C'est, à dire, qu'à la différence de leurs approches qui 
se comportent mal dans l'estimation des indices de Kronecker, présentant ainsi de 
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mauvaises propriétés à échantillon fini des estimations des paramètres impliqués par 
la forme échelon, notre procédure, en revanche, donne des probabilités élevées pour 
identifier le vrai modèle VARMA sous la forme échelon: En outre, notre procédure 
fournit des paramètres estimés avec des propriétés à échantillon fini agréables et as-
sez satisfaisantes. Donc, au vu des résultats ci-dessus, notre méthode d'estimation 
proposée semble plus précise et plus recommandable dans la pratique. 
Enfin, à l'aide d'un exemple empirique sur l'économie américaine utilisant six sé-
ries macro-économiques, nous avons facilement estimé un modèle VARMA en forme 
échelon avec la méthode que nous avons proposée. De plus, nous avons montré que ces 
modèles plus parcimonieux fournissent de meilleurs outiis efficaces, comparés aux mo-
dèles VAR, dans l'analyse de certaines politiques économiques telle que de la politique 
monétaire que nous avons étudiée. 
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