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• A comparative analysis for various scales virtual power plant model is presented.• The virtual power plant consists of scattered wind farms and one biomass plant.• The day-ahead and balancing markets are considered.• Results showing significant profit increase are analyzed.







A B S T R A C T
Commercial Virtual Power Plants (CVPPs) have recently emerged as one of the most promising solutions for
enabling intermittent renewable energy generation sources to efficiently trade the energy they generate in the
electricity market. In this study, we develop several optimization and forecasting methods, and apply them to
model the operation of multiple renewable generators across Scotland, trading energy as a single CVPP. The aim
of the techniques developed is to optimize the scheduling of the CVPP, such as to maximize revenues and reduce
the penalties resulting from forecasting errors, while considering operational and market constraints, such as
variable costs, ramping rates, start-up costs, day-ahead and imbalance prices. The practical application is based
on a case study of operational renewable energy plants in Scotland, and optimizes the CVPP operation for
3 months in winter and summer of 2017, respectively. Renewable generation output, day-ahead prices and
imbalance prices are obtained from historical data for the same year. The numerical results show a profit in-
crease of around 12% for the CVPP compared to standalone operation of renewable plants. This increase is
observed for different market and imbalance settlement strategies.
1. Introduction
1.1. Motivation & approach
The need for renewable energy is increasing at a fast pace, in order
to decrease the reliance on conventional fossil fuel-based power plants,
due to recent environmental guidelines and policies, such as the first
large scale legally binding agreement reached at the Paris climate
conference in December 2015, where 195 countries agreed to reduce
greenhouse emissions and act to mitigate climate change [1]. Similarly,
the UK has set ambitious targets for clean energy systems. At least 15%
of UK’s energy consumption is planned to be covered from Renewable
Energy Sources (RES) by 2020 [2], but only 9.3% of the target was
achieved in 2016 [3].
To achieve the 2020 target, it is necessary to ensure a reliable pe-
netration from a mix of RES generation, such as wind and solar, which
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are highly intermittent in nature and dependent on weather conditions.
For example, wind power generation is stochastic and difficult to pre-
dict. In particular, wind power is proportional to the wind speed, which
is a function of various weather parameters, such as relative humidity,
air temperature, atmospheric pressure and precipitation [4]. Accurate
forecasting for wind power generation is necessary to avoid imbalances
in the electricity grid, which may impose cost penalties on Wind Farm
(WF) operators [5]. Similarly, solar generation also depends on weather
patterns and needs to be accurately forecasted.
Virtual Power Plants (VPPs) have recently emerged as one of the
most promising concepts to reduce the financial and technical risks
presented by such intermittent energy sources [6]. A VPP consists of
multiple Distributed Energy Resource (DER) units such as Renewable
Energy Sources (RES), Energy Storage Systems (ESS), Combined Heat
and Power (CHP) units or other technologies that act as a single gen-
erating unit [7]. Existing literature identifies two main types of VPPs;
Technical Virtual Power Plants (TVPPs) [8] and Commercial Virtual
Power Plant (CVPPs) [7]. A TVPP combines different DERs from the
same geographic location in order to produce an aggregate output that
is similar to a conventional power plant. Hence, TVPPs facilitate power
system management and interface with the operation of the electricity
grid. A CVPP can perform across geographic scales by commercially
aggregating multiple DERs with the objective to maximize their profits.
In microgrid operation a group of various energy generators is used
to serve a specific area either in coordination or separately from the
main electricity grid. By comparison, VPPs do not have this limitation
and may contribute to electricity grid balancing [9]. VPPs are also ty-
pically used to aggregate geographically distributed and intermittent
energy sources, in order to reduce risk and uncertainty in electricity
production, as the accuracy of forecasts and errors is improved when
the distance between aggregated units is increased [10]. The latter
forms the main focus of this work and more specifically the optimiza-
tion of the energy management for a CVPP. The following section ela-
borates on related research works in the field.
1.2. Literature review
A literature review revealed different optimization algorithms for
VPPs across multiple configurations. A probabilistic day-ahead opti-
mization algorithm is presented in [8], used for the aggregation of
multiple renewable energy units, CHP units, electrical and thermal
storage. The VPP participates in the day-ahead and spinning reserve
market. Forecasting scenarios used the Point Estimate Method (PEM) to
simulate wind output and prices uncertainty. The study found that most
of the time the VPP was buying from the spinning reserve market and
the CHP ramping capability could have been explored to cover
shortages of supply.
In [11], a cluster of multiple CHPs was proposed and a new opti-
mization method based on Mixed Integer Linear Programming (MILP)
was developed that aimed to increase the revenues of the CHP cluster
compared to individual operations. CHP units were scheduled to op-
erate when the day-ahead prices are low and shut down when prices are
high. The results showed a 10% reduction in operating costs; however
the study did not explore the ramping capabilities of the CHP units nor
the potential for generating profits in the real-time or balancing market.
A proposed two-stage optimization algorithm to schedule a micro-
grid consisting of multiple DERs [12] was proved to be powerful. It is,
however, purely optimizing based on the plants generation costs and
not considering the market prices. A stochastic programming based VPP
model [13] schedules its output according to day-ahead prices, pro-
duction and storage costs constraints. The equiprobable operation sce-
narios used in the objective function tend to only be efficient if the
output and prices are already known.
In [14] a combination of aggregation of wind and hydro storage
units was considered. A risk constrained method was utilised in the day-
ahead market. Wind power uncertainty was accounted for by assuming
multiple generation scenarios with Monte Carlo simulation. The hydro
units followed recursive actions in real-time operation, in order to
preserve to the total scheduled power and prevent any deviation from
the schedule submitted to the day-ahead market. A constrained payoff
function accounts for the imbalance penalty and hydro units generation
costs. The results showed that coordinated operation between wind and
hydro units yielded reduced imbalance and associated penalty risks,
however, the optimization method resulted in curtailment of wind
power in real-time operation, to avoid the imposition of penalties.
Curtailment is when wind power generation is wasted in order to avoid
penalties from power imbalances as in [14], or most typically to avoid
congestion or network constraints [15].
Using the same payoff concept, a coordinated operation of hydro,
wind and natural gas units was considered in [16] with the objective to
minimize operating costs of the natural gas and hydro units and reduce
imbalance penalties. The optimization method developed in [16]
achieved the objective with increased payoffs and reduced financial
risks.
Robu et al. [17] used multi-agent technology to provide efficient
payment mechanisms and incentives for cooperative formation of
multiple DERs in CVPPs. The study achieved VPP formation by redu-
cing the joint forecasting error of the participating DERs.
The in-depth review of relevant research works revealed consider-
able knowledge gaps in the existing literature in terms of new methods
for:
1. Market participation and optimization trading of VPPs when day-
ahead prices are unknown and potentially volatile.
2. Modelling the VPP trading, based on large-scale data and real-world
case studies.
3. Consideration of a dispatchable (but still low emission) generator,
such as a Biomass Power Plant (BPP), integrated with DERs in the
same VPP.
This work seeks to address these knowledge gaps by advancing the
state of the art. The main contributions of this paper can be summarized
as follows:
– To our knowledge, this paper is one of the first to assume a con-
tinuous loop simulation for the duration of a year and a two-stage
optimization, for the day-ahead market and for real-time operation.
Existing literature - of which we are aware – uses probabilistic
modelling techniques, whereas this work provides an applied com-
putational/trading model for the control management of dispatch-
able plants in real-time markets that compensates for intermittent
RES deviation from the scheduled energy plan.
– The work advances the state of the art by extending the optimization
framework to include the day-ahead and real-time prices, while also
incorporating uncertainty through an Autoregressive Moving
Average (ARMA) model. Simulation results are based on a specific
duration timeline and assume unknown values for the day-ahead
renewable energy output and market prices, hence, representing a
more realistic approach.
– The proposed VPP is considered to be the first large scale CVPP to be
implemented in Scotland, one of the regions with the highest re-
newable resources in the UK and currently investing in such ad-
vanced energy management technologies.
– Realistic simulation assumptions were considered in this work by
restricting the amount of excess power sold to the balancing market.
– Finally, this paper is one of the first, to our knowledge, to combine
CVPP optimization and uncertainty modelling with multiple in-
tegration scenarios analysis for various renewable plants and se-
paration distances that allow for an evident and realistic comparison
between profits achieved by aggregated plants and individual op-
eration.
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2. Problem background and methodology
2.1. Organization of the electricity market
The electricity market consists primarily of generators, suppliers,
non-physical traders and the Transmission System Operator, re-
presented in the UK by the National Grid [18]. Generators are power
plants owners, who sell their generated power to energy suppliers (re-
tailers) via future bilateral contracts or in the wholesale energy market.
Energy suppliers are responsible of supplying electricity to consumers
in the retail market. The TSO is responsible for the real-time matching
of electricity supply to the demand, in order to balance the system and
avoid power outages. Non-physical traders act as intermediate mer-
chants between generators and suppliers and trade electricity for profit
without actually generating any power or satisfying any demand.
The energy exchange in the UK is mainly covered by the European
Power Exchange (EPEX), which is part of EEX (European Energy
Exchange), based in Germany [19]. Every day generators submit their
forecasted energy output to EPEX along with the corresponding price
they are willing to accept for the following day, starting from 00:00 (UK
Time zone) and for 24 h with a time step of 30min. Similarly, suppliers
submit their forecasted energy demand volume for every half an hour
and the corresponding price they are willing to pay to serve such de-
mand. The bid submission closes at 12:00 (UK Time zone); this is called
the day-ahead market [20,21]. After gate closure, market clearing
prices (day-ahead prices) are announced based on the supply and de-
mand curves intersection for each trading interval or settlement period.
A trading interval of 30min represents 48 settlement periods each day.
Generator bids are based on forecasted and scheduled energy to be
generated in the following day, and once the generation period starts at
00:00 am, generators are committed and expected to deliver the con-
tracted volumes, at each settlement period and at the cleared day-ahead
market price. If the generator fails to deliver the contracted volume, it is
subjected to a penalty for the imbalance created (negative imbalance)
and needs to purchase additional energy at the balancing (real-time)
market to compensate for the shortage created. Similarly, if more than
the contracted volume is generated (positive imbalance), the surplus is
sold in the balancing market at the real-time market selling price [22].
It is obvious that energy trading in such markets represents a fi-
nancial risk for highly intermittent renewable energy sources such as
wind generators, since the energy scheduled and bids from wind farm
operators rely heavily on accurate wind forecasts [23]. Forecasting
errors may result in lower actual production than the submitted bid,
and hence imply costs for the operator stemming from the need to
participate in the balancing market. Accurate forecasts of the output
energy are therefore of great importance along with back-up of inter-
mittent sources, in order to satisfy contractual arrangements and de-
liver the contracted volume. Wind farms’ trading strategy needs to
carefully consider potential profit gains or losses originating from the
imbalance and deviation from the day-ahead scheduled power.
Imbalance settlement differs as per each country’s energy market
regulation and policy. The basis of all policies is penalizing the gen-
erator for shortages and negative deviation of the scheduled power.
Broadly speaking, the system buys energy if the output is lower than
scheduled (up-regulation) and sells energy if there is an excess of pro-
duction (down-regulation). The imbalance pricing policies have dif-
ferent types. Single pricing is applied using either the up regulation or
down regulation price for the imbalance [24]. Dual pricing is using two
different values for the up and down regulation and most likely a higher
price for the up-regulation than the price of the down-regulation [25].
The positive (surplus) and negative imbalance (shortage) terms used in
the current paper are consistent with definitions provided by the UK
administrator of the Balancing and Settlement Code, ELEXON [26]. In
the UK, the buying price is higher than the selling price which makes
surplus sales in the balancing market less profitable than the day-ahead
market.
A different option for RES generators is trading in the Intra-day
market. The Intra-day market works particularly well for RES gen-
erators, especially wind farms, as it allows them to adjust the bidding
strategy every 4 h i.e. closer to real-time generation. Wind farms op-
erators can benefit from this market as wind forecast errors are gen-
erally lower for shorter time horizon forecasts (4–8 h) and allow them
to repeatedly revise their bidding [27]. In the following section, dif-
ferent techniques for wind forecasting are discussed.
2.2. Wind forecasting
Two main methods for wind forecasting are Numerical Weather
Prediction (NWP) models [28], which use measurements of weather
parameters, such as by wind turbines anemometers, and statistical
methods [29], which can be as simple as the persistence model or as
complicated as Artificial Neural Network (ANN) techniques.
The persistence model is arguably the simplest method of wind
forecasting. Broadly speaking, the method assumes that the wind speed
or power after a certain time horizon is equal to its value at the current
time. The prediction of wind speed and subsequent conversion to power
output tends to be more accurate than directly predicting the power
output. The persistence model yields higher errors for long term fore-
casts (i.e. 12 h) and lower errors for shorter time horizons, such as
forecasting for a few hours ahead (i.e. 2 h). The persistence model is
often used as a benchmark case or references for comparison against the
accuracy any other forecasting model [29].
It is obvious that the forecasting horizon is one of the most im-
portant factors affecting the accuracy of the forecast. Wind power is
primarily a function of wind speed, which in turn is a function of
weather parameters such as humidity, atmospheric pressure and tem-
perature. The behaviour of weather is more accurately predicted for
shorter time horizons.
ANNs represent a machine learning solution concept able to re-
cognize data patterns and predict future trends by getting fed with
multiple inputs. ANN is a very powerful method especially as it is able
to correlate inputs and outputs, which are hard to compute, and is able
to approximate non-linear functions. However, good performance in-
dicates a large requirement of input parameters. In [30], ANN was used
to forecast wind power output over a period of 24 h. The results yielded
a mean error of 7.26%, significantly lower than the persistence model,
which if used in the same application, yielded a mean error of 19.05%.
The most classical and conventional statistical methods of fore-
casting are called Autoregressive Moving Average (ARMA) and
Autoregressive Integrated Moving Average (ARIMA) [31]. A detailed
explanation for statistical time series analysis is given in [32].The ap-
plication of ARMA(p,q) or ARIMA(p,d,q) is based on the concept of
stationarity, which can be defined as the trend of a time series to exhibit
the same behaviour at multiple snapshots. The models consist of dif-
ferent parameters, parameter p represents the Autoregressive (AR) part,
d the integral part and q the Moving Average part.
ARMA(p,q) is accurate for stationary series and can be described by











where , iare the model coefficients, trepresents white noise (un-
correlated random values).
ARIMA(p,d,q) includes an additional integral term d (sum of dif-
ferences) [33], which is equal to the difference between time steps
(y y )t t 1 if d= 1, and {(y y y y) ( )}t t t t1 1 2 if d= 2, and so on.
The difference between time steps is performed to transform the time
series to stationary.
Both models use historical data to recognize data patterns and build
the regression formula which is used to forecast future times series data.
The basic steps of forecasting with ARMA or ARIMA are listed below
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[34]:
1. Identification of the model orders (p,q) or (p,d,q)
2. Estimation of the model coefficients
3. Diagnosis check for model validation and forecasting use
In this work, seasonal ARMA models with different orders were used
for each wind farm and day-ahead price forecasting. Seasonality was
assumed due to the tendency of wind speed patterns to be repeated
every week (explained in detail in the following section). To estimate
the order of the model, the Akaike Information Criterion (AIC) [35] was
introduced. Estimated forecasting models can be evaluated with AIC
and the model with minimum AIC value was taken as the best fit [32].
2.3. Model assumptions
In this work, a model of a CVPP was assumed consisting of different
wind farms (WFs) and a biomass power plant (BPP). For simplicity, the
following assumptions were made in our model:
– VPP trading was not assumed to affect market prices. In reality, both
generators and suppliers bid for the expected generation and con-
sumption, respectively. Bids are then integrated on the trading
platform as a supply-demand curve, and then the equilibrium prices
are obtained by the intersections and for each trading interval [18].
The effect of the VPP to the wholesale energy market and con-
sequent price change was assumed to be small enough to be negli-
gible.
– Annual fixed Operation and Maintenance (O&M) costs for wind
farms and the BPP are neglected in the objective function, since
their effects are negligible on the evaluation results for the profit-
ability of the VPP.
– O&M annual cost of the BPP was assumed not to affect dispatch
decisions. In this work, BPP’s O&M cost is only used to extract the
relation of cost per (MWh) to the load factor. The BPP is only op-
erated when prices exceed variable (fuel+ carbon penalty) costs.
– BPP’s variable costs include both fuel and carbon penalty costs.
Dealing separately with these costs requires more information about
the actual CO2 emissions per MWh than was available at the time of
study.
– VPP forecasting was performed on the summation of the actual
power outputs of wind farms, not on the wind speeds.
– The BPP operates with a value equal to the wind energy imbalance
in the balancing market regardless of the operating cost. No opti-
mization was considered for trading in the balancing market.
The BPP operation is optimized with mixed integer linear pro-
gramming (MILP), a typical linear programming optimization method,
where decision variables are assumed to be integers [11]. A defined
percentage (60% in Scenario 1 and 70% in Scenario 2) of the BPP
nominal power is scheduled in the day-ahead market, only when the
forecasted day-ahead prices are higher than its O&M and start-up costs.
The remainder is used to tackle wind power schedule deviations in the
balancing market. It is assumed that the BPP compensates for the im-
balances occurring at any time (t) after (t+ 0.5) (30min lag), based on
the wind persistence model concept, which is suitable for short-term
forecasting.
Historical data for day-ahead and imbalance prices are obtained
from ENTSOE (European Network of Transmission System Operators
for Electricity) transparency platform [36], and are available for every
half an hour. Actual electricity generation from wind is collected from
Elexon’s balancing market reports [37].
Energy scheduling and optimization takes place in the day-ahead
market. In the balancing market the VPP aims to commit to its schedule
derived and minimize any negative imbalances. The simulations per-
formed were based on historical data for 3months in winter (January,
February, and March) and in summer for (July, August, and September)
of 2017.
Bidding of forecasted wind energy output and biomass is submitted
at 12:00. As the bidding strategy refers to the 24 h from 00:00 until the
following day 00:00 (48 settlement periods), forecasting should also
include an additional 12 h, between 12:00 pm and 00:00 for continuity.
For imbalance calculations, these 12 h are removed, and only previous
day forecasts are considered. Hence, the forecasting horizon needs to be
equal to 36 h, which can be categorized as long-term forecast. As a
result, ANN or ARMA methods would yield lower forecasting error than
the persistence method.
The method selected in this work was an ARMA(p,q) model used to
forecast wind power output for 36 h ahead starting from 12:00 pm
every day. Data used for training and estimation of model parameters
and ARMA coefficients are based on data for one month (December
2016), before the simulation period. Model orders p and q were esti-
mated by trial and error and for each combination of parameters, the
AIC is obtained. The model yielding the minimum value of AIC is
chosen, as most suitable ARMA coefficient estimation. Matlab’s
“Econometric Modeler” toolbox [38] was used assuming a seasonal
ARMA model (4 seasons). The same process was repeated for day-ahead
prices, which need to be forecasted, in order to decide on the optimal
operation of the BPP.
The VPP under consideration consists of four wind farms: Todleburn
(27.6MW), Minsca (36.8MW), Dalswinton (30MW), and Edinbane
(41.4MW), and one dedicated biomass plant: Stevens Croft (44MW),
all located in Scotland. Three wind farms are widely separated with
more than 500 km distance between, as shown in Fig. 1. Dalswinton
and Minsca have closer proximity and are only 25 km apart. This geo-
graphical separation is required to avoid high correlation between wind
farm outputs, which might be helpful, such that if one farm experiences
a negative imbalance, this could be compensated by the positive im-
balance provided by a different farm.
Stevens Croft is a 44MW and 6.5 MWth medium-sized dedicated
biomass power plant owned by E.ON UK, first installed in 2007 [39]. It
primarily uses soft wood as fuel for the boiler to produce high pressure
(137 bar) steam, which is required to then operate a Siemens SST-
800turbine [40]. According to a detailed plant economic analysis pre-
sented in [41], the project capital cost was 93 million GBP including
capital and commissioning costs. The annual O&M costs form a total of
4.5% of the capital cost. From the capital cost and assumed Discounted
Cash Flow (DCF) factors of 5% and 10%, a Break-Even Selling Price
(BESP) curve versus the load factor is obtained. From the BESP curve,
fuel price (wood chips) in GBP/MWh and the calculated payback period
(equal to 13 years for a 10% DCF factor), the operational cost in GBP/
MWh can be estimated by reverse analysis (see also Fig. 2) of the In-
ternational Energy Agency (IEA) standard Levelized Cost of Energy
(LCOE) formula [42]:
=
+ + + + +
+
LCOE
Capital O M Fuel Carbon D DCF
MWh DCF
[( & ).(1 ) ]
. (1 )




MWh Amount of energy generated in year t
O&M Operation and maintenance expenditures in year t
Fuelt Fuel cost at year t
Carbont Carbon penalty cost in year t
+ DCF(1 ) t Discount rate factor at year t
Dt Decommissioning and waste management annual costs in
year t
The technical minimum operating power of the plant was considered to
be 40% of the nominal power (17.6MW), similar to the minimum op-
erating range of a lignite-fired power plant. The up/down ramping
limits were set to 8.8MW/h (i.e. equal to 20% of the full load/
minimum load ratio, as a conservative value) [43].
The BPP start-up was estimated from hot start generic values for a
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supercritical coal plant (having the highest values) [44]. The start-up
cost was calculated from the following parameters:
– Required thermal input was assumed equal to10.1 MMBTU/
MW×44MW=444.4 MMBTU=468.6MJ [44]
– Lowest heat value (for as-received willow) was estimated
at12.92MJ/kg
– Required input fuel quantity for start-up was assumed equal to
36.26 kg
– Willow price was set at 6 GBP/kg [45]
– Fuel price for start-up was estimated at 6× 36.26=217.56 GBP
– Other start-up costs were estimated at 4.64 GBP/MW (5.81 $/
MW)×44 (MW)=204.16 GBP [44] (conversion from USD to GBP
was based on the exchange rate on January 2017 [46] i.e. the start
of the simulation)
– Finally, the total start-up cost was estimated at 422 GBP
For simplification, minimum up and down times are not considered
in the optimization, although for more accurate simulation the plant
should not be off for more than 8 h to avoid the possibility of a costly
cold start [43].
3. Optimization model
The objective of the optimization is to maximize the profit of the
VPP assuming that bidding is submitted for the day-ahead market,
while also considering uncertainties and imbalance costs. The decision
variables of the optimization aim to determine the generation of the
BPP under several operational constraints, such as the ramping limit,
day-ahead forecasted prices and minimum up or down times.
Nomenclature
t
DA Day-ahead Prices at time t (GBP/MWh)
t
DAf Forecasted day-ahead prices at time t (GBP/MWh)
t
IMB Imbalance prices at time t (GBP/MWh)
PtSchBPP BPP output power to be scheduled at time t (MW)
PtImbBPP BPP output power to compensate the wind imbalance at time t (MW)
P BPP BPP Nominal power



















0 10 20 30 40 50 60 70 80 90 100
LOAD FACTOR %
LCOE (GBP/MWh) 10% DCF Variable (Fuel+carbon) (GBP/MWh)
Linear (Variable (Fuel+carbon) (GBP/MWh))
Fig. 2. Variable operating costs of Stevens Croft inferred from LCOE (BESP from 40% to 90% assumed from [41]). The cost function is linearized with zero intercept,
in order to achieve a linear optimization.
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Wind farm actual output power (MW) (n=1 for Toddleburn, 2 for
Minisca, 3 for Dalswinton and 4 for Edinbane)
PtSchWFn Forecasted (Scheduled) wind farm output power (MW)
StCt BPP Start-up cost (GBP)
CtOP BPP operation cost (GBP/MWh)
rt BPP ramp rate at time t (MW/hr)
ut Binary integer (1,0), activates or cancels the StC variable if the BPP starts
at time t
yt Binary integer (1,0), activates or cancels the C variable if the BPP starts at
time t
f Sch Factor [0,1], assign a percentage for BPP to be scheduled in the day-ahead
market, the remaining portion is left to operate in the balancing market
The formal representation of the optimization process is given by the
MILP formulation and the maximization of the objective function or






































subjected to the following constraints (see Table 1 for a description of
each constraint):














u {0, 1}t (6)
y {0, 1}t (7)
u u yt t t1 (8)























r P P rt tImbBPP tImbBPP t1 (12)
The imbalance settlement policy in the UK is based on single pricing
policy. The VPP is penalized for the negative imbalance at a price equal
to the surplus selling price. Assumption on UK energy prices were based
on data collection from ENTSOE [36].
Optimization was performed using Matlab. The forecasting model
was obtained by the Econometrics toolbox. Simulations were executed
at a Lenovo laptop with Quad core 2.6 GHz processor and 16 GB RAM.
The simulation for each season took around 4min to solve and the
results were analyzed using Microsoft Excel.
The simulation is based on 2 cases and 13 scenarios as shown in
Table 2. Scenarios consider different combinations of asset participa-
tion in the VPP, while cases represent different assumptions with re-
spect to the priority of dispatch between RES and conventional gen-
eration.
Scenarios 1–4 in Table 2 are shown for comparison, as they refer to
the simulation results when wind farms are separately considered and
base their bidding strategy on each farm’s own forecasting model.
Scenarios 5–7 simulate a VPP consisting of a group of 4, 3 or 2 wind
farms, respectively. The forecasting model for scenarios 5–7 is applied
on the aggregate single output curve and compared with the summation
of individual farms. For example, profit in scenario 7 is compared to the
summation of profits taken from scenarios 1 and 3. Profit in scenario 6
is compared to the summation of profits from scenarios 1, 2 and 3.
Scenarios 8 and 9 consider the participation of the BPP with all four
wind farms, for BPP scheduled at 60% and 70%, respectively. Scenarios
10–13 simulate a smaller-sized VPP consisting of a subgroup of the
wind farms and the BPP, scheduled at either 60% or 70%.
Scenarios 8–13 examine different groups of wind farms, backed up
by the BPP. Relatively larger sized wind farms (WF2 and WF4) were not
considered in some scenarios, in order to allow a higher percentage of
BPP backup power to compensate for the total wind imbalance. This
allows investigating the effects of the ratio between WF power output to
the dispatchable plant nominal power (which is required to cover the
wind imbalance).
The cases represent different assumptions for any positive im-
balance volume sales in the balancing market. The UK has a single
pricing system for the imbalance settlement, hence the expected ad-
vantage of the VPP would not show up as clearly as in a dual pricing
system. The assumption for the cases assumed are:
Case 1: Positive imbalance volume is sold 100% in the balancing
market see also analysis in Section 4.1). This case is an analogy for the
enforcement of EU Directive 2009/28/EC in which the system opera-
tors should give priority of dispatch to renewable generators over fossil
fuel-based power plants [47].
Case 2: When actual imbalance in the market (derived from his-
torical data) is positive, and the VPP has a surplus, the VPP can sell the
entire positive imbalance. When actual imbalance is negative, the VPP
is not able to sell its positive imbalance (see analysis in Section 4.2).
This case would match a realistic market where the renewable sources
compete with fossil fuel-based power plants for priority of dispatch.
Table 1
Constraints used in Eqs. (4)–(12).
Constraint equations Explanation
(4) States the cost function
(5) Enforces the forecasted day-ahead prices to be higher than the operating cost of the scheduled portion of the BPP
(6) and (7) Enforces ut and yt to be binary integers
(8) Eq. (8) enforces the start-up costs to be included (activated) in the equation at time (t), if start-up costs are higher than operation costs at time (t) minus the
values at the previous time step. For example: if the plant at t1 is at rest ( =u 0)t1 and started to operate at t2 ( =u 1)t2 , the start-up cost binary should be 1
which is equal to the difference between (ut2-ut1). If the BPP keeps operating at t3 then ut3 will be equal to ut2, hence =u u 0t t3 2 and yt3 should be equal
to 0, leading to the constraint being satisfied
(9) Sets the output power limits for the BPP power output as a percentage of the rated power to be scheduled in day-ahead market
(10) Sets the limits for the total BPP output power, which includes the scheduled portion and imbalances
(11) Enforces that the BPP output power in the balancing market (P )tImbBPP i.e. the not scheduled remainder, is equal to the difference between the actual and
scheduled wind power, while keeping the total output power below the BPP nominal power, as in Eq. (11)
(12) Sets the ramping limits for the BPP
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In real-world applications, the first case may not be considered very
practical, since the simulation is unaware of the actual market status or
the actions of other balancing players, who are able to purchase the
surplus energy generated. However, evaluation of VPP performance in
such a case, is required, as a unified forecast should give both lower
positive and lower negative imbalances. The unified forecast might be
less profitable when compared to individual operation of wind farms.
For individual operation, the difference between actual generated and
forecasted power might result in larger positive imbalance in total. This
would also result in compensation for the penalties coming from ne-
gative imbalances. Eventually the VPP becomes less profitable because
it produces lower positive imbalance, as well as lower negative im-
balance.
The second case is considered to be more realistic, since the positive
imbalance is sold when the market experiences an energy deficit. The
VPP is restricted from selling any surplus when the market is already
experiencing a positive imbalance. In this case, purchasing additional
energy from the system operator would lead to unaccepted system
stability. Simulation results for all considered cases and scenarios are
shown in the following section.
4. Results & discussion
For each scenario considered, the summation of profits of individual
plants is presented and compared against the single forecasting of the
VPP (see Tables 3 and 4 for Case 1 and Tables 5 and 6 for Case 2).
Bidding is assumed to take place at 12:00, as in the real market, hence,
there is no wind energy scheduled for the starting period between 0:00
to 12:00.Simulation results are calculated for the steps 25–4248 (i.e. for
a total of 88 days per season and a time step of 30min).
The profitability of the VPP is determined by the criterion of the
average selling price, defined as the total profit divided by the total
actual output. In addition, the remaining negative imbalance summa-
tion is reported and compared against the summation value for in-
dividual plant operation. The latter determines the evaluation of the
VPP effects on negative imbalances.
Forecasting is achieved by the ARMA forecasting technique. The
ARMA(p,q) model order was obtained for each wind farm separately
and for the VPP by aggregating the actual generation of wind farms for
the period of December 2016 (training data). Models orders were ob-
tained by trial and error and different parameter combinations for p =
[1, 9] and q = [1, 9] and based on the minimum AIC value. For WFs,
the ARMA models were assumed to be seasonal with 4 periods and
seasonal differencing, which considered a seasonal weekly pattern of
the wind for the one-month duration training data. The VPP ARMA
model assumed 2 seasonal differences, which proved to give better
results by trial and error.
WF1: ARMA (7, 8)4 with AIC= 9681
WF2: ARMA (8, 9)4 with AIC= 9798
WF3: ARMA (9, 9)4 with AIC= 8414
WF4: ARMA (8, 5)4 with AIC= 10046
Day-ahead price: ARMA (8, 8)4 with AIC= 1578
VPP Single forecast: ARMA (6, 7)2 with AIC= 11264
Fig. 3 shows the forecasted prices, the day-ahead prices and imbalance
prices, for 30 days in winter and summer, respectively, with a time step
of 30min and for 48 settlement periods. Results for a typical day are
shown in Fig. 4.
Day-ahead prices fluctuate around 53 GBP/MWh in winter, as
shown in Fig. 3-(1) and 41 GPB/MWh in the summer (see also Fig. 3-
(2)) with a maximum of 146.2 GBP/MWh and 115 GBP/MWh, and a
minimum of 28.8 GBP/MWh and 14.9 GBP/MWh, respectively. As
shown in Fig. 3-(3), the imbalance prices fluctuate around 54 GBP/
MWh in winter (for both up regulation and down regulation) with a
maximum of 146 GBP/MWh and a minimum of 28.8 GBP/MWh.
Summer imbalance prices (see Fig. 3-(4)) mean value is 37.5 GBP/MWh
with a maximum of 292.5 GBP/MWh and a minimum of 0. The dif-
ference between the day-ahead and imbalance prices is small, resulting
in a small difference also between the sales of the positive imbalance
volume in the balancing market and the generated energy in the day-
ahead market. More detailed results are presented in Tables 3 and 4 for
Case 1 and Tables 5 and 6 for Case 2.
Figs. 4 and 5 show the forecasted wind power in comparison to
actual wind power output in winter and summer. Forecasting method
accuracy for day-ahead prices is measured by the Root Mean Square
Error (RMSE) for the period under examination (3months in winter and
3months in summer).
The RMSE values for each individual wind farm forecasted power in
winter were estimated at 9.38, 10.39, 6.77, and 10.20 for WF1, WF2,
WF3 and WF4, respectively. The RMSE values for summer (see also
Fig. 6) were estimated at 6.76, 7.17, 4.65, and 7.99 for WF1, WF2, WF3
and WF4, respectively. Observed performance in the accuracy of the
forecasting technique can be attributed to the long-term forecast hor-
izon (12–36 h), as the plant operators need to submit their bids every
day at noon.
Table 2
Scenarios breakdown by nominal power and involved generators; Ticks (✓) show if the plant is included within the VPP in the corresponding scenario.
WF1 WF2 WF3 WF4 BPP (60%*) BPP (70%*)
Scenario # Toddleburn Minisca Dalswinton Edinbane Stevens Croft Stevens Croft
Nominal Power (MW) 27.6 36.8 30 41.4 44 44
1 (27.6MW) ✓ – – – – –
2 (36.9MW) – ✓ – – – –
3 (30MW) – – ✓ – – –
4 (41.4MW) – – – ✓ – –
5 (135.8MW) ✓ ✓ ✓ ✓ – –
6 (94.4MW) ✓ ✓ ✓ – – –
7 (57.6MW) ✓ – ✓ – – –
8 (179.8MW) ✓ ✓ ✓ ✓ ✓
9 (179.8MW) ✓ ✓ ✓ ✓ – ✓
10 (138.4MW) ✓ ✓ ✓ – ✓ –
11 (138.4MW) ✓ ✓ ✓ – – ✓
12 (101.6MW) ✓ – ✓ – ✓ –
13 (101.6MW) ✓ – ✓ – – ✓
* 60% and 70% represent the portion of the BPP scheduled for the day-ahead market.
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Forecasting accuracy, however, was not the major focus of this
study. The level of accuracy is similar in all scenarios and this allows for
a reasonable comparison and evaluation of the profitability of the VPP.
Prices forecasting (which have a relatively predictable and almost re-
peating pattern) appear to perform better than wind power forecasting,
which signifies that seasonal ARMA parameters may have to be re-
visited in future work and may not be the most suitable method for the
consideration of observed high spikes. Further investigation is required
to mitigate potentially erroneous forecasts that resemble similar
behaviour. Results from the simulations are presented in the following
section.
4.1. Case 1
In case 1, the positive imbalance is entirely sold in the balancing
market.
The “Profit increase” column shown in Tables 3 and 4 is the anchor
point on which conclusions from this work are based; the values in this
Table 3
Case 1, Winter results summary. Refer to Appendix A for the bullets (*) and captions explanations.
Table 4
Case 1, Summer results summary. Refer to Appendix A for the bullets (*) and captions explanations.
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column provide the basis for comparison between the VPP scenario and
the operation with individual wind farms. For scenarios 8–13 with BPP,
profits are compared to wind farms only. For example, in scenarios 8
and 9 (aggregation of all wind farms and BPP) profit is compared to
summation of individual wind farms (WF1+WF2+WF3+WF4). For
scenarios 10 and 11, profits are compared to a subgroup of wind farms
(WF1+WF2+WF3).
A negative profit for winter is observed in scenario 7, which might
be due to higher sales for WF1 and WF3 in the balancing market co-
inciding with periods of high prices. WF1 and WF3 produce higher
Table 5
Case 2 Winter results summary. Refer to Appendix A for the bullets (*) and captions explanations.
Table 6
Case 2 Summer results summary. Refer to Appendix A for the bullets (*) and captions explanations.
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positive imbalance in this case. On the other hand, all VPP Models yield
both lower negative and lower positive imbalance. These results show
greater suitability in a dual pricing market, where the contrast in profits
for VPP and individual plant operation would be clearer. An example of
operation across 48 h that highlights this result is shown in Fig. 7.
The highest profit increase in winter in the scenarios without in-
tegrating the BPP is scenario 5 where the 4 plants output power is
forecasted as a single output. In summer, the highest profit increase is
(1) (2) 
(3) (4) 
Fig. 3. Actual day-ahead, forecasted day-ahead and imbalance prices in winter (1, 3) and summer (2, 4). Straight lines in the figures represent mean values for the full
duration of the simulation analysis. The time step is 0.5 h (30min), resulting in 48 settlement periods per day and 1440 points per month.
Fig. 4. Actual vs forecasted day-ahead prices for day 9.
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for the 2 wind farms operating together as shown in Table 4. Integration
of the BPP to the VPP model (scenarios 8–13) achieves a significant
decrease in the negative imbalance, which ranges between 1.9% and
6.0% in winter and summer, respectively. Higher profits are achieved in
the 70–30% models (i.e. scenarios 9, 11 and 13), where the BPP is able
to better compensate for wind imbalances by 30% of its nominal power.
In winter, higher profits were achieved in scenario 11 with a profit
increase of 1.90%.The corresponding VPP in summer achieved 1.79%,
resulting in a profit increase if 1.85%, on average. Similarly, the most
profitable VPP model in summer is VPP was obtained in scenario 13
with a 2.61% profit increase. In winter, the corresponding model
achieved 1.40% profit increase, leading to an average profit increase of
2.00%. In addition, scenarios 12 and 13 obtained the lowest negative
imbalance among all scenarios, therefore it can be concluded that for
Fig. 5. Winter individual wind farms actual generated power.
Fig. 6. Summer individual wind farms actual generated power.
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VPP operation, scenario 13 obtained the optimal results for Case 1.
While the 70–30% model presented higher profits, a slightly higher
negative imbalance was also observed. In addition, the BPP responds
well to imbalances with two wind farms (scenarios 12 and 13) with
imbalance percentages of 2.30% and 2.50% in winter and 1.90%,
1.90% in summer, and moderately good with three wind farms (sce-
narios 10 and 11). The BPP response seems to perform better with two
wind farms as the imbalance volume (in MWh) from these farms of
Fig. 7. Case 1 Scenario 7 with a negative profitability.
Fig. 8. Case 2 VPP (Wind Farms+Biomass plant with 30% assigned for imbalance compensation) – Scenario 9 gives the least profitable model of the
Wind+Biomass combination (Average annual profit increase= 8%).
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nominal sizes 27.6 and 30MW), respectively, was almost equivalent to
the remaining portion of the BPP, allowed to participate in the balan-
cing market.
4.2. Case 2
In this case, positive imbalance is sold only when the VPP has a
surplus power and the market experiences a shortage in supply.
The profitability of the VPP for all scenarios is clearly shown in
Tables 5 and 6. The highest increase in profits for the VPP (Wind farms
combined) as compared to the sum of the individual wind farms is
4.07% in winter and 5.24% in summer (scenario 5). The smallest profit
increase occurs in scenario 6 with 3.84% in summer and 2.77% in
winter. In this scenario, ‘Edinbane’, the wind farm with the largest
nominal power is removed from the model. For the biomass scenarios
(8 to 13), a significant reduction in the negative imbalance was ob-
served. Negative imbalance reduced to 2.30% in winter (scenario 12)
and to 3.11% in summer (scenario 13). A maximum profit increase of
10.68% was observed in winter for scenario 13, and 12.81% in summer
for scenario 12.
The best performing scenario for Case 2 was the VPP in scenario 12
(2 Wind Farms and 40% dedicated BPP for imbalance), with an ob-
served profit increase of 12%, a significant increase for a prospective
investor.
Similarly to case 1, VPP operation with a backup plant responds
better to committed schedule, resulting in better overall performance,
as shown in Figs. 8–10. In Case 1 both negative and positive imbalance
volumes are lower than those obtained from each individual wind farm,
but in case 2 the positive imbalance is not entirely sold, leading to some
wind surplus being curtailed.
Case 2 results place emphasis on the lower positive imbalance. The
benefits of the VPP are shown here by the comparison of the VPP op-
eration against individual farms operation with regards to the negative
imbalance, which makes the VPP a more profitable case.
A similar study on a large scale VPP consisting of 600MW wind
farms and battery storage system yielded a profit increase of 1.3% and
3.2% for two different strategies, as stated in [48]. The result of this
Fig. 9. Case 2 VPP (Wind Farms+Biomass plant with 40% assigned for imbalance compensation) – Scenario 12 is giving the most profitable model of the
Wind+Biomass combination (Average annual profit increase= 12%).
Fig. 10. Case 2 VPP Wind Farms only, cumulative profits over the full study
period.
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study are comparable to results found in this work, especially with
results from scenarios 5 to 7 (Table 2). Addition of the biomass dis-
patchable plant improved profits by up to 12% (Table 6).
The main objective for the aggregation of different power plants is
to reduce uncertainties and minimize deviations from energy schedule.
In this study, this is achieved, however, in Case 1, this also resulted in
lower positive imbalance, which subsequently also reduced the value
added by the VPP. In this case, revenue surplus sales from individual
farms exceeded the penalties imposed on these farms due to negative
imbalance. Cumulative profits curves for VPP with backup power
models, as shown in Fig. 11, are smoother and tend to present a similar
linear behaviour, as results for VPP with wind farms only, shown in
Fig. 10.
5. Conclusion
This study highlights the importance of aggregating different re-
newable technologies rather than combining multiple DERs of the same
technology type in VPPs. More important, this study shows the added
value brought by the inclusion of a controllable plant or storage system
working in partnership with intermittent energy generation sources.
The concept of CVPPs proved to yield higher profits and reduced un-
certainty, even in the case of a less powerful forecasting model.
Accurate forecasting, especially for wholesale energy prices, is a crucial
factor to efficiently schedule thermal plant operation, decided based on
the relation of variable operating costs to the market prices. Moreover,
as shown in this study, significant errors in the day-ahead prices fore-
casting may result in a lower scheduled BPP power, essentially leading
to reduced potential sales.
Any backup plants to be considered for collaboration with inter-
mittent sources, should be of suitable size to compensate for the fore-
casting error in an effective way. Results from both different cases
considered in this study, indicate that a ratio of backup power to wind
power of 20–30% is most favourable and may yield higher profits. This
ratio might change relatively to the wind farm location and potentially
the forecasting technique used.
The forecasting error of the technique used in this study was high.
Moreover, day-ahead forecasts always face greater uncertainty risks
due to the longer forecast time horizon. Forecasting errors typically
range between 5% and 10%, as estimated from sample studies found in
the literature for Europe and the USA [49] (e.g. in Sweden, the majority
of forecasted samples yielded a 10% error, a similar case was observed
in Germany but with lower deviation from the mean). Better perfor-
mance in forecasting would lower the ramping of the backup plant,
while also reducing the required ratio between the rated power of the
thermal plant to capacities from wind farms. Better forecasts would also
allow a higher percentage of the thermal plant to be scheduled as a base
load, making the operation of the BPP more efficient and more profit-
able.
Annual variation of wind speed (assuming 20% average annual in-
crease/decrease in wind speed), resulted in almost constant profit in-
crease of VPP scenarios compared to individual wind farms operation.
This result is expected, since wind patterns did not change and fore-
casting errors are similar, although overall revenue observed was
higher/lower as wind farms produce more/less power, respectively.
The results highlight the need for future research in the following
directions:
– Examination of a similar VPP model in a dual imbalance pricing
system would prove very valuable. This could potentially result in
lower profits coming from positive imbalance sales and higher costs
for energy purchase that covers negative imbalance. Hence, the VPP
profits could be higher in this case.
– Improvement of the forecasting model and of the performance of the
forecasting algorithm could potentially be achieved by the use of
ANN models and multiple input variables, such as wind speed, air
temperature and consideration of wind turbines orientation.
– The VPP could benefit by the inclusion of a storage system; the
positive imbalance would be stored and re-used to compensate for
energy shortages. This would reduce the need for another backup
plant if the total wind output is significantly higher than the dis-
patchable plant. Future work would focus a similar VPP model with
pumped hydro storage or battery. The optimization in this case
would also need to derive the suitable storage system size and dis-
patchable plant operation.
– Simulating a VPP model with an integrated solar plant is considered
for future work. The aggregation of biomass and wind generation
studied in this work brought significant benefits. Addition of dif-
ferent RES technologies with diverse output characteristics, such as
solar generation, could potentially yield further improvements in
the profits achieved.
Fig. 11. Case 2 VPP with backup power, cumulative profits over the full study
period for the six different scenarios.




See Tables 7 and 8.
Table 7
Detailed results for Case 1, winter.
Table 8
Detailed results for Case 1, summer.
Least profitability among the Wind-Only aggregated VPP.
Best profitability among the Wind-Only aggregated VPP.
Least profitability among the Wind-BPP aggregated VPP.
Best profitability among the Wind-BPP aggregated VPP.
* Average selling price is an index to benchmark and compare the aggregated plants profitability; it is equal to the cumulative profit divided by the
total actual energy produced.
** The profit increase is measured by comparing the selling price of the VPP to the corresponding selling price of the summation of individual farms
(Ex: In Summer table, the profit increase of VPP-Scenario 7 = (Selling price of Scenario 7 (41 GBP)/Selling price of WF1+WF3 (40.58)) % =
101.03%, hence, the increase is 1.03%.
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Case 2 – Results Tables
See Table 9 and 10.
Table 9
Detailed results for Case 2, winter.
Table 10
Detailed results for Case 2, winter.
Least profitability among the Wind-Only aggregated VPP.
Best profitability among the Wind-Only aggregated VPP.
Least profitability among the Wind-BPP aggregated VPP.
Best profitability among the Wind-BPP aggregated VPP.
* Average selling price is an index to benchmark and compare the aggregated plants profitability; it is equal to the cumulative profit divided by the
total actual energy produced.
** The profit increase is measured by comparing the selling price of the VPP to the corresponding selling price of the summation of individual farms
(Ex: In Summer table, the profit increase of VPP-Scenario 7 = (Selling price of Scenario 7 (36.43 GBP)/Selling price of WF1+WF3 (34.8)) % =
104.69%, hence, the increase is 4.69%.
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