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RESUMEN
ALGUNOS RESULTADOS EN ESTEREOMETRI´A
UTILIZANDO EL A´LGEBRA GEOME´TRICA
JORGE GERARDO BELLIDO TOHALINO
Diciembre - 2018
Asesor : Dr. Edgar Dio´genes Vera Saravia.
T´ıtulo Obtenido : Licenciado en Matema´tica.
Muchas demostraciones que se ofrecen en la Geometr´ıa, tanto la cla´sica
como la anal´ıtica, se inician recurriendo a trazos geome´tricos, en algunos
casos intuitivos, continuando con un proceso estrictamente geome´trico.
Surge por lo tanto la siguiente pregunta:
¿Es posible complementar esas demostraciones estrictamente geome´tricas?.
La respuesta es afirmativa porque existe la estructura matema´tica que
permite esto: El a´lgebra geome´trica que enriquece las demostraciones tradi-
cionales con un sustento matema´tico algebraico, sin proponer que se prescin-
da de los trazos geome´tricos.
Palabras Claves : A´LGEBRA GEOME´TRICA
BIVECTOR UNITARIO
PROYECCIO´N ORTOGONAL
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ABSTRACT
SOME RESULTS IN STEREOMETRY USING THE
GEOMETRIC ALGEBRA
JORGE GERARDO BELLIDO TOHALINO
December - 2018
Adviser : Dr. Edgar Dio´genes Vera Saravia.
Obtained Degree : Mathematician.
Many demonstrations that are offered in Geometry, both classical and
analytical, are initiated by using geometric traces, in some cases intuitive,
continuing with a strictly geometric process.
Therefore, the following question arises: Is it possible to complement these
strictly geometric demonstrations?
The answer is affirmative because there is the mathematical structure
that allows this: The geometric algebra that enriches the traditional demons-
trations with an algebraic mathematical support, without proposing that the
geometric traces are ignored.
Keywords : GEOMETRIC ALGEBRA
UNIT BIVECTOR
ORTOGONAL PROJECTION
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Introduccio´n
El objetivo de este trabajo es presentar, recurriendo al a´lgebra geome´trica
una demostracio´n alternativa de algunos resultados, que se estudian en geo-
metr´ıa euclideana tridimensional.
La parte de la geometr´ıa que se dedica al estudio de las figuras situadas en el
espacio, se denomina Estereometr´ıa, que proviene del griego στερoεµετρια
(stereometria), stereo que significa so´lido y metr´ıa que viene de la ra´ızme-
tron que significa medida.
Etimo´logicamente, Geometr´ıa quiere decir medida de la tierra. Esta denomi-
nacio´n griega es justificada por el historiador Herodoto (siglo quinto A.C.),
que atribuyo a los egipcios el origen de esa ciencia. Segu´n e´l, el impuesto que
pagaban los propietarios de tierras en Egipto era directamente proporcional
al a´rea de cada lote. Los rebalses del r´ıo Nilo muchas veces hacian desaparecer
parte de las tierras de los agricultores. Entonces los cobradores de impuestos
del Farao´n ten´ıan que recalcular cada a´rea para que la cobranza fuese ajusta-
da. Tambie´n era necesario, para efectos del comercio, que se supiera calcular
el volumen de cada depo´sito de grano.
As´ı, el ca´lculo de a´reas y volu´menes es un asunto milenario, cuya importan-
cia se revelo´ muy temprano, au´n en las civilizaciones organizadas de forma
simple en relacio´n a los patrones actuales.
Descubrimientos histo´ricos recientes revelaron que los conocimientos ma-
tema´ticos de los babilonios (denominacio´n gene´rica para los diversos pueblos
que, durante 3,000 an˜os, ocuparon sucesivamente Mesopotamia, regio´n apro-
ximadamente correspondiente al Irak de hoy) eran ma´s extensos y avanzados
que los de los egipcios. Esto es particularmente cierto en A´lgebra y en ca´lcu-
los nume´ricos, pero tambie´n ocurre en Geometr´ıa, donde adema´s de conocer
las a´reas y volu´menes de figuras geome´tricas simples, los babilonios sabian
resolver problemas que inclu´ıan la relacio´n de Pita´goras, que les era familiar
mil an˜os antes que los pitago´ricos.
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Por lo tanto, sea en Egipto o Babilonia, a´reas y volu´menes fueron las prime-
ras nociones geome´tricas que despiertan el ı´nteres del ser humano. (Ver [11])
En tal sentido, este trabajo expondra´ resultados con relacio´n a a´reas y
volu´menes. Pues, como veremos en el desarrolo del mismo, el mo´dulo de
un bivector es el a´rea del paralelogramo que determinan el par de vectores
correspondientes y el mo´dulo de un trivector es el volu´men del paralelep´ıpedo
que determinan la terna de vectores correspondientes.
Veremos que un bivector unitario iab, determinado por dos vectores lineal-
mente independientes a, b ∈ R3, es la generalizacio´n del bivector unitario
determinado por dos vectores linealmente independientes de R2 (la unidad
compleja i), de tal modo que iab se relaciona con el plano determinado por
los vectores a, b ∈ R3 de modo completamente similar a como i se relaciona
con R2.
La motivacio´n para desarrollar este trabajo es que la estructura del a´lgebra
geome´trica y las herramientas que nos brinda permite demostraciones pura-
mente algebraicas; es decir, sin la necesidad de realizar algu´n trazo o gra´fico,
lo que no sucede cuando se estudia del modo tradicional, por lo general ocu-
rre que, llegado el momento de interpretar algu´n enunciado es indispensable
realizar un bosquejo o gra´fico que permita visualizar una estrategia adecuada
que permita probar dicha afirmacio´n.
El presente trabajo esta´ estructurado de la siguiente manera:
En el Cap´ıtulo 1 se exponen: La definicio´n de a´lgebra geome´trica euclideana
tridimensional AG(3), que emplearemos a lo largo de este trabajo, algunos
resultados fundamentales que nos llevara´ a desarrollar definiciones como: la
suba´lgebra par y el R-espacio vectorial impar de AG(3), el producto inte-
rior y el producto exterior de multivectores, as´ı como el producto escalar de
j-vectores de AG(3).
En el Cap´ıtulo 2 hablaremos de la Geometr´ıa Af´ın, esto con el propo´sito de
no tener ninguna restriccio´n con respecto al origen.
En el Cap´ıtulo 3 exponemos algunas definiciones con relacio´n a la des-
composicio´n del producto geome´trico entre un vector y un multivector de
AG(3) y como consecuencia de esta, resultados que nos facilitara´n desarro-
llar el cap´ıtulo siguiente.
En el Cap´ıtulo 4 presentaremos resultados de la Estereometr´ıa empleando
las herramientas desarrolladas en los cap´ıtulos anteriores.
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Cap´ıtulo 1
El a´lgebra geome´trica
euclideana tridimensional
El a´lgebra geome´trica fue creada por William K. Clifford, entre los an˜os 1873
y 1879, como una estructura matema´tica para algebrizar la geometr´ıa. Lo hi-
zo conjugando los aportes pioneros que Grassmann (creador de las a´lgebras
de extensio´n) y Hamilton (formalizador de los nu´meros complejos y creador
de los cuaterniones) presentaron en 1844 y 1843, respectivamente.
No se ha difundido como debe ser debido a que, de un lado la versio´n ma-
tema´tica, llamada Algebra de Clifford, tiene un desarrollo sofisticado y, de
otro, porque la interpretacio´n incompleta del tema que realizo´ Gibbs a fines
del siglo XIX, al crear los espacios vectoriales, parecio´ ser la estructura ma-
tema´tica suficiente durante el siglo XX; au´n cuando en la segunda de´cada de
dicho siglo Heisenberg manifesto´ que la f´ısica requer´ıa una matema´tica com-
pletamente nueva, que incluya a´lgebras no conmutativas. Fue precisamente
lo que trabajaron Pauli y Dirac. (Ver [10] y [5])
En este Cap´ıtulo presentamos un proceso de abstraccio´n de las ideas an-
teriores. Usando una estructura similar a las a´lgebras de matrices, sin usar
matrices, lo que permı´te un mayor contenido algebraico-geome´trico.
Para simplificar la notacio´n, escribiremos
e12 = e1e2, e31 = e1e3, e23 = e2e3 y e123 = e1e2e3.
La eleccio´n de las variables ei es intencional porque pretendemos identificarlas
con los elementos de la base cano´nica del R-espacio vectorial R3. Para mayor
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referencia pueden consultar los siguientes: [7] y [9]
Definicio´n 1.0.1. El a´lgebra geome´trica euclideana AG(3) sera´ el si-
guiente R-espacio vectorial en las variables vectoriales e1, e2 y e3.
AG(3) = {a0 + a1e1 + a2e2 + a3e3 + a4e12 + a5e31 + a6e23 + a7e123; aj ∈ R}
provisto del producto distributivo y asociativo pero no conmutativo, llama-
do producto geome´trico: AG(3) × AG(3) → AG(3) una funcio´n bilineal
determinada por la siguiente tabla.
1 e1 e2 e3 e12 e31 e23 e123
e1 1 e12 −e31 e2 −e3 e123 e23
e2 −e12 1 e23 −e1 e123 e3 e31
e3 e31 −e23 1 e123 e1 −e2 e12
e12 −e2 e1 e123 −1 e23 −e31 −e3
e31 e3 e123 −e1 −e23 −1 e12 −e2
e23 e123 −e3 e2 e31 −e12 −1 −e1
e123 e23 e31 e12 −e3 −e2 −e1 −1
TABLA DEL PRODUCTO GEOME´TRICO DE AG(3)
La tabla es construida utilizando las 3-condiciones de Dirac,
eiej + ejei = 2δij donde, i, j ∈ {1, 2, 3}.
Proposicio´n 1.0.2. De la definicio´n anterior se tiene
1. La condiciones de Dirac son equivalentes a las condiciones de
Grassmann-Clifford
eiei = 1 y ejei = −eiej donde i, j ∈ {1, 2, 3}
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2. Dados
eiejek y elemen con 0 ≤ i ≤ j ≤ k ≤ 3 y 0 ≤ l ≤ m ≤ n ≤ 3
se tiene
eiejekelemen = ±ereset con 0 ≤ r ≤ s ≤ t ≤ 3
Es decir, adema´s de asociativo y no conmutativo, el producto geome´trico
es cerrado en AG(3)
3. Dado a = a1e1 + a2e2 + a3e3 se tiene
a2 =
(
3∑
i=1
aiei
)(
3∑
i=1
aiei
)
=
3∑
i=1
a2i ≥ 0
4. Dado A = a12e12 + a31e31 + a23e23 se tiene
A2 =
(∑
i<j
aijeij
)(∑
i<j
aijeij
)
= −
∑
i<j
a2ij ≤ 0
Demostracio´n. Prueba del I´tem 1. Basta observar las 3-condiciones de Di-
rac.
Prueba del I´tem 2. SeaA = {r ∈ Z/0 ≤ r ≤ 3}, luego los ı´ndices i, j, k, l,m, n ∈
A.
Como son 6 ı´ndices y cada uno puede tomar 4 valores, esto nos permite
analizar los siguientes casos.
Caso 1.0.3. Siempre 4 ı´ndices son diferentes dos a dos.
Entonces al menos un ı´ndice es cero, luego se tiene
eiejekelemen = ±e1e2e3eres con 0 ≤ r ≤ s ≤ 3
= ±ereset con 0 ≤ r ≤ s ≤ t ≤ 3.
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Caso 1.0.4. Siempre 3 ı´ndices son diferentes dos a dos.
Sin pe´rdida de generalidad el conjunto {i, j, k}, cuyos elementos son dos a
dos diferentes, as´ı se tiene {l,m, n} ⊆ {i, j, k}, esto implica que
eiejekelemen = ±eres con 0 ≤ r ≤ s ≤ 3.
Caso 1.0.5. Siempre 2 ı´ndices son diferentes.
As´ı obtenemos
eiejekelemen = ±eres con 0 ≤ r ≤ s ≤ 3.
Caso 1.0.6. Todos los ı´ndices son iguales.
se sigue que
eiejekelemen = 1.
Por lo tanto
eiejekelemen = ±ereset con 0 ≤ r ≤ s ≤ t ≤ 3.
Prueba del I´tem 3.
Sea a = a1e1 + a2e2 + a3e3, se tiene que
a2 =
(
3∑
i=1
aiei
)(
3∑
i=1
aiei
)
,
= a21 + a1a2e1e2 + a1a3e1e3 + a2a1e2e1
+ a22 + a2a3e2e3 + a3a1e3e1 + a3a2e3e2 + e
2
3,
por el I´tem 1, se obtiene
a2 = a21 + a
2
2 + a
2
3 =
3∑
i=1
a2i ≥ 0.
7
Prueba del I´tem 4. Sea A = a12e12 + a31e31 + a23e23, luego se tiene
A2 =
(∑
i<j
aijeij
)(∑
k<l
aklekl
)
= −a212 + a12a13e12e13 + a12a23e12e23
− a213 + a13a23e13e23 + a23a12e23e12 + a23a13 − a
2
23,
por el I´tem 1, obtenemos
A2 = −a212 − a
2
31 − a
2
23 = −
∑
i<j
a2ij ≤ 0.
Los siguientes resultados sera´n usados posteriormente
Corolario 1.0.7. 1. AG(3) es no conmutativa.
2. Las variables ei son raices cuadradas de 1.
3. Los productos eiej son raices cuadradas de -1 si i 6= j.
4. e1e2e3 es raiz cuadrada de -1
5. Dados A =
7∑
i=1
aiei y B =
7∑
i=1
biei
(recordar que e0 = 1, e4 = e12, e5 = e31, e6 = e23 y e7 = e123)
se pide calcular los ci y verificar que AB =
7∑
i=1
ciei
Demostracio´n. Prueba del I´tem 1.
El producto geome´trico definido en AG(3) es no conmutativo, debido a las
3-condiciones de Dirac, en consecuencia AG(3) es no conmutativa.
Prueba del I´tem2. Bastara´ observar las 3-condiciones de Dirac.
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Prueba del I´tem 3. S´ı i 6= j, entonces
(eiej)
2 = (eiej)(eiej),
por la Proposicio´n 1.0.2, I´tem 1
(eiej)
2 = (eiej)(−ejei),
por asociatividad del producto geome´trico
(eiej)
2 = −ei(ejej)ei = −ei(1)ei = −eiei = −1.
Prueba del I´tem4.
(e1e2e3)
2 = (e1e2e3)(e1e2e3),
por asociatividad del producto geome´trico y por la Proposicio´n 1.0.2, I´tem
1, tenemos
(e1e2e3)
2 = e1e2(−e1e3)e2e3 = (e1e1)e2e3e2e3 = (e2e3)
2,
por I´tem 3, se tiene
(e1e2e3)
2 = −1.
Prueba del I´tem 5.
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Sean A =
7∑
i=1
aiei y B =
7∑
i=1
biei, entonces
AB =
(
7∑
i=1
aiei
)(
7∑
i=1
biei
)
,
= a1b1 + a1b4e2 + a1b5e3 + a1b2e4 + a1b3e5 + a1b7e6 + a1b6e7+
− a2b4e1 + a2b2 + a2b6e3 + a2b1e4 − a2b7e5 + a2b3e6 − a2b5e7+
− a3b5e1 − a3b6e2 + a3b3 + a3b7e4 − a3b1e5 − a3b2e6 + a3b4e7+
a4b2e1 − a4b1e2 − a4b7e3 − a4b4 + a4b6e5 − a4b5e6 + a4b3e7+
a5b3e1 + a5b7e2 − a5b1e3 − a5b6e4 − a5b5 + a5b4e6 − a5b2e7+
− a6b7e1 + a6b3e2 − a6b2e3 + a6b5e4 − a6b4e5 − a6b6 + a6b1e7+
− a7b6e1 + a7b5e2 − a7b4e3 + a7b3e4 − a7b2e5 + a7b1e6 − a7b7
=
7∑
i=1
ciei,
luego observando la expresio´n de arriba podemos decir como son los ci.
Proposicio´n 1.0.8.
β = {1, e1, e2, e3, e12, e31, e23, e123} es una R-base de AG(3).
Demostracio´n. Antes de probar el resultado probemos que la familia
{1, e123} es linealmente independiente. (1.1)
En efecto. Sean a, b ∈ R tales que a+ be123 = 0, luego se tiene que
0 ≤ a2 = (−be123)
2 = b2(e1e2e3)
2,
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por Corolario 1.0.7, I´tem 4, se tiene
a2 = −b2 ≤ 0,
en consecuencia se tiene a = b = 0.
Ahora probemos que β es una R-base de AG(3). Sean a0, ..., a7 ∈ R tales que
7∑
i=0
aiei = 0, es decir
a0 + a1e1 + a2e2 + a3e3 + a4e12 + a5e31 + a6e23 + a7e123 = 0. (1.2)
Multiplicando a la izquierda y a la derecha por e1, y por Proposicio´n 1.0.2,
Item 1, se obtiene
a0 + a1e1 − a2e2 − a3e3 − a4e12 − a5e31 + a6e23 + a7e123 = 0, (1.3)
luego sumando (1.2) y (1.3) se obtiene
a0 + a1e1 + a6e23 + a7e123 = 0, (1.4)
multiplicando a la izquierda y a la derecha por e2, y por Proposicio´n 1.0.2,
Item 1, tenemos
a0 − a1e1 − a6e23 + a7e123 = 0, (1.5)
luego sumando (1.4) y (1.5), obtenemos
a0 + a7e123 = 0,
por (1.1), se tiene que
a0 = a7 = 0.
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As´ı reemplazando en (1.2), se tiene
a1e1 + a2e2 + a3e3 + a4e12 + a5e31 + a6e23 = 0, (1.6)
multiplicando a la izquierda y a la derecha por e1, en (1.6), se obtiene
a1e1 − a2e2 − a3e3 − a4e12 − a5e31 + a6e23 = 0, (1.7)
sumando (1.6) y (1.7), tenemos
a1e1 + a6e23 = 0,
finalmente por (1.1), se obtiene
a1 = a6 = 0,
siguiendo este proceso de forma ana´loga, se obtienen:
a2 = a3 = a4 = a5 = 0.
Por tanto β es una R-base de AG(3).
1.1. El subespacio de los j-vectores
Definicio´n 1.1.1. En esta definicio´n transcribimos la terminolog´ıa de los
polinomios al contexto de las a´lgebras geome´tricas
1. Los elementos de 〈AG(3)〉j, la familia de los polinomios homoge´neos de
grado j de AG(3), sera´n llamados j-vectores, j ∈ {0, 1, 2, 3}.
2. Los elementos de AG(3) sera´n llamados multi-vectores.
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Definicio´n 1.1.2. El operador grado
〈 〉j : AG(3) −→ 〈AG(3)〉j
M 7−→ 〈M〉j.
Observacio´n 1.1.3. El operador grado es l´ıneal (Ver [7])
Corolario 1.1.4. De la proposicio´n 1.0.8, se sigue que
1. Los 〈AG(3)〉j son R-subespacios vectoriales de dimensio´n C
3
j .
2. Todo elemento M de AG(3) se escribe de manera u´nica como suma de
j-vectores:
M =
3∑
j=0
〈M〉j donde 〈M〉j ∈ 〈AG(3)〉j
esto es equivalente a la identidad
AG(3) =
3⊕
j=0
〈AG(3)〉j
Demostracio´n. Prueba del Item 1. Por Proposicio´n 1.0.8, se tiene que
{1}, {e1, e2, e3}, {e12, e31, e23} y {e123} son conjuntos l.i, luego estos generan
los siguientes conjuntos:
{a : a ∈ R},
{a1e1 + a2e2 + a3e3 : a1, a2, a3 ∈ R},
{b1e12 + b2e31 + b3e23 : b1, b2, b3 ∈ R}
y
{ae123 : a ∈ R},
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Por Definicio´n 1.1.1, estos conjuntos son, respectivamente, iguales a:
〈AG(3)〉0, 〈AG(3)〉1, 〈AG(3)〉2, 〈AG(3)〉3.
Finalmente podemos observar que estos subconjuntos de AG(3) tienen es-
tructura de R-espacio vectorial y cuyas dimensiones respectivamente son:
C30 , C
3
1 , C
3
2 y C
3
3 .
Prueba del I´tem2. Sea M ∈ AG(3), por Proposicio´n 1.0.8, se tiene
M =
7∑
i=0
aiei, con ai ∈ R.
Esta expresio´n para M es u´nica. En efecto, supongamos que existan bi ∈
R con i ∈ {0, ..., 7} tal que
M =
7∑
i=0
biei,
restando estas dos expresiones para M, tenemos
7∑
i=0
(ai − bi)ei = 0,
luego por Proposicio´n 1.0.8, se tiene que
bi = ai para todo i ∈ {0, ..., 7}.
Por otro lado, por lo expuesto en la demostracio´n del I´tem 1, se tiene que
M =
7∑
i=0
aiei =
3∑
j=0
〈M〉j donde 〈M〉j ∈ 〈AG(3)〉j,
luego 〈AG(3)〉j ∩ 〈AG(3)〉i = {0} para todo i 6= j.
Por lo tanto
AG(3) =
3⊕
j=0
〈AG(3)〉j.
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1.2. Subespacios y suba´lgebras de AG(3)
Corolario 1.2.1. una vez ma´s de la proposicio´n 1.0.8, se sigue que
1. 〈AG(3)〉0 ⊕ 〈AG(3)〉3 es una suba´lgebra conmutativa de AG(3)
2. 〈AG(3)〉0 ⊕ 〈AG(3)〉2 es una suba´lgebra no conmutativa de AG(3)
3. De lo anterior tenemos que existen las siguientes igualdades, como R-
espacios vectoriales,
〈AG(3)〉0 = R y 〈AG(3)〉3 = Re123.
En particular tenemos que todo trivector es mu´ltiplo de e123.
4. Existe un isomorfismo natural, como R-espacios vectoriales
〈AG(3)〉1 ≡ R
3.
En lo que sigue identificaremos estos dos R-espacios vectoriales.
5. Del I´tem 3 del Corolario 1.0.7 sigue que existe un isomorfismo natural,
como suba´lgebras no conmutativas
C ⊂ H ≡ 〈AG(3)〉0 ⊕ 〈AG(3)〉2.
En lo que sigue identificaremos estas dos R-a´lgebras no conmutativas.
6. Las identificaciones realizadas nos permiten considerar los siguientes
encajes de a´lgebras
R < C < AG(3) y H < AG(3) , tambie´n R3 ⊂ AG(3)
y escribir la siguiente identidad, como R-espacios vectoriales,
AG(3) = R3 ⊕H⊕ Re123.
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Demostracio´n. Prueba del I´tem 1. La estructura de AG(3), al ser un espacio
vectorial y como el producto geome´trico es distributivo, asociativo y bilineal.
Entonces ∀ A,B,C ∈ AG(3)
y α ∈ R se cumple:
1. (αA)B = A(αB) = α(AB),
2. (A+B)C = AC +BC,
3. C(A+B) = CA+ CB,
4. (AB)C = A(BC).
De acuerdo con las Propiedades del 1− 3 hacen de AG(3) un R-a´lgebra. Con
la Propiedad 4 hace de AG(3) un R-a´lgebra asociativa.
Ahora probemos que 〈AG(3)〉0⊕〈AG(3)〉3 es una suba´lgebra conmutativa de AG(3).
En efecto. Como 〈AG(3)〉0 ⊕ 〈AG(3)〉3 ⊂ AG(3), entonces las propiedades
del 1− 3 son transferidas. As´ı, es una suba´lgebra de AG(3).
〈AG(3)〉0 ⊕ 〈AG(3)〉3 es conmutativa.
En efecto. Sean A = a1 + a2e123 y B = b1 + b2e123, luego se tiene
AB = a1b1 + a1b2e123 + a2b1e123 − a2b2,
= b1a1 + b2a1e123 + b1a2e123 − b2a2,
= BA.
Prueba del Item 2. La prueba de suba´lgebra es ana´loga al I´tem 1. Probemos
que no es conmutativa.
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Sean A = a1 + a2e12 + a3e31 + a4e23 y B = b1 + b2e12 + b3e31 + b4e23, se tiene
AB = a1b1 − a2b2 − a3b3 − a4b4 + (a1b2 + a2b1 − a3b4 + a4b3)e12+
(a1b3 + a2b4 + a3b1 − a4b2)e31 + (a1b4 − a2b3 + a3b2 + a4b1)e23,
ahora
BA = b1a1 − b2a2 − b3a3 − b4a4 + (b1a2 + b2a1 − b3a4 + b4a3)e12+
(b1a3 + b2a4 + b3a1 − b4a2)e31 + (b1a4 − b2a3 + b3a2 + b4a1)e23,
se observa que AB 6= BA.
Prueba del I´tem 3. Por Definicio´n 1.1.1 I´tem 1 y por inclusio´n de conjuntos.
Prueba del I´tem 4. Basta considerar la siguiente correspondencia biun´ıvoca
〈AG(3)〉1 −→ R
3
e1 ←→ (1, 0, 0)
e2 ←→ (0, 1, 0)
e3 ←→ (0, 0, 1).
Prueba del I´tem 5. Es ana´logo al I´tem 4
〈AG(3)〉0 ⊕ 〈AG(3)〉2 −→ H
e1e2 ←→ i
e1e3 ←→ j
e2e3 ←→ k.
Prueba del I´tem 6. Basta observar el I´tem 2 del Corolario 1.1.4 y los I´tems
3, 4 y 5 anteriores.
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Definicio´n 1.2.2.
La suba´lgebra no conmutativa (combinacio´n lineal de multivectores pares)
AG+(3) = 〈AG(3)〉0 ⊕ 〈AG(3)〉2 ≡ H
es llamada suba´lgebra par de AG(3), por cuestiones de unificacio´n tambie´n
la llamaremos a´lgebra de los nu´meros complejos tridimensionales
El R−subespacio vectorial (combinacio´n lineal de multivectores impares)
AG−(3) = 〈AG(3)〉1 ⊕ 〈AG(3)〉3
es llamado R−subespacio impar de AG(3).
Lo hecho hasta ahora nos muestra que es ma´s co´modo trabajar con AG(3)
debido a su directa vinculacio´n con R,R3,C y H, pero esto es solo el comien-
zo.
1.3. Producto interior, exterior y escalar
Definicio´n 1.3.1. Dados Aj ∈ 〈AG(3)〉j, Bk ∈ 〈AG(3)〉k y M ∈ AG(3).
1. Aj ↓ Bk = 〈AjBk〉|j−k| si j, k 6= 0 y cero de otro modo,
es llamado producto interior del j-vector Aj con el k-vector Bk.
2. Aj ↑ Bk = 〈AjBk〉j+k si j + k ≤ 3 y cero de otro modo,
es llamado producto exterior del j-vector Aj con el k-vector Bk.
3. Aj.Bj = 〈AjBj〉0 es llamado producto escalar de los j-vectores Aj y Bj.
4. ‖Aj‖ =
√
|Aj.Aj| es llamada j-magnitud euclideana del j-vector Aj.
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5. ‖M‖, donde
‖M‖2 =
3∑
j=0
‖〈M〉j‖
2
es llamada magnitud euclideana del multivector M.
6. Diremos que los multivectores Aj y Bk son ortogonales si Aj ↓ Bk = 0
7. Diremos que los multivectores Aj y Bk son colineales si Aj ↑ Bk = 0
Proposicio´n 1.3.2. Tenemos algunas consecuencias importantes de la defi-
nicio´n anterior
1. Considerando la 1-magnitud euclideana de 〈AG(3)〉1, del I´tem 6 del
Corolario 1.1.4 resulta que la estructura de a´lgebra geome´trica de AG(3)
determina la me´trica euclideana cano´nica de R3.
2. De 3 y 4 de la Proposicio´n 1.0.2
Aj ∈ 〈AG(3)〉j =⇒ Aj.Aj = AjAj
3. (e123eiejek) ↓ (eiejek) = 0 donde 0 ≤ i ≤ j ≤ k ≤ 3
4. De la conocida descomposicio´n de un producto en su parte sime´trica y
antisime´trica, aplicada al producto geome´trico vw de dos 1-vectores,
vw =
vw + wv
2
+
vw − wv
2
se tienen las identidades
v.w =
vw + wv
2
∈ 〈AG(3)〉0 y
v ↑ w =
vw − wv
2
∈ 〈AG(3)〉2
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5. De lo anterior resulta que la descomposicio´n del producto geome´trico
de dos 1-vectores, en su parte sime´trica y antisime´trica, es equivalente
a la descomposicio´n u´nica del producto geome´trico de dichos 1-vectores
como suma de un 0-vector con un 2-vector
vw = v.w + v ↑ w.
Demostracio´n. Prueba del I´tem 1.
Prueba del I´tem 2. Sea Aj ∈ 〈AG(3)〉j, por Definicio´n 1.3.1 I´tem 3, se tiene
Aj.Aj = 〈AjAj〉0,
para j = 0, tenemos
A0.A0 = A0A0,
para j = 1, sigue que A1 = ae1 + be2 + ce3, por Proposicio´n 1.0.2 I´tem 3
a2 + b2 + c2 = A1A1,
luego se tiene que
〈A1A1〉0 = A1A1,
por Definicio´n 1.3.1, obtenemos
A1.A1 = A1A1,
para j = 2, sigue que A2 = ae12 + be13 + ce23, por Proposicio´n 1.0.2 I´tem 4,
tenemos
−(a2 + b2 + c2) = A2A2,
〈A2A2〉0 =
20
por Definicio´n 1.3.1
A2.A2 = A2A2,
para j = 3, se tiene A3 = ae123, entonces
−a2 = A3A3,
〈A3A3〉0 =
por Definicio´n 1.3.1
A3.A3 = A3A3.
Prueba del I´tem 3. Es inmediato verificar que
(e1e2e3eiejek)(eiejek) =


e1e2e3 si, i = j = k
−e1e2e3 si, es otro caso
entonces
〈(e1e2e3eiejek)(eiejek)〉t =


±e1e2e3 si, t = 3
0 si, es otro caso
(1.8)
llamemos An = e1e2e3eiejek, n-vector y Bm = eiejek, m-vector.
Por Definicio´n 1.3.1 I´tem 1
An ↓ Bm = 〈AnBm〉|n−m|.
Si | n −m |= 3 implica n = 3 y m = 0 o n = 0 y m = 3, en cualquiera de
estos casos, de acuerdo a Definicio´n 1.3.1 I´tem 1 , se tiene que
An ↓ Bm = 0.
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Por otro lado, si | n−m |6= 3, entonces por (1.8), se tiene
An ↓ Bm = 0.
Por lo tanto se tiene
(e123eiejek) ↓ (eiejek) = 0 con 0 ≤ i ≤ j ≤ k ≤ 3.
Prueba del I´tem 4. Sean los 1-vectores v = a1e1 + a2e2 + a3e3 y w =
b1e1 + b2e2 + b3e3, se tiene
vw = a1b1 + a2b2 + a3b3 + (a1b2 − a2b1)e12+
(a1b3 − a3b1)e31 + (a2b3 − a3b2)e23 (1.9)
de forma similar
wv = a1b1 + a2b2 + a3b3 + (a2b1 − a1b2)e12+
(a3b1 − a1b3)e31 + (a3b2 − a2b3)e23 (1.10)
sumando, luego restando (1.9) y (1.10) respectivamente, se tienen
vw + wv
2
= a1b1 + a2b2 + a3b3, (1.11)
vw − wv
2
= (a1b2 − a2b1)e12 + (a1b3 − a3b1)e31 + (a2b3 − a3b2)e23, (1.12)
por Definicio´n 1.3.1 I´tem 4 y por (1.9), obtenemos
v.w = 〈vw〉0 = a1b1 + a2b2 + a3b3,
por (1.11) se tiene
v.w =
vw + wv
2
.
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Por Definicio´n 1.3.1 I´tem 2 y por (1.10), se obtiene
v ↑ w = 〈vw〉2 = (a1b2 − a2b1)e12 + (a1b3 − a3b1)e31 + (a2b3 − a3b2)e23,
por (1.12) se tiene
v ↑ w =
vw − wv
2
.
Prueba del I´tem 5. Bastara´ ver el I´tem 4.
Definicio´n 1.3.3. 1. La aplicacio´n
M ∈ AG(3) 7−→ e123M ∈ AG(3)
es llamada operador dualidad geome´trica de AG(3).
2. El llamado producto vectorial de Gibbs es definido, del modo
apropiado, mediante
v × w = −e123v ↑ w.
Observacio´n 1.3.4. De las definiciones anteriores tenemos:
1. El operador dualidad geome´trica de AG(3) lleva j-vectores en
(3-j)-vectores y reciprocamente, donde j ∈ {1, 2, 3}, es decir se cumplen
las identidades
e123〈AG(3)〉j = 〈AG(3)〉3−j (⇔ e123〈AG(3)〉3−j = 〈AG(3)〉j)
En particular
v × w = −e123v ↑ w ⇐⇒ v ↑ w = e123v × w.
2. Aj ∈ 〈AG(3)〉j ⇒ (e123Aj) ↓ Aj = 0.
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3. Las igualdades del Item 5 del Corolario 1.1.4, muestran el caso parti-
cular j = 0 de las dos primeras identidades arriba.
4. AG(3) = R⊕ R3 ⊕ e123R
3 ⊕ e123R.
5. Cuando se trate la versio´n alternativa de las formas diferenciales se
vera´ que el operador estrella de Hoesh esta´ relacionado naturalmente
con el operador dualidad geome´trica.
24
Cap´ıtulo 2
Sobre Espacios Afines
Ofrecemos una introduccio´n geome´trica del espacio euclideano tridimensio-
nal E3 utilizando el enfoque geome´trico del R-espacio afin tridimensional.
Estas notas, dirigidas a docentes universita´rios de F´ısica y Matema´tica, tra-
tan de emular lo propuesto por Felix Klein en la primera de´cada del siglo XX.
En su Erlanger Programm de 1908 Felix Klein propuso: Un docente puede
abordar con mayor solvencia y conviccio´n el tema de matema´tica que le
corresponda transmitir a sus alumnos, estudiando previamente dicho tema
desde un punto de vista matema´tico avanzado. Klein plasmo´ sus ideas en
su libro, para docentes preuniversita´rios de Matema´tica, Matema´tica Ba´sica
desde un punto de vista superior acorde con la evolucio´n matema´tica hasta
el siglo XIX.
Pretendemos hacer Matema´tica Ba´sica para docentes universita´rios de F´ısica
y Matema´tica, (Ver [3], [4] y [6].)
Mostrando el aspecto avanzado de la misma y
Acompan˜ando su evolucio´n hasta el siglo XX.
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2.1. Bosquejando el Espacio Euclideano Tri-
dimensional
Ofrecemos un enfoque geome´trico del espacio euclideano tridimensional E3
mostrando que se trata de un tipo de variedad que tiene la propiedad de que
tanto ella como su fibrado tangente TE3 ≡ E3×E3 −→ E3 son representados
en un mismo ambiente.
Para tal fin el espacio euclideano tridimensional E3 es matematizado como
el conjunto de ternas ordenadas de nu´meros reales ℜ3 ≡ R × R × R en el
siguiente contexto:
EA1.- Con R3 denotaremos el conjunto ℜ3 provisto de la estructura usual de
R-espacio vectorial.
EA2.- Todo punto sirve de origen de una estructura de R-espacio vectorial
isomorfa a R3:
EA3.- Representaremos E3 del modo tradicional y/o mediante cortes bidi-
mensionales, usando una pizarra, una hoja de papel o una pantalla, que
denotaremos P ; de tal modo que:
1. Cada elemento P ∈ E3 es representado por un punto P ∈ P . Usaremos
la misma letra P en ambos casos.
2. Cada elemento (P ;Q) ∈ TE3 es representado por una flecha PQ ⊂ P ,
con origen el punto asociado a P y extremo el punto asociado a Q.
Tambie´n usaremos PQ para referirnos al par ordenado (P,Q) y en
ambos casos sera´ llamado vector tangente de E3 en P ∈ E3 (tambie´n
llamado vector libre).
TPE
3 = {P}×E3 indicara´ la familia de los vectores tangentes de E3 en
P ∈ E3; representados con flechas con origen en P.
EA4.- Se establece una conexio´n entre los diferentes espacios tangentes me-
diante la llamada traslacio´n paralela que establece:
1. Cada vector tangente XY ∈ TXE
3 es biun´ıvocamente asociado a un
vector tangente XY := OY −OX ∈ TOE
3; donde O = (0; 0; 0);
determinando un isomorfismo, como R-espacios vectoriales, TXE
3 ≡
TOE
3 ≡ R3.
2. Se dice que
PX ∈ TPR
3 y QY ∈ TQR
3 son igualmente paralelos⇐⇒ PX = QY .
26
3. Para cada R ∈ R3 se establece la suma de vectores libres, con valores
en TRR
3; mediante:
PX +QY = RZ ⇐⇒ PX +QY = RZ.
4. Finalmente ampliamos el producto geome´trico de vectores libres me-
diante
(PX)(QY ) = (PX)(QY ).
Donde el bivector (PX)(QY ) es representado con el paralelogramo que
representa (PX)(QY ) trasladado paralelamente del punto O ≡ (0; 0)
al punto que interesa.
Para concluir, presentaremos algunos resultados que nos permitan extender
el a´lgebra geome´trica AG(3) del espacio vectorial euclideano R3; al a´lgebra
geome´trica afin AG(3) del espacio afin euclideano E3; as´ı por ejemplo, dados
AB ∈ TAE
3 y XY ∈ TXE
3 dos vectores libres no nulos consideraremos
‖AB‖ := ‖AB‖ y ‖XY ‖ := ‖XY ‖.
Para cada R ∈ E3 se establece la suma de vectores libres, con valores
en TRE
3; mediante:
AB +XY = RZ ⇐⇒ AB +XY = RZ.
El producto geome´trico de vectores libres mediante
(AB)(XY ) = (AB)(XY ).
Donde el bivector (AB)(XY ) es representado con el paralelogramo que
representa (AB)(XY ) trasladado paralelamente del punto O ≡ (0; 0; 0)
al punto que interesa.
De esto y la identidad geome´trica de Euler en AG(3) se obtiene la
siguiente Identidad Geome´trica de Euler (Vea 3.23) Afin en AG(3):
(AB)(XY ) = ‖AB‖‖XY ‖eθiuv ,
donde θ = µ∡(AB;XY ) ∈ ]− π; π] es el correspondiente a´ngulo orien-
tado. ( convenio : ∡(AB,XY ), el a´ngulo orientado de AB hacia XY .)
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Cap´ıtulo 3
Preliminares
El objetivo de este cap´ıtulo es exponer algunos resultados importantes del
a´lgebra geome´trica, tales como las Proposiciones 3.1.1, 3.3.1 y 3.4.1, con el
fin de abordar y desarrollar el cap´ıtulo siguiente con mayor facilidad. (Ver
[1], [4], [9], [10], [12] y [14]).
Definicio´n 3.0.1. El producto geome´trico entre un vector a de 〈AG(n)〉1 y
un r-vector Ar es
aAr = a ↓ Ar + a ↑ Ar.
Esta definicio´n generaliza el producto geome´trico entre vectores.
El producto interior y exterior son dados por:
a ↓ Ar =
1
2
(aAr − (−1)
rAra) = (−1)
r+1Ar ↓ a, (3.1)
a ↑ Ar =
1
2
(aAr + (−1)
rAra) = (−1)
rAr ↑ a. (3.2)
Observacio´n 3.0.2. Podemos hacer uso frecuente del hecho que a ↓ Ar es
un (r-1)-vector (un escalar si r = 1 y denotaremos en este caso con . en vez
de ↓), mientras a ↑ Ar es un (r+1)-vector.
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Se deriva la regla asociativa para el producto exterior, a partir de la asocia-
tividad del producto geome´trico
a(bc) = (ab)c.
a(b.c+ b ↑ c) = (a.b+ a ↑ b)c.
a(b.c) + a ↓ (b ↑ c) + a ↑ (b ↑ c) = (a.b)c+ (a ↑ b) ↓ c+ (a ↑ b) ↑ c.
Ahora identificamos los te´rminos a(b.c), a ↓ (b ↑ c) como vectores, y el
te´rmino a ↑ (b ↑ c) como un trivector.
Puesto que los vectores son diferentes de trivectores, podemos separar igual-
mente parte vector y trivector en cada lado de la ecuacio´n y asi obtenemos:
asoicatividad del producto exterior
a ↑ (b ↑ c) = (a ↑ b) ↑ c. (3.3)
Adema´s, obtenemos la siguiente identidad algebraica
a(b.c) + a ↓ (b ↑ c) = (a.b)c+ (a ↑ b) ↓ c.
Gracias a la Definicio´n 3.0.1 y (3.1), obtenemos
Ara = (−1)
r+1(a ↓ Ar − a ↑ Ar). (3.4)
En particular en este trabajo usaremos el caso cuando r = 2, asi el producto
geome´trico entre un bivector y un vector sera´
A2a = a ↑ A2 − a ↓ A2. (3.5)
Proposicio´n 3.0.3. En 〈AG(3)〉1 el producto escalar es bilineal, sime´trico
y el producto exterior es bilineal, asime´rico.
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Demostracio´n. Vea [7].
Proposicio´n 3.0.4. Si v ∈ 〈AG(n)〉1 y B ∈ 〈AG(n)〉2, entonces se cumplen
las siguientes proposiciones:
1. vB = v ↓ B + v ↑ B.
2. Bv = B ↓ v +B ↑ v.
3. v ↓ B = −B ↓ v.
4. v ↑ B = B ↑ v.
Demostracio´n. Prueba del Item 1. Por hipo´tesis se tiene que v y B son res-
pectivamente de la forma
v =
n∑
i=1
aiei; B =
∑
1≤r<k≤n
brkerk,
luego se tiene
vB =
∑
i=1
∑
1≤r<k≤n
aibrkeierk,
=
∑
1≤i<r<k≤n
aibrkeierk +
∑
1≤i=r<k≤n
arbrkererk +
∑
1≤r<i<k≤n
aibrkeierk
+
∑
1≤r<k=i≤n
akbrkekerk +
∑
1≤r<k<i≤n
aibrkeierk,
empleando la condicio´n de Dirac, tenemos
vB =
∑
1≤i<r<k≤n
aibrkeirk +
∑
1≤r<k≤n
arbrkek +
∑
1≤i<r<k≤n
arbikereik
−
∑
1≤r<k≤n
akbrker +
∑
1≤i<r<k≤n
akbirekeir,
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usando la condicio´n de Dirac, se obtiene
vB =
∑
1≤i<r<k≤n
aibrkeirk +
∑
1≤r<k≤n
arbrkek −
∑
1≤i<r<k≤n
arbikeirk
−
∑
1≤r<k≤n
akbrker +
∑
1≤i<r<k≤n
akbireirk.
Agrupando convenientemente, se tiene
vB =
∑
1≤i<r<k≤n
(arbrkek − akbrker) +
∑
1≤i<r<k≤n
(aibrk − arbik + akbir)eirk
(3.6)
luego podemos observar que
v ↓ B =
∑
1≤i<r<k≤n
(akbrkek − akbrker) ∈ 〈AG(n)〉1,
y
v ↑ B =
∑
1≤i<r<k≤n
(aibrk − arbik + akbir)eirk ∈ 〈AG(n)〉3,
entonces
vB = v ↓ B + v ↑ B.
Ahora probemos el I´tem 2. Procedemos de forma ana´loga al I´tem 1:
Bv =
∑
i=1
∑
i<r<k≤n
aibrkerkei,
=
∑
1≤i<r<k≤n
aibrkerkei +
∑
1≤i=r<k≤n
arbrkerker +
∑
1≤r<i<k≤n
aibrkerkei
+
∑
1≤r<k<k=i≤n
akbrkerkek +
∑
1≤r<k<i≤n
aibrkerkei,
=
∑
1≤i<r<k≤n
(akbrker − arbrkek) +
∑
1≤i<r<k≤n
(aibrk − arbik + akbir)eirk.
(3.7)
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As´ı, tenemos que
B ↓ v =
∑
1≤i<r<k≤n
(akbrker − arbrkek),
y
B ↑ v =
∑
1≤i<r<k≤n
(aibrk − arbik + akbir)eirk,
entonces
Bv = B ↓ v +B ↑ v.
De (3.6) y (3.7), se tiene
v ↓ B = −B ↓ v y v ↑ B = B ↑ v,
esto prueba los items 3 y 4.
Proposicio´n 3.0.5. Sean a, b y c ∈ 〈AG(3)〉1, entonces
1. {a, b} es l.i. si y so´lo si a ↑ b 6= 0.
2. {a, b, c} es l.i. si y so´lo si a ↑ b ↑ c 6= 0.
Demostracio´n. Vea [7].
Definicio´n 3.0.6. Sea v ∈ 〈AG(3)〉1, definimos el conjunto ℓv como el
subespacio vectorial unidimensional de AG(3) generado por v,
donde ℓv = {x ∈ 〈AG(3)〉1; x ↑ v = 0}.
Definicio´n 3.0.7. Sea B ∈ 〈AG(3)〉2, definimos el conjunto πB como el
subespacio vectorial bidimensional de AG(3) generado por B,
donde πB = {x ∈ 〈AG(3)〉1; x ↑ B = 0}. (Ver [7])
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Sean a, b ∈ 〈AG(3)〉1, denotaremos con π[a, b] al subespacio vectorial bidi-
mensional de AG(3) generado por a y b, es decir
π[a, b] = πa↑b = {x ∈ 〈AG(3)〉1; x ↑ (a ↑ b) = 0}.
En adelante. Al trabajar en un subespacio vectorial unidimensional (la recta),
lo haremos con un vector y con el subespacio vectorial bidimensional (el
plano), lo haremos con el bivector. Esto es justificado en el Cap´ıtulo 2.
3.1. Vector combinacio´n l´ıneal
Se tienen tres vectores linealmente independientes de 〈AG(3)〉1, luego rea-
lizando una combinacio´n entre los productos interior y exterior, es posible
encontrar un vector en funcio´n de estos, con dos caracter´ısticas importantes.
Que hacen de e´l una herramienta importante en el desarrollo de este trabajo.
(Vea la figura 3.1 )
Proposicio´n 3.1.1. Para todo a, b, c ∈ 〈AG(3)〉1, se tiene la identidad
a ↓ (b ↑ c) = (a.b)c− (a.c)b.
Figura 3.1: Vector combinacio´n l´ıneal.
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Demostracio´n. Por Definicio´n 3.1
a ↓ (b ↑ c) =
1
2
(a(b ↑ c)− (b ↑ c)a),
=
1
2
(a
(bc− cb)
2
−
(bc− cb)
2
a),
por la bilinealidad del producto geome´trico, se tiene
a ↓ (b ↑ c) =
1
4
(abc− acb− bca+ cba),
4a ↓ (b ↑ c) = abc− acb− bca+ cba, (3.8)
por la asociatividad del producto geome´trico, tenemos
4a ↓ (b ↑ c) = (ab)c− (ac)b− b(ca) + c(ba),
= (a.b+ a ↑ b)c− (a.c+ a ↑ c)b− b(c.a+ c ↑ a)
+ c(b.a+ b ↑ a),
por la bilinealidad del producto geome´trico, se tiene
4a ↓ (b ↑ c) = (a.b)c+ (a ↑ b)c− (a.c)b− (a ↑ c)b− (c.a)b− b(c ↑ a),
+ c(b.a) + c(b ↑ a)
= 2(a.b)c− 2(a.c)b+ (a ↑ b)c− (a ↑ c)b− b(c ↑ a) + c(b ↑ a).
(3.9)
Desarrollando A = (a ↑ b)c− (a ↑ c)b− b(c ↑ a) + c(b ↑ a), tenemos
A =
1
2
(abc− bac− acb+ cab− bca+ bac+ cba− cab),
=
1
2
(abc− acb− bca+ cba), (3.10)
reemplazando (3.10) en (3.9), obtenemos
4a ↓ (b ↑ c) = 2(a.b)c− 2(a.c)b+
1
2
(abc− acb− bca+ cba), (3.11)
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reemplazaando (3.8) en (3.11), se tiene
4a ↓ (b ↑ c) = 2(a.b)c− 2(a.c)b+ 2a ↓ (b ↑ c),
por lo tanto
a ↓ (b ↑ c) = (a.b)c− (a.c)b.
Veamos ahora una versio´n generalizada de lo anterior.
Proposicio´n 3.1.2. Para todo a, b ∈ 〈AG(n)〉1 y Ck ∈ 〈AG(n)〉k, k ≥ 1,
entonces
a ↓ (b ↑ Ck) = (a.b)Ck − b ↑ (a ↓ Ck).
Demostracio´n. De la definicio´n tenemos
ab = −ba+ 2a.b,
luego se tiene
abCk = −b(aCk) + 2a.bCk, (3.12)
de la definicio´n 3.1 en (3.12) tenemos
abCk = −b((−1)
kCka+ 2a ↓ Ck) + 2a.bCk
abCk = −(−1)
kbCka− 2b(a ↓ Ck) + 2a.bCk,
luego de esta u´ltima igualdad, se obtiene
(a.b)Ck − b(a ↓ Ck) =
1
2
[a(bCk) + (−1)
k(bCk)a],
=
1
2
[a(b ↓ Ck + b ↑ Ck) + (−1)
k(b ↓ Ck + b ↑ Ck)a],
=
1
2
[a(b ↓ Ck) + a(b ↑ Ck) + (−1)
k(b ↓ Ck)a
+ (−1)k(b ↑ Ck)a],
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luego reordenando, se tiene
(a.b)Ck − b(a ↓ Ck) =
1
2
[a(b ↓ Ck) + (−1)
k(b ↓ Ck)a]
+
1
2
[a(b ↑ Ck) + (−1)
k(b ↑ Ck)a],
como b ↓ Ck es un k−1 vector, b ↑ Ck es un k+1 vector, luego por Definicio´n
3.1, obtenemos
(a.b)Ck − b(a ↓ Ck) = a ↓ (b ↓ Ck) + a ↓ (b ↑ Ck)
(a.b)Ck − b ↓ (a ↓ Ck)− b ↑ (a ↓ Ck) = a ↓ (b ↓ Ck) + a ↓ (b ↑ Ck),
por igualdad de multivectores, obtenemos que
a ↓ (b ↑ Ck) = (a.b)Ck − b ↑ (a ↓ Ck).
Adema´s a ↓ (b ↓ Ck) = −b ↓ (a ↓ Ck).
La siguiente desigualdad es muy conocida. Adema´s bastante utilizada en
diferentes a´reas de la matema´tica tales como la Geometr´ıa, Ana´lisis, etc.
3.2. Desigualdad de Cauchy-Schwartz
Teorema 3.2.1.
|(v.w)| ≤ ‖v‖‖w‖ para todo v, w ∈ 〈AG(3)〉1.
Demostracio´n. Para todo α, β ∈ R; v, w ∈ 〈AG(3)〉1 se tiene que;
0 ≤ (αv − βw)2
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0 ≤ (αv − βw)2 = (αv − βw)(αv − βw)
0 ≤ α2v2 − αβvw − αβwv + β2w2,
luego obtenemos
αβ(vw + wv) ≤ α2v2 + β2w2
αβ(2v.w) ≤ α2v2 + β2w2
2αβ(v.w) ≤ α2v2 + β2w2, (3.13)
en particular tomando α = ‖w‖ y β = ‖v‖, y reemplazando en (3.13), se
tiene que
2‖w‖‖v‖(v.w) ≤ ‖w‖2v2 + ‖v‖2w2,
≤ ‖w‖2‖v‖2 + ‖v‖2‖w‖2 = ‖w‖2‖v‖2,
esto implica que
v.w ≤ ‖v‖‖w‖.
Ana´logamente para −v en vez de v, se obtiene
(−v).w ≤ ‖v‖‖w‖
−(v.w) ≤ ‖v‖‖w‖,
por lo tanto
|(v.w)| ≤ ‖v‖‖w‖.
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3.3. Mo´dulo del bivector
A continuacio´n definiremos el mo´dulo de un bivector, para ello necesitamos
del siguiente resultado, que nos brindara´ el camino correcto para hacerlo.
Pues como sabemos el producto exterior de dos vectores es anticonmutativo.
Proposicio´n 3.3.1. Un bivector al cuadrado es siempre menor o igual a
cero, esto es
(v ↑ w)2 ≤ 0 para todo v, w ∈ 〈AG(3)〉1.
Demostracio´n.
(v ↑ w)2 = (v ↑ w)(v ↑ w)
=
1
4
(vw − wv)(vw − wv)
=
1
4
((vw)2 − 2w2v2 + (wv)2). (3.14)
desarrollando (vw)2 + (wv)2, tenemos
(vw)2 + (wv)2 = (v.w + v ↑ w)2 + (w.v + w ↑ v)2
= (v.w)2 + (v.w)(v ↑ w) + (v ↑ w)(v.w) + (v ↑ w)2
+ (w.v)2 + (w.v)(w ↑ v) + (w ↑ v)(w.v) + (w ↑ v)2
= 2(v.w)2 + 2(v ↑ w)2, (3.15)
reemplazando (3.15) en (3.14), se obtiene
(v ↑ w)2 =
1
4
(2(v.w)2 + 2(v ↑ w)2 − 2w2v2)
(v ↑ w)2 = (v.w)2 − w2v2,
en consecuencia tenemos
(v ↑ w)2 ∈ R.
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Luego bastara´, probar que (v.w)2 − v2w2 ≤ 0,
⇐⇒ (v.w)2 ≤ v2w2
⇐⇒ |(v.w)| ≤ ‖v‖‖w‖,
que no es ma´s que la desigualdad de Cauchy-Schwartz, introducida en el
Teorema 3.2.1.
En adelante denotaremos |.| = ‖.‖ al mo´dulo o norma de un j−vector.
Definicio´n 3.3.2. Sean w, u ∈ 〈AG(3)〉1, se define la norma de un bivector
como |w ↑ u| =
√
(w ↑ u)(u ↑ w) =
√
w2u2 − (w.u)2.
Proposicio´n 3.3.3. Sean w, u ∈ 〈AG(3)〉1. u ↑ w 6= 0 y B =
w ↑ u
|w ↑ u|
.
Se cumplen las siguientes proposiciones:
1. (w ↑ u)u ∈ 〈AG(3)〉1.
2. ((w ↑ u)u).u = 0.
3. (Bu).u = 0.
4. si u ∈ S2 entonces Bu ∈ S2.
5. |w ↑ u| = w.(Bu).
Demostracio´n. Prueba del I´tem 1. Por (3.5), se tiene
(w ↑ u)u = u ↑ (w ↑ u)− u ↓ (w ↑ u).
Por asociatividad del producto exterior (3.3) y por Proposicio´n 3.0.3 se tiene
que u ↑ (w ↑ u) = 0, entonces (w ↑ u)u = −u ↓ (w ↑ u), luego por
Proposicio´n 3.1.1, se tiene u ↓ (w ↑ u) ∈ 〈AG(3)〉1.
39
Prueba del I´tem 2. Por el I´tem 1 y por Proposicio´n 3.1.1, obtenemos
(w ↑ u)u = u2w − (u.w)u.
As´ı obtenemos que
[(w ↑ u)u].u = u2(w.u)− (u.w)u2 = 0.
La prueba del I´tem 3 es consecuencia inmediata del I´tem 2
0 = ((w ↑ u)u).u = ((|w ↑ u|B)u).u
= |w ↑ u|(Bu).u,
por hipo´tesis u ↑ w 6= 0 en consecuencia |w ↑ u| > 0.
Entonces (Bu).u = 0.
Prueba del I´tem 4, por hipo´tesis u2 = 1, entonces
(Bu)2 =
1
|w ↑ u|2
(w − (u.w)u)2
=
1
|w ↑ u|2
(w2 − (u.w)2),
por Definicio´n 3.3.2 y como u2 = 1, tenemos que |w ↑ u|2 = w2 − (u.w)2.
Entonces (Bu)2 = 1,
por el I´tem 1 Bu ∈ 〈AG(3)〉1.
Finalmente probemos el I´tem 5. Es claro que
w.(Bu) = w.(
w ↑ u
|w ↑ u|
u),
=
1
|w ↑ u|
(w.((w ↑ u)u)), (3.16)
luego veamos el desarrollo de w.((w ↑ u)u).
w.((wu− w.u)u) = w.(w − (w.u)u) = w.w − (w.u)2 = (w ↑ u)(u ↑ w)
(3.17)
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por Definicio´n 3.3.2 (w ↑ u)(u ↑ w) = |w ↑ u|2. Luego reemplazando (3.17)
en (3.16), obtenemos lo deseado
w.(Bu) = |w ↑ u|.
3.4. Bivector unitario
Sean x, y ∈ 〈AG(3)〉1 tal que x ↑ y 6= 0, as´ı, se tienen el subespacio π[x, y] e
ixy =
x ↑ y
|x ↑ y|
, llamado bivector unitario respecto a π = π[x, y].
El siguiente resultado nos garantiza: Dado un subespacio vectorial bidimen-
sional π, queda determinado un bivector unitario, iπ que hace el papel de
i ∈ C; es decir, iπ queda relacionado a una orientacio´n de π y −iπ a la
opuesta. (Vea la figura 3.2.)
Figura 3.2: Bivector unitario.
Proposicio´n 3.4.1. Sean a,b,c,d ∈ π, subespacio vectorial bidimensional de
AG(3), son tales que {a, b} e {c, d} son l.i.
Entonces
a ↑ b
|a ↑ b|
= ±
c ↑ d
|c ↑ d|
.
Demostracio´n. Como a y b determinan una base, entonces c y d pueden ser
expresados como una combinacio´n lineal de a y b. Existen λ1, λ2, β1, β2 ∈ R,
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tales que
c = λ1a+ β1b y d = λ2a+ β2b,
luego realizamos el producto exterior c con d, obtenemos
c ↑ d = (λ1a+ β1b) ↑ (λ2a+ β2b),
por la bilinealidad del producto exterior, se tiene
c ↑ d = λ1λ2(a ↑ a) + λ2β1(b ↑ a) + β2λ1(a ↑ b) + β2β1(b ↑ b). (3.18)
Por Proposicio´n 3.0.3, se tienen a ↑ a = 0, b ↑ b = 0 y b ↑ a = −(a ↑ b).
Reemplazando estos resultados en (3.18), se obtiene
c ↑ d = (β2λ1 − λ2β1)a ↑ b (3.19)
|c ↑ d| = |β2λ1 − λ2β1||a ↑ b|, (3.20)
luego tenemos que β2λ1 − λ2β1 6= 0, pues de darse lo contrario, es decir,
β2λ1 − λ2β1 = 0, en (3.19), tendr´ıamos que c ↑ d = 0 esto implicar´ıa que c y
d sean l.d. que es una contradiccio´n con las hipo´tesis.
As´ı en (3.20), obtenemos
c ↑ d
|c ↑ d|
=
(β2λ1 − λ2β1)(a ↑ b)
|β2λ1 − λ2β1||a ↑ b|
.
Por lo tanto
a ↑ b
|a ↑ b|
= ±
c ↑ d
|c ↑ d|
.
(ver figura 3.3)
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Observacio´n 3.4.2. Sean a, b, c, d ∈ 〈AG(3)〉1 tales que {a, b} y {c, d} son
l.i. Si dichos vectores pertenecen a un mismo subespacio vectorial bidimen-
sional entonces iab = icd. Diremos que los vectores son coplanares.
Pero no necesariamente se cumple el rec´ıproco. Pues si los subespacios vecto-
riales bidimensionales fuesen paralelos entonces no se cumple que iab = icd.
Figura 3.3: Determinacio´n del bivector unitario.
Sean a, b, c ∈ S2, (esfera unitaria), linealmente independientes, se tiene la
siguiente identidad
ab = accb. (3.21)
Por otro lado se tiene la identidad (generalizacio´n de la identidad de Euler.)
ab = eαiab = cosα + iab senα, (3.22)
con α = µ∡(a, b) ∈]− π, π[ e iab =
a ↑ b
|a ↑ b|
.
En general sean a, b ∈ 〈AG(3)〉1
ab = a.b+ a ↑ b = |a||b| cosα + |a||b|senα iab = |a||b|e
αiab . (3.23)
Convenio. A cada par ordenado (a, b) ∈ S2×S2 quedara´n asociados un´ıvo-
camente
1. ∡(a, b), el a´ngulo orientado de a hacia b.
2. µ∡(a, b) ∈] − π, π[ la medida orientada de ∡(a, b), si a + b 6= 0 y
µ∡(a,−a) = π ∀ a ∈ S2.
3. α = µ∡(a, b)⇐⇒ ab = eαiab .
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Definicio´n 3.4.3. Dados los pares ordenados (a, b), (u, v) ∈ S2× S2, defini-
mos:
1. ∡(a, b) = ∡(u, v) y µ∡(a, b) = µ∡(u, v) si ab = uv.
2. ∡(a, b) = −∡(u, v) y µ∡(a, b) = −µ∡(u, v) si ab = vu, excepto si
a+ b = 0 y u+ v = 0.
Proposicio´n 3.4.4. Sean a, b, u, v ∈ 〈AG(3)〉1, tales que {a, b} y {u, v} son
l.i. Si µ∡(a, b) = µ∡(u, v), entonces
a.b
|a||b|
=
u.v
|u||v|
y
|a ↑ b|
|a||b|
=
|u ↑ v|
|u||v|
.
Demostracio´n. Por la identidad (3.23) y por hipo´tesis, se tiene lo pedido.
Proposicio´n 3.4.5. Sean a, b, u, v ∈ 〈AG(3)〉1, coplanares, tales que {a, b}
y {u, v} son l.i. Entonces
µ∡(a, b) = µ∡(u, v) si y so´lo si
a b
|a||b|
=
u v
|u||v|
.
Demostracio´n. (⇐) Por Definicio´n 3.4.3.
(⇒) Por la identidad (3.23) y por Observacio´n 3.4.2.
Proposicio´n 3.4.6. Sean a, b ∈ 〈AG(3)〉1 tal que {a, b} es l.i. Si c es
bisectriz del ∡(a, b), entonces
c ↑ (a+
|a|
|b|
b) = c ↑ (b+
|b|
|a|
a) = 0.
Demostracio´n. Por hipo´tesis se tiene µ∡(a, c) = µ∡(c, b).
Adema´s a, c y b son coplanares, por Proposicio´n 3.4.5, obtenemos
ac
|a|
=
cb
|b|
.
44
Por hipo´tesis {a, b} es l.i. entonces existen α, β ∈ R− {0} tales que
c = αa+ βb. Reemplazando en la identidad obtenida, tenemos
β
|a|
=
α
|b|
.
Por lo tanto c = α(a+
|a|
|b|
b) = β(b+
|b|
|a|
a).
3.5. Reflexio´n y Rotacio´n
Definicio´n 3.5.1. Dado u ∈ S2 (la superficie de la esfera unitaria), la apli-
cacio´n
ρu : R
3 −→ R3
w 7−→ −uwu.
es la reflexio´n respecto de πu, ortogonal a u.
Proposicio´n 3.5.2. Sea u ∈ S2, entonces
1. ρ−1u = ρu.
2. Toda reflexio´n es una isometr´ıa.
Demostracio´n. Prueba del Item 1. Sea v ∈ R3, entonces
ρu(ρu(v)) = ρu(−uvu) = −u(−uvu)u = v.
Por lo tanto ρ−1u = ρu,
Prueba del Item 2.
(ρu(v))
2 = (−uvu)2 = (uvu)(uvu) = v2 entonces |ρu(v)| = |v|.
Por lo tanto ρu es una isometr´ıa.
Definicio´n 3.5.3. Dados u, v ∈ S2, θ = µ∡(u, v) con θ ∈] − π, π[ \ {0}, la
aplicacio´n
̺2θ : R
3 −→ R3
w 7−→ e−θiuv w eθiuv ,
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es una rotacio´n orientada (en el a´ngulo orientado 2θ).
Proposicio´n 3.5.4. La composicio´n de dos reflexiones determinan una rota-
cio´n y rec´ıprocamente, toda rotacio´n se descompone de ese modo, sin unicidad
de las reflexiones.
Demostracio´n. (=⇒)
Sean u, v ∈ S2, con θ = µ∡(u, v), w ∈ R3 tenemos
ρv(ρu(w)) = vuwuv = e
−θiuvweθiuv = ̺2θ(w),
entonces ρvρu = ̺2θ.
(⇐=) Sean a, b ∈ S2 tal que θ = µ∡(a, b) y x ∈ R3, tenemos
̺2θ(x) = e
−θiabxeθiab = baxab = ρb(ρa(x)),
entonces ̺2θ = ρbρa.
Pero no necesariamente u = a y v = b.
3.6. A´ngulo entre bivectores.
En la geometr´ıa cla´sica al conjunto determinado por la unio´n de la intersec-
cio´n de dos planos diferentes no paralelos y los semiplanos determinados por
dicha interseccio´n, es llamada Diedro o a´ngulo Diedro. En el contexto del
a´lgebra geome´trica es el a´ngulo entre bivectores y para tal efecto veamos la
definicio´n.
Definicio´n 3.6.1. Sean a, b, c ∈ 〈AG(3)〉1 tal que {a, b, c} es l.i. Definimos
el diedro o a´ngulo diedro como el a´ngulo entre un par de bivectores, que
tienen un vector en comu´n.
Adema´s los bivectores a ↑ b y c ↑ a determinan un diedro.(ver figura 3.4)
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Se dice que el diedro se ubica en a y denotaremos al diedro de estos bivectores
como
∡(a ↑ b ; c ↑ a) ≡ ∡(iaba ; aica) = ∡(aiab ; icaa),
donde, iab =
a ↑ b
|a ↑ b|
, ica =
c ↑ a
|c ↑ a|
e iaba , aica ∈ 〈AG(3)〉1.
b
a
c
i aba
ai ca
b
a
c
ai ab
i caa
Figura 3.4: A´ngulo diedro.
Observacio´n 3.6.2. 1. Sea θ = µ∡(a ↑ b ; c ↑ a). Si θ = 0
{a, b, c} es l.d., por definicio´n esto no puede ser entonces θ 6= 0,
ana´logamente se tiene θ 6= π.
2. La medida del diedro se encuentra entre 0 y π, es decir,
0 < µ∡(a ↑ b ; c ↑ a) < π.
3. aiab . a = 0 y a . icaa = 0.
4. Los otros a´ngulos diedros son : ∡(b ↑ c ; a ↑ b) y ∡(c ↑ a ; b ↑ c).
5. Al vector comu´n entre los bivectores sera´ llamado arista.
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3.7. Resultados Auxiliares
En esta seccio´n presentamos y probamos algunos resultados que usaremos en
el cap´ıtulo siguiente, con el so´lo propo´sito de agilizar las demostraciones de
tal cap´ıtulo.
Proposicio´n 3.7.1. Sean a, b ∈ 〈AG(3)〉1 , {a, b} es l.i., entonces
|a(a ↑ b)| = |(a ↑ b)a| = |(a ↑ b) ↓ a| = |a ↓ (a ↑ b)| = |a||a ↑ b|.
Demostracio´n. Por Proposicio´n 3.1.1, tenemos
a ↓ (a ↑ b) = a2b− (a.b)a,
|a ↓ (a ↑ b)|2 = (a2b− (a.b)a)(a2b− (a.b)a),
luego se obtiene que
|a ↓ (a ↑ b)|2 = a4b2 − a2(a.b)ba− (a.b)a2ab+ (a.b)2a2,
= a4b2 − a2(a.b)(ab+ ba) + (a.b)2a2.
Por la identidad del Item 4 de la Proposicio´n 1.3.2, del producto escalar, se
tiene
|a ↓ (a ↑ b)|2 = a4b2 − 2a2(a.b)2 + a2(a.b)2
= a2(a2b2 − (a.b)2),
por Definicio´n 3.3.2 |a ↑ b|2 = a2b2 − (a.b)2, entonces
|a ↓ (a ↑ b)|2 = a2|a ↑ b|2,
|a ↓ (a ↑ b)| = |a||a ↑ b|, (3.24)
por Proposicio´n 3.0.4, (a ↑ b) ↓ a = −(a ↓ (a ↑ b)), se obtiene
|(a ↑ b) ↓ a| = |a ↓ (a ↑ b)|, (3.25)
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tambien se tiene por Proposicio´n 3.0.4 y por (3.5)
a(a ↑ b) = −(a ↑ b)a = −(a ↑ b) ↓ a− (a ↑ b) ↑ a = −(a ↑ b) ↓ a, (3.26)
de (3.24), (3.25) y (3.26), se tiene
|a(a ↑ b)| = |(a ↑ b)a| = |(a ↑ b) ↓ a| = |a ↓ (a ↑ b)| = |a||a ↑ b|.
Proposicio´n 3.7.2. Sean a, b y c ∈ 〈AG(3)1〉 tal que {a, b, c} es l.i.
Entonces
c(b ↑ c) . (c ↑ a)c = (b ↑ c)c . c(c ↑ a) = c2(c2(b.a)− (c.a)(b.c)).
Demostracio´n. Por la Proposicio´n 3.0.4
(b ↑ c)c . c(c ↑ a) = ((b ↑ c) ↓ c+ (b ↑ c) ↑ c).(c ↓ (c ↑ a) + c ↑ (c ↑ a)),
= (b ↑ c) ↓ c . c ↓ (c ↑ a),
por las proposiciones (3.1.1) y (3.0.4), obtenemos
(b ↑ c)c . c(c ↑ a) = (c2b− (c.b)c).(c2a− (c.a)c),
= c2(c2(b.a)− (c.a)(b.c)).
Ana´logamente se tiene para c(b ↑ c) . (c ↑ a)c.
Proposicio´n 3.7.3. Sean a, b, c ∈ 〈AG(3)〉1, {a, b, c} es l.i. y
θ = µ∡(a ↑ c; b ↑ a), entonces
|(b× a) ↑ (a× c)| = |b× a| |a× c| sen θ, (3.27)
(b× a).(a× c) = −|b× a| |a× c| cos θ. (3.28)
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Demostracio´n. Probemos (3.27). Hacemos u = aiac y v = ibaa, luego por
(3.23), tenemos
iuv|u| |v| sen θ = u ↑ v, (3.29)
como θ = µ(∡(a ↑ c; b ↑ a)) entonces | sen θ| = sen θ,
luego de (3.29) y por la u´ltima relacio´n, se tiene
|u| |v| sen θ = |u ↑ v|,
es decir
|aiac||ibaa| sen θ = |aiac ↑ ibaa|, (3.30)
por Proposicio´n 3.7.1 en (3.30), obtenemos
a2 sen θ = |aiac ↑ ibaa|,
luego, por la identidad del Item 4 de la Proposicio´n 1.3.2, del producto ex-
terior, se tiene
a2 sen θ =
1
2
|(aiac)(ibaa)− (ibaa)(aiac)| =
1
2
|(−iaca)(−aiba)− (ibaa)(aiac)|,
luego por asociatividad del producto geome´trico
a2 sen θ =
1
2
|iac(aa)iba − iba(aa)iac| =
1
2
a2|iaciba − ibaiac|,
reemplazando iac, iba respectivamente, se tiene
|a ↑ c||b ↑ a| sen θ =
1
2
|(a ↑ c)(b ↑ a)− (b ↑ a)(a ↑ c)|,
luego por la dualidad entre un bivector y el producto vectorial, se tiene
|a ↑ c||b ↑ a| sen θ =
1
2
|(e123 a× c)(e123 b× a)− (e123 b× a)(e123 a× c)|,
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por asociatividad del producto geome´trico
|a ↑ c||b ↑ a| sen θ =
1
2
|(e123 a× c e123) b× a− (e123 b× a e123) a× c|,
=
1
2
|(a× c)(b× a)− (b× a)(a× c)|,
= |(a× c) ↑ (b× a)|.
Adema´s |a ↑ c| = |a× c| y |b ↑ a| = |b× a|.
Por lo tanto
|(a× c) ↑ (b× a)| = |a× c| |b× a| sen θ.
Ahora probemos la identidad (3.28). Se tiene que
|ibaa||aiac| cos θ = (ibaa) . (aiac),
por Proposicio´n 3.0.4 y por Lema 3.7.1
a2 cos θ =
1
|b ↑ a||a ↑ c|
(−a ↓ (b ↑ a)) . (a ↓ (a ↑ c)),
luego por Definicio´n (3.0.1)
a2 cos θ =
−1
4|b ↑ a||a ↑ c|
(a(b ↑ a)− (b ↑ a)a) . (a(a ↑ c)− (a ↑ c)a).
Denotemos con k =
−1
4|b ↑ a||a ↑ c|
, luego por la dualidad entre un bivector y
el producto vectorial entre vectores, en la u´ltima igualdad, se tiene
a2 cos θ = k[a(e123b× a)− (e123b× a)a] . [a(e123a× c)− (e123a× c)a],
luego por asociatividad y como ae123 = e123a, se tiene
a2 cos θ = k(e123a (b× a)− (e123b× a)a) . (e123a (a× c)− (e123a× c)a),
= k(e123[ a(b× a)− (b× a)a]) . (e123[a (a× c)− (a× c)a]),
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luego por definicio´n del producto exterior, se tiene
a2 cos θ = 4k[e123{a ↑ (b× a)}] . [e123{a ↑ (a× c)}],
luego por la dualidad entre bivector y vector, se tiene
a2 cos θ = 4k[a× (a× b)] . [a× (c× a)] = 4ka2(a× b) . (c× a),
por lo tanto
(c× a) . (a× b) = −|c× a||a× b| cos θ.
Observacio´n 3.7.4.
Si α = µ∡(b ↑ a; c ↑ b) y β = µ∡(c ↑ b; a ↑ c), entonces
|(b× a) ↑ (c× b)| = |b× a| |c× b| senα,
(b× a).(c× b) = −|b× a| |c× b| cosα
y
|(c× b) ↑ (a× c)| = |c× b| |a× c| sen β,
(c× b).(a× c) = −|c× b| |a× c| cos β.
Proposicio´n 3.7.5. Sean a, b y c ∈ 〈AG(3)〉1 y {a, b, c} es l.i.
α = µ∡(c, a) ; x = µ∡(b ↑ c; a ↑ b),
β = µ∡(a, b) ; y = µ∡(c ↑ a; b ↑ c),
θ = µ∡(b, c) ; z = µ∡(a ↑ b; c ↑ a).
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Entonces se tienen las identidades:
b4 − (bibc.iabb)
2
c4 − (cica.ibcc)2
=
b6|c ↑ a|2
c6|a ↑ b|2
,
a4 − (aiab.icaa)
2
b4 − (bibc.iabb)2
=
a6|b ↑ c|2
b6|c ↑ a|2
,
c4 − (cica.ibcc)
2
a4 − (aiab.icaa)2
=
c6|a ↑ b|2
a6|b ↑ c|2
.
Demostracio´n. Probemos la primera, los otros son ana´logos. Reemplazando
ibc, iab, ica e ibc, se tiene
b4 − (bibc.iabb)
2
c4 − (cica.ibcc)2
=
b4 −
[(b b ↑ c).(a ↑ b b)]2
|b ↑ c|2|a ↑ b|2
c4 −
[(c c ↑ a).(b ↑ c c)]2
|c ↑ a|2|b ↑ c|2
,
por Proposicio´n 3.7.2, obtenemos
b4 − (bibc.iabb)
2
c4 − (cica.ibcc)2
=
b4|c ↑ a|2[|a ↑ b|2|b ↑ c|2 − (b2(a.c)− (a.b)(b.c))2]
c4|a ↑ b|2[|c ↑ a|2|b ↑ c|2 − (c2(a.b)− (a.c)(b.c))2]
. (3.31)
Denotaremos con T al cociente
T =
|a ↑ b|2|b ↑ c|2 − (b2(a.c)− (a.b)(b.c))2
|c ↑ a|2|b ↑ c|2 − (c2(a.b)− (a.c)(b.c))2
.
Afirmacio´n 3.7.6. T =
b2
c2
.
En efecto, por Definicio´n 3.3.2, tenemos
T =
(a2b2 − (a.b)2)(b2c2 − (b.c)2)− [b2(a.c)− (a.b)(b.c)]2
(c2a2 − (c.a)2)(b2c2 − (b.c)2)− [c2(a.b)− (a.c)(b.c)]2
,
desarrollando, se tiene
T =
b2[a2b2c2 − a2(b.c)2 − c2(a.b)2 − b2(a.c)2 + 2(a.c)(a.b)(b.c)]
c2[a2b2c2 − a2(b.c)2 − b2(a.c)2 − c2(a.b)2 + 2(a.b)(a.c)(b.c)]
.
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As´ı, se tiene que T =
b2
c2
.
Luego por la identidad (3.31), obtenemos
b4 − (bibc.iabb)
2
c4 − (cica.ibcc)2
=
b6|c ↑ a|2
c6|a ↑ b|2
.
Ana´logamente se obtienen las otras identidades.
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Cap´ıtulo 4
Geometr´ıa euclideana
tridimensional
En este cap´ıtulo se estudia ma´s detalladamente que antes la parte de la geo-
metr´ıa relativa a la posicio´n de las rectas y planos en el espacio. La parte de
la geometr´ıa que se dedica al estudio de las figuras situadas en el espacio, se
denomina Estereometr´ıa.
En la Estereometr´ıa, al igual que en la Planimetr´ıa, las propiedades de las
figuras geome´tricas se establecen mediante la demostracio´n de teoremas co-
rrespondientes partiendo de las propiedades de las figuras geome´tricas ele-
mentales expresadas por los axiomas.
Las nociones principales de la Estereometr´ıa son el punto, la recta y el plano.
El espacio esta´ constituido por un conjunto infinito de puntos. Las rectas y
los planos constan de un conjunto infinito de puntos del plano y no coinciden
con todo el espacio.
Enunciemos los axiomas principales de la Estereometr´ıa.
Supongamos, que para cualquier plano del espacio se cumplan todos los axio-
mas, definiciones y teoremas de la planimetr´ıa. Supongamos adema´s, que son
va´lidos los siguientes axiomas de la Estereometr´ıa:
1. A trave´s de dos puntos distintos cualesquiera se traza una sola recta.
2. Si dos puntos distintos de una recta pertenecen al plano, todos los
puntos de la recta pertenecen a este plano.
3. A trave´s de tres puntos cualesquiera, que no esta´n situados en una
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misma recta, pasa uno y so´lo un plano.
4. S´ı dos planos distintos se cortan, entonces se intersecan por la recta.
(Ver [1])
A continuacio´n presentamos resultados de la Geometr´ıa Euclideana tridimen-
sional, particularmente en Estereometr´ıa, desde el punto de vista del a´lgebra
geome´trica. (Ver [1] y [15] ).
Utilizando la estructura del a´lgebra geome´trica y los resultados expuestos en
los cap´ıtulos anteriores, hace posible el desarrollo de este cap´ıtulo. (Ver [2],
[8] y [13]).
Antes de presentar dichos resultados necesitamos descomponer un vector en
otros que nos faciliten su estudio en relacio´n a un plano arbitrario.
4.1. Vector proyeccio´n a un plano
Sean a, b, c ∈ 〈AG(3)〉1, {a, b, c} un conjunto linealmente independiente.
Luego trabajando en el subespacio vectorial bidimensional generado por a y
b podemos construir dos vectores con las siguientes condiciones.
1) c1 = λ1a+ λ2b,
2) c2 = c− c1,
3) c2.a = c2.b = 0.
As´ı, de la condicio´n 3, deducimos que existe λ3 ∈ R tal que
c2 = λ3(a× b),
tambie´n se deduce de las condiciones 1 y 3 que
c1.c2 = 0,
finalmente el vector c puede ser expresado de la siguiente forma
c = c1 + c2 = λ1a+ λ2b+ λ3(a× b).
Observamos que el vector c puede descomponerse en suma de dos vectores,
uno pertenece a π[a, b] y el otro vector, ortogonal a todo vector de π[a, b].
Esto motiva la siguiente definicio´n. (Ver figura 4.1)
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Definicio´n 4.1.1. Sea π un subespacio vectorial bidimensional y v ∈ 〈AG(3)〉1.
El vector v⊥ ∈ π es llamado vector proyeccio´n ortogonal de v sobre π y
v‖ := v − v⊥ es ortogonal a todo vector de π, es llamado vector ortogonal a
π.
Figura 4.1: Descomposicio´n de un vector respecto a un plano.
Propiedad 4.1.2. En las condiciones anteriores se cumplen
1- v⊥.v‖ = 0.
2- v2 = v2‖ + v
2
⊥.
Demostracio´n. Probemos 1. Por Definicio´n 4.1.1, v‖.u = 0 para todo u ∈ π,
como v⊥ ∈ π, entonces
v‖.v⊥ = 0.
Ahora probemos 2. Por Definicio´n 4.1.1, tenemos que v‖ = v−v⊥, entonces
v2 = (v‖ + v⊥)
2 = (v‖ + v⊥)(v‖ + v⊥) = v
2
‖ + 2v‖.v⊥ + v
2
⊥,
por lo tanto
v2 = v2‖ ++v
2
⊥.
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Lema 4.1.3. Sean a, b, c ∈ 〈AG(3)〉1. Si a ↑ b ↑ c 6= 0 y a es ortogonal a
π[b, c] entonces
a⊥ = a ↓ (b ↑ c) = 0,
donde a⊥ es la proyeccio´n ortogonal de a sobre π[b, c].
Demostracio´n. Por hipo´tesis a.b = 0 y a.c = 0, luego se tiene
a⊥.b = (a‖ + a⊥).b = 0 = (a‖ + a⊥).c = a‖.c+ a⊥.c = a⊥.c,
entonces a⊥ ‖ a‖, y por Propiedad 4.1.2 (a⊥ ⊥ a‖), se tiene a⊥ = 0.
Por otro lado por Proposicio´n 3.1.1, tenemos a ↓ (b ↑ c) = (a.b)c − (a.c)b,
luego por hipo´tesis a.b = 0 y a.c = 0, por tanto a ↓ (b ↑ c) = 0.
Proposicio´n 4.1.4. Sean a, b, c ∈ 〈AG(3)〉1 tal que a ↑ b ↑ c 6= 0 y a⊥ es
la proyeccio´n ortogonal de a sobre π[b, c] es diferente de cero, entonces
a⊥ 6= a ↓ (b ↑ c).
Demostracio´n. ( Vea la figura 4.2). Procedamos por contradiccio´n, suponga-
mos que
a⊥ = a ↓ (b ↑ c), por la Proposicio´n 3.1.1, tenemos
a⊥ = (a.b)c− (a.c)b,
a⊥.a = (a.b)c.a− (a.c)b.a,
entonces
0 = a⊥.a = a⊥.(a‖ + a⊥) = a
2
⊥
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entonces a⊥ = 0, pero esto es una contradiccio´n.
Por otro lado
a ↓ (b ↑ c) 6= 0.
En efecto, supongamos que
a ↓ (b ↑ c) = 0 s´ı y so´lo s´ı b ↑ c = 0 o´ a ⊥ b y a ⊥ c, (4.1)
entonces {b, c} es l.d., o´ por Lema 4.1.3, a⊥ = 0. En ambos casos hay
contradiccio´n.
Observacio´n 4.1.5. Se verifica que a ↓ (b ↑ c) ⊥ a.
En efecto, (a ↓ (b ↑ c)).a = (a.b)c.a− (a.c)b.a = 0.
Proposicio´n 4.1.6. Bajo las hipo´tesis de la Proposicio´n 4.1.4, se cumple
a ↓ (b ↑ c) ⊥ a⊥.
Demostracio´n. (Vea la figura 4.2). Por Definicio´n 4.1.1, se tiene que a =
a‖ + a⊥, entonces
a ↓ (b ↑ c) = (a‖ + a⊥) ↓ (b ↑ c) = a‖ ↓ (b ↑ c) + a⊥ ↓ (b ↑ c). (4.2)
Veamos ahora que a‖ ↓ (b ↑ c) = 0. En efecto. Por Proposicio´n 3.1.1 y por D
efinicio´n 4.1.1, tenemos que
a‖ ↓ (b ↑ c) = (a‖.b)c− (a‖.c)b = 0,
esta u´ltima relacio´n en (4.2), se sigue que
a ↓ (b ↑ c) = a⊥ ↓ (b ↑ c),
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realizando el producto escalar entre a⊥ y lo anterior, se tiene
a⊥.(a ↓ (b ↑ c)) = a⊥.(a⊥ ↓ (b ↑ c)),
por Proposicio´n 3.1.1, en el te´rmino de la derecha, sigue
a⊥.(a ↓ (b ↑ c)) = a⊥.[(a⊥.b)c− (a⊥.c)b)],
= (a⊥.b)(a⊥.c)− (a⊥.c)(a⊥.b),
= 0.
Figura 4.2: Posiciones relativas entre vectores.
Propiedad 4.1.7. Asumamos las hipo´tesis de la Proposicio´n 4.1.4.
Entonces a⊥ satisface las siguientes condiciones:
1 a⊥.a‖. = 0.
2 a⊥. [a ↓ (b ↑ c)] = 0.
Demostracio´n. La condicio´n 1 se satisface por Definicio´n 4.1.1 y la condicio´n
2 se satisface por la Proposicio´n 4.1.6.
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Proposicio´n 4.1.8. Asumamos las hipo´tesis de la Proposicio´n 4.1.4. En-
tonces
todo vector de π[b, c] distinto de a ↓ (b ↑ c) que satisface las condiciones de
la Propiedad 4.1.7, es paralelo al vector a⊥.
Demostracio´n. Procedemos por contradiccio´n (Vea la figura 4.3). Suponga-
mos que existe un vector x ∈ π[b, c] que satisface las condiciones de la Pro-
piedad 4.1.7 y adema´s no es paralelo al vector a⊥.
Luego por la condicio´n 2 de la Propiedad 4.1.7, se tiene que
{a⊥, a ↓ (b ↑ c)} es l.i. entonces existen λ1, λ2 ∈ R tales que
x = λ1a⊥ + λ2a ↓ (b ↑ c). (4.3)
Luego por la condicio´n 2 de la Propiedad 4.1.7 tenemos que
0 = x.[a ↓ (b ↑ c)]
= [λ1a⊥ + λ2a ↓ (b ↑ c)].[a ↓ (b ↑ c)]
= λ1a⊥.[a ↓ (b ↑ c)] + λ2[a ↓ (b ↑ c)]
2,
por la condicio´n 2, a⊥.[a ↓ (b ↑ c)] = 0 as´ı se tiene que
0 = λ2[a ↓ (b ↑ c)]
2,
si [a ↓ (b ↑ c)]2 = 0 en consecuencia a ↓ (b ↑ c) = 0, por (4.1).
Se tiene que {b, c} es l.d. lo cual es una contradiccio´n o´ a es ortogonal a
π[b, c], entonces a⊥ = 0, que tambie´n es una contradiccio´n con las hipo´tesis.
As´ı tenemos que λ2 = 0.
Luego en (4.3), se obtiene que x = λ1a⊥, es decir, son paralelos lo cual es
una contradiccio´n con la hipo´tesis auxiliar.
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Figura 4.3: Vector ortogonal al vector combinacio´n l´ıneal.
Observacio´n 4.1.9. Como sabemos la relacio´n de paralelismo es transi-
tiva, este resultado lo justifica.
Dado un subespacio vectorial bidimensional y un vector no contenido en di-
cho subespacio. Una pregunta que nos planteamos, es la siguiente.
¿ Se podr´ıa determinar la proyeccio´n ortogonal de dicho vector sobre el subes-
pacio vectorial bidimensional, en funcio´n del vector y los vectores que generan
dicho subespacio ?.
La respuesta es afirmativa, el Corolario 4.1.11 responde esta interrogante.
Para ello veamos antes el siguiente teorema.
Teorema 4.1.10. Con las hipo´tesis de la Proposicio´n 4.1.4, se sigue que
iπ(a ↓ (b ↑ c)) es paralelo al vector a⊥,
donde iπ =
b ↑ c
|b ↑ c|
y π = π[b, c].
Demostracio´n. Por Proposicio´n 3.0.4, se tiene
iπ(a ↓ (b ↑ c)) = iπ ↓ (a ↓ (b ↑ c)) + iπ ↑ (a ↓ (b ↑ c)). (4.4)
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Por otro lado por Proposicio´n 3.1.1, se tiene
(b ↑ c) ↑ (a ↓ (b ↑ c)) =(b ↑ c) ↑ ((a.b)c− (a.c)b),
=(a.b)(b ↑ c ↑ c)− (a.c)(b ↑ c ↑ b) = 0.
En consecuencia
iπ ↑ (a ↓ (b ↑ c)) = 0,
as´ı en (4.4), obtenemos
iπ(a ↓ (b ↑ c)) = iπ ↓ (a ↓ (b ↑ c)),
por Proposicio´n 3.1.1
iπ(a ↓ (b ↑ c)) = iπ ↓ ((a.b)c− (a.c)b) = (a.b)iπ ↓ c− (a.c)iπ ↓ b
substituyendo iπ
iπ(a ↓ (b ↑ c)) = (a.b)
b ↑ c
|b ↑ c|
↓ c− (a.c)
b ↑ c
|b ↑ c|
↓ b, (4.5)
luego por proposiciones 3.0.4 y 3.1.1 en (4.5), se tiene que
iπ(a ↓ (b ↑ c)) =
1
|b ↑ c|
[
(a.b)(c2b− (c.b)c)− (a.c)((b.c)b− b2c)
]
=
(
(a.b)c2 − (a.c)(b.c)
|b ↑ c|
)
b+
(
(a.c)b2 − (a.b)(c.b)
|b ↑ c|
)
c. (4.6)
El vector iπ(a ↓ (b ↑ c)) es una combinacio´n lineal de b y c, entonces pertenece
al plano π, as´ı, se tiene
[iπ(a ↓ (b ↑ c))].a‖ = 0. (4.7)
Por otro lado veamos que sucede con el producto escalar entre los vectores
[iπ(a ↓ (b ↑ c))] y (a ↓ (b ↑ c)).
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El vector a ↓ (b ↑ c) ∈ π, (plano), luego sabemos que el producto geome´trico
entre un vector y el bivector iπ, lo hace rotar
π
2
respecto de dicho vector, es
decir, para todo vector a ∈ π, (plano), se tiene que
a.(aiπ) = 0, (4.8)
as´ı tenemos que
[iπ(a ↓ (b ↑ c))].(a ↓ (b ↑ c)) = 0, (4.9)
por (4.6), (4.7) y (4.9) el vector iπ(a ↓ (b ↑ c) satisface las hipo´tesis de la
Proposicio´n 4.1.8. Por lo tanto iπ(a ↓ (b ↑ c)) es paralelo a a⊥.
Luego el vector iπ(a ↓ (b ↑ c) ser´ıa candidato a ser el vector proyeccio´n
ortogonal del vector a sobre π.
El siguiente corolario nos dice como es el vector proyeccio´n ortogonal .
Corolario 4.1.11. Con las hipo´tesis del Teorema 4.1.10, se tiene
a⊥ = iπ(a ↓ iπ) =
(
(a.b)c2 − (a.c)(b.c)
|b ↑ c|2
)
b+
(
(a.c)b2 − (a.b)(b.c)
|b ↑ c|2
)
c.
Demostracio´n. (Vea la figura 4.4) Por Teorema 4.1.10, existe un λ ∈ R tal
que
a⊥ = λiπ(a ↓ (b ↑ c)), (4.10)
por otro lado se tiene que
a⊥.b = a.b. (4.11)
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Figura 4.4: Vector proyeccio´n ortogonal a π.
Ana´logamente se tiene a⊥.c = a.c.
De (4.6) y (4.10), obtenemos
a⊥.b = λ
[(
(a.b)c2 − (a.c)(b.c)
|b ↑ c|
)
b2 +
(
(a.c)b2 − (a.b)(c.b)
|b ↑ c|
)
c.b
]
,
= λ(a.b)
[
c2b2 − (c.b)2
|b ↑ c|
]
,
por (4.11) y de la Definicio´n 3.3.2 obtenemos
λ =
1
|b ↑ c|
.
Luego esta u´ltima relacio´n en (4.10), sigue que
a⊥ = iπ(a ↓ iπ)
=
(
(a.b)c2 − (a.c)(b.c)
|b ↑ c|2
)
b+
(
(a.c)b2 − (a.b)(b.c)
|b ↑ c|2
)
c.
Otro camino para llegar a este resultado es el siguiente. Para mayores detalles
vea la referencia [7].
Sean a ∈ 〈AG(3)〉1 y B ∈ 〈AG(3)〉2 tal que |B| = 1. Si a /∈ πB, por Definicio´n
3.0.1, tenemos
aB = a ↓ B + a ↑ B.
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Por otro lado existe el inverso de B, denotado con B−1 = −
B
|B|2
. Luego
multiplicando a la derecha por B−1 en la relacio´n anterior, se tiene
a = (a ↓ B)B−1 + (a ↑ B)B−1,
por hipo´tesis, se tiene
a = −(a ↓ B)B − (a ↑ B)B,
= B(a ↓ B)− (a ↑ B)B.
Luego se verifican que
1. B(a ↓ B).(a ↑ B)B = 0,
2. B(a ↓ B) ∈ πB,
3. −(a ↑ B)B /∈ πB.
Finalmente denotamos con a⊥ = B(a ↓ B) y a‖ = −(a ↑ B)B.
4.2. Teorema de las tres perpendiculares
Sea un plano y una recta perpendicular a dicho plano, el punto Q es la inter-
seccio´n de estos, desde Q trazamos una perpendicular a una recta cualquiera
contenida en el plano cuya interseccio´n es R, entonces toda recta que pasa
por R y un punto cualquiera de la recta perpendicular al plano, es perpen-
dicular a la recta contenida a dicho plano.
Veamos este resultado de la geometr´ıa tridimensional en el contexto del a´lge-
bra geome´trica. Vea la figura 4.5
Proposicio´n 4.2.1. Sean a, b, v ∈ 〈AG(3)〉1 tal que a ↑ b 6= 0.
Si v es una combinacio´n lineal de a y b. Entonces
(a× b+ viπ) ⊥ v,
donde π = π[a, b] e iπ =
a ↑ b
|a ↑ b|
.
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Demostracio´n. Es claro que
(a× b+ viπ).v = (a× b).v + (viπ).v,
como (a× b).v = 0 y por (4.8) sigue que (viπ).v = 0.
Por lo tanto, (a× b+ viπ).v = 0.
Observacio´n 4.2.2. Este teorema es conocido en geometr´ıa del espacio como
“El teorema de las tres perpendiculares”.
La primera perpendiclar es a× b, la segunda viπ y la tercera a× b+ viπ, esto
con respecto al vector v.
Figura 4.5: Teorema de las tres perpendiculares.
4.3. Mo´dulo del bivector proyeccio´n ortogo-
nal respecto a otro bivector.
En todo diedro el a´rea de una regio´n contenida en un plano, multiplicado
por el coseno de la medida del a´ngulo diedro, resulta ser el a´rea proyectada
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en el otro plano.
En el a´lgebra geome´trica esta proposicio´n, se plasma, es el siguiente teorema.
(Vea la figura 4.6).
Teorema 4.3.1. Sean a, b, c ∈ 〈AG(3)〉1 tal que a ↑ b ↑ c 6= 0
y θ = µ∡(c ↑ a ; b ↑ c).
Entonces
a⊥ ↑ c = |c ↑ a| cos θ ibc,
donde a⊥ es la proyeccio´n ortogonal de a sobre π[b, c].
Demostracio´n. Por Corolario 4.1.11, se tiene
a⊥ =
(
(a.b)c2 − (a.c)(b.c)
|b ↑ c|2
)
b+
(
(a.c)b2 − (a.b)(b.c)
|b ↑ c|2
)
c,
luego tenemos que
a⊥ ↑ c =
(
(a.b)c2 − (a.c)(b.c)
|b ↑ c|
)
ibc. (4.12)
Por otro lado se tiene que
|cica| |ibcc| cos θ = (cica).(ibcc),∣∣∣∣c c ↑ a|c ↑ a|
∣∣∣∣
∣∣∣∣ b ↑ c|b ↑ c|c
∣∣∣∣ cos θ =
(
c
c ↑ a
|c ↑ a|
)
.
(
b ↑ c
|b ↑ c|
c
)
,
|c(c ↑ a)||(b ↑ c)c| cos θ = c(c ↑ a).(b ↑ c)c, (4.13)
por proposiciones: 3.7.1 y 3.7.2 en (4.13)
|c| |c ↑ a| |c| |b ↑ c| cos θ = c2(c2(b.a)− (c.a)(b.c)),
|b ↑ c| |c ↑ a| cos θ = c2(b.a)− (c.a)(b.c). (4.14)
Finalmente (4.14) en (4.12), se obtiene
a⊥ ↑ c = |c ↑ a| cos θ ibc.
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Figura 4.6: Proyeccio´n ortogonal del bivector respecto a otro.
Observacio´n 4.3.2. Sea θ = µ∡(c ↑ a; b ↑ c), entonces
a⊥ ‖ c⇔ a⊥ ↑ c = 0
⇔ |a ↑ c| cos θibc = 0⇔ cos θ = 0⇔ θ =
π
2
.
Adema´s en (4.14), tenemos (a.b)c2 − (a.c)(b.c) = 0, en consecuencia obtene-
mos
(a.b)c2 = (a.c)(b.c).
Ana´logamente sea β = µ∡(b ↑ c; a ↑ b), entonces
a⊥ ‖ b ⇔ β =
π
2
⇔ (a.c)b2 = (a.b)(b.c).
Como a⊥ ↑ c = |c ↑ a| cos θ ibc entonces |a⊥ ↑ c| = |c ↑ a| | cos θ|.
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4.4. Diedros y a´ngulos determinados por las
aristas
El a´ngulo determinado por las rectas perpendiculares a los planos del diedro
y la medida de dicho diedro son suplementarios.(Vea [15])
Con el a´lgebra geome´trica se reinterpreta como (Vea la figura 4.7)
Teorema 4.4.1. Sean a, b, c ∈ 〈AG(3)〉1 tal que a ↑ b ↑ c 6= 0. Si θ =
µ∡(a ↑ c; b ↑ a) y ω = µ∡(b× a; a× c).
Entonces
ω + θ = π.
Figura 4.7: Relacio´n del a´ngulo diedro.
Demostracio´n. Por demostrar que
ω + θ = π s´ı y so´lo s´ı, senω = sen θ y cos θ = − cosω.
Por Proposicio´n 3.7.3, se tiene |(a× c) ↑ (b× a)| = |a× c| |b× a| sen θ.
Por otro lado, se tiene |(a× c) ↑ (b× a)| = |a× c| |b× a||senω|. As´ı de estas
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dos u´ltimas relaciones, se obtiene
|senω| = sen θ. (4.15)
Por Proposicio´n 3.7.3 (a× c) . (b× a) = −|a× c||b× a| cos θ.
Por otro lado se tiene (a× c) . (b× a) = |a× c||b× a| cosω,
luego de estas dos u´ltimas relaciones, tenemos cos θ = −cosω.
Finalmente de (4.15) y esta u´ltima relacio´n, obtenemos ω + θ = π.
Observacio´n 4.4.2. Si α = µ∡(b ↑ a; c ↑ b), β = µ∡(c ↑ b; a ↑ c), ψ =
µ∡(c× b; b× a) y φ = µ∡(a× c; c× b), entonces
ψ + α = π y φ+ β = π.
4.4.1. Ley de senos para el trivector
Sean α, β y θ las medidas de las caras del a´ngulo triedro, y sean x, y, z las
medidas de los a´ngulos diedros opuestos a estas caras respectivamente.
Entonces se tiene (4.16). Con el a´lgebra geome´trica es (Vea la figura 4.8).
Teorema 4.4.3. Sean a, b y c ∈ 〈AG(3)〉1 tal que a ↑ b ↑ c 6= 0 y
denotemos
α = µ∡(c, a) ; x = µ∡(b ↑ c; a ↑ b),
β = µ∡(a, b) ; y = µ∡(c ↑ a; b ↑ c),
θ = µ∡(b, c) ; z = µ∡(a ↑ b; c ↑ a).
Entonces
senα
sen x
=
sen β
sen y
=
sen θ
sen z
. (4.16)
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Figura 4.8: Ley de senos para el trivector.
Demostracio´n. Se tiene que
|bibc ↑ iabb| = |bibc||iabb| sen x,
por Proposicio´n 3.7.1, se obtiene
|bibc ↑ iabb| = b
2 sen x. (4.17)
Ana´logamente, se obtiene
|cica ↑ ibcc| = c
2 sen y, (4.18)
luego dividiendo (4.17) por (4.18), tenemos
sen x
sen y
=
c2|bibc ↑ iabb|
b2|cica ↑ ibcc|
,
por Definicio´n 3.3.2
sen x
sen y
=
c2[(bibc)
2(iabb)
2 − ((bibc).(iabb))
2]1/2
b2[(cica)2(ibcc)2 − (cica).(ibcc))2]1/2
,
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por Proposicio´n 3.7.1, tenemos
sen x
sen y
=
c2[(b4 − ((bibc).(iabb))
2]1/2
b2[(c4 − (cica).(ibcc))2]1/2
,
por Proposicio´n 3.7.5, obtenemos
sen x
sen y
=
c2|b|3|c ↑ a|
b2|c|3|a ↑ b|
=
|b||c ↑ a|
|c||a ↑ b|
.
As´ı, se tiene que
sen x
sen y
=
senα
sen β
,
entonces
senα
sen x
=
sen β
sen y
.
Ana´logamente, se obtiene
senα
sen x
=
sen θ
sen z
.
4.4.2. Teorema de cosenos para el trivector.
Antes de presentar este teorema, veamos el siguiente lema que ayudara´ a
probar las siguientes proposiciones.
Lema 4.4.4. Sean a, b, c ∈ S2 tal que a ↑ b ↑ c 6= 0. Si α = µ∡(a, b),
β = µ∡(b, c) y θ = µ∡(c, a), entonces
icaibc =
−1
|c× a||b× c|
((c× a).(b× c) + (c× a) ↑ (b× c)),
icaiab =
−1
|c× a||a× b|
((c× a).(a× b) + (c× a) ↑ (a× b)).
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Demostracio´n. Es claro que
ica ibc =
(
c ↑ a
|c ↑ a|
)(
b ↑ c
|b ↑ c|
)
, (4.19)
por la dualidad entre bivector y vector, tenemos c × a = −e123(c ↑ a) y
b× c = −e123(b ↑ c).
Luego, reemplazando estas dos u´ltimas igualdades en (4.19), tenemos
ica ibc =
(
e123(c× a)
|c× a|
)(
e123(b× c)
|b× c|
)
,
=
1
|c× a||b× c|
(e123(c× a)e123)(b× c), (4.20)
por otro lado, se tiene que e123(c × a)e123 = −(c × a). Reemplazando esta
igualdad en (4.20), obtenemos
ica ibc =
−(c× a)(b× c)
|c× a||b× c|
=
−1
|c× a||b× c|
((c× a).(b× c) + (c× a) ↑ (b× c)).
Ana´logamente se prueba para ica iab.
Esto nos lleva a formular la siguiente proposicio´n.
Proposicio´n 4.4.5. Sean a,b,c ∈ S2 tal que a ↑ b ↑ c 6= 0. Si α = µ∡(a, b),
β = µ∡(b, c), θ = µ∡(c, a) y γ = µ∡(c× a, b× c), entonces
cosα = cos θ cos β − sen θ sen β cos γ (4.21)
y
senαiab + cos θ sen βibc + sen θ cos βica + sen θ sen β sen γiγ = 0, (4.22)
donde iγ = ic×a b×c.
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Demostracio´n. Por (3.22) y (3.21), se tiene
eαiab = ab = accb = e−θicae−βibc ,
luego por, la identidad generalizada de Euler, (3.22)
cosα + senαiab = (cos θ − sen θica)(cos β − sen βibc)
= cos θ cos β − cos θ sen βibc − sen θ cos βica + sen θ sen βicaibc
(4.23)
por Lema 4.4.4 en (4.23) e igualando te´rminos, se tiene
cosα = cos θcosβ + sen θ sen β
(−1)
|c× a||b× c|
((c× a).(b× c)), (4.24)
senαiab = − cos θ sen βibc − sen θ cos βica
+ sen θ sen β(
(−1)
|c× a||b× c|
)((c× a) ↑ (b× c)). (4.25)
Por otro lado, tenemos
(c× a).(b× c) = (|c× a||b× c|) cos γ
y
(c× a) ↑ (b× c) = iγ|c× a||b× c| sen γ,
luego reemplazando estas relaciones respectivamente en (4.24) y (4.25), se
deduce que
cosα = cos θ cos β − sen θ sen β cos γ
y
senαiab + cos θ sen βibc + sen θ cos βica + sen θ sen β sen γiγ = 0.
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Observacio´n 4.4.6.
Si γ = 0 entonces cosγ = 1. Esto nos llevar´ıa a trabajar en el subespacio
vectorial bidimensional generado por los vectores a y b, el vector c estar´ıa
entre los vectores a y b luego reemplazando cosγ = 1 en (4.21), se obiene
cosα = cos θ cos β − sen θ sen β.
Adema´s, tenemos α = −(θ + β) esto pues, manteniendo el sentido en el que
se han determinado los a´ngulos respectivamente y como la funcio´n coseno es
par, as´ı, se tiene la identidad trigonome´trica conocida
cos(θ + β) = cos θ cos β − sen θ sen β.
Por otro lado los bivectores: iab, ibc, ica y iγ son iguales (iab = ibc = ica = iγ),
es decir, geome´tricamente hablando ser´ıan coplanares y sen γ = 0, luego en
(4.22) se tiene
senα + cos θ sen β + sen θ cos β = 0.
Como la funcio´n seno es impar, se tendr´ıa la siguiente identidad trigo-
nome´trica conocida
sen(θ + β) = cos θ sen β + sen θ cos β.
Adema´s, si θ = β no implica que ica = ibc.
El teorema de cosenos para un trivector es el siguiente corolario.
Sean α, β, θ las medidas de las caras de un a´ngulo triedro y ω la medida
del a´ngulo diedro opuesto a la cara de medida α, entonces se cumple (4.26)
(Vea la figura 4.9)
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Corolario 4.4.7. Sean a, b, c ∈ S2 tal que a ↑ b ↑ c 6= 0. Si α = µ∡(a, b),
β = µ∡(b, c), θ = µ∡(c, a) y ω = µ∡(c ↑ a; b ↑ c),
entonces
cosα = cos β cos θ + sen β sen θ cosω. (4.26)
Demostracio´n. Sea γ = µ∡(b× c, c× a), por Proposicio´n 4.4.5, se tiene
cosα = cos β cos θ − sen β sen θ cos γ.
Luego por Corolario 4.4.1, se tiene
ω + γ = π en consecuencia cos γ = − cosω.
Por lo tanto
cosα = cos β cos θ + sen β sen θ cosω.
Figura 4.9: Teorema de cosenos.
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4.5. Teoremas de trivectores
En todo tetraedro de aristas laterales de igual longitud se cumple que, el
circuncentro de la base del tetraedro es el pie de la altura del teraedro. (Vea
la figura 4.10).
Proposicio´n 4.5.1. Sean w, u, v ∈ 〈AG(3)〉1 y π[w, u], v /∈ π[w, u] tal que
|w − v| = |u− v| = |v|, entonces
|w − v⊥| = |u− v⊥| = |v⊥|.
Demostracio´n. El siguiente resultado se cumple
(w − v)2 = v2‖ + (w − v⊥)
2.
En efecto
(w − v)2 = (w − v)(w − v) = w2 − 2w.v + v2
= w2 − 2w.(v‖ + v⊥) + v
2
‖ + v
2
⊥
= w2 − 2w.v‖ − 2w.v⊥ + v
2
‖ + v
2
⊥ (4.27)
v‖ es ortogonal a π[w, u] en consecuencia w.v‖ = 0, este u´ltimo resultado en
(4.27), as´ı se tiene
(w − v)2 = w2 − 2w.v⊥ + v
2
⊥ + v
2
‖ = (w − v⊥)
2 + v2‖,
luego por hipo´tesis |w − v| = |v|, sigue que v2 = (w − v)2, as´ı en la igualdad
anterior, obtenemos v2⊥ + v
2
‖ = v
2 = (w − v⊥)
2 + v2‖, se sigue que
|v⊥| = |w − v⊥|. (4.28)
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Figura 4.10: Circuncentro de un Trivector en particular.
Ana´logamente para (u− v), pues (u− v)2 = v2‖ + (u− v⊥)
2.
Entonces
|u− v⊥| = |v⊥|, (4.29)
luego de (4.28) y (4.29). Por lo tanto
|w − v⊥| = |u− v⊥| = |v⊥|.
Observacio´n 4.5.2. Esto es equivalente a decir que las coordenadas del vec-
tor v⊥ sobre π[w, u] es el circuncentro del tria´ngulo determinado por los vec-
tores u y w.
En todo triedro iso´sceles, cuyas caras congruentes tienen medidas menores a
π
2
, entonces la proyeccio´n ortogonal de la arista comu´n de dichas caras sobre
la cara desigual es bisectriz de esta u´ltima.
Este enunciado en el a´lgebra geome´trica es el siguiente teorema. (Vea la figura
4.11)
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Figura 4.11: Vector bisectriz.
Teorema 4.5.3. Sean a, b y c ∈ 〈AG(3)〉1 tal que a ↑ b ↑ c 6= 0. Si α =
µ∡(a, c) = µ∡(b, c), entonces
c⊥ es bisectriz del ∡(a, b),
donde c⊥ es el vector proyeccio´n ortogonal de c sobre π[a, b].
Demostracio´n. Por Corolario 4.1.11, se tiene
c⊥ =
(
(c.a)b2 − (c.b)(a.b)
|a ↑ b|2
)
a+
(
(c.b)a2 − (c.a)(a.b)
|a ↑ b|2
)
b,
luego obtenemos
c⊥ ↑ b =
(
(c.a)b2 − (c.b)(a.b)
|a ↑ b|2
)
a ↑ b,
luego tomando mo´dulo, se tiene
|c⊥ ↑ b| =
|(c.a)b2 − (c.b)(a.b)|
|a ↑ b|
,
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por hipo´tesis
b.c
|b|
=
a.c
|a|
= |c| cosα, entonces
|c⊥ ↑ b| = |b||c||cosα|
||a||b| − a.b|
|a ↑ b|
,
|c⊥ ↑ b|
|b|
= |c||cosα|
||a||b| − a.b|
|a ↑ b|
. (4.30)
Ana´logamente, se tiene
|a ↑ c⊥|
|a|
= |c||cosα|
||a||b| − a.b|
|a ↑ b|
, (4.31)
luego de (4.30) y (4.31), obtenemos
|c⊥ ↑ b|
|b|
=
|a ↑ c⊥|
|a|
,
es decir
senµ∡(c⊥, b) = senµ∡(a, c⊥). (4.32)
Por otro lado, por hipo´tesis, tenemos
c⊥.a = c.a = |c||a| cosα y c⊥.b = c.b = |c||b| cosα,
entonces
c⊥.a
|a|
=
c⊥.b
|b|
,
es decir
cosµ∡(c⊥, b) = cosµ∡(a, c⊥). (4.33)
Finalmente de (4.32) y (4.33), obtenemos µ∡(c⊥, b) = µ∡(a, c⊥).
Un triedro es iso´sceles si y so´lo si a las caras congruentes se le oponen a´ngulos
diedros de igual medida.
En el contexto del a´lgebra geome´trica es (Vea la figura 4.12)
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Teorema 4.5.4. Sean a, b y c ∈ 〈AG(3)〉1 tal que a ↑ b ↑ c 6= 0. Sean
x = µ∡(a ↑ b; c ↑ a), y = µ∡(b ↑ c; a ↑ b), α = µ∡(c, a) y β = µ∡(b, c),
entonces
α = β si y so´lo si x = y.
Demostracio´n. (⇒) Por Proposicio´n 3.4.4 es equivalente a probar que
cos x = cos y y sen x = sen y.
Se tiene que
(aiab).(icaa) =
1
|a ↑ b||c ↑ a|
(a(a ↑ b).(c ↑ a)a).
Por Proposicio´n 3.7.2, se obtiene
(aiab).(icaa) =
1
|a ↑ b||c ↑ a|
(a2[a2(b.c)− (a.b)(c.a)]),
luego por hipo´tesis α = β, se tiene que
b.c
|b|
=
c.a
|a|
, obtenemos
(aiab).(icaa)
|a|2
=
c.a
|a ↑ b||c ↑ a|
(|a||b| − a.b). (4.34)
Ana´logamente, se obtiene
(bibc).(iabb)
|b|2
=
b.c
|a ↑ b||b ↑ c|
(|a||b| − a.b), (4.35)
luego por hipo´tesis α = β, se tiene que
b.c
|b ↑ c|
=
c.a
|c ↑ a|
, luego en (4.34) y
(4.35), se obtiene
(aiab).(icaa)
|a|2
=
(bibc).(iabb)
|b|2
,
es decir
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Figura 4.12: Relacio´n entre diedros y a´ngulos.
cos x = cos y. (4.36)
Ahora veamos que sen x = sen y. En efecto, por Definicio´n 3.3.2, tenemos
|(aiab) ↑ (icaa)|
2 = |aiab|
2|icaa|
2 − ((aiab).(icaa))
2,
por proposiciones 3.7.1 y 3.7.2, se tiene
|(aiab) ↑ (icaa)|
2 = |a|2|iab|
2|ica|
2|a|2 −
a4
|a ↑ b|2|c ↑ a|2
[a2(b.c)− (a.b)(c.a)]2,
se sigue que
(
|(aiab) ↑ (icaa)|
|a|2
)2
= 1−
1
|a ↑ b|2|c ↑ a|2
[a2(b.c)− (a.b)(c.a)]2,
por hipo´tesis α = β, sigue que:
b.c
|b|
=
c.a
|a|
, as´ı en la u´ltima igualdad, obtene-
mos
(
|(aiab) ↑ (icaa)|
|a|2
)2
= 1−
(
c.a
|a ↑ b||c ↑ a|
)2
[|a||b| − a.b]2. (4.37)
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Ana´logamente, se obtiene que(
|(bibc) ↑ (iabb)|
|b|2
)2
= 1−
(
b.c
|a ↑ b||b ↑ c|
)2
[|a||b| − a.b]2, (4.38)
luego por hipo´tesis α = β, se obtiene:
b.c
|b ↑ c|
=
c.a
|c ↑ a|
, este resultado en
(4.37) y (4.38), obtenemos
|(aiab) ↑ (icaa)|
|a|2
=
|(bibc) ↑ (iabb)|
|b|2
,
es decir sen x = sen y.
Finalmente de (4.36) y la u´ltima relacio´n, por lo tanto x = y.
Lema 4.5.5. Sean a, b, c ∈ 〈AG(3)〉1 tal que a ↑ b ↑ c 6= 0, c⊥(b− c),
c⊥(a− c) y (b− c) ⊥ (a− c). Entonces
a⊥ = c y b⊥ = c,
donde
a⊥ : vector proyeccio´n ortogonal de a sobre π[b, c].
b⊥ : vector proyeccio´n ortogonal de b sobre π[c, a].
Demostracio´n. (Vea la figura 4.13) Por Corolario 4.1.11, se tiene
a⊥ =
(
(a.b)c2 − (a.c)(b.c)
|b ↑ c|2
)
b+
(
(a.c)b2 − (a.b)(b.c)
|b ↑ c|2
)
c,
luego tenemos que
a⊥ ↑ c =
(
(a.b)c2 − (a.c)(b.c)
|b ↑ c|2
)
(b ↑ c) (4.39)
por hipo´tesis, c⊥(b− c) = 0, as´ı se tiene
c2 = c.b. (4.40)
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Por otro lado la expresio´n; (a.b)c2 − (a.c)(b.c) gracias a (4.40), es igual a
(a.b)c2 − (a.c)(b.c) = (a.b)(b.c)− (a.c)(b.c) = (b.c) a.(b− c). (4.41)
Figura 4.13: Trivector trirecta´ngulo.
Se observa que a ⊥ (b− c), en efecto
a = c+ (a− c),
luego tenemos que
a.(b− c) = c.(b− c) + (a− c).(b− c), (4.42)
por hipo´tesis en (4.42), se tiene a.(b− c) = 0.
Reemplazando esta u´ltima relacio´n en (4.41), se obtiene
(a.b)c2−(a.c)(b.c) = 0, esta u´ltima relacio´n reemplazamos en (4.39), tenemos
que a⊥ ↑ c = 0, sigue que a⊥ ‖ c luego existe λ ∈ R− {0}, tal que
c = λa⊥. (4.43)
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Afirmacio´n 4.5.6. λ = 1.
En efecto, por hipo´tesis c ⊥ (c− a), en consecuencia se tiene que c2 = c.a.
Ahora reemplazando (4.43) en esta u´ltima relacio´n, se tiene
λ2a2⊥ = λ(a⊥.a) = λa⊥.(a‖ + a⊥)
= λa2⊥.
Si a⊥ 6= 0 y λ 6= 0 entonces a⊥ = c.
Ana´logamente para b⊥.
Un plano secante a las aristas de un a´ngulo triedro trirecta´ngulo determina
en dicho a´ngulo tres regiones tria´ngulares, tal que la razo´n entre el a´rea de la
proyeccio´n ortogonal de una de las tres regiones tria´ngulares sobre la seccio´n
plana determinada y el a´rea de dicha secio´n plana, es igual al cuadrado del
coseno de la medida del a´ngulo diedro que forma el plano secante con la
regio´n triangular proyectada.
En el contexto del a´lgebra geome´trica el enunciado de esta afirmacio´n, es el
siguiente. (Vea la figura 4.14)
Teorema 4.5.7. Sean a, b, c ∈ 〈AG(3)〉1 tal que a ↑ b ↑ c 6= 0. Si
c ⊥ (b− c), c ⊥ (a− c), (b− c) ⊥ (a− c) y θ = µ∡(b ↑ c; a ↑ b), entonces
|c⊥ ↑ b|
|a ↑ b|
= cos2 θ
donde c⊥ es el vector proyeccio´n ortogonal de c sobre π[a, b].
Demostracio´n. Por Teorema 4.3.1, se tiene c⊥ ↑ b = |b ↑ c| cos θ iab,
luego se tiene que
|c⊥ ↑ b| = |b ↑ c|| cos θ|. (4.44)
De forma ana´loga, se tiene que
a⊥ ↑ b = |a ↑ b| cos θ ibc
|a⊥ ↑ b| = |a ↑ b|| cos θ|. (4.45)
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Deacuerdo a las hipo´tesis y haciendo uso del Lema 4.5.5, tenemos que a⊥ = c,
reemplazando esta u´ltima igualdad en (4.44) y luego de (4.45).
Por lo tanto |c⊥ ↑ b| = |a ↑ b| cos
2 θ.
Figura 4.14: Ca´lculo del coseno del a´ngulo diedro.
En todo triedro trirecta´gulo se tiene que la suma de los cuadrados de las a´reas
de las caras catetos es igual a la cuadrado del a´rea de la cara hipotenusa.
(Vea la figura 4.15)
Teorema 4.5.8. Sean a, b, c ∈ 〈AG(3)〉1 tal que {a, b, c} un conjunto orto-
gonal.
Entonces
|(a− c) ↑ (b− c)|2 = |a ↑ b|2 + |b ↑ c|2 + |a ↑ c|2.
Demostracio´n. Un ca´lculo sencillo conduce a
|(a− c) ↑ (b− c)|2 = [(a− c) ↑ (b− c)][(b− c) ↑ (a− c)]
= (a ↑ b− a ↑ c− c ↑ b+ c ↑ c)(b ↑ a− b ↑ c− c ↑ a+ c ↑ c)
= (a ↑ b− a ↑ c− c ↑ b)(b ↑ a− b ↑ c− c ↑ a).
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Figura 4.15: Relacio´n de Pita´goras en el espacio.
Luego por distributividad de AG(3), tenemos
|(a− c) ↑ (b− c)|2 = (a ↑ b)(b ↑ a)− (a ↑ b)(b ↑ c)− (a ↑ b)(c ↑ a)
− (a ↑ c)(b ↑ a) + (a ↑ c)(b ↑ c) + (a ↑ c)(c ↑ a)
− (c ↑ b)(b ↑ a) + (b ↑ c)(b ↑ c) + (c ↑ b)(c ↑ a). (4.46)
Por hipo´tesis a, b y c son ortogonales, esto implica que
ac = a ↑ c = −ca, ab = a ↑ b = −ba y bc = b ↑ c = −cb.
Por Definicio´n 3.3.2 y las relaciones anteriores en (4.46), tenemos
|(a− c) ↑ (b− c)|2 = |a ↑ b|2 + |b ↑ c|2 + |a ↑ c|2
− abbc− abca− acba+ acbc− cbba+ cbca
= |a ↑ b|2 + |b ↑ c|2 + |a ↑ c|2
− b2ac− a2bc− a2cb− c2ab− b2ca− c2ba,
88
por lo tanto
|(a− c) ↑ (b− c)|2 = |a ↑ b|2 + |b ↑ c|2 + |a ↑ c|2.
En todo triedro trirecta´ngulo se cumple que la proyeccio´n ortogonal del ve´rti-
ce sobre un plano secante a sus aristas es el ortocentro del tria´ngulo deter-
minado por la interseccio´n del triedro y dicho plano. (Vea la figura 4.16).
Teorema 4.5.9. Sean a, b, c ∈ 〈AG(3)〉1 tal que a ↑ b ↑ c 6= 0. Si
c ⊥ (b− c) ; c ⊥ (a− c) y (b− c) ⊥ (a− c), entonces
c⊥ ⊥ a− b, (c− b)⊥ ⊥ a y (c− a)⊥ ⊥ b,
donde c⊥, (c− b)⊥ y (c− a)⊥ son las proyecciones ortogonales de c,
c− b y c− a, respectivamente, sobre π[a, b].
Demostracio´n. Por hipo´tesis tenemos que
(c‖ + c⊥).(a− b) = c.(a− b) = c.(a− c)− c.(b− c) = 0,
as´ı, se tiene c⊥.(a− b) = 0.
Ahora veamos que (c− b)⊥ ⊥ a. Por Corolario 4.1.11
(c− b)⊥ =
(
((c− b).a)b2 − ((c− b).b)(a.b)
|a ↑ b|2
)
a
+
(
((c− b).b)a2 − ((c− b).a)(a.b)
|a ↑ b|2
)
b,
luego obtenemos
(c− b)⊥.a =
1
|a ↑ b|2
(
((c− b).a)a2b2 − ((c− b).a)(a.b)2
)
,
=
(c− b).a
|a ↑ b|2
(
a2b2 − (a.b)2
)
= (c− b).a. (4.47)
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Figura 4.16: Ortocentro del trivector trirecta´ngulo.
Por hipo´tesis
0 = (b− c).(a− c) = (b− c).a− (b− c) = (b− c).a.
Reemplazando esta u´ltima relacio´n en (4.47), se tiene (c− b)⊥.a = 0.
Finalmente veamos que (c − a)⊥ ⊥ b. Por Corolario 4.1.11 y realizando el
producto escalar con b, obtenemos
(c− a)⊥.b =
1
|a ↑ b|2
(
−((c− a).b)(a.b)2 + ((c− a).b)a2b2
)
,
=
(c− a).b
|a ↑ b|2
(
a2b2 − (a.b)2
)
,
= (c− a).b. (4.48)
Por hipo´tesis
0 = (b− c).(a− c) = b.(a− c)− c.(a− c) = b.(a− c).
Esta u´ltima relacio´n en (4.48), se tiene (c− a)⊥.b = 0.
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En todo triedro trirecta´ngulo se cumple que la inversa del cuadrado de la
distancia de su ve´rtice a un plano secante a sus aristas es igual a la suma
de las inversas al cuadrado de las distancias del ve´rtice, a los puntos de
interseccio´n del plano con las aristas. (Vea la figura 4.17).
Teorema 4.5.10. Sean a, b, c ∈ 〈AG(3)〉1 tal que {a, b, c} es un conjunto
ortogonal. Entonces
1
c2‖
=
1
a2
+
1
b2
+
1
c2
,
donde c‖ es la proyeccio´n ortogonal de c sobre π[a− c, a− b].
Demostracio´n. Por hipo´tesis, se tiene
a2 = (a− c).(a− b), (4.49)
luego hacemos r = |a− c ↑ a− b|2. Por Definicio´n 3.3.2
r = (a− c)2(a− b)2 − ((a− c).(a− b))2,
por hipo´tesis, obtenemos
r = (a2 + c2)(a2 + b2)− a4 = a2b2 + a2c2 + b2c2. (4.50)
Ahora por Corolario 4.1.11, tenemos
c⊥ =
(
(c.(a− c))(a− b)2 − ((a− b).c)((a− c).(a− b))
|a− c ↑ a− b|2
)
(a− c)
+
(
(c.(a− b))(a− c)2 − ((a− c).c)((a− c).(a− b))
|a− c ↑ a− b|2
)
(a− b),
por hipo´tesis, (4.49) y (4.50), se tiene
c⊥ =
(
−c2(a2 + b2)
r
)
(a− c) +
(
c2a2
r
)
(a− b),
=
c2
r
(
(a2 + b2)(c− a) + a2(a− b)
)
,
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Figura 4.17: Relacio´n entre mo´dulos de vectores que determinan un trivector.
luego se tiene
c2⊥ =
c4
r2
(
(a2 + b2)2(c− a)2 + 2(a2 + b2)a2[(c− a).(a− b)] + a4(a− b)2
)
,
por hipo´tesis y (4.49), obtenemos
c2⊥ =
c4
r2
(
(a2 + b2)2(a2 + c2)− 2(a2 + b2)a4 + a4(a2 + b2)
)
,
=
c4
r2
(a2 + b2)
(
(a2 + b2)(a2 + c2)− a4
)
,
=
c4
r2
(a2 + b2)
(
a2b2 + a2c2 + b2c2
)
,
luego por (4.50), se tiene
c2⊥ =
c4
r
(a2 + b2),
luego por Definicio´n 4.1.2 y por (4.50), se obtiene
c2 − c2‖ =
c4(a2 + b2)
a2b2 + a2c2 + b2c2
,
c2‖ = c
2 −
c4(a2 + b2)
a2b2 + a2c2 + b2c2
,
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luego se tiene
c2‖ =
a2b2c2
a2b2 + a2c2 + b2c2
.
Por lo tanto
1
c2‖
=
1
a2
+
1
b2
+
1
c2
.
Observacio´n 4.5.11. Este resultado generaliza los resultados de las me´tricas
en un tria´ngulo recta´ngulo de la geometr´ıa euclideana plana.
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