Dupin hypersurfaces and integrable hamiltonian systems of hydrodynamic type, which do not possess Riemann invariants  by Ferapontov, E.V.
Differential Geometry and its Applications 5 (1995) 121-152 
North-Holland 
121 
Dupin hypersurfaces and integrable 
hamiltonian systems of hydrodynamic 
type, which do not possess Riemann 
invariant s 
E.V. Ferapontov 
Institute for Mathematical Modelling, Academy of Science of Russia, 12.50~7, Miusskaya 4, 
Moscow, Russia 
Communicated by B. Dubrovin 
Received 30 September 1993 
Abstract: We establish a close relationship between hamiltonian systems of hydrodynamic type 
and hypersurfaces of a pseudoeuclidean space. This correspondence provides a complete classifi- 
cation of the 3 x 3 integrable nondiagonalizable hamiltonian systems, based upon the classification 
of Dupin hypersurfaces in E’. 
h’eywords: Hamiltonian systems of hydrodynamic type, reciprocal transformations, Dupin hy- 
persurfaces, Lie sphere transformations, isoparametric hypersurfaces. 
MS classification: 53A07, 53B50, 35L60. 
1. Introduction 
We consider n x n systems of hydrodynamic type 
U”l = Uj(U) ?& i,j = l)...) 71. (1.1) 
Such systems naturally arise in gas dynamics, hydrodynamics, chemical kinetics, 
Whitham averaging procedure, etc. The last years were marked by a considerable 
progress in understanding the mathematical nature and integrability properties of 
hamiltonian systems of hydrodynamic type, i.e., the systems (l.l), which can be put 
into the hamiltonian form 
ui _ (ibijd 6H 
t- ds i$ ’ ( > 
(1.2) 
with the hamiltonian operator cisij d/dz, ci = fl and the Hamiltonian H = J h(u) dz, 
where the density /L(U) is supposed to be independent of u,, u,~, . . . . In this case the 
matrix V;(U) coincides with the hessian of the density h(u): 
~~ = Eihij, (1.3) 
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(hij = d2h/dui8d). The main activity was concentrated around diagonalizable hamil- 
tonian systems, i.e., systems (1.2), which can be transformed into the form 
Rf = X’(R)R;, i = l,..., n. (1.4) 
The coordinates R”, where the system under study assumes the diagonal form (1.4), 
are called Riemann invariants. Note that for n 2 3 Riemann invariants may not exist; 
in this case the system is called nondiagonalizable. Hamiltonian systems in Riemann 
invariants possess an infinite number of conservation laws and an infinite hierarchy 
of commuting flows of hydrodynamic type. All such systems can be integrated by 
generalized hodograph transform [31]. The reader may consult the reviews [6,32] for an 
exhaustive .information concerning differential geometry, integrability and applications 
of hamiltonian systems in Riemann invariants. 
On the other hand, up to now there are few results, concerning nondiagonalizable 
systems (note that in the nondiagonalizable situation generalized hodograph transform 
is inapplicable). Nevertheless there are integrable systems in this class (see [33,8, lo]). 
The main goal of this paper is to provide a complete classification of the 3 x 3 inte- 
grable nondiagonalizable hamiltonian systems of hydrodynamic type. For that purpose 
a remarkable correspondence between hamiltonian systems and hypersurfaces of a pseu- 
doeuclidean space is established. Namely, we associate with each n x n hamiltonian 
system (1.2) a hypersurface M” in a pseudoeuclidean space En+r (sometimes it would 
be more convenient to speak about a hypersurface in the unit hypersphere P+‘-up 
to some trivial modifications the construction is essentially the same) in such a way, 
that equations (1.2) can be transformed into the form 
i;t = r’, (1.5) 
where Z and r’are the unit normal and the radius-vector of M” respectively. 
Remark. Let u1 , . . . , un be any curvilinear coordinates on the hypersurface IP. Since 
TAP is spanned by dF/du’ , . . . , dF/ldd’ and &i/&j E TM” for any j = 1,. . . , n, we 
can introduce the Weingarten operator (called also the shape-operator) w;(u) by the 
formulas 
&i 
Y = wj(u)$. 
dU’ 
Then equations (1.5) can be rewritten in the form (1 .l) with w; = (w-l):. The eigen- 
values of such I$ are the radii of principal curvatures of M”, and the corresponding 
eigenfoliations are the curvature surfaces of M”. 
The details of this construction are discussed in Section 4 (see also [9]), Let us briefly 
indicate the main properties of our correspondence. 
1. Hypersurfaces Mn, associated with weakly nonlinear hamiltonian systems, are ex- 
actly Dupin hypersurfaces. We recall that the system (1.1) is called weakly nonlinear if 
each eigenvalue Xi(u) of the matrix V;(U) is constant along the corresponding eigenfo- 
liation. Hypersurface M” is called Dupin, if its principal curvatures are constant along 
the corresponding curvature surfaces. 
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2. Two hamiltonian systems are connected by a reciprocal transformation if and 
only if the associated hypersurfaces are connected by a Lie sphere transformation (see 
Section 5). 
Hence the classification of weakly nonlinear hamiltonian systems up to reciprocal 
transformations is completely equivalent to the classification of Dupin hypersurfaces 
up to Lie sphere transformations. Fortunately, there exists a complete description of 
the 3-dimensional Dupin hypersurfaces in E4 ([al], see also [5]). The main result reads 
as follows: all Dupin hypersurfaces in E4 with three distinct principal curvatures and 
nonholonomic net of lines of curvature are equivalent under the Lie sphere transforma- 
tions (in particular, all of them are Lie-equivalent to the image of Cartan isoparamet- 
ric hypersurface M3 C S4 under the stereographic projection S4 + E4). This purely 
differential-geometric result provides a complete classification of the 3 x 3 integrable 
nondiagonalizable hamiltonian systems of hydrodynamic type. Indeed, weak nonlin- 
earity is the necessary condition for a 3 x 3 nondiagonalizable hamiltonian system to 
be integrable (see [8, lo]), and reciprocal transformations preserve integrability. The 
details of this classification are summarized in Section 6, where we prove our main 
result (announced in [lo] for the first time): 
Theorem. A 3 x 3 nondiagonalizable hamiltonian system is integrable if and only if it 
is weakly nonlinear. All 3 x 3 weakly nonlinear nondiagonalizable hamiltonian systems 
are equivalent under the reciprocal tra?,sformetion,. 
Any 3 x 3 weakly nonlinear nondiagonalizable hamiltonian system can be transformed 
into the form 
where Z and r’are the unit normal and the radius-vector of Cartan isoparametric hy- 
persurface M3 c S4. To elucidate the integrability we construct an explicit differential 
substitution, relating this system to the system of the resonant S-wave interaction- 
one of the classical soliton equations, integrable via inverse scattering transform (see 
Example 3 in Section 4). 
In the forthcoming paper we intend to study other examples of the homogeneous 
isoparametric hypersurfaces in spheres and the associated systems n’t = r’, of hydro- 
dynamic type. All such systems proved to be nondiagonalizable, but integrable. 
There exists now a vast literature devoted to Dupin hypersurfaces and their local 
as well as global aspects-see e.g. [4,5,16-21,301 and references therein. As far as 
Dupin hypersurfaces are in one to one correspondence with weakly nonlinear hamil- 
tonian systems of hydrodynamic type and wea.k nonlinearity is the necessary condition 
for a nondiagonalizable hamiltonian system to be integrable [lo], all these results can 
be immediately reformulated in the setting of integrable systems. However, this refor- 
mulation has to be carried out with care, because some results on Dupin hypersurfaces 
were obtained under the additional topological assumptions (compactness, complete- 
ness, etc.), whereas the “integrability” is a local property. One of the most deep and 
nontrivial developments in the theory of Dupin hypersurfaces, obtained within purely 
124 E. V. Fmapontov 
local differential-geometric approach, was the above-mentioned classification of Dupin 
hypersurfaces in E4 due to Pinkall [21] (see also IS]). The analogous problem in Es 
has not yet been solved-see [17-191 for the first steps in this direction. Classification 
of multidimensional Dupin hypersurfaces with three distinct principal curvatures, ob- 
tained by Miyaoka [16] under the additional assumption of compactness, would provide 
a complete description of the n x TZ integrable nondiagonalizable hamiltonian systems 
with three distinct eigenvalues, if it would be possible to obtain this classification within 
purely local approach (e.g. replacing the condition of being compact by that of being 
nonreducible in the sense of [20,4]; we point out that nonreducibility of Dupin hy- 
persurface M” is, in fact, equivalent to nondiagonalizability of the associated system 
Zt = FZ---more precisely, to the condition, that the system St = r’, does not admit 
a single Riemann invariant). One may ask: which Dupin hypersurfaces actually cor- 
respond to integrable nondiagonalizable systems? (Such Dupin hypersurfaces will be 
called for short “integrable”). We conjecture, that this is the case if and only if Dupin 
hypersurface is a Lie-geometric image of an isoparametric homogeneous hypersurface 
or can be obtained from homogeneous isoparametric submanifold (see [22,27-291) of 
codimension greater than one by a construction described in Section 6. 
In Sections 2 and 3 we recall the necessary information concerning exterior repre- 
sentation and reciprocal transformations of hydrodynamic type equations. The exterior 
differential representation has several obvious advantages and proves to be the most 
convenient tool in the investigation of nondiagonalizable systems. 
In conclusion we formulate several conjectures and unsolved problems. 
2. Exterior representation of hydrodynamic type systems 
The approach of this section is valid for arbitrary systems (l.l), not necessarily 
hamiltonian. The only assumption is that of hyperbolicity, i.e., that the matrix V:(U) 
has real eigenvalues X*(U) and a basis of n linearly independent left eigenvectors 
l’i = (If(U) , . . . , l:(u)) satisfying fjvi = Ail;. Introducing l-forms wi = 1; duj, we can 
rewrite (1.1) in the equivalent exterior form: 
wi A (dz + Xi&) = 0, i = l,.. .,?L. (2.1) 
Differentiating wi and A”, we obtain the structure equations of the system (1.1): 
dwi = ci. 
Ik 
J A &k , (2.2) 
dXi = xj& (2.3) 
Coefficients cj,(u) and X:(u) carry all the necessary information about the system 
under study. In the case when all eigenvalues Xi are simple (i.e., of multiplicity 1) we 
have the following 
Proposition 2.1. The system (1.1) is diago~zalizabk if md only if cik = 0 for any 
i#j#k#i. 
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Proof. Indeed, this condition is equivalent to cl& A w’ = 0 for any i = 1, . . . , n. Hence 
isi can be normalized so as to become complete differentials: wi = dRi (note that wZ 
are defined up to nonzero multiple wi + p’w’,p’ # 0). In the coordinates R’ equations 
(2.1) assume the familiar Riemann invariant form ( 1.4). •i 
The generalization of this proposition to the case of nontrivial multiplicities is left to 
the reader. 
The language of exterior differential forms proves to he the most convenient in the 
study of nondiagonalizable systems. The interested reader may consult [8], where the 
necessary and sufficient conditions for a nondiagonalizable system to be hamiltonian 
(as well as integrable) were obtained in terms of the structure equations (2.2-2.3). 
Consider an integral 
B(U) dx + A(u) dt (2.4) 
of the system (1.1). We recall that the l-form is called an integral, if it is closed 
on the solutions of the system under study. If A(, ) u and R(U) are independent of 
11x, %z, . . -, (2.4) is called an integral of hydrodyna.mic type. Introducing the expansions 
dB = B;wi, dA = A;w’, we can formulate 
Proposition 2.2. The necessary and suficicnt colhditions for the l-form (2.4) to be 
an integral of hydrodynamic type are the following: 
A; = BJi for any i = 1,. . . , IL. (2.5) 
Proof. Consider the identity 
d( B dx + A dt) = B;wi A (dx + Xi dt) + (A; - B;X”)wi A dt. 
As far as the left hand side and the first summand on the right hand side are zero on 
the solutions of the system under study, we recover (2.5). 0 
Definition. The system (1.1) is called weakly nonlinear, if each eigenvalue X%(u) of 
the matrix V;(U) is constant along the corresponding eigenfoliation. In terms of the 
structure equations (2.3) this is equivalent to 
Xi = 0 for any i = l,...,n. (2.6) 
Weakly nonlinear systems have a number of peculiar properties from the point of view 
of the solvability of the initial value problem as well as from the point of view of their 
integrability [26,11]. The reason for weak nonlinearity to come into play in the theory 
of integrable systems is due to the following 
Proposition 2.3. ([lo]) W ea nonlinearity is a necessary (although by no means t 
suficient) condition for a nondiagonalizable hamiltonian system to be integrable. Here 
under “nondiagonalizable” we understand a system, which does not admit a single 
Riemann invariant. 
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Weak nonlinearity naturally arises also in the theory of hamiltonian systems due to 
the following 
Proposition 2.4. Suppose that an eigenvalue A of the hamiltonian matrix (1.3) has 
multiplicity m > 1. Let ?I, . . . , rllL _ be the corresponding right eigenvectors. Then the 
m-dimensional foliation, spanned by 71,. * . . , r,,,, is necessarily integrable. Moreover, 
X is constant along its m-dimensional integral manifolds. Hence any eigenvalue of 
multiplicity m > 1 is automatically linearly degenerate. 
Proof. These properties are well-known for the Weingarten operators. Hence the proof 
immediately follows from the construction of Section 4, associating hamiltonian systems 
with hypersurfaces (and hamiltonian matrices (1.3) with the corresponding Weingarten 
operators). •i 
3. Reciprocal transformations of hydrodynamic type systems 
Let us consider two hydrodynamic integrals A(u) dx+B(u) dt and N(u) dx+M(u) dt 
of the system (1.1). Introducing new independent variables X, T by the formulas 
dX = B(u) dx + A(U) dt, 
dT = N(u)dx + M(u)dt, 
we can rewrite (1.1) in the form 
(34 
(3.2) 
where the matrix V is given by 
V = (Bv - AE)(ME - NV)-‘, E = id. 
Transformations of this type originate from gas dynamics and are known as “reciprocal” 
(see [23,24,12,13]). Th e most convenient way to clarify their properties is to utilize 
the language of exterior differential forms. Expressing dx and dt from (3.1) as 
dx_ MdX-AdT dt NdX-BdT 
BM-AN ’ = AN-BM ’ (3.3) 
and inserting these expressions in the exterior equations wi A (dx + X” dt) = 0, we 
immediately arrive at 
w”A(dX+A”dT)=O, where A’ = 
X’B-A 
M - A”N’ 
(3.4) 
Hence the forms w’ remain unchanged, while A’ undergo transformation of linear- 
fractional type. Reciprocal transformations of hydrodynamic type systems were exten- 
sively investigated in [12,13]. The main result of these papers was the list of “reciprocal 
invariants”-a complete set of differential-geometric objects, generated by A’ and wi, 
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which do not change under transformations of the reciprocal type. One of the most 
obvious reciprocal invariants is the cross-ratio (Xi - Xj)(X” - X’)/(X” - Aj)(Ai - A’) of 
any four eigenvalues Xi, Ai, A”, A’. The others can be found in [la, 131. 
Let’s summarize those properties of reciprocal transformations that will be important 
for us in the following: 
Proposition 3.1. Reciprocal transformations map diagonalizable systems to diago- 
nalizable (and vice versa). 
Proof. Indeed, the forms oi, and hence the coefficients cjk, remain unchanged. Cl 
Proposition 3.2. Reciprocal transformations map weakly nonlinear systems to weakly 
nonlinear. 
Proof. We have: Ai = 0 for any i = 1,. . . ,I& (weak nonlinearity); Ai = &Xi ancl 
Mi = N;Xi for any i = 1,. . . , n (because B dx + A dt and N dx + M dt are integrals-- 
see Proposition 2.2). Hence 
AI = (XfB + Xi& - A;@4 - XiN) - (Mi - X”N; - XjN)(AiB - A) = o 
z 
(M - AiN)’ 
cl 
Proposition 3.3. Reciprocal transformations map integrable systems to integrable. 
Proof. Suppose the system (1.1) is integrable, i.e., admits an infinite number of con- 
servation laws Pdx + Q dt. By (3.3) any integral in x, t-variables can be rewritten in 
X, T-variables as follows: 
;;;;;dX- PA- QB &J-T. 
BM-AN (3.5) 
Hence the transformed system is also integrable. Cl 
Reciprocal transformations in the theory of hydrodynamic type systems play a 
role similar to that of Backlund transformations in the theory of integrable soliton 
equations-classifying integrable systems of hydrodynamic type, one has to perform 
the classification up to reciprocal transformations. 
Remark 1. One may ask: what happens, if we apply reciprocal transformation twice? 
The answer is: nothing new. It can be easily verified, that a composition of two recip- 
rocal transformations is always equivalent to a single reciprocal transformation, corre- 
sponding, however, to a different choice of integrals (3.1). 
Remark 2. In general, reciprocal transformations do not preserve the hamiltonian 
operator 86’J d/dx, so that the transformed system (3.2) would not be hamiltonian in 
the sense (1.2). Nevertheless an arbitrary hamiltoninn system possesses sufficiently 
many reciprocal transformations (corresponding to a special choice of the integrals 
(3.1)) that actually preserve the hamiltonian structure-see Section 5. 
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4. Hamiltonian systems and hypersurfaces 
Any n x n hamiltonian system (1.2) 
U’I = &jU$ ci = fl, 
admits n + 2 “canonical” integrals of hydrodynamic type: 
n “Casimirs”: ui dx + Eihi dty i = l,...,n, (4.1) 
“Impulse”: $cs(uS)2 dx + (h,u’ - IL) dt, (4.2) 
“Hamiltonian”: h dx + $“hf dt, (4.3) 
(hi = dh/dui). It was shown in [31], that in the nondiagonalizable situation there 
are in general no other integrals of hydrodynamic type. Let us consider the reciprocal 
transformation (3.1), defined explicitly by 
dX = B dx + A dt = (+L~~ + 3) dx + &us - h) dt, 
(4.4) 
dT=Ndx+Mdt= dt. 
(i.e., the variable t does not change). The transformed system assumes the form 
U’1 = vj(U)U;, (4.5) 
where V/ = cihij B - 6jA. 
The integrals (4.1)-(4.3) can be rewritten in the variables X, t as follows (apply the 
formula (3.5)): 
$dX+ (f”h;-u$)dt, i= l,.,., U, 
;dX + (8$ - h;) dt. 
(4.1)’ 
(4.2)’ 
(4.3)’ 
At the first glance the formulas become more complicated. However, they have a number 
of remarkable advantages. 
Let us introduce a pseudoeuchdean space ETr+l(x’, . . . , xn, xn+*), where the scalar 
product (e, .) is defined by the metric ds2 = ed (dx”)2 + (dx”+1)2. Consider two (n+ l)- 
component vectors 
n’= ( u1 un 1 -,...,- --1 ) B B’B > (iipi) = 1, 
F= 
( 
A 
c’hl -u’--,...,?h, ,A A 
B -u z-27 > * 
(4.6) 
(4.7) 
Then the first n + 1 integrals (4.1)‘, (4.2)’ assume the vector form 
fidX + r’dt. (4.8) 
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In this notation the last integral (4.3)’ 1 a so simplifies and can be rewritten as follows: 
(5, F) dX + $(F, r’> dt. (4.9) 
Let us introduce the hypersurface M’” c ET’+’ with the radius-vector F(u). 
Proposition 4.1. ii(u) is the unit normal to the hypersurface M”. 
Proof. The equality Gt = r’x holds identically on the solutions of the system (4.5‘). 
Rewriting it in the form 
iit = 
a5 
---+‘t = 
a72 4yu; = ar’ 
dU' ad 
-U;, 
ad 
we immediately see, that dG/du” = (V-*)i aF/duj. Hence X/hi E TM”. To com- 
plete the proof we have to combine the two properties: (5, Z) = 1 and dn’ E TM”. 
0 
Thus the transformed system (4.5) can be rewritten in a remarkably simple 
differential-geometric form (1.5): 
The matrix Vi of the transformed system is nothing but the inverse of the Weingarten 
operator of the hypersurface M”. Its eigenvalues and eigenfoliations are the radii of 
principal curvatures and the curvature surfaces of M’” respectively. We shall call M” the 
“associated” hypersurface. This construction allows one to provide a clear differential- 
geometric interpretation of such concepts of the theory of hydrodynamic type systems, 
as “commuting flows, ” “multihamiltonian structures,” etc.-see [9]. 
Remark 1. Although the radius-vector F(u) of the associated hypersurface M” is 
given by rather complicated formulas, the equation of the tangent hyperplane is ex- 
tremely simple: 
CIUIX1 + . . . + Pu1’x7L + (1 - B)X*1+1 = h(u), (4.10) 
Remark 2. In general, the system (4.5) would not be Hamiltonian in the sense (1.2) 
because the hamiltonian operator c’S*J d/dx is not preserved under the reciprocal trans- 
formation (4.4)-it undergoes rather nontrivial transformation and becomes nonlocal--- 
see [7, 91. 
Remark 3. It may happen that hypersurface M” would be singular, i.e., that the 
radius-vector rf(u) describes, in fact, a submanifold of codimension greater than one. 
One possibility is to think of such a subma.nifold as a hypersurface with a number of 
radii of principal curvatures being equal to zero (this means simply that some eigenval- 
ues of the system (4.5) are equal to zero). The other way is to choose a new hamiltonian 
L = h + al?, where B = $P(w’)~ + 3, a = const. This choice is equivalent to a trivial 
change of variables Z = x + at, t’ = t in the equations (1.2). Using the formula (4.7) 
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we immediately see that the radius-vector of the hypersurface tin, associated with the 
hamiltonian h, is given by r’+ aZ, i.e., fin is a tube of constant radius a around M”. 
Hence i@ is nonsingular. Note that the field of unit normals G(U) is always nonsingular, 
i.e., Z(U) depends essentially on 7~ parameters u1 , . . . , u7’-see formula (4.6). 
Proposition 4.2. Hypersurfuces M”, associated with diagonalizable hamiltonian sys- 
tems, have a holonomic family of curvature surfuces (and vice versa). We recall that the 
family of curvature surfaces is called holonomic, if there exists such coordinate system 
R” on the hypersurface Mn, where both fundamental forms, and hence the Weingarten 
operator, become diagonal. Coordinates Ri are automatically Riemann invariants of 
the corresponding system rit = r’x. 
Proposition 4.3. Hypersurfuces Mn, associated with weakly nonlinear hamiltonian 
systems, are just Dupin hypersurfaces. We recall that hypersurface is called Dupin, if 
its principal curvatures are constant along the corresponding curvature surfaces. 
The proof of both propositions immediately follows from Prop. 3.1-3.2 of Section 3 and 
the fact that transformation (4.4), relating hamiltonian systems and hypersurfaces, is 
a reciprocal one. 
Although our construction is essentially local, it appears, that very often the asso- 
ciated hypersurface can be “analytically continued” to a globally defined submanifold 
of En+* (possibly, with singularities), i.e., the phase space of the system (4.5) can be 
endowed with a nontrivial topology. For example, this is the case when M” is an al- 
gebraic hypersurface (note that Dupin hypersurfaces are algebraic). It looks promising 
to utilize this intrinsic topology in the investigation of the solvability of the Cauchy 
problem of the corresponding hydrodynamic type system. However, yet there are no 
results in this direction. 
Sometimes it appears to be more convenient to work with the the hypersurfaces M” 
in the unit sphere ,Wr rather than in a pseudoeuclidean space Z?+‘. For that purpose 
we have to introduce a few corrections in our construction. Namely, given a hamiltonian 
system 
U: = eihijui, ei = fly 
we consider the following modification of the reciprocal transformation (4.4): 
dX = B dz + A dt = ( +S(u5)2 + f) dx + (h,u’ - h) dt, 
dT=Ndx+Mdt=hdx+(;8h;++)dt. 
(4.11) 
In the new variables X, T the integrals (4.1)-(4.3) can be rewritten as follows: 
(4.1)” 
(4.2)” 
(4.3)” 
u’M - e”h;N 
dX t 
u’A - ~$8 
BM-AN AN-BM 
dT, i= l,..., n, 
( 
M 
BM-AN 
-1 dX+ 
> AN ABM dT’ 
BM: AN dX + (AN _BBM + 1) dT. 
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Let us introduce a pseudoeuclidean space ,!Pt2(lc:r,. . . , xn, CC”~~, xnt2), where the 
scalar product (a, .) is defned by the metric ds” = 6’ (dx”)2 + (dx”t’)2 + (dz”+2)2. 
Then the integrals (4.1)“-(4.3)” can be rewritten in a vector form 
fidX + r’dT, 
where the components of n’ and F are just dX- and dT-coefficients of the integrals 
(4.1)“-(4.3)” respectively. One can verify by a direct calculation, that (G, 5) = 1, 
(G,q = 0, (F,, = 1. H ence n’ and r’ can be interpreted as the unit normal and 
the radius-vector of the hypersurface M” in the unit hypersphere Sntl C Ent2. The 
equations of the transformed system assume the form 
Thus we have constructed two different hypersurfaces, associated with one and the 
same hamiltonian system-one in En+‘, the other in Sntl. It is a simple exercise to 
show that these hypersurfaces are connected by a stereographic projection. 
In the forthcoming publications we intend to investigate the systems Zt = F’s, associ- 
ated with homogeneous isoparametric hypersurfaces in spheres. All such systems proved 
to be nondiagonalizable, but integrable. Note that considering exactly hypersurfaces in 
spheres is essential here, because there are no nontrivial isoparametric hypersurfaces 
in a pseudoeuclidean space. 
The systems, which can be represented in a differential-geometric form i;t = FZ,, may 
turn to be worthwhile by themselves. 
Example 1. Consider a quadric Mn c ,!P+‘, defined by the equation 
u1(xy2 + . . . + u,+,(Ptl 2 ) = l/~% 
a, = const. In the coordinates R’ of the lines of curvature the components x3 of the 
radius-vector r’ are the following: 
1 
n 
5’ = 
r 
Rk 
rI( al - R’)/n(nl - a,), 
a1 i=l 3#1 
n 
ntl - x - l-U aTr+r - R’) In (a,,+1 - us). 
%l+1 i=l s#u+ 1 
The components nS of the unit normal Z are given by 
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Using the formulas 
we immediately rewrite the system iit = T, _ in Riemann invariants Ri as follows: 
R’1 = i=l ,...,ll. (4.11) 
It is remarkable, that the system (4.11), which has been obtained in a purely 
differential-geometric context, is nothing but the dispersionless limit of coupled Harry 
Dym equations [2]. 
Example 2. Consider the hypersurface M” c E”+’ with the components of the 
radius-vector Rand unit normal Z given by 
. . I 
n+l - x - CC Rk + %,+1 
,dn 
“( %+1 - Jw 
In 
(an+1 - as)* 
i=l s#n+l 
and 
J 
n 
n+l _ n - l-u G+I - R’)/ n (an+1 - us)* 
i=l s#n+l 
Using the formulas 
dr’ 
.= 
dR’ 
(c R” + 2R”) 3 
we can rewrite the system i;t = r’, in Riemann invariants Ri as follows: 
Ri= (zR”+2R’)Ri, i= l,..., n. (4.12) 
This system was derived in [14] as the dispersionless limit of coupled KdV equations 
[l]. For n = 2 (4.12) coincides with the shallow water equations (equations of isentropic 
gas dynamics with y = 2). 
The unit normals of both hypersurfaces from examples 1 and 2 are given by one 
and the same formulas in the coordinates R” of the lines of curvature. Hence these 
hypersurfaces have a common spherical image of the lines of curvature. As it was 
shown in [9], the last condition is equivalent to the demand, that the corresponding 
systems Zl = F. commute with each other (one can verify by a direct calculation that 
(4.11) and (4.12) indeed commute). 
Our next example plays a central role in the classification of 3 x 3 integrable nondi- 
agonalizable hamiltonian systems. 
Example 3. Let us consider the system n’i = r’,, associated with Cartan isoparametric 
hypersurface M3 in the unit sphere S 4. There exist at least two convenient represen- 
tations of Cartan isoparametric hypersurface: differential-geometric representation-as 
a tube of constant radius around Veronese submanifold V2 c S4, and an algebraic 
one-as a level set of certain homogeneous polynomial. Both representations have their 
own advantages and will be considered case by case below. Despite the fact that they 
lead to one and the same final result it seems instructive to follow the details of both 
constructions. 
Consider a sphere S2 of the radius fi in the euclidean space E3(s,y,z), 
parametrized by the angles #J, 47: 
r = &cos 4 sin 7/), y = J5sin dsiri ,dI, 3 = &cos 4~. 
Veronese submanifold V” in the unit sphere S’” c E5(x1,. . . , rc”) is the image of 
the imbedding S2 + S4 with the components :c* of the radius-vector F given by the 
formulas: 
x1 = yz d3 
h 
= 2 sin 4 sin 2+, 
22 = “z J5 
Xh 
= y cos f$ sin 2+, 
x2 - y2 
x4=-= 
h 
2A 
2 cos2$sin2 li,, 
2s x2 + y2 
- 
2z2 1 
- 
3 cos2 1/J = 
= 
6 2 * 
The components n’ of the unit normal n’ to V” in S4 are the following: 
n1 = cos C$ sin d> sin 0 + $ sin 4 sin ‘21/f cos 8, 
n2 = - sin 4 sin I/J sin 0 + 5 cos 4 sin 21/, cos 0, 
n3 = -cos24cos$sin8 - $(l+ cos’$)sin24cos0, 
n4 = sin 24 cos II, sin 0 - i( 1 t cos2 ,(ij) cos 24 cos 8, 
n5 = i&sin2 y’, cos 8. 
One can verify directly, that (F, F) = ( G,G) = 1, (1’: I?) = 0. Since V2 has codimension 
2 in S4, the unit normal depends on one additional parameter 8. Cartan isoparametric 
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hypersurface M3 c S4 is a tube of constant radius a around V2 with the radius-vector 
R’ = Fcos a + Gsin a, 
and the unit normal 
fl = -r’sin a + 7icos a. 
It was shown by Cartan [3], that up to orthogonal transformations tubes around V2 are 
the only isoparametric hypersurfaces in S 4. The associated system NT = #x reduces 
to iit = r’, after a trivial change of variables 
5 = cos aX •t sin aT, 
t = sin aX - cos aT. 
Hence without any loss of generality we shall restrict ourselves to the system n’t = Fz. 
A straightforward calculation shows, that the equations Zt = r’, are equivalent to the 
following 3 x 3 system in the unknowns l(l,f3,+ 
ti 
0 ( 
cos 0 sin y’j sin 8 0 @ 
#) =& sin 81 sin $ - cos c) 0 
)( 1 
4 7 (4.13) 
8 -2sinecotII, 2c0sec0sqJ 0 e 
t z 
Let us rewrite the system (4.13) in the exterior differential form, following the approach 
of Section 2. For that purpose 
left eigenvectors 1’;‘: 
A’ = 0, p= 
x2=-&, 1”2= 
x3 = Js, 13 = 
Introducing l-forms 
we compute the eigenvalues Xi and the corresponding 
(O,-cos$,-i), 
(sin ;e, - sin {J cos id, 0), 
(cos 38, sin 11, sin $9, 0). 
w1 = - cos$dc$ - idO, 
o2 = sin 1-8 dll, - sin $ cos %J d4 2 2 ’ 
w3 = cos 30 d$ + sin li, sin $9 d+, 
we can rewrite (4.13) in the equivalent exterior form 
w1 A dx = 0, 
w2 A (dx - fidt) = 0, 
w3 A (da: + &idt) = 0. 
The structure equations are that of the S0(3)-group: 
dw’ = w2 A w3, dw2 = w3 A wl, dw” = w1 A u2, 
(4.14) 
(4.15) 
(4.16) 
(4.18) 
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As far as dwi A wi # 0 for any i = 1,2,3, and X” = const, the system (4.13) is 
nondiagonalizable and weakly nonlinear. We emphasize that the exterior representation 
(4.15), (4.16) is much more convenient and simple than the coordinate one. On the 
solutions of the system (4.15) wi can be represented in the form 
w1 = p’dx, w2 = p”(dx - hdt), 
where pi are given explicitly by 
p’ = - cos 7/& - se,, 
p2 = sin f0& - sin $ cos +e4Z, 
p3 = cos !#)z + sin $ sin $$X. 
L+’ = p3(dx + vbdt), 
Inserting (4.17) in the structure equations (4.16), we arrive at the system 
p; = -2J3p2p3, 
pf + dsp; = d3p’p3, 
p; - X&z = &p’p2, 
(4.19) 
being one of the integrable reductions of the Y-wave systen-see e.g. [34]. As far 
as (4.13) is related to integrable system (4.19) via differential substitution (4.18), it 
is integrable as well. Thus we have established integrability of the system St = FZ, 
associated with Veronese submanifold V2 c S4 ( -’ as well as with Cartan isoparametric 
hypersurface M3 c S4). 
Let us proceed now to an alternative algebraic construction of Cartan isoparametric 
hypersurface M 3. The main advantage of this approach is that it can be easily adapted 
to arbitrary isoparametric hypersurfaces in spheres. It was shown by Cartan [3], that 
isoparametric hypersurface M” C S4 C Es can be represented as the intersection of 
the unit sphere 
(‘u’)” + 
with the level set 
F(u) = 
of the third-order 
F(u) = 
. . . -I- (u5)Z = 1, 
c = const, 
polynomial 
- &(0 - -+(??, + (1L3)Z - 2(u”)” - 2(u4)2) 
- fU”((U’)” - (u3)2) + U1U2U3. 
(4.20) 
(4.21) 
(4.22) 
Remark. Polynomial F(u) is annihilated by three vector fields 
x = ~12+@34t&J35, 
y = '714 t u23 - h&5, 
2 = &3+2u24, 
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( i.e., LxF = Ly F = LzF = 0), where Ui, = ui i3/8uj - uj d/du’ are infinitesi- 
mal rotations in the (v’,uj)-plane. Hence the level set (4.21) is indeed homogeneous 
isoparametric hypersurface in S 4. Note t1~a.t X, Y, 2 span SO(3)-subalgebra in SO(5): 
[X,Y] = 2, [YJ] = x, [2,X] = Y. up t o conjugation this is the only SO(3)- 
subalgebra in SO(5), which acts irreducibly in E 5. Cartan isoparametric hypersurface 
is thus canonically defined as the 3-dimensional orbit of this action. 
Polynomial F(u) satisfies the following identities: 
5 5 
AF=O, c 
F’=L 4 
t zT 9 c 
F;d = 3F, (4.23) 
i=l i=l 
where n is the Laplacian in E5, F; = i3F/i3ui and r2 = (u’)~ + . . . + (u”)“. The 
components ni of the unit normal 5 to the hypersurface M3 are given by 
ni = aF; - 3ac& (4.25) 
where o2 = 3/(1 - 27~~). Indeed, using the identities (4.23) and keeping in mind the 
constraints (4.20), (4.21), one can easily verify, that (C, 5) = 1, (Z, ?) = 0 (here the 
components of the radius-vector r’ are just the coordinates ui). The system 5~ = ?x 
assumes the form 
u;; = a( Fi - ~cu*)~, 
and after a trivial change of variables x = X - SacT, t = crT, reduces to 
~‘1 = (F&. (4.26) 
Both constraints (4.20) and (4.21) are easily verified to be compatible with the equa- 
tions (4.26). The key point of the algebraic approach to Cartan isoparametric hyper- 
surface M3 is to introduce 3 x 3 symmetric matrix 
u4 + ?J”/& 
(, 
u3 u2 
IJ = U3 -2u5 jJ5 u1 . 
U2 U1 -U4 + U5/& i 
As far as tr U = 0, tr CT2 = 2r2, tr (I3 = 6F(rl), the restrictions 
trU = 0, tr U2 = 2, tr U3 = 6~. 
(4.27) 
(4.20) and (4.21) imply 
Moreover, the system (4.26) is easily verified to be equivalent to the matrix Hopf 
equation 
u, = (U2),. (4.28) 
To elucidate the integrability of the matrix Hopf equation (see e.g. [lo]) subject to the 
constraints 
trU = const, tr U2 = const, tr IT3 = coust, (4.29) 
Lhpin hypersurfucea 137 
(the explicit values of constants in (4.29) are uot essential in what follows) it is conve- 
nient to represent U in the form 
U = Q-‘RQ 
with Q E SO(3) and R = diag(Rr, R2, Rs). Here R” are constants due to (4.29). 
inserting this ansatz in (4.28) one arrives after some trivial algebra at the following 
equations: 
[R; QtQ-‘I = [R2; QzQ-‘I, (4.30) 
where [., .] designates commutator. It is convenient here to introduce the matrix valued 
1 -form 
0 
-W3 
W2 
w:l 
0 
-w’ 
_w2 
W' 
0 
(dQ Q-’ is skew-symmetric because Q is orthogonal). From the compatibility condition 
d2Q = 0 it immediately follows, that the l-forms wz satisfy the structure equations of 
the SO(S)-group: 
dw’ = w2 A w3, dw2 = w3 A w’, clw” = LJ’ A L?. 
Multiplying both sides of (4.30) by dx A dt, we can rewrite (4.30) in the exterior 
differential form 
[dQ Q-’ A (Rds + R2 dt)] = 0, 
or, in the components, 
w1 A (dx + (R’ + R3) dt) = 0, 
w2 A (dx t (R’ + R3) dt) = 0, 
w3 A (dx + (R' + R') dt) = 0. 
(4.31) 
Representing wi in the form 
ti’ = p’(dx + (R” + R”) dt), 
w2 = p”( dx -I- (R’ + R3) dt), 
w3 = p3(dx + (R’ + R2) dt), 
(the validity of such representation is an immediate consequence of (4.31)) and inserting 
in the structure equations, we again arrive at the 3-wave system: 
p; = ( R2 t R3)p; + ( R3 - R2)p2p3, 
p; = (R’ t R3)p: + (R’ - R3)p’p3, 
pf = (R’ + R2)pz + ( R2 - R’)p’p’. 
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In the subsequent publication we intend to demonstrate, that for an arbitrary isopara- 
metric homogeneous hypersurface M’” c 5’ ‘I+’ the corresponding system i;t = FS can 
be put into the matrix form 
with a = 2,3 or 5 and the matrix iJ being an element of certain symmetric space of 
rank two. All such systems proved to be nondiagonalizable, but integrable-they can 
be transformed to appropriate integrable reduction of the N-wave system in a manner 
similar to that demonstrated above for the matrix Hopf equation (4.28). 
5. Reciprocal transformations and Lie sphere transformations 
It is extremely important, that the construction of the associated hypersurface can 
be treated within the framework of contact geometry. Let us consider the (2n + l)- 
dimensional contact manifold X2n+1 with the coordinates (ul, . . . , un, h, hl, . . . , h,) and 
the contact form dh - h, dus. Consider another (271+ 1)-dimensional contact manifold 
X2n+’ with the coordinates (s’, . . . , xn, s~‘~+l, pl, . . . , pvl) and the contact form dsn+’ - 
p, dzS. Then the parametric equations of the hypersurface M’” (see formula (4.7)): 
A 
x1 =clhl -ulR, . . . . x’~=~~~/L,~ 
A 
-u7l- x TL+l _ 
A 
B’ 
__- 
B’ (54 
(here B = ~cs(us)*+ 3, A = h, us - IL) define a contact transformation between X2n+1 
and X2n+1 after we extend it to the variables p; by the formula 
2u1 
pi=B_l. 
A direct calculation shows, that 
(5.2) 
dx IL+1 - p,dx’ = -&(dh - h, du’). (5.3) 
Hence the transformation (5.1-5.2) is indeed contact. Let us suppose now that the 
hamiltonian system (1.2) with the density h(u) is weakly nonlinear. This is the case 
if and only if h(u) satisfies the system of partial differential equations, which can be 
written down explicitly due to the following 
Proposition 5.1. (see [ll,lO]) TI le necessary und sufficient conditions for a system 
(1.1) with the matrix v = vi(u) to be weakly nonlinear ure given by 
Ofi vn-l + v f2?Jn-2 + . . . + v f,, = 0. (54 
Here f; are the coefficients of the characteristic polynomiul 
det(X6: - vj) = X” + fl(u)A”-’ + fl(u)A’“-” + . . . + fn(u), 
V is the operator of gradient, i.e. V f = (af jdu’, . . . ,8f /Ou”), and vie means the k th 
power of the matrix v;. 
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Inserting in (5.4) the hamiltonian ansatz US = c’h;j, we arrive at the overdetermined 
system of 7~ third-order partial differential equations on the density h(u). Let us des- 
ignate this system by C”. The system 1’” is naturally defined on the contact manifold 
,y2n+l 
In the case rz = 1, (1.2) assumes the form 
11: = E’h,,T&, 
and the system C’ reduces to the third-order ordinary differential equation 
h*,r = 0. (5.5) 
In the case n = 2 we have to distinguish two different possibilities: ~1 = 1, t2 = 1 
and cl = 1, ~2 = -1. 
If tr = 1, ~2 = 1, (1.2) assumes the form 
Ut’ = hrr,uZ + 11&, 
U; = h12u; + h& 
and the system C2 reduces to 
Itrrr(hrr - 1~22) + (h222 + 3h2)h2 
h222@22 - h) t (h +3&22)h2 
If cr = 1, ~2 = -1, (1.2) assumes the form 
U; = h,ru; + h,,v;, 
u; = -h12u; - h22u;, 
and the system C2 reduces to 
hrrr(hrr t hzz) t (h222 - 3hrr+,2 
h222(hz t larr) t (hrir - 3hr22)lrr2 
Equations (5.6) and (5.7) can be integrated 
= 0, 
= 0. 
(5.6) 
= 0, 
= 0. 
(5.7) 
explicitly, but we shall not pursue this 
goal here. For 71 2 3 the system C” becomes more complicated. Its yet unclear, how 
to integrate it in a closed form. 
Applying to C’” contact transformation (5.1)-(5.2) we obtain a system of 71 third- 
order partial differential equations on the functiou .I:‘~~‘(x’, . . . , zn). This system is 
naturally defined on the contact manifold 2’ “‘+r. Let us designate it by gn. As far 
as weakly nonlinear hamiltonian systems are associated with Dupin hypersurfaces, the 
system Z? manifests the fact, that hypersurface M”‘, defined by the equation zn+l = 
xn+l (xl,... , tn), is Dupin one in a pseudoeuclidean space En+l(xl,. . . , zn+*). The 
contact transformation (5.1)-(5.2) and the systems C’” and 2” are worthwhile even in 
the simplest case n = 1. 
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Example 4. For n = 1 the system C’ reduces to (5.5): 
llrrr = 0. 
Transformation (5.1)-(5.2) between X”(u’, h, hr) autl js(z’, :r”,pl) assumes the form: 
x1 = 2h’ - ,1($ + plul - 0 
x2 = - 
42 + p1J - h), 68) 
2E1 u1 
Pl = 
c1(211)2 - 1’ 
c’ = fl. 
The contact condition (5.3) reduces to 
dx2 - pl dx’ = 
2 
1 - c1(u1)2 
(dh - h, du’). 
One can verify directly that under the actiou of the contact transformation (5.8) the 
system C’ transforms into 2’: 
(x2)“’ = (x2)‘2 + <l 
3(x2)’ (x2)rr2, 
(5.9) 
((x2)’ = dx2/ dx’). Of course, equation (5.9) can be integrated explicitly: its solutions 
are just arbitrary circles 
&(z’)2 + (x2)2) + bz’ + cx2 + d = 0, 
(a, b, c, d = const) on the (x1, x2)-plane E” with the metric ~‘(dx’)” + (dx2)2. Note 
that circles are nothing but l-dimensional Dupin hypersurfaces. Hence the contact 
transformation (5.8) maps parabolas, which are solutions of the equation (5.5), onto the 
circles, which are solutions of the equation (5.9). Up to some nonessential modification 
the above formulas were proposed by Lie [15]. Lie had also calculated the algebras of 
contact symmetries of the equations (5.5) and (5.9)-see [15, p. 242-2461. 
In our notation Lie algebra of contact symmetries of the equation (5.5), i~rrt = 0, is 
generated by 10 vector fields 
where the characteristic functions WI, . . . , Wl,( u’ , It, hi) are the following: 
w, = 1, W, = ulhl, 
w, = 22, w, = 2u’h - (ul)“lzr, 
w, = (u1)2, W, = h;, 
w, = h, wg = 1,’ h2 - hll 
2 1 1, 
ws = h,, WI0 = ;(ul)‘h; - hulhl + h2. 
(5.10) 
(5.11) 
As far as Wr , . . . , IV7 are Linear in hr, they spa,u the algebra of Lie-point symmetries 
of the equation (5.5). The full algebra (5.11) can be recovered by adding to the point 
generators Wr , . . . , W, the single contact symmetry Ws. Indeed, We = a[Ws, Wr], 
Wrn = 2[Ws,Wr]. Here we identify the characteristic function W with the correspond- 
ing contact field (5.10). 
Lie algebra of contact symmetries of the equation (5.9) 
(z2)“’ = (22)/2 + tl 
3(x2)’ (x2)rr2, 
is generated by 10 vector fields 
(5.12) 
where the characteristic functions l&‘r,. . . , l@l,(cc’, x2, ~1) are the following: 
r;t; = 1, w~=L2+22p,, r/l/, = 2x1x2 - pl((Lq2 - 2(sy), 
J@2 = Pl, w4 = z2 - p,x’, I& = ((TX’)” - 2(d)2) - 2x1xzpr, 
r/ii, = JG, Ws = x1 v/l-, *9=x2 JG: 
As far as 
WI0 = (2(x1)2 + (x2)2)\/1 + c’p;. (5.13) 
WI,*. . , L@G are Linear in pl, they span the algebra of Lie-point symmetries 
of the equation (5.9). Vector fields (5.12), corresponding to 6’1,. . . , I@G, are given by 
(we retain only the coefficients at d/8x’ and 8/8x’): 
a d d i) - flX2_ + x’_ a d -- 
dx1’ dx2’ 8X1 
x1- +x2- 
8x2’ ax’ &2 ’ 
((xl)” - (1(x2)2)$ + 2x’x2$, 2x1x2-$ + ((x2)2 - f1(x1)2)-& 
These operators span Lie algebra of Mobius transformations of the (x1, x2)-plane with 
the metric C* (G!x*)~ + (d~~)~. The full algebra (5.13) can be recovered by adding to 
the point symmetry generators fir,. . . , r;t; the single contact symmetry WT. Contact 
vector field (5.12), corresponding to Wr, is of the form 
The corresponding l-parameter group 
(5.14) 
fil = Pl, 
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(o = const) has a transparent differential-geometric interpretation as a result of trans- 
lation of the plane curve x2 = x2(x1), pr = dx2/ dx’ in the direction of the unit 
normal 
on the constant distance a (normal shift). Hence the full Lie group of contact symme- 
tries of the equation (5.9) is generated by Mobius transformations and normal shifts. 
This group’is known as the group of Lie circle transformations, because it maps circles 
onto circles. The branch of classical differential geometry, investigating the properties 
of plane curves, which are invariant under Lie circle transformations, is known as Lie 
circle geometry [25]. As far as equations (5.5) and (5.9) are connected by the con- 
tact transformation (5.8), their contact symmetry algebras are also mapped one onto 
another. Note that equations (5.5) and (5.9) are not point-equivalent, because their 
point-symmetry algebras are not isomorphic-they have dimensions 7 and 6 respec- 
tively. 
Let us proceed to arbitrary n > 1. For the sake of simplicity we shall restrict ourselves 
to the case of the euclidean signature: ti z 0. All the formulas, that will be obtained 
in this case, can be immediately adapted to a pseucloeuclidean situation by a trivial 
complex transformation us + ius, h, + -A,, 1.” = -1. 
Lie algebra of contact symmetries of the system C’” is isomorphic to SO(n + 2,2) 
and is generated by f(n + 4)(n + 3) vector fields 
(5.15) 
with the characteristic functions W(uL”,h,h;) given by (it is convenient to divide them 
in two groups-point generators, which are linear in hi, and purely contact ones). 
Point generators: 
W=l, w = h, 
W=d, i=l,..., n, W=h;, i=l,..., n, 
w = k(uy2, w = 2 ush,, 
.9X1 s=l 
W=-ujhi+u’hj, i,j=l,..., n, i#j, 
W = 2u’h + h; &u’)~ - 2ui 2 uSh,, i= l,...,n. 
SZl s=l 
(5.16) 
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(5.17) 
Generators (5.16), (5.17) are completely analogous to that in (5.11). The only novelty is 
the emergence of the orthogonal group with $(n(n - 1)) generators W = -u’hi + uihj, 
which was .not visible in the case n = 1. These generators correspond to orthogonal 
transformations of the variables ui and trivially preserve both the hamiltonian operator 
bij d/&z as well as the property of being wea.kly nonlinear. Just as in the case n = 1, 
the whole Lie algebra (5.16), (5.17) can be recovered by adding to the point generators 
(5.16) the single contact symmetry W = c IL,‘. 
Lie algebra of contact symmetries of the system 2” is also isomorphic to SO( n+ 2,2) 
and can be recovered by adding to its point subalgebra (which coincides with conformal 
algebra in I?‘+‘) h t e single contact generator W = dn, defining the normal 
shift. The whole set of generators W(zi, TV+‘, pi) can be written down explicitly in the 
full analogy with (5.13), but we shall not need them in the following. The contact group, 
generated by conformal transformations and normal shifts, is known as the group of 
Lie sphere transformations. From the group-theoretic point of view it is nothing but 
the group of contact symmetries of the system p”, defining Dupin hypersurfaces. The 
branch of classical differential geometry, investigating those properties of hypersur- 
faces, which are invariant under Lie sphere transformations, (e.g. the property of being 
Dupin hypersurface) is known as Lie sphere geometry. A Lie-geometric approach to 
the classification of Dupin hypersurfac.es was initiated by Pinkall-see e.g. [20]. 
Remark. The system C” and the corresponding contact group, generated by (5.16)- 
(5.17), are mapped by the contact transformation (5.1)-(5.2) onto the system %n and 
the Lie sphere group respectively. Hence the problem of classification of Dupin hyper- 
surfaces up to Lie sphere transformations is completely equivalent to the classification 
of weakly nonlinear hamiltonians, i.e., solutions of the system C”, up to transforma- 
tions, generated by (5.16)-(5.17). A s f ar as formulas, governing the system C” and 
generators (5.16)-(5.17), are much simpler than that of Y?‘, it looks promising to work 
with C” rather than gn. Classifying solutions of C”, one can apply standard algorithms 
of group analysis, such as the method of invariant (partially invariant) solutions, group 
reduction, etc. 
Our next goal is to show that the action of the contact group with generators (5.16)- 
(5.17) on the densities I&(U) is completely equivalent to the action of the reciprocal 
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transformations on the corresponding hamiltonian systems 
u”1 =hjj(U)U$ (5.18) 
(Here we no more assume that the systems under study are weakly nonlinear). Let us 
consider case by case all generators from the list (5.16)-(5.17): 
1. W = 1 generates one-parameter group 
u-3 = us , k = h + a, a = const, 
which evidently does not change the hamiltonian system at all (indeed, equations (5.18) 
contain only the second derivatives of the density IL(U)). 
2. W = ui generates one-parameter group 
us = us , 7i = h + au;, 
which does not change hamiltonian system for the same reasons. 
3. W = C(d)2 generates one-parameter group 
us = us , h = h + a ~(~2)‘. 
The resulting hamiltonian system is of the form 
u& = (h;j + 2a6f)u$. 
Evidently, it is connected with the initial system (5.18) by means of a trivial change 
of variables 
X = x - 2at, T = t. 
Note that linear transformations of the independent variables x and t can be viewed 
as the simplest reciprocal ones. 
4. W = h generates one-parameter group 
6s = us , k = eah. 
Up to a constant multiple (which can be removed by resealing z or t) the new hamil- 
tonian system coincides with the initial one, 
5. W = h;, W = C ushs and W = -dh; + uihj are nothing but translations, 
dilatations and rotations of the variables ui respectively. 
The only nontrivial situation is that with the last generators in the list (5.16) (for 
definiteness we shall choose the value of index i equal to one). 
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6. W = 2u’h + hl am - 2~1’ C ush, gmlrratw one-parameter group 
fii’ - 
u’ - a x(u”)” 
- 
1 - 2au’ + a2 C( 12)~ ’ 
Gi” = 
Ilk 
1 - 2au’ + a2 E( US)2 ’ 
k# 1, 
f&E 
h 
1 - 2au’ + a2 C(u”)’ ’ 
(5.19) 
&r = hl 
1 - a2 I” 
+ (E uSh, - h) 
2a(au’ - 1) 
1 - 2au’ + u2 I” 1 - 2au’ -I- a2 E( US)2 ’ 
& = h,, + 
2auk 
1 - 2au’ + a2 Ed 
(h - a(x us& - IL)), k # 1. 
Let us demonstrate, that the hamiltonian system with the density !z in the coordi- 
nates 6’ can be obtained from the initial system (5.18) by means of the reciprocal 
transformation 
dX = (1 - 2~’ + u2 E(u”,‘) dx + 2+(x u’h, - /I) - hl) dt, 
dT = dt. 
(5.20) 
Indeed, applying reciprocal transformation (5.20) to the following integrals of the sys- 
tem (5.18) 
u1 dx + h, dt, 
IL’ dx + h,, dt, k=2 ) . . . ) IL, 
c $2)" dx t (h,uS - h) dt, 
we arrive at (apply formula (3.5) with A4 = 1, N = 0): 
u1 
1 - 2au’ + a2 z(u”)” 
dX 
2au’ 
(5.21) 
1 - 2au’ + Cz2 C(u”)’ 
(1~1 - CL():%, - h)) 
Ilk 
! - 2UU’ t u2 C(u”,” 
dX 
2auk 
(h, - a(>: u’h, - h)) dT, 
(5.22) 
1 - 2au’ + a2 x(u”)” 
k # 1, 
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c (us)2 2 
i - 2~’ + u2 C(U”)’ 
dX 
+ p-L, -l-J+ 
1 - 2au’ t a2 C(u”)” 
(111 - a() UShs - h)) 
Comparing (5.21)-(5.23) with (5.19), we immediately see, that integrals (5.22) can be 
rewritten in the form 
ii’dX$&dT, k# 1. 
Moreover, the expression (5.21) - 2a (5.23) is nothing but 6’ dX -I- h1 dT. 
Hence the system, obtained from (5.19) by means of the reciprocal transformation 
(5.20), is indeed hamiltonian in the coordinates ii” with the hamiltonian density i. 
Let us turn to the genuinely contact symmetries (5.17). 
7. W = C ha generates one-parameter group 
ii’ = U’ - 2ah;, 
h = h - axhi, 
hi = h;. 
Hamiltonian system with the density k in the coordinates Gs can be 
initial system (5.18) by means of a simple variable transformation 
x = 2, T = t + 2ax. 
Indeed, applying (5.24) to the integrals ui dx + hi dt, we arrive at 
(u’ - 2al1;) dX + h; dT = 6’ dX + h; dT. 
obtained from the 
(5.24) 
As far as the remaining contact symmetries are generated by point ones and the 
single contact symmetry W = C hz, they correspond to reciprocal transformations as 
well. 
Now we are ready to formulate the main result of this section. 
Proposition 5.2. Suppose that the associated hypersurjaces of two hamiltonian sys- 
tems are Lie-equivalent. Then the systems themselves are connected by a reciprocal 
transformation. 
The converse of this result reads as follows: 
Proposition 5.3. Suppose that the system (5.18) is connected with another hamil- 
tonian system by means of the reciprocal transformation (3. l), and, moreover, both 
integrals in (3.1) are linear combinations ojcunonical ones (i.e., those given by (4.1)- 
(4.3); it is also allowed to add arbitrary constants to the dx- and dt-coeflcients of these 
integrals-see Remark 2 below). Then the associated hypersurjaces are Lie-equivalent. 
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Remark 1. One can easily construct examples of hamiltonian systems, whose associ- 
ated hypersurfaces are not Lie-equivalent, although the systems themselves are recip- 
rocally related. However, the integrals, defining the corresponding reciprocal transfor- 
mation, are neither canonical ones, nor their linear combinations. 
Remark 2. Let us consider an arbitrary reciprocal transformation (3.1), where the 
integrals B dx + A dt and N dx + A4 dt are linear combinations of canonical ones: 
dX = CYH + /!lP + ciUi + b dx + u dt, 
dT = &H + fiP + i?iIJ” + bdx + Zldt. 
(5.25) 
Here 
o, P, c;, b, a, (5.26) 
and 
6, j, Ei, g, 6, (5.27) 
are arbitrary constants, while H, P and U” designate the following canonical integrals: 
H = hdx + (~~=IL~ + i)dt, 
P = (~+“)’ + $) dx + (h,uS - h) dt, 
U” = uidx + c”hidt, i = l,..., IL. 
The necessary and sufficient conditions for the transformed system to be hamiltonian 
in the sense (1.2) are given by the following restrictions on the constants (5.26)-(5.27): 
(o •l- u)” + (p + b)2 - tic; - u2 - bZ = 0, 
(o + a)(& + 6) + (/3 + b)(fi + &) - C’CiE; - UZ1. - bb = 0, (5.28) 
(& •l- 6)2 + (p •l- Q2 - cii;; - 62 - t2 = 0. 
This result can be established within Lie-geometric approa.ch developed in Section 5, 
but we shall not go in details further. 
Equations (5.28) are trivially satisfied, when CY = ,0 = c; = 0, Cu = p = C; = 0. In 
this case reciprocal transformation (5.25) reduces to a linear change of the independent 
variables: 
X = bx + at, T = 6x + cit. (5.29) 
The invariance of hamiltonian systems (1.2) under the linear transformations (5.29) 
was established for the first time in [31]. W e emphasize, that the full set of invariance 
transformations, preserving the class of hamiltonian systems (1.2), is much wider, than 
that of linear transformations (5.29)-it is generated by arbitrary reciprocal transfor- 
mations (5.25) with the values of constants (5.26)-(5.27) constrained by (5.28). One 
can easily verify, that the reciprocal transformation (5.20) automatically satisfies the 
restrictions (5.28) (indeed, representing (5.20) in the form (5.25), we see that the only 
nonzero values of constants are the following: j3 = 2u2, cl = -2u, b = 1 - u2, ti = 1). 
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6. Classification of 3 x 3 integrable nondiagonalizable systems 
The classification is based on the following 
Proposition 6.1. (see [8,10]) Weak nonlinearity is the necessary condition for a 
nondiagonalizable hamiltonian system to be integrable (here under nondiagonalitable 
we understand a system, which does not admit (I single Riemann invariant). 
In the 3 x 3 case this assertion immediately follows from the results of [8], where it was 
shown that weak nonlinearity is the necessary condition for the existence of at least 
one higher integral. For n > 3 Proposition 6.1 was formulated in [lo] as a conjecture 
and its rigorous proof is yet lacking. 
The main point is that in the 3 x 3 case weak nonlinearity is not only necessary, but 
also sufficient for integrability (of course, hamiltonian assumption is crucial here-there 
exist a lot of weakly nonlinear systems, which are nor hamiltonian neither integrable). 
The proof of the sufficiency heavily relies on the classification of Dupin hypersurfaces 
in E4 [21] and differential-geometric constructions of Sections 4-5. 
Theorem. A 3 x 3 nondiagonalitable hamiltonian system is integrable if and only if it 
is weakly nonlinear. All 3 x 3 weakly nonlinear nondiagonulitable hamiltonian systems 
are equivalent under the reciprocal transformations. All of them can be transformed 
into the form Zt = F.., where ii and r’ are the unit normal and the radius-vector of 
Cartan isoparametric hypersurjace M3 c S4 (the equivalence of the last system with 
the resonant 3-wave interaction was established in Section 4, Ex. 3). 
Proof. If the 3 x 3 hamiltonian system under study is weakly nonlinear and non- 
diagonalizable, the associated hypersurface is automatically Dupin one (Prop. 4.3) 
with nonholonomic net of lines of curvature (Prop. 4.2). It was proved in [al] that 
all 3-dimensional Dupin hypersurfaces with nonholonomic net of lines of curvature are 
Lie-equivalent (in particular, all of them are Lie-equivalent to the image of Cartan 
isoparametric hypersurface M3 c S4 under the stereographic projection S4 -+ E4). 
As far as Lie sphere transformations are in one-to-one correspondence with reciprocal 
transformations (Prop. 5.2), all 3 x 3 weakly nonlinear nondiagonalizable hamiltonian 
systems are reciprocally related. Moreover, all of them can be transformed into the 
form Zt = FZ, where n’ and r’ are the unit normal and the radius-vector of Cartan 
isoparametric hypersurface M 3. We recall that there exist two natural constructions 
of the associated hypersurface-one in E 4, the other in S4 (they are mapped one onto 
another by a stereographic projection). Here it turns to be more convenient to work 
with the associated hypersurface in S4. As far as the system Gt = ?.., corresponding 
to Cartan isoparametric hypersurface M3, is integrable (it can be reduced to the 3- 
wave system-see Ex. 3 in Section 4), all 3 x 3 weakly nonlinear nondiagonalizable 
hamiltonian systems are integrable as well. 0 
Remark. Strictly speaking, the considerations presented above are valid only in the 
case, when the hamiltonian operator c*b2J d/dz has a euclidean signature, i.e., ci - 
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1. However, in a pseudoeuclidean situation there exists a. noncompact counterpart of 
Cartan isoparametric hypersurface M3 with the corresponding syst,em iit = FZ being 
also equivalent to a certain integrable reduction of the :&wave system. Thus for the sake 
of accuracy we have to divide all 3 x 3 hamiltonian systems in two classes (depending 
on the signature of the hamiltonian operator). The theorem formulated above is valid 
within each signature class (see [S]). Systems from different signature classes cannot be 
reciprocally related. With this remark in mind we immediately realize that the problem 
of classification of Dupin hypersurfaces in a pseudoeuclidean space is not less interesting 
(from the point of view of the theory of integrable systems) than in a euclidean space. 
Example. (see [lo]) A 3 x 3 system with the hamiltonian operator @j d/dx and the 
hamiltonian density 
1 
h(u) = - 
4U1U”U3 + (1 - (U’)’ - (PL2)2 - (U:‘)‘)((~U’)2 -- (U2)2) 
2& ((U’)2 + (,2)“) 
(6.1) 
is nondiagonalizable and weakly nonlinear. Reciprocal transformation (4.11): 
dX = ( ;c~(u~)~ + 1) dx + (h,u” - h) dt, 
dT = h dx -I- (+t”hz + $) dt, 
can be shown to transform this system into the form 12~ = ?‘x, where n’ and r’ are 
the unit normal and the radius-vector of Veronese submanifold V2 C S4 (see Ex. 3 in 
Section 4). All other 3 x 3 weakly nonlinear nondiagonalizable hamiltonian systems can 
be transformed to that with the density (6.1) by appropriate reciprocal transformation. 
The explicit formula for all weakly nonlinear hamiltonian densities can be obtained 
from (6.1) by applying the contact transformations of thp group, generated by (5.16)- 
(5.17). 
For n > 3 weak nonlinearity is no longer sufficient for integrability. Even in the case 
TI, = 4 there exist nontrivial examples of weakly nonlinear nondiagonalizable hamilton- 
ian systems, which are not integrable (they do not possess higher conservation laws). 
For n > 4 the number of such examples increases. A natural question arises: wha.t 
are the additional restrictions weakly nonlinra,r norrtliagona.lizable hamiltonian system 
has to satisfy in order to be integrable ? IJtilizing the concept of the associated hy- 
persurface we can reformulate this problem in a purely difFerential-geometric context.: 
classify those Dupin hypersurfaces (with nonholonomic fa.llGly of curvature surfaces) 
for which the system n’t = FZ is integrable. We shall call such Dupin hypersurfaces “in- 
tegrable” for short. The most obvious exanlpl~~s of the integra.ble Dupin hypersurfaces 
a.re t,he Lie sphere images of the homogeneous isoparametric hypersurfaces (nonhomo- 
geneous isoparametric hypersurfaces as well as their Lie sphere images are not likely 
to be integrable). More complicated examples arise within the following construction. 
Let us consider an arbitrary homogeneous isoparametric submanifold M” c EN (see 
[22,27-291 for the necessary definitions) and the images of M” under the following 
transformations: 
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1. Conformal transformations. 
2. Normal shifts, which transform submanifold M’” with the radius-vector r’into a 
submanifold fin with the radius-vector F+ UC, where a = const and n’ is an arbitrary 
parallel unit normal. 
3. Stereographic projection combined with the Gauss map. This transformation first 
of all maps M” c EN onto a submanifold of the unit sphere SNV1 c EN by means of 
the Gauss map with respect to an arbitrary parallel unit normal field Z, and after that 
onto a submanifold of EN-’ by means o f the stereographic projection SN-’ + EN-*. 
One can show, that all these transformations preserve the class of Dupin submani- 
folds with flat normal bundle. Applying transformations 1.-X to an arbitrary homoge- 
neous isoparametric submanifold M’” c EN and iterating them, we can construct suffi- 
ciently many Dupin hypersurfaces in El’+‘, which are in general neither Lie-equivalent 
to isoparametric hypersurfaces, nor to each other. Nevertheless, all of them are inte- 
grable. 
Conjecture 1. Any integrable Dupin hypersurface is either Lie-geometric image of 
a homogeneous isoparametric hypersurface or can be obtained from a homogeneous 
isoparametric submanifold by applying transformations l .-3. 
In any case this description is not constructive and it is desirable to propose more 
straightforward differential-geometric classification of the integrable Dupin hypersur- 
faces with nonholonomic family of curvature surfaces. For example, all Dupin hyper- 
surfaces obtained within the construction described above, share one and the same 
differential-geometric property: Their family of curvature surfaces is invariant under 
a transitive action of a Lie group. Indeed, this is the case for the initial manifold 
M” c EN, because it is homogeneous. Moreover, transformations l.-3. preserve cur- 
vature surfaces. Thus we can formulate the following 
Conjecture 2. Dupin hypersurface is integrable if and only if its family of curvature 
surfaces is invariant under a transitive action of u Lie group. Any such Dupin hyper- 
surface can be obtained from an appropriate homogeneous isoparametric submanifold 
by a sequence of trk~formations l.-3. 
7. Concluding remarks 
The following problems are addressed mainly to the specialists on isoparametric and 
Dupin hypersurfaces. 
1. Find all densities h(u), for which the corresponding hamiltonian system (1.2) is 
weakly nonlinear (i.e., integrate the system C’” iu a closed form). In fact, this problem is 
equivalent to that of writing down the explicit coordinate equations in ETz+l, governing 
Dupin hypersurfaces. 
2. It was shown by Miyaoka [lS] that all compact Dupin hypersurfaces with three 
distinct principal curvatures are Lie-geometric images of isoparametric hypersurfaces 
(and hence are integrable). As far as isoparaanetric hypersurfaces with three princi- 
pal curvatures have been completely classified by E. Cartan (there exist exactly four 
such hypersurfaces of dimensions 3, 6, 1’L and 24), this result would provide a com- 
plete description of the 71 x n weakly nonlinear hamiltonian systems with three distinct 
eigenvalues, if it would be possible to obtain the classification of Miyaoka within purely 
local differential-geometric approach, replacing, e.g., the condition of being compact by 
that of being nonreducible (in the sense of [20,4]). I n other words, is it true, that an 
arbitrary nonreducible Dupin hypersurface with three distiuct principal curvatures is 
a Lie-geometric image of an isoparametric hypersurface’! We emphasize, that nonre- 
ducibility of Dupin hypersurface is equivalent to uondiagonalizability of the correspond- 
ing system ?& = r’, (more precisely, to the demand that this system does not admit a 
single Riemann invariant). 
3. Investigate the integrability of the nonhomogeneous isoparametric hypersurfaces. 
The main difficulties h&e are due to the fact, that the first nonhomogeneous example 
occurs only in S15 and it is not clear how to represent the corresponding system Ct = T’ 
in any reasonable form, that would be convenient for checking integrability. It’s likely, 
that nonhomogeneous isoparametric hypersurfaces are not integrable. 
4. Prove the following proposition, generalizing the cla.ssification of the 3 x 3 inte.. 
grable hamiltonian systems (see Section 6) to t,lle 4 x 4 case: A 4 x 4 weakly nonlineal 
nondiagonalizable hamiltonian system is integrable if and ouly if it can be transformed 
by an appropriate reciprocal transformation into the form iit = FZ, where 6 and Fare 
t,he unit normal and the radius-vector of Cartan isoparametric hypersurface M* c E5. 
Here under nondiagonalizable we again understand a system, which does not admit a 
single Riemann invariant. 
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