Abstract. We give a short introduction to quantum computing and its relation to numerical analysis. We survey recent research on quantum algorithms and quantum complexity theory for two basic numerical problems -high dimensional integration and approximation. Having matching upper and lower complexity bounds for the quantum setting, we are in a position to compare them with those for the classical deterministic and randomized setting, previously obtained in information-based complexity theory. This enables us to assess the possible speedups quantum computation could provide over classical deterministic or randomized algorithms for these numerical problems.
Introduction
A quantum computer is a computing device based on quantum mechanical laws of the (sub)atomic world. The first idea of such a computer is due to Manin [21] in 1980 (see also [22] ), and Feynman [7] in 1982. An abstract, theoretical model of quantum computation was developed in 1985 by Deutsch [5] . The breakthrough of quantum computing occurred in 1994, when Shor [31] proved that a quantum computer could factor large integers N in O((log N )
3 ) operations, while no polynomial in log N classical (deterministic or randomized) algorithm is known. (By "classical" we always mean "non-quantum".) Another important result was obtained by Grover [8] in 1996, who dealt with the following problem: Let f : {0, . . . , N − 1} → {0, 1} with the property that there is a unique i 0 with f (i 0 ) = 1. Find this i 0 . It is not difficult to show that classically (deterministically or randomized) one needs O(N ) operations. In the quantum setting Grover showed that O( √ N ) suffice. This created a challenge to physicists: Find quantum systems suitable for computation, i.e., build a quantum computer. In recent years, various realizations are tested in laboratories. So far only systems with a small number of components (qubits) are possible.
The challenge of quantum computing to mathematicians and computer scientists, on the other hand, is: Find more problems for which quantum algorithms are (provably) better than all classical algorithms. In the sequel, all kinds of discrete problems were investigated. Much less was done for problems of analysis. A natural question is the following: What could a quantum computer bring for the solution of numerical problems? Research in this direction was started in 1998 by Boyer, Brassard, Høyer, Mosca, and Tapp [3] , [4] , who developed a quantum algorithm for computing the mean of a sequence of numbers. Nayak and Wu [23] showed matching lower bounds. Novak [26] was the first to give a quantum complexity analysis for the integration of functions from Hölder spaces. Computing the mean of p-summable sequences, integration in Sobolev spaces, and the rigorous quantum setting of information-based complexity theory are due to Heinrich [11] , [12] .
Numerous further recent contributions include Traub, Woźniakowski [33] (path integration), Novak, Sloan, Woźniakowski [27] (integration and approximation in reproducing kernel Hilbert spaces), Heinrich [13] , [14] (approximation of Sobolev embeddings), Wiegand [35] (parametric integration), Kacewicz [17] [18] (intitial value problems for systems of ordinary differential equations), Papageorgiou, Woźniakowski [28] (eigenvalue computation for the Sturm-Liouvilleproblem), Kwas [19] (Feynman-Kac path integrals), and Heinrich [15] (elliptic PDE).
Combining the results above with known results from information-based complexity theory about the classical deterministic and randomized setting [25] , [34] , [10] , one can prove the superiority of quantum algorithms for many of these problems.
In this paper I want to give an introduction to the ideas of quantum computing and survey a few typical recent results concerning basic numerical problems: high dimensional integration and approximation. This will include a comparison of the potential of quantum algorithms with that of deterministic and randomized classical ones.
For further reading on quantum computation we refer to the surveys by Aharonov [1] , Ekert, Hayden, and Inamori [6] , Shor [32] , and the monographs by Pittenger [30] , Gruska [9] , and Nielsen and Chuang [24] . Basic notions and results in information-based complexity theory can be found in the monographs by Traub, Wasilkowski, and Woźniakowski [34] and Novak [25] , and the survey [10] of the randomized setting.
Quantum Computing
First we describe the mathematical framework of quantum computing. Let H 1 := C 2 be the two-dimensional complex Hilbert space (the unit sphere of H 1 represents the state space of a qubit -quantum bit). Let {e 0 , e 1 } be the unit vector basis. In accordance with quantum mechanical notation we write |0 instead of e 0 and |1 instead of e 1 .
The basic quantum computing device is given by an m-qubit-system. Mathematically, it is represented by the tensor product
with the basis
Thus, H m is the 2 m -dimensional complex Hilbert space, its unit sphere is the state space of the m-qubit system, and a quantum computation is a trajectory through this state space according to specific rules, which we describe below.
We make the following further notational conventions: 
How to use m-qubit quantum systems for computing? To explain this, let us first consider an example of a classical computation -the addition of two m-bit numbers, which we write as follows (the i's and j's denote the bits of the summands, the k's stand for the bits of the result):
This computation is realized using circuits of classical gates (and, or, not, xor) in the usual way: add the last bits, then the second last plus the carry bit etc. Let us emphasize here: Classically, we add two numbers at a time. Now, which operations are allowed in a quantum system? Schrödinger's equation implies: all evolutions of a quantum system must be represented by unitary transforms of H m . Quantum computing assumes that we are able to perform a number of elementary unitary transforms -(quantum) gates on the system. A typial set is the following:
One qubit gates: They manipulate only one component of the tensor product
(a unitary transform is uniquely determined by its values on the elements of a basis)
phase shift: For each parameter θ ∈ [0, 2π) a quantum gate
Two qubit gates: They manipulate two components of
quantum xor gate (also called controlled-not gate):
These gates form a universal system: Each unitary transform in H m can be represented as a finite composition of these gates. If we restrict ourselves to one single phase shift with θ = π/4, we obtain an approximately universal system: Each unitary transform can be approximated in the operator norm to arbitrary precision by suitable finite composition of these gates.
So once we can implement these gates we can carry out all unitary transforms (of course, the efficiency of such a representation or approximation is still an issue). Physicists are working on implementations of these gates in various quantum systems such as photons, trapped ions, magnetic resonance systems.
Let us mention two crucial features: 1. These gates can transform classical states into superpositions. Example: the Hadamard gate applied to the first and then to the second qubit
2. They act also on superpositions. Examples: 2.1. The quantum xor gate:
2.2. Quantum addition of binary numbers (a classical gate implementation can easily be turned into a quantum gate implementation):
Assuming that all α ij = 0, we see that starting with the superposition of all possible inputs, and carrying out the quantum implementation just once, we obtain (by linearity of the quantum gates) the superposition of the results of all possible inputs.
That is, in the quantum world, we add all possible binary m-digit numbers in parallel.
But does that mean that we have an exponentially powerful parallel computer? No, because we cannot access all components of the superposition! According to quantum mechanics, we have to measure the system, which destroys the superposition. So:
Quantum computing assumes that we are able to access the results of the quantum computation process via measurement (with respect to the canonical basis). Measuring a system in a (superposition) state
results in one of the classical states:
Coming back to our example of quantum addition of binary numbers we would get |i 0 . . . |i m−1 |j 0 . . . |j m−1 |k 0 . . . |k m with probability |α ij | 2 . This is not much of a gain: just one single result, and on top of that a random one! The reasoning above indeed showed typical features of a quantum computation, but, on the other hand, made it also plausible, that in order to let a quantum computer behave more efficiently than a classical one, more ingenious and sophisticated techniques are required. We will briefly discuss some of them in section 5.
To study numerical problems in the quantum setting, a few more preparations are required. First of all, we shall view a numerical problem as given by an operator S : F → G, the solution operator. Here F is a set (usually a set of functions), G is a normed space (either a space of functions or the scalar field), and S(f ) ∈ G is the (exact) solution of the problem at input f ∈ F .
If we consider the example of numerical integration, we have that F is a set of functions on some domain D, G = R, and
How does the quantum algorithm get information about f ∈ F ? It is helpful to look first at the binary case: Let
A classical black box (query, subroutine) produces f (i) at request i, that is, maps (i, 0) → (i, f (i)). Quite similarly, the quantum (binary) query:
This mapping has many extensions to a bijection of classical states, and hence, to a unitary operator Q f : H m → H m . The following is customary:
(where ⊕ stands for addition modulo 2). For problems of analysis we have to consider the general case of functions f from a domain D to R (or, analogously, to C). The appropriate quantum query Q f : H m → H m is defined as follows: encodes the real number f (τ (i)) as a binary integer β(f (τ (i))), and ⊕ stands for addition modulo 2 m−m 1 (the choice of m 1 , τ and β is part of the algorithm design). Thus we arrived at the quantum model of computation for numerical problems:
The U i represent the composition of the quantum gates applied before, between, and after the queries, and ϕ symbolizes any classical computation performed on the measurement result i to obtain the final output. We call this a quantum algorithm with n queries. The output A n (f ) is a random variable. We introduce the (probabilistic) error of A n at input f :
and the error of A n over F by
Note that the choice of the probability threshold 3/4 is inessential: By repeating the algorithm k times and computing the median of the results, the success probability can be increased to 1 − 2 −ck for some c > 0 not depending on k.
The crucial quantity for complexity analysis is the quantum n-th minimal error e q n (S, F ) = inf
A n e(S, A n , F ).
It gives the minimal possible error among all quantum algorithms which use at most n quantum queries. For the problems we consider here, this is, up to logarithmic factors, also the best possible errors among all algorithms of cost (number of gates, queries, and measurements) at most n. Along with e q n (S, F ) we shall also consider e det n (S, F ), the best possible error among all deterministic classical algorithms with cost (number of arithmetic operations, function values) ≤ n, and e ran n (S, F ), the best possible error among all randomized classical algorithms with cost (number of random generator calls, arithmetic operations, function values) ≤ n.
For detailed definitions and references for the respective results in the classical settings we refer to [25] , [34] , [10] .
Multivariate Integration
We let
and consider the following function classes: Let r ∈ N 0 , 0 < s ≤ 1 and define the Hölder classes by
is the set of r times continuously differentiable functions and ∂ α is the partial derivative corresponding to the multiindex α. Next define the Sobolev classes for r ∈ N, 1 ≤ p ≤ ∞, satisfying r/d > 1/p (Sobolev embedding condition), by
with ∂ α being the respective weak partial derivative. We will be particularly interested in the behaviour of the complexity in the various settings for large d.
The following result is due to Novak [26] .
Let us compare this with the classical deterministic and randomized setting:
We write a n b n for sequences of nonnegative reals (a n ) and (b n ) if there are constants c 1 , c 2 > 0, n 0 ∈ N, such that c 1 a n ≤ b n ≤ c 2 a n for all n ∈ N with n ≥ n 0 . It is interesting to look at these rates for small (r + s)/d (that is, for large d). We see that in the classical deterministic setting, the exponent is negligible, meaning there is no chance to solve this problem deterministically. This is the well-known curse of dimension. In the classical randomized settting the situation is different: The exponent is always smaller than −1/2 even for very small (r + s)/d, corresponding to the fact that randomization (Monte Carlo integration) allows to overcome the curse of dimension. Comparing, finally, the quantum setting with the classical randomized setting, we have essentially a quadratic speedup (the exponent close to −1/2 is replaced by an exponent close to −1). This is the same sort of speedup as in the Grover search algorithm mentioned in the beginning.
Novak's result settled the Hölder case, that is, function classes related to the maximum norm, but what about function spaces involving the L 2 , or, more generally, the L p norm for 1 ≤ p < ∞. Since L 2 is the natural space for Monte Carlo algorithms, it was an open, interesting question whether Monte Carlo algorithms could possibly be as good as quantum algorithms, say for p = 2? Furthermore, it was known that for p = 1, Monte Carlo algorithms do not yield a speedup over (classical) deterministic algorithms. Will quantum algorithms do so? These questions are answered in the following theorem from [12] . To suppress inessential for the purpose of our survey logarithmic factors, we write a n log b n if there are constants c 1 , c 2 > 0, n 0 ∈ N, α 1 , α 2 ∈ R such that c 1 (log(n + 1)) α 1 a n ≤ b n ≤ c 2 (log(n + 1)) α 2 a n for all n ∈ N with n ≥ n 0 .
In the classical deterministic setting we have
while in the classical randomized setting the following holds:
We see that the same spedup of the quantum over the classical randomized setting (a gain of −1/2 in the exponent) holds through for all p ≥ 2. For 1 ≤ p < 2 the gain is even greater, reaching −1 for p = 1, the case where classical randomization does not yield any gain over classical deterministic algorithms.
Approximation of Sobolev Embeddings
It was well-known that Monte Carlo methods are especially suited for problems whose output is a scalar (integration, computation of functionals of solutions of integral equations). The integration results presented above are of this kind, leaving the question how quantum algorithms would behave if the output were not a scalar, but a function. A particularly typical situation is function approximation -we are asked to compute an approximation to a function using (a limited number of) values of that function.
We let 1 ≤ p, q ≤ ∞,
The following was shown in [13] , [14] .
Again it is instructive to compare with the classical deterministic and randomized setting:
We observe a possible improvement of n −1 (for p = 1, q = ∞) of quantum algorithms over the classical deterministic and randomized case. This is the same speedup as in Theorem 2 for p = 1. We also see that there are regions of the parameter domain where the speedup is smaller, and others, where there is no speedup at all.
Further Comments
Let us summarize the results in a table (suppressing again constants and logarithmic factors).
We mentioned in section 2 that a naive view on quantum computation does not bring us very far. So what are the algorithmic methods that make quantum computers superior to classical ones? There is, first of all, the quantum Fourier transform, a highly efficient implementation of the discrete Fourier transform on a quantum system. Based on this, Shor [31] developed a technique of estimating eigenvalues of unitary operators, which eventually lead to his seminal results on factoring. The crucial idea of the Grover search is an iterative amplification of the amplitude of the state we are interested in (the state |i 0 with i 0 such that f (i 0 ) = 1). Finally, Boyer, Brassard, Høyer, Mosca, and Tapp [3] , [4] , combined this by estimating the eigenvalues of the Grover transform using the Shor approach and this way produced an efficient counting algorithm (estimating the number of 1's in a huge sequence of bits, or, equivalently, estimating the mean of a sequence of bits). For a good, self-contained exposition of these basic techniques see [24] ). The lower bound results by Nayak and Wu [23] are derived by the polynomial method [2] : the succcess probability is a polynomial (in the bits the mean of which is to be computed) of degree at most the number of queries. Interesting from the point of view of approximation theory: Nayak and Wu use the Bernstein and Markov inequalities for polynomials to get their result.
Novak's Theorem 1 is built on these results, combining them with techniques from information-based complexity [25] , [34] , in particular for the lower bound proof. The upper bound is shown by adopting a technique from Monte Carlo methods: separation of the main part (control variate).
These were L ∞ -results exclusively. The step from p = ∞ to arbitrary p needed for Theorem 2 is based on respective results for mean computation in finite dimensional l N p spaces [11] , [16] . Those are achieved by splitting the function into dyadic levels, distributing queries over levels, combining decay of means and precise error estimates for counting. In the case of 1 ≤ p < 2 a combination with the Grover search is used. A new discretization technique (inspired by Maiorov's technique [20] from approximation theory), reducing integration to a sequence of mean computation problems [12] , leads to Theorem 2.
Related techniques (Grover search, multilevel splittings, discretization) are also used in [13] , [14] to prove the upper bounds in Theorem 3. The lower bound technique is a new one: multiplicativity of minimal quantum errors. This was inspired by functional analysis -the multiplicativity of s-numbers [29] .
