Abstract: We give a characterization of the extremal sequences for the Bellman function of the dyadic maximal operator in relation with Kolmogorov's inequality. In fact we prove that they behave approximately like eigenfunctions of this operator for a specific eigenvalue. For this approach we use the one introduced in [], where the respective Bellman function has been precisely evaluated.
Introduction
The dyadic maximal operator is defined by
for every φ ∈ L 1 loc (R n ) where | · | is the Lesbesgue measure on R n and the dyadic cubes are those formed by the grids 2 −N Z n , N = 0, 1, 2, . . . .
As it is well known it satisfies the following weak type (1.1) inequality:
for every φ ∈ L 1 (R n ) and every λ > 0, form which follows in view of Kolmogorov's inequality, the following L q -inequality:
for every q with 0 < q < 1, every φ ∈ L 1 (R n ) and every measurable subset of R n , E, with finite measure.
It is easy to see that the weak type inequality (1.2) is best possible, while (1.3) is sharp as can be seen in [2] .
An approach for studying such maximal operators is to find certain refinements of inequalities satisfied by it such as (1.2) and (1.3).
Concerning (1. 3) an important function has been introduced which is the following:
|φ|dµ : x ∈ I ∈ T (1.5) Then the Bellman function of two variables for M T , associated to Kolmogorov's inequality is given by
where 0 < h ≤ f q .
In [2] (1.6) has been found to be equal to
is defined by ω q (f ) = (H −1 q (z)) q , and
In this paper we study those sequences (φ n ) n that are extremal for the Bellman function (1.6). That is φ n : (X, µ) → R + must satisfy X φ n dµ = f, X φ q n dµ = h and lim n X (M T φ n ) q dµ = hω q f q h .
Additionally we suppose that φ n is T -good, for every n ∈ N (see definition of the beginning of Section ). In [2] it is proved that every such sequence must satisfy a selfsimilar property, that is for every I ∈ T This gives that in all interesting cases (including R n , where the tree T differentiates L 1 (X, µ)) that extremal functions do not exist for the Bellman function.
That is for every φ ∈ L 1 (X, µ), φ ≥ 0, with
In this paper we characterize these extremal sequences by proving the following: Theorem: Let (φ n ) n be a sequence of T -good functions, such that X φ n dµ = f and X φ q n dµ = h. Then (φ n ) n is extremal for (1.6) if and only if
Obviously, if the above limit is zero, then (φ n ) n is extremal so one must give attention to the opposite direction.
We need also to say that the study of the extremal sequences for the case p > 1 (Bellman function of two variables with respect to L p -norms) has been given in [3] , inspired by [1] .
Preliminaries
Let (X, µ) be a non-atomic probability measure space. We give the following from [1] . Definition 2.1. A set T of measurable subsets of X will be called a tree if the following are satisfied i) X ∈ T and for every I ∈ T , µ(I) > 0. ii) For every I ∈ T there corresponds a finite or countable subset C(I) of T containing at least two elements such that a) the elements of C(I) are pairwise disjoint subsets of
iv) The following holds
We state now the following lemma given in [1] .
Lemma 2.1. For every I ∈ T and every a ∈ (0, 1) there exists a subfamily F(I) ⊆ T consisting of pairwise disjoint subsets of I such that
Now given a tree T we define the maximal operator associated to it as follows
From [2] we recall the following Theorem 2.1. The following holds:
At last we give the following Definition 2.2. Let (φ n ) n be a sequence of µ-measurable non-negative functions defined on X, q ∈ (0, 1) and 0 < h ≤ f q . Then (φ n ) is called extremal if the following hold:
Characterization of the extremal sequences
For the proof of the Theorem 2.1 an effective linearization for the operator M T was introduced valid for certain functions φ. We describe it.
For φ ∈ L 1 (X, µ) nonnegative function and I ∈ T we define Av I (φ) = 1 µ(I) I φdµ. We will say that φ is T -good if the set
Let now φ be T -good and x ∈ X A φ . We define I φ (x) to be the largest in the nonempty set
Now given I ∈ T let
A(φ, I) = {x ∈ X A φ : I φ (x) = I} ⊆ I and
where J E is the characteristic function of E. We define also the following correspondence I → I * by: I * is the smallest element of {J ∈ S φ : I J}. It is defined for every I ∈ S φ except X. It is obvious that the A(φ, I)'s are pairwise disjoint and that µ
where by A ≈ B we mean that µ(A B) = µ(B A) = 0. Now the following is true, obtained by [2] .
iv) For every I ∈ S φ we have that
From the above we see that
We define also x I := 1 a I A(φ,I) φdµ, where a I = µ(A(φ, I)).
We prove now the following:
Then the following inequality holds
for every β > 0, where
Proof. We follow [2] . Let S = S φ a I = µ(A(φ, I)), ρ I = a I µ(I) ∈ (0, 1) except possibly for I = X, and
It is easy to see in view of Lemma 3.1 iv) that
and so, using the concavity of the function t → r q , we have for any I ∈ S,
where the τ I , σ I > 0 satisfy
We now fix β > 0 and let
which satisfy the above relation, so we get by dividing with σ
However,
We sum now (3.2) over all I ∈ S such that I I j for some j and we obtain I piece(B)
The first two sums are produced in (3.4) because of the maximality of (I j ). Here we note also that by I piece(B) we mean that I I j for some j. (3.4) now gives:
in view of Holder's inequality (3.3). Thus (3.5) gives
On the other side we have that
where the inequality on (3.7) comes from the differentiation mean value the sum from calculus.
From the last two inequalities we conclude
Now it is easy to see that
for any fixed β > 0, and φ : T -good. Thus our Theorem is proved.
In the same lines as above we can prove.
Theorem 3.2. Let φ be T -good and A = {I j } be a pairwise disjoint family of elements of S φ . Then for every β > 0 we have that:
Proof. We use the technique mentioned above in Theorem 3.1 by summing inequality (3.2) up to all I ∈ S φ with I ⊆ I j for any j. The rest details are easy to be verified.
We have now the following generalization of Theorem 3.1.
Corollary 3.1. Let φ be T -good and A = {I j } be a pairwise disjoint family of elements of S φ . Then for every β > 0
Proof. We choose a pairwise disjoint family (J i ) i = B ⊆ S φ such that the union A ∪ B is maximal under ⊆ relation in S φ and I j ∩ J i = φ ∀ i, ∀ j. Then we apply Theorem 3.1 for A ∪ B, and Theorem 3.2 for B. We sum the two inequalities, and conclude Corollary 3.1.
We have now the following Theorem 3.3. Let (φ n ) n be an extremal sequence consisting of T -good functions. Consider for every n ∈ N a pairwise disjoint family A n = (I n j ) of elements of S φn such that the following limit exists 
meaning that if one of the limits on the above relation exists then the other also does and we have the stated equality.
Proof. We apply Theorem 3.2 and Corollary 3.1 for A n . Then we have the following inequalities
Summing (3.9) and (3.10) we conclude that
But the last inequality is just (3.18) of [2] which for β = ω q (g q /h) 1/q − 1 gives equality in the limit since φ n is extremal. We set now ℓ n = I∈An µ(I)y q I,n , and we suppose that lim n ℓ n exists and equals ℓ ∈ R + .
Because of the fact that we have equality in (3.11) and because of the inequalities stated in (3.9) and (3.10), we must have equality on both of them in the limit, for the value of β that was mentioned above, supposing that ℓ n → ℓ.
So from (3.9) we obtain lim n ∪An
with equality for β = ω q (f q /h) 1/q − 1.
But as in [2] , the right hand side of (3.12) is minimized for β = ω q ℓ/ lim n ∪An φ q n
Thus, we must have that
Thus, from the opposite equality (3.12) we must have that
We prove now that c 0 = ω q (f q /h). This is true since it is equivalent to
which is true because of the definition of ω q (z), for z ≥ 1. Thus, Theorem 3.3 is proved.
We give now some notation Let φ be T -good. For each I ∈ S φ we consider the set A I = A(φ, I) is a union of elements of T , because of the definition of tree T and Lemma 3.1 iv). Using now Lemma 2.1 we construct for each a ∈ (0, 1) a pairwise disjoint family A I φ of elements of T and subset
We define the following function g φ : X → R + in the following way. For each I ∈ S φ we define: , we have that (3.16) are valid.
It is obvious that X g φ dµ = f , and g q φ dµ = h. It is also easy to see that for every I ∈ S φ it holds
and so as a consequence µ({φ = 0}) ≤ µ({g φ = 0}).
Let now (φ n ) n be an extremal sequence, consisting of T -good functions and let g n = g φn . We prove the following. Before we proceed to the proof of the above lemma we prove the following. Proof. This is true because in the proof of Lemma 6 in [2] the following inequality was used in order to pass from (3.16) to (3.17) in [2] :
of Holder's inequality. Since (φ n ) n is extremal we must have equalities in the limit in all inequalities of the above mentioned Lemma 6 (for the specific value of β) and so by definition of x I , a I we conclude Lemma 3.2 as it is stated above.
We now have
Proof of Lemma 3.1. Let φ runs along (φ n ) n . We prove that 
Since M T φ ≥ f on , we obtain from (3.18) We consider now for any y > 0 the function
defined on (0, y). It is easy to see that lim
x → 0 + φ y (x) = +∞ and lim
so by setting x = λy, λ ∈ (0, 1) we see that if g is defined on (0, 1) by:
, for any 0 < x < y.
and this is the end of the proof of Lemma 3.1.
Suppose now that (φ n ) n is extremal. We remind that for every φ ∈ {φ n , n = 1, 2, . . .} we have defined g φ : X → R + by the following A(φ, I) .
So, if we define g ′ φ : x → R + by g ′ φ (t) = c φ I , t ∈ A I for I ∈ S φ we easily get that:
Additionally, because of
A(φ, J) we have that for
Thus
Since X g φ dµ = f and X g q φ dµ = h we obtain that g φ is an extremal sequence. We now prove the following lemmas needed for the end of the proof of our characterization of the extremal sequences.
Lemma 3.3. With the above notation
Proof. We recall that c = ω q (f q /h) 1/q . We set for each φ ∈ {φ n , n = 1, 2, . . .}
We consider now for every I ∈ S φ the set ∆ φ ∩ A I . Since g φ is either c
and S 1,φ is a subset of the subtree S φ .
According to the same reasons mentioned before we have, by passing if necessary to a subsequence, that
Because of (3.16), the consequence that A v I (φ) = A v I (g φ ), for every I ∈ S φ and Lemma 3.1 iii), we obtain that (passing again to a subsequence if necessary)
In the same way we have that
Adding the last two relations one obtain lim
fact equality since g φ is an extremal sequence. So, we must have equality in both (3.23) and (3.24). Since M T g φ ≥ ω q (f q /h) 1/q g φ on ∆ φ , we obtain easily from the above relations that
and Lemma 3.3 is now proved in view of the following lemma.
Lemma 3.4. Let q ∈ (0, 1) and g n , w n , g, w non-negative functions on (X, µ) such that g q n = w n , g q = w and g n ≥ g on X.
Suppose also that
Proof. We have that
in view of the hypothesis of Lemma 3.4, which is now proved.
We proceed now to the next Lemma 3.5. With the above notation
Proof. We are going to use the following inequality t + 1 −≥ t, which holds for every t > 0 and q ∈ (0, 1). We have equality in the above if and only if t = 1. In view of Lemma 3.4 we just need to prove that
We proceed to this as follows:
We set for every I ∈ S φ ∆ (1)
We remind that g ′ φ (t) := c I,φ = c φ I , for t ∈ A I = A(φ, I). From the above inequality we see that if c I,φ > 0 then
, ∀ x ∈ A I , so integrating over every ∆ (j) I,φ , j = 1, 2 we have that
where S ′ φ = {I ∈ S φ : c I,φ > 0}. From the definition of g ′ φ we see that (3.25) gives:
because if c I,φ = 0 for some I ∈ S φ then φ = 0 on the respective A I = A(φ, I), and conversely. Additionally:
(g ′ φ ) q−1 qdµ, j = 1
So that we have the two inequalities:
φ q dµ and (3.27) So, we must have equality in both (3.27) and (3.28) above. As a consequence if we set t φ = Then k φ ≈ 1 and since t φ , S φ are bounded
Remark 3.1. We need to mention that the above theorem holds true on R n without the hypothesis that the sequence (φ n ) n consists of T -good functions. This is true since in the case of R n , where T is the usual tree of dyadic subcubes of a fixed cube Q, the T -good functions are exactly the dyadic step functions on Q which are dense on L 1 (X, µ).
