Abstract -Workflows are becoming an increasingly more common paradigm to manage and control scientific applications. They are an effective technology to define composition of different pieces of knowledge, both in the application domain and in the scientific context. However, workflows are addressed in a number of different perspectives and little consensus has been reached yet on the specification, languages, modelling and systems to adopt in advanced contexts like Grids or semantic web. In this paper, we describe a tool for supporting users in specifying their functional workflows using a top level description, close to the application domain, and further authoring workflows running on Grids. Our tool is the semantic component of a workflow management platform targeted at scientific applications and is able to automatically generate BPEL processes based on the information extracted from a given ontology. The component has been succesfully tested on image processing workflows, using Active BPEL engine as a deployment environment and OWL for ontology design. The functionality provided by the semantic component has been made available through a web interface.
Introduction
As science becomes more complex and relies on the analysis of large scale data sets, it is becoming necessary to manage the data and the data processing in an automated and scalable fashion. Workflows have recently emerged as a way of formalizing and structuring the data analysis in a manner that makes it easy to define the analysis, execute the necessary computations on distributed resources, collect information about the derived data products, and if necessary repeat the analysis. Existing workflow management systems allow users to develop complex applications at a higher level by orchestrating functional components without handling the implementation details. However, the open source engines available for scientific applications lack some functionality or are too difficult to use by non-specialists.
Workflow design proves rather complex and is often error prone [8] . Our main objective is to provide a solution for the automatic generation of scientific workflows. This way, advanced programming skills will no longer be required for non-specialists users and any errors that may occur during design phase are eliminated.
One of the main challenges is represented by the purely syntactic focus of Web services technologies, which makes service description non interpretable by the machine and hampers the automation of operations, inherent to Service Oriented Architectures (SOA), such as service discovery, composition and invocation [1] . However, by extending the syntactic service descriptions with a semantic layer, the machines can interpret and reason over what the underlying data represents [2] . In this paper we introduce and evaluate a new approach to abstract specification of workflows based on a semantic layer added to the underlying workflow management platform. Our approach benefits from an automated translation module that maps the abstract specification to a concrete workflow description. Design and functionality of our tool resulted from requirements and scenarios emerged in the PEGAF project, in whose context the tool is developed. The PEGAF project aims at developing a workflow management platform for distributed systems, targeted to scientific applications that will provide features like an intuitive way to describe workflows, efficient data handling mechanisms and flexible fault tolerance support.
The rest of this paper is structured as follows. In Section 2, we present a survey of the literature describing related work and argue the originality of our approach. Section 3 provides an architectural overview of our component and a summary of the main algorithms used. In Section 4, we evaluate our approach in a number of grid scenarios based on image processing workflows. Finally, in Section 5, we conclude and describe future work.
Related Work
A number of existing workflow platforms address the issue of translating abstract descriptions to concrete workflows. One of the most important projects that deals with creating tools to help e-Scientists is myGrid. The Taverna workbench [3] , which was developed within myGrid project, supports in silico experiments in biology and provides scientists with user-friendly access to underlying services that they wish to use. Taverna is based on Web services and uses the myGrid Simple Conceptual Unified Flow Language (SCUFL) for workflow choreography. Taverna enables users to construct, share, and enact workflows using a customized fault-tolerant enactment engine for execution.
Triana [4] is a graphical workflow environment that consists of a simple drag-and-drop style graphical user interface for composing applications and an underlying subsystem for workflow enactment across P2P, service-based and Grid environments. Components can be grouped to create aggregate or compound components (called Group Units) for simplifying the visualization of complex workflows. Triana employs the use of two generic interfaces, called the Grid Application Prototype (GAP) and Grid Application Toolkit (GAT), which can interact with services or Grid tools (GRAM, GridFTP, GRMS).
The Java CoG Kit focuses on workflow solutions in the Karajan workflow framework [5] . Karajan can specify workflows using XML and can support hierarchical workflows based on DAGs with control structures and parallel constructs.
Pegasus [6] can map large-scale workflows onto Grid resources and along with VDL forms part of the Virtual Data System (VDS) released with the Virtual Data Toolkit. Pegasus supports a wide range of functionalities, including catalog interfacing, workflow reduction, resource selection (based on the available resources, characteristics and location of data), task clustering (to cluster jobs at the same resource), executable staging (at the remote site), pre/post-staging and interfacing with an execution subsystem's workflow languages (for example DAG for DAGMan [12] ).
Concerning workflow specification languages, BPEL [9] becomes increasingly adopted in industry and, more recently, in academic environments. This large adoption, especially among Grid workflows, is due to the new features provided by BPEL, which are not well supported in the other systems described here: support for long-lived entities, state suspension, control structures that allow for very dynamic responses and fault recovery. However, in the context of our research, several significant issues were raised about workflow expression. First among these is the level of abstraction needed to describe workflows. The graph based construction toolkits like Triana and Taverna allow users to describe workflow at the level of a graph of components and leave to other tools to map this abstraction to specific resources. BPEL is at a different level of abstraction in which the programmer specifies processes and their logic in terms of services that are bound at a later time. At a higher level we have systems like Pegasus and DAGMan in which the workflow is defined in terms of virtual data requirements. Their abstract dependencies are mapped to lower levels involved with service discovery, planning and execution.
Although highly expressive, BPEL only allows using hard-coded syntactical interfaces for partners and the process itself, while semantic descriptions of services cannot be used within a process model. The lack of an ontological description of the process elements cause limitations in the way services are used within a process. For instance, a service providing the same functionality as the one referenced in the process model, but via a different syntactical interface, cannot be used instead. BPEL4SWS [11] is a process ontology language that is currently developed under the SUPER project, which aims at solving this issue by providing an extension of some of the features of BPEL such as Data Handling, Interaction Activities and Partner Links. The role of the process ontology language (BPEL4SWS) is to describe the modelled process in such a way that the description can be utilized by the Semantic Web Services (SWS) execution framework without resorting to descriptions of the process (or its constituents) in other formalisms. Thus, all the information required to invoke SWS is contained in the process execution language. A transformation service it is used to import existing executable processes into the modelling environment by lifting BPEL(4SWS) processes to the ontological level and translating ontological business processes expressed in sBPEL (the ontological counterpart) to the standard format of BPEL which is required to execute processes in the Semantic BPEL Execution Engine [2] .
In our research, we examined the role of BPEL as a standard language for orchestrating services-based Grid applications. There are two important approaches to using BPEL in Grid systems. The first of these is using BPEL's own extensibility to create new annotated language versions, specific to particular Grid types or, more often, application domains. The second approach is to consider BPEL a target language for higher level languages or specifications. Extending BPEL with semantic support was one of the first options that we evaluated and therefore turned to BPEL4SWS. However, this technology is still at an early stage of development and as a consequence, the support provided for integrating it into other projects is scarce. Moreover, we investigated the added complexity induced by using BPEL4SWS to the workflow representation and management and we decided that it does not meet our platform requirements. We therefore opted for the second approach, considering BPEL as a target language for a specification based on ontologies. We argued in [7] the choice of BPEL as a workflow language for our platform and the use of ActiveBPEL as the underlying workflow engine, extended with specific modules. Our project complements existing work by providing a way to translate semantically annotated Web services into BPEL functional workflows in a goaldriven manner.
The Abstract Workflows Handler
The conclusion that comes from the previous survey is that a good workflow specification and translation tool should be able to: represent abstract and concrete workflows, allowing different degrees of abstraction; provide means to express non functional requirements like adding semantics to both service description and workflow structure; allow handling dynamics; define parameters to describe Grid oriented services and workflows without dependencies on specific models and infrastructure.
Figure 1 Architectural overview
The workflow management platform developed within the PEGAF project has three main components ( Fig. 1) : a toplevel module for defining abstract workflows, a middle-level module representing the workflow engine and a low level module, which will schedule the workflow activities and services onto the distributed system's physical resources, relying upon the available middleware [7] . The focus in this paper is on the Abstract Workflow Handler. This component manages all semantic aspects of the client framework providing tools and APIs for managing ontologies and their concepts. It enables users to access information dependent on the specific application domain they are interested in, to compose the workflow using the task templates available in the working domain or other user defined templates.
The process of generating a complete functional workflow is made up of three stages: the Service Pre-fetch Stage, the Service Generation Stage and the Workflow Generation Stage (Fig. 2) mapped to the main building blocks of the semantic component: the Ontology Reader, the Service Builder and the three File Generators. During the first two stages, the data flow is sequential, as each functional block takes the raw data, performs the necessary operations and then passes it to the next block. In the last stage, the data flow becomes parallel, because at this moment, each component can be generated independently.
We use an ontology written in OWL-S [11] to annotate existing Web services with semantic data. Basically, each Web service has an associated goal, representing the type of action it is able to perform. Every time a user inserts a new goal, its web service equivalent is searched within the ontology. When found, the data is parsed and the relevant information is stored in a Java object. However, there are cases when a goal is too complex to have only one associated web service. At this moment, it is recursively broken into simpler sub-goals until a Web service has been found for each generated sub-goal.
Figure 2 Translation process main stages and the semantic component's building blocks
During the service pre-fetch stage, the Ontology Reader plays the role of a service analyser. It extracts minimal information about the service, which is necessary in order to initialize data and then stores the number of user inputs and whether the goal provided can be directly satisfied or it has to be broken into several sub-goals. The output of this phase is always a list of services. If the Ontology Reader finds a service which is tagged as simple, it means there is a one-toone relationship between the process (the workflow) and the service, or, in other words, the process is made up of a single Web service. In this case, the list built during the pre-fetch stage will contain a single element. Otherwise, if the Ontology Reader finds a service which is tagged as complex, it means that there is a one-to-many relationship between the process and the Web services involved. This means that in order to build the workflows we will have to split this service in its constituent components. In this case, a list with more than one element will be constructed by the Ontology Reader.
Each file is generated in two phases. First, a generic template is created for each kind of file by three specific initializers: the BPEL Initializer, the WSDL Initializer and the Artifacts Initializer. After the completion of this preliminary phase, an Extension Manager is called, which will fill the file's missing fields with the appropriate information provided by the Service Builder. By analogy with the previous phase, a specific Extension Manager has been defined for each type of file. The generation of the .wsdl and the artifacts files, needed by the functional workflow, is straightforward, as information is simply copied from the java objects which were created during the Service Generation phase into the corresponding files. The .bpel files however are more difficult to generate, because the output of one service might represent the input for another one. This leads to some very intricate patterns, making it more complicated to initialize the variables before the call of a service. To solve this issue, a shift of point of view is made. First, each assign section is separated from its corresponding invoke section and they are both modelled as individual objects. As a consequence, the whole sequence section can be represented as two lists: one for the assign objects and one for the invoke objects. Secondly, each service is conscious about the assign sections that it is linked to. This way, the same service can play two roles depending on the circumstances: on one hand it can act as an output producer, while on the other, it can act as an input consumer.
Each invoke section has two associated assign sections: a pre-and a post-assign. However, this is not enough if we want to model even more complex situations. For example, the same service may act as an output producer for more than one service. To solve this issue, we need more granularity when dealing with assign blocks. This is why we have created the CopyBlock class. Objects of this type act as building blocks for an assign object or, in other words, an assign block is made up of multiple CopyBlocks. This way, the pre-assign block of any invoke section may be initialized even if each parameter of the invoked method comes from a different source. Hence, when the service acts as an output producer it fills information in the pre-assign section of the service that he is linked to. When it acts as an input consumer, it simply fills the assign section that precedes its corresponding invoke section. In order to generate the whole sequence section, we have to iterate through the list of services and allow each service to alternate its two complementary roles.
The entire functionality of our component has been made available through a Web interface, which supports various user interactions such as choosing a desired activity or choosing a WSDL repository to search for Web services definitions. Thus, the need for advanced technical knowledge is eliminated, as the information is now presented in a form close to the natural language.
Analysis and Evaluation of Current Results
A very common application in e-Science is represented by image processing. For example, in computer graphics visual effects are obtained by applying a sequence of rotations, translations or other types of transformations on given scene. Furthermore, in satellite imagery, relevant environment information is extracted from HDF pictures using various convolution filters. Thus, image processing has the advantage that it is highly structured and can be easily split in separate stages, making it ideal for the workflow paradigm. As a consequence, we decided to evaluate our component by generating a number of workflows that are able to apply various convolution filters on a set of given pictures. Basically, the filtering process is split into several generic steps which are then modelled as Web Services: obtain the matrix representation of the given picture, apply the convolution filter and store the new matrix, use the new matrix for generating the processed picture, etc. The purpose of our experiments is two-fold: to assess workflow generation times and success rates. We conducted our tests on the NCIT Cluster [13] testbed, a large-scale experimental grid platform, with advanced scheduling and control capabilities, part of the national grid collaboration covering several sites geographically distributed in Romania. For our experimental setup, we used 100 nodes belonging to the NCIT Cluster at University Politehnica of Bucharest. The nodes are equipped with x86 64 CPUs running at 3.00 GHz, 2 GB of RAM, and interconnected through a 10 Gigabit Ethernet network. We used the nodes to deploy the web services needed by our testing scenarios.
A typical testing procedure is described in Figure 3 . First, the user is asked to choose a goal from those provided by the application interface. Then, the goal is submitted to the semantic component that tries to satisfy it by interacting with the ontology. If the operation is successful, the information extracted from the ontology is used to generate the .bpr archive, necessary for workflow deployment. In the end, the archive is transferred to the Active BPEL engine and the workflow is ready to run.
In Figure 4 , a graph showing the workflow generation times is depicted. Intervals t i , i = 1:5 represent a variation of the number of web services with an order of magnitude. Thus, in interval t 1 we have less than 10 web services described in the ontology, while t 5 shows results for nearly 100,000 service definitions. The services were evenly distributed among the available computing nodes. There is a linear relationship between the number of services and the time required to match and compose an executable workflow. For a moderate number of definitions the time required for building the workflows is almost imperceptible, with a value close to 0. However, as the number of definitions becomes significantly larger, the running time can no longer be ignored. One reason for this is that our system requires the storage of an exhaustive list of service definitions in order to be able to solve intricate requests. As a consequence, the search within the ontology becomes increasingly time consuming. Since the search method is already implemented in a efficient way, one possible solution to this problem is to index the concepts found in the ontology and then split them in sub-indexes. This way, the search can be done in parallel by evenly distributing the computational workload on a cluster of computers. Regarding the success rate of our implementation, we have observed that it is heavily dependent on the ontology dimension. Thus, having a relatively large ontology that defines multiple Web services enables us to successfully generate workflows requiring complex operation. If the ontology is not sufficiently large, then some concepts may not be solved and thus the user requests cannot be satisfied. However, in these cases the system can be used to assist the user as it can make suggestions about the Web services that should be integrated in the workflow based on what it has already found in the ontology. Further experiments are currently being done to ascertain the range over which this results apply.
Conclusions and Future Work
As it was demonstrated in the previous analysis, workflows play a key role in supporting services deployed over Grid platforms. The main obstacle in reaching the wide adoption goal is the lack of standard (or the co-existence of too many of them) at different workflow orchestration levels, including transparent specification and translation into concrete descriptions. In this paper we described our solution for the automatic generation of scientific workflows. Three software modules were developed and tested: an ontology, for a semantic description of the workflows, an interpreter that can translate these abstract specifications into concrete functional workflows and a web interface, for enhancing user interaction.
Our approach can generate functional workflows without requiring any user expertise. Its main advantage lies in the fact that it is very flexible: on one hand, the user may be given the possibility to choose from a list of Web services having the same functionality, while on the other, workflows can still be generated without knowing a priori what services are needed at design time. All users have to know is what functionality should the final mash-up offer and the required services will be automatically identified and integrated into the workflow.
Our future work is focused on extended support for parallel activities, handling complex orchestrations and support for integration with further open-source workflow engines.
