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Development and evaluation of a program to support 
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ࣟࣥࢻࣥ⮬἞༊࡟࠾ࡅࡿࢥ࣑ࣗࢽࢸ࢕ᅗ᭩㤋
̿♫఍ⓗໟᦤᴫᛕࡢどⅬ࠿ࡽ̿
Community Libraries in London Boroughs: From the Perspective 


































The Philosophy and Actual Situations of Integrated Libraries in 
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බඹᅗ᭩㤋ࡢᆅᇦ㛫᱁ᕪ






































































































― 7 ―─  ─
オタクはなぜ貢ぐのか
- 「推し」にかかわる消費行動の合理化に着目して -
Why do Otaku Tribute? 










































ということが示唆された。 研究指導教員：後藤 嘉宏 
副研究指導教員：照山 絢子 
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Factors enhancing advertising literacy, the attitude, knowledge, and awareness of health: 



















































A Comparison of Local literature services in public library 
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Maintaining and Publishing Metadata Application Profiles with
Extensible Authoring Format
Student No.: 201726107
Name: Nishad Thalhath Rehumath
Metadata Application Profiles are the elementary blueprints of any Metadata Instance.
They act as a key element in metadata interoperability. Singapore Framework for Dublin
Core Application Profiles defined the framework for designing metadata application profiles
to ensure interoperability and reusability.
There are various accepted formats to express application profiles. Most of these expression
formats such as RDF, OWL, JSON-LD, SHACL, and ShEx are machine actionable, and formats
like spreadsheets or web pages act as human-readable documentation. Due to limited options
in the mutual conversion of these expression formats, they are often created independent
of each other and thus makes the process expensive requiring sophisticated skills and time.
Proposals for convertible authoring formats to create application profiles have received less
acceptance, mainly due to their inability to address various use cases and requirements.
As a result, domain experts find it difficult to create application profiles, considering the
technical aspects, costs and disproportionate incentives and the lack of easy-to-use tools for
Metadata Application Profile creation.
This study proposes Yet Another Metadata Application Profile (YAMA) as a user-friendly au-
thoring format for creating, maintaining and publishing Metadata Application Profiles. YAMA
helps to produce various standard expressions of the Metadata Application Profiles, change
logs, and different versions, with an expectation of simplifying Metadata Application Profile
creation process for domain experts. YAMA includes an integrated syntax for recording ap-
plication profiles as well as changes between different versions. A proof of concept toolkit,
demonstrating the capabilities of YAMA is also being developed. YAMA boasts a human read-
able yet machine actionable syntax and format, which is seamlessly adaptable to modern
version control workflows and expandable for any specific requirements.
This study argues that the extensible authoring formats are suitable for creating applic-
ation profiles with custom requirements and different use cases. This would promote the
acceptance of application profiles by reducing the associated cost and skill requirements in
creation, maintenance, and publishing of application profiles.




A Crowdsourcing Approach to Finding Evidences
Student No.: 201726108
Name: Panikka Mudiyansela Nadeesha Kumari Wijerathna
The explosive growth of information techniques and the internet have made the world a
more connected place than ever before. One consequence of that humans are willing and
capable to share their knowledge, experiences, skills, and perception. Meanwhile, Crowd-
sourcing techniques have also been developed. It promises to leverage the ‘wisdom of crowd’
to solve real-world problems and human intelligence tasks that are difficult to complete by an
individual, a small team or a computer, such as an image tagging for subjective topics, gener-
ating conference programs, understanding topics in micro-blogs, verify the natural disasters,
to names but a few. Therefore, crowdsourcing has become increasingly popular and consider-
able success in academic researches. This motivation has become to introduce and investigate
a crowdsource-based framework, in order to address the limitations of existing works of the
spread of misinformation and disinformation—known as fake news. The extensive spread of
fake news has become a serious negative impact on the web and social network in the world
today. In this context, the investigation process and searching accurate information are more
challengeable. Over the last several years, although there are many web-based systems have
been developed to detect fake news, some serious problems can be identified on those services.
The approaches of those systems are limited by getting only the rating on the statements
from the users or investigate the fact by a few team members. This thesis introduces a novel
framework to detect accurate information by ensuring the quality of the results. The proposed
framework is consisting of two phases and uses multiple crowds with a lower monetary cost
and does not require the contribution of expertise. In this crowdsource-based approach, crowd
workers are asked to prove the fact by finding possible evidences. The results of the thesis
show that more than half of the answers from the crowd, were possible evidences, and ap-
proximately one-third of the possible evidences were strong. The study also demonstrate, this
crowdsource-based approach is able to collect various possible evidences on difficult problems
and provide diverse methods for proofs, among which some were surprising as we did not factor
those as proofs. In particular, the study implies that the crowdsourcing could help effectively
to discover the possible evidences on inaccurate information or the given statements. This
shows the power of crowdsourcing and the experiment also shows that there is much room for
further improvement of the framework in several ways. Thus, the further improvement of the
framework will be done in my future works.
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The Relationship between Twitter Usage, Social Comparison and 
Satisfaction of Friendship among Undergraduate Students 
Ꮫ⡠␒ྕ : 201621628 
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Structural Analysis of Jazz Improvisation Based on IRM





























A Study on Efficient Extraction of Growth-Inducing Edges
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Soft Manipulator using Lamina Emergent Torsion Array Including
Isolated Structure




A soft manipulator is a manipulator consists of soft materials. The softness of soft manip-
ulator becomes possible to realize a manipulator having a high ability to adapt to unknown
objects and environments. For instance, when gripping an unknown object of different shapes
and sizes, the manipulator itself can flexibly change shape to fit the object during gripping so
that it can be gripped gently without damaging the object. In this way, by creating a manip-
ulator with soft materials, it becomes possible to simplify the compliant operation that had
required complicated control to be realized by a conventional rigid manipulator. However, it
is difficult to measure the deformed shape of soft material using a conventional sensor, so that
there is a problem that is difficult to measure the deformation shape of soft manipulators.
The objective of this study is to create a soft manipulator that can accurately measure
the deformation state while keeping the compliance which can flexibly correspond even to
the unknown object. In order to achieve the objective, in this study, I propose a structure
that deforms reversibly from a planar state to a specific and only one deformation shape.
The proposed structure is compliant for specific and only deformation but stiff for other
deformations. In this study, this property regard as "isolation" of deformation. In order
to realize the proposed structures, I improve the Lamina emergent torsion array (LETA)
structure. The LETA structure is a structure in which curved deformation is realized by
cutting of parallel pattern in hardmaterial. However, it is also known that the LETA structure
deforms stretching and twisting deformation in addition to the curved deformation. In order to
isolate only the curved deformation, the proposed structure is inserted a thin shell structure in
the neutral plane of the LETA structure. By creating a soft manipulator using the proposed
structure, the deformation shape can be sensed accurately using a flex sensor, which is an
element to measure bending. Additionally, since the deformation of the structure is isolated,
the proposed manipulator can be driven using a shape memory alloy with simple expansion
and contraction movement.
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行列のグレースケール画像を用いた
BiCG法の収束予測
Predicting the Convergence of the BiCG Method







るか否かは計算を実行せねば分からない. そのため, 事前に BiCG法が収束するか否かがおおよそ予
測できれば, 他の解法と行列の組みあわせを選択することができる.
近年, 機械学習における技術の進展は目覚ましく, 様々な分野で画像認識等が応用されている. 本
研究では, 収束結果を予測する手段として, 機械学習によるパターン認識を用いた. 数値から構成さ
れる行列を画像化し, 収束 / 非収束を情報として与えれば, 行列と適切な解法の組みあわせに関する
問題が画像認識の問題として定式化できると考えた. 本研究では SuiteSparse Matrix Collectionに
格納されている実非対称行列 982個のなかから, 875個を選択し, BiCG法で方程式を解いたところ,
収束する行列 235個, 非収束の行列 640個となった. それらを絶対値の大小関係と行列内での値の位
置を反映した画像へと変換することで, 畳み込みニューラルネットワーク (CNN) を用いて非対称行
列と BiCG法の収束 / 非収束の関係を予測できるかを評価した. 行列の次数は 5から 445315, 非零
要素の占める割合は 0.0000060%から 76%までである. カラー画像と比較してグレースケール画像は
分類が容易であるという点, また, 収束予測に適した画像サイズを調べるため, 本研究では, 256階調
のグレースケール画像を用いて, サイズを 28×28 pixel, 56×56 pixel, 112×112 pixel, 224×224 pixel
の 4通りで実行した. 行列をグレースケール画像へと変換する手法として, SuiteSparse Matrix
Collectionから利用可能なソフトウェア SuiteSparseを応用した SuiteSparse法とシグモイド関数を
利用した sigmoid法を用いた. また, 行列をスケーリングしたのちに, 2つの手法を用いて画像へと
変換し, 収束結果を予測することも行った.
5-fold cross validationの結果, 画像サイズを 28×28 pixelにした場合, Average accuracyが,
SuiteSparse法で 86.1%, sigmoid法で 84.1%, スケーリング後では SuiteSparse法で 84.0%, sigmoid








Method for Detecting Near-duplicate Recipes
Focused on Document Similarity using BERT and
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ௌ֮ো֐ऀΛର৅ͱͨ͠
3ύʔτۂͷϦζϜೝ஌ʹؔ͢Δݚڀ





ॏཁͰ͋Γ, ͦΕʹண໨ͨ͠ݚڀ͕ଟ͘ͳ͞Ε͖ͯͨ. ຊݚڀͰ͸, ϦζϜΛೝ஌͢Δʹ͸ʮഥʯ͕
ॏཁͰ͋Δͱ͠, 14໊ͷௌ֮ো֐ऀʹରͯ͠, ΦϦδφϧʹ੍࡞ͨ͠ 3ύʔτۂΛ༻͍ͨϏʔτλο
ϐϯά࣮ݧΛ࣮ࢪͨ͠. ʮۂͷ೉қ౓ʯ, ʮۂͷछྨʯ, ʮۂͷύʔτ৚݅ʯͷ 3ͭͷཁҼ͕ϦζϜ
ೝ஌ʹͲͷΑ͏ͳޮՌ͕͋Δ͔Λݕ౼ͨ͠. ·ͨ, 11໊ͷ݈ௌऀʹ΋ಉ༷ͷ࣮ݧΛߦͬͨ. ݁Ռͱ͠
ͯ, ௌ֮ো֐ऀʹؔͯ͠͸, ϦζϜ೉қ౓͕λοϐϯάਫ਼౓ʹӨڹΛٴ΅͢͜ͱ͕Θ͔ͬͨ. ൒਺Ҏ
্ͷௌ֮ো֐ऀ͸, ϝϩσΟʔύʔτΛཔΓʹϦζϜೝ஌͍ͯ͠Δ͜ͱ͕ࣔࠦ͞Εͨ. ओ؍೉қ౓ͱ
߹Θͤͯݕ౼ͨ͠ͱ͜Ζɼλοϐϯάͷ೉͠͞ͷײ֮ͱɼλοϐϯάਫ਼౓͸ඞͣ͠΋߹க͠ͳ͍͜























































































ɹఏҊख๏ͷ༗ޮੑͷධՁ࣮ݧͱͯ͠ઢܗ֎ૠ (LIN), Social Force Model(SFM), Linear Trajectory
Avoidance(LTA)ͱ͍ͬͨ 3छྨͷาߦي੻༧ଌϞσϧʹఏҊख๏ʹΑͬͯੜ੒͞ΕͨαϒΰʔϧΛ














High-power pulse lasers can generate plasma by focusing using a lens.This phenomenon is
called laser-induced breakdown (LIB). LIBs emit shock waves and highly impulsive sounds. In
this study, a femtosecond laser with a pulse width of 275fs and a repetition frequency of 1kHz
to 1MHz was used to generate LIB in the air, and the laser gate signal was controlled by a
pulse pattern created by modulating an arbitrary waveform with pulse frequency modulation
(PFM) to reproduce any sound below the laser repetition frequency.
The frequency characteristics of the sounds produced by LIBs were obtained by playing
the swept signals multiple times inside a self-made anechoic box, and then Fast Fourier Trans-
mission (FFT) on the recorded results. The characteristics of the anechoic chamber were
determined by measuring impulse responses using swept-sine signals. The results show that
the sound pressure tends to increase toward high frequencies.
The results include noise due to modulation and the nonlinearity of the sound source, and
I discussed the causes of the effects. An application of acoustic measurement and stereoscopic
sound using the proposed method was proposed.





A Prediction Model of Data Science Methods for Analysis



































ϥϕϧ෇͖༗޲άϥϑʹର͢Δ Shape Expression Schemaͷநग़









































































༗޲άϥϑʹର͢Δ Shape Expression Schema ͷ
ଥ౰ੑݕূٴͼमਖ਼ख๏ͷఏҊ
Proposal of Shape Expression Schema Validation and








ɹάϥϑσʔλʹର͢ΔεΩʔϚͱͯ͠ Shape Expression Schema (ҎԼɼShEx) ͕ఏҊ͞Ε͍ͯ


























Teleoperation Method for Mobile Robot

































































































This thesis proposes a time-of-flight (ToF) measurement method that can estimate the
depth in a foggy scene. It is known that depth measurement by ToF camera in a foggy scene
cannot capture correct phase difference and amplitude. This is because the light emitted from
the light source of the ToF camera is scattered by the fog, and the optical path length of
the light returning from the target object is different from that without the fog. This study
uses a ray-tracing simulation to reveal the change in ToF measurement value when light is
scattered by fog and adversely affects the measurement. This thesis examines the following
parameters: the distance between the object and the ToF camera, the modulation frequency of
the illumination emitted from the light source of the ToF camera, and the scattering coefficient
of the fog. Based on the results, this thesis creates a look-up table that estimates the depth
from the ToF measurement value of the scene with fog. The effectiveness of the proposed
method was evaluated for unknown scenes in the simulation.
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Author-Oriented Book Recommendation Using Linked Open Data for
Improving Serendipity




In recent years, to overcome the flood of information, recommender systems (RSs) are being
used in many scenarios, such as online shopping stores, movie website and so on. However,
many recommendation algorithms focus on accuracy based on a user profile, which may lead
to reducing the user’s satisfaction. As high-accuracy based RSs suggest similar items that the
user may have known before, the recommendation leads to hurt the user’s satisfaction. There
is a concept called serendipity which is a way to address this problem.
This thesis focuses on improving the serendipity of RSs. To improve serendipity in book
RS, two approaches were used in this paper: Linked Open Data (LOD) resource and author-
oriented method. For LOD resource, we used the rich structured data in LOD. For the author-
oriented method, we used the relationship of authors in contrast to traditional content-based
book RS.
To verify the effectiveness of our approaches. We implemented our book RS and conducted
a user experiment for evaluating the serendipity in book RS. We recruit 14 users for the
experiment. Besides, our book RS regarded 25,152 books in total and content-based book
RS was set as a baseline for comparison. We set two metrics to evaluate whether a book is
serendipitous to a user or not based on user responses to the questionnaires.
As a result, we found that the mean of serendipitous books in the top-n (n=1,2,...10)
recommendation list for the proposed method is better than the baseline on both of our
serendipity metrics. However, there is no significant difference according to the t-test. Also,
there are 97.14% books generated by our proposed method are novel to users, which shows
that our proposed method recommendations are more novel to users comparing to the baseline
(92.14%) based on our definitions.
In summary, our proposedmethod shows an effective performance for improving serendipity
in book RSs on both of our metrics, but comparing to baseline method there is no significant
difference with baseline. Although there is no significant difference for Unexpectedness and
Relevance, our proposedmethod recommendation ismore novel to a user comparing to baseline
with our Novelty metric. This means that our method is helpful because the method shows
higher Novelty, even if Unexpectedness and Relevance are the same levels with the baseline.
Our user experiment design did not allow us to evaluate user satisfaction in each book. In
the future, we will focus on the relationship between serendipity and user satisfaction.




A Study on Estimation Method of
L2 Learner ʟs Second Language Ability





The research theme of this paper is to support second language (L2) learners to improve
their second language ability by utilizing chat system. The main problem of existing chat
systems is that it is not possible to chat with learners to adapt their second language level.
In order to add a function that adapts the learner’s second language level to an existing chat
system, we need to measure second language level by examining conversation data with the
learner. Therefore, to extract learner’s second language capability, we propose a method to
predict the language examination score of learners from chat context. This research first
investigates whether the number of utterances, number of sentences, word tokens and word
types per utterance of chat context are correlated with second language examination score.
Second, we build a predicting model to see the relationship between the chat context and
second language examination score. As feature values of regression model for predicting the
language examination score, we use features of chat time, sentence time, word token and word
type. Also, the unnatural sentence structure is considered as a feature. For evaluation, we use
the root mean square error to check the results of prediction model. We apply the proposed
model to Japanese and English chat and compare the results. We also collect public opinions
using crowdsourcing platforms about the same conversation dataset to compare our prediction
model’s performance with subjective analysis.
Linguistic features show no clear correlation with language examination score wheras error
feature shows very weak correlation with score. Also results show human cannot accurately
judge a person’s language ability by just looking at the simple conversation sentences. Both
objective and subjective analysis results reveal that language ability cannot be predicted by
simple conversation data. So future studies should focus on following some guidelines in data
collection process and also some other feature vectors.
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Temporal relations classification is an important task in natural language processing field, and
is still challenging due to two difficulties. The first is that temporal relations between time and
events are complicated which makes existing deep learning based models fail to capture contextual
information related to temporal relation. Secondly, most deep learning methods do not work well
due to the lack of the task related information.
This study explored a new attention unit to calculate the attention score aiming at helping
the model to decide which parts of the sentence should be paid more attention as well as give
task-related information tips to the model by using the context of time–event entities.
It has been suggested that just two entities in a sentence can be viewed as forming a pseudo
question when casting relation extraction as a question-answering problem, even if the question
is not necessarily grammatical. Constructing such kind of pseudo questions from the context of
the entities can not only provide mapping evidence for attention calculation but also give task
related tips to the model. In this study, instead of using all the terms in the input sentence, we can
calculate the attention score in a more natural way with the context of the entities by mapping a
pseudo question and a set of key-value pairs to an output. In addition, the model can obtain task
related information with the query vector created from the pseudo question.
Our experimental results on a publicly available Timebank-Dense corpus demonstrate that our
approach outperforms existing state-of-the-arts. In addition, with the task-related information
tips, our model can be trained on the expanded dataset which provides significantly improved
performance.
The contribution of this research can be summarized as follows:
(1) We explore a novel approach to calculate the attention score by using the context of time–
event entities.
(2) We conduct the experiments to investigate the effectiveness of our proposed attention mech-
anism by replacing the LSTM part with a simple multilayer perceptron and impose attention
weights.
(3) To alleviate the lack of training data problem, we expand some of the Timebank-Dense
dataset by including the reversed relationships.
Academic Advisors: Principal: Yohei SEKI
Secondary: Masao TAKAKU
― 45 ―─ 45 ─




At present, there are still many acquired voice disorders in Japan, and their communication with
others is still inconvenient. To solve this problem, this work proposes a first sentence-level lip reading
system for acquired voice disorders in Japanese. This study explores the possibility of using deep
learning to perform lip reading as a communication approach for acquired voice disorders in Japanese.
This work proposes a data collection system running on a smartphone to facilitate users to collect
training data and reduce the time of data collection, and uses Convolution Neural Network to filter
malicious data. This work builds a lip reading app that runs on smartphone for acquired voice disorders
as ameans of communication. For the data collection system, two Convolution Neural Networkmodels
were tested in the experiment, and the results show that it can effectively filter non-lip malicious data.
This study collected training data and test data from acquired voice disorders and non-acquired voice
disorders. Four deep neural network models for lip reading were tested. The results show that high
accuracy can also be achieved with limited data, showing the effectiveness of lip reading for acquired
voice disorders and in Japanese.
Academic Advisors: Principal: Yoichi OCHIAI
Secondary: Masahiko MIKAWA
唇の動きによる後天的発話障害者が発話できる音声合成システムの研究
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