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Maria Margarita Molina de la Torre.
Candidato para obtener el grado de Maestr´ıa en Log´ıstica y Cadena de Suministro.
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Facultad de Ingenier´ıa Meca´nica y Ele´ctrica.
T´ıtulo del estudio: Optimizacio´n de costos log´ısticos de materiales im-
portados desde Asia mediante heur´ısticas lagrangianas.
Nu´mero de pa´ginas: 106.
Objetivos y me´todo de estudio: Desarrollar una herramienta que provea una
solucio´n eficiente y eficaz para el problema de aprovisionamiento de materia prima
asia´tica de una empresa productora de refacciones pla´sticas.
Actualmente se cuenta con un programa lineal entero mixto que realiza la
planeacio´n de pedidos para los productos de importacio´n asia´tica, sin embargo, di-
cho modelo exige demasiado esfuerzo computacional por lo que obtener la solucio´n
mediante te´cnicas exactas no es posible.
Se realizo´ una investigacio´n bibliogra´fica sobre que te´cnicas de solucio´n se han
implementado en problemas de localizacio´n de instalaciones, capacitado, multipro-
ducto, multiperiodo, multitransporte; por lo que se llego´ a la conclusio´n de que el
desarrollo de heur´ısticos basados en te´cnicas de relajacio´n lagrangiana en modelos
xvi
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con estas caracter´ısticas, son una opcio´n viable para obtener soluciones factibles con
esfuerzos computacionales mı´nimos.
Se propusieron tres relajaciones lagrangianas de acuerdo a la estructura que
presentaba el modelo original de la empresa. Fue seleccionado el me´todo del sub-
gradiente, el cual garantiza convergencia y es sencillo de programar, para con el
encontrar cotas duales en cada una de las relajaciones propuestas. Con dichos resul-
tados se trabajo´ para encontrar soluciones factibles al problema original mediante el
desarrollo de un heur´ıstico.
Contribuciones y conlusiones: En este trabajo se obtuvo una solucio´n para
el modelo matema´tico que resuelve la problema´tica de aprovisionamiento de materia
prima para una empresa, mediante el desarrollo de un heur´ıstico lagrangiano. Dicha
solucio´n no fue posible conseguirla mediante me´todos exactos, debido al gran consu-
mo de memoria computacional que presentaba como consecuencia de sus dimensiones
y su posible condicio´n de problema NP-dif´ıcil.
El heur´ıstico lagrangiano desarrollado logro´, entre otras cosas: una reduccio´n
considerable en cuanto a capacidad computacional y una mejora en el desempen˜o
del programa lineal, al encontrar una solucio´n factible. Esto tambie´n beneficia ante
alguna eventualidad como cambios en la demanda o aumento en los costos log´ısticos
involucrados; ya que sin e´l, se tendr´ıan que realizar una serie de pruebas (corridas)
en el modelo matema´tico para conseguir alguna solucio´n factible y funcional para la
empresa.
Adema´s se consiguieron brechas muy cercanas a la solucio´n factible de 1% a
1.2%. Esto se traduce en una reduccio´n de hasta un 20% en los costos log´ısticos
totales, en comparacio´n con los obtenidos en el me´todo exacto; y hasta en alrededor
de un 30% en los costos que consigue la empresa sin el modelo matema´tico.
Por tanto; podemos concluir que el heur´ıstico lagrangiano desarrollado, para la
optimizacio´n de costos log´ısticos en el aprovisionamiento de material asia´tico, provee
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soluciones factibles y eficientes que pueden ayudar a la empresa en su planeacio´n
semanal. Adema´s, se consiguio´ una reduccio´n considerable en los costos log´ısticos
involucrados en la importacio´n de la materia prima.
Firma del asesor:
Dr. Miguel Mata Pe´rez
Cap´ıtulo 1
Introduccio´n
Una empresa ubicada en Monterrey, Nuevo Leo´n, l´ıder en su campo, requiere
hacer su planeacio´n de distribucio´n de productos importados desde Asia. Para pla-
nificar su distribucio´n cuenta con un modelo de programacio´n lineal entero mixto,
el cual minimiza los costos de inventarios, expeditacio´n, transportacio´n de produc-
to, utilizacio´n de puertos en Asia y Ame´rica, as´ı como costos de rentar centros de
consolidacio´n en Asia; sujeto a la satisfaccio´n de la demanda de los materiales sin
exceder las capacidades de los proveedores, los diversos transportes y puertos. El
objetivo de dicho modelo implica encontrar el punto de equilibrio de aprovisionar
mayor cantidad de producto en menos viajes, pero al mismo tiempo disminuir el
exceso de inventario y los costos involucrados.
El modelo desarrollado ha demostrado proveer una buena solucio´n a la pro-
blema´tica real, no obstante, requiere mucho esfuerzo computacional para alcanzar
la solucio´n o´ptima mediante te´cnicas exactas de solucio´n, debido a la gran cantidad
de datos, restricciones y complejidad de las pol´ıticas a las que se encuentra sujeta la
empresa. Por ello es necesario desarrollar una metodolog´ıa de solucio´n al problema
eficiente en cuanto esfuerzo computacional y calidad de las soluciones se refiere.
1
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1.1 Objetivos
1.1.1 Objetivo general
Proveer una herramienta eficiente de solucio´n para el problema de una empre-
sa que importa productos desde Asia, que aporte buenas soluciones en un tiempo
razonable.
1.1.2 Objetivos particulares
Investigar en la literatura aquellas herramientas y metodolog´ıas que han sido
desarrolladas para encontrar mejores soluciones a problemas de localizacio´n de
instalaciones multietapa.
Identificar la herramienta que sea ma´s promisoria en cuanto a esfuerzo compu-
tacional y calidad en las soluciones encontradas.
Desarrollar un algoritmo que proporcione soluciones factibles, eficientes en
tiempo de co´mputo y que estas proporcionen buenas opciones para el apro-
visionamiento del producto asia´tico hacia la empresa en Monterrey.
Identificar las soluciones factibles que proporciones costos de distribucio´n mı´ni-
mos y tiempos computacionales razonables que favorezcan la planeacio´n de
distribucio´n de la materia prima tra´ıda desde Asia as´ı como el inventario pro-
ducido.
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1.2 Hipo´tesis
Es posible encontrar una buena solucio´n al modelo de costos log´ısticos de pro-
ductos importados desde Asia mediante una metodolog´ıa de solucio´n basada en
heur´ısticos lagrangianos. Encontrar una buena solucio´n se refiere a que se encuentre
cercana a la o´ptima dentro de una tolerancia y tiempos previamente establecidos.
1.3 Justificacio´n
La empresa cuenta con un modelo matema´tico para su planeacio´n de pedidos,
el cual ha resultado ser una solucio´n eficiente para el problema de importacio´n; sin
embargo, el modelo actual exige demasiado esfuerzo computacional para alcanzar la
solucio´n o´ptima para cada periodo de planeacio´n de la empresa.
Por lo tanto, se ve la necesidad de obtener mejores soluciones en tiempos acep-
tables, con las cuales la empresa pueda trabajar. Se ha demostrado en la literatura
que trabajar con herramientas heur´ısticas, como relajaciones lagrangianas, se obtie-
nen buenas soluciones a los problemas complejos, como los que surgen de la pra´ctica,
en un esfuerzo de co´mputo razonable.
1.4 Metodolog´ıa
Se parte de una problema´tica de distribucio´n de materia prima desde Asia para
una empresa en Nuevo Leo´n. Para resolver dicha problema´tica ha sido desarrollado
un modelo matema´tico, el cual se comprendera´ y verificara´; adema´s proponer si
es necesario o conveniente un nuevo disen˜o para el modelo que propicie mejores
soluciones.
Se iniciara´ con una bu´squeda bibliogra´fica relacionada con los modelos ma-
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tema´ticos de localizacio´n de instalaciones multietapas, para identificar y valorizar
los me´todos utilizados en la literatura para obtener la solucio´n dichos problemas.
Una vez hecho el ana´lisis de las distintas herramientas, se ha descubierto que
los heur´ısticos basados en relajaciones lagrangianas han sido las ma´s eficientes, por
lo que nuestro siguiente paso es disen˜ar relajaciones lagrangianas que podr´ıan ser
promisorias y se creara´n heur´ısticas para recuperar las soluciones factibles a partir
de las relajaciones lagrangianas ya propuestas.
Se seleccionara´ el me´todo por el cual se obtendra´ el dual lagrangiano para las
relajaciones. Y se realizara´n las experimentaciones correspondientes, utilizando las
metodolog´ıas seleccionadas.
Se hara´ un ana´lisis de los resultados obtenidos, a trave´s de las cotas duales y
primalas obtenidas por la metodolog´ıa seleccionada, acotando la solucio´n o´ptima,
que mejor se ajuste finalmente se informara´ de la mejor solucio´n posible obtenida
en los para´metros aceptables que se han predeterminado de tiempo y acercamiento
a la respuesta o´ptima que mejor se ajusten a las necesidades de la empresa.
1.5 Estructura de la tesis
Esta tesis se estructura de la siguiente manera: en este primer cap´ıtulo se mues-
tra una introduccio´n al tema de tesis, los objetivos que se desean alcanzar con este
trabajo, hipo´tesis del problema su justificacio´n adema´s de la metodolog´ıa utilizada
para desarrollar el tema de tesis. En el cap´ıtulo 2 se presentan los antecedentes, estos
esta´n divididos en tres partes: primero una resen˜a sobre la empresa y el problema
log´ıstico que enfrentaba al importar alguna de su materia prima necesaria para su
produccio´n, adema´s del me´todo utilizado para dar solucio´n a este problema; en una
segunda parte se desarrollo´ una revisio´n de literatura con los me´todos utilizados
para la solucio´n de problemas de localizacio´n multietapas; finalmente una revisio´n
de literatura que muestra como los heur´ısticos basados en relajacio´n lagrangiana
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han demostrado proveer buenas soluciones en calidad y capacidad computacional.
En el cap´ıtulo 3 se describe la herramienta utilizada para dar solucio´n al programa
lineal entero mixto. En el cap´ıtulo 4 se muestra el modelo matema´tico que se utilizo´
para dar solucio´n al problema de distribucio´n de la empresa para su materia prima
asia´tica, adema´s de aportaciones al modelo para aumentar su eficiencia y por u´ltimo
los problemas que involucrados al tratar de resolver el programa lineal por me´todos
exactos. El cap´ıtulo 5 se describe las relajaciones lagrangianas que se desarrollaron
gracias a la estructura del modelo matema´tico, dimenciones y como esto se ve refle-
jado en dificultades log´ısticas dentro del proceso de distribucio´n. En el cap´ıtulo 6 se
describen y analizan los resultados obtenidos por la experimentacio´n. El cap´ıtulo 7
esta´ dedicado a las conclusiones y aportaciones de este trabajo.
Cap´ıtulo 2
Antecedentes
El cap´ıtulo presentado a continuacio´n es dividido en tres secciones; la primera
consiste en una breve resen˜a de la empresa y el problema de distribucio´n al cual se
enfrentaba, seguido de la descripcio´n del me´todo utilizado para su solucio´n; en la
segunda parte se presenta la revisio´n de literatura que involucra los problemas de
localizacio´n de instalaciones y los me´todos utilizados para solucionarlos; por u´ltimo se
muestra un panorama general de como los problemas matema´ticos propuestos para
resolver instancias reales se ven en la necesidad de utilizar metodolog´ıas alternas
de solucio´n debido a su complejidad, demostrando que los heur´ısticos lagrangianos
proveen soluciones eficientes en buenos tiempos computacionales para estos casos.
Para conocer ma´s detalles acerca de la empresa, niveles de inventario, ubicacio´n
de proveedores, que llevaron al desarrollo del modelo matema´tico para resolver la
proveedur´ıa del material asia´tico, consultar (Morales, 2016).
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2.1 Identificacio´n de la problema´tica
2.1.1 La empresa
La empresa esta´ dedicada a la fabricacio´n de refacciones pla´sticas que son
ensambladas en Me´xico y distribuidas posteriormente para su comercializacio´n en el
mercado estadounidense. El material necesario para la manufactura del producto se
provee a trave´s de diversos socios mundiales ubicados en diversos pa´ıses; algunos de
ellos como Asia Tech, FuSan, Chao Yao, FMC, AoQuan, Champion, Vertu, Waexim
y Yongyuda, se encuentran localizados en Asia.
Los nueve proveedores mencionados anteriormente surten partes y componentes
que deben ser transportadas de China a Me´xico, para cumplir los requerimientos de
dicho material en la planta que se encuentra en Nuevo Leo´n. La figura 2.1 representa
co´mo es que se lleva a cabo la distribucio´n de los componentes exportados desde
Asia. Los productos son enviados desde los proveedores hasta los distintos centros
de consolidacio´n, en ellos son preparados los embarques que sera´n transportados
posteriormente hasta los puertos en China y de all´ı se embarcan hacia el puerto
de Long Beach en California, EUA, y finalmente los contenedores son enviados por
ferrocarril hasta Monterrey donde se encuentra la planta. El tiempo de tra´nsito desde
China a la planta en Monterrey es en promedio de seis semanas, incluye el tiempo
de ciclo total desde que se coloca el pedido hasta que llega a la planta en Monterrey.
2.1.2 Problema de la empresa y propuesta de solucio´n
Para enviar los productos se utilizan contenedores de 20 y 40 pies o bien me-
diante consolidacio´n con otras empresas, LCL (por sus siglas en ingle´s less than
container load), dependiendo del volumen de la demanda solicitada. Debido a que
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Figura 2.1: Proveedur´ıa de materiales importados desde Asia
la empresa considera que hacer la transportacio´n en contenedores de 40 pies es ma´s
barato, es el que se utiliza para traer el material; provocando exceso de inventario en
la planta, desabastos en algunos de los productos, adema´s de expeditaciones debido
a los cambios en la demanda.
Cada uno de los nueve proveedores en Asia, embarca por cuenta propia, desde
un puerto distinto. Esto implica un aumento sustancial en los costos log´ısticos totales,
por la cantidad de viajes utilizados y costos de utilizar todos los puertos en China
cada periodo para transportar la mercanc´ıa.
En (Morales, 2016) se ha desarrollado un modelo matema´tico de programacio´n
lineal entero mixto el cual proporciona una pol´ıtica de envio´ que sirve como herra-
mienta de apoyo a la toma de decisio´n en la transportacio´n de los materiales asia´ticos
(ver cap´ıtulo 4). Dicha pol´ıtica incluye la seleccio´n de los centros de consolidacio´n a
abrir en cada periodo, la asignacio´n de proveedores a los centros de consolidacio´n,
seleccio´n de tipo de contenedor y puerto a utilizar, adema´s de la frecuencia de los
env´ıos para cada producto, minimizando los costos log´ısticos totales: costos de pro-
veedur´ıa, almacenamiento y transporte de las materias primas, costos por utilizacio´n
de puertos en Asia y Ame´rica y renta de centros de consolidacio´n en Asia.
Para probar la efectividad del modelo matema´tico que da solucio´n a la pro-
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blema´tica de la empresa mencionada anteriormente, se realizaron pruebas compu-
tacionales a resolver las instancias reales del modelo entero mixto; aunque fue pro-
vista una solucio´n subo´ptima no fue posible alcanzar una solucio´n o´ptima mediante
te´cnicas exactas de solucio´n dado que el problema consume mucho esfuerzo compu-
tacional. Por ello existe la necesidad de desarrollar una metodolog´ıa de solucio´n
mediante la utilizacio´n de te´cnicas alternas para alcanzar una solucio´n favorable que
implique menor tiempo y esfuerzo computacional, que apoye en la toma de decisiones
sobre la proveedur´ıa de productos importados de Asia de la empresa.
2.2 Metodolog´ıas utilizadas para la
resolucio´n de problemas de localizacio´n de
instalaciones
La cadena de suministro es un sistema complejo a gran escala que incluye va-
riabilidad en el suministro de facilidades de produccio´n y distribucio´n (Ottino, 2011).
El problema de localizacio´n de instalaciones y la asignacio´n de clientes forman parte
de la planeacio´n estrate´gica para una empresa debido a que afecta sus decisiones
a largo plazo. Las formulaciones de modelos matema´ticos y algoritmos de solucio´n
para este tipo de problemas var´ıan ampliamente en cuanto a los supuestos funda-
mentales, complejidad y rendimiento computacional. Existe un nu´mero substancial
de me´todos de solucio´n exactos, heur´ısticos y metaheur´ısticos, que se han proporcio-
nado a lo largo del tiempo para resolver problemas de localizacio´n de instalaciones,
estos ba´sicamente se desarrollan dependiendo del objetivo que se quiera alcanzar, ya
sea un menor tiempo de solucio´n o una respuesta los ma´s cercano posible al o´ptimo.
La mayor´ıa de problemas de optimizacio´n combinatoria son NP-dif´ıcil, lo que
implica que no se conoce un algoritmo que se ejecute en un tiempo polino´mico para
resolverlo (Fisher, 2004). Dependiendo del taman˜o de estos problemas deben consi-
derarse diferentes enfoques para abordar su solucio´n. A continuacio´n se presenta una
Cap´ıtulo 2. Antecedentes 10
revisio´n de literatura de problemas de localizacio´n de instalaciones, la metodolog´ıa
utilizada para resolverlos y el desempen˜o obtenido de esta.
2.2.1 Me´todos exactos
Los me´todos exactos generalmente son usados para casos pequen˜os de progra-
mas lineales. Estos se caracterizan por buscar la solucio´n o´ptima, gracias a algoritmos
de acotamiento del conjunto de soluciones factibles (Jourdan et al., 2009). Los me´to-
dos exactos suelen requerir un gran tiempo computacional para encontrar la solucio´n
o´ptima por lo que utilizarlos en problemas de tipo NP-dif´ıcil es poco pra´ctico.
En (Canel et al., 2001) se desarrollo´ un algoritmo para solucionar un modelo
programacio´n lineal entera mixta de localizacio´n de instalaciones capacitado, multi-
etapa, multiperiodo, multiproducto. El algoritmo utilizado en este art´ıculo puede ser
descrito en tres fases; en la primera se identifico´ las instalaciones dominantes, las cua-
les pueden ser abiertas en cada periodo; la segunda consiste en utilizar programacio´n
dina´mica para generar una lista de las instalaciones abiertas; finalmente se selecciona
el costo mı´nimo en cada periodo. En este trabajo se concluyo´ que las soluciones en-
contradas fueron comparables a las de la metodolog´ıa basada en descomposicio´n de
benders desarrollada por (Sweeney y Tatham, 1976), pero los tiempos de solucio´n no
fueron mejores. Adema´s se pudo identificar que el nu´mero de iteraciones aumenta,
cuando aumenta la cantidad de sitios potenciales a localizar.
En (Louwers et al., 1999) se desarrollo´ un modelo matema´tico de ubicacio´n de
instalaciones y seleccio´n de las mismas para ayudar en la recoleccio´n y procesamien-
to en los residuos de alfombras de una organizacio´n localizada en Europa. Dicho
modelo tiene como objetivo minimizar los costos totales relacionados con la red de
recoleccio´n. El modelo ha sido programado en Fortran 90, en donde los resultados
muestran que es posible tener redes econo´micamente viables para la reutilizacio´n de
los residuos producidos en la empresa.
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2.2.2 Heur´ısticos
El te´rmino ✭✭heur´ıstico✮✮ se deriva de la palabra griega heuriskein, la cual signifi-
ca encontrar o descubrir. Marti y Reinelt (2011) describen a los heur´ısticos como un
tipo de resolucio´n de problemas de programacio´n, en los que la velocidad del proceso
es tan importante como la calidad de la solucio´n obtenida. Estos algoritmos apro-
ximados surgen de la necesidad de resolver problemas dif´ıciles de manera eficiente,
encontrando buenas soluciones, incluso si no son la o´ptima.
Un modelo de programacio´n lineal entera mixta de localizacio´n de instalaciones
no capacitado, de dos etapas fue desarrollado por Lu y Bostel (2007), en el que se
desea saber la planeacio´n de distribucio´n para un producto que es remanufacturado;
en e´l se consideran cuatro participantes: clientes, centros intermediarios, centros de
remanufactura y productores. Para resolver la problema´tica se desarrollo´ un algo-
ritmo basado en relajacio´n lagrangiana en el cual se compararon los resultados con
el optimizador CPLEX, por lo que se concluyo´ que en problemas de gran escala, el
heur´ıstico lagrangiano obtiene mejores cotas y menores tiempos de solucio´n que los
obtenidos con la herramienta CPLEX.
Para minimizar los costos operacionales de red de distribucio´n al buscar lo-
calizar un nu´mero de plantas de produccio´n y centros de distribucio´n, Pirkul y
Jayaraman (1998) utilizaron un modelo de programacio´n lineal entera mixta para el
problema de localizacio´n de instalaciones capacitado de dos etapas, multiproducto
y multiplanta. Una heur´ıstica basada en relajacio´n lagrangiana, demostro´ dar re-
sultados eficientes con brechas1 muy bajas de 0.01% a 2.04% y tiempos de ca´lculo
estables de entre 9 y 67 segundos. Por lo tanto los objetivos de distribuir el producto
a los clientes con mı´nimos costos totales fueron alcanzados.
Hinojosa et al. (2000) formularon un programa lineal entero mixto para un
1brecha: diferencia expresada en porcentaje de la solucio´n encontrada con respecto a una cota
teo´rica obtenida.
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problema de ubicacio´n de instalaciones con dos niveles de distribucio´n en distintos
periodos de planeacio´n. El objetivo del problema consiste en minimizar los costos
operativos a la vez que se satisfacen las demandas de todos los productos en el
horizonte de planeacio´n en cada una de las ubicaciones de los clientes, limitadas
por la capacidad de las plantas de produccio´n y almacenes intermedios. Para dar
solucio´n al problema planteado se propuso una relajacio´n lagrangiana, as´ı como un
procedimiento heur´ıstico que construye soluciones factibles del problema original. Las
pruebas computacionales mostraron un buen desempen˜o en calidad de soluciones y
tiempos de solucio´n.
En (Shen et al., 2003) se ha disen˜ado un modelo de programacio´n lineal inte-
grado de ubicacio´n de instalacio´n e inventario, para un sistema de distribucio´n en el
cual un solo proveedor env´ıa producto a un conjunto de minoristas con una deman-
da incierta. Este modelo determina la localizacio´n de los centros de distribucio´n, as´ı
como la asignacio´n de los minoristas a los centros de distribucio´n minimizando los
costos del flujo de distribucio´n-inventario. Los resultados obtenidos al utilizar una
metodolog´ıa basada en generacio´n de columnas sugieren que, a medida que los costos
de inventario de seguridad aumentan con los costos del problema, este se vuelve ma´s
complicado de resolver con dicha metodolog´ıa. Es decir, los tiempos computacionales
aumentan de 1 a casi 800 segundos, cuando se aumentan los centros potenciales que
sera´n abiertos, as´ı como el nu´mero de iteraciones tambie´n aumenta.
2.2.3 Metahur´ıstica
En la literatura cient´ıfica no hay conocimiento aun de una definicio´n unitaria
del te´rmino ✭✭metaheur´ıstico✮✮, por lo que es una tarea dif´ıcil precisar un solo concepto.
Una metaheur´ıstica es formalmente definida por Osman y Laporte (1996) como un
proceso iterativo el cual gu´ıa una heur´ıstica subordinada, al combinar de manera
inteligente diferentes conceptos para la exploracio´n y explotacio´n del espacio de
bu´squeda, estrategias de aprendizaje son usadas para estructurar la informacio´n con
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el fin de encontrar soluciones eficientes cercanas al o´ptimo.
Para resolver un programa lineal entero mixto de localizacio´n de instalaciones
no capacitado, de una sola etapa, con un solo producto, Sun (2006) desarrollo´ un
heur´ıstico basado en bu´squeda tabu´. La experimentacio´n se llevo´ a cabo en proble-
mas de pequen˜a, media y gran escala que van desde 100 × 100 hasta 2000 × 2000,
localizaciones-clientes. Los resultados obtenidos con la metodolog´ıa propuesta fue-
ron comparados con los obtenidos por la relajacio´n lagrangiana; concluyendo que en
problemas de gran taman˜o la relajacio´n lagrangiana es ma´s eficiente que el me´todo
de bu´squeda tabu´. La diferencia entre soluciones obtenidas con bu´squeda tabu´ y
relajacio´n lagrangiana es del 1%; sin embargo, los tiempos de solucio´n son hasta 35
veces mayores con bu´squeda tabu´.
Para el disen˜o de una cadena de suministro de tres niveles se disen˜o´ un mo-
delo de programacio´n no lineal entero mixto biobjetivo. La cadena de suministro
consiste en lo siguiente: los proveedores env´ıan las materias primas a un conjunto de
plantas manufactureras para su procesamiento, e´stas env´ıan el producto terminado
a un conjunto de centros de distribucio´n, para que posteriormente sean reenviados
a un conjunto de minoristas. Para resolver el modelo de naturaleza NP-dif´ıcil, de
un problema de localizacio´n-inventario, Rios (2014) presenta la utilizacio´n de una
metaheur´ıstica basada en un algoritmo evolutivo multiobjetivo para resolverlo. Una
de las principales ventajas del algoritmo evolutivo es el tiempo de ejecucio´n, que es
relativamente corto con respecto a la complejidad y naturaleza del problema, que
esta´ representado por un modelo no lineal.
2.2.4 Algoritmos h´ıbridos
Existen muchos art´ıculos los cuales abordan un enfoque hibrido para dar solu-
cio´n a programas lineales y no lineales. El objetivo de la cooperacio´n entre me´todos
exactos, heur´ısticos y metaheur´ısticos para la resolucio´n de problemas, se debe a la
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ventaja que se obtiene al explotar lo mejor de cada uno, dependiendo del objetivo
que desea ser alcanzado.
Se tiene un problema de localizacio´n de plantas de produccio´n con restriccio´n
de capacidad en el que los datos de demanda, nu´mero de clientes, nu´mero de plantas
y capacidad de e´stas son conocidos. En (Marulanda y Leguizamo´n, 2010) se da solu-
cio´n al problema mediante la aplicacio´n de relajacio´n lagrangiana y bu´squeda tabu´.
La metodolog´ıa desarrollada se prueba con instancias encontradas en la literatura
que permitio´ obtener resultados factibles en tiempos computacionales aceptables. Los
resultados arrojados por la combinacio´n de tabu search y la heur´ıstica lagrangiana
muestran que para las instancias con mayor capacidad se obtienen mejores resulta-
dos. Esto indica que las soluciones estara´n ma´s cercanas al o´ptimo si el problema no
tuviese restricciones de capacidad.
En el problema de localizacio´n de instalaciones no capacitado de una etapa,
con un solo producto, en el que se tienen centros los cuales hay que abrir o cerrar y
clientes con demandas que deben ser cumplidas, Ghosh (2003) utilizo´ un heur´ıstico
hibrido el cual consiste en bu´squeda local basado en bu´squeda tabu´ y bu´squeda local
completa con memoria neighborhood search. El taman˜o del modelo utilizado para la
experimentacio´n var´ıa de 75× 75 a 750× 750, con los resultados obtenidos se puede
concluir que con esta metodolog´ıa se obtienen soluciones cercanas al o´ptimo hasta un
0.05%. A pesar de lo cual, conforme el taman˜o del modelo aumenta los tiempos de
ejecucio´n crecen ra´pidamente; aunque este aumento no tiende a ser exponencial, las
altas tasas de crecimiento indican que estas heur´ısticas requieren tiempos de ejecu-
cio´n muy largos en problemas de mayor taman˜o. Por otra parte, para dar solucio´n el
mismo problema, Yigit et al. (2007), desarrollaron un algoritmo de recocido simulado
evolutivo concluyendo que esta heur´ıstica permitio´ una mejor bu´squeda del espacio
de soluciones que la mostrada en (Ghosh, 2003), pero no garantiza una mejora en
los tiempos computacionales.
Las metodolog´ıas utilizadas para resolver los problemas de localizacio´n de ins-
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talaciones en la literatura han demostrado dar buenos resultados, sin embargo, cuan-
do se aumenta la complejidad del problema, es decir, cuando la escala, el nu´mero
de variables o restricciones aumentan, es ma´s dif´ıcil solucionarlo con me´todos con-
vencionales. Por ello se ha decidido resolver el problema mediante un heur´ıstico
lagrangiano, pues ha demostrado en la literatura proveer buenas soluciones en tiem-
pos computacionales mı´nimos en los problemas de localizacio´n de instalaciones, aun
cuando estos aumenten su complejidad.
2.3 Heur´ısticos basados en relajacio´n
lagrangiana como herramienta de solucio´n en
problemas de casos reales
La globalizacio´n ha empujado a las empresas a buscar ser ma´s competitivas en
su a´rea de negocio ofreciendo en el mercado una mayor calidad a un costo mı´nimo.
Algunas de las estrategias utilizadas por la industria para alcanzar dicha ventaja
competitiva es consiguiendo socios de negocio que provean materia prima de alta
calidad a un costo menor y el manufacturar los productos en zonas donde se encuen-
tre mano de obra barata, aunque, la transportacio´n de la materia prima desde el
proveedor hacia la localizacio´n de manufactura puede implicar altos costos, grandes
inventario y largos tiempos de traslado debido a la distancia entre ellos. Por ello el
disen˜o de una red de distribucio´n que conlleva enviar los productos desde el provee-
dor hasta el fabricante optimizando los costos totales involucrados, es esencial para
la toma de decisiones estrate´gicas dentro de la empresa (Porter, 1990).
Muchos de los aspectos de la administracio´n o´ptima de recursos de una em-
presa, como son la planeacio´n de distribucio´n y recoleccio´n de productos, planeacio´n
de la manufacturacio´n y almacenamiento de productos, log´ıstica inversa, entre otros
planes esenciales en la administracio´n de la log´ıstica y cadena de suministro, pue-
den ser modeladas mediante programas lineales para encontrar soluciones factibles
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y eficientes con las que las empresas puedan trabajar. Sin embargo, la adaptacio´n
de problemas del mundo real a programas lineales es dif´ıcil de llevar a cabo debido a
las pol´ıticas de cada empresa, el nu´mero de variables, para´metros y restricciones que
aumentan conforme a las circunstancias reales. Debido a las causas anteriormente
mencionadas es posible que estos problemas consuman mucho tiempo computacional
en alcanzar la solucio´n o´ptima, por ello, con frecuencia, se necesita desarrollar una
metodolog´ıa para alcanzar soluciones factibles para este tipo de problemas.
Para que las empresas puedan tomar decisiones con base en los resultados ob-
tenidos por me´todos matema´ticos, estos tienen que proveer soluciones de calidad en
tiempos razonables. Los heur´ısticos basados en relajacio´n lagrangiana han demos-
trado cumplir muy bien con estos objetivos. A continuacio´n se presentan problemas
de log´ıstica la cadena de suministro basados en el mundo real, que han encontrado
resultados satisfactorios con dicha metodolog´ıa de solucio´n.
En la planeacio´n de los recursos de transporte ferroviario el material mo´vil, la
infraestructura ferroviaria y la programacio´n de la tripulacio´n son tres cr´ıticas deci-
siones que usualmente son planeados por separado, debido a que ayudan a manejar
la complejidad del proceso de planeacio´n y simplificar los modelos matema´ticos. No
obstante, esto genera soluciones costosas debido a que se descarta una gran cantidad
de soluciones factibles. Por lo cual en (Peres et al., 2015) se propone un heur´ıstico
lagrangiano para resolver un problema integrado de planeacio´n que considera un
nivel global de los recursos de ferrocarril, generando buenas soluciones en un tiempo
de co´mputo razonable, reduciendo los costos planeacio´n de recursos ferroviarios en
alrededor del 5%.
Otro ejemplo de la administracio´n de recursos aplicado a un problema de en-
rutamiento de flota y la programacio´n de vuelos coordinados en la pra´ctica real a
partir de las l´ıneas ae´reas de Taiwa´n se presenta en (Chen et al., 2010). Se desarrollo´
un modelo de programacio´n lineal entera mixta y un algoritmo basado en relaja-
cio´n lagrangiana para resolverlo. Los valores objetivos obtenidos por los algoritmos
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basados en relajacio´n lagrangiana son mejores que los obtenidos por CPLEX, por
0.256%, y menores tiempos computacionales de hasta un 82%.
La minimizacio´n de costos de renta de transportacio´n as´ı como la optimizacio´n
de los viajes es muy importantes dentro de la cadena de suministro ya que estos
representan el mayor porcentaje de los costos log´ısticos totales (Ballou, 2004). Un
modelo de programacio´n lineal entera mixta para el problema de enrutamiento de
veh´ıculo es desarrollado en (Imai et al., 2007) para planear la recoleccio´n y entrega
de contenedores a varios puntos desde una terminal intermodal, cuyo objetivo es el
de hacer la mejor distribucio´n posible de las rutas para los camiones con mı´nimos
costos de recursos de transportacio´n y renta de camiones. Se desarrollo´ un heur´ıstico
basado en relajacio´n lagrangiana mediante me´todo del subgradiente que les permite
identificar una solucio´n pro´xima al o´ptimo. El procedimiento heur´ıstico fue probado
en 432 problemas generados al azar y resulto´ ser eficaz en la solucio´n de los proble-
mas. Las brechas de la mayor´ıa de los problemas eran menos del 10%. Los resultados
de las pruebas demostraron que el procedimiento desarrollado fue capaz de resolver
eficientemente grandes instancias del problema aplicado para una empresa en Asia.
En (Lin y Chu, 2014) se estudia un problema de secuenciacio´n de la l´ınea de
montaje para una industria localizada en Taiwa´n, dichas l´ıneas deben ser progra-
madas y minimizar el costo global satisfaciendo la demanda del cliente, por ello un
programa lineal entero mixto fue desarrollado para el problema real de la empresa.
El espacio de la solucio´n compleja, dado por la instancia real, hace que el programa
resultante dif´ıcil de resolver usando paquetes de optimizacio´n comerciales. Por lo
tanto, una heur´ıstica basada en el principio de relajacio´n lagrangiana se desarrolla
para resolver este problema de manera eficiente. Se evaluo´ la eficacia del heur´ıstico
lagrangiano mediante la comparacio´n de sus soluciones con los obtenidos utilizando
un paquete de optimizacio´n comercial. Los resultados muestran que la heur´ıstica
desarrollada resuelve el problema del mundo real ma´s ra´pido que el paquete de op-
timizacio´n en casi 15 veces menos tiempo de CPU, mientras que la calidad de las
soluciones es comparable.
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Shena y Chub (2011) abordan un problema de enrutamiento de veh´ıculos e
inventario para una empresa que maneja petro´leo crudo. Este producto es transpor-
tado desde un centro de suministro a mu´ltiples puertos de clientes para satisfacer
sus demandas, durante mu´ltiples periodos. En el problema se cuenta con una flo-
ta heteroge´nea de tanques petroleros que son propiedad del distribuidor y tanques
alquilados a un tercero, un oleoducto y varios tipos de rutas son posibles, adema´s
tanto el nivel de inventario como el nivel de escasez en cada puerto de los clientes son
limitados. El objetivo es determinar para cada periodo en el horizonte de planeacio´n
el nu´mero de buques tanque de cada tipo que deben alquilarse, el nu´mero de buques
tanque de cada tipo que se deben distribuir en cada ruta y la cantidad de petro´leo
crudo fluye a trave´s de la tuber´ıa, minimizando el costo log´ıstico total. Se formulo´ el
problema como un programa lineal entero mixto, y un enfoque de relajacio´n lagran-
giana se desarrollo´ para encontrar una solucio´n cercana al o´ptimo del problema. Las
experimentaciones han demostraron que en el heur´ıstico lagrangiano desarrollado se
obtienen brechas promedios de alrededor del 6.5% en un tiempo de 2500 s; adema´s
que en problemas grandes los tiempos computacionales son 10.91% menores que los
obtenidos con un algoritmo de bu´squeda voraz.
Han y Kim (2016) consideraron un problema de funcionamiento y disen˜o de una
cadena de suministro de dos etapas para una empresa dedicada a fabricar productos
av´ıcolas. La cadena de suministro consiste en un nu´mero de proveedores candidatos
y una planta de fabricacio´n, cada proveedor elabora productos semiterminados y es-
te los entrega a la planta de fabricacio´n que manufactura los productos terminados
para satisfacer la demanda del cliente final. Los tiempos de produccio´n para cada
proveedor es diferente y la produccio´n para cada uno de los productos debe iniciarse
al mismo tiempo si se encuentran dentro del mismo lote de proceso. El objetivo de
este trabajo es determinar la seleccio´n de los proveedores al comienzo del horizonte
de planeacio´n y el plan de produccio´n, minimizando la suma de los costos de trans-
porte y de produccio´n. Para ello se desarrollo´ un modelo de programacio´n lineal
entera mixta y un algoritmo heur´ıstico basado en la relajacio´n lagrangiana, con el
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cual realizaron una serie de pruebas computacionales para una empresa av´ıcola en
Corea. Los resultados de las pruebas mostraron que el ca´lculo heur´ıstico dio buenas
soluciones en un tiempo de ca´lculo razonable.
En (Diabat et al., 2015) se disen˜o´ un modelo de programacio´n lineal entera
mixta para el problema de una cadena de suministro integrada, que toma decisiones
de localizacio´n y de inventarios simulta´neamente, considerando mu´ltiples minoristas
y sin considerar capacidad en las instalaciones. El objetivo del problema es minimizar
el inventario, env´ıos, pedidos y costos de ubicacio´n mientras la demanda del cliente
final es satisfecha, adema´s el problema debe determinar el nu´mero y ubicacio´n de
centros de distribucio´n a establecer, los conjuntos de minoristas asignados a cada
centro de distribucio´n y por u´ltimo el taman˜o y coordinacio´n de los pedidos para cada
instalacio´n. Se realizaron pruebas computacionales sobre 1750 casos de diferentes
taman˜os, el algoritmo se deten´ıa al obtener una brecha del 1% o si el ma´ximo
nu´mero de iteraciones era alcanzado.
A trave´s de la literatura, se puede confirmar que los heur´ısticos lagrangianos
son una herramienta actualmente utilizada y eficiente cuando se trata de resolver
problemas de casos reales, de gran taman˜o y complejos de resolver con me´todos
convencionales, proveyendo de soluciones cercanas al o´ptimo en tiempos compu-
tacionales razonables.
Cap´ıtulo 3
Relajacio´n lagrangiana
En este cap´ıtulo se presenta una recopilacio´n de teor´ıa sobre la relajacio´n la-
grangiana, en la que se basa la metodolog´ıa utilizada para dar solucio´n al problema
presentado en el cap´ıtulo 2. Este cap´ıtulo es dividido en cuatro secciones: en el prime-
ro se define que´ es relajacio´n, despue´s se presenta una introduccio´n a la relajacio´n
lagrangiana, en tercer lugar se define el problema dual lagrangiano y por u´ltimo
se describe el concepto del subgradiente y el me´todo asociado para la solucio´n del
problema dual lagrangiano.
3.1 Relajacio´n
Se puede decir que se trabaja con dos tipos de problemas en optimizacio´n com-
binatoria: unos pocos problemas fa´ciles, para los cuales puede encontrarse solucio´n
en un tiempo corto; y un gran nu´mero de problemas dif´ıciles, para los cuales se
requieren un tiempo computacional alto.
Beasley (1992) explica estos dos tipos de problemas de la siguiente manera:
llama problemas fa´ciles, para los que existe un algoritmo de solucio´n acotado po-
linomialmente; y problemas dif´ıciles a aquellos que au´n no se ha encontrado dicho
algoritmo.
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Durante la de´cada de los an˜os 70 se desarrollo´ una de las ideas ma´s computacio-
nalmente u´tiles, que fue la observacio´n de que muchos problemas dif´ıciles pueden ser
vistos como problemas fa´ciles complicados por un conjunto de restricciones (Fisher,
2004). La idea es remplazar el programa lineal dif´ıcil, por uno ma´s simple cuyo valor
o´ptimo no sea peor1 que el o´ptimo del problema original.
Geoffrion (1974) definio´ la relajacio´n de un problema de optimizacio´n de la
siguiente manera:
Definicio´n 3.1 El problema (RPmin) : mı´n{g(x) | x ∈ W} es una relajacio´n del
problema (Pmin) | mı´n{f(x) | x ∈ V }, con la misma variable de decisio´n x, si y solo
si:
i. el conjunto factible de (RPmin) contiene a (Pmin), es decir W ⊇ V y
ii. sobre el conjunto factible de (Pmin), la funcio´n objetivo de (RPmin) domina a
(Pmin), esto es, ∀x ∈ V , g(x) ≤ f(x).
Se puede decir que, para relajar un problema, se tienen dos posibilidades: una
es agrandar el conjunto de soluciones factibles, de modo que se optimiza sobre un
conjunto ma´s grande; la otra consiste en remplazar la funcio´n objetivo por una
que tenga el mismo valor objetivo o uno ma´s pequen˜o (grande, en problemas de
maximizacio´n) en todas partes (ver figura 3.1).
3.1.1 Relajacio´n lineal
La relajacio´n lineal es ampliamente usada para resolver problemas de natura-
leza entera. Beasley (1992) la define de la siguiente manera:
1Una solucio´n no es peor que otra si su valor objetivo es al menos tan pequen˜o que el de la
segunda en problema de minimizar, o al menos tan grande en problemas de maximizar.
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Figura 3.1: Interpretacio´n gra´fica de relajacio´n en un problema de minimizar
Definicio´n 3.2 Para un problema entero ma´x{g(x) | x ∈ X ∩ Zn}, donde X =
{x ∈ Rn+ | Ax ≤ b}, entonces su relajacio´n lineal es el problema z
LP = ma´x{g(x) |
x ∈ X}, donde X ∩ Zn ⊆ X y g(x) ≤ g(x), por lo que cumple las condiciones de
una relajacio´n.
Las relajaciones lineales son usadas debido a que dispone de ra´pidas repeti-
ciones para resolver problemas enteros. Desafortunadamente, estas suelen proveer
aproximaciones pobres para el problema original (Martin, 2010).
3.2 Relajacio´n lagrangiana
El enfoque actualmente conocido de la relajacio´n lagrangiana surgio´ en 1970,
cuando Held y Karp (1970) utilizaron un problema lagrangiano basado en a´rboles de
expansio´n mı´nima, ideando un exitoso algoritmo para el problema del agente viajero
(Fisher, 2004).
Supongamos que se tiene un problema P de la forma:
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(P )mı´n fx (3.1)
s.a: Ax ≤ b (3.2)
Cx ≤ d (3.3)
x ∈ X (3.4)
Donde el conjunto de restricciones de la forma Ax ≤ b son ✭✭dif´ıciles✮✮, es decir
sin ellas el problema P ser´ıa ma´s fa´cil de resolver. Ba´sicamente la idea principal de
una relajacio´n lagrangiana consiste en quitar las restricciones dif´ıciles y penalizarlas
en la funcio´n objetivo, a continuacio´n se define el concepto formalmente.
Definicio´n 3.3 Una relajacio´n lagrangiana para P , es el problema:
(LRλ) :mı´n fx+ λ(Ax− b) (3.5)
s.a: Cx ≤ d (3.6)
x ∈ X (3.7)
donde λ = (λ1, λ2, ..., λm) es el vector de multiplicadores de Lagrange, no negativos,
para el conjunto de restricciones dif´ıciles a relajar que son de la forma Ax ≤ b.
Entonces, el problema LRλ es ma´s fa´cil de resolver con respecto a P .
En LRλ se tomo´ la diferencia del conjunto de restricciones Ax ≤ b, se agregaron
en la funcio´n objetivo con penalizacio´n λ y se eliminaron las restricciones Ax ≤ b
del problema; entonces se dice que las restricciones Ax ≤ b se han dualizado. Por lo
tanto LRλ es una relajacio´n de P , es decir:
i. el conjunto de soluciones factibles de (LRλ) contiene al de (P ),
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ii. para cualquier x solucio´n de P y λ ≥ 0, fx + λ(Ax − b) es menor o igual que
fx.
El punto clave es que el problema que queda despue´s de la relajacio´n lagrangia-
na, para cualquier λ ≥ 0 es una cota inferior para la solucio´n o´ptima del problema
original P (Beasley, 1992). Lo anterior puede ser visto de la siguiente manera: el
valor de minimizar fx, es ma´s grande que el valor de minimizar fx+ λ(Ax− b); ya
que la eliminacio´n de un conjunto de restricciones de un problema de minimizacio´n
so´lo puede reducir el valor de la funcio´n objetivo.
3.2.1 Recomendaciones para la construccio´n de una
relajacio´n lagrangiana
Un problema se puede relajar lagrangianamente de varias formas. Guignard
(2003), enlista algunas de estas que a continuacio´n son descritas. A menudo, algu-
na reformulacio´n a priori de la relajacio´n puede ayudar y, para algunos modelos
complejos, la intuicio´n e interpretacio´n de las interacciones entre restricciones puede
sugerir esquemas de relajacio´n eficientes.
1. Se puede aislar un subproblema interesante y dualizar otras restriccio-
nes.
Esta es la aproximacio´n comu´nmente ma´s usada. Tiene la ventaja de que los
subproblemas lagrangianos interesantes (en el sentido de que usualmente tienen una
estructura especial que puede ser explotada) pueden ser resueltos por algoritmos
existentes especializados para resolverlos de forma eficiente.
2. Si hay dos (o ma´s) subproblemas interesantes con variables en comu´n,
primero podemos partir estas variables, despue´s dualizar las restricciones
copiadas.
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Este proceso es llamado descomposicio´n lagrangiana (LD) (Soenen, 1977), par-
ticio´n de variables (Nasberg et al., 1985) o estratificacio´n de variables (Glover y
Klingman, 1988). Ribero y Minoux (1986) y Shepardson y Martsen (1980) son de
los primeros que introdujeron este enfoque. Primero se debe reformular el problema
usando particio´n de variables, en otras palabras, debemos renombrar las variables
en parte de las restricciones como si fueran variables independientes. El problema
P = mı´nx{fx | Ax ≤ b, Cx ≤ d, x ∈ X} es claramente equivalente al problema
P ′ = mı´nx,y{fx | Ax ≤ b, Cy ≤ d, x = y, x ∈ X, y ∈ X}, en el sentido que tiene
valores o´ptimos iguales (pero diferentes espacios para las variables).
Adema´s si x∗ es la solucio´n o´ptima de P , entonces la solucio´n (x, y) ≡ (x∗, x∗)
es un o´ptimo para P ′ y si (x∗, y∗) es una solucio´n o´ptima de P ′, entonces x∗ = y∗
y x∗ es un o´ptimo para P . Dualizando la copia de las restricciones x = y en P ′ con
multiplicadores λ, separa al problema en uno para x y otro para y:
(LDλ) :mı´n
x,y
{fx+ λ(y − x) | Ax ≤ b, Cy ≤ d, x ∈ X, y ∈ X} (3.8)
mı´n
x
{(f − λ)x | Ax ≤ b, x ∈ X}+mı´n
y
{λy | Cy ≤ d, y ∈ X} (3.9)
Este proceso crea un caso de estructura de escalera y por lo tanto el mode-
lo puede ser descompuesto. No´tese que λ no requiere ser no negativo. Observemos
tambie´n que cuando se dualice una restriccio´n de igualdad, automa´ticamente una
solucio´n factible lagrangiana es o´ptima para el problema de programacio´n entero
original. Las restricciones copiadas son restricciones de igualdad, si ambos subpro-
blemas lagrangianos tienen la misma solucio´n o´ptima, la solucio´n tambie´n es o´ptima
para el problema entero original.
En Guignard y Kim (1987) se demuestra que la cota LD puede dominar estric-
tamente las cotas LR obtenidas de la dualizacio´n de un conjunto de restricciones, en
el sentido de que provee una cota ma´s cercana al o´ptimo del problema original.
Ocasionalmente la particio´n de las variables puede corresponder a la particio´n
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f´ısica de una variable de decisio´n del problema.
3. Podemos dualizar restricciones de acoplamiento.
Algunas veces, despue´s de alguna reformulacio´n, los problemas pueden contener
estructuras independientes ligadas por varias restricciones: mı´n(x, y){fx+gy | Ax ≤
b, Cx ≤ d, Ex + Fy ≤ h, x ∈ X, y ∈ Y }. Dualizando las restricciones de enlace
Ex + Fy ≤ h se divide el problema en uno sobre x y otro sobre y. Algunas veces
el problema original so´lo contiene x y varias reformulaciones introducen una nueva
variable y, mientras la relacio´n entre x y y es capturada por una nueva restriccio´n
Ex+ Fy ≤ h.
4. Algunas veces es mejor dualizar un conjunto de copias individuales de
variables.
En lugar de crear una copia y de la variable x e introducir y en el modelo P
para reescribir la restriccio´n Cx ≤ d como Cy ≤ d, dando el modelo equivalente
P ′ : mı´nx,y{fx|Ax ≤ b, x ∈ X,Cy ≤ d, y ∈ X, x = y}, tambie´n se puede crear
el problema P ′′ equivalente al problema P introduciendo una nueva variable y y
forzando la restriccio´n Cy = Cx. Esta restriccio´n en general es ma´s de´bil que la
restriccio´n x = y. El modelo P ′′ es mı´nx,y{fx | Ax ≤ b, x ∈ X,Dy ≤ d, y ∈ X,Cx =
Cy}. Aqu´ı el LR introducido dualiza la restriccio´n de copia agregada Cx = Cy.
Nuevamente aqu´ı la restriccio´n copiada es una restriccio´n de igualdad, por lo tanto
si el problema lagrangiano tiene soluciones o´ptimas x y y que satisfacen la copia de
la restriccio´n agregada, esto es, si Cx = Cy, entonces la solucio´n x es o´ptima para
el problema entero original.
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3.3 Definicio´n del problema dual lagrangiano
3.3.1 Cotas duales y primales
Supongamos que tenemos un problema P de optimizacio´n combinatoria de
minimizacio´n, si en una l´ınea vertical representamos el valor de la funcio´n objetivo
de P (cuanto ma´s arriba se este´ en la l´ınea mayor es el valor), entonces en algu´n
lugar de esta l´ınea esta´ la solucio´n o´ptima al problema P que denotaremos como
v(P ) (ver figura 3.2).
Conceptualmente, por lo tanto, v(P ) divide dicha l´ınea de valor en dos:
Por encima del valor de la solucio´n o´ptima v(P ), las cotas primales: valores
que esta´n por encima del valor de la solucio´n (desconocida) o´ptima; pueden
ser obtenidas mediante soluciones factibles de P .
Por debajo del valor de la solucio´n o´ptima v(P ), son cotas duales: valores que
esta´n por debajo del valor de la solucio´n (desconocida) o´ptima; pueden ser
obtenidas mediante soluciones factibles a la relajacio´n lagrangiana LRλ.
Con el fin de descubrir el valor de la solucio´n o´ptima, cualquier algoritmo
desarrollado para este objetivo debe abordar estas dos cuestiones, es decir, ocuparse
tanto de las cotas inferiores como superiores.
3.3.2 Dual lagrangiano
Beasley (1992) llama problema de cota inferior lagrangiano, a (LRλ), el cual
provee una cota por debajo de la solucio´n o´ptima del problema original P , para
algu´n λ ≥ 0.
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Figura 3.2: Interpretacio´n gra´fica de cotas duales y primales para un problema de
minimizacio´n
Para encontrar los valores de los multiplicadores que dan la ma´xima cota in-
ferior, esto es, la cota inferior que esta lo ma´s cercana posible al valor o´ptimo, es
necesario encontrar los multipicadores correspondientes, lo cual corresponde a la
siguiente definido por (Guignard, 2003).
Definicio´n 3.4 Se le llama dual lagrnagiano de P , al problema que encuentra la
mejor cota lagrangiana de v(P ), el cual esta´ definido por:
(LR) :ma´x
λ≥0
v(LRλ) (3.10)
Idealmente el valor o´ptimo del programa dual lagrangiano (problema de maxi-
mizacio´n) es igual al valor o´ptimo del programa original (problema de minimizacio´n).
Si los valores o´ptimos obtenidos en los dos problemas no son iguales, entonces se dice
que existe una brecha de dualidad, la cual se mide por la diferencia (relativa) entre
los dos valores o´ptimos (Beasley, 1992).
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3.4 Me´todo del subgradiente
La optimizacio´n por medio del subgradiente es un me´todo iterativo que, a
partir de un conjunto inicial de multiplicadores de Lagrange, implica la generacio´n
de ma´s multiplicadores, de una forma sistema´tica. Esto puede ser visto como un
procedimiento que intenta maximizar el valor de la cota dual obtenida (cuando el
problema original es de minimizar) a partir del problema de cota inferior lagrangiano
(es decir, resolver el programa dual lagrangiano, ver seccio´n 3.3) mediante la seleccio´n
adecuada de los multiplicadores de Lagrange.
Para describir este me´todo Beasley (1992) define el problema P como sigue:
(P ) :mı´n fx (3.11)
s.a: Ax ≤ b (3.12)
Cx ≤ d (3.13)
x ∈ X (3.14)
el problema de cota inferior lagrangiano esta´ dado por:
(LRλ) :mı´n fx+ λ(Ax− b) (3.15)
s.a: Cx ≤ d (3.16)
x ∈ X (3.17)
en el cual su solucio´n da un cota inferior para la solucio´n del problema original P ,
para cualquier λ ≥ 0.
Haciendo un cambio de notacio´n matricial a notacio´n de suma, las restricciones
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relajadas se escriben:
n∑
j=1
aijxj ≤ bi,
donde i = 1, . . . ,m y el procedimiento iterativo de optimizacio´n ba´sica subgradiente
es el siguiente:
(1) Sea π un para´metro de decisio´n, con 0 < π ≤ 2. Sea ZUB una cota superior del
valor o´ptimo del problema original (puede ser el valor de una solucio´n factible
encontrada mediante algu´n heur´ıstico). Sean (λi), i = 1, . . . ,m un conjunto
inicial de multiplicadores.
(2) Se resuelve LRλ con el conjunto actual de multiplicadores (λi), de multiplica-
dores, obteniendo una solucio´n (xj) cuyo valor ZLB es una cota inferior al valor
o´ptimo del problema original.
(3) Se definen los subgradientes Gi para las restricciones relajadas, evaluando en la
solucio´n actual: Gi = bi −
n∑
j=1
aijxj; i = 1, . . . ,m.
(4) Se define un taman˜o de paso (escalar) T mediante
T =
π(ZUB − ZLB)
m∑
i=1
(Gi)
2
.
Observe que este taman˜o de paso depende de la diferencia entre la actual cota
inferior (ZLB) y la cota superior (ZUB) y el para´metro π definido por el usuario
con el factor.
(5) Se actualizan los valores λi mediante λi = ma´x{0, λi + TGi} para cada, i =
1, . . . ,m. Volver al paso (2) para resolver LRλ con este nuevo conjunto de mul-
tiplicadores.
Tal como se puede observar, el procedimiento iterativo anterior no terminar´ıa
nunca, por ello se introduce una regla para su finalizacio´n, como las que siguen:
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Limitar el nu´mero de iteraciones que se pueden hacer.
Limitar el valor de π (reduciendo π durante el curso del procedimiento y que
termina cuando este sea lo suficientemente pequen˜o).
Similar a la anterior, limitar el valor de T (terminar cuando este sea lo sufi-
cientemente pequen˜o).
Limitar el tiempo de co´mputo.
En el cap´ıtulo siguiente se mostrara´ el modelo matema´tico que soluciona la
planeacio´n de distribucio´n de producto asia´tico, as´ı como sus para´metros, varia-
bles y condiciones; adema´s de la problema´tica presentada la cual llevo al desarrollo
de un me´todo de solucio´n el cual consistira´ en un heur´ıstico basado en relajacio´n
lagrangiana.
Cap´ıtulo 4
Formulacio´n del problema
Para resolver la problema´tica de distribucio´n que enfrenta la empresa descrita
en el cap´ıtulo 2, Morales (2016) ha desarrollado un modelo de programacio´n lineal
entera mixta basada en el problema de ubicacio´n de facilidades capacitado, de 4 eta-
pas, multiproductos, multitransporte, con una demanda determinista para distintos
periodos de planeacio´n. Mediante la utilizacio´n de te´cnicas exactas el modelo ma-
tema´tico no ha podido alcanzar la solucio´n o´ptima, no obstante, e´sta ha demostrado
ser satisfactoria para la planeacio´n de la proveedur´ıa de materia prima asia´tica, no
obstante, mediante la utilizacio´n de te´cnicas alternas es posible alcanzar una solucio´n
favorable que implique menor tiempo y esfuerzo computacional.
Este cap´ıtulo esta´ dividido en tres secciones: primero el modelo matema´tico, sus
conjuntos, variables, para´metros y restricciones son descritas; en la segunda seccio´n
se exponen las cotas superiores que se desarrollaron para este trabajo, con las cuales
se logro´ reducir el espacio de solucio´n y para´metros M del modelo que se mejoraron;
por u´ltimo se explican los problemas por los cuales es necesario el desarrollo de una
metodolog´ıa que aporte una solucio´n eficaz, con un menor consumo computacional
y adema´s que e´sta sirva a la planeacio´n de la proveedur´ıa del material asia´tico en
cada periodo.
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4.1 Modelacio´n del problema
En esta seccio´n es descrita la formulacio´n del modelo matema´tico que resuelve
la problema´tica de la empresa: primeramente se exponen los supuestos sobre los
cuales fue modelado el problema de la empresa; despue´s se describe la notacio´n
del modelo: sus conjuntos, para´metros y variables; finalmente se muestra el modelo
matema´tico de localizacio´n de instalaciones: la funcio´n objetivo y restricciones a las
que esta´ sujeto el problema, adema´s de una descripcio´n detallada de los mismos.
4.1.1 Supuestos
Los supuestos sobre los que el problema de la empresa fue modelado son los
siguientes:
Las demandas son conocidas.
Todos los costos son conocidos.
El inventario inicial es conocido.
Se conocen seis meses de planeacio´n.
La escasez no esta´ permitida.
Todo el material es enviado en tarimas.
La capacidad de cada instalacio´n es limitada.
Todos los tipos de transporte tienen capacidad limitada.
Todos los tipos de contenedor tienen capacidad limitada.
El producto en trayecto desde los puertos en Asia a la planta en el periodo
inicial es conocido.
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El tiempo en que tarda en llegar el producto es considerado de un mes.
Cada producto requiere mu´ltiples operaciones que se procesan dentro de los
centros de trabajo, y se da por hecho que estas son realizadas.
Si hubiera alguna expeditacion, e´sta se realiza directamente desde los provee-
dores hasta la planta.
4.1.2 Notacio´n del modelo
Conjuntos
I Conjunto de proveedores en China.
J Conjunto de centros de consolidacio´n en China.
K Conjunto de puertos en China.
L Conjunto de puertos en Ame´rica.
M Conjunto del tipo de transporte en China.
N Conjunto del tipo de producto a enviar.
P Conjunto del tipo de embarque.
R Conjunto del tipo de transporte en Ame´rica.
T Conjunto de periodos de tiempo.
Para´metros
c1ijmt Costo por viaje del proveedor i al centro de distribucio´n j con el transporte
m en el periodo t.
c2jkmt Costo por viaje del centro de consolidacio´n j al puerto k con el transporte
m en el periodo t.
c3klpt Costo por viaje del puerto k al puerto l utilizando el embarque p en el
periodo t.
c4lrt Costo por viaje del puerto l a la empresa en Monterrey con el transporte
r en el periodo t.
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hnt Costo por inventariar el producto n durante el periodo t.
gnt Costo por expeditar el producto n durante el periodo t.
f 1jt Costo de abrir el centro de consolidacio´n j en China en el periodo t.
f 2kt Costo de abrir el puerto k en China en el periodo t
f 3lt Costo de abrir el puerto l en Norteame´rica en el periodo t.
q1i Capacidad de la planta i.
q2j Capacidad de los centros de consolidacio´n j.
q3k Capacidad de los puertos k en China.
q4l Capacidad de los puertos l en Norteame´rica.
b1ijmt Capacidad de transportar por viaje de la planta i al centro de consolidacio´n
j con el transporte m en el periodo t.
b2jkmt Capacidad de transportar por viaje del centro de consolidacio´n j al puerto
k con el transporte m en el periodo t.
b3klpt Capacidad de transportar por viaje del puerto k al puerto l con el embarque
p en el periodo t.
b4lrt Capacidad de transportar por viaje del puerto l a la planta en Monterrey
con el transporte r en el periodo t.
dnt Demanda de la planta en Monterrey del producto n en el periodo t.
w0n Inventario inicial del producto n.
x0klnp Inventario en trayecto desde el puerto k al puerto l del producto n en el
embarque p.
Variables
x1ijnmt Cantidad de tarimas enviadas desde el proveedor i al centro de consolida-
cio´n j en China del producto n con el transporte m en el periodo t.
x2jknmt Cantidad de tarimas enviadas desde el centro de consolidacio´n j al puerto
k en China del producto n con el transporte m en el periodo t.
x3klnpt Cantidad de tarimas enviadas desde el puerto k al puerto l del producto n
con el embarque p en el periodo t.
x4lnrt Cantidad de tarimas enviadas desde el puerto l a la empresa en Monterrey
del producto n con el transporte r en el periodo t.
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x5nt Cantidad de tarimas del producto n expeditados en el periodo t.
v1ijmt Cantidad de viajes realizados del proveedor i al centro de consolidacio´n j
utilizando el transporte m en el periodo t.
v2jkmt Cantidad de viajes realizados del centro de consolidacio´n j al puerto k
utilizando el transporte m en el periodo t.
v3klpt Cantidad de viajes realizados del puerto k al puerto l utilizando el embar-
que p en el periodo t.
v4lrt Cantidad de viajes realizados del puerto l a la empresa en Monterrey uti-
lizando el transporte r en el periodo t.
wnt Cantidad de tarimas del producto n a inventariar en Monterrey durante el
periodo t.
y1jt Binaria: 1 si se decide abrir el centro de consolidacio´n j en el periodo t y
0 en caso contrario.
y2kt Binaria: 1 si se decide abrir el puerto k en el periodo t y 0 en caso contrario.
y3lt Binaria: 1 si se decide abrir el puerto l en el periodo t y 0 en caso contrario.
uijt Binaria: 1 si se decide abastecer el centro de consolidacio´n j desde la planta
i en el periodo t y 0 en caso contrario.
4.1.3 Modelacio´n del problema
Dada la notacio´n anterior, el modelo queda formulado como el siguiente pro-
grama lineal entero mixto:
Z = mı´n
∑
i∈I
∑
j∈J
∑
m∈M
∑
t∈T
c1ijmtv
1
ijmt +
∑
j∈J
∑
t∈T
f 1jty
1
jt
+
∑
j∈J
∑
k∈K
∑
m∈M
∑
t∈T
c2jkmtv
2
jkmt +
∑
k∈K
∑
t∈T
f 2kty
2
kt +
∑
k∈K
∑
l∈L
∑
p∈P
∑
t∈T
c3klptv
3
klpt
+
∑
l∈L
∑
t∈T
f 3lty
3
lt +
∑
l∈L
∑
r∈R
∑
t∈T
c4lrtv
4
lrt +
∑
n∈N
∑
t∈T
hntwnt +
∑
n∈N
∑
t∈T
gntx
5
nt
(4.1)
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s.a:
∑
l∈L
∑
r∈R
x4lnrt + x
5
nt + wn,t−1 = dnt + wnt ∀n, t (4.2)
∑
j∈J
∑
m∈M
∑
t∈T
x1ijnmt ≤ q
1
in ∀i, n (4.3)
∑
k∈K
∑
m∈M
∑
n∈N
∑
t∈T
x2jknmt ≤ q
2
j ∀j (4.4)
∑
l∈L
∑
p∈P
∑
n∈N
∑
t∈T
x3klnpt ≤ q
3
k ∀k (4.5)
∑
n∈N
∑
r∈R
∑
t∈T
x4lnrt ≤ q
4
l ∀l (4.6)
x1ijnmt ≤My
1
jt ∀i, j, n,m, t (4.7)
x2jknmt ≤My
2
kt ∀j, k, n,m, t (4.8)
x3klnp,t−1 ≤My
3
lt ∀k, l, n, p, t (4.9)∑
i∈I
∑
m∈M
x1ijnmt =
∑
k∈K
∑
m∈M
x2jknmt ∀j, n, t (4.10)
∑
j∈J
∑
m∈M
x2jknmt =
∑
l∈L
∑
p∈P
x3klnpt ∀k, n, t (4.11)
∑
k∈K
∑
p∈P
x3klnp,t−1 =
∑
r∈R
x4lnrt ∀l, n, t (4.12)
b1ijmtv
1
ijmt ≥
∑
n∈N
x1ijnmt ∀i, j,m, t (4.13)
b2jkmtv
2
jkmt ≥
∑
n∈N
x2jknmt ∀j, k,m, t (4.14)
b3klptv
3
klpt ≥
∑
n∈N
x3klnpt ∀k, l, p, t (4.15)
b4lrtv
4
lrt ≥
∑
n∈N
x4lnrt ∀l, r, t (4.16)
∑
j∈J
uijt ≤ 1 ∀i, t (4.17)
x1ijnmt ≤Muijt ∀i, j, n,m, t (4.18)
v1ijmt, v
2
jkmt, v
3
klpt, v
4
lr, wnt ∈ Z
+ (4.19)
y1jt, y
2
kt, y
3
lt, uijt ∈ {0, 1} (4.20)
x1ijnmt, x
2
jknmt, x
3
klnpt, x
4
lnrt, x
5
nt ≥ 0 (4.21)
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La funcio´n objetivo comprendida en el modelo se encarga de minimizar los
costos totales, los cuales, son enlistados a continuacio´n por orden de aparicio´n en la
funcio´n objetivo:
Costos de transportar la materia prima desde los proveedores a los centros de
consolidacio´n: este costo depende del tipo de transporte utilizado y el periodo.
Costo de transportar la materia prima desde los centros de consolidacio´n a los
puertos en Asia.
Costo de transportar la materia prima desde los puertos en Asia a los puertos
en Ame´rica.
Costo de transportar la materia prima desde los puertos en Ame´rica a la planta
de produccio´n en Monterrey, Nuevo Leo´n, Me´xico.
Costos fijos de abrir un centro de consolidacio´n en el periodo de planeacio´n
actual.
Costos fijos de utilizar los puertos en Asia en el periodo actual.
Costo de utilizar alguno de los puertos en Ame´rica en el periodo actual.
Costo de mantener inventario en Monterrey.
Costo de expeditar material a la planta en Monterrey.
La ecuacio´n (4.2) representa el balance demanda-inventario, la cual garantiza
que la demanda siempre sea satisfecha y calcula la cantidad de producto a inventa-
riar. El conjunto de restricciones (4.3), (4.4), (4.5) y (4.6) aseguran que la cantidad
de tarimas requeridas no sobrepasen la capacidad de las plantas de los proveedo-
res, centros de consolidacio´n y los puertos en Asia y Ame´rica, respectivamente. Las
restricciones (4.7), (4.8) y (4.9) garantizan que no se env´ıen tarimas a un centro de
consolidacio´n, puerto en Asia o Ame´rica que no este´ abierto. Las ecuaciones (4.10),
(4.11) y (4.12) son restricciones de balance, vigilan que no se quede materia prima
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durante el transcurso de las etapas, todo lo que salga de los proveedores tiene que
llegar a la planta en Monterrey. Las restricciones (4.13), (4.14), (4.15) y (4.16) cal-
culan la cantidad de viajes o de camiones a utilizar de acuerdo con la capacidad del
transporte o embarque. El grupo de restricciones (4.17) y (4.18) garantizan que un
proveedor abastezca a un solo centro de consolidacio´n, durante el periodo actual. Fi-
nalmente (4.19), (4.20) y (4.21) son restricciones lo´gicas: variables enteras, binarias
y no negatividad.
4.2 Para´metros y cotas
En esta seccio´n se describen dos aportaciones hechas para mejorar la eficiencia
computacional del modelo de programacio´n lineal entero mixto de localizacio´n de
instalaciones capacitado, que fue desarrollado para la planeacio´n de proveedur´ıa de
material asia´tico.
4.2.1 Cotas superiores
En el modelo, las cantidadesM son para´metros auxiliares para representar una
situacio´n. De acuerdo a los expertos duchos para´metros no deben ser tan grandes
que los me´todos nume´ricos de solucio´n del modelo y, por supuesto, ni tan pequen˜os
que eliminen soluciones factibles. Para este trabajo se calcularon para´metros para las
restricciones (4.7), (4.8), (4.9) y (4.18), los cuales son ma´s eficientes que los usados
por Morales (2016).
Para el conjunto de restricciones (4.7) y (4.18) el valor de la cota M1 no puede
exceder las capacidades del punto de origen que son los proveedores, del punto de
destino que son los centros de consolidacio´n, ni tampoco el total de la demanda
futura; por lo que se propone como:
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M1ijnt = mı´n
{
q1ni, q
2
j ,
T∑
s=t
dns
}
.
El valor de la cota M2 en el conjunto de restricciones de (4.8), similarmente a
la anterior, no debe exceder las capacidades del punto de origen que son los centros
de consolidacio´n, del punto de destino que son los puertos en Asia, ni tampoco el
total de la demanda futura; por lo que se define como:
M2jknt = mı´n
{
q2j , q
3
k,
T∑
s=t
dns
}
.
Finalmente, para el conjunto de restricciones (4.9), el valor de la cota M3,
ana´logamente a los casos anteriores, no debe exceder las capacidades del punto de
origen que son los puertos en Asia, del punto de destino que son los puertos en
Ame´rica, ni tampoco el total de la demanda futura; por lo que se obtiene de:
M3klnt = mı´n
{
q3k, q
4
l ,
T∑
s=t
dns
}
.
4.2.2 Cotas propuestas
En este trabajo se proponen cotas superiores para los conjuntos de variables
x y v, las cuales mejoraron el desempen˜o computacional del modelo original. Para
el ca´lculo de dichas cotas son utilizados los valores de los para´metros M1ijnt, M
2
jknt
y M3klnt mostrados anteriormente. A continuacio´n se muestras las distintas cotas
desarrolladas.
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Cotas superiores para las variables continuas
Para las variables x1ijnmt, la cota superior esta´ dada por la cantidad ma´xima
de tarimas a enviar desde i a j en el tiempo t, por lo cual no puede exceder la
capacidad del punto de origen, la capacidad del punto de destino, ni tiene caso que
exceda el total de la demanda futura, por lo cual la cota superior estar´ıa dada por
xˆ1ijnmt = M
1
ijnt.
De forma similar al anterior caso, la cota superior para las variables x2jknmt es
la cantidad ma´xima de tarimas a enviar desde j a k en el tiempo t, por lo que no
puede exceder la capacidad del punto de origen, la capacidad del punto de destino,
ni tiene caso que exceda el total de la demanda futura, por ello la cota superior es
definida por xˆ2jknmt = M
2
jknt.
Ana´logamente, la cota superior para la variable x3klnpt es la cantidad ma´xima
de tarimas a enviar desde k a l en el tiempo t, en donde no se debe de exceder la
capacidad del punto de origen, la capacidad del punto de destino, ni exceder el total
de la demanda futura, entonces su cota superior se define como xˆ3klnpt = M
3
klnt.
La cota superior para la variable x4lnrt es la cantidad ma´xima de tarimas a enviar
desde l a la empresa en Monterrey en el tiempo t, en esta no debe ser excedida la
capacidad del punto de origen que son los puertos en Asia, ni la demanda total de
la planta, por lo que se define xˆ4lnrt = M
4
lnt, donde
M4lnt = mı´n
{
q4l ,
T∑
s=t
dns
}
.
Por u´ltimo, la cota superior para las variables x5nt es la cantidad ma´xima de
tarimas a expeditar en el tiempo t, en la que no debe de excederse las capacidades
de los proveedores ni la demanda de la planta, por lo cual se define xˆ5nt = M
5
nt, donde
Cap´ıtulo 4. Formulacio´n del problema 42
M5nt = mı´n
{∑
i
q1n,i,
T∑
s=t
dns
}
.
Cotas superiores para las variables enteras
Para las variables v1ijmt, la cota correspondiente es la cantidad ma´xima de viajes
de i a j con el transporte m en el tiempo t y estar´ıa dada por la cantidad de flujo
ma´ximo de los proveedores a los centros de consolidacio´n entre la capacidad del
transporte a emplear, es decir:
vˆ1ijmt =


∑
n
xˆ1ijnmt
b1ijmt


.
En las variables v2jkmt, la cota esta´ representada por la cantidad ma´xima de
viajes de j a k con el transporte m en el tiempo t, la cual esta´ restringida por la
cantidad de flujo ma´ximo desde los centros de consolidacio´n hasta las puertos en
Asia; esta se define como:
vˆ2jkmt =


∑
n
xˆ2jknmt
b2jkmt


.
Para las variables v3klpt, la cota correspondiente es la cantidad ma´xima de viajes
de k a l con el tipo de embarque p en el tiempo t, la cual esta´ definida por la cantidad
de flujo ma´ximo de los puertos en Asia al puerto seleccionado en Ame´rica, lo que se
representa por la ecuacio´n:
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vˆ3klpt =


∑
n
xˆ3klnpt
b3klpt


.
En las variables v4lrt, la cota esta´ representada por la cantidad ma´xima de
viajes de l a empresa con el transporte r en el tiempo t, dada por la cantidad de
flujo ma´ximo desde el puerto en Ame´rica a la planta en Nuevo Leo´n, la cual es:
vˆ4lrt =


∑
n
xˆ4lnrt
b4lrt


.
En el conjunto de las variables wnt, la cota es la cantidad ma´xima de inventario
del producto n el tiempo t, definida por el inventario inicial y demanda total de la
planta, por lo que se define por:
wˆnt = w
0
n +
T∑
s=t
dns
.
4.3 Dificultad del problema
A continuacio´n se muestran las dimensiones del modelo matema´tico desarro-
llado y las caracter´ısticas que lo hacen dif´ıcil de resolver, excediendo la memoria
computacional al resolver la caso real.
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4.3.1 Dimensiones del modelo
Uno de los motivos por los que el modelo consume gran parte de la memoria
computacional son las dimensiones del caso real de la empresa; las cuales esta´n de-
terminadas por los conjuntos declarados en la seccio´n 4.2. Los proveedores en China,
definidos por el conjunto I, con |I| = 9; el conjunto de los centros de consolidacio´n
en Asia J , con |J | = 5; el de los puertos en Asia K, con |K| = 5 y, por u´ltimo, el de
los puertos en Ame´rica representado por L, con |L| = 2. Adema´s de que las plantas
en Asia proveen 22 distintos art´ıculos, utilizando 1 tipo de transporte en Asia, 2
en Ame´rica y 3 tipos de embarques (20, 40 pies y consolidados) y el horizonte de
planeacio´n de la empresa es de 6 periodos.
La cantidad de restricciones y variables de decisio´n son presentadas a conti-
nuacio´n en te´rminos de los conjuntos ya mencionados y en su valor para la instancia
actual (ver tablas 4.1 y 4.2). A partir de este punto, cada vez que hagamos referencia
a la cardinalidad de un conjunto, e´ste se marcara´ con negritas, por ejemplo: I = |I|.
Tabla 4.1: Total de variables
Tipo de variable Dimensio´n Cantidad
Continuas JNMT(I+K) +NT(LKP+LR+1) 13,860
Enteras (no-binarias) T(IJM+JKM+KLP+N)+LR 736
Binarias T(J+K+L+IJ) 342
MT(2IJN+JKN+IJ+IK)+
Holgura +KLPT(1+N)+I(N+T)+ 20,148
+LRT+J+K+L
Total 35,086
De acuerdo a lo anterior, las dimensiones del modelo constan de 35,086 variables
de decisio´n: entre continuas, enteras (no binarias), binarias y de holgura, y 21,997
restricciones; por lo que consta de una dimensio´n total de 771,786,742 entradas en
la matriz de coeficientes tecnolo´gicos. Adema´s, el modelo desarrollado contiene al
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Tabla 4.2: Total de restricciones
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Igualdad NT(1+T+K+L) 1,848
MT(2IJN+JKN+IJ+IK)+
Desigualdad +KLPT(1+N)+I(N+T)+ 20,148
+LRT+J+K+L
Total 21,997
problema de seleccio´n de instalaciones y el problema de asignacio´n de instalaciones,
lo que lo hace candidato a ser un problema de tipo NP-dif´ıcil, posiblemente esta
sea una de las principales causas por las que el modelo consume mucho esfuerzo
computacional.
En las primeras experimentaciones del modelo se utilizo´ la herramienta GAMS
con CPLEX versio´n 12, ejecutada en una computadora Intel Xeon E52697v2 2.7GHz
con 12 cores, una memoria RAM de 64 Gb y un disco duro de 1 Tb, en un servidor
DELL PowerEdge T620, para dar solucio´n al problema original de la empresa. Sin
embargo, no fue posible alcanzar la solucio´n o´ptima debido a que se termina la
memoria computacional en menos de 1 hora.
Pese a las dificultades encontradas al intentar resolver el modelo matema´ti-
co con un me´todo exacto de solucio´n, aprovechar el modelo ya desarrollado es una
opcio´n viable debido a que existen herramientas eficientes de solucio´n para los pro-
blemas de localizacio´n de instalaciones, como ya se mostro´ en el cap´ıtulo 2, en los que
las soluciones encontradas son satisfactorias y son obtenidas en tiempos razonables.
En el cap´ıtulo siguiente se mostrara´n las herramientas desarrolladas para la
solucio´n del modelo basadas en relajacio´n lagrangiana.
Cap´ıtulo 5
Relajaciones lagrangianas
propuestas
En este cap´ıtulo se presentan las 3 relajaciones lagrangianas propuestas dada
la estructura del programa lineal entero mixto para el problema de localizacio´n de
instalaciones capacitado mostrado en el cap´ıtulo 4. Se logro´ realizar 3 propuestas en
las que se relajo´ lagrangianamente familias de restricciones para cada una de ellas
provocando distintas reacciones en los resultados del modelo; haciendo que el pro-
blema lagrangiano sea ma´s fa´cil de resolver que el problema original. A continuacio´n
se muestran dichas relajaciones, sus propiedades de descomposicio´n, dimensiones as´ı
como los problemas log´ısticos que podr´ıan incurrir al ser resuelto el problema con
dichas relajaciones.
5.1 Relajacio´n lagrangiana en las ecuaciones
de balance
Para esta propuesta se relajan las restricciones de balance que esta´n representa-
das por las ecuaciones (4.10), (4.11) y (4.12); e´stas garantizan que todo el producto
que es enviado desde los proveedores en Asia llegue a la planta en Monterrey. Al
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relajar lagrangianamente dichas restricciones da como resultado la funcio´n objetivo
siguiente:
Z1 = mı´n
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∑
j∈J
∑
m∈M
∑
t∈T
x1ijnmt ≤ q
1
in ∀i, n (5.3)
∑
k∈K
∑
m∈M
∑
n∈N
∑
t∈T
x2jknmt ≤ q
2
j ∀j (5.4)
∑
l∈L
∑
p∈P
∑
n∈N
∑
t∈T
x3klnpt ≤ q
3
k ∀k (5.5)
∑
n∈N
∑
r∈R
∑
t∈T
x4lnrt ≤ q
4
l ∀l (5.6)
x1ijnmt ≤My
1
jt ∀i, j, n,m, t (5.7)
x2jknmt ≤My
2
kt ∀j, k, n,m, t (5.8)
x3klnp,t−1 ≤My
3
lt ∀k, l, n, p (5.9)
b1ijmtv
1
ijmt ≥
∑
n∈N
x1ijnmt ∀i, j,m, t (5.10)
b2jkmtv
2
jkmt ≥
∑
n∈N
x2jknmt ∀j, k,m, t (5.11)
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4
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con αjnt, βknt y γlnt irrestrictas.
El problema anterior se descompone en 4 subproblemas independientes de loca-
lizacio´n de instalaciones capacitadas, multiproducto, multitransporte, multiperiodo
de una sola etapa (uno por cada etapa comprendida dentro del modelo original),
dado que el conjunto de restricciones que se han relajado representan la interaccio´n
entre dichas etapas. A continuacio´n se muestra la funcio´n objetivo y restricciones a
las que esta´ sujeta cada uno de estos subproblemas.
En las figuras mostradas en este cap´ıtulo para representar el aprovisionmiento
de producto asia´tico en cada uno de los subproblemas: los ı´conos que representan
los nodos de distribucio´n (centro de consolidacio´n, puertos en Asia y Ame´rica) son
mostrados en color negro cuando estos se encuentran abiertos y en un color gris
cuando esta´n cerrados; una l´ınea punteada dirigida desde un nodo a otro representa
que el segundo sera´ aprovisionado por el primero.
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5.1.1 Problema lagrangiano para la primera etapa
(proveedores en Asia)
Z1IJ = mı´n
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x1ijnmt ≥ 0 (5.27)
Este subproblema relajado resuelve la proveedur´ıa de material asia´tico para la
primera etapa de distribucio´n, esto es, decide co´mo el producto debe ser enviado
desde los proveedores hasta los centros de consolidacio´n en Asia (ver figura 5.1). En
el problema se minimizan costos por viaje del proveedor al centro de consolidacio´n,
costos fijos de abrir un centro de consolidacio´n y la penalizacio´n por cada tarima
enviada de ma´s durante esa etapa. En este problema se hace la seleccio´n de los
centros de consolidacio´n a ser utilizados y desde que fa´brica son provisionados, sin
sobrepasar la capacidad de produccio´n de estas; se restringe que un proveedor no
pueda enviar producto a ma´s de un centro de consolidacio´n y este tiene que estar
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abierto y por u´ltimo cuenta el nu´mero de viajes que se deben realizar durante la
etapa.
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Figura 5.1: Aprovisionamiento de producto etapa 1
Las dimensiones del modelo se encuentran resumidas en las tablas 5.1 y 5.2.
Tabla 5.1: Total de variables problema etapa 1
Tipo de variable Dimensio´n Cantidad
Continuas IJNT 5,940
Enteras (no-binarias) IJMT 270
Binarias IJ(1+T) 315
Holgura IN+IJMT(2N+1)+IT 12,402
Total 18,927
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Tabla 5.2: Total de restricciones problema etapa 1
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Desigualdad IN+IJMT(2N+1)+IT 12,402
Total 12,403
5.1.2 Problema lagrangiano para la segunda etapa
(centros de consolidacio´n en Asia)
Z1JK = mı´n
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En el segundo subproblema se planea el aprovisionamiento de la materia prima
asia´tica en la segunda etapa, as´ı como la seleccio´n de los puertos en Asia a utilizar
en el periodo de planeacio´n (ver figura 5.2). Se minimizan los costos de los viajes
realizados, costos fijos de utilizacio´n de un puerto en Asia y penalizacio´n por las
tarimas transportadas desde los centros de consolidacio´n a los puertos seleccionados;
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sujeto a la capacidad de los puertos en Asia a ser utilizados y la cantidad de viajes
desde el puerto en Asia al puerto en Ame´rica.
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Figura 5.2: Aprovisionamiento de producto etapa 2
Las dimensiones del modelo se encuentran resumidas en las tablas 5.3 y 5.4.
Tabla 5.3: Total de variables problema etapa 2
Tipo de variable Dimensio´n Cantidad
Continuas JKNMT 3,300
Enteras (no-binarias) JKMT 150
Binarias KT 30
Holgura J+JKMT(N+1) 3,455
Total 6,935
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Tabla 5.4: Total de restricciones problema etapa 2
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Desigualdad J+JKMT(N+1) 3,455
Total 3,456
5.1.3 Problema lagrangiano para la tercera etapa
(puertos en Asia)
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En este subproblema la planeacio´n del aprovisionamiento de la materia prima
asia´tica es realizada para la tercera etapa, comprendida desde los puertos en Asia
a los puertos en Ame´rica, adema´s la seleccio´n de los puertos en Ame´rica a utilizar
en el periodo de planeacio´n (ver figura 5.3). Se minimizan los costos de los viajes
realizados, costos fijos de utilizacio´n de un puerto en Ame´rica y penalizacio´n por las
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tarimas transportadas desde cada puerto en Asia a los puertos en Ame´rica; sujeto a
la capacidad los puertos a ser utilizados y la cantidad de viajes desde el puerto en
Asia al puerto en Ame´rica.
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Figura 5.3: Aprovisionamiento de producto etapa 3
Las dimensiones del modelo se encuentran resumidas en las tablas 5.5 y 5.6.
Tabla 5.5: Total de variables problema etapa 3
Tipo de variable Dimensio´n Cantidad
Continuas KLNPT 3,960
Enteras (no-binarias) KLPT 180
Binarias LT 12
Holgura K+KLPT(N+1) 4,145
Total 8,297
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Tabla 5.6: Total de restricciones problema etapa 3
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Desigualdad K+KLPT(N+1) 4,145
Total 4,146
5.1.4 Problema lagrangiano para la cuarta etapa
(puertos en Ame´rica)
Z1L = mı´n
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Para el cuarto subproblema se hace la planeacio´n de la proveedur´ıa de materia
prima desde el puerto en Asia a la planta localizada en Nuevo Leo´n comprendida
por la cuarta etapa (ver figura 5.4). En este problema se minimizan los costos por los
viajes realizados del puerto a la planta, costos de expeditaciones, costos por mantener
inventario en la planta y costos por cada tarima que es transportada desde el puerto;
satisfaciendo la demanda, calculando la cantidad de viajes desde el puerto a la planta
y sin sobrepasar la capacidad del puerto seleccionado en Asia.
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Figura 5.4: Aprovisionamiento de producto etapa 4
Las dimensiones del modelo se encuentran resumidas en las tablas 5.7 y 5.8.
Tabla 5.7: Total de variables problema etapa 4
Tipo de variable Dimensio´n Cantidad
Continuas NT(LR+1) 116
Enteras (no-binarias) LR+NT 136
Holgura L+LRT 26
Total 272
5.1.5 Solucio´n integral de la relajacio´n 1
De acuerdo a lo anterior la relajacio´n 1 ser´ıa resuelta a trave´s de sus subproble-
mas que son significativamente menores, donde la cota en esta relajacio´n lagrangiana
queda dada por la ecuacio´n
Z1 = Z1IJ + Z
1
JK + Z
1
KL + Z
1
L.
Como ya se menciono´ anteriormente, el modelo es descompuesto en 4 sub-
problemas que se resuelven independientemente uno de otro, esto dado que se han
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Tabla 5.8: Total de restricciones problema etapa 4
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Igualdad NT 132
Desigualdad L+LRT 26
Total 159
relajado lagrangianamente las restricciones que representan la interaccio´n entre las
etapas. Como consecuencia de esto, el env´ıo de productos puede ser suministrado y
recibido desde diferentes puntos y en cantidades distintas; es decir, que puede que
no coincidan los centros de consolidacio´n en Asia abiertos entre el problema de la
primera y el de la segunda etapa; los puertos en Asia abiertos en los problema de
la segunda y el de la tercera etapa y los puertos abiertos en Ame´rica entre los pro-
blemas de la tercera y cuarta etapa. Adema´s, podr´ıa existir un desbalance entre el
producto que se env´ıa y el que se recibe entre un problema y otro (ver figura 5.5).
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Figura 5.5: Posibles problemas log´ısticos relacionados en la relajacio´n 1
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5.2 Relajacio´n lagrangiana en ecuaciones de
capacidad e inventario
Para la segunda propuesta, son dualizadas las restricciones (4.2), (4.3), (4.4),
(4.5), (4.6), (4.9) y (4.12); la ecuacio´n (4.2), de balance demanda-inventario, calcula
la cantidad de producto a inventariar satisfaciendo la demanda en cada periodo.
Las restricciones de (4.3) a (4.6) limitan la capacidad de las plantas, los centros de
consolidacio´n, y los puertos en Asia, y los puertos en Ame´rica, respectivamente. El
conjunto de restricciones (4.9) evita que se env´ıe producto a un puerto en Ame´rica
que este´ cerrado y la restriccio´n (4.12) corresponde al balance del producto en el
puerto en Ame´rica.
Tras dualizar estas restricciones se observa que cada componente de la funcio´n
objetivo se suma sobre T y que cada familia de restricciones se indexa, por lo tan-
to el problema es separable en un subproblema para cada t en T , es decir, en T
subproblemas independientes con la funcio´n objetivo:
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Donde δin, εj, ηk, θl y ̺klnpt son ≥ 0 y adema´s σnt y γlnt irrestrictas; dando
como resultado la divisio´n del mismo en cuatro subproblemas independientes que se
describen cada uno a continuacio´n.
5.2.1 Problema lagrangiano de proveedores a puerto en
Ame´rica
Z2IL(t) = mı´n
∑
i∈I
∑
j∈J
∑
m∈M
c1ijmtv
1
ijmt +
∑
j∈J
f 1jty
1
jt
+
∑
j∈J
∑
k∈K
∑
m∈M
c2jkmtv
2
jkmt +
∑
k∈K
f 2kty
2
kt +
∑
k∈K
∑
l∈L
∑
p∈P
c3klptv
3
klpt +
∑
l∈L
f 3lty
3
lt
+
∑
i∈I
∑
n∈N
δin
[∑
j∈J
∑
m∈M
x1ijnmt − q
1
in
]
+
∑
j∈J
εj
[∑
k∈K
∑
m∈M
∑
n∈N
x2jknmt − q
2
j
]
+
∑
k∈K
ηk
[∑
l∈L
∑
p∈P
∑
n∈N
x3klnpt − q
3
k
]
+
∑
k∈K
∑
i∈L
∑
n∈N
∑
p∈P
γlntx
3
klnp,t−1
+
∑
k∈K
∑
i∈L
∑
n∈N
∑
p∈P
̺klnpt(x
3
klnp,t−1 −My
3
lt)
(5.62)
s.a: x1ijnmt ≤My
1
jt ∀i, j, n,m (5.63)
x2jknmt ≤My
2
kt ∀j, k, n,m (5.64)∑
i∈I
∑
m∈M
x1ijnmt =
∑
k∈K
∑
m∈M
x2jknmt ∀j, n (5.65)
∑
j∈J
∑
m∈M
x2jknmt =
∑
l∈L
∑
p∈P
x3klnpt ∀k, n (5.66)
b1ijmtv
1
ijmt ≥
∑
n∈N
x1ijnmt ∀i, j,m (5.67)
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b2jkmtv
2
jkmt ≥
∑
n∈N
x2jknmt ∀j, k,m (5.68)
b3klptv
3
klpt ≥
∑
n∈N
x3klnpt ∀k, l, p (5.69)
∑
j∈J
uijt ≤ 1 ∀i (5.70)
x1ijnmt ≤Muijt ∀i, j, n,m (5.71)
v1ijmt, v
2
jkmt, v
3
klpt, ∈ Z
+ (5.72)
y1jt, y
2
kt, y
3
lt, uijt ∈ {0, 1} (5.73)
x1ijnmt, x
2
jknmt, x
3
klnpt ≥ 0 (5.74)
El primer subproblema resuelve al problema de localizacio´n de instalaciones
no capacitado, multiproducto, multitransporte, de 3 etapas y para un solo periodo;
en el que se hace la planeacio´n de la distribucio´n de producto desde las plantas en
China hasta los puertos en Asia, sin contar con las capacidades de plantas, centros
de consolidacio´n y puertos en China (ver figura 5.6). En el problema se minimizan
costos por viaje de: proveedores a centro de consolidacio´n, centros de consolidacio´n
a puertos en Asia y de puertos en Asia a puerto en Ame´rica; costos fijos de abrir
centro de consolidacio´n, puertos en Asia y Ame´rica; costo de penalizacio´n por cada
tarima que sobrepase las capacidades de plantas, centros de consolidacio´n, puertos
en Asia y Ame´rica.
Las dimensiones del modelo se encuentran resumidas en las tablas 5.9 y 5.10.
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Figura 5.6: Planeacio´n de distribucio´n desde los proveedores al puerto en Ame´rica
Tabla 5.9: Total de variables problema de aprovisionamiento desde plantas en Asia
a puerto en Ame´rica
Tipo de variable Dimensio´n Cantidad
Continuas NMT(IJ+JK)+KLNPT 13,200
Enteras (no-binarias) MT(IJ+JK)+KLPT 600
Binarias T(J+K+L+IJ) 342
Holgura JNM(2I+K)+KN+JM(I+K)+KLP+I 2,763
Total 16,305
5.2.2 Problema lagrangiano de puerto en Ame´rica a
planta
Z2L(t) = mı´n
∑
l∈L
∑
r∈R
c4lrtv
4
lrt +
∑
l∈L
∑
n∈N
∑
r∈R
(σnt + θl − γlnt)x
4
lnrt
−
∑
l∈L
∑
n∈N
∑
r∈R
θlq
4
l
(5.75)
s.a: b4lrtv
4
lrt ≥
∑
n∈N
x4lnrt ∀l, r (5.76)
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Tabla 5.10: Total de restriccionesTotal problema de aprovisionamiento desde plantas
en Asia a puerto en Ame´rica
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Desigualdad JNM(2I+K)+KN+JM(I+K)+KLP+I 2,763
Total 2,764
v4lr ∈ Z
+ (5.77)
x4lnrt ≥ 0 (5.78)
El segundo subproblema resuelve al problema de localizacio´n de instalaciones
no capacitado, multiproducto, multitransporte, de una etapa y un solo periodo (ver
figura 5.7). En este problema se realiza la planeacio´n de la proveedur´ıa de material
asia´tico desde el puerto en Ame´rica hasta la planta en Monterrey con el objetivo
de minimizar costos de penalizacio´n por cada tarima enviada de ma´s en esa etapa
y penalizacio´n por cada tarima que sobrepase la capacidad del puerto en Ame´rica,
contando la cantidad de viajes a realizar durante esta etapa, adema´s no es tomada
en cuenta la capacidad del puerto en Ame´rica.
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Figura 5.7: Planeacio´n de distribucio´n del puerto en Ame´rica a planta
Las dimensiones del modelo se encuentran resumidas en las tablas 5.11 y 5.12.
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Tabla 5.11: Total de variables problema de aprovisionamiento de puerto en Ame´rica
a planta en Monterrey
Tipo de variable Dimensio´n Cantidad
Continuas LNRT 528
Enteras (no-binarias) LR 4
Holgura LR 4
Total 536
Tabla 5.12: Total de restricciones problema de aprovisionamiento de puerto en
Ame´rica a planta en Monterrey
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Desigualdad LR 4
Total 5
5.2.3 Problema lagrangiano de inventarios
Z2w(t) = mı´n
∑
n∈N
(hnt − σnt)wnt +
∑
n∈N
σntwn,t−1 −
∑
n∈N
σntdnt (5.79)
s.a: wnt ∈ Z
+ (5.80)
El tercer problema minimiza el material a inventariar en la planta que se en-
cuentra localizada en Nuevo Leo´n y el costo por penalidad del producto inventariado
en el periodo anterior menos la demanda y el producto a inventariar en el periodo
actual.
Dado que este modelo no tiene restricciones funcionales, se puede obtener la
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solucio´n en forma anal´ıtica: cuando hnt− σnt ≥ 0, entonces wnt = 0, y si hnt− σnt <
0, entonces wnt toma el valor de su cota superior; tambien, si σnt ≥ 0, entonces
wn,t−1 = 0, y si σnt < 0, entonces wn,t−1 toma el valor de su cota superior.
Las dimensiones del modelo se encuentran resumidas en las tablas 5.13 y 5.14.
Tabla 5.13: Total de variables problema inventarios
Tipo de variable Dimensio´n Cantidad
Enteras (no-binarias) NT 132
Total 132
Tabla 5.14: Total de restricciones problema inventarios
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Total 1
5.2.4 Problema lagrangiano de expeditaciones
Z2g (t) = mı´n
∑
n∈N
(gnt + σnt)x
5
nt (5.81)
s.a: x5nt ≥ 0 (5.82)
Por u´ltimo, el cuarto problema minimiza los costos de expeditar la materia
prima desde China hasta la planta en Nuevo Leo´n y los costos de penalizacio´n por
cada tarima expeditada (ver figuera 5.8).
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Dado que este modelo no tiene restricciones funcionales, se puede obtener la
solucio´n en forma anal´ıtica: cuando gnt+σnt ≥ 0, entonces x
5
nt = 0, y si gnt+σnt < 0,
entonces x5nt toma el valor de su cota superior.
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Figura 5.8: Problema de expeditaciones desde los proveedores
Las dimensiones del modelo se encuentran resumidas en las tablas 5.15 y 5.16.
Tabla 5.15: Total de variables problema expeditaciones
Tipo de variable Dimensio´n Cantidad
Continuas NT 132
Total 132
Tabla 5.16: Total de restricciones problema expeditaciones
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Total 1
5.2.5 Solucio´n integral de la relajacio´n 2
De acuerdo a lo anterior la relajacio´n 2 ser´ıa resuelta a trave´s de sus subproble-
mas que son significativamente menores, donde la cota en esta relajacio´n lagrangiana
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queda dada por la ecuacio´n
Z2t =
∑
t∈T
Z2IL +
∑
t∈T
Z2L +
∑
t∈T
Z2w +
∑
t∈T
Z2g .
Dado que las ecuaciones que limitan la capacidad de las plantas de los provee-
dores, centros de consolidacio´n en Asia y puertos en China y Ame´rica son dualizadas,
el problema no se encuentra restringido por las capacidades. Como consecuencia se
podr´ıa pedir ma´s producto a las plantas de lo que estas pueden producir, provo-
cando que la capacidades de produccio´n de los proveedores se vean sobrepasadas y
adema´s los camiones hagan env´ıos sobrecargados; los centros de consolidacio´n puede
que este´n sobrecargados de materiales y que los puertos en China y Ame´rica reciban
y env´ıen ma´s producto de lo que les es posible manejar. La figura 5.9 muestra un
ejemplo del problema de distribucio´n para alguno de los periodos, en e´l se encuen-
tran en verde las capacidades de centros de consolidacio´n, proveedores y puertos, y
en rojo lo que se le pudiese pedir a estos centros sin dichas restricciones.
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Figura 5.9: Posibles problemas log´ısticos relacionados en la relajacio´n 2
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5.3 Relajacio´n lagrangiana dualizando
ecuaciones de seleccio´n de instlaciones
Para esta relajacio´n se tomo´ el conjunto de restricciones (4.7), (4.8) y (4.9) a
ser dualizadas; estas ecuaciones son las que evitan que se env´ıe producto a un centro
de consolidacio´n en China, puerto en Asia y puerto en Ame´rica que no se decida
abrir dentro del periodo de planeacio´n. Dando como resultado la funcio´n objetivo
siguiente:
Z3 = mı´n
∑
i∈I
∑
j∈J
∑
m∈M
∑
t∈T
c1ijmtv
1
ijmt +
∑
j∈J
∑
t∈T
f 1jty
1
jt
+
∑
j∈J
∑
k∈K
∑
m∈M
∑
t∈T
c2jkmtv
2
jkmt +
∑
k∈K
∑
t∈T
f 2kty
2
kt +
∑
k∈K
∑
l∈L
∑
p∈P
∑
t∈T
c3klptv
3
klpt
+
∑
l∈L
∑
t∈T
f 3lty
3
lt +
∑
l∈L
∑
r∈R
∑
t∈T
c4lrtv
4
lrt +
∑
n∈N
∑
t∈T
hntwnt +
∑
n∈N
∑
t∈T
gntx
5
nt
+
∑
i∈I
∑
j∈J
∑
n∈N
∑
m∈M
∑
t∈T
λijnmt[x
1
ijnmt −My
1
jt]
+
∑
j∈J
∑
k∈K
∑
n∈N
∑
m∈M
∑
t∈T
µjknmt[x
2
jknmt −My
2
kt]
+
∑
k∈K
∑
i∈L
∑
n∈N
∑
p∈P
∑
t∈T
̺klnpt[x
3
klnp,t−1 −My
3
lt]
(5.83)
s.a:
∑
l∈L
∑
r∈R
x4lnrt + x
5
nt + wn,t−1 = dnt + wnt ∀n, t (5.84)
∑
j∈J
∑
m∈M
∑
t∈T
x1ijnmt ≤ q
1
in ∀i, n (5.85)
∑
k∈K
∑
m∈M
∑
n∈N
∑
t∈T
x2jknmt ≤ q
2
j ∀j (5.86)
∑
l∈L
∑
p∈P
∑
n∈N
∑
t∈T
x3klnpt ≤ q
3
k ∀k (5.87)
∑
n∈N
∑
r∈R
∑
t∈T
x4lnrt ≤ q
4
l ∀l (5.88)
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∑
i∈I
∑
m∈M
x1ijnmt =
∑
k∈K
∑
m∈M
x2jknmt ∀j, n, t (5.89)
∑
j∈J
∑
m∈M
x2jknmt =
∑
l∈L
∑
p∈P
x3klnpt ∀k, n, t (5.90)
∑
k∈K
∑
p∈P
x3klnp,t−1 =
∑
r∈R
x4lnrt ∀l, n, t (5.91)
b1ijmtv
1
ijmt ≥
∑
n∈N
x1ijnmt ∀i, j,m, t (5.92)
b2jkmtv
2
jkmt ≥
∑
n∈N
x2jknmt ∀j, k,m, t (5.93)
b3klptv
3
klpt ≥
∑
n∈N
x3klnpt ∀k, l, p, t (5.94)
b4lrtv
4
lrt ≥
∑
n∈N
x4lnrt ∀l, r, t (5.95)
∑
j∈J
uijt ≤ 1 ∀i, t (5.96)
x1ijnmt ≤Muijt ∀i, j, n,m, t (5.97)
v1ijmt, v
2
jkmt, v
3
klpt, v
4
lr, wnt ∈ Z
+ (5.98)
y1jt, y
2
kt, y
3
lt, uijt ∈ {0, 1} (5.99)
x1ijnmt, x
2
jknmt, x
3
klnpt, x
4
lnrt, x
5
nt ≥ 0 (5.100)
con λijnmt, µjknmt y ̺klnpt ≥ 0.
El problema Z3 se descompone en J +K + L + 1 subproblemas independien-
tes; los primeros tres grupos de subproblemas se encargan cada uno de resolver la
seleccio´n de sus respectivas instalaciones, centros de consolidacio´n en Asia, puertos
en China y puertos en Ame´rica (ver figura 5.10), mientras que el u´ltimo resuelve el
flujo de la materia prima a trave´s de estas localizaciones. A continuacio´n se describe
cada uno de estos problemas:
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Figura 5.10: Problemas lagrangianos de seleccio´n de instalaciones
5.3.1 Problemas lagrangianos de seleccio´n de
instalaciones (centros de consolidacio´n)
Z3j = mı´n
∑
i∈I
∑
n∈N
∑
m∈M
∑
t∈T
(f 1jt − λijnmtM)y
1
jt (5.101)
s.a: y1jt ∈ {0, 1} (5.102)
Los J subproblemas resuelven cua´les son los centros de consolidacio´n que deben
ser abiertos durante todo el periodo de planeacio´n, en ellos se minimizan los costos
de apertura sujeto a una sola variable binaria y1jt.
Dado que este modelo no tiene restricciones funcionales, se puede obtener la
solucio´n en forma anal´ıtica: cuando f 1jt − λijnmtM ≥ 0, entonces y
1
jt = 0, y si f
1
jt −
λijnmtM < 0, entonces y
1
jt = 1.
Las dimensiones del modelo se encuentran resumidas en las tablas 5.17 y 5.18.
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Tabla 5.17: Total de variables problema seleccio´n de instalaciones centros de conso-
lidacio´n
Tipo de variable Dimensio´n Cantidad
Continuas JT 30
Total 30
Tabla 5.18: Total de restricciones problema seleccio´n de instalaciones centros de
consolidacio´n
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Total 1
5.3.2 Problemas lagrangianos de seleccio´n de
instalaciones (puertos en Asia)
Z3k = mı´n
∑
j∈J
∑
n∈N
∑
m∈M
∑
t∈T
(f 2kt − µjknmtM)y
2
kt (5.103)
s.a: y2kt ∈ {0, 1} (5.104)
Los K subproblemas resuelven cua´les son los puertos en Asia que deben ser
abiertos durante todo el periodo de planeacio´n, en ellos se minimizan los costos de
apertura sujeto a una sola variable binaria y2kt.
Dado que este modelo no tiene restricciones funcionales, se puede obtener la
solucio´n en forma anal´ıtica: cuando f 2kt − µjknmtM ≥ 0, entonces y
2
kt = 0, y si
f 2kt − µjknmtM < 0, entonces y
2
kt = 1.
Las dimensiones del modelo se encuentran resumidas en las tablas 5.19 y 5.20.
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Tabla 5.19: Total de variables problema seleccio´n de instalaciones puertos en Asia
Tipo de variable Dimensio´n Cantidad
Continuas KT 30
Total 30
Tabla 5.20: Total de restricciones problema seleccio´n de instalaciones puertos en Asia
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Total 1
5.3.3 Problema lagrangiano de seleccio´n de
instalaciones (puertos en Ame´rica)
Z3l = mı´n
∑
k∈K
∑
n∈N
∑
p∈P
∑
t∈T
(f 3lt − ̺klnptM)y
3
lt (5.105)
s.a: y3lt ∈ {0, 1} (5.106)
Los L subproblemas resuelven cua´les son los puertos en Ame´rica que deben ser
abiertos durante todo el periodo de planeacio´n, en ellos se minimizan los costos de
apertura sujeto a una sola variable binaria y3lt.
Dado que este modelo no tiene restricciones funcionales, se puede obtener la
solucio´n en forma anal´ıtica: cuando f 3lt − ̺klnptM ≥ 0, entonces y
3
lt = 0, y si f
3
lt −
̺klnptM < 0, entonces y
3
lt = 1.
Las dimensiones del modelo se encuentran resumidas en las tablas 5.21 y 5.22.
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Tabla 5.21: Total de variables problema seleccio´n de instalaciones puertos en Ame´rica
Tipo de variable Dimensio´n Cantidad
Continuas LT 12
Total 12
Tabla 5.22: Total de restricciones problema seleccio´n de instalaciones puertos en
Ame´rica
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Total 1
5.3.4 Problema lagrangiano de distribucio´n
Z3∗ = mı´n
∑
i∈I
∑
j∈J
∑
m∈M
∑
t∈T
c1ijmtv
1
ijmt +
∑
j∈J
∑
k∈K
∑
m∈M
∑
t∈T
c2jkmtv
2
jkmt
+
∑
k∈K
∑
l∈L
∑
p∈P
∑
t∈T
c3klptv
3
klpt +
∑
l∈L
∑
r∈R
∑
t∈T
c4lrtv
4
lrt
+
∑
n∈N
∑
t∈T
hntwnt +
∑
n∈N
∑
t∈T
gntx
5
nt +
∑
i∈I
∑
j∈J
∑
n∈N
∑
m∈M
∑
t∈T
λijnmtx
1
ijnmt
+
∑
j∈J
∑
k∈K
∑
n∈N
∑
m∈M
∑
t∈T
µjknmtx
2
jknmt +
∑
k∈K
∑
i∈L
∑
n∈N
∑
p∈P
∑
t∈T
̺klnptx
3
klnp,t−1
(5.107)
s.a:
∑
l∈L
∑
r∈R
x4lnrt + x
5
nt + wn,t−1 = dnt + wnt ∀n, t (5.108)
∑
j∈J
∑
m∈M
∑
t∈T
x1ijnmt ≤ q
1
in ∀i, n (5.109)
∑
k∈K
∑
m∈M
∑
n∈N
∑
t∈T
x2jknmt ≤ q
2
j ∀j (5.110)
∑
l∈L
∑
p∈P
∑
n∈N
∑
t∈T
x3klnpt ≤ q
3
k ∀k (5.111)
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∑
n∈N
∑
r∈R
∑
t∈T
x4lnrt ≤ q
4
l ∀l (5.112)
∑
i∈I
∑
m∈M
x1ijnmt =
∑
k∈K
∑
m∈M
x2jknmt ∀j, n, t (5.113)
∑
j∈J
∑
m∈M
x2jknmt =
∑
l∈L
∑
p∈P
x3klnpt ∀k, n, t (5.114)
∑
k∈K
∑
p∈P
x3klnp,t−1 =
∑
r∈R
x4lnrt ∀l, n, t (5.115)
b1ijmtv
1
ijmt ≥
∑
n∈N
x1ijnmt ∀i, j,m, t (5.116)
b2jkmtv
2
jkmt ≥
∑
n∈N
x2jknmt ∀j, k,m, t (5.117)
b3klptv
3
klpt ≥
∑
n∈N
x3klnpt ∀k, l, p, t (5.118)
b4lrtv
4
lrt ≥
∑
n∈N
x4lnrt ∀l, r, t (5.119)
∑
j∈J
uijt ≤ 1 ∀i, t (5.120)
x1ijnmt ≤Muijt ∀i, j, n,m, t (5.121)
v1ijmt, v
2
jkmt, v
3
klpt, v
4
lr, wnt ∈ Z
+ (5.122)
uijt ∈ {0, 1} (5.123)
x1ijnmt, x
2
jknmt, x
3
klnpt, x
4
lnrt, x
5
nt ≥ 0 (5.124)
Este subproblema resuelve planeacio´n de distribucio´n de la materia prima desde
Asia hasta llegar a la planta en Monterrey, el cual se minimizan los costos de viajes
entre cada una de las etapas, costos de mantener inventario y expeditar materia
prima, sin tomar en cuenta las instalaciones a abrir en cada periodo (ver figura
5.11).
Las dimensiones del modelo se encuentran resumidas en las tablas 5.23 y 5.24.
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Tabla 5.23: Total de variables problema de distribucio´n
Tipo de variable Dimensio´n Cantidad
Continuas JMNT(I+K)+NT(KLP+LR+1) 13,860
Enteras (no-binarias) JMT(I+K)+KLPT+LR+NT 736
Binarias IJT 270
IN+J+K+L+JMT(I+K+IN)+
Holgura +LT(KP+R)+IT 6,828
Total 21,694
Tabla 5.24: Total de restricciones problema de distribucio´n
Tipo de restriccio´n Dimensio´n Cantidad
Objetivo 1 1
Igualdad NT(1+J+K+L) 1,716
IN+J+K+L+JMT(I+K+IN)+
Desigualdad +LT(KP+R)+IT 6,828
Total 8,545
5.3.5 Solucio´n integral de la relajacio´n 3
De acuerdo a lo anterior la relajacio´n 3 ser´ıa resuelta a trave´s de sus subproble-
mas, que son significativamente menores, donde la cota en esta relajacio´n lagrangiana
queda dada por la ecuacio´n:
Z3 =
∑
j∈J
Z3j +
∑
k∈K
Z3k +
∑
l∈L
Z3l + Z
3
∗ .
Al relajar las ecuaciones de seleccio´n de instalaciones, el problema original se
divide en cuatro grupos de subproblemas independientes (como ya se mostro´ ante-
riormente); el primer grupo resuelve que centros de consolidacio´n son abiertos; el
segundo y tercer grupo cuales son los puertos en Asia y Ame´rica a utilizar, respec-
tivamente; por u´ltimo el cuarto subproblema resuelve co´mo sera´ la proveedur´ıa del
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material asia´tico entre las etapas, nu´mero de viajes a realizar y cantidad de producto
a inventariar.
Plantas en 
Asia 
Centros de 
consolidación 
Puertos en 
Asia 
Puertos en 
América
Planta en 
América
Problema 4
Figura 5.11: Posibles problemas log´ısticos relacionados en la relajacio´n 3
Como consecuencia de esto, se preve´ que en los resultados obtenidos podr´ıa
no estarse pagando por un servicio en los centros de consolidacio´n o puertos en
Asia y Ame´rica que se esta´n utilizando durante el periodo de planeacio´n. En otras
palabras, podr´ıa enviarse producto desde un proveedor a un centro de consolidacio´n
cerrado; un puerto cerrado en Asia podr´ıa estar recibiendo producto desde algu´n
centro de consolidacio´n y un puerto en Asia estar enviando producto a un puerto en
Ame´rica que no ha sido elegido para utilizar durante ese periodo. Lo anterior puede
verse ilustrado en la figura siguiente, donde un ejemplo de proveedur´ıa del material
asia´tico para algu´n periodo de planeacio´n es utilizado, y en e´l es enviado producto
a centros de consolidacio´n y puertos cerrados (ver figura 5.11).
Cap´ıtulo 6
Resultados y ana´lisis
En este cap´ıtulo se muestra la estructura que llevo´ al desarrollo de un heur´ısti-
co lagrangiano, mediante el cual se pudo obtener una solucio´n factible y eficiente,
en cuanto a capacidad computacional y calidad de la solucio´n se refiere, para el
problema de distribucio´n de materia prima asia´tica de la empresa. Primeramente,
como ya se vio en el cap´ıtulo 5, se propusieron tres modelos lagrangianos que son
problemas lineales, cuentan con estructuras homoge´neas y son ma´s pequen˜os y sen-
cillos de resolver que el programa lineal entero mixto original. Posteriormente se
propuso encontrar cotas duales a la solucio´n o´ptima del problema original; para ob-
tenerlas se soluciono´ el problema dual lagrangiano (ver cap´ıtulo 3) de cada una de
las relajaciones lagrangianas propuestas, seleccionando el me´todo del subgradiente
para encontrarlas, ya que uno de sus atributos es una ra´pida convergencia. Final-
mente, dadas las soluciones encontradas, se desarrollo´ un heur´ıstico para recuperar
soluciones factibles.
Este cap´ıtulo se encuentra dividido en 3 secciones: la primera parte presenta
algunos datos ba´sicos en el desarrollo para el me´todo del subgradiente para cada una
de las 3 relajaciones lagrangianas propuestas; en la segunda parte se muestran los
resultados obtenidos al poner en pra´ctica el me´todo del subgradiente para cada uno
de los casos propuestos planteados por Morales (2016) (caso de demandas ficticias y
un puerto en Ame´rica, caso con demandas reales y un 1 puerto en Ame´rica y caso
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con demandas reales y 2 puertos en Ame´rica); finalmente se hace una comparacio´n
de los resultados obtenidos con el me´todo exacto y el heur´ıstico desarrollado en este
trabajo.
6.1 Resolucio´n del problema dual
lagrangiano
En esta seccio´n son mostrados algunos datos ba´sicos en el desarrollo del me´todo
del subgradiente, y posteriormente con ello solucionar el problema dual lagrangiano
de cada una de las relajaciones propuestas en el cap´ıtulo 5. Para encontrar dichas
soluciones, se opto´ por seleccionar el me´todo del subgradiente, ya que pese a sus
dificultades en cuanto ajuste de para´metros, este asegura una ra´pida convergencia y
es sencillo de implementar.
6.1.1 Datos ba´sicos para el desarrollo del me´todo
subgradiente en relajacio´n 1
Para la relajacio´n 1, en donde se dualizaron las restricciones (4.7), (4.8) y (4.9),
los valores de los multiplicadores lagrangianos correspondientes fueron denotados por
λijnmt, µjknmt y ̺klnpt (los cuales son no negativas) y actualizados por las ecuaciones
(6.1), (6.2) y (6.3) respectivamente.
λs+1ijnmt = ma´x{0, λ
s
ijnmt +Θ λ˙ijnmt}, (6.1)
µs+1jknmt = ma´x{0, µ
s
jknmt +Θ µ˙jknmt}, (6.2)
̺s+1klnpt = ma´x{0, ̺
s
klnpt +Θ ˙̺klnpt}, (6.3)
donde Θ es el taman˜o de paso en la iteracio´n s dado por:
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Θ =
Ω(ZUB − ZLB)∑
ijnmt
(λ˙ijnmt)
2 +
∑
jknmt
(µ˙jknmt)
2 +
∑
klnpt
( ˙̺klnpt)
2
, (6.4)
ZUB es el valor de la cota superior para el valor o´ptimo de Z obtenido de la mejor
solucio´n factible encontrada, ZLB es el valor de una cota inferior de Z en la iteracio´n
s, Ω es un para´metro de apoyo a la convergencia del me´todo del subgradiente, con
0 < Ω ≤ 0.05. y, por u´ltimo, los subgradientes λ˙ijnmt, µ˙jknmt y ˙̺klnpt para los
multiplicadores respectivos de lagrange λijnmt, µjknmt y ̺klnpt son calculados por:
λ˙ijnmt = x
1
ijnmt −M
1
ijnty
2
jt (6.5)
µ˙jknmt = x
2
jknmt −M
2
jknty
3
kt (6.6)
˙̺klnpt = x
3
klnp,t−1 −M
3
klnty
4
lt (6.7)
respectivamente.
6.1.2 Datos ba´sicos para el desarrollo del me´todo
subgradiente en relajacio´n 2
Para la relajacio´n 2, en donde se dualizaron las restricciones (4.2), (4.3), (4.4),
(4.5), (4.6), (4.9) y (4.12), los valores de los multiplicadores lagrangianos corres-
pondientes fueron denotados por δin, εj, ηk, θl y ̺klnpt que son no negativos, y σnt y
γlnt irrestrictas, los cuales son actualizados respectivamente por las ecuaciones (6.4),
(6.5),(6.6), (6.7) y (6.8).
δs+1in = ma´x{0, δ
s
in +Θ δ˙in}, (6.8)
εs+1j = ma´x{0, ε
s
j +Θ ε˙j}, (6.9)
ηs+1k = ma´x{0, η
s
k +Θ η˙k}, (6.10)
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θs+1l = ma´x{0, θ
s
l +Θ θ˙l}, (6.11)
̺s+1klnpt = ma´x{0, ̺
s
klnpt +Θ ˙̺klnpt}, (6.12)
σs+1nt = σ
s
nt +Θ σ˙nt, (6.13)
γs+1lnt = γ
s
lnt +Θ γ˙lnt, (6.14)
donde Θ es el taman˜o de paso en la iteracio´n s dado por:
Θ =
Ω(ZUB − ZLB)∑
in
(δ˙in)
2 +
∑
j
(ε˙j)
2 +
∑
k
(η˙k)
2 +
∑
l
(θ˙l)
2 +
∑
klnpt
( ˙̺klnpt)
2 +
∑
nt
(σ˙nt)
2 +
∑
lnt
(γ˙lnt)
2
,
(6.15)
ZUB es el valor de la cota superior para el valor o´ptimo de Z obtenido de la mejor
solucio´n factible encontrada, ZLB es el valor de una cota inferior de Z en la iteracio´n
s, Ω es un para´metro de apoyo a la convergencia del me´todo del subgradiente, con
0 < Ω ≤ 0.05. y, por u´ltimo, los subgradientes δ˙in, ε˙j, η˙k, θ˙l, ˙̺klnpt, σ˙nt y γ˙lnt para los
multiplicadores respectivos de lagrange δin, εj, ηk, θl, ̺klnpt, σnt y γlnt son calculados
por:
δ˙in =
∑
jmt
x1ijnmt − q
1
in (6.16)
ε˙j =
∑
knmt
x2jknmt − q
2
j (6.17)
η˙k =
∑
lnpt
x3klnpt − q
3
k (6.18)
θ˙l =
∑
nrt
x4lnrt − q
4
l (6.19)
˙̺klnpt = x
3
klnp,t−1 −M
3
klnty
3
lt (6.20)
σ˙nt =
∑
lrx4lnrt + x
5
nt + wn,t−1 − dnt − wnt (6.21)
γ˙lnt =
∑
kp
x3klnp,t−1 −
∑
r
x4lnr,t (6.22)
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respectivamente.
6.1.3 Datos ba´sicos para el desarrollo del me´todo
subgradiente en relajacio´n 3
Para la relajacio´n 3, en donde se dualizaron las restricciones (4.10), (4.11) y
(4.12), los valores de los multiplicadores lagrangianos correspondientes fueron deno-
tados por αjnt, βknt y γlnt (los cuales son sin restriccio´n de signo) y actualizados por
las ecuaciones (6.23), (6.24) y (6.25) respectivamente.
αs+1jnt = α
s
jnt +Θ α˙jnt, (6.23)
βs+1knt = β
s
knt +Θ β˙knt, (6.24)
γs+1ln,t+1 = γ
s
jn,t+1 +Θ γ˙jn,t+1, (6.25)
donde Θ es el taman˜o de paso en la iteracio´n s dado por:
Θ =
Ω(ZUB − ZLB)∑
jnt
(α˙jnt)
2 +
∑
knt
(β˙knt)
2 +
∑
knt
(γ˙jn,t+1)
2
, (6.26)
ZUB es el valor de la cota superior para el valor o´ptimo de Z obtenido de la mejor
solucio´n factible encontrada, ZLB es el valor de una cota inferior de Z en la iteracio´n
s, Ω es un para´metro de apoyo a la convergencia del me´todo del subgradiente, con 0 <
Ω ≤ 0.05. y, por u´ltimo los subgradientes α˙jnt, β˙knt y γ˙jn,t+1 para los multiplicadores
respectivos de lagrange αjnt, βknt y γjn,t+1 son calculados por:
α˙jnt =
∑
im
x1ijnmt −
∑
km
x2jknmt (6.27)
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β˙knt =
∑
jm
x2jknmt −
∑
lp
x3klnpt (6.28)
γ˙jn,t+1 =
∑
kp
x3klnp,t−1 −
∑
r
x4lnr,t (6.29)
respectivamente.
6.2 Consiguiendo cotas duales utilizando el
me´todo del subgradiente
En esta seccio´n se presentan y describen los resultados alcanzados al solu-
cionar los problemas duales lagrangianos, mediante la implementacio´n del me´todo
subgradiente a cada una de las relajaciones lagrangianas propuestas en el cap´ıtulo
5. Adema´s, la experimentacio´n se llevo´ a cabo para tres casos de estudio, los cua-
les son mostrados a continuacio´n y descritos a detalle en (Morales, 2016). En cada
uno de estos casos se realizo´ el ana´lisis y la comparacio´n de resultados para las tres
relajaciones propuestas y su relajacio´n lineal. Cabe mencionar que ninguna de las
relajaciones propuestas tiene la propiedad de integralidad, puesto que ninguno de los
modelos relajados lagrangianamente cuentan con la estructura necesaria; debido a
esto la solucio´n dual o´ptima alcanzada por cualquiera de las relajaciones propuestas
siempre es mejor que la solucio´n dual o´ptima de la relajacio´n lineal.
La experimentacio´n se llevo´ a cabo mediante la herramienta GAMS/ CPLEX
versio´n 23.5, ejecutada en una computadora Intel Core i5 2.4GHz, con una memoria
RAM de 8 Gb y un disco duro de 1 Tb.
Para el algoritmo del subgradiente se establecieron tres criterios de parada: si
el para´metro de decisio´n definido es menor que 0.01, si se alcanza el ma´ximo nu´mero
de iteraciones limitado a 500 o si se completa el tiempo ma´ximo delimitado en 2000
segundos.
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Para cada caso, se resolvio´ la relajacio´n lineal del problema original y reporto´ la
cota dual encontrada. Se intentaron dos valores iniciales diferentes para inicializar las
variables duales lagrangianas: en un primer caso, tomando todos los valores iniciales
a cero; en el segundo caso igualando los valores de las variables duales a los valores
marginales de las restricciones correspondientes al resolver su relajacio´n lineal. Se
reportan los resultados para cada caso.
Se ha agregado el ape´ndice A, en donde se describe y presenta en forma de
tablas los para´metros de implementacio´n en el modelo matema´tico; este ape´ndice se
encuentra dividido en 4 secciones que son: demandas, costos fijos, costos variables y
capacidades.
6.2.1 Caso 1: demandas ficticias y una opcio´n de puerto
en Ame´rica
Para este primer caso solo se considera un puerto a ser seleccionado en Ame´rica,
localizado en Long Bach, California, que es el actualmente utilizado por la empre-
sa. Se han establecido demandas ficticias para cada uno de los 22 productos que
manejan los 9 proveedores asia´ticos durante los 6 periodos de planeacio´n de la em-
presa (Ape´ndice A.1). Lo anterior se propuso con el fin de verificar la funcionalidad
del modelo matema´tico. Algunos otros para´metros como costos de abrir un centro
de distribucio´n, un puerto en Asia o Ame´rica y costos de transportacio´n, fueron
tomados del caso real de la empresa (ver A.2, A.3 y A.4).
Los resultados alcanzados con el me´todo del subgradiente para el caso, con
valores duales iniciales de cero, se muestran en la tabla 6.1. Como se puede ver, en
la relajacio´n 1 se encontro´ una cota dual con brecha de 13.3% a la mejor solucio´n
factible encontrada, terminando con el nu´mero total de iteraciones designadas. En
la relajacio´n 2 se pudo encontrar una cota dual con brecha de casi 17% a la mejor
solucio´n factible encontrada, el algoritmo no alcanzo el total de iteraciones debido a
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que se cumplio´ con el criterio de convergencia. En la relajacio´n 3 se pudo obtener la
mejor cota dual para este caso, con una brecha de 8.3% a la mejor solucio´n factible
que se ha encontrado en un mı´nimo nu´mero de iteraciones debido a que se alcanzo´
el tiempo l´ımite de co´mputo designado. Por otra parte la cota dual de la relajacio´n
lineal obtiene una brecha de 11.31% a la mejor solucio´n factible encontrada.
Tabla 6.1: Resultados subgradiente caso 1: valores duales iniciales de cero
Relajacio´n Mejor Brecha Tiempo Iteracio´n Criterio de
cota (seg) parada
Relajacio´n 1 100323 13.3% 729 500 L´ımite de iteraciones
Relajacio´n 2 96305 17% 689 176 Convergencia
Relajacio´n 3 106371 8.3% 2000 4 L´ımite de tiempo
Lineal 102624 11.31% 0.379 - -
Los resultados obtenidos con el me´todo del subgradiente para el caso con va-
lores marginales para los duales iniciales se muestran en la tabla 6.2 y son descritos
a continuacio´n: En la relajacio´n 1 la cota dual encontrada alcanzo´ una brecha de
44% a la mejor solucio´n factible, lo que la hace la ma´s pobre en cuanto a calidad,
se completo´ con el nu´mero total de iteraciones designadas, sin embargo, conforme el
tiempo aumenta se requiere un nu´mero mayor de iteraciones para mejorar la calidad
de la cota, lo que puede significar que au´n y cuando aumente el nu´mero de iteracio-
nes la mejora no sera´ significativa. En la relajacio´n 2 se encontro´ una cota dual con
brecha del 34% a la mejor solucio´n factible encontrada, el algoritmo no alcanzo el
total de iteraciones debido a que se cumplio´ con el criterio de convergencia. En la
relajacio´n 3 consiguio´ una cota dual con brecha del 9% a la mejor solucio´n factible
que se ha encontrado, con un mı´nimo nu´mero de iteraciones debido a que se alcanzo´
el tiempo l´ımite de co´mputo designado.
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Tabla 6.2: Resultados subgradiente caso 1: valores marginales para los duales iniciales
Relajacio´n Mejor Brecha Tiempo Iteracio´n Criterio de
cota (seg) parada
Relajacio´n 1 64920 44% 1512 500 L´ımite de iteraciones
Relajacio´n 2 76209 34% 661 252 L´ımite de iteraciones
Relajcio´n 3 105396 9% 1902 4 L´ımite de tiempo
Lineal 102624 11.31% 0.379 - -
6.2.2 Caso 2: demandas reales y una opcio´n de puerto
en Ame´rica
En este caso se presenta la situacio´n actual de la empresa en la que la distri-
bucio´n del producto se lleva a cabo desde los 5 puertos a ser seleccionados en China
hasta un solo puerto en Ame´rica, el cual se encuentra localizado en Long Beach,
California. Adema´s, se utilizan las demandas reales de la empresa para los 22 pro-
ductos que se proveen desde Asia para 6 periodos en el horizonte de planeacio´n (ver
Ape´ndice A.1). Para´metros como costos de expeditaje, costos de apertura de puer-
tos y utilizacio´n de centros de consolidacio´n, costos por transportacio´n de productos,
entre otros son tomados del caso real de la empresa (ver A.2, A.3 y A.4).
Los resultados que se lograron obtener con el me´todo del subgradiente para
el caso 2, con valores iniciales de cero, se muestran en la tabla 6.3 y son descritos
a continuacio´n: Podemos observar que en la relajacio´n 1 se encontro´ una cota dual
con brecha de 22% cercana a la mejor solucio´n factible encontrada, terminando el
proceso del algoritmo con el criterio de convergencia. En la relajacio´n 2 se logro´
alcanzar una cota dual con brecha de 32.33% cercana a la mejor solucio´n factible
y nuevamente el algoritmo se detuvo debido a que se cumplio´ con el criterio de
convergencia. La relajacio´n 3 obtuvo la mejor cota dual encontrada para este caso,
con una brecha del 2.41% a la mejor solucio´n factible; el criterio de parada para este
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algoritmo fue que termino´ con el tiempo l´ımite de co´mputo designado, esto con un
mı´nimo nu´mero de interacciones. Adicionalmente, la cota dual de la relajacio´n lineal
consigue una brecha de 2.5% a la mejor solucio´n factible encontrada.
Tabla 6.3: Resultados subgradiente caso 2: valores duales iniciales de cero
Relajacio´n Mejor Brecha Tiempo Iteracio´n Criterio de
cota (seg) parada
Relajacio´n 1 599853 22% 1650 174 L´ımite de iteraciones
Relajacio´n 2 525632 32.33% 980 365 L´ımite de iteraciones
Relajacio´n 3 758107 2.41% 2000 5 L´ımite de tiempo
Lineal 757839 2.5% 0.515 - -
Los resultados logrados por el me´todo del subgradiente para el caso, con valores
marginales para los duales iniciales, se muestran en la tabla 6.4 y se describen a
continuacio´n: En la relajacio´n 1 se encontro´ una brecha del 48% a la mejor solucio´n
factible encontrada y el criterio de parada con el que se obtuvo fue el de convergencia.
En la relajacio´n 2 se obtuvo una brecha pobr´ısima del 90% a la mejor solucio´n
factible encontrada para este caso, adema´s nuevamente le criterio de convergencia
termino con el proceso iterativo. Por u´ltimo, la relajacio´n 3 obtuvo una brecha del
3% a la mejor solucio´n factible encontrada y el criterio con el que la secuencia
iterativa termino´ fue debido a que se alcanzo´ el tiempo l´ımite acordado.
Tabla 6.4: Resultados subgradiente caso 2: valores marginales para los duales iniciales
Relajacio´n Mejor Brecha Tiempo Iteracio´n Criterio de
cota (seg) parada
Relajacio´n 1 401465 48% 1350 208 Convergencia
Relajacio´n 2 82026 90% 1153 500 Convergencia
Relajacio´n 3 754242 3% 2000 4 L´ımite de tiempo
Lineal 757839 2.5% 0.515 - -
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6.2.3 Caso 3: demandas reales y dos opciones de puerto
a seleccionar en Ame´rica
Este caso fue planteado por Morales (2016), en el que se vio la oportunidad
de embarcar la materia prima desde los puertos en Asia hasta una segunda opcio´n
de puerto en Ame´rica, localizado en Manzanillo, Me´xico, adema´s del ya utilizado en
EEUU. Para ello se utilizaron los costos log´ısticos reales de transportar el producto
y utilizacio´n del segundo puerto (ver Ape´ndice A.2 y A.3), adema´s de las demandas
reales de la empresa para 6 periodos en el horizonte de planeacio´n (ver Ape´ndice
A.1).
Los resultados que se lograron conseguir utilizando el me´todo del subgradiente
para el caso 3, con valores duales iniciales de cero, se muestran en la tabla 6.5. Para
la relajacio´n 1 se cumplio´ con el tercer criterio de parada, alcanzado el tiempo l´ımite
de co´mputo designado de 2000 segundos; consiguiendo una cota dual con brecha de
21.26% a la mejor solucio´n factible encontrada. En la relajacio´n 2 se encontro´ una
cota dual con brecha de 42.48% a la mejor solucio´n factible encontrada, el algoritmo
se detuvo debido a que se cumplio´ con el criterio de convergencia. En este caso se
encontro´ la mejor cota dual con la relajacio´n 3, cuya cota cuenta con una brecha de
6.28% a la mejor solucio´n factible, el algoritmo llego´ a te´rmino ya que se alcanzo´
el tiempo l´ımite de co´mputo acordado, esto con un mı´nimo nu´mero de iteraciones.
Adema´s, la cota dual de la relacio´n lineal se consiguio´ con una brecha de 6.80% a
la mejor solucio´n factible encontrada.
Para el caso, los resultados obtenidos con el me´todo del subgradiente con va-
lores marginales para los duales iniciales, se muestran en la tabla 6.5 y son descritos
a continuacio´n: En la relajacio´n 1 la cota dual encontrada alcanzo una brecha del
56% a la mejor solucio´n factible, cuyo algoritmo llego a te´rmino debido a que al-
canzo´ el tiempo l´ımite de co´mputo de 2000 segundos. En la relajacio´n 2 los resultado
arrojan una brecha del 62% a la mejor solucio´n factible encontrada, el algoritmo no
consiguio´ el nu´mero total de iteraciones debido a que se cumplio´ con el criterio de
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Tabla 6.5: Resultados subgradiente caso 3: valores duales iniciales de cero
Relajacio´n Mejor Brecha Tiempo Iteracio´n Criterio de
cota (seg) parada
Relajacio´n 1 197537 21.26% 2000 63 L´ımite de tiempo
Relajacio´n 2 143409 42.48% 1352 423 Convergencia
Relajacio´n 3 235128 6.28% 2000 4 L´ımite de tiempo
Lineal 233829 6.8% 0.478 - -
convergencia. La relajacio´n 3 consiguio´ la mejor cota dual para este caso, con una
brecha de 8.01% a la mejor solucio´n factible encontrada; el algoritmo para esta rela-
jacio´n termino´ con el tiempo ma´ximo de co´mputo acordado, alcanzando un mı´nimo
nu´mero de iteraciones.
Tabla 6.6: Resultados subgradiente caso 3: valores marginales para los duales iniciales
Relajacio´n Mejor Brecha Tiempo Iteracio´n Criterio de
cota (seg) parada
Relajacio´n 1 110433 56% 2000 31 L´ımite de tiempo
Relajacio´n 2 85801 62% 995 332 Convergencia
Relajacio´n 3 230558 8.01% 2000 4 L´ımite de tiempo
Lineal 233829 6.8% 0.478 - -
6.2.4 Conclusiones generales de las relajaciones
De los resultados que se consiguieron del desarrollo del me´todo subgradiente,
en cada uno de los casos descritos en esta seccio´n, podemos concluir tres cosas:
primeramente, en los resultados obtenidos para todos los casos de las relajaciones 1
y 2, valores marginales y valores cero para los duales iniciales, las brechas a la mejor
solucio´n factible, de sus respectivos casos, esta´n muy por debajo de las alcanzadas
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con la relajacio´n lineal; esto se debe a los criterios de parada definidos previamente
para el algoritmo del subgradiente (ma´ximo nu´mero de iteraciones, convergencia y
tiempo l´ımite de co´mputo), por ello dichas relajaciones se detienen antes de lograr
una mejor cota dual que la de la relajacio´n lineal; esto se puede asegurar ya que
ninguna de las relajaciones propuestas cumplen el criterio de integralidad. Por otro
lado, las cotas duales con mayor calidad (con brechas ma´s estrechas a la mejor
solucio´n factible encontrada) se obtuvieron en las experimentaciones en que se fijaron
valores duales iniciales de cero. A su vez, las brechas ma´s pobres se encontraron en
donde se proporcionaron valores marginales para los duales iniciales. Y adema´s, para
ambos casos (valores marginales y valores cero para los duales iniciales) las mejores
brechas a la mejor solucio´n factible se consiguieron con la relajacio´n 3; au´n y cuando
el tiempo de co´mputo es mayor que las otras, se consiguen con un mı´nimo nu´mero
de iteraciones y la calidad de las cotas es considerablemente mayor hasta en un 90%.
6.3 Encontrando soluciones factibles
Para poder encontrar soluciones factibles al problema original es necesario co-
nocer los resultados y comportamiento del problema dual lagrangiano, y as´ı poder
desarrollar un heur´ıstico que permita encontrar soluciones factibles y eficientes, que
ayude a la planeacio´n del aprovisionamiento de materia prima asia´tica para la em-
presa.
Debido a los resultados obtenidos del me´todo subgradiente, descritos en la sec-
cio´n anterior, en donde las mejores brechas (del 2% al 9% la mejor solucio´n factible
encontrada) fueron alcanzadas con la tercera relajacio´n lagrangiana desarrollada, en
cada uno de los casos; se han analizado los resultados de dicho problema relajado,
esto para el desarrollo del heur´ıstico; los cuales concluyen que: ninguno de los nodos
de distribucio´n (centros de consolidacio´n, puertos en Asia y puertos en Ame´rica) son
abiertos durante todos los periodos de planeacio´n t; es decir: y1jt, y
2
kt y y
3
lt son igual a
cero para todo t, con lo cual todas las tarimas necesarias para la produccio´n deben
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ser expeditadas desde los nueve proveedores en China hasta la planta en Monterrey.
Con lo cual, se decidio´ resolver el problema anterior de la siguiente manera: si hay
producto a enviar desde un punto a uno de los nodos de distribucio´n, entonces este
sera´ abierto durante el periodo y eso valores son fijados. Con los valores fijos para
las y obtenidos del problema dual se resuelve nuevamente el problema original, re-
sultando as´ı un programa lineal de redes que es mucho ma´s ra´pido de resolver que el
problema original, adema´s que este aporta soluciones factibles al problema original
de la empresa las cuales fueron comparadas a las obtenidas con el me´todo exacto.
6.3.1 Resultados factibles demandas ficticias y una
opcio´n de puerto en Ame´rica
En la siguiente tabla se muestran los resultados obtenidos del heur´ıstico desa-
rrollado para la relajacio´n 3 contra los que se obtuvieron con el me´todo exacto; esto
para el caso en que se utiliza un puerto en Ame´rica y demandas ficticias para los 6
periodos de planeacio´n.
Tabla 6.7: Resultados factibles caso 1
Me´todo Mejor Brechas Tiempo Iteracio´n
cota
Exacto 115721 3.76% 2500 -
Heur´ıstico 115383 0.0% 2000 7
Podemos ver de la tabla que los costos obtenidos con el me´todo exacto y los
obtenidos con el heur´ıstico lagrangiano son comparables en cuanto a calidad de la
solucio´n se refiere, se conserva una diferencia en un 0.89%, sin embargo la capacidad
computacional es mucho menor con el heur´ıstico desarrollado.
Tambie´n se puede concluir que tiempos obtenidos con el heur´ıstico lagrangiano
son menores en un 24% que los que se obtuvieron con el me´todo exacto y las brechas
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del heur´ıstico son ma´s estrechas que las del me´todo exacto en un 2.18%, el cual rompe
con la memoria computacional y no es posible obtener una solucio´n de la planeacio´n
de la empresa; cuando esto sucede hay que detener el modelo antes de que esto pase.
6.3.2 Resultados factibles demandas reales y una
opcio´n de puerto en Ame´rica
La tabla muestra los resultados finales obtenidos del heur´ıstico desarrollado
para la relajacio´n 3 con los que se obtuvieron en el me´todo exacto, esto para el caso
de la empresa en que se utiliza un puerto en Ame´rica y demandas ficticias para los
6 periodos de planeacio´n.
Tabla 6.8: Resultados factibles caso 2
Me´todo Mejor Brechas Tiempo Iteracio´n
cota
Exacto 777159 1.26% 2200
Heur´ıstico 776836 1.00% 2000 4
Podemos ver que los costos obtenidos con el me´todo exacto y los que se en-
contraron con el heur´ıstico lagrangiano son comparables en cuanto a calidad de la
solucio´n se refiere, en ellos se sigue conservando una diferencia en un 0.89%, al igual
que en caso anterior con demandas ficticias.
Se puede observar que en el caso de los datos reales, el me´todo exacto termino
con la memoria computacional prematuramente, por lo que se puede decir que la
capacidad computacional es menor en el heur´ıstico y las brechas encontradas con el
siguen siendo ma´s estrechas que las del me´todo exacto.
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6.3.3 Resultados factibles con demandas reales y dos
opcines de puerto a seleccionar en Ame´rica
Tabla 6.9: Resultados factibles caso 3
Me´todo Mejor Brechas Tiempo Iteracio´n
cota
Exacto 247341 1.79% 2100
Heur´ıstico 250901 1.12% 2000 5
En cuanto a los costos obtenidos podemos decir que tanto con el me´todo exacto
como con el heur´ıstico desarrollado se obtuvieron resultados comparables en cuanto
a calidad de la solucio´n se refiere, en los que se conserva una diferencia de un 1.4%.
Cap´ıtulo 7
Conclusiones
A trave´s del desarrollo de un heur´ıstico basado en herramientas lagrangianas,
en este trabajo de investigacio´n se pudo encontrar una solucio´n eficaz y eficiente
al problema de aprovisionamiento de materia prima asia´tica de una empresa, cabe
mencionar que dicha solucio´n no fue posible obtenerla mediante te´cnicas exactos.
La solucio´n factible encontrada fue posible obtenerla con mı´nimos esfuerzos compu-
tacionales y sirve como apoyo a la planeacio´n de la proveedur´ıa del material asia´tico
de la empresa productora de refacciones pla´sticas.
Se encontro´, por medio de la literatura revisada, que algunos programas lineales
presentan estructuras que pueden bien ser aprovechadas para formular relajaciones
lagrangianas; este fue el caso del programa lineal entero mixto estudiado en este
trabajo, por lo que en vez de resolver un problema grande se obtuvieron tres pequen˜os
problemas con estructuras homoge´neas fa´ciles de resolver.
Se observo´ durante la implementacio´n del me´todo subgradiente, al solucionar el
problema dual lagrangiano de cada una de las relajaciones propuestas, que pese a ser
un me´todo sencillo de programar al realizar ajustes en los para´metros del algoritmo
este llega a tener un comportamiento inesperado en los resultados obtenidos.
La cotas duales lagrangianas con mayor calidad, es decir ma´s cercanas a la me-
jor solucio´n factible encontrada, se obtuvieron al resolver el problema dual lagran-
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giano de la relajacio´n 3, aun y cuando consumieron el mayor tiempo computacional,
se consiguieron en el menor nu´mero de iteraciones (de 4 a 7) y con alrededor del 8%
de cercan´ıa a la mejor solucio´n factible que se encontro´ para cada uno de los casos
de estudio.
Se logro´ reducir la capacidad computacional que ocupaba el programa lineal,
dado que anteriormente se necesitaban realizar varias pruebas para saber el tiempo
estimado en el que se pod´ıa obtener una buena solucio´n factible, con lo que se
perd´ıa tiempo y esfuerzo. Adema´s si hubiera cambios en las demandas o en los
costos involucrados no se garantiza que el tiempo estimado para obtener una solucio´n
factible sea el mismo.
Se alcanzo´ una reduccio´n de hasta el 20% en los costos log´ısticos involucrados
en la proveedur´ıa de materia prima asia´tica , en comparacio´n con los costos que se
lograr´ıan sin la herramienta desarrollada.
7.0.1 Trabajo futuro
Existen metodolog´ıas con las cuales se puede alcanzar una mejor solucio´n para
el problema dual lagrangiano, incluso alcanzar la solucio´n o´ptima, sin embargo el
alcance de este trabajo es encontrar soluciones factibles con las cuales la empresa
pueda trabajar en su planeacio´n y el me´todo del subgradiente encontro´ buenas cotas
que sirvieron a este propo´sito. En un siguiente estudio trabajar para mejorar la cota
dual alcanzada podr´ıa mejorar los resultados obtenidos.
El heur´ıstico lagrangiano encontro´ buenas soluciones al problema de localiza-
cio´n de instalaciones y aprovisionamiento de materia prima para la empresa, sin
embargo podr´ıan explorarse otras te´cnicas en el heur´ıstico y as´ı encontrar nuevas
soluciones factibles al problema.
Ape´ndice A
Para´metros de implementacio´n
Este ape´ndice se ha separado en 4 secciones que son: demandas, costos fijos,
costos variables y capacidades. En cada uno de ellas se describen y presenta, en forma
de tablas, los para´metros utilizados en la resolucio´n del modelo matema´tico que
proporciona una planeacio´n al aprovisionamiento de materia prima de la empresa,
en cada caso que se ha descrito en el cap´ıtulo 6.
A.1 Demandas
La empresa requiere de 22 distintos tipos de materia prima para la fabricacio´n
de algunos de sus productos; tal materia prima es suministrada por 9 proveedores,
cuyas plantas se encuentran en China. Para la resolucio´n del caso 1 (cap´ıtulo 6)
y con el fin de verificar la funcionalidad del modelo matema´tico, se han propuesto
demandas ficticias para cada uno de los 22 productos durante los 6 periodos de
planeacio´n; las cuales se muestran en la tabla A.1. Las demandas reales de cada uno
de los productos fueron tomadas de la empresa y con ellas se obtuvieron resultados
para los casos 2 y 3 del cap´ıtulo 6, estas se encuentra en la tabla A.2.
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Tabla A.1: Demandas ficticias
Periodo Periodo
Producto 1 2 3 4 5 6 Producto 1 2 3 4 5 6
1 2 3 2 4 3 4 12 6 5 6 6 5 3
2 3 3 4 3 4 3 13 8 7 9 8 9 8
3 4 4 3 4 3 4 14 7 7 6 7 6 7
4 8 7 9 8 7 9 15 4 4 5 4 4 5
5 9 9 8 8 7 9 16 6 6 7 8 9 4
6 7 7 6 8 7 8 17 9 9 6 7 9 6
7 9 8 8 9 8 9 18 6 7 8 6 7 8
8 9 8 8 9 8 9 19 10 6 5 7 8 9
9 10 11 12 11 11 10 20 5 7 6 7 8 8
10 5 5 5 4 3 1 21 9 8 9 9 9 6
11 6 5 5 6 6 4 22 8 7 9 8 8 7
Tabla A.2: Demandas reales
Periodo Periodo
Producto 1 2 3 4 5 6 Producto 1 2 3 4 5 6
1 23 9 23 9 23 12 12 18 21 34 47 46 42
2 13 14 16 15 12 15 13 37 26 21 35 33 28
3 5 4 4 6 5 6 14 7 7 7 7 6 7
4 7 5 4 6 8 5 15 1 1 1 1 1 1
5 4 3 4 3 3 3 16 5 5 6 6 7 6
6 23 18 20 18 25 15 17 4 6 6 6 6 6
7 3 3 3 3 3 3 18 1 1 1 1 1 1
8 2 2 2 2 2 2 19 5 5 6 10 10 11
9 6 6 6 6 6 6 20 2 2 3 2 1 2
10 1 1 1 1 1 1 21 2 2 1 3 2 3
11 28 36 27 28 28 27 22 3 3 1 4 2 4
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A.2 Costos fijos
El transporte de materia prima que solicita la empresa, desde los proveedores
en China hasta la planta en Me´xico, esta´ sujeta por costos de renta y utilizacio´n
en centros de consolidacio´n y puertos. Estos costos fijos se mantienen a pesar del
periodo de planeacio´n en que son utilizados y la cantidad de materia prima que es
manejada en ellos, sin sobrepasar la capacidad de los nodos.
Los costos fijos por utilizar un centro de consolidacio´n son considerados como
un servicio; estos son pagados solo si se utiliza dicho centro de consolidacio´n, es
decir, no esta´n sujetos a renta durante largos periodos. los costos de utilizacio´n de
puertos y centros de consolidacio´n en Asia se muestran en la tabla A.3 y utilizados
para cada uno de los casos planteados en el cap´ıtulo 6.
Tabla A.3: Costos fijos de utilizacio´n enAsia (por viaje)
Ciudad Centro de Puerto
portuaria consolidacio´n
Hong Kong 100 357
Shanghai 200 200
Shenzhen 300 452
Zhongshan 200 248
Xiamen 200 201
En la tabla A.4 proporciona el costo fijo de utilizar un puerto en Ame´rica.
Para el caso 1 y 2 del cap´ıtulo 6 solo se tiene la opcio´n de puerto en Long Beach, no
obstante, para el caso 3 adema´s es considerado un puerto en Manzanillo, Me´xico.
Tabla A.4: Costos fijos de utilizacio´n en Ame´rica (por viaje)
Puerto Costo
Long Beach 390
Manzanillo 60
Ape´ndice A. Para´metros de implementacio´n 98
A.3 Costos variables
Los costos de transportar materia prima desde los proveedores hasta los centros
de consolidacion en China son cosniderados, para este trabajo, por cada viaje que
es realizado, estos costos se muestran en la tabla A.5.
Tabla A.5: Costos log´ısticos de enviar producto desde cada proveedor a cada centro
de consolidacio´n en Asia (por viaje)
Centro de consolidacio´n
Proveedor Hong Kong Shanghai Shenzhen Zhongshan Xiamen
1 10 2253 48 208 584
2 2253 10 1946 2185 1163
3 48 1946 10 161 537
4 208 2185 161 10 182
5 584 1163 537 1821 10
6 584 1163 537 1821 10
7 584 1163 537 182 10
8 584 1163 537 182 10
9 584 1163 537 182 10
El env´ıo de materia prima desde un centro de consolidacio´n a un puerto (ambos
en Asia) se lleva a cabo v´ıa terrestre, esto por medio de un solo tipo de transporte.
Para este trabajo los costos de enviar producto se cobran por cada viaje realizado
de un centro de consolidacio´n a un puerto en Asia; los cuales se muestran en la tabla
A.6.
Para transportar el producto v´ıa mar´ıtima desde los puertos en Asia hasta
alguno de los puertos en Ame´rica, existen tres opciones de embarques que pueden
ser utilizadas: contenedores de 20 y 40 pies y por medio de la consolidacio´n). A
continuacio´n la tabla A.7 muestra cuales son los costos log´ısticos correspondientes
de enviar la materia prima desde cada puerto en Asia a cada puerto en Ame´rica con
el tipo de embarque seleccionado.
Para llevar el producto desde el puerto seleccionado en Ame´rica, ya sea en Long
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Tabla A.6: Costos log´ısticos de enviar producto de un centro de consolidacio´n a un
puerto en Asia (por viaje)
Puerto
Centro de Hong Kong Shanghai Shenzhen Zhongshan Xiamen
consolidacio´n
Hong Kong 10 2253 48 208 584
Shanghai 2253 10 1946 2185 1163
Shenzhen 48 1946 10 161 537
Zhongshan 208 2185 161 10 182
Xiamen 584 1163 537 1821 10
Tabla A.7: Costos log´ısticos de enviar producto de un puerto en Asia a un puerto
en Ame´rica, utilizando un tipo espec´ıfico de embarque
Long Beach Manzanillo
20 pies 40 pies Consolidacio´n 20 pies 40 pies Consolidacio´n
Hong Kong 1500 12531 15600 478 2200 2806
Shanghai 1500 10171 12523 539 2300 2866
Shenzhen 1500 9600 11859 483 2200 2820
Zhongshan 1500 10261 12737 530 2300 2905
Xiamen 1500 9596 11800 571 2300 2857
Beach o Manzanillo, a la planta de produccio´n en Monterrey se utilizan contenedores
de 20 o de 40 pies como tipo de transporte a ser seleccionado. La tabla A.8 muestra los
costos log´ısticos implicados de enviar el producto en los distintos tipos de transporte
y puerto en Ame´rica a ser utilizado.
Tabla A.8: Costos log´ısticos de enviar producto de un puerto en Ame´rica a la planta
en Monterrey, utilizando un tipo espec´ıfico de transporte
Tipo de transporte
Puerto 20 pies 40 pies
Long Beach 2494 2494
Manzanillo 1086 1086
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A.4 Capacidades
Como ya se ha planteado en el cap´ıtulo 2, la empresa es suministrada de 22
distintos tipos de productos por 9 proveedores cuyas plantas se encuentran en China
y se ha considerado que la capacidad de produccio´n para cada una de las plantas es
de 1000 por cada tipo. La tabla A.9 muestra una correspondencia producto proveedor
en ella se indica: con 1, si el tipo de producto es suministrado por el proveedor y con
0 de lo contrario.
Tabla A.9: Correspondencia de fabricacio´n producto-proveedor
Proveedor Proveedor
Producto 1 2 3 4 5 6 7 8 9 Producto 1 2 3 4 5 6 7 8 9
1 1 0 0 0 0 0 0 0 0 12 0 0 0 0 1 0 0 0 0
2 0 1 0 0 0 0 0 0 0 13 0 0 0 0 0 1 0 0 0
3 0 1 0 0 0 0 0 0 0 14 0 0 0 0 0 0 1 0 0
4 0 1 0 0 0 0 0 0 0 15 0 0 0 0 0 0 1 0 0
5 0 1 0 0 0 0 0 0 0 16 0 0 0 0 0 0 0 1 0
6 0 1 0 0 0 0 0 0 0 17 0 0 0 0 0 0 0 1 0
7 0 0 1 0 0 0 0 0 0 18 0 0 0 0 0 0 0 1 0
8 0 0 1 0 0 0 0 0 0 19 0 0 0 0 0 0 0 0 1
9 0 0 1 0 0 0 0 0 0 20 0 0 0 1 0 0 0 0 0
10 0 0 1 0 0 0 0 0 0 21 0 0 0 1 0 0 0 0 0
11 0 0 0 0 1 0 0 0 0 22 0 0 0 1 0 0 0 0 0
En la tabla A.10 se muestran los para´metros de capacidad para los centros de
consolidacio´n en Asia, utilizados en cada uno de los casos del cap´ıtulo 6.
Tabla A.10: Capacidad de utilizacio´n en centros de consolidacio´n de Asia (tarimas)
Puerto Capacidad
Hong Kong 1000
Shanghai 600
Shenzhen 900
Zhongshan 800
Xiamen 400
Para designar los para´metros de capacidad en los puertos localizados en Asia,
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se han utilizado los datos reales para cada uno de ellos; estos se muestran en la tabla
A.11.
Tabla A.11: Capacidad de utilizacio´n en puertos de Asia (tarimas)
Puerto Capacidad
Hong Kong 1000
Shanghai 750
Shenzhen 800
Zhongshan 1000
Xiamen 500
Para que la mercanc´ıa asia´tica sea embarcada en Ame´rica, en este trabajo se
estudian dos posibilidades de puerto a ser utilizados: el puerto localizado en Long
Beach, California, que es el actualmente maneja la empresa y donde posteriormente
la materia prima es enviada a Monterrey, Me´xico, para su proceso de produccio´n
(considerado en los casos 1 y 2 del cap´ıtulo 6) y el puerto en Manzanillo, Me´xico,
con posibilidades de una mayor accesibilidad al punto de produccio´n (considerado
en el caso 3 del cap´ıtulo 6). A continuacio´n la tabla A.12 muestra la capacidad de
utilizacio´n de los dos puertos en Ame´rica considerados como nodo de distribucio´n
de la materia prima exportada de Ame´rica.
Tabla A.12: Capacidad de utilizacio´n en puertos de Ame´rica (tarimas)
Puerto Capacidad
Long Beach 2000
Manzanillo 2000
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