We analyze 14-years NDVI and dNBR time series of Landsat-7 imagery for monitoring long-term burn severity on an Area of Protection of Flora and Fauna known as La Primavera. We propose a burned area mapping approach that does not require prior knowledge of the fire's date. We begin by applying a statistical algorithm (BFAST) to estimate abrupt changes in the NDVI's trend. The estimated abrupt changes are used as reference dates (plausible fire dates) from which dNBR is calculated following a typical prepost fire assessment. These dNBR values allow us to determine burned areas and quantify an apparent severity or a sudden regrowth. Unlike most burned area mapping methods ours depends effectively only on one tuning parameter, h; based on a set of simulations we provide rules to select this parameter. Our simulations also show that when one abrupt change is present in the NDVI's trend, BFAST's performance is appropriate even when 20% of observations are missing in the time series. Also from our simulations, we found that despite that the probability of estimating correctly two abrupt changes deteriorates as the percentage of missing values increases, BFAST's conditional underestimation will cease when the distance between abrupt changes is greater or equal than the sample size times h; in this case, BFAST does not incur in overestimation. A RapidEye-derived burned area map is used as a reference dataset to validate our procedure; we show empirically that our maps can achieve up to 83% of overall accuracy under moderate data quality (time series in which 47 to 49% of observations are missing). Our approach provides annual burn severity maps that allow us to establish that La Primavera has undergone to a series of statistically significant vegetation changes, plausibly attributed to fire, almost in its entirety throughout the studied period. Despite the latter, we found that most of La Primavera's burned areas have suffered from low severity. R code to implement our approach complements this paper.
Introduction
United Nations conceives the protection, restoration and promotion of a sustainable use of terrestrial ecosystems, sustainable manage forest, combat desertification, and halt and reverse land degradation and halt biodiversity loss as a goal to make the world more sustainable by 2030; cf. UN (2019) . In this context, both tools and variables to monitoring vegetation characteristics under human induced pressure are essential. One of these variables is fire, a natural element, that as a climate variable contributes to characterize Earth's climate conditions GCOS (2019) . It might not be obvious but fire provides benefits to some ecosystems but inflicts major losses on others, see, e.g. Whelan (1995) and Pyne (1997) .
An effective means to contribute to the protection of terrestrial ecosystems, in particular forest, as well as halting land degradation and biodiversity loss is through the correct assessment of wildfires. For example, at a global scale, wildfires may contribute to alter the greenhouse gas emissions' equilibrium and at a local scale may be a factor in biodiversity loss and land degradation, cf. Chuvieco (2009) . An indirect approach to assess wildfires consists of using some of the several satellite-derived products (which are available at different scales) and apply a sounding method for mapping burned areas and quantify their severity levels (when severity exists).
For instance, Ch. 10 of Chuvieco (2009) presents an encyclopedic treatment of the many efforts to combine different sensors, satellite-derived products, identification techniques, assessment and monitoring of burned areas, see also Chuvieco et al. (2019) for recent developments in this research field.
In order to identify burned areas we have to consider three basic aspects 1) fuel presence (in this case, vegetation) 2) abrupt changes in certain spectral indices and 3) persistence of the abrupt change over time, cf. Chuvieco et al. (2008) . Following these principles, several strategies and spectral indices have been used for mapping burned area. Some researchers have considered monitoring changes in the structure of the Normalized Differenced Vegetation Index (NDVI) as an effective tool for determining burned areas, cf. Chuvieco and Congalton (1988) , Caetano et al. (1996) , Rogan and Yool (2001) , Díaz-Delgado (2003) and Cocke et al. (2005) , among many others. Key (2006) sets a conceptual ground contributing to a better understanding of burn severity. Basically, among the efforts for determining burn severity we can distinguish those that consider an initial assessment of the impact of fire (short-term) and those which are advocated to an extended assessment of the impact of fire (long-term), see also Van Wagtendonk et al. (2004) for similar considerations. For a handful of investigations that have focused on the long-term aspect of burn severity analysis, we refer to Miller and Yool (2002) , Van Wagtendonk and Root (2003) , Eidenshink et al. (2007) , Giglio et al. (2009) , Boschetti et al. (2015) , Roy et al. (2019) and Campagnolo et al. (2019) . In this work we propose a method that contributes to the long-term analysis of burn severity by studying abrupt changes in the NDVI's trend structure and changes in the magnitude of the difference Normalized Burn Ratio (dNBR). The quantitative and physical characteristics of NBR and dNBR as variables to assess burn severity have been evaluated amply, cf. Miller and Yool (2002) , Van Wagtendonk et al. (2004) , Epting and Verbyla (2005) , Brewer et al. (2005) , Chuvieco et al. (2006) , Key and Benson (2006) , Roy et al. (2006) , Miller and Thode (2007) .
As in this work, other authors have used Landsat time series of spectral indices for mapping burned area. For instance, Stroppiana et al. (2011) apply fuzzy set theory methods to multiple spectral indices and propose a region growing algorithm to determine burn areas. Goodwin and Collett (2014) used the sum of bands 4 and 5 as a burned area index to which applied temporal smoothing (via moving medians of order 7 and seasonal medians) to remove potential outliers, the resulting smoothed time series are taken as no change references, finally, proposed to call potential core burned area pixels to those pixels at which the difference of the original time series and the reference exceeds certain threshold; thresholding is based on experimentation and expert opinion. Hawbaker et al. (2017) proposed an algorithm that uses radient boosted regression models to generate burn probability surfaces based on a series of variables and tuning parameters such as band values and spectral indices from individual Landsat scenes, lagged reference conditions, and change metrics between the scene and reference predictors. Burn classification is generated from the burn probability surfaces using pixel-level thresholding in combination with a region growing process. The algorithm can be applied anywhere Landsat and training data are available. These papers employed most of the Landsat collection, see also Zhao et al. (2015) , generating time series longer than the one used in the present work as we only considered Landsat-7 images. Contrary to Hawbaker et al. (2017) , which use a probabilistic criterion to call for a burned pixel, Goodwin and Collett (2014) do not base burn mapping on statistical or probabilistic principles, hence it is not possible to quantify the significance or likelihood of an estimated burned pixel.
Unlike most of the aforementioned methods for mapping burned area, ours does not require prior knowledge of the fire's date. Indeed, we begin by determining statistically abrupt changes in the NDVI's trend structure; to this end we apply Verbesselt et al. (2010a) 's BFAST. Since these changes may have different origins, for instance deforestation, we utilize auxiliary information to properly link them with burn events. We use the estimated abrupt change as the reference (date of fire) to perform a typical pre-post fire assessment. In order to do so, we calculate the dNBR as it assesses accurately the magnitude of change in the vegetation condition due to fire, cf. Robichaud et al. (2007) . Having calculated the dNBR value, we also quantify burn severity in a temporal vecinity of the estimated date of fire, see Section 3.3 for further details. The combination of NDVI and dNBR to assess burn severity has also been considered by Escuin et al. (2008) in areas which are similar to La Primavera, our area of study. La Primavera is an Area of Protection of Flora and Fauna contained by the path-row 29-40 of Landsat-7 images, see Fig. 1 above; in this paper we utilize every available image (an suitably pre-processed) from 2003 to 2016, see Section 2.
Another distinctive feature of our method is that, effectively, we only need to tune in a single parameter in BFAST. This parameter, 0 < h < 1, controls a smoothing process associated with the test statistic to determine abrupt changes. The existing rules for choosing h are applicable when the time series are complete, cf. Section 2.2 of Verbesselt et al. (2010b) . Because some images of our datasets showed a large amount of missing data (∼ 60% of pixels), once images datacubes are assembled, we applied temporal interpolation (linear and spline-based) to fill the gaps. Via simulations we assessed the influence of these two interpolation methods, the amount of missing values, and the value of h on the statistical estimation of the breakpoints of our NDVI time series (Section 4).
From our simulations we found that regardless of h and the percentage of missing values, the probability coverage of identifying one abrupt change is greater when using the spline interpolation method than when using the linear one. In the same case, we also found that the correct estimation probability is greater, at least marginally, when using linear interpolation than when using spline and when the missing data ranges from 40 to 60%. Using MSE as a measure of accuracy, we found that up to 20% of missing values, BFAST's performance is appropriate independently of the parameter h and interpolation method. From 30% and upwards, the combination of linear interpolation and BFAST outperforms the combination of spline interpolation and BFAST. We also studied the performance of BFAST in estimating two breakpoints under the scenario of missing values. Although the probability of correct estimation in this case deteriorates as the percentage of missing values increases, we found that BFAST's underestimation will cease when the breakpoints are separated by an amount of time-points larger or equal to the sample size times h and we did not find overestimation. In light of this, in our application we used linear interpolation to fill missing values and h = 0.15, 0.23 as BFAST's tuning parameter.
A RapidEye burned area map is used as a reference dataset to validate our procedure; we show that our maps can achieve up to 83% of overall accuracy as data quality is optimal, see Section 5.2. Despite the apparent high density of missing values in our datasets we show that burned areas are properly identified given rise to a series of reliable annual burn severity maps. These maps allow us to establish that La Primavera has undergone to a series of statistically significant vegetation changes almost in its entirety throughout the studied period. Although constantly affected by fire, we found that most of La Primavera's burned areas have suffered from low severity. We use the statistical software R to conduct all our analysis and a copy of our code is available at the GitHub repository https://github.com/inder-tg/burnSeverity.
Area of study and data sets
2.1. Area of study. We are concerned with the Area of Protection of Flora and Fauna La Primavera (APFFLP) which has an area of 30.5 ha and is located in the central region of the Jalisco state, between the Universal Transverse Mercator (UTM) coordinates 635 040 E; 2 295 019 N and 661 815 E; 2 273 893 N zone 13 North (Figure 1 ).
The APFFLP lies on sierra La Primavera, which geographically is to the west of Guadalajara City (capital of Jalisco), the third more important city in Mexico, physiographically belongs to the province of Eje Neovolcánico. Due to its volcanic origin La Primavera is one of the most diverse volcanic reliefs in Mexico, where annular domes, plateaus, hills and mountains follow the fracture lines of the volcanic caldera and irregular hills modeled by erosion; these formations are also influenced by fluvial and tectonic forces.
The highest peak of La Primavera is Cerro Planillas followed by Cerro San Miguel which are both located in the southern part of the protected area. Towards the west, the relief is constituted by hills. The valleys located around are plains originated by depositions of foams contributed by La Primavera formation; the physiographic variation is between 1380 and 2250 m, see Semarnat (2000) .
According to INEGI (2016)'s classification there are four types of vegetation: oak forest (Quercus), oak-pine forest (Quercus-Pinus), pine-oak forest (Pinus-Quercus) as well as secondary shrub vegetation that developes within the different types of vegetation just mentioned. There is also induced grassland and agriculture. The most representative vegetation is the oak-pine forest.
Despite being an area of protection, La Primavera's different types of forests are in constant fire danger. In the 2003-2016 period the largest fire was recorded in April 2005 (8.4 ha) followed by another in April 2012 (8.3 ha), cf. del Castillo (2006) and Delgado-Morales (2012) . Huerta-Martínez and Ibarra-Montoya (2014) report on fires from 1998 to 2012 and state agencies have recorded fires in 2010, 2013 and 2016. This high frequency of fires may be due to a combination of many activities developed in La Primavera such as agricultural burns, the accumulation of organic matter, fire pits, cigarette residues and burning in clandestine landfills.
2.2. Data sets. We utilize Landsat-7 images from the path-row 29-40; these scenes were downloaded from the U.S. Geological Survey repository (https://earthexplorer.usgs.gov/). In order to calculate the NDVI and NBR we only need spectral bands 4, 5 and 7 (with 30 m spatial resolution). These bands were processed at the L1T level of surface reflectance (via LEDAPS by Vermote et al. (1997) ) with a proper cloud masking (via FMASK by Masek et al. (2006) ). We projected these images to the UTM and ellipsoid WGS84 system.
In this study we consider scenes from January 2003 to December 2016. Among the 322 expected scenes only 238 were actually available. Additionally, we have to factor in 22% (roughly) of missing data due to the failure of the Landsat Scan Line Corrector, cf. Zhang et al. (2007) . Later, we will explain how we dealt with these important amount of missing data. Besides this unfortunate lack of information Landsat-7 images are still an important asset in the Landsat repository, particularly once Landsat-5 was discontinued, cf. Landsat Missions (2016).
Reference data.
Over the last 2 decades some fire affected zones in La Primavera have been recorded by some governmental agencies. When possible this data is recorded in situ. In most cases, however, fire assessment has been performed through methods that utilize satellite images. This information is typically distributed in a raster or polygon format. Figure 2 shows polygons of estimated burned areas based on MODIS and RapidEye images.
For 2012, we produce a RapidEye polygon used, see Section 5.2, to assess the overall accuracy of a burned area map obtained by our methodology. In order to obtain this polygon we utilize NDVI and an index of burned area proposed by Martín and Chuvieco (2001) both derived from 4 RapidEye images with spatial resolution of 5 m; a standard radiometric correction was applied to get TOA reflectance. In this RapidEye polygon the estimated burned area depends on empirical thresholds which were chosen based on visual inspection. 
Methodology
Our approach is comprised by 4 stages. Firstly, we generate time series of Landsat-7 satellite images. Secondly, we apply the breakpoint estimation method known as BFAST to the NDVI data cube. Thirdly, utilizing the estimated breakpoint (date) as reference we calculate its dNBR using to this end two NBR values, one before and another after the estimated breakpoint; this dNBR value will indicate whether a breakpoint can be linked to a fire event. Finally, based on the dNBR, and following Key and Benson (2006) , we propose to classify the breakpoint as a fire event (with some level of severity) or as a (low or moderate) vegetation regrowth. Now we will explain each of these stages in more detail.
3.1. Time series generation. First of all we created a stack with our collection of Landsat images. In those instances in which the scene was missing we created an image full with NA (not available); NA is the R symbol for missing data. We do not consider the entire extent of a Landsat scene but only a rectangle large enough to cover La Primavera. After this arrangement we end up with a data cube with 900 rows × 1000 columns × 322 scenes entries.
As said previously we applied a mask, derived from the FMASK algorithm, to those images containing clouds and cloud shadow. This procedure is rather standard and has been used by White et al. (2014) , Hermosilla et al. (2015) and Foga et al. (2017) among many others. For consistency with our R-based code we replaced the fill value of this cloud mask by an NA.
In order to fill in the NA values in our data cubes (NDVI and NBR) we applied linear and spline-based interpolation at the temporal level, that is, we did not utilize any spatiotemporal approach. More precisely, we employed the methods linear and spline from the R package imputeTS by Moritz and Bartz-Beielstein (2017) . In Section 4, we assess the influence of these interpolation methods on the statistical estimation of abrupt changes of simulated NDVI time series.
3.2. Abrupt change detection with statistical guarantees. In order to estimate statistically abrupt changes in the trend structure of our NDVI time series we applied BFAST, a method implemented in an R package with the same name, cf. Verbesselt et al. (2012) . Briefly speaking, BFAST tests whether there are abrupt changes (both in the trend and seasonal components) in a time series and when this statistical test is significant (at a level set by the user) then the time series is divided in as many segments as (significant) detected abrupt changes. In this paper we utilize the default significant level (α = 0.05) but we stress that the user is allowed to decrease α and get less abrupt changes (the conservative viewpoint) or increase it and potentially obtain more changes (from a more risk-oriented viewpoint).
To be a bit more precise, let us assume that y t denotes the value of an NDVI time series at time t. BFAST begins by assuming the following additive representation for y t :
where T t represents the piecewise linear function
with breakpoints at 0 = τ 0 ≤ τ 1 ≤ · · · ≤ τ m , S t describes a seasonal component, ε t denotes white noise with constant variance σ 2 , and n is the sample size. A priori m (the total number of breakpoints), the location of the breakpoints (τ j s) and both the intercept (α j ) and the slope (β j ) of each linear segment are unknown. The purpose of BFAST is to estimate all of these parameters in a reasonable time and with statistical guarantees. The estimation of m, known as model selection, is done by virtue of minimizing the so-called Bayesian Information Criterion (BIC). Estimates for the breakpoints τ j s are the result of an ordinary least squares problem whereas estimates for α j and β j are the solution of a so-called M -estimation problem. The computational strategy that makes possible that these multiple estimation procedures are done fast is known as dynamic programming. The statistical test used to determine the existence of multiple abrupt changes is known as OLS-MOSUM; we will elaborate a bit more about this test in Section 4 as it will play a role in our simulation setups.
As of today BFAST has been used in multiple applications to assess different types of changes in the vegetation of several ecosystems, e.g. Watts and Laffan (2014) , DeVries et al. (2015) , Dutrieux et al. (2015) , Schultz et al. (2016) , Zewdie et al. (2017) and Wu et al. (2018) .
We did not discuss the seasonal component representation above as we are focused on estimating abrupt changes in the trend component only. For details about the seasonal component, or the BFAST implementation in general, we refer to the original papers of Verbesselt et al. (2010a,b) . 3.3. How to calculate a burn severity map? Let τ k denote the k-th estimated breakpoint in an NDVI time series given by BFAST. Since the sheer presence of an abrupt change in the NDVI structure is not sufficient to determine a burn event, we consider that there has to be also a change in the value of the NBR in a neighborhood of the breakpoint τ k .
Since we use Landsat-7 images and the dominant vegetation of La Primavera is the forest of oak-pine we follow Escuin et al. (2008) who have shown that the dNBR is an appropriate variable to assess wildfire severity in forest vegetation. More precisely, given τ k , its corresponding dNBR is defined as
Note that the time-point τ k − 23 corresponds to almost a year earlier than the estimated breakpoint τ k whereas τ k + 1 is the time-point right after the estimated vegetation change. As argued by Escuin et al. (2008) considering these two dates, and their corresponding NBR values, minimizes the differences specifically linked to phenological changes or illumination conditions. Having calculated dNBR( τ k ) now we employ the values of Table 1 , adapted from Key and Benson (2006) (see also Lutes et al. (2006) ), to classify the type of vegetation affectation near τ k ; in Key and Benson (2006) 's table the category of regrowth is considered as a type of severity and there is a distinction between low and high moderate severity. Based on this table we are able to characterize areas under vegetation regrowth and areas that have suffered some kind of burn severity.
It has been documented, see Section 4.2 of Verbesselt et al. (2010a) , that summarizing the breakpoint estimated by BFAST to a year level ease comparison. We followed this approach to produce our NDVI change and burn severity maps. These maps will be presented in Section 5. In the following section we assess the performance of BFAST for estimating breakpoints under the absence of observations in the time series.
Parameter calibration under missing values
Since our collection of Landsat images has a high density of missing values, it becomes relevant to understand BFAST's performance in this scenario. In this section we assess the performance of BFAST in estimating one and two abrupt changes once linear or spline-based interpolation has been applied to fill some simulated missing values. To this end, we will simulate NDVI time series sharing the main features exhibit by the real Landsat-7 NDVI time series used in our application. 4.1. Parameters for simulations setup. We simulate 16-day NDVI time series from 2003 to 2016 obeying the additive representation given by Eq. (1). The seasonality (S t ) and the white noise (ε t ) of these synthetic time series are described with a harmonic regression model and random samples of a normal distribution with zero mean and standard deviation (s.d.) σ, respectively. For the amplitude parameter needed to fit the harmonic model we consider 0.15 and 0.3; for simplicity we use a 0 • phase angle. We consider σ = (0.02, 0.05, 0.07) as these values are in line with the variability level of our analyzed NDVI time series.
Our data cubes suffer from an important lack of observations. For instance, nearly half of the NDVI time series in the studied area lacks of at least 54% of observations, see Figure 11 -A in the next section. We simulate missing values as follows. From the 322 time-points of any simulated time series (y t ) we choose randomly and without replacement, t 1 , . . . , t P say, points.
Then the corresponding value in the time series is masked as not available, that is, we set y t i = NA, where i = 1, . . . , P . In the simulations below we use P = 0, 32, 64, 97, 129, 161, 194, values which correspond to roughly 0, 10, . . . , 50 and 60% of the total observations. Table 2 . Probability coverage of estimating one breakpoint as a function of the bandwidth h. Here σ = 0.02 and amplitude 0.15.
As mentioned above BFAST utilizes the OLS-MOSUM test to determine statistically the existence of abrupt changes. As explained, for instance in Chu et al. (1995) and Zeileis et al. (2002) , this test is based on a sequence of partial sums of ordinary least-squares residuals; the number of residuals in each sum is fixed, approximately nh, but controlled by a bandwidth parameter 0 < h < 1. Although there are some empirical rules for the value of h, cf. Section 2.2 of Verbesselt et al. (2010b) , our data set does not quite meet the conditions for these rules to be applied, specially due to the large amount of missing data. Hence, we also include h as a parameter in our simulations; we select h = 0.15, 0.23, 0.45.
Each simulation study was repeated 1000 times and we use metrics such as probability coverage and mean squared error (MSE) to assess them. In the next subsections we will specify the trend structure, T t , as this is different in each study.
4.2.
Assessing BFAST's performance in estimating one breakpoint. In this study the trend has a single breakpoint at the observation 161. Before this breakpoint the trend is constant (0.7) and after follows the line 0.3 + 0.2/161 t. More precisely and following Eq. (1), n = 322, α 1 = 0.7, α 2 = 0.3, β 1 = 0, β 2 = 0.2/(161), τ 0 = 0, τ 1 = 161, τ 2 = 322 and m = 2.
As a first goal we are interested in the probability coverage of BFAST for estimating one breakpoint, i.e., the number of times in which a breakpoint is detected divided by the number of simulations, as a function of the s.d. of the errors of model (1), interpolation method, percentage of missing values, amplitude of the seasonal component and the bandwidth value h utilized by BFAST.
Since a small s.d. benefits both interpolation methods, see Table 7 and its discussion in the Supplementary Materials, here we present the results of simulations when we set σ = 0.02 (the smaller value of σ under consideration) and allow the bandwidth parameter to vary.
We begin by discussing the results of Table 2 . BFAST's probability coverage increases with the bandwidth regardless of the interpolation method. The probability coverage is remarkably large when h = 0.45. For a time series of 322 observations, h = 0.45 is equivalent to using a bandwidth of 145 time-points in the aforementioned OLS-MOSUM statistic; this amount of time-points is roughly 6 years in the Landsat temporal scale. From our next simulation study (Section 4.3) we infer that utilizing h = 0.45 in our real data application is equivalent to requiring that the separation between two breakpoints be of roughly 6 years. Due to this and because our a priori information reports vegetation changes in 2005, 2010, 2012 and 2013, we will not use h = 0.45 in our application. For h = 0.15, 0.23 the probability coverage decreases as the percentage of missing values increases. Regarless of h and the missing values percentage, the probability coverage is greater when using the spline interpolation method than when using the linear one. Similar results are found when the amplitude increases with the additional feature that the probability coverage is marginally greater than in the present case, see Tables 8 and 9 in the Supplementary Materials. We also assess BFAST's correct estimation probability coverage, that is, conditioned on having estimated a breakpoint, we computed the number of times in which the BFAST estimate coincides with the true breakpoint, τ 1 = 161, when h varies but σ = 0.02, see Table 3 . According to this table BFAST has an outstanding correct estimation probability coverage for one breakpoint when the time series does not have missing values. As the amount of missing values in a time series increases then the correct estimation deteriorates. Moreover, from this table we can infer the following result. Let 0 < p < 1 be given. When 100 × p% of observations are missing in a time series and BFAST has estimated one breakpoint, then the probability that this is the true breakpoint is close to 1 − p. Additionally, this table suggests that the correct estimation probability is greater, at least marginally, when using linear interpolation than when using spline and when the missing data ranges from 40 to 60%. This is relevant for our application as we deal with a fair amount of time series whose lack of observations ranges in that interval. The same conclusions about the correct estimation probability can be drawn when the size of the amplitude in the seasonal component increases, see Tables 10 and 11 in the Supplementary Materials. Finally, the accuracy and precision of BFAST in estimating a breakpoint correctly is reported via the MSE. Figure 3 shows that up to 20% of missing values, BFAST's performance is appropriate independently of the parameter h and interpolation method. From 30% and upwards, the combination of linear interpolation and BFAST outperforms the combination of spline interpolation and BFAST. 4.3. Assessing BFAST's performance in estimating two breakpoints.
Here we are interesting in assessing BFAST's ability in estimating two breakpoints as a function of the distance between them and when we set σ = 0.02, h = 0.15, 0.23, vary the percentage of missing data (from 40 to 60%) and utilize a harmonic regression model to simulate the seasonal component (amplitude 0.15 and phase angle 0). We focus on the behavior of BFAST when 40 to 60% of observations are missing in a time series based on the results of our previous simulation and because this amount of missing information is relevant for our applications.
In this study the trend function is defined through Eq. (1) with α 1 = 0.7, α 2 = 0.3, α 3 = α 2 , β 1 = 0, β 2 = 0.2/161, β 3 = β 2 , τ 0 = 0, τ 1 = 100, τ 2 = τ 1 + , and τ 3 = 322. Observe that the second breakpoint, τ 2 , is separated from the first one (τ 1 ) by time-points and we will use = 10, 20, . . . , 130, 140. We begin by studying BFAST's probability coverage of estimating correctly the 2 true breakpoints. That is, we divide the number of times in which BFAST estimates the true breakpoints τ 1 and τ 2 by the number of times in which 2 breakpoints are estimated. According to Figure 4 , the less percentage of missing data (40%) the greater the BFAST's probability coverage, regardless of the interpolation method. Also from that figure (top row, h = 0.15) we infer that for a correct estimation of two breakpoints these have to be separated by at least 50 time-points (approx. 2 years in Landsat time scale); this is in line with the fact that when h = 0.15 the OLS-MOSUM statistic uses a bandwidth with roughly 48 time-points. Similarly, (bottom row) when h = 0.23 (and roughly 75 time-points are used in OLS-MOSUM's bandwidth) BFAST begins to detect two breakpoints as soon as they are separated by at least 80 time-points.
Next, we report on BFAST's underestimation, see Figure 5 for case h = 0.23. We consider underestimation, i.e. either τ 1 or τ 2 are estimated correctly, when one (top row), two (middle row) or more than two (bottom row) breakpoints are detected. In the first case, and regardless of the interpolation method, when 40% of data are missing BFAST only underestimates when the separation between τ 1 and τ 2 is lesser than 60 time-points. In the second case (when two breakpoints are detected), independently of the percentage of missing data and the interpolation method, BFAST's underestimation reaches a stable level (45%) once the separation is about 80 time-points. Finally, once BFAST has detected more than two breakpoints the first thing to notice is that the linear interpolation method shows a less erratic behavior of the underestimation phenomenon throughout differente levels of missing data. Also, BFAST's underestimation will cease when the breakpoints are separated by 80 time-points.
In the Supplementary Materials, see Figure 13 , we discuss BFAST's underestimation for h = 0.15. Briefly, in this case, independently of the separation of τ 1 and τ 2 , BFAST will estimate more than two breakpoints and when this occurs only in half of the times one true breakpoint is estimated correctly.
We finalized by reporting that when the distance between two breakpoints is at least 80 time-points and the bandwidth parameter has been set to h = 0.23, BFAST does not exhibit an apparent overestimation; this feature is independent of the interpolation method and percentage of missing values, see bottom row of Figure 6 .
In light of the results of this section, in the following we will apply BFAST to time series which have been linearly interpolated. Also, since using only h = 0.23 precludes the detection of burned areas in 2005, we will utilize the value h = 0.15 too and comment on the characteristics of the burned severity maps resulting from the use of each of these values. 
Results and discussion
Based on Eq. (1) we can calculate the magnitude of the change (perturbation) of an NDVI time series. Verbesselt et al. (2010a) , define the magnitude of an abrupt change at the breakpoint τ j as
Observe that this is the difference between T τ j−1 and T τ j , see Eq. (1). Thus, when BFAST detects an abrupt change (significant at 95%), reporting on the magnitude of the largest abrupt change contributes to identify increasing and decreasing regimes in the biophysical variable (vegetation greenness). According to Figure 7 , the overall trends of La Primavera's NDVI time series has undergone to a series of (statistically significant) changes almost in its entirety and throughout the studied period, see Figure 7 .
Combining the map of reference data and that of change's magnitude, Figure 2 and Figure 7-B , respectively, we can observe those changes which are arguably associated with fire events. For instance, in Figure 7 -B we highlight the intersection between the 2005 and 2012 burned areas, from this zone we extract some pixels which are shown in the top and middle row of Figure 8 . Based on these figures, at the abrupt change reported in 2005, the estimated trend reports a visible modification, its slope went from negative to positive quite rapidly. Although before 2005 the estimated trend is slightly decreasing we can observe an increase of the NDVI practically right after the estimated breakpoint. Moreover, the annual NDVI cycles are, in average, around 0.6 and this feature is persistent until 2012. It is plausible that this fire has allowed a vegetation re-growth in that area. Unlike the fire reported in 2005, according to the estimates, in 2012 (middle row of Figure 8 ) the vegetation might have been more drastically affected. In this case, around the breakpoint, the estimated trend has a smaller slope than that of 2005. Also, the NDVI cycles show small amplitudes and only up to the final observation of 2016 the NDVI value went back (approximately) to what it was before the abrupt change of 2012.
The pixel shown in the bottom row of Figure 8 corresponds to an area in which a fire was reported in 2008 and describes decreasing trend regimes. These changes can be construed as marginal compared with the overall structure of the annual NDVI cycles. In 2008, however, the NDVI value achieved its minima over the 14 years under consideration which is in line with the type of affectation caused by a fire. Interestingly, a record about the 2008 fire is only available locally, cf. Huerta-Martínez and Ibarra-Montoya (2014).
These examples illustrate how BFAST can be employed to detect and characterize changes associated with the vegetation's health. This method also allows us to monitor re-growth regimes when they exist. The difficulty of pursuing this analysis at the pixel level led us to propose a series of maps to visualize vegetation changes and then link these changes with fire events. Some of these maps are presented and discussed now. 5.1. Burn severity maps for La Primavera. According to Key and Benson (2006) we can measure the damage or perturbation inflicted by fire on an ecosystem by reporting its burn severity. Our approach to quantify burn severity is based on BFAST's breakpoint estimate of the NDVI and then computing the value of the difference in NBR in a vecinity of the breakpoint, see Section 3.3. Figure 9 summarizes the burned areas detected by our approach and their corresponding severity level. We report the total burned hectares (Table 4 ) and, relative to this total, the burned area's fraction classified by severity level (Table 5 ). There are differences in the estimated total hectares when using either h = 0.15 or h = 0.23. These differences are specially marked at the extremes of the period (2006 and 2013) . Table 5 shows that the detected burned areas are mainly grouped on the low severity level across 2005-2014. Because high burn severity has been identified as a cause for high erosion rates as well as low vegetation recovery, cf. Doerr et al. (2006) and Moody et al. (2013) , we can infer that most of La Primavera's burned areas suffer from low erosion and profit from a high vegetation regrowth rate.
Our approach detects the two major fires occured in La Primavera in the 2003-2016 period. Figure 10 -A reports on the 2005 burned area (using h = 0.15) from which the majority has been classified by low followed by moderate and, to a far less degree, high severity. The vegetation affected in this area was primarily native and induced grasslands followed by shrubs and bushes and to a lesser extent adult woodland (oak-pine forest). the local authorities and they have reported that this fire might have been set intentionally. To this date there is not an official record on the total damaged area, see Huerta-Martínez and Ibarra-Montoya (2014) for more details. We consider that this map is an important piece of evidence that our approach can be used as an effective tool for monitoring burned areas, despite a high density of missing values, when satellite imagery time series are utilized. Figure 10 -C and D report on the 2012 burned area when using h = 0.15 and h = 0.23, respectively. The vast majority of this area has been categorized by low severity. In comparison, those areas with moderate and high severity are larger when using h = 0.15 than when using h = 0.23. Oak-pine forest and shrubby vegetation dominate this area. According to reports from the state of Jalisco, from 10 to 20% of wooded died as a result of fire which might have been started in a clandestine landfill.
In Section 5.3 we explore some strategies to enhance the appearance of our burn severity maps. Next, we validate our 2012 burn severity map and show that the overall accuracy of our product improves with the quality of the data set. 5.2. Accuracy assessment for a burn severity map.
In this section we follow Ch. 4 of Congalton and Green (2009) to assess the overall accuracy of our 2012 burn severity map. As reference data we use the RapidEye polygon of the 2012 burned area provided by CONABIO, see Section 2.2.1 for further details. Table 6 . Overall accuracy of 2012 burn severity map as a function of data quality.
Spatial smoothing strategies are introduced in Section 5.3. Technically speaking, in order to compute the overall accuracy, the burned and unburned area polygons provided by the RapidEye product were overlapped with those produced by our approach, yielding ommission and commission errors which all were recorded in an error matrix; we employed some functions of ArcMap 10.3.1 to get these errors.
The overall accuracy is rather low, from 53 to 58%, when we employ all the pixels of the reference RapidEye polygon, see column Whole area in Table 6 . We know from our simulations that data quality does have an effect in the performance of BFAST in detecting breakpoints which, in turn, arguably influences the accuracy of our product. Because of this we define a mask indicating the data quality of each pixel on the RapidEye polygon, see Figure 11 -A. We associated the pixel quality with the percentage of missing data in its corresponding NDVI time series. For example, a poor quality pixel is that whose percentage of missing data ranges from 50 to 53% and a pixel with moderate quality is that exhibiting 47 to 49% of missing data. Having defined these classes we compute the corresponding overall accuracy. Figure 11 -B shows the coincidences between the reference RapidEye polygon and our product when we only considered poor quality pixels; the columns Poor data quality and Moderate data quality in Table 6 are based on this mask.
In average, focusing only on the burned areas with poor quality pixels the overall accuracy improves 5%. This improvement, in average, reaches 19% when we consider areas with moderate quality pixels. This makes us confident that our methodology will work appropriately in determining the severity of burn areas provided the quality of the NDVI data cube is optimal. 5.3. Some strategies to enhance burned area detection.
Based on Figure 11 -A, more than half of the pixels in the area of study lacks of at least 54% of observations. We have argued that our methodology is expected to produce reliable results as soon as the quality of the data sets improve. We have also argued that h, the bandwidth parameter required by the OLS-MOSUM test statistic, influences the total amount of breakpoints estimated each year. Consequently, it is plausible that the bandwidth also has an impact on the burned areas estimated by our approach. Now we discuss a few strategies that we implemented in order to try and enhance not only the appearance of our maps but also its overall accuracy.
As a working example we consider the burn severity maps for 2012. The discussion that follows is based on the maps shown in Figure 12 which, in turn, gave rise to the overall accuracy Table 6 .
The first visual difference occurs when we utilize h = 0.15 or h = 0.23 as BFAST's bandwidth parameter, see A and B, respectively. In the former figure, the estimated burned area shows an apparent banding whereas the latter exhibits the burned area more continuously. Regardless of this continuous aspect, A seems to have estimated a larger burned area than B. This feature is reflected in the overall accuracy of each of these maps, first two rows of Table 6 , as the accuracy of map-A is larger than that of map-B across different data quality classes.
Next, we move to describe Figure 12 -C and D. In both cases we first applied a spatial smoothing on the 238 Landsat-7 scenes and then we interpolated linearly the rest of the data cubes. For map-C we applied the ArcMap 10.3.1 low-pass filter with a 3 × 3 spatial kernel and for map-D we utilized the algorithm gdal fillnodata from the GDAL library, cf. GDAL (2019) . This algorithm uses the nodata flag MaskBand, a product that is available along with the Landsat-7 images, and interpolates the missing values from pixels in their vecinity; the process is finished by an iterative moving average filter with a 3 × 3 bandwidth. Visually, map-D is superior to map-C as it shows a realistic level of continuity in the burned area. Despite its pixelated look, the overall accuracy of map-C is larger than that of map-D and larger to any product in comparison for that matter.
We consider that the results of this section are encouraging to open a line of research about statistically-based imputation techniques for the Landsat-7 imagery and assess its impact, hopefully minimal, over the breakpoint estimation process. Having a complete, or well-imputed, data cube may cause that the role of the bandwidth parameter h be rather secondary. These ideas require further investigation and are outside the scope of the present article.
Conclusions
In its initial stage the methodology proposed in this paper allows for the semi-automatic (only one tuning parameter is needed) statistical estimation of abrupt changes (breakpoints) in the NDVI's trend structure; this idea has been applied for determining different disturbances (for instance, pests) in some ecosystems. In a second stage, our method permits for the identification of disturbances in forest attributed to fire. More precisely, by combining the statistical estimation of breakpoints in the NDVI's trend with the computation of the dNBR in a temporal vecinity of the estimated breakpoint our method allows for mapping burned area simply and appropriately. Unlike other methods, ours does not require prior knowledge of the burn's date.
All the above is possible due to the combination of the statistical estimation of breakpoints in the NDVI's trend with the computation of the dNBR in a temporal vecinity of the estimated breakpoint.
The simulation studies of this work serve 2 purposes. First, we calibrate some parameters needed in the statistical method to identify breakpoints in NDVI time series with a large amount of missing values. Then, our simulations contribute to a better comprehension of the role of the bandwidth parameter used by the OLS-MOSUM test to identify breakpoints. For instance, the latter allows us to determine that we need a rather small bandwidth, h = 0.15, in order to identify breakpoints in the first, and last, 2 years of our NDVI, Landsat-derived, 14 years long, time series. Also, we found that for the same type of time series, h = 0.23 prevents overestimation of the breakpoints. We envision that our discussion on the value of h, arguably the only tuning parameter of BFAST, alerts on the need for the development of a parameter-free statistical breakpoint estimation procedure with multiple applications for the remote sensing community. As a by-product, our simulations show that when in need Table 7 . Probability coverage of estimating one breakpoint as a function of σ. Here bandwidth is h = 0.15. of a simple method to fill in missing values which has a moderate impact on breakpoint estimation, we can rely on linear interpolation. We showed empirically that our burn severity maps improve their overall accuracy as the quality of the data cubes improves. This makes us confident that the application of our methodology on optimal data cubes will contribute to an effective assessment of the severity of burned areas. We identify statistical imputation of Landsat-7 images and its influence on breakpoint estimation as a niche for future work.
It would also be interesting to apply our methodology in other areas to show its validy and usefulness in broader scenarios. It is also of great interest to extend the study period, perhaps with other products (Landsat-8, SENTINEL), and even consider other indexes such as the Enhanced Vegetation Index (EVI) as an auxiliary variable for mapping burned areas.
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Supplementary materials
In this section we include maps, figures and tables which have been mentioned in the main document. When necessary we will add comments associated with the material presented here.
Discussion of Table 7 . For the smallest variability level (σ = 0.02) and percentage of missing data (40%) both interpolation methods have their best performance. Overall, the greatest BFAST's probability coverage is achieved when the synthetic time series are interpolated with spline across all considered cases, especially for a marked amplitude (0.3). Also, the performance of any of the interpolation methods decays as the percentage of missing values increases.
Discussion of Figure 13 . We consider underestimation, i.e. either τ 1 or τ 2 are estimated correctly, when one (top row), two (middle row) or more than two (bottom row) breakpoints are detected. In the first case, and regardless of the interpolation method, when 40% of data are missing BFAST only underestimates when the separation between τ 1 and τ 2 is lesser than 40 time-points. In the second case (when two breakpoints are detected), independently of the percentage of missing data and the interpolation method, BFAST's underestimation reaches a stable level (45%) once the separation is about 50 time-points. Finally, when BFAST has detected more than two breakpoints independently of the missing data and the interpolation method, BFAST's underestimation reaches a stable level (50%). BFAST's underestimation will not cease in this case. This is contrary to what we found for the case h = 0.23 when the underestimation ceases once the breakpoints are separated by at least 80 time-points.
