Abstract Due to limitations to extract invariant features for recognition when the aircraft presents various poses and lacks enough samples for training, a novel algorithm called Weighted Marginal Fisher Analysis with Spatially Smooth (WMFA-SS) for extracting invariant features in aircraft recognition is proposed. According to the Graph Embedding (GE) framework, Heat Kernel function is firstly introduced to characterize the interclass separability when choosing the weights of penalty graph. Furthermore, Laplacian penalty is applied to constraining the coefficients to be spatially smooth in this algorithm. Laplacian penalty is able to incorporate the prior information that neighboring pixels are correlated. Besides, using a Laplacian penalty can also avoid the singularity of Laplacian matrix of intrinsic graph. Once compact representations of the images are obtained, it can be considered as invariant features and then be performed in classification to recognize different patterns of aircraft. Real aircraft recognition experiments show the superiority of our proposed WMFA-SS in comparison to other GE algorithms and the current aircraft recognition algorithm; the accuracy rate of our proposed method is 90.00% for dataset BH-AIR1.0 and 99.25% for dataset BH-AIR2.0. 
Introduction
Researches on recognizing 3D objects from 2D images are becoming increasingly popular. 1 Analyzing features of aircraft as typical 3D dynamic objects and identifying their patterns are always attracted by many scholars. Concerning the issues for diversities of aircraft's poses such as variation of 3D scale, transformation and rotation, it makes recognition of aircraft images quite difficult.
The current methodologies of recognition for aircraft objects are to extract invariant features based on shape information and then to discriminate aircraft patterns combined with various classifiers. Invariant features, such as affine moment, wavelet moment, sift feature, etc. have been extensively adopted as effective feature extraction means, which have appeared pros and cons in certain specific applications. Among invariant features mentioned above, different features appear different tolerance for invariance on condition of images taken by various poses of aircraft. Flusser 2 proposed the affine moment, which is able to keep invariant to image distortion or twisting caused by small aircraft's roll angle and pitch angle variation; wavelet moment 3 is capable of keeping invariant to aircraft's scaling variation; SIFT feature 4 can keep invariant to affine variation and resists noise quite well. However, one kind of invariant features can only satisfy recognition requirement limited in a specific circumstance and might not acquire a satisfying results shifting into another circumstance. Therefore, it is not feasible to apply single kind of features combining classifiers to construct an aircraft image recognition system that acquires high recognition rate on condition of aircraft's pose diversity.
According to the principle of integration, it is feasible to construct a more general aircraft image recognition system that can effectively acquire higher recognition rate on condition of different circumstances if invariant features are combined based on different rules. Zhu 5 proposed a method of aircraft recognition based on Multiple Classifier Fusion with Multiple Invariants (MCF-MI), which fused four different aircraft image features: affine moment, Zernike moment, wavelet moment and gradient module of SIFT feature descriptor and combined support vector machine to construct four kinds of classifiers. Moreover, an adaptive weighted voting method is adopted to carry out multiple classifier fusion for improving aircraft recognition rate, which is higher than the recognition rates using the classifiers constructed with single invariant features. However, it cannot satisfy the real-time requirement in the process of aircraft recognition because the choice of invariant features and the fusion of invariant features and classifiers are determined by different aircraft image conditions. Specifically, under the conditions of wide angle rotation of aircrafts, invariant features suffer trivial-solutions, leading to a dramatic a reduction in recognition accuracy.
Recently, there are considerable interests into visual analysis and dimension reduction. One hopes that estimating geometrical and topological properties of the manifold from random points lies on this unknown sub-manifold. Along this direction, many researchers [6] [7] [8] proposed lots of subspace learning algorithms to explore the local geometric structure embedded in high dimensional data. Some popular ones include Locality Preserving Projection (LPP), 9 Neighborhood Preserving Embedding (NPE) 10 and Marginal Fisher Analysis (MFA). 11 When using these methods, we usually represent an image of size m 1 · m 2 pixels by a vector in an m 1 · m 2 dimensional space. Although various poses of aircraft lead to huge difference in the same pattern of aircraft images and the dimensionality of data is extremely high when aircraft images are represented as vectors, there might be an intrinsic properties of the high manifold embedded in a low sub-manifold, which leads us to consider methodologies of subspace learning to extract invariant features from high-dimensional aircraft manifolds.
In this paper, we introduce a method called Weighted Marginal Fisher Analysis with Spatially Smooth for extracting invariant features in aircraft recognition. Based on the Graph Embedding framework, 12 we firstly introduce Heat Kernel function 13 to characterize the relationship between different pattern of aircraft images. Furthermore, we use Laplacian penalty 14 to constrain the coefficients to be spatially smooth in this algorithm. Instead of considering the basis function as a m 1 · m 2 dimensional vector, we consider it as a matrix, or a discrete function defined on a m 1 · m 2 lattice. So the discretized Laplacian operator can be applied to measuring the smoothness of basis function along the horizontal and vertical directions. Because the discretized Laplacian operator is a finite difference approximation to the second derivative operator, we sum over all directions. The choice of Laplacian penalty allows us to incorporate the prior information that neighboring pixels are correlated. Besides, using a Laplacian penalty can also avoid the singularity of Laplacian matrix of intrinsic graph. After we acquire representations of images in the subspace, we can consider them as invariant features and then perform classification to recognize different patterns of aircraft.
The method presents two essential characteristics:
(1) Before acquiring the optimized projections that maximize the interclass separability represented by penalty graph and minimize the intraclass compactness represented by intrinsic graph, the choice of Heat Kernel function as weights of penalty graph can characterize the interclass separability better than simple-minded function used by MFA in neighborhood relationships. (2) Although PCA as a pre-projection to avoid the singularity of Laplacian matrix of intrinsic graph works very well in various object recognitions like face recognition, 15 it failed in aircraft recognition for huge difference caused by pose variation between the same pattern of aircrafts. Therefore, we introduce Laplacian penalty as the regularization to avoid the singularity of Laplacian matrix of intrinsic graph and to avoid over-fitting 16 because the number-of-dimensions to the sample-size ratio is too high.
The rest of the paper is structured as follows. In Section 2, we define the feature extraction as a subspace learning representation in aircraft recognition and provide a brief review of the Graph Embedding framework and Laplacian smoothing. Section 3 introduces our proposed algorithm called Weighted Marginal Fisher Analysis with Spatially Smooth. The extensive experimental results are presented in Section 4. Finally, we provide some conclusive remarks and suggestions for future work in Section 5.
Problem definition and theoretical background

Problem definition
For a general classification problem, each image of the aircraft sample set is rearranged from size of m 1 · m 2 to a vector
, where m = m 1 · m 2 . The aircraft sample set for model training can be represented as a matrix
where N is the sample number and m the data dimension. For supervised learning problems, the class label of sample x i is assumed to be c i = {1, 2, . . ., N c }, where N c is the number of classes. We also let p c and n c denote the index set and number of samples belonging to the class, respectively. The linear feature extraction is to find a mapping matrix
, which transforms sample x i to a specific representation y i , where, typically, l m and y i = A T x i .
A brief review of Graph Embedding framework
Let G = {X, W} be an undirected weighted graph with vertex set X and similarity matrix W 2 R
N·N
. Each element of the real symmetric matrix W measures, for a pair of vertices, its similarity, which might be negative. In this work, the Graph Embedding of the graph G is defined as an algorithm to find the relationships of the desired low-dimensional vector representations between the vertices of G that best characterize the similarity relationship between the vertex pairs in G.
For simplify exposition, we take the one-dimensional case and let vector y = [y 1 y 2 . . . y N ]
T be the representation of ver-
. If the mapping is linear, y i = a T x i . The objective function of Graph Embedding is given as follows:
where d is a constant and B is the constraint matrix; B is typically a diagonal matrix for scale normalization and may also be the Laplacian matrix of a penalty graph G p , and L is the Laplacian matrix of an intrinsic graph G. Laplacian matrix of the intrinsic graph and the penalty graph can be defined as follows:
Given different similarity matrices W, function Eq. (1) can be represented as different subspace learning algorithms (PCA, LDA, NPE and MFA, etc.).
Laplacian smoothing
Let f be a function defined on a region of interest
here, d defines the dimensionality of the signal. The Laplacian penalty function, denoted by J, is defined by
Intuitively, J(f(t))measures the smoothness of the function f over the region O. In this paper, our interest lies in image. An image is intrinsically a two-dimensional signal. Therefore, we take d to be 2 in the proposed algorithm.
Weighted Marginal Fisher Analysis with Spatially Smooth (WMFA-SS)
Constructing graph of intraclass and graph of interclass
If x i and x j represent two images of the same aircraft with two different poses, we design the intrinsic graph that characterizes the intraclass relationship based on Graph Embedding framework. In the intrinsic graph, a vertex pair is connected if one vertex x i is among the k 1 -nearest neighbors of the other x j and the elements of the pair belong to the same class. We choose the same weights to describe the connected relationship to reduce the intraclass's difference. The similarity matrix of the intrinsic graph is given as
ðiÞ indicates the index set of the k 1 -nearest neighbors of the sample x i in the same class.
If x i and x j represent two images of the two classes of aircraft with possible similar poses, we design the penalty graph that characterizes the interclass relationship based on Graph Embedding framework. In the penalty graph, for each class, the k 2 -nearest vertex pairs in which one element is in-class and the other is out-of-class are connected. We choose Heat Kernel function to describe the connected relationship to increase the interclass's divergence. The similarity matrix of the penalty graph is defined as
By following the Graph Embedding formulation Eq. (1), the object function of WMFA-SS is characterized as
here, W For an aircraft image, the region of interest O is a two-dimensional rectangle, for notational convenience of O, we take it to be 2. A lattice is defined on O as follows. Let h = [h 1 h 2 ] where h 1 = 1/ m 1 and h 2 = 1/ m 2 . O h consists of the set of two-dimensional vectors t i = [t i1 t i2 ] with t ij = (i j À 0.5) h j for 1 6 i j 6 m j and 1 6 j 6 2. There are a total of m = m 1 · m 2 grid points in this lattice. Let D j be an m 1 · m 2 matrix that yields a discrete approximation to @ 2 =@t 2 j . Thus if u ¼ ½uðt 1 Þ uðt 2 Þ . . . uðt mj Þ is an m j -dimensional vector which is a discretized version of a function u(t), then D j has the property that
For i = 1, 2,. . ., m j . There are many possible choices of D j . 17 In this work, we apply the modified Neuman discretization 
where I j is m j · m j identity matrix for j = 1, 2. is the kronecker product. 19 For an m 1 · m 2 dimensional vector a, it is easy to check that ||D AE a|| 2 is proportional to the sum of the squared differences between the nearby grid points of a with its matrix form. It provides a measure of smoothness of a on the m 1 · m 2 lattice.
Given the WMFA-SS structure with penalty Laplacian matrix B and intrinsic Laplacian matrix L, the WMFA-SS is defined as arg max
where the parameter 0 6 a 6 1 controls the smoothness of the estimator; when a = 0, the WMFA-SS will reduce to the WMFA which totally ignores the spatial relationship between pixels of an image; when a fi 1, the algorithm will choose a spatially smoothest basis vector and totally ignore the manifold structure of the aircraft data. J is the discretized Laplacian regularization functional
The vectors a i (i = 1, 2,. . ., l) that maximize the objective function Eq. (11) are given by the maximum eigenvalue solutions to the following generalized eigenvalue problem
The algorithmic procedure of WMFA-SS is formally stated as follows:
(1) Constructing the graph of intraclass compactness and graph of interclass separability. In the intraclass compactness, using simple-minded function Eq. (5), that is, for each sample x i , set the similarity matrix W ij = W ji = 1 if x i is among the k 1 -nearest neighbors of x j in the same class. In the interclass separability graph, using Heat Kernel function Eq. (6), for each class c, set the similarity matrix W (9) and (10), the discrete approximation D is 
The compact representations Y = [y 1 y 2 . . . y N ] embedded in this subspace are invariant features, whose number is N and dimension is l.
Finally, we represent the testing samples into the subspace learned from the training sample and then use k-NN classification to classify different patterns of aircraft in the l dimensional subspace.
Experimental results
Aircraft dataset and experiment settings
Due to the lack of 3D aircraft object data sample, we utilize 3ds Max software to build two aircraft image datasets -(BH-AIR-1.0 and BH-AIR-2.0) to evaluate the performance of our proposed algorithm.
The purpose of the first dataset is to demonstrate that the algorithm is still recognizable when the aircraft has big space rotation while the MCF-MI fails and at the same time verify the superiority of this algorithm by comparing with current GE algorithms. In this dataset, we choose four aircraft: F22, F111, Su27 and Mirage2000. Each aircraft includes 90 viewpoints, which defines 18 rotation viewpoints from À180°to 180°with every 20°interval and 5 viewpoints moving the aircraft 5 pixels in the up, down, left and right directions in the image (Fig. 1) . We preprocess all these images with binary images and the same size 48 · 48 in dataset before we verify the experiment. The purpose of the second one is to verify the superiority of our algorithm by comparing with the current algorithm MCF-MI. In this dataset, we sample three aircraft: F22, F111, SU27 at different roll angles or pitch angles. Each Fig. 1 Sample images from the aircraft database BH-AIR-1.0. aircraft includes 81 viewpoints, which defines 9 viewpoints from À20°to 20°with every 5°interval in roll angle and 9 viewpoints from À20°to 20°with every 5°interval in pitch angle. We further scale these images with 6 different transformations with the ratio of 1/2, 3/4, 1, 5/4, 3/2, 7/4, 2 and finally acquire 567 images for each aircraft (Fig. 2) . Thus, we acquire 1701 images in the second dataset and preprocess it the same as the first one. We summarize all of databases used in the experiments, which is listed in Table 1 .
WMFA-SS versus GE algorithms
We first evaluate the performance of WMFA-SS in comparison to other classic GE algorithms: MFA, LDA on BH-AIR-1.0. For a fair comparison with these classic algorithms, we introduce Laplacian penalty as regularization into MFA and LDA for spatially smooth, which we called MFA-SS and LDA-SS. Moreover, we also transform data into PCA subspace first and then utilize WMFA, MFA and LDA, which we called PCA + WMFA, PCA + MFA, PCA + LDA.
Since results in subspace learning algorithms are affected by the number of training samples, dataset BH-AIR-1.0 was randomly split into 50 training samples and 40 test samples. As mentioned in Graph Embedding framework, 11 how to set parameters is still an open problem. We empirically set the parameters in WMFA-SS. Specifically, we utilize the cross validation to set the optimized parameters of intrinsic graph and penalty graph -k 1 is 10 and k 2 is 400. In penalty graph, the parameter r in weight function is ð1=2N k 2 Þ P jjx i À jx j jj 2 ; where ðjx i À jx j Þ represents the nearest pairs among the k 2 -nearest among the set {(i, j), i e p c , j R p c }. The parameter of a is set as 0.1. A crucial problem for most of subspace learning algorithms is dimensionality estimation and often needs to be heuristically determined. Therefore, the performance usually varies with the number of dimensions. We show the best results of each algorithm obtained by 30 random splits of 50 training samples and 40 test samples in Fig. 3 . As we can see, every algorithm reaching each peak recognition accuracy varies with the number of feature-dimensions. Finally, we report the experimental results of these six algorithms, which are listed in Table 2 . The mean and standard deviations of recognition accuracy in 30 random splits are reported in the second column, and the numbers in parentheses are the corresponding feature dimension with the best recognition accuracy. The third column of this Table describes the best results in 30 random splits corresponding to certain feature dimensions as shown in parentheses.
The main observations from the performance comparison include: WMFA-SS approach significantly outperforms other GE algorithms. The reason lies in the fact that the Heat Kernel function is introduced in the penalty graph describing better relationships between different kinds of aircraft; moreover, Laplacian penalty, as a regularization, takes into account the spatial relationship of an image, solves the problem of intrinsic similarity matrix's singularity and avoids over-fitting due to limited data. We could also observe that introducing a Laplacian penalty for spatial smooth in other GE algorithms works better in aircraft recognition than PCA + GE algorithms, which previously work very well in face recognitions.
11
According to PCA + GE algorithms, we projected the original aircraft samples into PCA subspace, as shown in Fig. 4 . The projection vectors cannot represent the aircraft shape because of different poses while can represent the mostly face profile, thus the accuracy of PCA + GE algorithms performs not as well as our proposed algorithm.
WMFA-SS versus MCF-MI
To evaluate the superiority of our algorithm by comparing it with the current aircraft recognition method MCF-MI, we built the BH-AIR-2.0, which was described in the same way with the database used by MCF-MI. As mentioned, the recognition accuracy of MCF-MI is 92.81%, which the aircraft is not covered and 83.35%, which is covered. We implement our proposed algorithm on BH-AIR-2.0, which includes the situation of being covered (Fig. 2) . According to the last experiment, we firstly split the BH-AIR-2.0 with 300 training samples per pattern of aircraft and the rest of them as test samples and then set the optimized parameters of intrinsic graph and penalty graph -k 1 as 30 and k 2 as 400. In penalty graph, the parameter r of weight function is still ð1=2N k 2 Þ P jjx i À x j jj 2 , where (x i À x j ) represents the nearest pairs among the k 2 -nearest among the set {(i, j), i e p c , j R p c }. The parameter of a is set as 0.1.
We show the dimensionality of invariant features from 1 to 30 in Fig. 5 and we choose the dimension of subspace corresponding to the highest recognition accuracy, which is 9 dimension. The accuracy of our proposed algorithm in BH-AIR-2.0 performances better than MCF-MI, which is shown in Table 3 . 
Conclusions
