Abstract. In this paper a third-order numerical method is considered which utilizes a twice continuously differentiable third degree spline to approximate the solution of x(t) = FU, x(t), j K(t, u, x(u)) du\ x(a) = jco, at discrete points in the interval [a, b]. The error analysis uses a technique usually associated with linear multistep methods.
I. Introduction.
In this paper, consideration is directed to the Volterra integrodifferential equation (1) x(t) = F\t, xit), j Kit, u, xiu)) du) , a g t á b, with the initial condition x(a) = xu. A third-order numerical method is considered which utilizes a twice continuously differentiable third degree spline to approximate the solution x at discrete points in the interval [a, b] . Other authors, e.g. Hung [5] , have applied cubic splines to obtain an approximate solution of a scalar Volterra integro-differential equation. This paper considers the method as applied to vector equations. More important, however, is the error analysis presented herein. This analysis uses a lemma usually associated with linear multistep methods. The utilization of this lemma allows the cubic spline method to be applied to a larger class of equations than considered by Hung with, however, a corresponding reduction in the order of the errors. In particular, Hung requires the solution of (1) be of class C\a, b] while the analysis presented here requires only C\a, b]. Accordingly, Hung achieves a discretization error 0(/r") while this analysis achieves 0(/r3).
where E" is real Euclidean «-space. Moreover, let the «th order matrices F'2>, F<3), and A"131 be such that the respective elements are given by (2) F,,,-= --, F,,, = --, and A,,,---
Then, the following assumptions are made: (a) Equation (1) 
¿h
Note that Sk(tk) = -^*, i»(/t) = **, Sk(tk) = ** and 5t(ri+1) = *i+1.
The approximate solution to (1) is obtained by replacing the integral by a numerical quadrature formula and requiring that the resulting equation be satisfied at the nodes. Thus, if the cubic spline S replaces x in this equation, (1) is replaced by (4) SAtk + ¡) = F\tk+X, Sk{h+¡), h ¿ w,Kitkti, t¡, S,-,«,)))
where the weights w¡ are bounded and depend on the numerical quadrature formula used and where 5_,(r0) = x0. Then, using xk = Sk-,{tk), xk = 5fc_,(/t), ** = Sk-,{tk) and xk+1 = Sk(tk+,), (4) (5) is used to determine xk, it is convenient to use (4) in the error analysis to follow.) It follows, in the usual straightforward manner, from assumption (c) that, for x,
Thus, for « sufficiently small the mapping given by (5) is a contraction. This proves the following theorem.
Theorem 1. For H as defined by (5) and with assumption (c) satisfied, it follows that, for sufficiently small h, H is a contraction mapping.
Thus, (5) can be used iteratively to determine x,, i = r, ■ ■ ■ , N, where r depends on the starting method used.
IV. Error Analysis. Let E(t) = xit) -5(r). Then, from (1) and (4), there follows Èitk) = F\tk, xitk), J Kih, u, xiu)) du) -F\tk, Sk-Ah), f Kih, u, xiu)) duj
+ fU, Sk-Atk), h ¿ w¡Kitk, t¡, xit,))j where Ô(«") is a vector with components all 0(/z").
The error analysis development is to obtain an equation involving E and È at the nodes. Then, (6) is used to provide an equation in E only. The error information at the nodes is then used to obtain error bounds at nonnodal points.
To proceed with the error analysis at the nodes, it is assumed the solution x G Cw[a, b]. Then, for t G [tk, ft+1], (Since S<4) = 0, the error terms involve only the solution x and not the spline S.) Evaluation of (7) and (8) In order to bound the discretization errors at the nodes, the following lemma is used, the proof of which is similar to that for Lemma 5. The error analysis at nonnodal points proceeds by setting t = tk+, in (7) and (8), solving the resulting equations for F(rA) and Eitk) and substituting these equations back into (7) and (8) is used for numerical quadrature. In order to apply Gregory's formula, the values x0, x¡, x2 and x, are needed. x0 is known. To obtain the other starting values, let Git, xit)) represent the right side of the above equation, i.e., xit) = Git, xit)), and let Gk = Gitk, xitk)). Then 
Xki 1/2 -&xk + ±xk+, $xk + 2, Gk+i/2 -gGk + ïGk+, -gGk+2.
Table of Errors
Step Size 2' P |£(1. (17) and (18) are used iteratively to find x¡ and x2, then x-, and Xi. The value xA is not a needed starting value but it is obtained simultaneously with x3. The method is used until the difference between two consecutive iterates does not exceed 10"12. This starting method is 0(A4).
Once the starting values are known, the method of Section III is used with Gregory's formula for the numerical integration. Note the method is applied to x¡, not x¡. Once x¡ is known, then x¡ = Si-At,) and x¡ = ft_,(r,).
The above table summarizes the errors corresponding to various step sizes. According to the theory, if the step size is halved the errors in £ and £ should be reduced by approximately one-eighth. The numbers in parenthesis are one-eighth the error for the previous step size, i.e., the error predicted by the theory when the step size is halved.
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