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ABSTRACT  
 
During the last years, Global Navigation Satellite Systems 
(GNSS) reflectometry (GNSS-R) receivers have proven in 
several field experiments that GNSS signals reflected and 
scattered from the Earth’s surface can be used in passive 
remote sensing applications. In ground based GNSS-R re-
ceivers, when the line-of-sight (LOS) signal coherently 
combines at then antenna with the reflected signal, the 
measured signal-to-noise ratio (SNR) will slowly fluctuate 
with the change of the GNSS satellite elevation. The Inter-
ference Pattern Technique (IPT) was proposed in order to 
use these SNR fluctuations to infer the distance between 
the antenna and the ground, as well as some of the geo-
physical properties of the nearby reflecting surface. The 
IPT implies little or no modification on the GNSS receiver, 
but it usually requires fairly long observation periods lead-
ing to a poor spatial resolution. Using the existing models, 
it is possible to express the reflected signal amplitude as a 
function of the height of the receiver antenna, the surface 
relative permittivity, and a surface roughness coefficient. 
Using the output of the receiver’s prompt correlators, we 
propose a new computationally efficient optimization algo-
rithm, the segmented maximum likelihood (SML), that 
makes use of the particular properties of the likelihood/cost 
function under consideration to obtain the maximum like-
lihood estimator (MLE). We also show, by computing the 
estimator’s root-mean-square error and comparing it with 
the Cramér-Rao lower bound, how the obtained estimator 
can be efficient even for relatively short observation times. 
 
I. INTRODUCTION  
 
During the last decade, several experimental campaigns 
have demonstrated that Earth-reflected Global Navigation 
Satellite System (GNSS) signals observed at ground-based 
receivers can be used for passive remote sensing applica-
tions. This is usually referred as GNSS-reflectometry or  
GNSS-R (e.g. [1]–[4]). In such GNSS-R receivers, when 
the line-of-sight (LOS) signal coherently combines at the 
antenna with the reflected signal, the measured signal-to-
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noise ratio (SNR) slowly fluctuates as a result of the con-
structive and destructive interference of the two signals that 
depend on the changing system geometry (since the satel-
lite is moving on the sky), as well as on the geophysical 
properties of the nearby reflecting surface. The Interfer-
ence Pattern Technique (IPT) makes use of these SNR var-
iations for different applications such as ground altimetry, 
soil moisture  and vegetation water content estimation, or 
even snow depth determination (e.g. [5]–[11]). One signif-
icant advantage of the IPT resides in the fact that it requires 
little to no modification of the GNSS receiver’s signal pro-
cessing architecture. As a consequence, applying the IPT 
on the large amount of SNR data available from the large 
number of already deployed geodetic receivers can enable 
the creation of a large network for soil moisture and 
snow/ice monitoring in a very cost-efficient way [12]. On 
the other hand, the IPT requires fairly long observation pe-
riods since the satellite’s elevation has to change in order 
to induce a change in the SNR. Thus, depending on the an-
tenna’s height above the ground, the reflected signal’s 
track will cover a relatively wide area over the reflection 
surface, which requires having a sufficiently homogeneous 
surface without any major obstacles over the signal’s re-
flection track during a given observation period (typically 
a few minutes). In any case, GNSS-R can fill up an im-
portant gap between the spatial and temporal resolutions 
offered by current in-situ’s instrumentations and space in-
strumentations [11]. 
 
In order to infer some characteristics of the reflecting sur-
face using the IPT; an inversion model is required. In re-
cent years, several signal models for the GNSS L-band 
multipath caused by different kinds of surfaces have been 
proposed. More specifically, in [13] the authors proposed 
a model for land reflections. This model describes the am-
plitude of the reflected signal as a function of a set of pa-
rameters: the height of the receiver antenna, the surface’s 
relative permittivity (𝜀), and a surface roughness coeffi-
cient. 𝜀 is usually used as input for different empirical mod-
els to retrieve soil moisture [14], [15]. Using this model and 
the measured SNR data, or preferably, if it is available, the 
output of the receiver’s correlators, it is possible to develop 
different estimators for these parameters. 
 
Because of its simplicity and cost-effectiveness, the IPT 
technique has received some attention during the last years 
within the GNSS-R research community. However, there 
is still no consensus about the optimal estimation technique 
to retrieve the desired parameters from the observed noise 
interference pattern. E.g., in [16]–[18], each work consid-
ers the use of a different retrieval technique or set of tech-
niques. 
 
In this paper, we propose to use the maximum likelihood 
(ML) estimation technique. Unfortunately, for the signal 
model considered in Section II, which is analogous to the 
one proposed in [13], the ML estimator does not have a 
closed-form expression. In addition, this model is highly 
non-linear, thus computing directly the ML estimate leads 
to a computationally demanding optimization problem, es-
pecially for the joint parameter estimation. To overcome 
this limitation, in Section III, we propose a new computa-
tionally efficient optimization algorithm to compute the 
ML estimator, which relies on exploiting the particular 
properties of the likelihood/cost function under considera-
tion. We have called this algorithm segmented ML (SML). 
In Section IV the performance of the proposed SML algo-
rithm is assessed through simulations, by comparing its 
root-mean-square error (RMSE) with the Crámer-Rao 
lower bound (CRB).  
 
 
II.  SIGNAL MODEL FOR THE IPT 
 
Here, we introduce a signal model for the measurements 
obtained from the receiver’s prompt correlator complex 
output while tracking the GPS L1 C/A signal under the 
presence of a single coherent specular reflection. The 
height of the receiver antenna considered is small enough, 
such that the delay difference between the line-of-sight 
(LOS) component and the reflected component is lower 
than one code chip period, this is approximately 1 µs, or 
equivalently 300 m for GPS C/A code. Figure 1 shows the 
geometry of the considered scenario. We focus only on the 
case of a horizontal planar smooth and homogenous sur-
face. As smooth surface, we assume that the standard devi-
ation of its height (σsh), or surface roughness coefficient, 
satisfies the Rayleigh criterion [19], and that all the energy 
received was scattered from within the surface’s first Fres-
nel zone, labeled as Gs in Figure 1. For simplicity, we as-
sume that the satellite azimuth remains constant. Under this 
assumption, the satellite and the receiver will be contained 
within the same vertical plane over the entire measurement 
period.  
 
The receiver tracking loop considered is the widely used 
combination of a delay lock loop (DLL) for the code track-
ing and a phase lock loop (PLL) for the carrier tracking 
[20]. We assume, without loss of generality, that the carrier 
frequency has been completely removed by the tracking 
loop since for a stationary receiver, both LOS and reflected 
components will experience the same Doppler shift [21]. 
Moreover, we also ignore the navigation data message in 
our analysis by assuming that the receiver has already 
achieved bit synchronization. 
 
During the tracking stage, we can express the output of the 
prompt correlator at instant 𝑡 = 𝑛𝑇 as 
 
𝑥[𝑛] = 𝑠0[𝑛] + 𝑠1[𝑛] + 𝑤[𝑛], (1) 
 
where 𝑠0[𝑛] and 𝑠1[𝑛] are the LOS and reflected compo-
nents, respectively, and 𝑤[𝑛] is the zero-mean additive 
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white Gaussian noise (AWGN) term. Moreover, we can ex-
press the two signal components as  
 
𝑠0[𝑛] = 𝑢0[𝑛]𝐹𝑅[𝑛]Λ(Δ𝜏0[𝑛]), (2) 
 
𝑠1[𝑛] = 𝑢0[𝑛]Γ[𝑛]Λ(Δ𝜏0[𝑛]
+ 𝛿[𝑛]𝑐−1) exp{𝑗𝑘𝛿[𝑛]}, 
(3) 
 
where: 
- 𝑢0[𝑛] is the complex amplitude of the LOS component 
that can be expressed as 
 
𝑢0[𝑛] ≜ 𝑎0 exp{𝑗Δ𝜙0[𝑛]} (4) 
 
where 𝑎0 is the LOS amplitude, which is assumed to 
remain constant over the entire observation period, 
which is not a strong assumption for short observation 
times, i.e. on the order of a few minutes, like the ones 
that we consider in this paper. Δ𝜙0[𝑛] represents the 
difference between the true LOS carrier phase and one 
estimated by the tracking loop.  
- 𝐹𝑅[𝑛] is the antenna complex amplitude gain for right-
hand circular polarization (RHCP). It is a function of 
the received signal elevation and azimuth angles at any 
given instant. 
- Λ(𝜏) is the C/A code autocorrelation function defined 
as [20], [22] 
 
Λ(𝜏) =
1
𝑇
∫ 𝑐𝑓
∗(𝑡 − 𝜏)𝑐(𝑡) 𝑑𝑡,
𝑇/2
−𝑇/2
 
(5) 
  
where 𝑐(𝑡) is the locally generated C/A code replica, 
and 𝑐𝑓(𝑡 − 𝜏) is the received code delayed by 𝜏, and 
filtered by the receiver’s front-end. We assume that the 
front-end bandwidth is sufficiently large such that 
𝑐𝑓(𝑡) ≈ 𝑐(𝑡). 
- Δ𝜏0[𝑛] is the code phase difference between the true 
LOS code phase and the one estimated by the tracking 
loop. 
- 𝛿[𝑛] is the path difference between the LOS and the 
reflected component, in this case 
 
𝛿[𝑛] = 2 ℎ sin(𝜃[𝑛]) (6) 
 
where h is the perpendicular distance between the re-
flection surface and the antenna phase center, which 
from now on will be referred just as receiver’s height. 
- 𝑘 = 2𝜋/𝜆 is the wavenumber, with 𝜆 being the GPS 
L1 signal wavelength (approx. 19.04 cm). 
- Γ[𝑛] is the reflectivity coefficient, that will depend on 
the surface electrical properties and the signal inci-
dence angle. 
 
Depending on the surface considered, different models for 
Γ[𝑛] have been used to model the attenuation and phase 
shift observed on the reflected component for GPS L1 [8], 
[14], [23]. In this paper, we use the Γ[𝑛]  model described 
in [13], proposed for a single layer bare-soil surface. We 
also use the same model for calm water surfaces. This 
model captures the depolarization of the GPS signal upon 
its reflection, the attenuation or loss of coherence due to the 
surface roughness, and the effect of the antenna radiation 
pattern. Thus, Γ[𝑛] can be expressed as  
 
Γ[𝑛] = 𝑔(𝜃[𝑛], 𝜀, 𝜎sh , 𝐹𝑅/𝐿(𝜃[𝑛])). (7) 
 
It is thus a function of the satellite elevation (𝜃[𝑛]) chang-
ing over time, the surface relative permittivity, the surface 
roughness coefficient and the antenna pattern for RHCP 
and left-hand circular polarization (LHCP).  
 
During the signal tracking, the presence of the coherent re-
flected component will introduce a bias in the estimated 
code phase delay and the carrier phase, i.e. Δ𝜏0[𝑛] = 𝑏𝜏[𝑛] 
and Δ𝜙0[𝑛] = 𝑏𝜙[𝑛] . These biases will depend on the re-
flected component signal, as well as strongly on the re-
ceiver’s tracking architecture considered. In this paper, for 
the sake of simplicity, we neglect these biases, i.e. 
𝑏𝜏[𝑛], 𝑏𝜙[𝑛] ≈ 0, under the assumption that they are small 
enough given a tracking architecture implementing some 
multipath mitigation scheme, such as narrow correlator or 
double delta correlator techniques [20], [24], [25]. 
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Figure 1 – Geometry of the scenario  
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Finally, given the slow rate of change of the satellite eleva-
tion, i.e. on the order of 10−3 degrees per second, we will 
reduce the number of samples by averaging the correlator 
outputs over a second. By doing so, we assume that the 
mean of  𝑥[𝑛] remains constant over each second. From 
now on, when referring to 𝑥[𝑛] we will be referring to the 
sample obtained after 1 second averaging. 
 
III.  THE SEGMENTED ML ALGORITHM 
 
Given the signal model described by equations (1),(2) and 
(3) from the previous section, we propose to use a maxi-
mum likelihood estimator (MLE) to jointly estimate the 
vector of unknown parameters, 𝛏, from the set of noisy 
measurements 𝐱 = [𝑥[0], 𝑥[1], … , 𝑥[𝑁 − 1]]
𝑇
. 𝛏 can be 
defined as 
 
𝛏 ≜ [𝑎0 𝛃
𝑇]𝑇 , (8) 
 
where 𝑎0 is the LOS component amplitude, and 
 
𝛃 ≜ [𝜀𝑟 𝜀𝑖 ℎ]
𝑇 (9) 
 
is a vector that groups the unknown parameters of the 
model that are not linear with the data measurements. 𝜀𝑟, 
𝜀𝑖 are the real and imaginary parts, respectively, of the sur-
face permittivity, and h is the height of the receiver. The 
use of a MLE is motivated by its interesting properties. It 
is asymptotically unbiased and efficient given a suffi-
ciently large data record or for high SNR [26]. In this pa-
per, we consider fairly long data observation times, e.g. on 
the order of a few minutes, and high SNR, due to the 1 sec-
ond averaging. Thus, the MLE appears to be well suited for 
this case.  
 
The MLE of 𝛏 is defined as 
 
?̂?ML = argmax
𝛏
 {ln 𝑝(𝐱; 𝛏)}, (10) 
 
where the log-likelihood function, ln 𝑝(𝐱; 𝛏), is maxim-
ized. Our vector of data measurements can be modeled as 
𝐱~𝒞𝒩(𝑎0𝐬(𝛏), 𝜎𝑤
2𝐈), where 𝐬(𝛏) ≜ 𝑎0
−1𝐸{𝐱} is the ex-
pected value of 𝐱 normalized by 𝑎0 and 𝜎𝑤
2  is the noise var-
iance. In this case, Eq. (10) becomes equivalent to 
 
?̂?ML = argmin
𝛏
 {‖𝐱 − 𝑎0𝐬(𝛏)‖
2} (11) 
 
since we are considering Gaussian noise. In this case the 
MLE becomes equivalent to the least squares estimator 
(LSE). Since 𝑎0 is linear in the data, the MLE for 𝑎0 has 
the following closed-form expression: 
 
?̂?0ML = (𝐬(𝛃)
𝐻𝐬(𝛃))
−1
𝐬(𝛃)𝐻𝐱|
𝛃=?̂?ML
. (12) 
 
Replacing this in Eq. (11) we obtain  
 
‖𝐱 − 𝑎0𝐬(𝛃)‖
2|𝑎0=?̂?0ML
= 𝐱𝐻𝐱
− (𝐬(𝛃)H𝐬(𝛃))
−1
‖𝐱𝐻𝐬(𝛃)‖2. 
(13) 
 
By doing so, finding ?̂?ML can be reduced to finding  
 
?̂?ML = argmin
𝛃 
 𝑓(𝛃), (14) 
 
where 
 
𝑓(𝛃) ≜ −(𝐬(𝛃)H𝐬(𝛃))
−1
‖𝐱𝐻𝐬(𝛃)‖2. (15) 
 
Our cost-function, 𝑓(𝛃), is a non-linear, non-convex, mul-
timodal scalar function of 3 variables. As a consequence, 
finding ?̂?ML is clearly not straightforward. Simple grid 
search methods to obtain ?̂?ML can be computationally very 
expensive, and the accuracy of the method will be linked 
to the step size of the grid. Since 𝑓(𝛃) presents many local 
minima, for an arbitrary initial value of 𝛃, simple steepest 
descent algorithms are more likely to converge to a local 
minimum instead of the global minimum. Although a vast 
amount of optimization methods have been described in the 
literature (e.g. [27], [28]) to address these kind of optimi-
zation problems, in this paper we propose a simple alterna-
tive by taking advantage of the specific properties shown 
by 𝑓(𝛃).  
In practice, we have spotted a strong quasi-periodic behav-
ior of 𝑓(𝛃) in the ℎ dimension. By fixing 𝜀̂ to its true value, 
i.e. 𝑓(𝛃)|?̂?=𝜀 = 𝑓(ℎ), we observed that the mean distance 
between local minima in ℎ, 𝑑ℎ, can be approximated as  
𝑑ℎ ≈
𝜆
2
(
1
𝑁
∑ sin(𝜃[𝑛])
𝑁−1
𝑛=0
)
−1
. (16) 
 
To verify this periodicity, we computed the Discrete Fou-
rier Transform (DFT) of 𝑓(ℎ) over 1000 Monte Carlo iter-
ations for different 𝜀 values and satellite elevation spans. 
The results, depicted in Figure 2, show a peak approxi-
mately at 𝑑ℎ
−1 for each of the considered cases. In agree-
ment with Eq. (16), the position of the peak, and thus the 
periodicity of the local minima, does not seem to depend 
on the surface properties or the height of the receiver. For 
𝑓(𝛃) this quasi-periodic behavior was also observed, to-
gether with a much smoother behavior of 𝑓(𝛃) in 𝜀𝑟 , 𝜀𝑖 di-
mensions, i.e. for most of the 𝛃  values, we have that 
 
𝜕𝑓(𝛃)
𝜕𝜀𝑟/𝑖
≪
𝜕𝑓(𝛃)
𝜕ℎ
. (17) 
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Figure 2  - Mean value of the magnitude of DFT of 𝑓(ℎ) for two 
different satellite elevation spans, 𝛥𝜃1=[10º,13º] with 𝑑ℎ(𝛥𝜃1) =
0.47, and 𝛥𝜃2=[20º, 23º], with 𝑑ℎ(𝛥𝜃2) = 0.26; for two different 
surface materials: dry ground (DG), with 𝜀𝐷𝐺 = 4 − 𝑗1.14, and 
sea water (SW), with 𝜀𝑆𝑊 = 20 − 𝑗45.69. In all four cases, 𝑓(ℎ) 
was generated for 𝒙 with an LOS component SNR = 25 dB and 
600 samples.  
 
Since the distance between local minima can be roughly 
estimated in advance as 𝑑ℎ, we propose a new method or 
algorithm tailored to our particular 𝑓(𝛃) to compute ?̂?ML, 
the segmented maximum likelihood (SML) algorithm. This 
algorithm is mainly based on two principles: 
 
1. For any given scenario, it is reasonable to assume 
some knowledge of the range of values that 𝛃 
might take. Using this knowledge we can con-
strain our search space to 𝑆 ⊂ ℝ3, such that 𝛃 ∈
S ∶ 𝛃min ≤ 𝛃 ≤ 𝛃Max. 
 
2. We can divide or “segment” 𝑆 into 𝐾 subspaces, 
{𝑆𝑘}, with their centers separated a 𝑑ℎ distance in 
the ℎ dimension. Each 𝑆𝑘 will contain a single lo-
cal minimum of 𝑓(𝛃). 
 
By applying these simple principles, we are able to divide 
or “segment” the original optimization problem into 𝐾 sim-
pler and faster to solve problems. Next, we proceed with 
the description of the proposed SML algorithm. 
 
 
 
Algorithm description 
 
Let us now describe the proposed SML algorithm. First, in 
an initialization stage we compute 𝑑ℎ for the satellite ele-
vation span (Δ𝜃) covered during the data measurement pe-
riod. In addition, we define 𝑆 by fixing {𝛃min, 𝛃Max} ac-
cording to the considered scenario. The number of sub-
spaces, 𝐾, is obtained as 
 
𝐾 = ⌈
(ℎmax − ℎmin)
𝑑ℎ
⌉. (18) 
 
Then, an initial guess 𝛃init ∈ 𝑆 is selected. 𝑆0 is defined 
around 𝛃init such that  
 
 
𝛃 ∈ 𝑆0:
{
 
 
𝜀𝑟min ≤ 𝜀𝑟 ≤ 𝜀𝑟max ,
𝜀𝑖min ≤ 𝜀𝑖 ≤ 𝜀𝑖max ,
ℎ init −
𝑑ℎ
2
≤ ℎ ≤ ℎinit +
𝑑ℎ
2
 (19) 
 
Now we compute the first local minimum ?̂?0, the nearest 
to 𝛃init, as 
 
?̂?0 = argmin
𝛃∈𝑆0
{𝑓(𝛃)} (20) 
 
using a gradient-descent like algorithm. After obtaining ?̂?0, 
we can define every 𝑆𝑘, with 𝑘 ∈ {1,2, … , 𝐾 − 1}, such that 
 
𝛃 ∈ 𝑆𝑘: {
𝜀𝑟min ≤ 𝜀𝑟 ≤ 𝜀𝑟Max ,
𝜀𝑖min ≤ 𝜀𝑖 ≤ 𝜀𝑖Max ,
[ℎ𝑘]lb ≤ ℎ ≤ [ℎ𝑘]ub
, (21) 
 
and  
 
[ℎ𝑘]ub/lb = ℎ?̂?0 + (𝑚𝑘 ±
1
4
)𝑑ℎ. (22) 
 
𝑚𝑘 ∈ ℤ is defined as the multiple of 𝑑ℎ separating ℎ?̂?0 
from the center of 𝑆𝑘 in the ℎ dimension. Then, ?̂?𝑘 is com-
puted just like ?̂?0, but with 𝛃 ∈ 𝑆𝑘 instead. Finally, the 
global minimum ?̂?ML is determined by selecting the ?̂?𝑘 that 
minimizes 𝑓(𝛃). Figure 3 summarizes this algorithm de-
scription in a flowchart form. 
 
In Figure 4, we show a graphical example of the segmen-
tation performed by SML algorithm in the case of 𝑓(ℎ) for 
illustration purposes. The upper plot shows how many lo-
cal minima 𝑓(ℎ) happen for an ℎ range between 0 and 7 m, 
for a true receiver height of 2.25 m and a satellite elevation 
span 𝛥𝜃=[20º, 23º]. Notice the relatively small difference 
between the global minimum value of 𝑓 and the near local 
minima. The bottom plot graphically shows the segmenta-
tion into different 𝑆𝑘 computed by the SML on a zoomed 
section around the global minimum of the top plot.  
𝑑ℎ
−1(Δ𝜃1) 
 
𝑑ℎ
−1(Δ𝜃2) 
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Figure 3 – SML algorithm flowchart 
 
 
IV. PERFORMANCE ASSESSMENT 
 
In this section we will assess the performance of the ML 
estimator computed using the proposed SML algorithm. To 
do so, we will estimate the root-mean-square error of the 
ML using Monte Carlo simulations for different cases. To 
validate the results obtained we will derive the Crámer-Rao 
lower bound for the IPT, considering the signal model pre-
viously introduced. 
 
In all our simulations we considered a fixed antenna height 
of 2.25 m and an isotropic antenna, with an attenuation of 
20 dB for the LHCP received signals. Two different sur-
faces have been considered, calm sea water, with an 𝜀SW =
20 − 𝑗45.69, and dry soil, with 𝜀DG = 4 − 𝑗1.14 · 10
−4 
[29]. In both cases 𝜎sh was fixed to 5 · 10
−3 m. 
 
Figure 4 – (Top) Example of 𝑓(ℎ) evaluated for h = [0,7] m. 𝑓(ℎ) 
was generated for 𝒙 with a LOS component SNR = 25 dB and 600 
samples. (Bottom) Zoomed section around the global minimum 
of 𝑓(ℎ), showing the lower bounds (in red) and the upper bounds 
(in blue) computed by the SML to define every 𝑆𝑘 subspace.  
 
Crámer-Rao Lower Bound for IPT 
 
A common approach to assess the performance of an unbi-
ased estimator of a vector of unknown, but deterministic 
parameters, 𝛏, is to compute the estimator’s variance and 
compare it with the variance of the minimum variance un-
biased (MVU) estimator, which is determined by the CRB 
[26]. As described before, the considered noisy data meas-
urements, 𝐱, can be expressed as 
 
𝐱 = 𝐬(𝛏) + 𝐰, (23) 
 
where  
 
𝐬(𝛏) = 𝐸{𝐱}, (24) 
 
and 𝐬(𝛏) represents the signal component, i.e. the s equa-
tions (2) and (3). Then, the Fisher Information Matrix 
(FIM) of 𝛏, i.e. 𝐉(𝛏) is defined as 
 
S
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 S
k
 S
k+1
 
Upper bounds 
Lower bounds 
Initialization  
     𝑑ℎ  
     𝑆    (defined by {𝛃min, 𝛃max}) 
     K :   Number of subspaces 
Compute ?̂?0 
Compute  
?̂?𝑘 = arg min
𝛃∈𝑆𝛃𝑘
{𝑓(𝛃)}  
Definition 𝑆𝑘 ⊂ 𝑆  
Compute ?̂?ML = argmin
?̂?𝑘
 𝑓(?̂?𝑘)    
k ≤ (K-1)  
yes no 
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[𝐉(𝛏)]ij = −𝐸 {
𝜕2 ln 𝑝(𝐱; 𝛏)
𝜕𝜉i𝜕𝜉j
}. 
(25) 
 
Since 𝐰 is considered to be complex AWGN, according to 
[26], Eq. (25) reduces to 
 
[𝐉(𝛏)]ij =
2
𝜎𝑤2
Re {
𝜕𝐬𝐻(𝛏)
𝜕𝜉i
𝜕𝐬(𝛏)
𝜕𝜉j
}. 
(26) 
 
The CRB of each individual unknown parameter of 𝛏, i.e. 
𝜉i when jointly estimating 𝛏, is obtained as 
 
CRB(𝜉i) = [𝐉
−1(𝛏)]ii (27) 
 
In [5] a derivation for the CRB for the IPT was already de-
scribed. However, a simpler signal model was used, where 
the reflectivity coefficient was assumed to be constant over 
the observation interval, only the magnitude of the correla-
tor output was used as measurement, and only ℎ and the 
amplitude 𝑎0 were estimated. 
 
SML performance evaluation with Synthetic Data 
 
In order to validate the SML algorithm, and to verify the 
expected asymptotic behavior of the MLE, ?̂?ML , obtained 
with it, we tested the algorithm for different satellite eleva-
tion spans lengths, 𝛥𝜃, ranging from 1.5º to 6º, but with all 
of them starting at the initial elevation 𝜃0 = 15º. For all 𝛥𝜃 
a constant satellite elevation rate of 5·10-3 º/s has been con-
sidered. We considered a single sample per second, ob-
tained as described in section II. In this case, the number of 
samples will vary for each different 𝛥𝜃. For shortest span, 
𝛥𝜃 = [15º, 16.5º], which corresponds to a total observation 
time of 5 min, we obtain 300 samples. For the rest of the 
spans, the number of samples will increase by multiples of 
300 samples, until reaching 1200 samples for , 𝛥𝜃 = [15º, 
21º], which corresponds to a total observation time of 20 
min. Since the SNR of the received signal will vary due to 
the interference pattern observed, we defined instead  
 
SNR0 ≜
|𝑎0|
2
𝜎𝑤2
, 
(28) 
 
corresponding to the SNR that will be observed if only the 
LOS component was present. In our simulations, SNR0 was 
set to a fixed value of 35 dB, which is a reasonable value 
considering the correlator output averaging performed over 
one second. 
 
Figure 5, Figure 6, Figure 7 show the RMSE results ob-
tained after Monte Carlo simulation, with 𝑀MC1000 itera-
tions for every elevation span for the estimates of 𝜀𝑟 , 𝜀𝑖, and 
h, respectively. The signal model used to generate the noisy 
data was the one described in Section II. The RMSE esti-
mate was computed for every span as 
 
 
RMSE(?̂?ML) = √𝐸 {|?̂?ML − 𝛃|
2
}
≈ √
1
𝑀MC
∑|?̂?ML[𝑚] − 𝛃|
2
𝑀−1
𝑚=0
. 
(29) 
 
As expected, the results show that the MLE computed with 
the SML algorithm is consistent, and shows the asymptotic 
behavior. In fact, it almost reaches the CRB for elevation 
spans of 3 º, i.e. 10 min observation time. Although the 
RMSE of the 𝜀𝑟 estimate almost attains the CRB even for 
the 1.5º elevation span, as shown in Figure 5 the error ob-
tained will be too large for meaningful surface properties 
retrieval (e.g. soil moisture), at least with the assumed 
SNR0 of 35 dB. In Figure 7, we observe how it is possible 
to reach sub-centimeter accuracy already with the 𝛥𝜃 = 
[15º, 18º]. The higher RMSE(ℎ) value corresponding to the 
𝛥𝜃 = [15º, 16.5º] can be explained due to the fact that not 
enough samples were considered to approximate the MLE 
asymptotic behavior. 
 
 
 
Figure 5 – RMSE of the ML estimate for the imaginary compo-
nent of the surface permittivity, i.e. 𝜀𝑟, computed using the SML 
compared with the √𝐶𝑅𝐵 for the joint estimation of 𝝃 for different 
elevation spans 𝛥𝜃 starting at an initial elevation 𝜃0 = 15º. 
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Figure 6 – RMSE of the ML estimate for the imaginary compo-
nent of the surface permittivity, i.e. 𝜀𝑖, computed using the SML 
compared with the √𝐶𝑅𝐵 for the joint estimation of 𝝃 for different 
elevation spans 𝛥𝜃 starting at an initial elevation 𝜃0 = 15º. 
 
 
Figure 7 – RMSE of the ML estimate for the receiver’s height, h, 
computed using the SML compared with the √𝐶𝑅𝐵 for the joint 
estimation of 𝝃 for different elevation spans 𝛥𝜃 starting at an ini-
tial elevation 𝜃0 = 15º.   
 
V. CONCLUSION AND FUTURE WORK 
 
This paper described the proposed SML algorithm, a com-
putationally efficient way to obtain the MLE for the IPT 
signal model described in Section II. The SML algorithm, 
was validated using synthetic data generated using the 
same model with AWGN. As expected, the ML estimate 
obtained showed an asymptotically efficient behavior for 
satellite elevation spans equal or longer than 3º. This was 
verified by the matching of the estimated RMSE with the 
CRB, which was also computed for this signal model. By 
using the SML algorithm for long observation times, we 
seek to attain the optimal estimation accuracy for a given 
observation time, when considering an MVU estimator, or 
a significant reduction of the required observation time for 
a given estimation accuracy, which means a higher spatial 
and temporal resolutions. Although results seemed prom-
ising, the main weakness of the proposed MLE is that it 
strongly relies in the fitness of the model. Thus, the pro-
posed estimator will be validated in future work using real 
measurements and by comparing its performance with 
other estimation methods used so far in practice. In addi-
tion, more simulations are planned after extending the sig-
nal model to include the effect of a realistic antenna pattern, 
to use other models for the reflectivity coefficient, and to 
model the receiver front-end bandwidth, as well as the bias 
not corrected by the tracking loop, present in the tracking 
estimates due to the presence of multipath.  
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