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 
Abstract— Powered wheelchairs provide the only means of 
mobility for many people with severe motor disabilities. For 
those with both lower and upper limbs impairment, available 
interfaces may be either impossible or very difficult to use, as 
well as not very efficient. In this paper we propose an 
egocentric interface based on inertial sensors placed on the 
user’s head. This interface is based on head movements that 
provide continuous direction and speed commands to steer the 
wheelchair, and allows an initial null-position of the head 
according to the natural posture of the user. However, the 
development of an inertial interface for driving a wheelchair 
presents two main challenges, namely, 1) the simultaneous 
movements of the head and the wheelchair, each one with its 
own coordinate system, and 2) the free unrestricted movement 
of the head. Therefore, the two coordinate systems need to be 
combined and several safety features are required to only 
ensure admissible commands. In this paper we describe the 
overall implementation and preliminary experiments that show 
the effectiveness of the proposed solution. 
I. INTRODUCTION 
People who suffer from chronic or acute motor 
impairments may become unable to use both their lower and 
upper limbs. For them, the commercially available options to 
steer a wheelchair are impossible to use (e.g., hand joystick) 
or may be impractical and difficult to use (e.g., chin joystick, 
blowing tube, head-switches) [1]. In more severe cases, 
where motor impairment also affects head movements, 
several alternative interfaces have been researched, namely 
based on voice commands [2], ocular movements [3], tongue 
movements [4], facial expressions [5], electromyography [6] 
and electroencephalography [7]. Most of these interfaces are 
not commercially available and are still limited to lab 
experiments. They may only provide time-sparse commands, 
require high levels of attention, lead to fatigue or high mental 
workload, and are prone to errors. Thus, to safely drive a 
wheelchair in real-world environments, these interfaces need 
to be supported by an intelligent navigation system that 
performs or adjusts the trajectory of the wheelchair [7]. When 
a person with a motor disability is still able to move his/her 
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head, the most natural solution is to use the head movements 
as the controller. Unfortunately, head-based commercially 
solutions are not universally applicable, as they are based on 
the use of proximity or switch sensors, requiring the user to 
move the head in a fixed space [8] [9]. Additionally, 
depending on the severity of the disability, users may not be 
able to use such systems since their neutral (natural) head 
position is very specific (e.g., cerebral palsy). 
In the context of this paper, we are focused on wheelchair 
interfaces based on head motion. Some prototypes were 
developed applying inclination sensors [10], infrared cameras 
[11], Kinect [12], stereoscopic cameras [13], and inertial 
measurement units (IMU) such as gyroscopes [14] or 
accelerometers [15] [16] [17] [18] [19]. These interfaces are 
mostly based on gesture-commands, generating only discrete 
commands, and often have problems keeping a straight-line 
movement. In particular, the IMU-based approaches still 
suffer from drift issues. In [20], a head-interface based on 
inertial sensors was used to control a 6-DOF manipulator. 
The manipulator’s coordinate system is static, which greatly 
simplifies the complexity and challenges of this interface 
compared to steering a wheelchair. Yet, the proposed solution 
exemplifies well the high potential of inertial interfaces. Six 
tetraplegic participants successfully performed pick-and-
place tasks, which involved moving the manipulator, 
controlling a gripper, and switching between modes. 
Although with high flexibility and interesting features, the 
use of inertial interfaces for wheelchair control poses several 
challenges that need to be addressed to achieve an effective 
and reliable implementation. In this paper, we propose an 
interface based on inertial sensors that allows the user to 
control a powered wheelchair with head movements. The 
user can select the starting position (null/neutral) of the head, 
making the system adjustable to a larger number of people 
with abnormal posture. The head command results from the 
combination of the head’s coordinate system and the 
wheelchair’s coordinate system, thereby achieving an 
absolute orientation of the head, regardless of the movements 
and inclination of the wheelchair. The system applies several 
levels of safety and movement limits, so that all generated 
head-commands allow safe and reliable driving. 
II. METHODS 
A. Hardware 
A picture of the wheelchair prototype and hardware 
components is presented in Fig. 1. The current prototype is 
composed of three main modules: 
Head Motion Unit (HMU) wearable headset – 
consisting of one IMU (BNO055) and one Wi-Fi module 
(ESP8266-Thing), both connected via an I2C bus; 
Head-movement interface for wheelchair driving based on inertial 
sensors* 
Daniel Gomes, Filipe Fernandes, Eduardo Castro, Gabriel Pires, Member, IEEE 
  
Wheelchair Processing Unit (WPU) and peripherals –
consisting of an Arduino Mega2560 microcontroller, one 
IMU (BNO055), one Wi-Fi module (ESP8266-Thing), and 
several range sensors for the safety modules. The WPU is 
responsible for processing the inertial data coming from the 
two coordinate systems, process the information related to 
safety restrictions and compute the final commands to drive 
the wheelchair. The inertial data are received from the HMU 
through Wi-Fi using the UDP protocol. The commands are 
sent via UART to a power controller (Roboteq HDC2450). 
There are two analog IR sensors (Sharp 2D120X) used to 
detect the distance of the head to the headrest, and two micro-
laser ToF sensors (VL53L0X) to detect frontal objects in the 
wheelchair’s way. The Wi-Fi module is connected via UART 
to the Arduino, while the BNO055 and the VL53L0X sensors 
are connected via I2C bus. Additionally, the system integrates 
a biaxial joystick connected through the analog ports of the 
Arduino. An emergency button and several buttons and LEDs 
of the configuration panel are connected through digital 
ports; 
Power system – it consists of the power driver and controller 
(Roboteq HDC2450) and two DC motors coupled to the rear 
wheels of the wheelchair.  
B. Wheelchair control using the user’s head movements 
Two BNO055 inertial sensors provide the absolute 
orientation for the two coordinate systems: wheelchair and 
the headset (HMU). The combination of these two sub-
systems is called wheelchair-HMU (W-HMU). The BNO055 
sensors have a fusion mode that combines the gyroscope, 
magnetometer and accelerometer providing an absolute three-
dimensional orientation in the form of either Euler angles or 
quaternions. 
1) Two-coordinate system: The interface uses two of the 
three DOF that could be used for head movements (see Fig. 
2b)). One movement corresponds to the rotational movement 
of the head towards the chest (pitch – rotation around y axis), 
and the other is a rotation of the head towards the shoulders 
(roll – rotation around x axis). The yaw rotation was also 
considered, but no additional movements were required to 
drive the wheelchair. In all non-purely rotational movements, 
pitch is used to define a base speed for the wheelchair, and 
roll affects the angular velocity. In purely rotational 
movements, only roll is used, defining the speed of both 
motors symmetrically. Using only the coordinate system of 
the head to control the wheelchair would be effective only on 
flat surfaces. Considering that the user’s body follows the 
orientation of the wheelchair, which in turn accompanies the 
surface of the floor course, the user would need to make an 
additional effort in the opposite direction to the floor in order 
to maintain pitch and roll values. The same would happen 
during wheelchair rotations if the yaw movement had been 
used. This problem is overcome by using a second coordinate 
system mounted on the chassis of the wheelchair, getting a 
two-coordinate system. Thereby, the driving command 
results from the difference between the head orientation and 
the wheelchair orientation expressed by (1) and (2): 
 Pitch = φc = φh - φw - Δφoff (1) 
 Roll = θc = θh - θw - Δθoff (2)                            
where Δφoff and Δθoff represent the null-position calibration 
offsets obtained respectively from (3) and (4). 
2) Head null-position calibration: The W-HMU allows 
the user to define the head’s initial position, which will be the 
null-position. This way, the interface can be customized to 
the posture of each user. This calibration is done whenever 
someone presses the calibration button for the desired null-
position. The angles of both coordinate systems in the initial 
position (refh, refw) are used to compute the offset values as: 
 ∆φoff = φh,ref – φw,ref  (3) 
 ∆θoff = θh,ref − θw,ref (4) 
This calibration is exemplified in Fig. 2a). The calibration 
offsets are stored in the WPU, and from this point forward, 
all the calculations made by the WPU already take these 
offset values into account (see Fig. 3).  
C. Wheelchair steering commands  
The overall pipeline to obtain the final steering 
commands is depicted in Fig. 3. The head commands, φc and 
θc, ranging within the interval [imin, imax], are continuously 
being calculated. Both angles are then scaled, through a 
linear function, to a new interval, [omin, omax], adjusted to the 
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Figure 1.  a) Picture of the prototype; b) Hardware components and data communication interfaces. 
  
where X represents φc or θc and imin = 0º, imax = 30º, omin = 
150, omax = 500, are the minimum and maximum values for 
positive pitch and roll input, and their corresponding output 
velocities, and the symmetric values are applied to negative 
angles. The power controller applies the final commands as 
a percentage of the maximum motor speed.  
Several safety modules were implemented to prevent 
inadmissible head commands, as listed below: 
 If the user makes a head movement for which the angles 
exceed predefined limits, a null command is sent to the 
power controller to stop the wheelchair; 
 If the head goes out of the control safety area, detected by 
the two ranging sensors shown in Fig. 2c), for example due 
to unintended actions, the wheelchair is stopped; 
 If a sudden movement is made, even if the user’s head is 
within the safety area and the angles do not exceed the 
predefined limits, the wheelchair’s movement is smoothed 
due to multiple levels of acceleration and deceleration; 
 If obstacles are detected by the 2 frontal sensors within a 50 
cm range, a basic collision avoidance system limits the 
movements of the wheelchair. If both frontal sensors detect 
an obstacle within 50 cm, only rotation commands are 
allowed. If only one of the sensors detects an obstacle 
within 50 cm, translational commands are accepted if they 
are accompanied with a rotation to the opposite side.  
 The wheelchair stops whenever a power failure of any of 
the Wi-Fi modules is detected, or a lack of communication 
between the two modules occurs, for at least 1.5 s; 
 Whenever the emergency button is pressed, the power 
controller is locked, stopping the wheelchair, until it is 
restarted or until it receives the command that unlocks it. 
III. EXPERIMENTAL RESULTS 
Five participants, aged from 21 to 36, all able-bodied, 
participated in tests using the W-HMU, and evaluated their 
experience. Before these experiments, the operation and 
functionalities of the HMU interface and wheelchair were 
explained and exemplified to all participants.  
A.  Experimental procedures and evaluation criteria 
The first set of tests consisted in executing many simple 
movements in an open area, where participants could drive 
without any space constraints and learn how to control the 
wheelchair. These tests started with basic movements, 
namely forward, rotation and diagonally so the participants 
could adjust themselves to the wheelchair. Once participants 
got used to the control system, they had to climb and descend 
a ramp, in order to determine the effectiveness of the 
calibration. Then, several tests were carried out to evaluate 
the safety systems. Participants were asked to: 1) move 
against a wall or other obstacles; 2) leave the head’s safety 
area; 3) make exaggerated head  movements within  the 
 
Figure 2.  a) System calibration; b) Translation and rotation movements of the wheelchair; c) Head safety controlling area. 
 
HMU safety area module





































































Figure 3.    W-HMU command pipeline to obtain the steering commands. 
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TABLE I.  OBJECTIVE AND SUBJECTIVE RESULTS 
Subject Time Q1 Q2 Q3 Q4 Q5 
S1 1,45 4 4 3 5 5 
S2 1,33 4 4 4 5 5 
S3 1,54 5 4 3 5 5 
S4 1,35 4 5 5 4 3 
S5 2,13 3 3 3 5 5 
Average 1,56 4 4 3,6 4,8 4,6 
Notes: (Minutes) (The highest score is 5 and the lowest is 1) 
 
safety area; and 4) make sudden head movements. An 
additional test was made by an external operator which 
consisted in switching off the Wi-Fi modules while the 
wheelchair was moving. Finally, participants were asked to 
perform 3 times a trajectory with the shape of an eight, 
making a complete spin in each of the eight’s extremes. The 
total travelled path was around 65 meters. The following 
evaluation criteria were used to assess the effectiveness of the 
HMU interface: 1) an objective evaluation, based on the time 
the participants took to complete the path, and number of 
collisions; and 2) a subjective evaluation, based on answers 
to a questionnaire about their experience. The questionnaire 
comprised the following questions specifically addressing the 
evaluated parameters: 
Q1)  How easy and intuitive were the head’s movements? 
Q2)  How well did the wheelchair’s movements correspond 
to the head’s movements? 
Q3)  How fast did the wheelchair react to the head’s 
movement? 
Q4) How did you feel about the safety systems during the 
wheelchair’s operation? 
Q5)  How well did the interactive panel display the 
information? 
B.  Results of wheelchair driving 
Regarding the first set of random and exploratory tests, 
every participant felt that doing simple movements with the 
wheelchair was easy and intuitive, only taking a few tries to 
learn how to drive the wheelchair. Moving in a large open 
space gave the participants a sense of confidence to make 
them progress to more difficult movements. The results of the 
systematic tests are shown in Table I. The first experiment 
was to climb and descend a ramp. Participants reported the 
head movements as smooth and as easy as on a flat surface. 
During risky manoeuvres, participants also reported that the 
safety systems always worked as expected. In the path test, 
participants were required to make fluid and fast movements 
in order to complete the path in as little time as possible. The 
results of the questionnaire show that the head movements 
are intuitive and natural and that the safety modules are 
effective, as indicate the scores of Q1, Q2 and Q4 equal or 
above 4 in a scale of 1 to 5. This agrees with participants’ 
reported comments. The worst parameter is the reaction time, 
scored with 3.6, which we believe to be caused by a small 
latency of the overall system. Participants were able to 
conclude the all trajectory without collisions in 1.56 min on 
average. The overall results show that the developed control 
system seems to be a viable alternative to existing interfaces.  
IV. CONCLUSION 
An inertial interface based on head movements was 
proposed to steer a wheelchair and validated successfully 
with healthy participants. As innovative features, the system 
offers the user the possibility to position his/her head in the 
most comfortable position, defining a customized initial 
neutral position, and allows to generate continuous 
commands of speed and direction with simple, natural and 
intuitive head movements. Experiments with people with 
motor impairment are now required for an effective system 
validation with the target population. 
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