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Abstract 
 
Discrete-event simulation is an established and 
popular technology for investigating the dynamic 
behavior of complex manufacturing and logistics 
systems. Besides traditional simulation studies that 
focus on single model aspects, data farming describes 
an approach for using the simulation model as a data 
generator for broad scale experimentation with a 
broader coverage of the system behavior. On top of 
that we developed a process called knowledge 
discovery in simulation data that enhances the data 
farming concept by using data mining methods for the 
data analysis. In order to uncover patterns and causal 
relationships in the model, a visually guided analysis 
then enables an exploratory data analysis. While our 
previous work mainly focused on the application of 
suitable data mining methods, we address suitable 
visualization and interaction methods in this paper. We 
present those in a conceptual framework followed by 
an exemplary demonstration in an academic case 
study.  
 
 
1. Introduction  
 
In the context of manufacturing and logistics, 
simulation is a well-established tool for planning, 
operating, and monitoring complex systems. 
Traditionally, simulation studies have been used to 
account for project goals formulated beforehand such 
as optimizing a buffer capacity or deciding between 
multiple shop floor layouts [22]. In order to achieve 
those goals, the simulation study is carried out by 
comparing predetermined scenarios that the user 
already had in mind before. There are cases where 
automated simulation-based optimization algorithms 
are used, but even then, the target function has to be set 
up beforehand. Therefore, the simulation analyst 
usually takes an educated guess based on his 
experience, which input parameters (factors) might be 
influential on the project scope [21]. Kleijnen describes 
this as the trial-and-error approach for finding good 
solutions and that simulation users should spent more 
time analyzing their models or model output, 
respectively. Besides, the development of simulation 
models is a very time-consuming and costly process, so 
that the potential of the model should be leveraged as 
much as possible [21].  
With the widespread availability of Big Data 
infrastructures and ease of access to computing power, 
there are new possibilities for leveraging the potential 
of simulation models. In this regard, we developed a 
concept called Knowledge Discovery in Simulation 
Data that allows to use a combination of data mining 
and visual analysis in order to find hidden and 
potentially interesting and useful knowledge in the 
system outside of prior defined project scopes [8]. The 
process can support the decision-making in a 
manufacturing context that may lead to outside-of-the-
box solutions that the analyst possibly did not think of 
before. This process is based on covering the whole 
range of possible system behavior through large-scale 
experiments. These large amounts of simulation data 
can then be analyzed using data mining algorithms. 
Besides the proof of the general applicability through 
various case studies [10, 11, 35], our previous research 
mainly focused on the computational side regarding 
suitable data mining methods. 
In this paper, we want to focus on suitable 
interaction and visualization methods. The remainder 
of this paper is structured as follows: In section 2, we 
give a short overview over the related work. Section 3 
introduces the general process of knowledge discovery 
in simulation data followed by the actual discussion of 
interaction and visualization possibilities. In section 4, 
we provide a short academic case study to demonstrate 
the process. Section 5 gives some concluding remarks 
and an outlook to future work. 
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2. Related Work  
 
2.1. Data Farming 
  
Originally developed for military and warfare 
simulations, data farming is an approach for using the 
simulation model as a data generator [6, 15, 29]. In 
order to cover the whole bandwidth of possible system 
behavior, the simulation model has to be run many 
times with different variants of input factor parameter 
sets. Because the number of possible input sets grows 
exponentially with the number of factors k and the 
number of factor values n, a naïve, brute force nk 
approach is not feasible for large factor spaces. 
Therefore, one major effort of the data farming 
research discipline is the implementation of more 
efficient experimental designs, like for example the 
nearly orthogonal Latin hypercube (NOLH) [5, 37]. 
Those can reduce the number of experiments 
dramatically while still maintaining a good coverage of 
the models response surface as well as other desirable 
features of a good experimental design like balanced 
factor values and orthogonality for bias-free analysis 
[30, 31]. The farming metaphor describes the 
maximization of data output in the most efficient way, 
resembling a farmer who cultivates his land in order to 
maximize his crop yield [31]. 
Nonetheless, in complex models with lots of 
factors, very large numbers of experiments are yet to 
be expected. Therefore, high performance computing 
and parallelization of experiments is a crucial 
requirement. In order to analyze the generated massive 
amount of simulation data, some form of automated 
analysis is needed. To enhance this process, we 
developed a concept called knowledge discovery in 
simulation data for using data mining and visualization 
methods that can be applied on massive scale farmed 
simulation data, integrating the aspects of data farming, 
data mining and visual analytics [8]. 
 
2.2. Visual Analytics 
  
Visual analysis in general is an important tool when 
a human interpretation of data is required. In traditional 
simulation studies, the most commonly used 
techniques include animation of process flow, time 
plots, and graphs of selected outputs [40]. Visual 
analytics on the other hand is a discipline of its own 
going beyond commonly used visualization methods in 
simulation analysis. Visual analytics describes a 
human-in-the-loop process between automated data 
analysis assisted by data mining algorithms and the 
corresponding visualization of results in an interactive 
manner [36]. Therefore, visual analytics can be defined 
as an "iterative process that involves information 
gathering, data preprocessing, knowledge 
representation, interaction and decision making" [19]. 
The goal here is that the user can switch between 
modifying the data mining algorithms and interacting 
with the visualization in order to build up knowledge 
and draw conclusion from it. 
This approach is advantageous because the human 
mind is able to identify patterns and relations in visual 
representations quickly.  
Due to the tight integration of visualization and 
data mining, the visual analytics approach is generally 
very useful for knowledge discovery. The commonly 
known process for knowledge extraction is called 
knowledge discovery in databases (KDD), which 
describes how to derive and transform data into 
knowledge from heterogeneous sources [7]. The 
logical advancement of this process is to enhance it 
with a component of interactive, visual exploration in 
order to benefit from human interpretation and expert 
background knowledge [26]. This has been done in 
many applications and for different kinds of data, e.g. 
in bioinformatics and biomedical data [20, 26], text 
mining [28], or movement patterns in GPS data [17]. 
Especially unsupervised data mining operations benefit 
from appropriate visual exploration and interaction 
since pattern detection and investigation of 
multidimensional data is one of the main goals of 
knowledge discovery [3]. This has been done for 
example for the visual exploration of web clickstream 
data [39]. The concept of VA and VA-related 
applications have also gained importance in the era of 
big data in order to make use of large data collections 
and extreme-scale data [1], e.g. weather and climate 
data [34]. On the other hand, VA has had influence on 
computational methods in terms of improving their 
performance and scalability for real-time visualization 
of big data [4]. 
Still, data mining in general and VA in particular 
are not very prevalent in the simulation community and 
research regarding simulation output analysis. 
Recently, there have been some papers on using VA 
for the analysis of stochastic simulations of particle 
movement and chemical phenomena [23] and complex 
physical systems [24, 33], where output data can 
exhibit complex characteristics and is therefore 
difficult to analyze and to interpret.  
However, the usage of visual analytics in 
conjunction with the analysis and knowledge discovery 
aspect of data farming and especially for the analysis 
of discrete-event manufacturing simulations is a rather 
new topic. In fact it is perfectly suitable for analyzing 
large amounts of simulation data that have been 
generated by data farming in order to find hidden 
relations and conclusions about the modelled system. 
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Therefore, simulation analysis can benefit from the 
body of experience that has been achieved in VA-
research. In our previous work, we focused primarily 
on the elaboration of suitable data mining algorithms 
and data analysis methods, as well as the validation of 
the practical applicability through real world case 
studies. In this paper, we focus on suitable 
visualization and interaction possibilities. 
 
3. Knowledge Discovery in Simulation 
Data  
 
3.1. General Process 
  
The general process for knowledge discovery in 
simulation data is shown in Figure 1. This process is 
separated into two main areas. One is for data 
generation (green area) and one is for data analysis 
(blue area). The process starts with the definition, 
distribution, and execution of simulation experiments. 
On an abstract level, the simulation model itself acts as 
a black box that simply transforms a set of factors into 
a corresponding set of outputs. 
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Figure 1. Process for knowledge discovery in 
simulation data [8]. 
 
The analysis then starts on the output data. By 
applying unsupervised data mining methods like 
clustering algorithms or Gaussian mixture modelling, 
multidimensional patterns in the outputs can be 
detected. This allows grouping the behavior of the 
simulation model into multidimensional categories. 
With the use of suitable visualizations, these groups 
can then be categorized and interpreted. 
In the next step, factors can be added to the process 
by linking them visually to the priorly created groups 
of output dimensions. Additionally, the analysis of the 
relations between input and output data can be assisted 
by supervised data mining methods like linear 
regression, logistic regression, classification trees, 
correlation tables and association rule mining which all 
need specialized forms visual representations. 
Therefore, the next section discusses possible 
visualization and interaction possibilities. 
 
3.2. Visualization and Interaction Methods 
 
The visualization of farmed simulation data is a 
challenging task, because the data is large, 
multidimensional, and multivariate. Multivariate 
means, that multiple factors and multiple result 
parameters need to be considered in the data analysis to 
determine the system behavior. The most important 
methods for the visualization of multidimensional data 
are scatterplot matrices, parallel coordinate plots, and 
spider charts [16, 27, 38]. For the visualization of 
single parameters, boxplots and histograms are suitable 
[13]. Commonly used visualizations for categorical 
parameters are pie charts and bar charts [25]. For some 
data mining methods, specialized visualization 
methods need to be considered, like flowcharts for 
classification trees and graphs for Bayesian networks 
[12]. Figure 2 gives an overview of data mining 
methods and suitable visualization methods for data 
farming analysis. 
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Figure 2. Matching of data mining methods 
with suitable visualization methods. 
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Regarding interaction methods, there are distinct 
operations of how users can interact with the data 
including selection, navigation (zooming and 
browsing), arranging, and filtering [18, 40]. Those 
basic interaction operations can then be combined in 
order to fulfill a certain visual task. Those visual tasks 
have various levels of complexity. From identifying a 
certain object to finding a relation between objects to 
finding patterns and structures to group and classify 
objects based on their perceived features, these tasks 
require an increased cognitive effort [2]. On the other 
hand, abstract analysis objectives can be used to frame 
the analysis process for knowledge discovery in 
simulation data. These objectives are derived from the 
original data farming guidelines for warfare 
applications and have been generalized for a wider 
applicability [14]: 
 
 How are output values distributed? 
 Which outputs are relevant? Do structures, 
patterns, and correlations exist within the data? 
 How are input factors values distributed among 
selected patterns of system behavior? 
 Which factors are most influential on the system 
behavior? 
 Are there any significant interactions between 
factors? 
 Which outputs are sensitive to stochastic behavior 
in the system and to what extent? 
 
Beyond that, analysis objectives can be extended 
with more specific questions that are tailored to the 
underlying model and its context. The aforementioned 
analysis objectives can then be processed by building 
visual tasks from combining data mining, visualization, 
and interaction methods. Table 1 gives an overview on 
the analysis objectives with corresponding visual tasks. 
Note that the visual tasks given in Table 1 reflect the 
aforementioned general analysis process for knowledge 
discovery in simulation data shown in Figure 1 that 
starts on the output data and continues to include 
selected input factors.  
We start by analyzing the distribution and variance 
of outputs, e.g. by identifying peaks, dips, and 
generally interesting trends in their respective value 
distributions. By using unsupervised data mining, we 
can then try to find multidimensional patterns and 
classify those in order to create disjoint groups of 
output behavior. In the next step, we add input factors 
to the visualization in order to analyze their relation to 
the priorly analyzed outputs. Supervised data mining 
like regression and classification trees can be 
incorporated to further support the visual analysis. 
 
 
Table 1. Analysis objectives and 
corresponding visual tasks 
 
Analysis Objective Visual Task 
How are output values 
distributed? 
- Identify distributions, 
peaks, and dips.  
- Comparing to other 
parameters 
Which outputs are 
relevant? Do structures, 
patterns, and 
correlations exists 
within the data? 
Localization of equally 
distributed outputs 
- Finding relationships 
through correlation 
- Association of indirect 
relations through 
interpretation of context 
- Finding multi-
dimensional structures 
and patterns  
- Associating indirect 
relations through 
comparison of visual 
patterns 
- Classifying through 
comparisons of 
structures among groups 
How are factors values 
distributed among 
selected patterns of 
system behavior? 
- Identify distributions in 
selected subsets 
- Associating relations 
through comparisons of 
visual patterns 
Which factors are most 
influential on the system 
behavior? 
- Localization of clusters 
and finding of 
relationships by adding 
factors to the 
visualization 
- Comparing of clusters 
- Comparing regression 
lines  
Are there any significant 
interactions between 
factors? 
- Comparing regression 
lines among different 
input/output value 
combinations  
Which outputs are 
sensitive to stochastic 
behavior in the system 
and to what extent? 
- Identify and compare 
distribution of outputs 
that are exposed to 
stochastic influence 
among fixed factor 
settings 
 
In the next section, we demonstrate the process of 
knowledge discovery in simulation data using a simple 
academic case study. Some exemplary visualization 
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and interaction methods are selected in order to 
generate knowledge about the system behavior. 
 
4. Case Study 
 
In this section, we demonstrate the process of 
knowledge discovery in simulation by means of a 
simple single server model. This model has been 
implement in Siemens Plant Simulation. Figure 3 
shows a screenshot of the simulation model. 
 
 
 
Figure 3. Screenshot of the simulation model. 
 
In this model, seven different types of products can 
enter the system from the source into a sorter that acts 
as a queue that can resort the products based on a 
selected sorting strategy. After sorting, they enter the 
actual station in order to be processed. The 
implemented sorting strategies include first in first out 
(FIFO), shortest processing time (SPT), minimum 
slack time (SLACK), a weighted combination of SPT 
and earliest due date (SPTEDD), and sorting according 
to current station setup state (SetupOptimal). The 
product types differ in process and setup times on the 
station and in their designated due date. Table 2 shows 
input factors and their value limits for which we want 
to define simulation experiments.  
 
Table 2. Input factors. 
 
Input factor Margins 
Interarrival time of products 
at the source 
60s-240s 
Sorter capacity 10-1000 slots 
Sorter strategy 5 strategies 
Product mixture  
(7 product types) 
0-100% per product 
 
For interarrival times of products, fixed intervals 
from 60 seconds up to 240 seconds were defined with 
increments of 10 seconds, so that there are 19 different 
levels for interarrival time. The capacity of the sorter 
enumerates from 100 to 1000 slots in increments of 
100, because preliminary experiments showed that a 
sorter allocation over 1000 is not expectable, even with 
a high arrival frequency. In addition, the five 
implemented sorting strategies represent a factor. 
Given this three factors, there are 19*10*5 = 950 
different combinations of factor values in a full 
factorial experimental design. We also aimed to 
incorporate the mixture of the seven product types as a 
factor, which means that there is one factor per product 
describing each products proportion in the mix. Each 
proportion needs to be varied between 0% and 100%, 
which results in way too many possible combinations 
when using a full factorial design. We therefore used a 
sampling technique that is very common in data 
farming called Nearly Orthogonal Latin Hypercube 
Sampling (NOLHS), which can dramatically reduce 
the number of experiments while maintaining a good 
coverage of the input space. By using NOLH-
Sampling, we created 512 different product mixtures. 
Multiplied with the other factor value combinations 
this results in a final experimental design with 486,400 
experiments. 
After the experiments were conducted, the data 
analysis starts with the output data. The input factor 
values are balanced and equally distributed, which is a 
desired feature of good experimental design in order to 
avoid bias. Because of that, patterns in the output data 
need to be detected first. If we create subsets from 
these patterns or any other manually applied filter, 
corresponding factor values that belong to the 
remaining experiments in that subset exhibit a skewed 
distribution. The more skewed a factor value 
distribution is, the more dominant and therefore 
decisive this factor value is for the given filter setting 
or experiment subset respectively. This method is 
called skewed distribution analysis [32]. Because our 
filters on the data come from multidimensional 
patterns, we can therefore determine the relation of 
systems behavior in terms of multidimensional patterns 
to its factors. 
Figure 4 shows a scatterplot matrix for five selected 
output parameters. This matrix shows 2D-scatterplots 
for all combinations of the selected output dimensions. 
Diagonally from top left to bottom right, it shows 
histograms for each distribution of parameter values. 
As we can see, sorter utilization and cycle time are 
equally distributed among the other parameters. We 
can also see that their respective histograms show a 
very one-sided peak on the left. Because these two 
parameters do not exhibit much variation, they are 
excluded from further analysis because they will not 
reveal interesting patterns and bias the meaningfulness 
of data mining results.  
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Figure 4. Scatterplot matrix for relevant output 
dimensions that shows every combination of 
2D-scatterplots. Additionally, histograms for 
the value distribution of each output have can 
be seen on the diagonal axis. 
 
We then applied a clustering algorithm (k-means 
clustering with 5 clusters) on the remaining parameters 
throughput, station utilization, and percentage of setup 
processes (setup proportion). The clustering algorithm 
groups the simulation experiments based on their 
similarity. As a result, experiments within the same 
cluster are similar regarding the selected output 
performance measures, and experiments in different 
clusters are very dissimilar. 
A visualization of the clustering results is shown in 
Figure 5 by means of a parallel coordinate plot. In this 
plot, each vertical axis represents one of the three 
dimensions that has been used for the clustering and 
each horizontal line represents one single simulation 
experiment. The cluster allocation of each experiment 
(Cluster 0-4) was added as an additional axis. Although 
this parameter is not metrical, this axis can be used to 
filter the data among the clusters for a more usability 
convenience. 
 
 
 
Figure 5. Parallel coordinate plot for selected 
outputs and corresponding clusters by color. 
Each vertical axis represents an output 
dimension and each horizontal line represents 
one simulation experiment. 
 
Figure 5 shows that there are patterns in the output 
dimensions that allow to structure and group the 
system behavior in a qualitative manner. Throughput 
and station utilization are strongly correlated with each 
other which allows to group the system behavior in 
good performance and bad performance accordingly, 
given that a high throughput and station utilization are 
considered to be desirable. Setup proportion is less 
clearly separable with lots of outliers in the lower end. 
Assuming that a low percentage of setup processes is 
desirable because they are not value adding, we can 
define cluster 1 (blue) to be composed of experiments 
with the good system performance and cluster 2 (cyan) 
as the cluster with overall bad system performance. 
We can now interact with the data by applying one 
or more filters on any desired axis. Figure 6 shows a 
screenshot of the parallel coordinate plot after filters 
were applied on all experiments that end in cluster 1 
and 2. This helps for a better visibility of the 
distribution of parameter values in those clusters. 
Furthermore, the input factor interarrival time was 
added. 
Now we can analyze how the values of this factor 
are distributed among the highlighted clusters. For the 
good performance cluster (blue), only small values can 
be found. Therefore, we can conclude that short 
interarrival times presumably lead to a good system 
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performance. On the other hand, we cannot conclude 
that large interarrival times in turn lead to a bad system 
performance because the factor values of interarrival 
time are equally distributed among the bad 
performance cluster (cyan). 
 
 
 
Figure 6. Filter for cluster 1 and 2 is active and 
the factor ‘interarrival time’ was added. 
Corresponding experiments in these clusters 
can be traced more accurately. 
 
We can then add more factors to the parallel 
coordinates plot in order to investigate their impact on 
the cluster allocation. Figure 7 shows a screenshot after 
the factor sorter capacity has been added additionally.  
 
 
 
Figure 7. Additionally, the factor ‘sorter 
capacity’ was added to the plot. We can see 
that it distributes equally among cluster 2. 
We can see that sorter capacity does also not affect 
the cluster allocation at all because the factor values 
are equally distributed. This is not only true for cluster 
2 but for all of the five clusters. This effect becomes 
apparent when interactively sliding the filter on the 
cluster axis. This will change the coloration but not the 
distribution on the sorter capacity axis. In other words, 
there is no difference in the distribution of sorter 
capacity between all generated clusters. 
In order to investigate the factor sorting strategy, 
we need to switch to a visualization that is suitable for 
categorical parameters. For this purpose, we generated 
two bar charts showing the distribution of the sorting 
strategies filtered for the good performance cluster and 
bad performance cluster. This visualization is shown in 
Figure 8. We can clearly see that the setup optimal 
sorting strategy is very dominant in cluster 1, whereas 
it is completely absent in cluster 2. Therefore, we can 
conclude that the sorting strategy does also have a 
strong impact on system performance. 
 
 
 
Figure 8. Bar charts for comparison of cluster 
1 vs. cluster 2 concerning factor ‘sorting 
strategy’. 
 
Presumably, there might be even an interaction 
between interarrival time and sorting strategy. To 
investigate this, we used scatterplots with 
corresponding regression lines on subsets that were 
filtered by sorting strategies. This is shown in Figure 9 
in terms of a comparison between FIFO and the setup 
optimal sorting strategy.  
Firstly, we can see the direct negative effect that an 
increasing interarrival time has on the throughput in 
both plots. When going from FIFO to setup optimal 
sorting, the magnitude of the effect (slope of the 
regression line) is much higher. We can therefore 
conclude that setup optimal sorting leverages the effect 
on throughput even more. In addition, we can see that 
there are much more experiments (black dots) in the 
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area of throughput > 600 in the right plot compared to 
the left. 
 
 
 
Figure 9. Interaction plots for interarrival time 
versus throughput, filtered by different sorting 
strategies (FIFO and setup optimal sorting). 
The blue line represents a linear regression 
between interarrival time and throughput. 
 
In summary, we can therefore conclude that short 
interarrival time is the basic prerequisite for good 
system performance. When the load on the system is 
high, this effect reverts itself because the station is 
bottlenecking when lots of setup processes need to be 
performed. The use of setup optimal sorting reduces 
the bottleneck in order to increase the throughput from 
this point. In further analyses, we could now 
investigate the exact location of the break-even point 
between high throughput and bottlenecking. 
Furthermore, the impact of product mixture regarding 
individual product proportions could be investigated. 
Despite hidden relations are rather limited and 
findings are obvious to some extent given a single 
server model, we were able to successfully create 
knowledge about the system using an interactive, 
visually aided analysis. 
 
5. Conclusion and Future Work 
 
In this paper, we showed how the process of 
knowledge discovery in simulation can be applied 
using interactive visual analysis. For this purpose, we 
compiled a list of suitable visualization methods for 
given analysis operations. We then showed how 
visualization tasks can be composed of typical data 
farming analysis objectives alongside suitable 
visualization and interaction methods. We 
demonstrated the application of this process by means 
of a simple extended single server model. 
Future research is needed for creating visualization 
methods and toolsets that are especially suitable for 
visual analytics in the context of manufacturing 
simulation data, or even discrete event simulation data 
in general. For the demonstrations shown in this paper, 
we used a prototype that was composed of Apache 
Spark, MatLab and various JavaScript Frameworks. 
For visual analytics to become commonplace, an 
integration of the demonstrated methods with 
commonly applied simulation packages is crucial. By 
talking to practitioners, we found out that this approach 
to simulation data analysis based on visualization and 
interaction with a human in the loop is more 
motivating and appealing to non-simulation experts 
than traditional approaches. This yields research 
possibilities regarding usability aspects to improve 
cognitive perception of visualizations. Additionally 
using stream-based data mining algorithms could be 
used for real time analysis of simulation data, even 
when experimentation has not been finished 
completely. First investigations of this approach yield 
very promising results [9]. In order to support an 
online analysis of simulation experiments visually, 
visualization methods that are able to build up 
iteratively in accordance with the flow of data are 
required. 
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