Abstract. We consider the steady states of the Gierer-Meinhardt system on all of R 3 :
Introduction
The fascinating smoke-ring structure has been observed in many physical systems. In [13] and [14] , Malevanets and Kapral have numerically observed stable links and knot structures in bistable chemical media (using particle simulation of FitzHugh-Nagumo model), including linked smokerings. In fluid dynamics, a vortex ring is a region of a rotating fluid where the flow pattern takes on a toroidal shape [2] . In a quantum fluid, a vortex ring is formed by a loop of poloidal quantized flow pattern. It was detected in the superfluid helium by Rayfield and Reif [25] , and more recently in Bose-Einstein condensates by Anderson, et al, [1] . In block copolymers, Pochan, et al [22] produced a morphological phase of toroidal supramolecule assemblies, using a triblock copolymer.
In this paper we study the smoke-ring structure in the classical Gierer-Meinhardt system (GM system) on all of R 3 :
(1) ε 2 ∆a − a + a p h q = 0, ∆h − h + a m h s = 0; in (1) ε, 0 < ε ≪ 1, is a small parameter and (2) p, q, m, s ≥ 0;
The variable a is the activator and h is the inhibitor of the system. The goal of this paper is to construct a solution whose activator component concentrates on a circle as ε → 0, schematically represented in Figure 1 . More precisely there is a circle in the xy-plane of radius r 0 and a toroidal shaped neighborhood of the circle in R 3 . Each cross section of the neighborhood, perpendicular to the circle, is a small disc whose radius is of order ε. The a variable of our solution is very Figure 1 . Schematic representation of the smoke-ring solution in three dimensions. The gray region is a level set of the activator a, which is exponentially small everywhere except within an O(ε) region of a circle of radius r 0 .
small outside the toroidal neighborhood. Inside the neighborhood and on each cross section, a is almost a two-dimensional radially symmetric function with its maximum at the center. In R 3 such a solution has axisymmetry (cylindrical symmetry), so it is effectively a solution of a two-dimensional problem. We will refer to such solution as a smoke-ring solution.
The problem (1) has a long history. It was introduced in [8] to model the head formation of a hydra. More generally it can be used to study morphogenesis in cell development [15, 16, 19] . It is a minimal model that provides a theoretical bridge between observations on the one hand and the deduction of the underlying molecular-genetic mechanisms on the other. Mathematically, it is one of the simplest systems of PDE's that has a very rich solution structure, and has been studied intensively over the last two decades. Let us highlight some of the results. In one dimension, there exist spike like solutions whose activator component a concentrates at certain points and is exponentially small away from such points. While the solution with a single spike was shown to be stable in [29] , multiple spike solutions exhibit intricate stability properties, first shown in [6] by the matched asymptotics method; see also [26] for a related approach using Floquet exponents and Evans functions. In two dimensions, spike solutions, their stability and dynamics have also been studied; see for example [30, 31, 32, 28, 12] . Similar techniques have been also used to study spike solutions in other system, such as the Gray-Scott model; see for example [3, 4, 5, 11, 18] and references therein.
On the other hand, little is known about the GM model in three or higher dimensions. For example, the existence of a single spike solution on all of R 3 is a long-standing open problem. The only result in three dimensions so far is the existence of the so-called ring solutions; In a ring solution the activator concentrates on a two-dimensional sphere in R 3 [20, 9] . Such solutions are radially symmetric; the activator variable a is (almost) a one-dimensional spike in the radial direction (analogous solutions for the Gray-Scott model have also been studied by similar techniques in [10] and [17] ). On the contrary the smoke-ring solution that we will construct concentrates on a one-dimensional circle. Unlike the ring solutions, the smoke-ring solution is not radially symmetric, but axisymmetric; the cross-sectional profile of the activator a for a smoke-ring is (almost) a twodimensional spike. To our knowledge, this is the first non-radial solution of the GM model in R 3 .
Related to the GM system (1) is the Gierer-Meinhardt system with saturation:
Note the saturation constant κ > 0 in (3) . In [24] Ren and Wei studied a geometric problem that arises as a singular limit of (3). Solutions to their geometric problem are subsets of R 3 that satisfy an equation involving the mean curvature and the Newtonian potential on the boundaries of the subsets. They found a solution shaped like a torus.
Since smoke-ring solutions have cylindrical symmetry, we rewrite (1) in cylindrical coordinates.
We also rescale a = αu, h = βv where we take α = η ε 2
to put the system (1) in the form:
, and
The reason for using this scaling is that as we will show later, u, v = O(1) in the inner region of the spike. Equation (4) is our starting point. We now summarize the main result of this paper.
Main result 1. Consider the GM model (4) with p > 1, m > 0, and with additional constraints,
1 < m − s < 3.
Then (4) admits a smoke-ring solution of the form Figure 2 . A numerical solution of (4) showing a smoke-ring. The parameters are ε = 0.02, p = 2, q = 1, m = 2, s = 0. The computation was performed on a quarterdisk of radius 8, see §4 for the details. An initial condition in the form of a smoke-ring was used. Here, the solution is shown with
The cross-sections of u (solid curve) and v (dashed curve) along the r axis. The spike center is located at r 0 = 0.349, z 0 = 0.
where C is some positive constant; R = 1 ε (r − r 0 ) 2 + z 2 ; w is the unique radially symmetric ground state solution in two dimensions that satisfies
and r 0 is the asymptotic radius of the smoke-ring which satisfies the algebraic equation
The equation (10) has exactly one solution r 0 > 0 provided that (7) is satisfied.
Our analysis reveals a distinguished regime p = q + 1. In particular the "standard" GM system (p, q, m, s) = (2, 1, 2, 0) happens to satisfy this condition. For the standard case, the numerical solution of (10) yields r 0 = 0.327929 (see §4). Figure 2 shows the structure of the ring solution in this case.
The existence of smoke-ring solutions for the case p = q + 1 is an open problem. Based mainly on numerical expeirements in §4, we conjecture that they can still exist if p < q + 1, but with radius ε ≪ r 0 ≪ 1.
We remark that the derivation of Main Result 1 is based on formal but very careful asymptotics. A rigorous derivation is not yet available (see §5).
Our approach involves a mix of formal asymptotics as well as a careful study of a Green's function. The analysis is complicated by the presence of two scales, O(ε) and O(
). Moreover the outer and inner region of u interact in an intricate way, and a relatively high order expansion is required.
We now summarize the contents of the paper. In Section 2 we construct the inner and outer solutions and formulate the first-order solvability condition in order to determine the smoke-ring radius r 0 . Assuming r 0 = O(1), it then becomes clear that in the case p = q + 1, a higher-order expansion is required (if p = q + 1, the first order solvability condition will imply that r 0 cannot be of O (1)). This is done in Section 3, and leads to the formula (10), which is the main result of this paper. In Section 4 we show some numerical computations of the full two-dimensional system (4) and observe a favourable agreement with our analytical results. We also include some additional numerical experiments to speculate what happens when p < q + 1 or p > q + 1. Finally we mention some related phenomena and open problems in Section 5.
2. Preliminaries: smoke-ring profile and the first-order solvability condition
In this section, we first construct the leading order asymptotic profile of the smoke-ring equilibrium of a fixed radius r 0 . We will then derive a solvability condition in an attempt to determine the value of r 0 . This condition will yield the following dichotomy: either p = q + 1, in which case a higher order expansion will be necessary to determine r 0 ; or else r 0 cannot be of O(1). The case p = q + 1 will then be further analyzed in Section 3 where a higher-order expansion will finally enable us to determine r 0 . The derivation of the asymptotic profile and the first-order solvability condition is relatively standard; here we follow a procedure similar to the one used in [12] .
The exposition below is divided into three steps. In step 1 we derive the leading order asymptotic profile. The first-order solvability condition is derived in step 2. Finally in step 3 we use Pohozhaevtype identities to simplify the resulting expression and identify the distinguished case p = q + 1.
Step 1. We begin by constructing the asymptotic profile of the smoke-ring solution. We seek a solutions to (4) where u(x) is assumed to concentrate at some point x 0 = (r 0 , z 0 ); that is, u(x) is assumed to be very small everywhere except in a disc of radius O(ε) centered at x 0 . On the other hand, v(x) will be nearly constant in the O(ε) neighborhood of x 0 . An example of such a solution is shown in Figure 2 .
To simplify the notation, we define
In the limit ε → 0, we formally replace the nonlinearity in the second equation of (4) by a multiple of a delta function:
and δ is the delta function. Here R 2 + = {(r, z) : r > 0, z ∈ R}. Then in the outer region, i.e. when |(r, z) − (r 0 , z 0 )| ≫ O(ε), we estimate
where G is a Green's function in the cylindrical coordinates that satisfies
When matching with the inner region, we will need to know the behavior of G when x is near x 0 . This behavior is summarized as follows. Lemma 1. Let x 0 = (r 0 , z 0 ) and let x = x 0 + εy, where y = (ρ, Z) and ε ≪ 1. Let η = 1/ ln(1/ε) be as in (5) . Then
where
The proof of Lemma 1 is given in Appendix A. Next we examine the profile of the solution inside the smoke-ring. By symmetry, we may assume that z 0 = 0. Near the center x 0 = (r 0 , 0), we define the inner variable as (18) y = x − x 0 ε and let (19) R = |y| ; y = (ρ, Z).
Using Lemma 1 we rewrite the outer solution (13) in terms of inner variables (18) to obtain
where F 0 , F 1 are given in Lemma 1. Here, ξ is given by
Next we examine the profile of the solution in the inner region, near x 0 . We define the inner variables U and V by (21) u
where as in (18), x = x 0 + εy. Then (4) becomes
Since the problem contains two scales ε ≪ η ≪ 1, we first expand (22) in terms of ε while treating η as a constant. We use the following expansion:
The solutions U 0 and V 0 are both radially symmetric. Next we expand in η :
to obtain
V 00 = ξ 00 ; (26) ∆ y U 00 − U 00 + hU p 00 = 0. (27) Here and below, we omit the arguments of h = h(ξ 00 ), g = g(U 00 , ξ 00 ). From (27) we deduce
where w is the radial ground state solution of ∆ y w − w + w p = 0 in R 2 , i.e.
For the GM model this yields
This computation shows that the leading order profile of the smoke-ring is given by (8) ; the precise value of the constant C in (8) is C = ξ 1 1−p 00 with ξ 00 given by (28).
Step 2: At this stage, the smoke-ring radius r 0 is undetermined. It is therefore necessary to consider the higher-order expansion to determine it.
To this end, we collect the O(ε) terms in (22) , which yield
We now expand the O(ε) equations in terms of η. We write
We deduce
where h v = h v (ξ 00 ). The first-order solvability condition is obtained by multiplying (29) by U 00ρ and integrating by parts. Noting that U 00ρ satisfies L(U 00ρ ) = 0, we obtain
To determine V 10 , we invoke Van Dyke's matching principle [27] . That is, we expand the outer solution v(x) in terms of the inner variables (18) and then match it to the inner solution V . Since we seek to determine V 10 , we must expand v(x) up to O(ε). Starting with (20) we have
Matching the O(ε 1 η 0 ) terms in (37) with the behaviour of V 10 for large y, we obtain that V 10 ∼ − ξ 00 ρ 2r 0 as y → ∞. In conjunction with (34) this implies that
Step 3. We now simplify the solvability condition (38). Note that
Next we use Pohozhaev-type identities, see for example [23] or [28] . Multiplying (27) by U 00 and integrating by parts we obtain
Multiplying (27) by U 00R R and integrating by parts we obtain
Substituting (39) to (42) into (38) we find
From (11), we have
If p − 1 = q, the condition (44) simply states that no smoke-ring of radius O(1) can exist in the limit ε → 0. On the other hand, if p − 1 = q, the condition (44) cannot determine the value of r 0 and a deeper expansion is necessary. This is the subject of the next section.
3. The case p = q + 1.
We now consider the distinguished regime p = q + 1. In this section we will show that in this case, the smoke-ring radius is given by (10) , which is the main result of the paper. When p = q + 1, the first-order solvability condition (44) is 0 = 0 and hence a deeper expansion is required to determine r 0 . The derivation is very involved but unexpectedly, there are many cancellations, so that the end-result is surprisingly simple.
We break the computations of this section into three steps. In step 1, we compute the O(η) and O(εη) corrections to U(y) and V (y) (refer to Section 2 for notations). In step 2, we formulate the solvability condition at the O(εη) order. In step 3, we explore some identities to significantly simplify the solvability condition and to finally obtain (10).
Step 1. In this step we derive the expressions for the inner solution, up to order O(εη). These expressions will play a key role in formulating and simplifying the solvability condition of step 2.
We start by computing the O(η) terms U 01 , V 01 and ξ 01 in (24) . The O(η) terms in (23) yield
Here h v = h v (ξ 00 ), g u = g u (U 00 , ξ 00 ), g v = g v (U 00 , ξ 00 ), and L is defined in (32) . Integrating (46) we have
g(U 00 , ξ 00 )sds and c 1 is some constant that will be determined as follows. Expanding g 1 (R) asymptotically for large R and using the fact that g(U 00 , ξ 00 ) decays exponentially as R → ∞, we obtain:
To determine c 1 , we match the O(η) order of the inner and outer expansions. Substituting ξ = ξ 00 + ηξ 01 into (20), and collecting the O(ε 0 ) terms we obtain, Next we determine ξ 01 . We will make use of the identity
) and using (49) we obtain
ln sgsds RdR are O(1) order constants that are independent of r 0 . Substituting (54, 55) into (47) and replacing c 1 by (53) we obtain
Solving
From (11) we have g u U 00 = mg, g v ξ 00 = −sg, h v ξ 00 = −qh and recalling (25) we deduce
Next, we compute the behaviour of V 1 for large y to two orders. To do this, we expand the outer solution v(x) in terms of the inner variables (18) . Starting with (20) we have
Matching the O(ε) terms we obtain
Step 2. We now formulate the main solvability condition for r 0 . We anticipate that r 0 = O(1) and with (60) in mind, we make a change of variables
Matching with the outer solution, we then note that
To formulate a higher order solvability condition, we use the idea introduced in [12] to rewrite O(ε) order equations as a system. Let
the equations (29, 30) become
in the matrix form where Since U decays exponentially at infinity andV ∼ O (1/ |y|) for large |y|, we find that for sufficiently large ball B,
Next we evaluate B ΨK. At the leading order, we estimate V 0ρ ∼ 0, U 0 ∼ U 00 so that
Using integration by parts, the identity (42) and by assumption p = q − 1, this integral is zero. Therefore to determine r 0 it is necessary to look at O(η) order terms. The full expansion is,
At first sight, this looks daunting. However surprisingly, there are hidden identities that greatly simplify this expression as we now show.
Step 3. We start with equations for N 1 and P 0 which are
(67) ∆ y P 0 + h v U p 00 ∂ ρ U 00 = 0. We will now make use of (66) to derive an additional identity and eliminate N 1 from (65). To do this, multiply (66) by ρU 00 and integrate. First note that:
Using ξ 00 h vv = −(q + 1)h v as well as p = q + 1 we then obtain,
Also by parity we have
Therefore (65) simplifies to (69)
Next we write (69) as I 1 + I 2 + I 3 + I 4 = 0 where
ξ 00 ρ 2 (ln R + F (r 0 ))
To simplify I 1 we will make use of the identity
where L is the linear operator defined in (32) . We have
Next we evaluate I 3 . First note that the solution to (67) is given explicitly by (70)
00 (s)sds so that
By (51), (53), and (57) we observe that
so that I 3 becomes
(V 01 + ξ 00 ln(t)) RdR.
Next we compute
When combining I 1 + I 2 + I 3 , we get to cancel many terms and obtain
Next we assume g(u, v) = u m v −s . Using g u U 00 = mg and g v ξ 00 = −sg, we simplify
Moreover recall from (48) that gR = (−V 01R R) R so that integrating by parts yields
Hence the solvability condition I 1 + I 2 + I 3 + I 4 = 0 becomes
or in a simpler form
Using (48) and (25) we obtain
Finally, using (16, 17) we have
Substituting (73) and (74) into (72) we obtain
which is precisely the formula (10). To complete the derivation of Main Result 1, it remains to prove existence and uniqueness of solution to the algebraic equation (10) . This is done in Appendix B. The derivation of Main Result 1 is then complete.
Numerical experiments
To validate our analytical results and explore what happens if p = q + 1, we used FlexPDE software [7] to compute the full two-dimensional smoke-ring solution of (4).
Experiment 1: p = q + 1, effect of ε. We first consider the "standard" parameter values, (p, q, m, s) = (2, 1, 2, 0) . This satisfies the condition p = q + 1 of Main Result 1. We used Maple to compute the theoretically predicted value of r 0 by numerically solving (10) as follows. First, we used Maple's boundary value problem solver to determine the steady state w numerically. The integrals in (10) are then easily evaluated using Maple's numerical integrator. We found that the right hand side of (10) is equal to 0.307043; the solution to (10) is given by r 0 = 0.327929. We then used FlexPDE to compute a fully two-dimensional smoke-ring type steady state solution of (4) numerically, for several different values of ε. We solved (4) on a quarter-disk of radius 8. Due to the presence of the logarithmic scaling, a very high error tolerance was required in order to achieve good convergence. For example, when we took ε = 0.02, the numerical solution and the corresponding center of the spike r 0 appeared to change as the tolerance was slowly decreased even with relatively strict error tolerance; it finally settled for global error tolerances smaller than 5e-5. Fortunately, FlexPDE uses automatic adaptive gridding, and was able to handle such tight tolerance. Using the tolerance of 5e-6 required about 4500 gridpoints (with most of the gridpoints concentrated near the spike), and yielded the numerical value of r 0 = 0.3537. The resulting solution is shown in Figure  2 . This agrees well with the theoretical prediction (relative error about 7.9%). The following table shows the computation for several different values of ε. (p, q, m, s) = (2, 1, 2, 0) ε r 0 using (4) r 0 from (10) It appears from the table that the error is of O(ε) order: doubling ε appears to roughly double the error.
Experiment 2: p = q + 1, effect of s. We fix (p, q, m) = (2, 1, 2) and ε = 0.04, and we vary s. As in experiment 1, the asymptotic radius r 0 is given by equation (10), which is solved numerically for a given s. We then compare r 0 given by (10) with the numerical value computed using FlexPDE.
We obtain the following table, see also Figure 3 A clear agreement is observed between the analytical and numerical results. Also a good agreement is observed even with s < 0. Indeed, while s is usually taken to be positive, nothing in our analysis prevents it from being negative, as long as (7) is satisfied. Experiment 3: q > p − 1, effect of q. We take (p, m, s) = (2, 2, 0), ε = 0.04 and slowly increase q from 1. Computing the corresponding r 0 numerically, we obtain the following table (see also Figure 3 The smoke-ring appears to exist for 1 ≤ q < 1.5, until eventually r 0 becomes zero, at which point the smoke-ring becomes a three-dimensional spike.
Experiment 4: q > p − 1, effect of ε. We take (p, m, s) = (2, 2, 0), q = 1.2 and vary ε. We then obtain the following table (see also Figure 3 
Discussion
In this paper, we used formal asymptotics to construct smoke-ring solutions when p − 1 = q. This may be viewed as a first step towards a more rigorous proof, which remains an open problem. The main obstacle in making our results rigorous is the presence of two scales, ε and log ε, which require a double expansion, and make it hard to apply standard rigorous techniques -such as LiapunovSchmidt reduction -directly. In addition, a rigorous proof usually requires error estimates, so even higher-order expansions are required. This appears to be a formidable challenge, given that simply computing the radius r 0 required a manipulation of more than 10 terms (see equation (65)).
An outstanding open problem is the possible existence of the smoke-ring solutions when p−1 = q. From §2, it is clear that in such a case, the radius cannot be O(1), since this would contradict (44). However, we do not rule out the possible existence of smoke-rings of either a large radius, or a small radius of size ε ≪ r 0 ≪ 1. Indeed, numerics of §4 suggest the latter is possible for the case q > p − 1. However so far, we were unable to construct such a solution analytically.
Let us contrast the results of this paper to the radially symmetric solutions in 3D which concentrate on a sphere. Those were studied in [20] and [9] . It was found that such a solution exists provided that q/2 < p − 1 < q. In this case, the radius of the sphere was found to be of order O(1), independent of m, s; moreover it satisfies
It is clear that r 0 becomes large as p → q + 1 from the left. By contrast, the smoke-ring solutions of radius r 0 = O(1) exists when p = q + 1. Numerical simulations of §4 also indicate that a smoke-ring solution may exist when p < q + 1; however in this case the radius appears to be small. In addition the smoke-ring radius also depends on m, s; . An open question is whether a solution concentrating on a large sphere can exist in the borderline case p = q + 1.
It is unclear what happens if the condition (7) is violated, since neither existence nor uniqueness of a solution to (7) can be guaranteed in such a case. In particular, the shape of the left hand side of (10) (see Figure 4) indicates that a multiplicity of smoke-ring solutions should be possible if m−s−1 is just slightly below zero, although eventually all such solutions disappear if m−s−1 is too negative. On the other hand, the smoke-ring solution will eventually dissapear if s is sufficiently decreased so that the right hand side of (7) exceeds 1; however this generally happens when m − s − 1 > 3. In other words, the sufficient condition (7) is clearly not necessary for the existence of a smoke-ring solution.
An open (and difficult) question is to elucidate any connections between various types of solutions. For example numerical simulations show that a ring solution in two dimensions connects to a spike solution as ε increases to O(1). Such a connection is related to pattern-forming instabilities in one dimension: a two-dimensional spike can become unstable and expand into a hollow sphere. As the sphere radius is increased, it also becomes unstable and breaks up into spots. We speculate that in three dimensions, a spike can bifurcate into either a smoke-ring or a sphere when p ≤ q + 1.
The stability of smoke-ring solutions is also an open question. In two dimensions, it is known that a ring solution whose radius is of O(1) is unstable and breaks up into spots, see for example [17] , [10] . We therefore anticipate that the smoke-ring solution we constructed will be unstable with respect to angular perturbations when p = q + 1. By contrast, numerical simulations indicate that smoke-ring with small radius may exist when p < q + 1. It is unclear whether such a solution may be stable.
It would be interesting to study smoke-ring solutions on bounded domains. While Green's function for a general bounded domain is difficult, it may be possible to compute it for a special case of a three dimensional ball. In particular, is p = q + 1 still an essential condition, on a bounded domain? Some numerical simulations (not shown here) on a ball domain and with (p, q, m, s) = (2, 1, 2, 0) suggest that the smoke-ring solution disappears as the domain radius is decreased below 2.
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Then we have:
Step 2. In this step we derive the following estimate of (80):
where In the end, all the γ terms should cancel with the γ terms coming from I 2 . To compute I 2 , expand To find I 21 , we note that the integrand behaves like τ −1 for small τ . We therefore rewrite (85)
where g 1 is given in (82). Note that g 1 is a non-singular integral that is independent of γ. To determine O(δ) terms, we need to extract the singularity from I 22 . Note that for small τ we have where g 2 is given by (83). The integrals g 1 and g 2 are non-singular and can be easily evaluated numerically. Combining (85), (86) and (84) we note that O(ln γ) and O (δγ −1 ) order terms cancel out as expected and we get (81).
Step 3. Recall that we have a = 2r 0 + ε (ρ − |y|) , δ = ε |y| r 0 1 − ε 2r 0 (ρ − |y|) so using (81) we obtain I(a, δ) ∼ ln r 0 ε |y| + ε 2r 0 (ρ − |y|) + 2 ln 2 + g 1 (2r 0 ) + ε (ρ − |y|) g Step 4. To complete the proof, we claim that (10) 
