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We present a generalized network model for simulating capillary-dominated two-phase flow
through porous media at the pore scale. Three-dimensional images of the pore space are discretized
using a generalized network – described in a companion paper [64] – that comprises pores that are
divided into smaller elements called half-throats and subsequently into corners. Half-throats define
the connectivity of the network at the coarsest level, connecting each pore to half-throats of its
neighboring pores from their narrower ends, while corners define the connectivity of pore crevices.
The corners are discretized at different levels for accurate calculation of entry pressures, fluid vol-
umes and flow conductivities that are obtained using direct simulation of flow on the underlying
image. This paper discusses the two-phase flow model that is used to compute the averaged flow
properties of the generalized network, including relative permeability and capillary pressure. We
validate the model using direct finite-volume two-phase flow simulations on synthetic geometries,
and then present a comparison of the model predictions with a conventional pore-network model
and experimental measurements of relative permeability in the literature.
1. INTRODUCTION
Modeling multiphase flow through porous media is im-
portant for understanding processes such as fluid flow in
hydrocarbon reservoirs, contaminant transport, carbon
storage in underground geological formations and fuel-
cells. Pore-scale modeling has been used to provide a
link between the pore-scale fluid and rock properties to
their macroscopic properties, such as relative permeabil-
ities and capillary pressures. Moreover, it can be consid-
ered as a complement to the experimental measurements
of these parameters that are, in turn, used as input to
field-scale models to predict the large scale behavior of
flow [12, 24, 72].
A variety of different methods have been used to in-
vestigate single and multiphase flow through porous me-
dia. These methods include molecular scale simulations
studying fluid-rock interactions at nano meter scales to
continuum-scale numerical methods such as lattice Boltz-
mann and finite volume, which can model two-phase
flow directly on 3D images of the pore space, and pore-
network models [49]. The following paragraphs present
a brief review of the strengths and limitations of each of
these methods.
Direct simulation, which solves the flow equations nu-
merically while accounting for interfacial forces, is widely
used to study two-phase flow at the pore scale. Grid-
based approaches, such as volume-of-fluid based interface
capturing methods [32, 34] and diffuse-interface approx-
imation of fluid-fluid boundaries using a density func-
tional approach [20, 39], have been applied to immiscible
flows in porous media [8, 27, 35, 61]. Particle-based meth-
ods such as lattice-Boltzmann have been used to com-
pute absolute and relative permeabilities [28, 48], cap-
illary pressure [2, 57], interfacial area [60], and relative
permeability for different rock types [15, 33, 67]. Another
approach is to apply mesh-free methods such as smoothed
particle hydrodynamics that, in addition to the compu-
tation of miscible flow and dissolution [76], have been
employed to study two-phase flow through porous me-
dia [75]. The advantage of direct methods is that the
solid and fluid interfacial boundaries can be modeled ac-
curately. Other features include the ability to study the
effect of viscous forces, including the effects of flow rate
and viscous coupling [43, 62, 67].
Direct simulations, however, are computationally ex-
pensive. Capturing layer flow through pore space
crevices, for instance, requires a high resolution mesh.
Therefore, layer flow may not be captured accurately
when using a coarse mesh that is usually required to make
the simulations practical on larger images [61]. More
importantly, direct simulations may become impractical
for simulating two-phase flow at low capillary numbers
where small time-steps need to be used to resolve cap-
illary waves and local instabilities (Haines jumps and
snap-off) [12]. For most subsurface processes, flow oc-
curs at very low capillary numbers and the flow domain
can have heterogeneity at different scales. Moreover, flow
simulations may need to be run many times over a rep-
resentative elementary volume that is several orders of
magnitude larger than the grid resolution, to study the
effect of input parameters – such as pore structure, con-
tact angle, flow rates, fluid viscosities and initial condi-
tions on the macroscopic properties – and to quantify the
effect of uncertainties in these parameters. A computa-
tionally efficient, and at the same time accurate, method
to perform sensitivity studies to quantify the effect of
these parameters is needed.
The solution to this computational challenge is to use a
multi-stage upscaling approach. In the first stage, direct
high-resolution simulations on smaller system sizes can
be used to obtain the equations required to describe flow
in individual pores and throats. In a subsequent stage,
these equations can be used to simulate flow through a
coarser-scale network representation of the void space to
obtain its macroscopic properties.
ar
X
iv
:1
70
7.
02
78
8v
2 
 [p
hy
sic
s.c
om
p-
ph
]  
28
 A
ug
 20
17
2A. Network modeling of two-phase flow
Pioneered by Fatt [25], pore-network models have
evolved as an important tool for studying flow through
porous media. They have been used to, for instance, in-
vestigate the effects of viscous [43, 44], wettability and
capillary forces, which control pore-scale configurations
of fluids [13, 72], discussed in more detail below.
1. Effect of wettability
Rock adhesion forces, which give rise to a contact an-
gle between a fluid-fluid interface and a solid wall, have
a major impact on pore-scale displacement mechanisms.
Flow of the wetting phase through crevices of the void
space (wetting layers), although slow, can lead to snap-
off and hence trapping of non-wetting phases residing in
centers of the void space. This is in contrast to nanome-
ter thick wetting films that are stabilized by molecular
forces in strongly water-wet media, which can have a sig-
nificant impact on apparent contact angle and capillary
pressure [54, 79] but their contribution to fluid conduc-
tivity is negligible [14]. Wetting layers, on the other hand
provide a connected conduit for the wetting-phase flow
down to low saturations [14, 42].
Wetting layers can be modeled when using network
elements with angular cross-sections, including frac-
tal roughness models [77], grain boundary pore shapes
[46, 47], squares [11, 26] and triangles [14, 56]. In most
current network models, a shape factor, G, defined as the
ratio of the cross-sectional area to the perimeter length
squared, is used to assign the shape of pores and throats.
The shape of the cross-section – a circle, square or sca-
lene triangle – is chosen such that it has the same shape
factor as the 3D image of the porous medium [56, 58].
The wettability of rock surfaces can change due to the
adhesion of surface-active components of the oil to the
solid surface [17]. The degree of wettability alteration
depends on the composition of the oil and water, the
mineralogy of the solid surface and the capillary pressure
imposed during primary drainage [17, 38, 40]. The av-
erage wettability of a fluid rock system can be measured
using core-flood experiments [5]. More recently, contact
angles have been measured directly in situ using micro-
CT imaging [6, 45]. Pore-network modeling has been
used to link the pore-scale description of wettability to
the bulk measurements as well as to study the trend in
recovery with wettability [37, 55]. Network models allow
the incorporation of these in situ measurements of con-
tact angle and its history dependence on a pore-by-pore
basis.
2. Effect of viscous forces
Most quasi-static network models impose a single cap-
illary pressure over the entire network. This is used to
define the fluid configuration in each element and the cor-
responding volumes of each phase. Fluid interfaces, resid-
ing between pores and throats or in their crevices, change
their configuration as the capillary pressure changes. Fill-
ing of individual elements is assumed to take place over
a much shorter time than the duration of the displace-
ment process: this occurs in the form of Haines jumps,
piston-like filling, layer collapse or snap-off events. This
is a valid assumption in most cases since typical capillary
numbers (CA =
µUD
σ where µ is the fluid viscosity, UD
is the Darcy velocity and σ is the interfacial tension) in
petroleum reservoirs are very low, in the range of 10−6 to
10−10. This represents a ratio of capillary to viscous pres-
sure drop across a single pore of around 1000 or higher
[24]. A single pore-filling event normally occurs in frac-
tions of a second, as observed using fast X-ray imaging
or acoustic measurements [7, 9, 21]. In contrast, it may
take several days to years for a displacement process to
be completed at a given location in a natural setting.
The viscous pressure drop (∆Φ) can play a significant
role when the flow rate is high (for example in near well-
bore flow in hydrocarbon reservoirs), in near-miscible
displacements with a low interfacial tension, or when
the length (∆x) of the representative elementary volume
needed to obtain averaged properties becomes large. The
viscous pressure drop scales as ∆Φ = UDµ∆x/K, where
K is the effective rock permeability, while the capillary
pressure, Pc, is not related to flow rate, UD, nor sys-
tem size, ∆x. Capillary pressure scales as Pc = 2σ/rc ∼
σ
√
φ/K, where σ is the interfacial tension, rc is the mean
radius of interfacial curvature and φ is the porosity of the
rock [12]. When the ratio of viscous pressure drop to cap-
illary pressure is high, macroscopic flow properties, such
as relative permeability, can be functions of flow rate,
leading to a Darcy law where flow rate nonlinearly de-
pends on the pressure gradient [14].
To model two-phase flow when the viscous pressure
cannot be ignored, the quasi-static assumption can be
relaxed to consider the viscous pressure drop as a per-
turbation to the local capillary pressure along the length
of the system. A higher level of sophistication can be
achieved by using a dynamic network-model that also in-
corporates the effect of changes in fluid volumes on the
viscous pressure. In these dynamic pore-models, the vol-
ume of each phase in each element should be updated
using the flow rates from the computed pressure field.
Usually a very small time-step is required so that the
configuration of fluid interfaces does not change signif-
icantly [1, 10, 59, 68]. On the other hand, considering
the viscous forces as a perturbation to the local capil-
lary pressure will not cause a significant compromise in
the computational efficiency. In this approach the viscous
pressure associated with rapid changes in the fluid config-
uration during a filling event is ignored, but the pressure
gradient used in the computation of relative permeability
is used as a perturbation to assign a non-uniform local
capillary pressure across the system. We will adopt this
perturbative approach in our model.
33. Predictive capabilities of network models
Pore-network models have reproduced particular ex-
perimental results of interest [22, 29, 46, 66, 78]. This
provides some assurance that the network models do rep-
resent flow and transport properties adequately. There
has been significant progress in the predictability of
network models by constructing the element connectiv-
ity and shapes from the analysis of micro-CT images
[23, 56, 74]. However, Bondino et al. [16] showed that the
algorithm used to generate and parametrize the network
model using current network extraction algorithms can
have a significant impact on the predicted macroscopic
properties. In other words, the description of the void
space in current network models – using pore and throat
lengths, shape factors, radii and volumes – is inadequate
for the reliable prediction of two-phase flow using micro-
CT images of porous media. Therefore, improving the
predictability of pore-network extraction and flow mod-
eling remains an active research topic [31, 36, 50, 71].
The problem is that the conventional network model pa-
rameters cannot be independently verified and therefore
the model primarily relies on calibration to predict ex-
perimental measurements. Therefore, there is little con-
fidence that a network calibrated using a small set of
benchmark experiments can predict the properties of dif-
ferent rock types or different displacement scenarios reli-
ably. To avoid this problem, the geometry of individual
pores in the network model should be as close as possible
to the real system.
We have presented a generalized network representa-
tion of the void space that eliminates the need for inter-
mediate parameters, specifically shape-factors and pore
and throat lengths, used to describe the network elements
[64]. Instead, the parameters required for network model-
ing are extracted using direct single-phase simulation and
a medial-axis analysis of the void space. Each pore is sub-
divided into half-throats and further into corners. The
parameters approximating each corner – corner angle,
volume and conductivity – are directly extracted from
the underlying micro-CT image at different discretization
levels and exported as tabulated data to the network flow
simulator.
The emphasis of this paper is on the formulations used
to describe capillary dominated two-phase flow through
the generalized network representation of the void space,
and on the prediction of multiphase flow properties –
capillary pressure and relative permeability. We present
the algorithms used to track the fluid-fluid interfaces and
incorporate the effect of contact angle that describes the
wettability of the fluid-rock system. Gravity and viscous
forces are treated as a perturbation to compute the local
capillary pressures throughout the network.
2. GENERALIZED NETWORK FLOW
MODELING
The network model can be viewed as an upscaled al-
ternative to direct two-phase flow models. It is com-
prised of three main components: (a) parametrization
and tracking of fluid interfaces in each element as the lo-
cal capillary pressure (Pc) changes during a displacement
cycle, (b) tracking fluid phase distribution and connec-
tivity, and (c) computation of fluid-phase saturations and
conductivities for individual elements and for the whole
system.
The flow simulations are designed to represent typical
core-flood experiments. Initially, the whole void space is
assumed to be filled with water, and a second fluid, oil, is
injected from one side of the network to obtain the fluid
configurations at the end of a primary oil-invasion simu-
lation. The simulations are continued for a second cycle,
water flooding, in which the water pressure is increased
to replace the oil. The flow simulations can be continued
for a third cycle by injecting oil, to obtain, among other
properties, wettability indices.
The following sections present the details of our net-
work flow model, which involves tracking the fluid con-
figurations within the void space (see Figure 1) and up-
scaling their flow properties. An overview of how the
void space is represented using half-throat corners is dis-
cussed in Section 2 A. Fluid configurations in a corner
are described using their interfaces with other fluids in
the corner and their connectivity to fluids in the sur-
rounding pores and throats; this is explained in Section
2 B. Section 2 C presents the details of how fluid inter-
faces are represented and tracked. In Section 2 F, we
describe the computation of entry pressures required for
fluid interfaces to change configuration. These include
filling of centers of pores and throats, and growth and
collapse of water and oil layers in edges of void space cor-
ners. In Section 2 G, we discuss how displacement events
(changes in fluid configurations) affect fluid phase con-
nectivity: forming disconnected phases, newly connected
phases (coalescence) and exposing new invasion paths for
subsequent displacement events. Finally, in Section 2 H,
we discuss the assignment of fluid volumes and conduc-
tivities that are then used in the computation of the fluid
saturations and relative permeabilities of the network.
A. Description of the network elements
Figure 1 shows how the void space is divided into pores,
half-throats and their corners. We use a watershed seg-
mentation of the distance map (the distance of any point
in the void space to the nearest solid) of the underly-
ing image to divide the void into pore regions bounded
by throat surfaces [64]. We further divide these pore re-
gions into half-throats and their associated corners. Ev-
ery point in the void space is uniquely assigned to a pore,
a throat and a half-throat corner. We refer to the half-
4throat corners simply as corners in what follows.
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Figure 1: An illustration of two fluids (highlighted in
red and light blue) occupying a void space that is
discretized into (a) pores and half-throats and further
into (b) corners. The thick solid black lines show the
boundaries between pores (the throat surfaces). The
solid blue lines show the partitioning of the pore space
into half-throats. The dashed blue lines show the
boundary between the corners of each half-throat.
The corners are parametrized at different discretiza-
tion levels, i = 1-3, which are obtained during network
extraction. Each discretization level contains the corner
void space outside maximal-spheres with radius larger
than Ri. In this paper, we choose R1 = Rp, R2 = Rt,
R3 = 0.7Rt, see Figure 2.
We define a local coordinate, (x, y), for each corner
(Figure 2): x represents the distance from the throat
surface and y represents the distance from the throat line
in the corner’s sagittal plane. The x axis is aligned with
the throat line and the y axis is aligned with the medial
axis of the corner. The corner edge is defined as the line
where the two sides of the corner meet and the vector
along the corner edge that connects the throat surface
to the corner’s axial cross-section at the pore center is
called the edge vector, e.
The inscribed radii and cross-sectional areas are used
to compute discretization level depths (Hi) measured
along the corner sides, and half angles (γi), as illustrated
in Figure 3 and discussed in Appendix A.
Level 3
Level 2
Level 1
Cp
Rp
Rt
Ct x
e
y
Pore 
centreThroat surface
R3
Figure 2: An illustration of different corner
discretization levels, i = 1-3 in the corner’s sagittal
plane. Each level consists of the void space outside
maximal inscribed spheres with radius Ri = Rp, Rt
and 0.7Rt, respectively. x and y are the local
coordinates of the corner and e is the edge vector.
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Figure 3: Cross-sections of a corner in its axial planes
passing through the throat surface (top), and through
the pore center (bottom). The dashed blue lines show
the boundary between the corner and other corners
present in the half-throat that are not shown in this
figure for simplicity. The dotted circular arcs separate
the corner discretization levels. The dotted thick red
line shows the corner center line (medial axis) and the
solid black lines show the two sides of the corner that
meet at the corner edge.
5The extracted corner parameters for each discretiza-
tion level consists of the inscribed radius (Ri), cross-
sectional area in the corners axial plane (Ai), volume
(Vi), and flow (gq) and electrical (ge) conductivities.
These properties come from the analysis of an underlying
pore-space image [64].
Ri, Hi and γi define the geometry of the corners and
are used to semi-analytically track the location of fluid
interfaces through the pore space as the local capillary
pressure changes. Vi and gi, on the hand, define the
volumes and conductivities of the corners, which are used
to compute fluid saturations and relative permeabilities
of the network.
B. Connectivity and fluid configurations
How we define fluid configurations and assign their
connectivity is shown schematically in Figure 4. The
fluid configurations during a flow simulation are mod-
eled by considering four flow paths for each corner: (1)
in the throat center, (2) in the pore center, (3) in the
corner edge and (4) sandwiched between the corner edge
and corner center. Different fluid configurations are then
constructed by marking each flow path as filled by oil
(α = o) or water (α = w), subject to the following rules.
(i) Corners share the same throat center, the fluid oc-
cupying a throat center occupies all its corner centers.
Similarly, (ii) the fluid in the pore center is shared be-
tween all of the pore corners. (iii) Only oil layers are
considered to be sandwiched between water in the edge
and in the center of a corner.
If two adjacent flow paths are occupied by different
fluids, a fluid-fluid interface is allocated between them.
A flow path can grow or shrink in size if the interface
separating it from other fluids in adjacent paths move
between different corner discretization levels, or along the
same discretization level.
Corner edges and corner centers are considered as ad-
jacent flow paths. However, if there is an oil layer sand-
wiched between a water layer and water in the center,
the two water phases are considered as disconnected from
each other. The interface between a pore center and a
throat center is called a piston-like interface. An inter-
face separating two fluid layers, or a fluid layer and a
fluid in the center, is called a layer interface or simply a
layer. Sections 2 C and 2 E discuss how these two inter-
face configurations are represented.
Another factor controlling a fluid configuration is its
connectivity with fluids in the surrounding pores. At
the throat surface, the corners on either side, belonging
to neighboring pores, are connected by definition. At
a pore center, each corner does not necessarily connect
to every other corner that is associated with the pore’s
half-throats, discussed next. This is where our approach
differs from conventional network models (eg. [55, 58,
80]) where it is assumed that at a pore all the corners
are connected to each other.
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Figure 4: An illustration of fluid phase connectivity
(top row), and different fluid configurations and
displacement events. Red areas represent the oil phase
and water is shown in light blue. Dark red arrows show
invasion by oil and blue arrows show invasion by water.
The fluid interfaces are classified into two groups: b, b′′,
e, e′ and e′′ are called piston-like configurations while c,
c′, f and f′ are called layers.
We only allow a corner to be connected to one or two
other corners belonging to different throats, based on
their proximity. We first find the adjacent throats, up
to two throats, whose throat lines have the smallest an-
6gle with the corner’s y axis (see Figure 2). Then, among
corners of each of these throats, we find the adjacent cor-
ner that has the smallest angle between its y axis and the
corner’s y axis. If the angle is less than 60 degrees, the
two corners are assumed to be connected to each other
and are called adjacent corners. We only allow connec-
tions to corners in different throats: fluids in the corner
edges of a throat are not directly connected to each other.
The water layers residing in each corner are considered
to be connected to the water inside their adjacent cor-
ners. Similarly, oil layers are considered to be connected
to oil phases in their adjacent corners. These adjacent
fluids can themselves be in layer, piston-like or single-
phase configurations.
During network extraction, throats that are connected
to the left and right sides of the image boundary are
considered as boundary throats. In this paper, for the
sake of simplicity, we call the left side boundary as the
inlet and the right side as the outlet. The connectivity
of each fluid to outlet and inlet throats is obtained using
a graph search through the adjacent flow paths contain-
ing the fluid. Fluids that are not connected to the outlet
throats are considered trapped and do not change config-
uration. Similarly, the invading fluid connectivity, which
is injected from the inlet throats, affects the order that
the new interface configurations are formed, as discussed
in Section 2 G. In addition, fluid connectivities affect the
computation of their conductivity (discussed in Section
2 H), and computation of interface curvatures and en-
try pressures for different displacement events, which are
discussed next.
C. Layer configurations
The location of a layer interface (hl) – that can be oil
or water or a sandwiched oil layer – in a corner is defined
as the distance of its interface contact line from the center
of the pore or throat, which is computed along the side
(solid wall) of the corner as illustrated in Figure 5. The
sandwiched oil layers, which have two interfaces (see Fig-
ure 4), are described using their interface with the water
in the center. The location of the other interface, between
the oil layer and the water in the edge, is referred to as
the water layer interface. A layer, if present, is tracked
using its interface location, which at the throat surface
can reside at discretization levels 2 and 3. Near the pore
center, however, layer interfaces can reside additionally
at level 1 – this can happen in a piston-like configuration
as discussed in Section 2 E or due to the variations in
a layer interface curvature in its sagittal plane (Section
2 D).
To uniquely describe a layer configuration, in addition
to hl, we need to know the contact angle, θl, between its
interface and the solid wall. For simplicity, we define the
layer contact angle as the angle between the layer inter-
face and solid wall that is measured through the layer
(l) that is closer to the corner edge. This definition is
not the same as the conventional definition as an angle
(θw) that is always measured through the denser phase
(θw = θl for water layer interfaces and θw = pi− θl for oil
layer interfaces). The contact angle is history-dependent
and can vary between a receding and an advancing con-
tact angle (θr and θa respectively) that are input into the
network flow model.
The location, hl, of a layer interface (Figure 5), residing
in a corner discretization level, i, (Figure 3) for a given
contact angle, θl, is:
hl = Hi +
Ri cos γi − rl cos(θl + γi)
sin γi
, i = 1-3 (1)
where Hi (Eq. A2) is the corner level depth and γi
(Eq. A1) is its half angle. rl is the interface radius of
curvature in the corner’s axial plane. rl can be obtained
from the local capillary pressure Pc:
Pc =
{
σκl αt = w
−σκl αt = o , (2)
κl =
1
rl
+
1
rs
. (3)
κl is the interface total curvature and rs is the radius of
the layer curvature in the sagittal plane of the corner,
discussed in Section 2 D in detail.
γ2
rl
Al
rl  cosθ
  R3
hl
yl
θl
θl
θlR2
γ2
γ2
γ3
Wl
Rh
*rl
-θl  -γ2-2π
l   
Figure 5: An illustration of the parameters used to
describe the location, hl (Eqs. 1-3), of a layer (darker
blue color) located at the level 2 of a corner at the
throat surface, and its relationship with contact angle
(θl), radius of interface curvature in the throat’s axial
plane (rl, Eq. 5), and the interface distance (yl, Eq. 7)
from the corner center along its medial axis.
To allow a unique assignment of the contact angle and
interface location, we need to record the initial interface
7location as the layer configuration forms and track it as
the simulation progresses. We initially set hl = H4 − 
(near the corner edge, see Figure 3) if the interface forms
due to layer growth, and hl = H1+ if the interface is left
behind during a piston-like invasion of the corner center
(see Figure 4).  is a small number, set to 10−9 m in this
paper.
We then use a multi-stage computation to find a unique
solution for θl and hl from Eq. 1 for a given capillary pres-
sure or interface curvature. First we find the discretiza-
tion level, i, in which the interface has been previously
residing (see Figure 6):
i ∈ {1, 2, 3} : Hi < hl ≤ Hi+1. (4)
At the throat surface, however, i can be 2 or 3 only.
If Eq. 1, with this i and hl fixed to its previous location
gives a θl in the range [θr, θa], it is assumed that the
location of the interface remains pinned at its original
position and the computed θl is accepted as the so-called
hinging contact angle. Otherwise, the contact angle is
fixed to θr when the layer pressure decreases, or to θa
when the layer pressure increases, and Eq. 1 is used to
compute the new interface location.
If the computed interface location using Eq. 1 does not
correspond to its previous level based on Eq. 4, the inter-
face will move to a new discretization level that satisfies
Eq. 4, or will be pinned at their boundary. If (a) γ2 < γ3,
the interface is assumed to jump to the new corner level
and Eq. 1 is invoked with the new discretization level cor-
ner angle to recompute the new interface location. How-
ever, if (b) γ2 > γ3, the interface gets pinned at hl = H3
before moving to the next discretization level. In this
case, we first check if the interface has a stable position
at hl = H3 assuming γ = γ2 with a contact angle be-
tween [θr − γ2 + γ3, θa]. If Eq. 4 has a solution in this
range, the interface will be pinned at hl = H3, otherwise
it will move to the new corner level and Eq. 1 is invoked
with the new level corner angle to recompute hl.
The same algorithm is used in the piston-like interface
to find the location of its tailing layers that reside at the
pore center but not at the throat surface (see Figure 8),
when they move between different discretization levels
i = 1-3.
hl and the contact angle, θl, can be used to obtain
other interface parameters (see Figure 5), including the
width of the layer interface, Wl, and the distance of the
interface center from the throat center, yl:
rl =
Ri cos γi − (hl −Hi) sin γi
cos(θl + γi)
, (5)
Wl = (pi − 2γ − 2θl)rl, (6)
yl =
Rci − rlcos(θl)
sin γ
+ rl. (7)
 γ3θr
γ2 
 H3
 hl,2 
 hl,3 
γ2θr γ3+-
θa
θa
θa θr
Figure 6: An illustration of contact angle hysteresis in a
segment of a corner cross-section showing levels 2 and 3.
The dotted red lines show the interface at different
locations (hl,2, H3 and hl,3) as it recedes from
discretization level 2 to level 3. The dashed green lines
show the interface advancing from level 3 to level 2.
Yellow areas show where the interface can swing while
being pinned (i.e. its contact line with solid remains
fixed at hl).
The corner inscribed radius, Rh, the radius of largest
inscribed sphere touching the solid wall at hl (see Fig-
ure 5), is assumed to vary linearly between the corner
discretization levels i and i+ 1:
Rh = Ri +
δRi
δHi
(hl −Hi) (8)
where δ is the difference operator: δR = Ri = Ri+1 and
δH = Hi − Hi+1. To obtain the layer cross-sectional
area, Al, we first compute the cross-sectional area for a
hypothetical layer located at hl but with a contact angle
of zero, Ah, and then add the effect of contact angle, Aθ:
Al = Ah +Aθ, (9)
Ah = Ai − (R2i −R2h)(
1
tan γi
− pi
2
+ γi), (10)
Aθ = r
∗2
l (
pi
2 − γi
cos2 γi
+ tan θ∗ − tan γi −
pi
2 − θ∗
cos2 θ∗
), (11)
where θ∗ = θ + γi and r∗l = rl cos(θ
∗). Note that for the
case of oil layers sandwiched between water in the edge
and in the center, Al, obtained using Eq. 9, includes the
cross-sectional area of the oil as well as the water in the
corner.
8D. Layer description in a corner’s sagittal plane
The layer interface radius of curvature in a corner’s
sagittal plane (rs) is needed in Eq. 3 to relate the ra-
dius of curvature in the corner’s axial plane (rl) to the
local capillary pressure. We estimate it from the tan-
gent vectors, s1 (Eq. B1), to the interface in the corners
mid-sagittal plane at a distance x = x1 = xp/2 from the
throat surface, see Figure 7.
At the throat center, rs is estimated from:
1
rts
= −2 s
p1
1 + s
p2
1
|ep1 + ep2| · yˆc. (12)
Similarly, rs at the pore center is estimated from:
1
rps
= −2 s1 + s
j
1
|e + ej | ·
yˆc + yˆ
j
c
|yˆc + yˆjc|
(13)
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Figure 7: A schematic representation of the parameters
used to estimate a layer (blue areas) radius of curvature
(rs – Eqs. 12 and 13) in the sagittal plane of a corner
(highlighted using horizontal yellow stripes). The sign
of rts is negative while r
p
s is positive in this case. j is the
adjacent corner in the same pore and p2 is the adjacent
pore. e is the tangent vector to the corner edge and s is
the unit vector tangent to the layer interface in the
corner’s sagittal plane. xˆ and yˆ are the unit vectors
along the corner local coordinates, x and y.
E. Piston-like configuration
A piston-like configuration, Figure 8, refers to a fluid-
fluid interface separating a pore center from a throat cen-
ter; these interfaces are often called terminal menisci,
since they block the center of the pore space [12].
The curvature of a piston-like interface, κpl, is con-
trolled by the interface contact angle with the solid walls
and the configuration of its tailing layers residing in the
corner edges. It is obtained by writing a force balance
equation on the interface:
κpl =
∑
2hl cos(θ + β) +Wlsl · xˆ
Atx −
∑
Al
(14)
where Atx is the throat total cross-sectional area at a dis-
tance x from the throat surface, Eq. A7. The summations
(
∑
) are performed over all the throat corners, c = 1-nc,
where nc is the total number of corners in the throat. l
stands for the layer in the corner, c, that is adjacent to
the fluid in the center. If the layer does not exist in the
corner, its area (Al) and arc length Wl are set to zero
and hl = H4.
β is the angle between the corner side plane and the
throat line – the line connecting the throat center to the
pore center, see Figure 8, computed using Eq. A6.
We compute the piston-like curvature at three points
along the throat line, x, at the throat center (x0 = 0), at
the pore center (x2 = xp), and in between at x1 = xp/2.
The interface curvature is assumed to vary linearly from
x = xt to x1, and from x = x1 to xp.
κpl(x) = κ
i
pl + (κ
i+1
pl − κipl)
x− xi
xi+1 − xi , i = 0, 1 (15)
The sign of κpl is considered positive when the interface
is curved toward the pore center, hence:
Pe(x) =
{
σκpl αp = αinv
−σκpl αp 6= αinv , (16)
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Figure 8: An illustration of a piston-like interface in a
corner’s (top) sagittal plane, and (bottom) coronal
plane – the plane perpendicular to each of the corner
sides and passing through the pore and throat centers;
see Figure 1. The interface curvature is obtained by
writing a force balance on the interface to the left side
of the thick dotted blue line, in the x direction (Eq. 14).
A location is assigned to piston-like interfaces, defined
as the distance of the interface contact-lines from the
throat surface, xpl. Similar to the layer interface loca-
tion hl, xpl is assigned as soon as a pore or a throat
center is filled by a fluid, forming the piston-like config-
uration, and tracked as the simulation progresses. The
9interface is assumed to remain pinned (fixed xpl) as long
as the invading phase pressure is below Pe(xpl) (Eq. 16).
Once the invading phase pressure surpasses Pe(xpl), the
interface location is updated by solving Eqs. 15 and 16
for xpl (replacing x with xpl).
The computed interface curvature and location are
used to assign the pore and throat entry pressures and
to compute the fluid volumes and conductivities, which
are described in the following sections in more detail.
F. Computation of entry pressures
As discussed in Section 2 B, we consider four flow paths
for each corner: in the throat center, in the pore center,
in the corner edge and sandwiched between corner edge
and corner center. A displacement is a change in the
occupancy of a flow path and involves a reconfiguration
of fluid interfaces. The entry or threshold pressure, Pe,
is the pressure required to overcome the interfacial force
as the interface passes through the flow path during this
reconfiguration. Pe is defined as the maximum relative
pressure, the invading phase (subscript inv) pressure mi-
nus the receding phase pressure, encountered during each
displacement.
Pe =
{
Pc,max, αinv = o
−Pc,min, αinv = w . (17)
1. Throat center entry pressure
For throats there are (a) one entry-path from each of
the two neighboring pores (piston-like displacement), and
(b) one from each corner (snap-off displacement), if they
contain the invading phase and are connected to the inlet.
a) Piston-like displacement
The throat entry pressure by piston-like invasion is
computed by solving Eqs. 14 and 16 at the throat center,
by iteratively changing the interface curvature, κpl, using
the Newton-Raphson method.
b) Snap-off entry pressure
The throat snap-off pressure is approximated from the
lowest interface curvature (measured toward the cen-
ter/receding phase) that the interface experiences as it
moves from its initial location toward the throat center
meeting the interface of other throat corners. It is ap-
proximated as the minimum of the kl, Eq. 3, obtained
from (a) solutions of Eq. 5 with hl varying from its initial
location to hl = 0 and (b) the solution of Eq. 7 for yl = 0.
Note that both hl and yl are history dependent due to
contact line pinning (see Figure 6). The effect of contact
line pinning is considered in the calculation of hl and
yl, in all the equations that require the computation of
interface location using Eqs. 1-4.
2. Pore filling pressure
A pore center can be invaded from any of its throats
that contain the invading phase. The pore center entry
pressure, P pe , is the smallest of all the threshold pres-
sures (σκtmax) that are obtained for the throats, t, from
which the invading phase can fill the pore. κtmax is the
largest curvature (positive toward the throat center) en-
countered by the interface in throat t, as it moves toward
the pore center.
To obtain κtmax, we compute the interface curvature
using Eq. 14 at two locations and choose the maximum:
(a) when the interface is mid-way between the throat
and the pore and (b) when it reaches the pore center.
Note that, except in an (usually) unstable configuration
where the phase in the throat is the non-wetting-phase
(see Figure 4), the maximum curvature is expected to
occur at the pore center. However, the interface can also
get pinned (face the maximum curvature) between the
throat and the pore center due to the expansion of the
throat, specially for contact angles close to 90 degrees
where cos(θ + β) can have its minimum value between
the pore and throat centers (see Eq. 14 and Figure 8).
The pore-filling pressures take into account the con-
figuration of wetting fluid in adjacent throats and hence
provide an accurate representation of pore filling for com-
plex geometries. The effect of the fluids in the adjacent
throats in Eq. 14 is accounted for through the incorpora-
tion of layer interface tangent vectors, sl, which depend
both on the corner connectivity to corners of its adjacent
throats, and on their fluid occupancy; see Appendix B.
This contrasts with current network models that use em-
pirical formulae to compute pore-filling pressures [55, 80],
which may be inaccurate and lead to, for instance, poor
predictions of the amount of trapping [63].
3. Oil layer collapse and growth pressures
When water invades a throat center, an oil layer can be
left behind in the corner if it has a stable configuration –
its collapse pressure is lower than the local capillary pres-
sure. The oil layer will collapse once the local capillary
pressure falls below its threshold collapse pressure. The
threshold oil layer collapse pressure is obtained using a
geometric criterion when it is continuous, connected to
oil phase from all its adjacent corners. It is obtained by
iteratively increasing the invading phase (water) pressure
until the interfaces on either side of the oil layer join [11],
either from the center:
yol + y
w
l = 0, (18)
or from the sides:
hol + h
w
l = 0 (19)
where, hol is the location of the interface between the oil
layer and the water in the center of the throat and hwl is
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the location of the water-layer interface, both measured
along the sides of the corner; yol and y
w
l are the locations
of the oil and water layer interfaces measured along the
center line of the corner, as shown in Figure 9.
However, if an oil layer is not continuous from one side
(i.e. it is adjacent to a corner that does not contain oil,
neither in its center nor in its crevice) it is expected to
collapse more easily. The entry pressure, P ole = σmaxκol
for such scenario is estimated based on a thermodynamic
criterion [81], by writing a force balance on the interface
in the normal direction to the corner’s axial plane:
κol(Ao −Aw) = 2(hw − ho) cos θro −Ww −Wo (20)
This equation is solved using the Newton-Raphson
method to obtain κol.
yw
yo
rw
ro yw
hwho
Ww
Wo -AwAo
Figure 9: An illustration of the parameters used to
estimate oil layer collapse/growth pressures. W is the
interface length in the corners axial plane. Ao and Aw
are the oil and water layer areas.
Oil layers can grow in oil-wet corners if the entry pres-
sure required for their growth is lower than the entry
pressure for the invasion of the throat center by oil.
Eq. 20 is used to obtain the oil layer growth pressure,
but with θro replaced by θ
a
o . This thermodynamic crite-
rion is expected to make the layer growth more difficult
compared to the geometric criteria (Eqs. 18 and 19).
4. Water layer collapse pressure
Water layers form if at the maximum depth of the cor-
ner (hl,max) the condition for their formation is satisfied
(γ3 + θ < pi/2) and the center of the throats is filled by
the oil phase, but they are assumed not to collapse.
G. Displacement sequence
During each flooding cycle, the invading phase pressure
at the inlet, P inleta , is increased relative to the receding
phase pressure, P inletr . The local invading phase pressure
relative to the receding phase pressures, Pa-r, throughout
the flow domain is assumed to change proportional to
the difference in advancing and receding phase viscous
pressures, Φa − Φr:
Pa-r = P
inlet
a − P inletr + Φa − Φr. (21)
where Φ is the viscous pressure obtained by solving the
mass conservation equation for each phase, discussed in
Section 2 H. A displacement happens when Pa-r surpasses
the entry pressure, Pe, for a receding fluid that is adjacent
to an invading fluid connected to the inlet.
Once a fluid is displaced, all the adjacent flow paths
that contain the receding phase and are not trapped (are
part of a cluster that is connected to the outlet) are
considered for subsequent displacement events and their
threshold entry pressures are (re)computed.
Any receding fluid that is part of a cluster not con-
nected to the outlet is considered as trapped. The cur-
vature of trapped fluid interfaces are assumed to be
preserved. This implies that the capillary pressures of
trapped ganglia remain independent of the imposed cap-
illary pressure at the inlet boundary.
Furthermore, if an adjacent flow path contains the in-
vading phase and has been previously marked as part of a
trapped ganglion, the ganglion is removed from the trap-
ping list and is brought into capillary equilibrium with
the invaded flow path (coalescence event). Coalescence
events may require running an mini-imbibition cycle if
the ganglion’s local capillary pressure is higher than the
system capillary pressure, or a mini-drainage cycle if the
ganglion has a lower capillary pressure than the capillary
pressure of the invaded flow path. First, the entry pres-
sures for all the formerly trapped fluids, for filling by the
mini-cycle’s invading phase, are computed. In a mini-
imbibition cycle, if the entry pressure is higher than the
system capillary pressure, the flow paths are filled with
the mini-cycle’s invading phase. Once a flow path is in-
vaded, the connectivity of the adjacent receding fluids in
the mini-cycle are checked; if they are not connected to
the inlet (invasion front), they are marked as trapped –
forming smaller trapped ganglia.
The main displacement cycle is continued by succes-
sively increasing Pa-r and displacing the receding fluids
that are not trapped and are adjacent to the invading
fluids, if their entry pressure is less than Pa-r. This pro-
cess is continued until the network saturation or capillary
pressure reaches a desired user-defined limit.
H. Computation of relative permeability
To compute fluid saturations, permeabilities, and elec-
trical resistivity of the network, we first need to calculate
the volume, flow and electrical conductivities of fluids
residing in the corners constituting the network.
The layer volume (Vl) and electrical conductivity (g
e
l )
in each corner are assumed to scale linearly with the cor-
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ner cross-sectional area. We compute them by interpo-
lating the tabulated corner volume and areas and con-
ductivities, obtained during network extraction:
ϕl = ϕi + δϕi
Al −Ai
δAi
, ϕ = V, ge, (22)
where Al is given by Eqs. 9, 10 and 11.
To compute the layer flow conductivity in each cor-
ner, gqi , we assume that it scales with cross-sectional area
squared:
gql = g
q
i − δgqi
A2l −A2i
δA2i
, (23)
where δgi = gi − gi+1 and δA2i = A2i −A2i+1.
When there is a piston-like interface separating the
fluids in the pore and throat centers, the volume and
conductivity of the fluid in the throat are obtained by
linear interpolation between the fluid volumes and con-
ductivities of the levels 1 and 2, using the distance of the
interface from the throat center, xpl, as the interpolation
parameter:
ϕpl = ϕ2 + (ϕ1 − ϕ2)xpl/Lht, ϕ = V, gq, ge (24)
The equations above (22, 23 and 24) lead to cumu-
lative fluid volume and conductivities, the volume and
conductivity of all the fluids below the interface – toward
the throat surface for piston-like configurations and to-
ward the corner edge in layer configurations. To compute
the area, volume and conductivity of the fluids above the
interface – toward the pore center for piston-like config-
urations and toward the throat center line in layer con-
figurations – we simply subtract the these volumes and
conductivities from the single-phase corner volumes and
conductivities. The flow conductivities are further mul-
tiplied by the new fluid area relative to the area before
this subtraction:
gqcentre = (g
q
SP − gql )(ASP −Al) (25)
where gqSP and ASP are the level 1 (single-phase) flow
conductivity and cross-sectional areas.
We compute a single flow rate for each throat and a sin-
gle pressure for each pore. The conductivities of the fluids
in the corners of each pair of half-throats are averaged to
assign a conductivity to each throat. The averaging is
done by grouping the fluids in the corners into two cate-
gories, (a) those that are connected together through the
fluid occupying the throat center, and (b) those that are
not. For the group (a), we first use an arithmetic sum of
the conductivities of fluids in each half-throat, and then
take the harmonic average of the two half-throat conduc-
tivities. For the group (b), we first compute the harmonic
average conductivity for each corner pairs on opposite
sides of the throat surface, to obtain the full-corner con-
ductivity, and then add them together. Finally the two
group conductivities are added together to compute the
throat conductivities, gαt , for each phase (α = o, w) and
for electrical current, e.
In addition to the rules above, for adding the corner
conductivities to obtain a single value for the throat con-
ductivity, we assume that layers that are not continuous
from both sides do not contribute to the conductivity of
the throat. In other words, if a layer is not continuous,
including the tailing layers of piston-like configurations,
from one side or from either side, its conductivity is not
added to the throat conductivity. Our results, presented
in Section 3 B, show that this exclusion of discontinuous
layer conductivities is essential in predicting the correct
behavior of the relative permeability.
Once the individual throat conductivities are com-
puted, the relative permeabilities of each phase, α, are
obtained by solving for mass conservation in each pore,
p, in the network:
∑
t∈p
qαt =
∑
t∈p
gαt (Φ
α
p − Φαnei) = 0, (26)
where t counts for all the throats connected to pore p and
gαt is the conductivity of the throat connecting the pore
to its neighboring pore (subscript nei). The summation
is done over all the throats connected to the pore.
These equations are solved assuming a dimensionless
pressure of 1 at the inlet and 0 at the outlet nodes. The
flow rate is then obtained by summing the flow rates en-
tering the flow domain, which is the same as the sum
of flow rates in the throats adjacent to the outlet. The
relative permeability of each phase is obtained by divid-
ing its flow rate by the single-phase flow rate, which is
computing before starting the first cycle using the same
boundary condition for pressure. Finally, the computed
pressures are scaled to correspond to the flow rate or
capillary number assigned for each phase. In the results
presented in this paper, for the sake of simplicity, we as-
sume a low capillary number such that the effect of flow
rate on the displacement sequence can be ignored.
The electrical resistivity of the network is obtained us-
ing Eq. 26, but with gα replaced by ge and Φα replaced
by the electrical potential, Φe.
3. VALIDATION
In the following, we first use analytical approximations
and direct simulation of two-phase flow through simple
pore-geometries to validate the network model on a pore-
by-pore basis. Then, we compare the generalized network
model predictions with a conventional network and core-
flood experiments on sandstones. The aim of this com-
parison is to demonstrate the improvements achieved by
the generalized network model in predicting relative per-
meabilities from micro-CT images of porous rocks.
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A. Pore-by-pore validation
This section evaluates the accuracy of the network
model in calculating the capillary entry pressures, fluid
volumes and conductivities on a pore-by-pore basis. Fig-
ure 10 shows the synthetic geometries used for this pur-
pose, which include star- and triangular-shaped geome-
tries with different corner angles (described in Raeini
et al. [64]), and different pore-throat contraction (Rp/Rt)
and aspect (Lt/Rt) ratios, where Lt is the distance be-
tween the two pore centers. The images are converted
to three-dimensional images similar to micro-CT scans
with a voxel size of 1.6µm, corresponding to a resolu-
tion of Rp/δx = 18.75, where δx is the voxel size, which
is also equal to the average grid-block size used in the
direct two-phase flow simulations, described below.
Figure 10: Synthetic geometries used to validate the
network model: star-shaped geometries with corner
angles, 2γ, of (a) 60 and (b) 45 degrees and triangular
geometries with corner angles of (c) 40-60-80 and (d-h)
60-60-60 degrees. The aspect ratio (Lt/Rt) is 8.33 for
all geometries except (e) and (f) for which Lt/Rt = 12.5
and 6.25, respectively. The pore-to-throat contraction
ratio (Rp/Rt) is 2.5 for all geometries except for (g) and
(h) for which Rp/Rt = 1.5 and 3.5, respectively. Water
is shown in blue and the lighter red color represents the
oil phase. The interface is in a piston-like configuration
in (a) and (b) and in a layer configuration in the rest.
The threshold capillary entry pressures for filling the
middle throat by piston-like and snap-off events, and for
the pore in the right side of the middle throat are shown
in Figure 11. The generalized network model (GNM)
results are compared to a conventional network model
[23, 80] and analytical approximations.
The analytical approximations (Anl) are obtained us-
ing the same equations presented in this paper but using
corner angles of the original geometry. However, the ef-
fect of interface curvatures in the corner sagittal planes
are ignored in their calculation.
The conventional network model (CNM) uses, in
essence, the same equations as the GNM and analyti-
cal approximations. However, the number of corners in
the CNM and the corner angles are not the same as in
the original geometry [64]. The interface curvatures in
the corner sagittal planes are also ignored in the CNM.
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Figure 11: Entry pressures for filling the middle throat
center by piston-like (top) and snap-off (middle)
invasion, and for pore center filling (bottom). The
generalized network model (GNM) is compared to
analytical approximations (Anl) and a conventional
network model (CNM).
The GNM predictions match the analytical approxima-
tions for the entry pressures closely. The CNM under-
predicts the pore entry pressures and over-predicts the
snap-off entry pressures, which is because corner angles
in the CNM, estimated using shape factors, differ from
the original geometry [64]. As a result, in the CNM,
when the contact angle is 30 degrees the interface in the
13
middle throat at the second cycle snaps off before form-
ing a piston-like configuration and the throat piston-like
entry pressures are not computed in the second cycle; the
throat piston-like entry pressures for the CNM shown in
Figure 11 are taken from the first cycle entry pressures,
with the receding contact angles set equal to the advanc-
ing contact angles. The GNM predicts a lower snap-
off pressure compared to the analytical approximation,
which is partly because the sagittal curvature is included
in the GNM but not in the analytical approximations.
To predict relative permeabilities accurately, in addi-
tion to entry pressures, the computations of fluid vol-
umes and conductivities should be accurate too. We val-
idate our computation of fluid volumes and conductivities
by comparing the network model predictions with direct
two-phase flow simulations on these synthetic geometries,
using the same contact angles used in the network model.
The direct numerical simulation (DNS) is a volume-
of-fluid based finite volume method. It uses the im-
proved surface tension algorithm described in [73], and
the pressure-velocity coupling and filtering algorithms
described in [65]. An unstructured mesh, with grid blocks
roughly the same size as the voxels used in the network
extractions (1.6 um), are used to discretize the flow do-
main. The grid-blocks away from the solid walls are cu-
bic. However, near the solid walls they are deformed to
align with the solid boundary, using the snappyHexMesh
meshing tool from OpenFOAM [53]. An additional cell
layer is added adjacent to the solid walls, inside the flow
domain, so that the wetting layers can be captured more
accurately. The fluid densities and viscosities chosen for
both fluids are the same, 1000 kg/m3 and 0.001 Pa.s, re-
spectively. The interfacial tension is 0.03 N/m. The sim-
ulations are performed by first initializing the water lay-
ers from the images of corner discretization levels ob-
tained during network extraction. In addition to the
three discretization levels discussed in this paper, we run
the simulations for a level half-way between discretization
levels 1 and 2, called level 1.5, resembling a piston-like
configuration; see Figure 10.
A no-slip boundary condition is used on the solid walls
of the direct simulations. The outlet boundary condition
is zero-gradient for velocity and indicator function, and
a constant value for the dynamic pressure [65]. At the
inlet, we have used a zero-gradient boundary condition
for all the variables except velocity for which a constant
flow rate for each phase is assigned. The inlet veloci-
ties are initially chosen using a zero-gradient boundary
condition, but then corrected so that the flow rate of
each phase converge toward a desired flow rate [61]. The
chosen apparent velocities (flow rate divided by image
cross-sectional area), for the simulations initialized with
images of corner discretization levels 1, 1.5, 2 and 3 are:
qw = 0.6, 0.06, 0.06 and 0.03 mm/s for the water phase,
and qo = 0, 0, 0.6 and 0.6 mm/s for the oil phase, re-
spectively. Note that oil is not present in the system at
level 0, and at level 1.5 it only occupies the pore centers.
These flow rates are sufficiently small that the flow can
be considered capillary dominant: the variations in cap-
illary pressure along the middle throat is less than 2%
of the capillary pressure jump across interface, in all of
these simulations.
In summary, four steady-state direct two-phase flow
simulations are run for each case, corresponding to four
fluid saturations. Visualizations of the fluid configura-
tions for a set of these simulations, when the flow is
steady-state, are shown in Figure 10. The simulation
results are upscaled to compute the saturation and con-
ductivities, for the voxels comprising the middle throat
[61], and are compared with the generalized and the con-
ventional network model results.
Figure 12 shows a comparison between the GNM,
CNM and DNS results for the volume fraction of water
in the middle throat as a function of curvature radius, as
the system capillary pressure decreases during the second
(water-flooding) cycle.
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Figure 12: Middle throat saturations presented as a
function of interface radius of curvature, rc = σ/Pc,
comparing GNM, CNM and direct two-phase flow
simulations (DNS).
The GNM results match the direct simulations closely,
while the CNM over-predicts the corner volumes, for a
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given curvature radius. Moreover, in the CNM simula-
tions with contact angles of 0 and 30 degrees, all the
throats are filled by snap-off, trapping the oil and lead-
ing to a fixed saturation as the imposed capillary pressure
varies.
Note that the DNS results are only presented for con-
tact angles less than 60 degrees. To keep the water layer
stable for higher contact angles in the DNS, a hystere-
sis contact angle, similar to network models should be
developed; this is considered a subject for future work.
Comparisons between the GNM, CNM and DNS con-
ductivities for oil and water in the middle throat are given
in Figures 13 and 14, respectively. The results, presented
for the second (water flooding) cycle, are normalized by
single-phase flow conductivities and plotted as a function
of saturation.
We have also compared our results with a generalized
network model, but with conductivities obtained using
correlations presented in Appendix C; this method is
called GNMCrl.
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Figure 13: Water conductivities normalized by the
single-phase flow conductivity, grw, for the middle
throat of the synthetic geometries.
The water conductivities in the GNM are underpre-
dicted compared to the direct simulations. This can
be explained, partly, by the differences in the bound-
ary conditions used in DNS and the direct single-phase
simulations used to compute the GNM conductivities. In
the direct single-phase simulations, we have used a slip
boundary condition – no mass and no momentum trans-
fer between the corner voxels and the voxels in the center
of throats. The DNS, however, incorporates a continu-
ous velocity across the interface of the two fluids, which
implies that there is a drag force between the two fluids,
that can increase the apparent conductivity of the water
layer [62]. Further work is needed to incorporate the ef-
fect of viscous coupling and also surface viscosity in the
network model [19, 82].
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Figure 14: Oil phase conductivities normalized by the
single-phase flow conductivity, gro, for the middle
throat of the synthetic geometries.
To obtain the GNMCrl results, we originally used cor-
relations [64] similar to the CNM. However, the results
show a significant over-prediction of the layer conductiv-
ities. To fix this problem, we have applied a correction
factor, to take into effect the variations in corner angle
along the corner, which in turn affects the wetting layer
thickness and conductivity, as discussed in Appendix C.
Essentially, by applying a correction factor of 0.16, com-
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pared to the conductivities used for a corner with a uni-
form cross section, we have obtained a good match with
the DNS results. This shows the importance of using di-
rect simulations on three-dimensional geometries to com-
pute corner conductivities – the correlations based on
two-dimensional cross-sections of pores and throats are
not sufficient. The use of direct single-phase flow simula-
tion to compute corner conductivities (the GNM formu-
lation) effectively eliminates this source of uncertainty.
The CNM water conductivities follow the trends of the
DNS results. They do not require the extra correction
factor used in the GNMCrl that otherwise uses the same
correlations as the CNM. The choices of pore and throat
volumes, lengths and shape factors used in the CNM lead
to a good estimation of water conductivities for these ge-
ometries and image resolutions. In the following section,
however, we show that this statement is not necessarily
valid for the more complex case of micro-CT images of
porous media; see also Raeini et al. [64] for a discussion
on the convergence of CNM and GNM single-phase flow
conductivities with image resolution.
B. Micro-CT image of porous rocks
To assess the predictability of network models of two-
phase flow through porous media it is important to con-
sider the uncertainties in the input model description: for
example, due to micro-CT image segmentation or vari-
ations in the wettability description of the rock sample
being studied. The presence of clay and sub-resolution
pores should be considered too. Such a rigorous valida-
tion is outside the scope of this work. Nevertheless, in
this section we present a set of flow simulations on micro-
CT images of porous rocks to demonstrate the improve-
ments achieved by the incorporation of the generalized
network model parameters and to show that we can have
a reasonable estimation of macroscopic properties of rel-
atively simple rocks with straightforward choices of input
parameters.
We present sample simulations on a Berea and a Ben-
theimer sandstone, based on 10003 images with voxel
sizes of 2.7 and 3.0µm. The Berea network contains
16595 pores and 36023 throats, while the Bentheimer
network contains 8222 pores and 19105 throats. Other
network properties are given in [64]. During network ex-
traction, the corner images obtained for the discretization
level 3 were not connected from the inlet boundary to the
outlet, so their conductivity could not be obtained using
direct simulations. Higher resolution images are needed
to obtain the level 3 conductivities using direct simu-
lation. To overcome this problem, we have extrapolated
the discretization level 2 conductivities to obtain the con-
ductivities at the level 3: gq3 = (R3/R2)
4gq2, and ϕ3 =
(R3/R2)
2ϕ2, where R3/2 = R3/R2 and ϕ = A, V, g
e.
This implies that we effectively use two levels to discretize
the corners of the micro-CT images.
A uniform intrinsic contact angle of 45 degrees is used
in all simulations and Morrow’s [51] hysteresis model III
is used to compute the receding (oil injection) and ad-
vancing (water-injection) contact angles: 3 and 46 de-
grees, respectively.
The Berea simulation results are presented in Figure
15, which are compared to the CNM [23, 80] predictions,
and to experimental measurements of relative permeabil-
ity for oil-water flow by Fulcher et al. [30], Oak and Baker
[52] and for CO2-water flow by Akbarabadi and Piri [3].
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Figure 15: Drainage (top) and imbibition (bottom)
relative permeabilities for Berea sandstone, obtained
using different network modeling approaches and
compared with the experimental measurements
indicated [3, 30, 52]. A uniform intrinsic contact angle
of 45 degrees is used in the simulations. A clay volume
of 30% and 40% of the pore volume is added to the
network, in the GNM and CNM models, respectively.
The GNM relative permeabilities match the Berea ex-
perimental data after adding a clay volume of 30% of the
pore volume. This is chosen such that the drainage water
relative permeability matches the experimental measure-
ments. The existence of clay in the Berea is evident from
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its micro-CT images. The conventional network model,
however, requires an higher adjustment of clay volume,
40% of the pore volume, to match the experimental wa-
ter relative permeability in the drainage cycle. Further
adjustments to contact angles are needed to obtain a bet-
ter match for the water relative permeability in the im-
bibition cycle of the CNM. Moreover, these results show
that the GNMCrl, which uses correlations based on uni-
form cross-sectional area (two-dimensional geometries),
but with a correction factor of 0.16 to the layer conduc-
tivity to account for the variations in the corner angle
and conductivities along the corner, produces a similar
behavior as the GNM formulation.
The Bentheimer results, Figure 16, are compared to
experimental oil-water relative permeabilities from Al-
izadeh and Piri [4], Øren et al. [56], and to CO2-brine
measurements by Krevor et al. [41], Reynolds [70].
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Figure 16: Drainage (top) and imbibition (bottom)
relative permeabilities of Bentheimer sandstone. The
clay volume used, to match the drainage water relative
permeability of the experiments [4, 56, 70], is 15% and
30% of the pore volume, in the GNM and CNM,
respectively.
Both GNM and CNM require a clay volume adjust-
ment to match the experimentally-measured drainage
water relative permeabilities of Bentheimer sandstone,
15% and 30% of the pore volume, respectively. This ad-
justment reflects unresolved porosity, rather than clay
itself, as the sandstone has a very low clay content [69].
Moreover, the oil relative permeability is slightly over-
predicted by the GNM. The quality of the match can
be improved by adjusting throat conductivity and corner
connectivity informations so that some water remains al-
most immobile, acting similar to a clay volume correction
– shifting the relative permeabilities toward higher water
saturations – but also lowering the oil relative perme-
ability. Further work is needed for a rigorous validation
of the generalized network model, with contact angles
measured from the micro-CT imaging of two-phase flow
[1, 6] and an assessment of the effect of uncertainties,
for instance due to image segmentation and unresolved
porosity.
4. CONCLUSIONS AND FUTURE WORK
We have presented a generalized network model for
simulating two-phase flow through micro-CT images of
porous media. The network represents a coarse dis-
cretization of the pore space with properties obtained
from upscaling of direct simulation of single-phase flow
through the corners of the underlying image.
This workflow allowed us to model pore-scale events
considering the complexity of the pore geometries en-
countered in natural porous media and to validate our
computations using direct simulation of two-phase flow.
The results show that accurate computations of corner
volumes, conductivities and assignment of corner connec-
tivity is critical in the prediction of relative permeabilities
from micro-CT images of porous media.
However, there are other sources of uncertainty in the
predictions of pore-scale models, related to image reso-
lution, clay volume and corner connectivity, for instance.
To fully resolve these sources of uncertainties, the net-
work models and validation can be extended by compar-
ing the results with direct simulations on more complex
geometries, considering different wettability distributions
and viscous coupling. Overall, accurate network model-
ing together with multiphase pore-scale imaging [7, 9, 18]
and centimeter-scale core-flood experiments offer a pre-
dictive framework for linking the pore-scale processes and
fluid and rock properties to their macroscopic proper-
ties, helping to answer open questions that cannot be
addressed by these methods individually.
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Appendix A: Corner shapes and local coordinates
The void space in the generalized network model is
reconstructed from the parameters extracted during net-
work extraction for each discretization level, i = 1-3 as
shown in Figures 3 and 17.
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Figure 17: An illustration of the parameters used to
reconstruct the shape of half-throat corners. Note that
the cross-sectional areas at levels 2 and 3 are assumed
constant along the lengths of the corner.
First, the inscribed radius and cross-sectional areas are
used to compute discretization level depths (Hi), mea-
sured along corner sides and half angles (γi) [64]:
γi = sin
−1(
cos γi + γi sin γi
δAi/δR2i +
pi
2
) i = 1-3 (A1)
Hi+1 = Hi +
δAi
δRi
− (pi
2
− γi)δRi, i = 1-3 (A2)
where δ is the difference operator: δA = Ai − Ai+1 and
δR = Ri − Ri+1. A1 and A2 are defined at the throat
surface and are assumed not to change between pore and
throat centers. A1 is defined at the pore center.
The discretization level lengths, Li (see Figure 17) are
estimated as follows:
Li =

|Ct −Cp| i = 1√
L21 + (
Rp−Rt
sin γ2
)2 i = 2, 3
, (A3)
The line connecting throat throat center to the pore
center is called the throat axis and is considered as the
x axis of the corner. Therefore, the local x coordinate of
the pore center is:
xp = |Ct −Cp| (A4)
We also compute the vector along the edge of the cor-
ner, ei (see Figure 7):
ei = xpxˆ+ δH1 cos γ1yˆc (A5)
The pore distance, xp, and pore and throat radius, Ri
are used to compute the angle, β, between the throat
axis and the corner sides (Figure 8). β is computed at
the throat center (xt = 0), at the pore center (xp) and
at distance x = x1 = xp/2 from the throat surface:
β =

0 x = xt,
tan−1
Rp −Rt
|Cp −Ct| x = x1
cos−1(− xˆ
j − (xˆj · yˆ)yˆ
|xˆj − (xˆj · yˆ)yˆ| · xˆ) x = xp
, (A6)
The total throat cross-sectional area at any point along
the throat line is computed as:
Atx =
∑
Acx (A7)
where the summation is performed over all the throat
corners and Acx is the corner cross-sectional area at a
distance x from the throat surface:
Acx = Ah + (pi − γi)R21 (A8)
where Ah is obtained using Eqs. 10 at h =
xp−x
xp
H1 +
x
xp
H2, located in the discretization level i = 1.
Appendix B: Interface tangent vectors
The interface tangent vector, s1, at x = x1 – between
the pore and throat centers – is assumed to be parallel
to the corner edge vector:
s1 =
e
|e | (B1)
The interface tangent vectors at the pore and throat
centers are also needed to compute the interface curva-
ture in the piston-like configuration. The interface tan-
gent vector at the throat center, st, is obtained by aver-
aging the unit edge vectors, e (Eq. A5), at either side of
the throat surface:
st =
ep1 − ep2
|ep1 − ep2| (B2)
For a case that the adjacent corner interface is in a
layer configuration, the interface tangent vector at the
pore center, sp, is obtained by averaging the unit edge
vector with the adjacent corner’s unit edge vector:
sp =
e − ej + (ej · zˆ)zˆ
|e − ej + (ej · zˆ)zˆ| (B3)
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where zˆ is the unit vector normal to the throat center line
(x) and yˆ, pointing away from them. However, if the ad-
jacent corner’s interface is in a piston-like configuration,
the interface is expected to bend toward the throat center
line. When the piston-like interface is at the pore center,
we assume sp is parallel to the throat center line (x):
sp = xˆ (B4)
Eqs. B3 and B4 account for cooperative pore body filling
[42, 71], which implies that the curvature of the terminal
menisci, positive toward the throat center, decreases as
more of its surrounding throats are filled with the invad-
ing phase, making filling more favorable..
Appendix C: Correlations for computing corner
conductivities
In this section we present a set of correlations that we
have used to estimate the corner conductivities in the
GNMCrl formulation. These correlations are considered
as a faster but approximate alternative to direct single-
phase flow simulations. The effect of viscous coupling
and surface viscosity is ignored in these equations.
The corner electrical and flow conductivities (gei and
gqi , respectively), at discretization levels i = 2 and 3,
are obtained using the following equations, which are ap-
proximations to the correlations used by Valvatne and
Blunt [80] for corners of throats with uniform equilateral
triangle and square cross-sections.
gei =
1
τc
Ai
Li
, i = 2, 3 (C1)
gqi =
1
τ2c
(0.168− 0.036γi)R2i gei , i = 2, 3 (C2)
where τc is a correction factor used to account for the
changes in the corner angle and cross sectional area along
the corner. In this paper, we use τc = 2.5, which corre-
sponds to a correction factor of 1τ2c
= 0.16 for flow con-
ductivity, chosen such that these correlations reproduce
the direct two-phase flow simulations closely.
To estimate the conductivity of corner centers, we first
estimate them using the corner parameters at the throat
surface:
g∗e1 =
A1 −A2
L1
, (C3)
g∗q1 =
R22g
∗e
1
8− 4A2/A1 . (C4)
Then, these are corrected for the effect of the expansion
of the half-throat cross-sectional area between the throat
surface and the adjacent pore centers, assuming that the
inscribed radius changes linearly:
g∗∗e1 = g
∗e
1 Rp/t (C5)
g∗∗q1 = g
∗q
1 R
3
p/t/(1 + δRp/t + δR
2
p/t/3) (C6)
where Rp/t =
Rp
Rt
and δRp/t =
Rp−Rt
Rt
are the expansion
ratio and the relative expansion of the inscribed radius
from the throat center to the pore center. Finally, the
corner conductivities at level i = 2 are added to these
conductivities to obtain the level 1 (single-phase flow)
conductivities.
ge1 = g
∗∗e
1 + g
e
2, (C7)
gq1 = g
∗∗q
1 + g
q
2. (C8)
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