In electrical impedance tomography, one tries to recover the conductivity inside a body from boundary measurements of current and voltage. In many practically important situations, the object has known background conductivity but it is contaminated by inhomogeneities. The factorization method of Andreas Kirsch provides a tool for locating such inclusions. It has been shown that the inhomogeneities can be characterized by the factorization technique if the conductivity coefficient jumps to a higher or lower value on the boundaries of the inclusions. In this paper, we extend the results to the case of weaker inclusions: If the inhomogeneities inside the body are more (or less) conductive than the known background, if the conductivity coefficient and its m − 1 lowest normal derivatives are continuous over the inclusion boundaries, and if the mth normal derivative of the conductivity jumps on the inclusion boundaries, then the factorization method provides an explicit characterization of the inclusions.
Introduction
Let us consider the inverse boundary value problem corresponding to electrical impedance tomography (EIT): Determine the conductivity σ (x) > 0 in the elliptic equation ∇ · σ ∇u = 0 in Ω when all possible pairs of Neumann and Dirichlet boundary values of the electromagnetic potential u are measured on ∂Ω. This problem was posed by Calderón in 1980 [9] and its unique solvability for conductivities of a wide class was obtained in three and higher space dimensions by Sylvester and Uhlmann in 1987 [30] and in two dimensions by Nachman in 1996 [23] . Their regularity assumptions on the conductivity and the boundary ∂Ω have been reduced by several authors since [1, 6, [24] [25] [26] . Recently, considerable progress was made as Astala and Päivärinta solved the problem in two dimensions under the natural regularity assumption σ ∈ L ∞ (Ω) [2] .
The reconstruction methods of EIT can be divided into two categories: iterative and direct algorithms. An iterative method produces a sequence of approximations for the unknown conductivity. The iteration is finished when some beforehand chosen stopping criterion is satisfied. In most cases, the used optimization procedure is based on the output least squares formulation of the inverse problem and on some regularized Newton-type algorithm. The most fundamental of the direct reconstruction algorithms is the one by Siltanen, Mueller and Isaacson [27] since it is a numerical implementation of Nachman's constructive uniqueness proof in two dimensions [23] . Other direct methods include the layer stripping algorithm [28, 29] , the factorization method [7, 8, 19] and the probe method [18] together with their variants (see also [13] ). For more details on the reconstruction algorithms, we refer to the review articles [5, 10] and the references therein.
Various practically important imaging problems consider locating inhomogeneities inside objects with known background conductivities. For example, detection of cracks and air bubbles in some building material and distinguishing cancerous tissue from healthy background fall into this category of problems. The factorization method, introduced within inverse scattering by Kirsch [19] and modified to the framework of EIT by Brühl [7] , provides a tool that can be applied to these kinds of situations. When the factorization method is considered within EIT, its functionality is usually secured by assuming that the conductivity jumps to a higher or lower value on the boundaries of the inclusions [7, 15, 20] . Unfortunately, some inclusion boundaries may affect only the higher derivatives of the conductivity, in which case it is not clear if the factorization method works.
In this work, we consider the factorization method in the situation where the examined object Ω is contaminated by inhomogeneities on the boundaries of which the mth normal derivative of the conductivity jumps to a higher or lower value whereas the lowest m − 1 normal derivatives and the conductivity itself remain unaffected. We will show that even the weak inclusions of this kind can be characterized via boundary measurements in the manner described in [7] , i.e., the boundary potential of a dipole solution located at y ∈ Ω, and corresponding to the known background conductivity, belongs to the range of a certain compact operator obtained through boundary measurements if and only if y lies inside one of the inclusions.
This text is organized as follows. Section 2 gives a rigorous mathematical formulation of the inverse problem in hand and states the main result. In Section 3, we introduce a factorization of the difference of two Neumann-to-Dirichlet boundary maps, one corresponding to the known background conductivity and the other to the object with inclusions. The mapping properties of one of the operators needed in the factorization are considered in Section 4, which contains the technicalities of this work. In Section 5, we prove the main result and consider some generalizations. Section 6 contains the concluding remarks.
Formulation of the problem and the main result
Let Ω ⊂ R n , n = 2, 3, with a smooth enough boundary be our open bounded region of interest and let σ : Ω → R + be the corresponding conductivity. The static forward problem of EIT is as follows: For the input current f ∈ H −1/2 0 (∂Ω), find an electromagnetic potential u ∈ H 1 (Ω)/R that is the weak solution of
where ν is the outer unit normal on ∂Ω and
almost everywhere in Ω, (1) has a unique solution that depends continuously on the input current [31] . Moreover, the Neumann-to-Dirichlet map
is a linear isomorphism [31] . When solving the inverse problem of EIT, one tries to reconstruct the conductivity σ from the knowledge of Λ σ . The use of the quotient spaces above emphasizes the freedom to choose the ground level of the potential as one wishes. For our purposes, it is convenient to fix the ground level in such a way that the solution of (1) is interpreted as an element of
With this convention, Λ σ is a linear isomorphism from H
Characterization of an inclusion
In this work, we will assume that it is a priori known that the conductivity inside Ω is of the form
where the inclusion D is an open connected subset of Ω with a connected complement and a smooth boundary, ∂D ∩ ∂Ω = ∅, and κ ∈ C ∞ (D), κ > −1, is the corresponding perturbation of the conductivity. In what follows, we will denote the Neumann-to-Dirichlet boundary map corresponding to this piecewise smooth conductivity σ by Λ and the map corresponding to the unit background conductivity by Λ 1 . Our goal is to locate D via boundary measurements, under mild conditions on the perturbation κ, by extracting information from the range of the square root of Λ − Λ 1 in constructive manner. Notice that in real life Λ can be approximated through electrode measurements [15] and Λ 1 can be computed. The techniques applied here stem from [19] and they have been used in the framework of inverse elliptic boundary value problems in [4, 7, 8, [15] [16] [17] , as well. Before we can state the main result of this work, we still need to introduce a singular solution for scanning the object Ω. Fix y ∈ Ω, letα ∈ R n be a unit vector, and consider the solution Φ y of the following homogeneous Neumann problem
where δ is the delta functional. Physically, Φ y corresponds to the electromagnetic potential created by a dipole point source at y pointing in the directionα. It is well known that (5) is uniquely solvable with Φ y ∈ C ∞ (Ω \ {y}) and Φ y singular at y. Under the conditions on κ presented above, sgn(κ)(Λ 1 − Λ) is positive definite [7] , and so its square root is well defined. Notice also that the special case m = 0 of Theorem 2.1 was proved by Brühl in [7] .
We will proceed as follows. In Section 3, we will introduce a factorization Λ − Λ 1 = LF L , which is the main tool when applying the method of Andreas Kirsch [19] to inverse elliptic boundary value problems. Section 4 will consider the mapping properties of the intermediate operator F . Finally, the proof of Theorem 2.1 is presented in Section 5, where we also consider some generalizations.
Factorization of Λ − Λ 1
Since Theorem 2.1 has already been proved for m = 0 [7] , in what follows, we will assume that κ| ∂D = 0. This assumption will help us keeping our notations understandable. When proving Theorem 2.1, the main tool will be the following factorization result. Proof. In [7] , the claim is proved assuming that κ is either a positive or a negative constant. The same techniques also apply for a general κ. 2
Theorem 3.1. The difference of the boundary maps
Before the operators needed in the above factorization can be introduced, we must consider some notational details. On the inner boundary ∂D, we define 
, where we have fixed the ground level of the potential as in (3) . Thus, we may define the operator L through
With φ ∈ H −1/2 0 (∂Ω), let us next consider the problem
, where the function space is defined in accordance with (3). The adjoint operator L is defined by
It is straightforward to check that L and L are bounded and adjoint to each other [7] . In order to introduce the intermediate operator F , we need to consider the transmission problem
where
0 (∂D) (cf. [21] ). In particular (cf. [11] ),
The operator F is defined through
where w is the solution of (8) and w 1 is the solution of the problem obtained by replacing σ with the unit conductivity in (8) . By applying the divergence theorem on w and w 1 and baring (9) in mind, it is easy to see that F is well defined and bounded. The self-adjointness of F is considered in [7] with constant κ = 0; the same proof also applies to the case of a general κ.
Above and in what follows, the norm of a generic quotient Sobolev space H s /R is defined in the natural way, i.e.,
On the left-hand side of (11), v denotes an element of H s /R, i.e., an equivalence class of distributions, whereas on the right-hand side, v stands for any particular representative of the class in question. Unless there is a possibility of a mix up, in what follows, we will not distinguish between quotient equivalent classes and distributions spanning them. It is easy to check that (11) defines a norm and H s /R inherits completeness from H s [3] .
Mapping properties of F
In the following two sections, Theorem 2.1 will be proved by using Theorem 3.1 together with the following three lemmas. 
where LF L is interpreted as an operator from L 2 0 (∂Ω) to itself.
Proof. For proof we refer to [17] . Proof. After noting that
the result is obtained by following the same line of reasoning as in the proof of Lemma 3.5 in [7] . 2
If one compares the above lemmas with the factorization introduced in the preceding section, it is apparent that Theorem 2.1 follows if it is shown that F is either positive or negative definite and maps H Proof. In Lemma 5.1 of [16] , a similar result is proved for a slight variant of F . The same techniques apply here, as well: Let 0 = ψ ∈ H 1/2 0 (∂D) and assume that w is the solution of (8) and w 1 is the solution of the problem obtained by replacing σ with the unit conductivity in (8) .
It is easy to check that w is the unique minimizer of the quadratic functional
in the set
Similarly, w 1 minimizes E 1 (·,·), which is obtained by deleting κ in (12), uniquely over H ψ . By using Green's formula, one obtains that
Let us assume that κ is not identically zero and κ 0. It follows from the minimizing property of w that
Since ψ was chosen arbitrarily, this means that F is positive definite and, in particular, injective. The other part of the claim follows by utilizing the minimizing property of w 1 in the same way. 2
As a consequence, our aim is to show that under the conditions of Theorem 2.1 the range of the intermediate operator F is some L 2 -based Sobolev space on the boundary of D. To be more precise, the rest of this section is devoted to proving the following theorem. 
A generalized trace theorem
The plan is to redefine F in such a way that the mapping properties claimed in Theorem 4.4 become more transparent. This process involves taking multiple Laplacians of the solution to (8) and considering generalized traces of distributions in Sobolev spaces with smoothness indices less than 1/2.
To get started, we introduce a family of auxiliary function spaces on D, namely,
is a Hilbert space when provided with the norm
Below, we will generalize the trace maps
and
to these newly defined spaces. To begin with, we state a lemma considering general properties of the trace family {tr k }.
Lemma 4.5. The trace operator tr k has a unique extension that maps
Proof. The first part of the lemma is a consequence of the traditional trace theorem. The second part follows from the material in [22] since {tr j } m−1 j =0 is a Dirichlet system of boundary operators as defined on p. 114 in [22] . 2 Lemma 4.6. The operator tr k has a unique extension that maps L 2 Δ,k+1 (D) continuously to
Proof. For every f ∈ H k+1/2 (∂D), we can find v f ∈ H 2k+2 (D) such that [22] 
where C is independent of f . According to Lemma 4.
Integrating by parts 2k + 2 times and using the boundary conditions of v f , one easily obtains that
Hence, we may estimate as follows:
Due to (16), we have obtained that
, as it can be seen by modifying the proof of Theorem 6.4 in Chapter 2 of [22] in an obvious way, the proof is complete. 2
In what follows, the extensions introduced in Lemmas 4.5 and 4.6 will be denoted by the same symbols as the original trace maps defined on smooth functions.
Equivalent definitions of F
Since the special case κ| ∂D = 0 of Theorem 2.1 has already been considered in [7] , we will continue assuming that κ| ∂D = 0, i.e., the conductivity does not jump on the boundary of the inclusion.
Clearly, the differencew = w − w 1 ∈ H 1 (Ω \ ∂D)/R of the solutions to (8) , corresponding to the piecewise smooth conductivity σ and the unit conductivity, respectively, satisfies the boundary value problem
Let us denote by ( 1 σ ∇σ · ∇w) e the zero continuation of ( 1 σ ∇σ · ∇w)| D to the whole of Ω. Because ( 1 σ ∇σ · ∇w) e belongs to L 2 (Ω) and the jump conditions of (17) are homogeneous, problem (17) is equivalent to (see p. 219 of [12] )
By using the divergence theorem and keeping in mind that σ | ∂D = 1, it is easy to check that the input ( 1 σ ∇σ · ∇w) e integrates to zero over Ω. Hence, (18) has a unique solution in H 2 (Ω)/R depending continuously on the input, i.e.,w belongs to H 2 (Ω)/R and
where ψ ∈ H 1/2 0 (∂D) is the input in (8) and we used the smoothness of σ | D > 0. Consequently, the definition of F given in (10) is equivalent to the mapping rule
where ψ is the input of (8) andw satisfies (18) . Hereby, it is obvious that F maps H 
where the function spaces are defined by (13) . Moreover, if
Proof. It is enough to prove the theorem for w since Δw = Δw in D. In this proof, the restriction of w ∈ H 1 (Ω \ ∂D) to D is denoted by the same symbol and all the traces are taken by approaching ∂D from within D.
We begin by showing that in D
where α, β ∈ (N∪{0}) n are multi-indices, with |α| = α 1 +· · ·+α n , and c j α,β are smooth functions in D. We will use induction. The case j = 1 follows immediately:
Assume that the presentation (20) is valid for j = k. By a straightforward calculation one obtains that
By using (21) on the last line of (22)-and also on the fourth to last line if k = 1-and baring in mind that σ > 0 and κ are smooth in D, it is obvious that the right-hand side of (22) can be given in the form (20) with j replaced by k + 1. Thus, (20) holds true for all j ∈ N, which proves the first part of the theorem.
Assume that 
Furthermore, for h ∈ C ∞ (D) and odd m we have
Similarly, for even m we get
Let us denote the partial differential operator induced by the right-hand side of (20) by
In addition, since σ | ∂D = 1, (23), (24) and (25) indicate that
if m is odd, and
(∂D) and let {w k } ⊂ C ∞ (D) be the sequence of the solutions to
Because the solution of (29) depends continuously on the boundary data, w k converges to w in H 1 (D). It is easy to verify that (20) holds for every w k with the same coefficients c j α,β , and so we deduce that, in particular,
as k tends to infinity. In consequence, it follows from Lemma 4.6 that
as k goes to infinity. On the other hand, due to (14) , (15), (20) , (26), (27) and (28) Proof. We will only prove (24) here; the other formulae follow by using similar techniques. Fix x 0 ∈ ∂D. As a consequence of the collar theorem, there exists an open neighborhood U of x 0 in R n and a C ∞ -diffeomorphism θ that maps U onto an open neighborhood of the origin V ⊂ R n in such a way that θ(x 0 ) = 0,
where φ * = φ • θ −1 for any φ ∈ C ∞ (U ). It is easy to verify that
Fix h ∈ C ∞ (D) and continue κ and h as smooth enough functions to the whole of U in order to avoid awkward limit notations. Since κ * (y) and its m − 1 lowest partial derivatives with respect to y 1 vanish on θ(U ∩ ∂D), by using the chain rule, we obtain for any x ∈ U ∩ ∂D, with y = θ(x), the identity
where m ∈ N is odd. In particular, on U ∩ ∂D we deduce that 
where w ∈ H 1 (Ω \ ∂D) is the solution of (8), D κ m+1 is the partial differential operator of degree m + 1 introduced in Lemma 4.7 and the super indices are to be understood in the sense of (6). We claim that (30) can, in fact, be used as the definition ofw, and thereby of F via (19) .
Let us summon up some facts from the theory of partial differential equations [22] . It is well known that Δ k is uniformly strongly elliptic, as defined on p. 111 of [22] , and it is easy to see that the normal system of trace operators {tr j } k−1 j =0 covers Δ k on ∂D in the sense of Definition 1.5 of Chapter 2 in [22] . Furthermore, via partial integration it is straightforward to deduce that
. With the terminology of Section 2 of Chapter 2 in [22] , this means that the partial differential operator Δ k is formally self-adjoint and the system {tr j } k−1 j =0 is its own adjoint system with respect to Δ k modulo signs.
We continue by stating an auxiliary lemma that will be useful when proving the unique solvability of (30).
Lemma 4.9. The problem
has only the trivial solution v = 0.
Proof. Assume that v satisfies (31). It follows from the theory of elliptic partial differential equations [22] that such an eigenfunction belongs to C ∞ (D).
Integrating by parts and using the boundary conditions of (31), for even k we deduce that 
where ψ ∈ H 1/2 0 (∂D) is the input of (8).
Proof. As it was mentioned above, due to Lemma 4.7, the solutionw ∈ H 2 (Ω)/R of (18) satisfies (30). Let w ∈ H 2 (Ω)/R be another solution of (30) and setŵ = w − w . It follows from the linearity of (30) and Lemma 4.9 that Δŵ vanishes in Ω \ ∂D. Hence, due to the trace theorem, w satisfies (8) with the unit conductivity and ψ = 0, from which it follows thatŵ is the zero element of H 2 (Ω)/R [12] . In consequence, (30) has a unique solution in H 2 (Ω)/R, namelỹ w ∈ H 2 (Ω)/R, the solution of (18) .
We still need to consider the smoothness of the common solution of (18) and (30) . Let us introduce two auxiliary problems:
where w ∈ H 1 (Ω \ ∂D)/R is the solution of (8). First we will tackle problem (32). Following the same line of reasoning as for (8), it is straightforward to argue that (32) has at most one solution in H 2 (Ω)/R. Due to Lemma 4.9, the note on self-adjointness of Δ m preceding Lemma 4.9 and Theorem 5.4 of Chapter 2 in [22] , enhanced as explained on p. 195 of [22] , (32) defines Δw 1 | D uniquely and
where the last inequality follows from solution's continuous dependence on the data in (8) In particular, the solution of
satisfies (32). Hence, thisw 1 ∈ H m+2 (Ω)/R must be the unique solution of (32) in
Since the solution of (34) depends continuously on the input [22] , putting the above estimates together gives
Then, it is the turn of (33). As for (30) and (32), it is easy to deduce that (33) has at most one solution in H 2 (Ω)/R. Due to Lemma 4.9, the note on self-adjointness of Δ m preceding Lemma 4.9, and the summary starting on p. 188 in [22] , Δw 2 | D ∈ H m−1 (D) is defined uniquely by (33) and
where we used the smoothness of κ ∈ C ∞ (D (D) .
As for (32), the solution of
is the unique solution of (33) in H 2 (Ω)/R. By estimating as in (35), we see that
where we used (9) . In particular,w 2 belongs to H m+1 (Ω)/R. Letŵ =w − (w 1 +w 2 ), wherew,w 1 ,w 2 ∈ H 2 (Ω)/R are the solutions of (30), (32) and (33), respectively. Clearly,ŵ ∈ H 2 (Ω)/R is a solution of the boundary value problem
where we used the fact that D Δw dx = 0, which follows, for example, from (18) and the divergence theorem. By using Lemma 4.9, we deduce that Δŵ vanishes in D. Thus, due to the trace theorem,ŵ ∈ H 2 (Ω)/R satisfies (8) with ψ = 0 and the unit conductivity, which means thatŵ is the zero element of H 2 (Ω)/R [12] . Consequently,w =w 1 +w 2 .
Sincew =w 1 +w 2 ∈ H m+1 (Ω)/R is the unique solution of (30) In the language of pseudodifferential operators, this subsection has shown that the first m operators of the asymptotic expansion of F disappear if κ and its first m − 1 normal derivatives vanish on ∂D. In the next subsection, we will essentially prove that the (m + 1)th operator of the expansion is invertible if the mth normal derivative of κ does not equal zero anywhere on ∂D. (∂D) is a Fredholm operator of index 0, i.e., a sum of an invertible operator and a compact operator.
Bijectivity of F : H
To begin with, let us introduce three auxiliary operators. First of all, T is defined through
where ψ ∈ H 
(∂D) continuously to H m+1/2 (∂D).
The second operator that we need in our analysis is
where w ∈ H 1 (Ω \ ∂D)/R is the solution of (8) corresponding to the piecewise smooth conductivity σ and the input ψ ∈ H Finally, our third auxiliary operator is defined by
wherew 2 ∈ H m+1 (Ω)/R is the unique solution of (33) with
follows from the trace theorem and the material in the proof of Lemma 4.10, in particular, the first inequality of (36). Notice that the condition ∂w ∂ν , 1 L 2 (∂D) = 0 was never used when proving the unique solvability of (33), and so it is justifiable to define G 2 on the whole of H −1/2 (∂D).
It follows from Corollary 4.11, together with the material in the proof of Lemma 4.10, that F can be written in the form
Notice that although R(
(∂D) do not hold in general. Due to the compactness of the embedding
In consequence, we will be a bit closer to our goal if we can show that 
We claim that problem (38) has a unique solution that belongs to H m+1 (Ω)/R and depends continuously on ϕ ∈ H m−1/2 (∂D).
We will first construct a solution to (38) and then argue that it is, in fact, the unique one in
Notice that the necessary condition for this Neumann problem is satisfied since ν points into Ω \ D on ∂D. In particular, we have the estimate [31] 
Let us extend v ∈ H m+1 (Ω \ D)/R to the whole of Ω by demanding that each element of the equivalence class is continued to D as the solution of
Indeed, it follows from Lemma 4.9 and the summary on the p. 188 of [22] that the above problem is uniquely solvable. Furthermore, the extended v , still denoted by the same symbol, belongs to H m+1 (Ω \ ∂D)/R and each element of the equivalence class satisfies the estimate [22] 
In consequence, we have
where the last inequality follows from (39).
With the help of the divergence theorem, it is easy to deduce that v ∈ H m+1 (Ω \ ∂D)/R satisfies (38). Furthermore, since the traces tr j (v ), j = 0, . . . , m, do not jump on ∂D, also the normal derivatives ∂ j v ∂ν j , j = 0, . . . , m, are continuous over ∂D in the sense of Sobolev traces (cf. [22] ). In consequence, due to the extension theorems for Sobolev spaces [22] , there exists a unique v ∈ H m+1 (Ω)/R that equals v on Ω \ ∂D and satisfies the estimate
In particular, v is the H 2 (Ω)/R-solution of (38) that we were looking for. Let v 1 , v 2 ∈ H 2 (Ω) be two solutions of (38) 
where we used (40), the smoothness of κ ∈ C ∞ (D) and the assumption on its m:th normal derivative. The use of the quotient norm on the second line of the above estimate is justified because tr m+1 does not distinguish between distributions that differ by a constant. By comparing the definitions of G 2 andG 2 and baring in mind that both (33) and (38) are uniquely solvable modulo constant in H 2 (Ω), it is easy to see that
In consequence,G 2 : 
In particular, X is a closed subspace of H m−1/2 (∂D) with codimension one. Furthermore, X is a Hilbert space when equipped with the norm of H m−1/2 (∂D) and the restrictionĜ 2 
(∂D) can be written as F =Ĝ 2 G 1 + T , which shows that also the compact operator T maps H Using (37) and the above introduced notations, we may write F as
where I is the identity operator of H m−1/2 (∂D). Since 
is compact, F is a Fredholm operator of index 0 and its bijectivity follows from its injectivity that is guaranteed by Lemma 4.3.
is compact. Let {φ j } be an arbitrary bounded sequence in X. It follows from the definition of J that
where (·,·) denotes the inner product of H m−1/2 (∂D). Because {(φ j , ϕ)} is a bounded sequence of real numbers, it has a converging subsequence. In consequence, {(I − J )φ j } has a subsequence converging in H m−1/2 (∂D), and the compactness of (I − J ) follows. This completes the proof. 2
Proof of the main result and generalizations
By combining the material in the preceding two sections, we can now formulate the proof of Theorem 2.1.
Proof of Theorem 2.1. Since the special case of m = 0 has already been proved in [7] , we may assume here that m 1. According to Theorem 3.1, Lemma 4.3 and Theorem 4.4, the operator sgn(κ)( 
),
where Λ 1 − Λ is interpreted as an operator from L 2 0 (∂Ω) to itself. The claim follows by combining (42) with Lemma 4.2. 2 Let us consider briefly the generalized situation, where the conductivity inside Ω is of the formσ
where σ 0 ∈ C ∞ (Ω) is the known background conductivity satisfying (2), D is as in (4), and κ ∈ C ∞ (D) with σ 0 + κ > 0 in D. Furthermore, letΦ y be the electromagnetic potential of a dipole source located at y ∈ Ω, pointing in the directionα ∈ R n , |α| = 1, and corresponding to the background conductivity σ 0 , i.e., Proof. The claim follows by modifying the material above slightly. Indeed, if one replaces Δ with ∇ ·σ 0 ∇ everywhere in Sections 3 and 4, and uses the conormal derivative σ 0 ∂ ∂ν instead of the normal derivative on the boundaries ∂D and ∂Ω when not operating on κ, all the conclusions presented above remain essentially unaltered after switching to the framework of Theorem 5.1. 2 Theorems 2.1 and 5.1 can be extended to the case of multiple adjacent inclusion of the same type by following the guidelines presented in [7] . Here, we say that two inclusions D 1 and D 2 are of the same type if the corresponding perturbations κ 1 and κ 2 are both positive or both negative and they satisfy the conditions of Theorem 2.1 on the boundaries ∂D 1 and ∂D 2 , respectively, with the same m 0. If the inclusions are of different types, the material presented in this work does not tell whether Theorems 2.1 and 5.1 remain valid or not.
Because we wanted to formulate Theorems 2.1 and 5.1 without having to pose m-dependent smoothness conditions on κ and ∂D, we have assumed throughout this text that κ and ∂D are smooth. However, if m is fixed, the reader can easily find looser sufficient smoothness conditions by walking through the above proofs and checking under which assumptions on κ and ∂D particular traces and solutions to boundary value problems exist.
Conclusions
In this work, we have studied the inverse problem of electrical impedance tomography in the situation, where the examined object with known background conductivity is contaminated by weak inhomogeneities, i.e., inclusions over the boundaries of which the conductivity and its first m − 1 normal derivatives are continuous whereas the m:th normal derivative jumps to a higher or lower value. With an application of the factorization method of Kirsch [19] , we have given an explicit characterization of these weak inclusions via boundary measurements.
There are a few fundamental questions, related to our problem setting, to which this text does not give answers: We have not considered simultaneous characterization of different types of inclusions. In other words, we have assumed that the same number of normal derivatives of the conductivity are continuous over each inclusion boundary. Furthermore, we have paid no attention to the inhomogeneities of mixed type, i.e., inclusions for which different number of normal derivatives of the conductivity are continuous over different parts of the boundaries. Investigating these generalizations and testing the proposed algorithm numerically provide interesting subjects for future studies.
