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II I´NDICE GENERAL
Introduccio´n
En este Trabajo Fin de Grado se presenta una introduccio´n a la teor´ıa
de cuerpos de Hardy, que son cuerpos de ge´rmenes de funciones estables
por derivacio´n. Estas estructuras proporcionan un marco perfecto para tra-
tar la condicio´n de no oscilacio´n, y la valoracio´n asociada a ellos permite
formalizar y cuantificar la idea de orden de infinitud de una funcio´n. Las
estructuras o-minimales, introducidas en el u´ltimo cap´ıtulo, permiten reali-
zar una “geometr´ıa moderada” posibilitando el estudio de la no-oscilacio´n
en dimensio´n superior. Es por ello que a partir de las funciones de una
estructura o-minimal vamos a poder crear nuevos cuerpos de Hardy con
propiedades especialmente buenas. A lo largo de este trabajo se hara´ un
recorrido por diversos temas en los que se aplican y ampl´ıan los contenidos
vistos en distintas asignaturas del Grado (a´lgebra, ana´lisis en una y varias
variables, variable compleja, ecuaciones diferenciales...). Adema´s, el estudio
de las estructuras o-minimales y temas relacionados ha sido una ocasio´n para
empezar a conocer los lenguajes lo´gicos y ver co´mo la lo´gica puede aplicarse
a otras ramas de las matema´ticas. Todo ello ha sido una oportunidad para
ilustrar co´mo se pueden relacionar todas estas a´reas de las matema´ticas en
un tema transversal como es la teor´ıa de cuerpos de Hardy.
Aunque el te´rmino y su definicio´n actual no se acun˜o´ hasta mucho ma´s
tarde, se puede decir que el estudio de los cuerpos de Hardy surgio´ a finales
del siglo XIX a partir de los trabajos de Paul du Bois-Reymond sobre o´rde-
nes de infinitud de funciones de una variable real [Bou07, Har10]. En ellos se
defin´ıan formas de comparar el crecimiento asinto´tico de funciones, siendo
e´ste uno de los primeros sistemas en el que la propiedad arquimediana no era
va´lida. Tambie´n se exhib´ıa la dificultad que entran˜aba esta cuestio´n, con la
existencia de ejemplos patolo´gicos de funciones que no se pueden comparar
de forma adecuada entre ellas. Este tema suscito´ el intere´s de numerosos
matema´ticos de la e´poca como Borel, Hadamard, Lindelo¨f, etc. (Intere´s que
se enmarca en la procupacio´n existente por entender los conceptos de in-
finito y de l´ımite). Es destacable el influyente art´ıculo Orders of Infinity
de G.H. Hardy, [Har10], en el que revisa y dota de rigor las ideas de du
Bois-Reymond. En e´l define las L-funciones (que surgen al componer loga-
ritmos, exponenciales y funciones racionales); estudia el comportamiento de
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las relaciones de comparacio´n por derivacio´n e integracio´n y estudia pato-
log´ıas surgidas en muchos casos de algu´n tipo de oscilacio´n de las funciones.
Por ejemplo, muestra co´mo la funcio´n f(x) = (xγ+δ cos2 x+ xγ−δ sin2 x)exρ
(para valores convenientes de γ, δ y ρ) es mono´tona, al igual que todas sus
derivadas, pero a pesar de ello oscila entre las funciones xγ+δex
ρ
y xγ−δexρ ,
impidiendo su comparacio´n adecuada con las L-funciones (figura 1).
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Figura 1: Gra´fica de la funcio´n (x cos2 x+ sinx)ex
1,6
oscilando entre ex
1,6
y
xex
1,6
(en escala logar´ıtmica).
Fue Bourbaki (en la primera edicio´n de 1951 de [Bou07]) quien utilizo´
por primera vez el te´rmino cuerpo de Hardy, definie´ndolo como un cuerpo
de ge´rmenes de funciones cerrado por derivacio´n. Este concepto generaliza
las L-funciones de Hardy, y nos proporciona una estructura en la que las
propiedades deseadas de no oscilacio´n son satisfechas (y que de hecho, per-
miten precisar el concepto de no oscilacio´n buscado por Hardy).
El avance en la teor´ıa de cuerpos de Hardy fue propulsado notablemente
por Rosenlicht y Boshernitzan en los an˜os ochenta. Desde entonces, numero-
sos resultados y aplicaciones han sido hallados, y han dado lugar a una activa
a´rea de investigacio´n. En estos trabajos tiene gran relevancia la valoracio´n
que se define en un cuerpo de Hardy a partir de las relaciones de compara-
cio´n de funciones, permitiendo cuantificar los o´rdenes de infinitud y trabajar
con ellos, aplicando los conocimientos ya existentes sobre la teor´ıa de las va-
loraciones. Esta valoracio´n fue propuesta por primera vez por Lightstone y
Robinson en 1975 (segu´n [Ros83a]), sorprendentemente tarde teniendo en
cuenta que se encuentra en gran medida presente de forma impl´ıcita en los
trabajos de Hardy y Borel en sus intentos por representar o´rdenes de in-
finito con s´ımbolos [Har10, pa´g. 34] [Bor99, pa´g. 17]. Adema´s, le regla de
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l’Hoˆpital para l´ımites de funciones se traduce en propiedades de esta valo-
racio´n, da´ndonos una interpretacio´n ma´s clara de este teorema en te´rminos
de los o´rdenes de crecimientos de funciones y sus derivadas.
Como un ejemplo de la utilidad de estas propiedades se presentara´ en
este trabajo (seccio´n 2.6) la demostracio´n de un resultado conjeturado por
Borel en 1899 [Bor99] en el que se afirma, dicho de forma algo impreci-
sa, que las soluciones no oscilantes de ecuaciones diferenciales algebraicas
de orden n tienen un crecimiento asinto´tico acotado por n composiciones
de exponenciales. Nos hemos basado en una prueba dada por L. van den
Dries en un trabajo manuscrito, [Dri82], que parece no haber sido publica-
do. Hemos querido transcribir y completar aqu´ı todos los detalles de esta
prueba para familiarizarnos con las te´cnicas vinculadas a las valoraciones
de l’Hoˆpital, polinomios diferenciales y comportamiento de la funcio´n expo-
nencial en te´rminos de esta valoracio´n. En este sentido, el subapartado 2.6
contiene, junto con el 2.2, la parte ma´s te´cnica de este TFG. En este otro
apartado mencionado, el 2.2, se probara´ que las extensiones de un cuerpo de
Hardy por una funcio´n f que satisface una ecuacio´n algebraica o diferencial
de primer orden y primer grado sigue siendo de Hardy. Para ello se com-
binara´n diversos resultados vistos en el grado (haciendo un notable uso del
teorema de las funciones impl´ıcitas, adema´s de varios resultados de a´lgebra).
Antes de adentrarnos en el estudio de los cuerpos de Hardy, se dedicara´
el primer cap´ıtulo a la teor´ıa de valoraciones. Las primeras ideas que susci-
taron la nocio´n de valoracio´n tienen su origen en los trabajos de Dedekind y
Weber sobre lugares en 1882, y en aquellos de Hensel sobre los nu´meros p-
a´dicos (1897) [Bou06]. En estos trabajos se buscaba aplicar procedimientos
ma´s propios del ana´lisis, como el desarrollo en serie de potencias, a la teor´ıa
de nu´meros y al a´lgebra. Una abstraccio´n de los conceptos all´ı utilizados
dieron lugar al concepto de valor absoluto (Ku¨rschak, 1913), que a su vez
dio lugar al de valoracio´n, introducido por primera vez por Krull en 1931.
El lenguaje de las valoraciones es especialmente u´til para expresar y cuanti-
ficar cuestiones relativas a la divisibilidad en anillos, utilizando para ello los
grupos ordenados. Esta teor´ıa tiene importantes aplicaciones en a´reas como
geometr´ıa algebraica (concretamente, pero no u´nicamente, en resolucio´n de
singularidades) o teor´ıa de nu´meros. Es un tema muy amplio, y en este tra-
bajo nos centraremos u´nicamente en los aspectos que sera´n ma´s relevantes
en su aplicacio´n posterior a los cuerpos de Hardy (como el estudio de valora-
ciones con rangos superiores a 1), sin discutir, por ejemplo, las valoraciones
discretas.
A lo largo de esta memoria se encuentran numerosos ejemplos que pre-
tenden ilustrar y aclarar las ideas presentadas. Asimismo, se ha realizado un
esfuerzo por motivar los conceptos que surgen en el desarrollo de la teor´ıa,
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y por resaltar la importancia o utilidad de los resultados demostrados en
relacio´n con la tema´tica general de los cuerpos de Hardy y sus aplicaciones.
Al principio de los cap´ıtulos 1 y 3 se mencionara´n los libros o art´ıculos
en los que esta´n basados de forma predominante. En el segundo cap´ıtulo
esta anotacio´n se hara´ al principio de cada seccio´n, debido a la mayor varia-
bilidad en la bibliograf´ıa utilizada. Se proporcionara´n referencias concretas
para las afirmaciones de las que no se incluya una demostracio´n detallada.
La teor´ıa de cuerpos de Hardy tiene aplicaciones que van mucho ma´s alla´
de lo mostrado en esta memoria. Algunas de ellas tienen relacio´n con el estu-
dio cuantitativo de soluciones de ecuaciones diferenciales y curvas integrales
de campos de vectores; desarrollos asinto´ticos de funciones en distintas es-
calas o con las transseries y el ana´lisis no esta´ndar. Este trabajo ha sido
una buena oportunidad para introducirse a los fundamentos de estos temas
y atisbar las mu´ltiples v´ıas de continuacio´n en su estudio.
Finalmente, quer´ıa agradecer al profesor Fernando Sanz el haber acepta-
do dirigir este trabajo a pesar de que yo no me haya encontrado en Valladolid
este an˜o. Sus explicaciones y correcciones han sido de gran valor, y me ha
permitido conocer diversas l´ıneas actuales de investigacio´n en matema´ticas.
Notacio´n
En este trabajo todos los anillos y cuerpos se considerara´n conmutativos
y unitarios. Para los grupos abelianos se usara´ notacio´n aditiva (la opera-
cio´n de grupo se denotara´ por + y el elemento neutro por 0). La clase de
un elemento a ∈ A en un cociente A/B se denotara´ por [a], pudiento omi-
tirse los corchetes si no hay lugar a confusio´n. R0 denota el conjunto {0}.
Para una funcio´n f : Rm → R se denotara´ la derivada parcial respecto a la
componente i-e´sima en x0 por ∂xif(x0), siendo xi el s´ımbolo elegido para
nombrar a esta componente.
N Nu´meros naturales, sin incluir el 0
Z Nu´meros enteros
Q Nu´meros racionales
R Nu´meros reales
C Nu´meros complejos
Z≥0 Nu´meros enteros no negativos
R>0 Nu´meros reales extrictamente positivos
R R ∪ {−∞,∞} (Recta completada)
A\B Diferencia conjuntista de A y B
Ac Complementario de A (en un conjunto ambiente determinado)
A∗ Grupo de unidades del anillo A
Frac(A) Cuerpo de fracciones del dominio de integridad A
Fq Cuerpo finito con q elementos
Ck(I) Conjunto de funciones de clase Ck en el intervalo I
A˚ Interior del conjunto A
A Clausura del conjunto A
∂A Frontera del conjunto A
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Cap´ıtulo 1
Valoraciones de cuerpos
En este primer cap´ıtulo se desarrollara´n algunas nociones sobre valoracio-
nes de cuerpos. Este cap´ıtulo esta´ dividido en dos secciones. En la primera se
definira´n los grupos ordenados, se presentara´n algunas primeras propiedades
de ellos y se definira´ lo que es un grupo arquimediano. Se demostrara´ que to-
do grupo arquimediano es un subgrupo de R, y se presentara´ el producto de
grupos ordenado con el orden lexicogra´fico como el ejemplo prototipo de gru-
po no-arquimediano. La importancia de este ejemplo se pone de manifiesto
con el Teorema de Hahn (del que no se incluye demostracio´n). Los subapar-
tados finales esta´ dedicados a definir el rango y rango racional, nocio´n que
surge de forma natural al tener en mente el producto de grupos ordenados,
y se estudiara´ su relacio´n con la propiedad de un grupo de ser arquimediano.
En la segunda seccio´n se define el concepto de valoracio´n sobre un cuerpo.
Despue´s de presentar las propiedades ma´s caracter´ısticas de una valoracio´n
y sus estructuras asociada (el anillo de valoracio´n y su cuerpo de residuos)
se desarrollan varios ejemplos, algunos de ellos con gran relacio´n respecto
a la valoracio´n que se estudiara´ en el cap´ıtulo 2. En el u´ltimo apartado se
incluye un ejemplo que muestra co´mo obtener valoraciones de distintas com-
binaciones de rangos y rangos racionales. Este ejemplo sera´ similar a los que
aparecera´n ma´s adelante en el contexto de los cuerpos de Hardy.
Las referencias usadas principalmente en este cap´ıtulo han sido [Bou06,
cap. 6], [ZS76, cap. 6] y [Rib99, caps. 1,2,3].
1.1. Grupos ordenados
Definicio´n 1.1 (Grupo ordenado). Llamaremos grupo ordenado a un grupo
abeliano (Γ,+), en el que se ha definido una relacio´n de orden, ≤, que sea
total y compatible con la operacio´n del grupo, es decir, que cumpla:
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∀ a, b, c ∈ Γ, a ≤ b ⇒ a+ c ≤ b+ c (1.1)
Se denotara´ a < b si a ≤ b y a 6= b.
Propiedades 1.2.
i) La condicio´n dada en la definicio´n es equivalente a:
∀a, b, c, d ∈ Γ, a ≤ b, c ≤ d⇒ a+ c ≤ b+ d
ii) Dados a, b ∈ Γ, si a ≤ b entonces na ≤ nb ∀n ∈ N . Tambie´n se tiene
que si existe n ∈ N tal que na < nb, entonces a < b.
iii) Si a > 0, entonces −a < 0
Demostracio´n. i) Si se tiene 1.1 y c ≤ d , entonces c + b ≤ d + b. Si a ≤ b,
a+ c ≤ b+ c ≤ b+ d por transitividad.
ii) Ambas afirmaciones son equivalentes (una es el contrarrec´ıproco de
la otra). Usando inducio´n, (n+ 1)a ≤ na+ b ≤ nb+ b = (n+ 1)b .
iii) Sumando −a a ambos lados de la desigualdad se obtiene el resultado.
Observaciones.
Estas propiedades permiten definir los elementos positivos y negativos
de un grupo ordenado. El orden queda determinado por el conjunto
P = {a ∈ Γ | a ≥ 0}, denominado cono positivo.
La definicio´n de grupo ordenado se puede dar de forma ma´s general
(en un grupo no abeliano, y/o con un orden no total), pero en este
trabajo nos restringiremos a tratar u´nicamente grupos abelianos en los
que el orden es total.
Todo subgrupo de un grupo ordenado es un grupo ordenado con el
orden inducido.
Notacio´n. Dado un grupo ordenado (Γ,≤) y a ∈ Γ, se usara´ la siguiente
notacio´n:
|a| = ma´x{−a, a}
Γ+ = {a ∈ Γ | a > 0} y Γ− = {a ∈ Γ | a < 0}
Obse´rvese que se cumple la desigualdad triangular, |a + b| ≤ |a| + |b|.
(Debido a las propiedades 1.2, se tiene la igualdad si ambos elementos tienen
el mismo signo y en caso contrario |a+b| < ma´x{|a|, |b|} ≤ |a|+|b| ). Adema´s,
para todo n ∈ N se cumple |na| = n|a|.
Ejemplos 1.3.
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El grupo formado por un u´nico elemento, {0}, forma un grupo orde-
nado, al que se llamara´ grupo trivial.
Los grupos aditivos de R, Q o´ Z son grupos ordenados con el orden
usual.
Tambie´n lo son grupos como Z[
√
2] (orden usual) y Z×Z con el orden
lexicogra´fico y suma definida por componentes (se profundizara´ en
estos ejemplos ma´s adelante).
Los grupos multiplicativos de R>0 o´ Q>0 con el orden usual.
Definicio´n 1.4 (Morfismo de grupos ordenados). Sean (Γ1,≤1) y (Γ2,≤2)
dos grupos ordenados. Llamaremos un morfismo de grupos ordenados a un
morfismo de grupos ϕ : Γ1 → Γ2 que conserve el orden, es decir,
Si a, b ∈ Γ1, a ≤1 b, entonces ϕ(a) ≤2 ϕ(b)
Se dira´ que ϕ es un isomorfismo de grupos ordenados si es un isomorfismo
de grupos y conserva el orden.
En caso de existir tal isomorfismo se dira´ que (Γ1,≤1) y (Γ2,≤2) son iso-
morfos como grupos ordenados.
Nota. Si ϕ es un morfismo inyectivo, si conserva el orden se tiene que a ≤1
b ⇔ ϕ(a) ≤2 ϕ(b). Sin embargo, si no es inyectivo no tiene por que´ ser as´ı.
Se puede tener ϕ(a) = ϕ(b) y b <1 a (por ejemplo, tomando simplemente el
morfismo nulo de grupos).
En particular, ϕ es un isomorfismo de grupos ordenados si y so´lo si lo es su
inversa.
Ejemplo 1.5. Por ejemplo, los grupos (R,+) y (R>0, ·) son isomorfos como
grupos ordenados (con isomorfismo dado por las aplicaciones ex y log x).
Proposicio´n 1.6. Todo grupo ordenado es sin torsio´n, es decir, el u´nico
elemento con orden finito es el 0. En particular, todo grupo ordenado no
trivial es infinito y el grupo ordenado ma´s pequen˜o es Z, en el sentido de
que dado un grupo ordenado Γ, existe un morfismo de grupos ordenados
inyectivo i : Z ↪→ Γ.
Demostracio´n. Sea a ∈ Γ con a > 0. Entonces, los elementos {n · a |n ∈ Z}
son todos distintos. En efecto, se ve por induccio´n que si n ∈ N, −na <
−(n− 1)a < · · · < −a < 0 < a < · · · < (n− 1)a < na. Por lo tanto na 6= 0
y el orden de a es infinito. Si a < 0, su orden es el mismo que el de −a.
De esta forma se ha visto tambie´n que la aplicacio´n i : Z → Γ dada por
i(m) = ma es un morfismo de grupos inyectivo que conserva el orden.
10 CAPI´TULO 1. VALORACIONES DE CUERPOS
1.1.1. Grupos arquimedianos y orden lexicogra´fico
Definicio´n 1.7 (Grupo arquimediano). Se dice que un grupo ordenado Γ
es arquimediano si para todos a, b ∈ Γ, b > 0 , existe un n ∈ N tal que
a ≤ n · b (i.e. cumple la propiedad arquimediana). En caso contrario, se dira´
que es no-arquimediano.
Ejemplos 1.8.
R es un grupo arquimediano. Este hecho es bien conocido y la demostracio´n
de la propiedad arquimediana en R, realizada en el grado, se puede encon-
trar en [Rud76].
Es claro que cualquier subgrupo de uno arquimediano debe serlo, y por lo
tanto grupos como Z,Z[
√
2] y Q lo son.
Pero, ¿existen grupos arquimedianos que no sean subgrupos de R? El si-
guiente teorema afirma que no.
Nota. Para demostrarlo, se explicitara´ una inmersio´n de un grupo arqui-
mediano cualquiera en R. Como se puede imaginar, sera´ necesario tener en
cuenta la naturaleza de los nu´meros reales para ello. Recordemos que una
forma de definir los nu´meros reales es a partir de los llamados cortaduras de
Dedekind. Una cortadura de Dedekind es un subconjunto A de Q tal que
a) A no es ni vac´ıo ni total
b) Si p ∈ A , q ∈ Q, y q < p , entonces q ∈ A
c) A no tiene ma´ximo
Estos conjuntos formalizan la idea de un intervalo (−∞, a), a ∈ R haciendo
uso u´nicamente de los nu´meros racionales. Se definen los nu´meros reales
como el conjunto de cortaduras de Dedekind, que esta´ totalmente ordenado
por inclusio´n y se pueden definir en e´l las operaciones aritme´ticas de forma
adecuada. En concreto, la suma de dos cortaduras A yB es:
A+B = {a+ b | a ∈ A, b ∈ B}
Una descripcio´n ma´s detallada de esta construccio´n se puede encontrar en
[Rud76].
Teorema 1.9. Todo grupo ordenado arquimediano es isomorfo (como grupo
ordenado) a un subgrupo de (R,+).
Demostracio´n. Sea Γ un grupo ordenado arquimediano. Si Γ = {0}, el resul-
tado es cierto. Si no, fijemos a ∈ Γ+ y definamos ϕa : Γ→ R (que depende
de a) de la siguiente forma:
Para cada b ∈ Γ se define el conjunto:
Cb = {m
n
∈ Q (n > 0) | ma < nb}
Veamos que el conjunto Cb define una cortadura de Dedekind:
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a) Cb no es vac´ıo ni total. Si b > 0, entonces 0 ∈ Cb. Si b ≤ 0, por ser
Γ arquimediano existe n ∈ N tal que −na < b, por lo que −n ∈ Cb.
Tambie´n existe m ∈ N tal que b < ma por lo que m /∈ Cb.
b) Si m1n1 ∈ Cb y m2n2 < m1n1 , entonces m2n2 ∈ Cb, pues m2n1a < m1n2a <
n1n2b, lo que implica que m2a < n2b (pues n se puede suponer positi-
vo).
c) Cb no tiene ma´ximo, pues si ma < nb, entonces nb−ma > 0 y por ser
un grupo arquimediano existe M ∈ N tal que Mnb−Mma > a, por lo
que (Mm+1)Mn ∈ Cb, pudiendo encontrar un elemento de Cb mayor que
cualquier otro mn dado.
Definimos entonces ϕa(b) = Cb. Comprobemos que esta aplicacio´ es un
morfismo de grupos. Para ello hay que verificar que Cb1 + Cb2 = Cb1+b2 .
Por definicio´n Cb1 + Cb2 = {m1n1 + m2n2 | m1n1 ∈ Cb1 , m2n2 ∈ Cb2}, y da-
do un elemento en este conjunto, m1n1 +
m2
n2
= m1n2+m2n1n1n2 se cumple que
(m1n2 +m2n1)a < n1n2b1 +n1n2b2 = n1n2(b1 +b2), por lo que tambie´n per-
tenece a Cb1+b2 . Rec´ıprocamente, si
m
n ∈ Cb1+b2 , entonces ma < nb1 + nb2.
Tomemos l ∈ N tal que l(n(b1 + b2) − ma) > ma, y l1 ∈ Z tal que
l1ma < lnb1 < (l1 + 1)ma. Definamos l2 = l − l1. Entonces l2ma < lnb2
(de lo contrario (l1 + l2 +1)ma = (l+1)ma ≥ (n(b1 + b2) ) y mn = l1mln + l2mln ,
quedando demostrado que pertenece a Cb1 + Cb2 .
Este morfismo es inyectivo, pues si ϕa(b) = 0, significa que Cb = {mn ∈
Q | ma < nb} = {mn ∈ Q | m < 0, n > 0}. Por tanto b ≥ 0, pues de ser
b < 0, existir´ıa n ∈ N con −a > nb. Adema´s para todo c ∈ Γ+, b < c, pues
existe n ∈ N tal que nc > a > nb. El u´nico elemento no negativo menor
que cualquier elemento positivo es 0 (si no, ser´ıa estrictamente menor que
e´l mismo), luego ϕ es inyectiva.
El morfismo ϕa conserva el orden, pues si b1 ≤ b2, entonces Cb1 ⊆ Cb2 ,
pues dado mn ∈ Cb1 , ma < nb1 ≤ nb2.
El hecho de ser inyectivo y conservar el orden implica que induce un isomor-
fismo de orden con su imagen, un subgrupo de (R,+).
A continuacio´n se presenta una forma usual de construir grupos no-
arquimedianos.
Orden lexicogra´fico
Sean Γ1, . . . ,Γn grupos ordenados. El producto cartesiano
n∏
k=1
Γk es un
grupo con la suma por componentes y en e´l se puede definir el orden total
dado por:
(a1, ..., an) < (b1, ..., bn) ⇔ Existe j, 1 ≤ j ≤ n tal que ai = bi ∀ i < j y aj < bj
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Se tiene que si n > 1, y los Γi son no triviales, el grupo
n∏
k=1
Γk es no-
arquimediano, pues (α1, 0, . . . , 0) > n(0, α2, . . . , 0) ∀ n ∈ N, con α1, α2 > 0.
Esto permite ver, por ejemplo, Zn,Rn o´ Z×Q×R como grupos ordenados
no-arquimedianos.
Orden lexicogra´fico en productos infinitos
La definicio´n anterior se puede extender a productos de la forma
∞∏
k=1
Γk.
Con ma´s generalidad, si I es un conjunto de ı´ndices bien ordenado, se puede
dotar a
∏
k∈I
Γk de un orden total compatible con la suma. (Recordemos que∏
k∈I
Γk es un grupo con la suma definida por componentes y que un conjunto
(I,≤) se dice bien ordenado si todo subconjunto no vac´ıo de I tiene un
elemento mı´nimo). Definimos:
(ai)i∈I < (bi)i∈I ⇔ am < bm siendo m = mı´n{j ∈ I | aj 6= bj} (1.2)
(El ı´ndice m de (1.2) esta´ bien definido por ser I bien ordenado, y este
orden es compatible con la suma.)
Con este orden se pueden considerar, por ejemplo, ZN y RN como grupos
ordenados.
Exactamente de la misma forma se puede ver como un grupo ordenado
la suma directa de grupos
⊕
k∈I
Γk := {(ai)i∈I | ai ∈ Γi y ai = 0 ∀ i ∈ I excep-
to para un nu´mero finito de ı´ndices}. Adema´s, si I es bien ordenado ⊕
k∈I
Γk
es un subgrupo de
∏
k∈I
Γk, y el orden definido como en (1.2) coincide con el
orden inducido como subgrupo. Pero lo ma´s interesante en este caso es que
no se necesita que I este´ bien ordenado. El hecho de que so´lo un nu´mero
finito de componentes sean distintas de 0 permite comparar cualquier par de
elementos como en (1.2), pues m sigue estando bien definido. Es inmediato
que es compatible con la suma.
En lo que sigue, siempre que aparezca un grupo producto de grupos or-
denados se considerara´ ordenado por el orden lexicogra´fico, a no ser que se
indique lo contrario.
1.1.2. Rango y clases arquimedianas de un grupo ordenado
Se ha visto que los productos del tipo Rn son grupos ordenados con el
orden lexicogra´fico. Se puede ver R como un subgrupo de Rn de n formas
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distintas, queda´ndose con la i-e´sima componente, 1 ≤ i ≤ n. Ma´s en general,
hemos visto que en varios ejemplos se puede ver un grupo ordenado como un
producto de grupos arquimedianos. El objetivo de esta seccio´n es formalizar
co´mo contar el nu´mero de componentes arquimedianas de un grupo ordenado
cualquiera, a lo que se denominara´ el rango del grupo.
Definicio´n 1.10. Se llama un subgrupo aislado de un grupo ordenado (Γ,≤)
a un subgrupo A ≤ Γ propio (i.e. distinto del total) tal que para todos a ∈ A,
b ∈ Γ, |b| ≤ |a| implica b ∈ A.
Observacio´n. Para ver que un subgrupo A es aislado basta comprobar que
si a ∈ A, b ∈ Γ, y 0 ≤ b ≤ a entonces b ∈ A. Esto es as´ı puesto que en un
subgrupo A, α ∈ A⇔ −α ∈ A.
Proposicio´n 1.11. El conjunto de subgrupos aislados de un grupo ordenado
esta´ totalmente ordenado por inclusio´n.
Demostracio´n. Sean A y B subgrupos aislados de un grupo ordenado Γ. Si
ninguno estuviese contenido en el otro, existir´ıan a ∈ A, b ∈ B tales que
a /∈ B, b /∈ A. Ahora bien, si |b| ≤ |a|, entonces b ∈ A, y si |a| ≤ |b|, entonces
a ∈ B. En cualquier caso tenemos una contradiccio´n.
Definicio´n 1.12. Se define el rango de un grupo ordenado Γ como el nu´mero
de subgrupos aislados de Γ, en caso de que e´ste sea finito, y se dira´ que es
infinito en caso contrario. Se denotara´ por rg(Γ).
Nota. Se puede hacer una diferenciacio´n ma´s precisa en el caso de que un
grupo tenga infinitos grupos aislados, definiendo el rango como el tipo de
ordinal del conjunto de grupos aislados (bien definido pues este conjunto
esta´ bien ordenado). Esta es la definicio´n que se encuentra en [ZS76], pero
que no sera´ pertinente en este trabajo.
Definicio´n 1.13. Dos elementos no nulos a, b de un grupo ordenado Γ se
dicen arquimedianamente equivalentes si existen n1, n2 ∈ N tales que
|a| ≤ n1|b| y |b| ≤ n2|a|
Esta relacio´n es de equivalencia en Γ \ {0} y las clases de equivalencia se
denominara´n clases arquimedianas. El conjunto de estas clases se denotara´
por ∆(Γ).
Proposicio´n 1.14. Sea Γ un grupo ordenado. El conjunto ∆(Γ) esta´ total-
mente ordenado por
[a] ≤ [b] ⇔ [a] = [b] o [a] 6= [b] y |a| < |b|
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Demostracio´n. En primer lugar, esta definicio´n no depende de los represen-
tantes elegidos, pues si [a] 6= [b] y |a| < |b|, entonces |a| < n|b| ∀n ∈ N. Si
[a1] = [a] y [b2] = [b], entonces |b| < m|b2| para un m ∈ N y
m|a1| < N |a| < |b| < m|b2| para un N ∈ N
De acuerdo con la propiedad ii) de 1.2, |a1| < |b2|.
Es transitiva y antisime´trica por serlo el orden de Γ.
Proposicio´n 1.15. Sea Γ un grupo ordenado. Si rg(Γ) es finito, coincide
con el cardinal de ∆(Γ), y de ser infinito, tambie´n lo es el cardinal de ∆(Γ).
Demostracio´n. Vamos a dar una correspondencia entre los elementos de
∆(Γ) y los subgrupos aislados de Γ. Dado [b] ∈ ∆(Γ) definimos
G[b] =
⋃
[a]<[b]
[a]
El conjunto G[b] es un subgrupo de Γ, pues si a1, a2 ∈ G[b], |a1| ≥ |a2|,
entonces |a1 − a2| < |b|, pues en caso contrario |b| ≤ |a1 − a2| ≤ 2|a1|,
contradiciendo que [a1] < [b] en ∆(Γ). Adema´s, este subgrupo es aislado,
pues si a ∈ G[b], c ∈ Γ y 0 ≤ c ≤ a, entonces [c] < [b], luego c ∈ G[b], y G[b]
no es el total, pues b /∈ G[b].
La aplicacio´n de ∆(Γ) en los subgrupos aislados de Γ as´ı definida es inyectiva
por ser el orden definido en ∆(Γ) total. Por tanto, si rg(Γ) es finito, tambie´n
lo sera´ el cardinal de ∆(Γ).
Por otro lado, dada una cadena de subgrupos aislados A0 ( A1 ( . . . , se
pueden tomar elementos ai ∈ Ai \ Ai−1 para i = 1, 2, . . . . Estos elementos
cumplen que [ai] < [ai+1], por lo que G[ai] ( G[ai+1]. E´sto prueba que si
rg(Γ) es infinito, el cardinal de ∆(Γ) tambie´n lo es, y tambie´n prueba el
enunciado en el caso finito, pues en ese caso el conjunto de subconjuntos
aislados es una cadena finita.
Ejemplos 1.16.
El u´nico grupo ordenado de rango 0 es el grupo trivial (que no tie-
ne subgrupos propios). En todo otro grupo, {0} forma un subgrupo
aislado.
rg(Z) = rg(R) = 1
rg(Zn) = rg(Z[
√
2]
n
) = rg(Rn) = n. Las clases arquimedianas de uno
de estos grupos son los conjuntos formados por los elementos cuya
primera coordenada no nula es la m-e´sima, m = 1, . . . , n.
RN o´
∞⊕
k=1
Z son de rango infinito.
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Proposicio´n 1.17. Un grupo ordenado no trivial es arquimediano si y so´lo
si es de rango 1.
Demostracio´n. Sea Γ un grupo arquimediano, A ≤ Γ un subgrupo aislado no
trivial y sea a ∈ A+. Para todo m ∈ Z, ma ∈ A, y por ser Γ arquimediano,
para todo b ∈ Γ existe m ∈ N tal que 0 ≤ |b| ≤ ma. Por definicio´n de grupo
aislado, todo elemento de Γ pertenecera´ a A, que no sera´ propio. Luego el
u´nico subgrupo aislado es el trivial, y Γ es de rango 1.
Rec´ıprocamente, si Γ es de rango 1, dado un elemento a ∈ Γ+ consideramos
el conjunto
A = {b ∈ Γ | ∃n ∈ N tal que |b| < na}
A es un subgrupo de Γ, pues dados b, c ∈ A, existen n1 y n2 tales que
|b| < n1a , |c| < n2a y se cumple |b− c| ≤ |b|+ |c| ≤ n1a+n2a = (n1 +n2)a ,
por lo que b− c ∈ A. Tambie´n a pertenece a A , pues a < 2a, y por lo tanto
A 6= {0}. Adema´s, si A no fuese el total ser´ıa un grupo aislado, pues dados
c ∈ Γ, b ∈ A tales que |c| < |b|, se cumple |c| < |b| < na y c pertenecer´ıa a
A. Como Γ es de rango 1, no tiene grupos aislados no triviales y por tanto
Γ = A, por lo que cumple la propiedad arquimediana por construccio´n.
Para los grupos ordenados de rango superior conviene tener en mente un
ejemplo como Rn. En e´l, el subgrupo formado por lasm u´ltimas componentes
(0 ≤ m < n) es aislado, y estos son todos sus subgrupos aislados, claramente
ordenados por inclusio´n. Si se realiza el cociente del subgrupo de las m+ 1
u´ltimas componentes por el de las m u´ltimas, obtenemos un grupo isomorfo
a R, que consiste en ver las coordenadas de la posicio´n n − (m + 1). A
continuacio´n se muestran tres enunciados que formalizan estas ideas para
productos ma´s generales. No incluimos sus demostraciones, que se pueden
encontrar en [ZS76, Pa´gs. 48,49],[Bou06, Pa´gs. 108-111].
Proposicio´n 1.18. Si A es un subgrupo aislado de Γ, Γ/A es un grupo or-
denado con el orden inducido por el paso al cociente. Adema´s, Γ/A se puede
ver como un subgrupo de Γ, y el orden anterior coincide con el de subgrupo.
En particular, hay una correspondencia entre los subgrupos aislados de Γ/A
y los de Γ que contienen a A.
Corolario 1.19. Si {0} = A0 ⊆ A1 ⊆ · · · ⊆ An−1 son todos los subgru-
pos aislados de Γ = An, entonces Γi = Ai/Ai−1, i = 1, . . . , n son grupos
arquimedianos y Γ es isomorfo a
n∏
i=1
Γk.
Corolario 1.20. Si Γ1, Γ2 son dos grupos ordenados,
rg(Γ1 × Γ2) = rg(Γ1) + rg(Γ2)
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1.1.3. Rango racional de un grupo ordenado
Adema´s de contar el nu´mero de subgrupos aislados de un grupo ordena-
do, nos vamos a interesar por otra medida de su taman˜o: el rango racional.
Esta nocio´n no es exclusiva de grupos ordenados, sino que puede establecerse
para cualquier grupo abeliano. La idea es sencilla, transformar un grupo abe-
liano (un Z-mo´dulo) en un Q-espacio vectorial y mirar su dimensio´n [Bou06].
Definicio´n 1.21. Se define el rango racional de un grupo abeliano Γ, que
se denotara´ por rt.rg(Γ), como la dimensio´n del Q-espacio vectorial
ΓQ = Γ⊗Z Q
Al igual que con el rango, en caso de no ser finito so´lo se indicara´ que es de
rango racional infinito.
Se dice que ΓQ se ha obtenido por extensio´n de escalares, y es, intuiti-
vamente, el menor Q-e.v. que contiene a Γ (se ha permitido multiplicar por
nu´meros racionales).
Observacio´n. Algunos grupos ya forman unQ-espacio vectorial (Qn,Rn...),
y ΓQ = Γ para ellos. Concretamente, para los grupos sin torsio´n (como es el
caso de los grupos ordenados), aquellos que son Q-espacios vectoriales son
exactamente los grupos divisibles. Un grupo Γ se dice divisible si para todo
n ∈ Z y todo a ∈ Γ existe un b ∈ Γ tal que n · b = a.
Se puede dar una definicio´n equivalente de una forma algo ma´s expl´ıcita
utilizando la nocio´n de dependencia racional [ZS76].
Definicio´n 1.22. Sea Γ un grupo abeliano. Se dice que un subconjunto
A ⊂ Γ es racionalmente dependiente si existen elementos a1, a2, . . . , am ∈ A
y nu´meros enteros n1, n2 . . . , nm, no todos nulos, tales que n1a1 + n2a2 +
· · ·+ nmam = 0.
En caso contrario, se dira´ que A es racionalmente independiente, o que sus
elementos son racionalmente independientes.
Proposicio´n 1.23. El rango racional de un grupo abeliano Γ es el mayor
cardinal de un subconjunto racionalmente independiente de Γ.
Demostracio´n. La dimensio´n de un espacio vectorial es el cardinal del mayor
conjunto linealmente independiente. Basta ver por tanto que las condiciones
de dependencia lineal en ΓQ y la de dependencia racional en Γ son equivalen-
tes. En primer lugar, notemos que todo elemento de Γ⊗ZQ se puede expresar
como un tensor puro, pues a1⊗p1q1 +a2⊗
p2
q2
= q2p1(a1⊗ 1q1q2 )+q1p2(a2⊗ 1q1q2 ) =
(q2p1a1 + q1p2a2) ⊗ 1q1q2 . Si se considera una combinacio´n lineal de los ele-
mentos a1 ⊗ q1, a2 ⊗ q2, . . . , am ⊗ qm ∈ ΓQ (sobre Q) que sea igual a 0,
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se pueden quitar los denominadores de los escalares y los elementos qi. De
este modo, so´lo aparecen nu´meros enteros en la expresio´n, que se podra´n
considerar multiplicando a los elementos del grupo Γ. De esta forma se ha
visto que la independencia lineal de un conjunto en ΓQ es equivalente a la
de independencia racional.
Proposicio´n 1.24 (Rango racional de un producto). Sean Γ1 y Γ2 dos
grupos abelianos de rango racional finito. Se cumple que
rt.rg(Γ1 × Γ2) = rt.rg(Γ1) + rt.rg(Γ2)
Demostracio´n. Basta sen˜alar que Γ1×Γ2 = Γ1⊕Γ2 como Z-mo´dulos y que
(Γ1 ⊕ Γ2)⊗Z Q ' (Γ1 ⊗Z Q)⊕ (Γ2 ⊗Z Q).
Ejemplos 1.25.
Z y Q tienen rango racional 1. (Z⊗Z Q ' Q).
Zn tiene rango racional n, pero el de Z[
√
2]
n
es 2n. (Resaltemos que
Z[
√
2] ⊆ R es isomorfo a Z × Z como grupo, ¡pero no como grupo
ordenado si a Z× Z se le dota del orden lexicogra´fico!)
R tiene rango racional infinito.
Proposicio´n 1.26. Sea Γ un grupo ordenado. Entonces se tiene
rg(Γ) ≤ rt.rg(Γ)
Demostracio´n. Para demostrar este hecho vamos a ver que si Γ tiene n sub-
grupos aislados distintos Γ0,Γ1, . . . ,Γn−1, con Γ0 ( Γ1 ( Γ2 · · · ( Γn−1 (
Γn = Γ podemos encontrar n elementos racionalmente independientes en Γ.
Sean a1, a2, . . . , an ∈ Γ tales que ai ∈ Γi\Γi−1 (en particular todos ellos dis-
tintos y no nulos). Supongamos que existiese una combinacio´n m1a1 + · · ·+
mnan = 0 , con m1, . . . ,mn ∈ Z no todos nulos, y sea k el mayor sub´ındice
tal que mk 6= 0. Se tiene que mkak = −m1a1 − m2a2 − · · · − mk−1ak−1.
Todos los elementos del lado de la derecha pertenecen a Γk−1, y por lo tanto
tambie´n mkak, lo que nos lleva al absurdo de que ak ∈ Γk−1, pues es un
subgrupo aislado y 0 ≤ |ak| ≤ |mkak|.
1.1.4. Teorema de la Inmersio´n de Hahn
En la seccio´n 1.1.1 se probo´ que todo grupo arquimediano es subgrupo
de R, y se dieron ejemplos de distintos grupos no-arquimedianos. Pero, ¿se
pueden describir todos los grupos ordenados como subgrupo de algu´n grupo
modelo? ¿Son los ejemplos presentados todos los posibles?
La respuesta a la primera pregunta es afirmativa, y tal descripcio´n la pro-
porciona el llamado Teorema de la Inmersio´n de Hahn, demostrado por
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Hans Hahn en 1907 [Ehr95]. Concretamente, afirma que todo grupo orde-
nado es isomorfo (como grupo ordenado) a un subgrupo de un “Producto
de Hahn” de copias de R. Este producto de Hahn generaliza el orden lexi-
cogra´fico cuando el conjunto I que indexa un producto no es necesariamente
bien ordenado. Adema´s, nos permite construir grupos con un conjunto ∆ de
clases de comparabilidad (totalmente ordenado) cualquiera. Presentamos a
continuacio´n esta construccio´n y el enunciado del teorema, del que se puede
encontrar una demostracio´n en [Gra56]. En [Ehr95] se encuentra una detalla-
da explicacio´n de la interpretacio´n de este resultado junto a una interesante
digresio´n histo´rica.
Sea ∆ un conjunto totalmente ordenado. Definimos:
W (∆) =
{
(ai) ∈
∏
i∈∆
R
∣∣ {i ∈ ∆ | ai 6= 0} esta´ bien ordenado }
Dotamos a este conjunto con una estructura de grupo ordenado con la suma
definida por componentes y el orden dado por (1.2) (bien definido por ha-
bernos restringido a los subconjuntos bien ordenados de ∆). Son destacables
otras formas de representar este grupo. Recordemos que el producto
∏
i∈∆
R
es el conjunto de aplicaciones de ∆ en R. Por tanto, un elemento de W (∆)
se puede representar como lo que se llama una serie de Hahn:∑
i∈∆
aiX
i , ai ∈ R ; {i ∈ ∆ | ai 6= 0} bien ordenado
Enunciemos finalmente las propiedades del grupo W (∆).
Proposicio´n 1.27. W (∆) es un grupo divisible, y su conjunto de clases
arquimedianas es ∆.
Teorema 1.28 (Teorema de la Inmersio´n de Hahn). Sea Γ un grupo orde-
nado y ∆(Γ) su conjunto de clases arquimedianas. Entonces Γ es isomorfo
a un subgrupo de W (∆(Γ)).
Teorema 1.29 (Teorema de Completitud de Hahn). No existe una exten-
sio´n propia de W (∆) que tenga a ∆ como conjunto de clases arquimedianas.
(Se dice que W (∆) es arquimediano-completo).
Los grupos ordenados con los que nos encontraremos en los ejemplos
propuestos a lo largo de este trabajo sera´n fundamentalmente productos
cartesianos, o sumas directas. Sin embargo, tambie´n nos encontraremos con
grupos de los que no sabremos dar una descripcio´n expl´ıcita. Este teorema
nos permite tener constancia de que todos los grupos ordenados “se com-
portan de forma similar” a los ejemplos dados, y que el estudio de estos
ejemplos proporciona una buena idea de la generalidad de la teor´ıa.
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Estos resultados han sido ampliamente generalizados (a grupos parcial-
mente ordenados, cuerpos ordenados... Ver [Ehr95]).
1.2. Valoraciones
1.2.1. Definiciones y propiedades ba´sicas
Dado un grupo ordenado Γ, se denotara´ por Γ∞ al conjunto Γ ∪ {∞}
(siendo ∞ un elemento que no pertenezca a Γ). Se extiende a e´l el orden
total de Γ por a <∞ ∀ a ∈ Γ, y se define la operacio´n∞+a =∞ ∀ a ∈ Γ∞.
De este modo + sigue siendo compatible con este orden en Γ∞.
Definicio´n 1.30 (Valoracio´n). Sea K un cuerpo. Una valoracio´n sobre K es
una aplicacio´n sobreyectiva v : K \{0} → Γ, donde Γ es un grupo ordenado,
que verifica:
(V1) v(xy) = v(x) + v(y)
(V2) Si x 6= −y, v(x+ y) ≥ mı´n{v(x), v(y)}.
Una tal aplicacio´n se extiende a todo K definiendo v(0) =∞, extendien-
do el dominio de llegada a Γ∞.
Al par (K, v) le llamaremos cuerpo valuado.
Observaciones.
La condicio´n (V1) indica que v es un homomorfismo del grupo mul-
tiplicativo (K∗, ·) en (Γ,+). El grupo imagen Γ se llama grupo de la
valoracio´n, o grupo de valores de v.
La desigualdad (V2) se denomina desigualdad ultrame´trica.
En cualquier cuerpo K, la aplicacio´n definida por v(x) = 0 si x 6= 0,
v(0) = ∞ es una valoracio´n, que se denomina valoracio´n trivial o
impropia.
Si el grupo de valores de v es Z, se dice que v es una valoracio´n discreta.
La restriccio´n de una valoracio´n v : K → Γ∞ a un subcuerpo de K,
L ⊆ K, es una valoracio´n de L.
Directamente de la definicio´n de valoracio´n se pueden deducir algunas
primeras propiedades:
Propiedades 1.31.
Sea (K, v) un cuerpo valuado con grupo de valores Γ.
i) v(1) = 0
ii) v(w) = 0 para todo w ∈ K ra´ız de la unidad. (Es decir, si existe
n ∈ N, n > 0 tal que wn = 1)
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iii) v(−x) = v(x) ∀x ∈ K
iv) v(x− y) ≥ mı´n{v(x), v(y)} ∀x, y ∈ K
v) v( 1x) = −v(x) ∀x ∈ K, x 6= 0
vi) v( yx) = v(y)− v(x) ∀x, y ∈ K, x 6= 0
vii) v(
∑n
i=1 xi) ≥ mı´n{v(xi) : i = 1 . . . n}
Demostracio´n. i) v(1) = v(1 · 1) = v(1) + v(1) por (V1). Luego debe cum-
plirse v(1) = 0.
ii) Si wn = 1 se debe cumplir, (por (V1)), que v(wn) = nv(w) = v(1) = 0.
Por ser Γ sin torsio´n, v(w) = 0.
iii) v(−x) = v(−1) + v(x) = 0 + v(x).
iv) v(x− y) = v(x+ (−y)) ≥ mı´n{v(x), v(−y)} = mı´n{v(x), v(y)}.
v) 0 = v(1) = v(x · 1x) = v(x) + v( 1x), por lo que v( 1x) = −v(x).
vi) v( yx) = v(y) + v(
1
x).
vii) Basta aplicar induccio´n. Para n = 1 o´ n = 2 se cumple por defini-
cio´n, y suponie´ndolo cierto para n − 1, v(∑ni=1 xi) = v(∑n−1i=1 xi + xn) ≥
v(mı´n{v(xi) : i = 1 . . . n− 1}+xn), que a su vez, por (V2), es mayor o igual
que mı´n{mı´n{v(xi) : i = 1 . . . n− 1}, v(xn)} = mı´n{v(xi) : i = 1 . . . n}.
Proposicio´n 1.32. Sea (K, v) un cuerpo valuado. Si para un conjunto de
elementos x1, . . . , xn ∈ K el minimo de los valores v(xi) es alcanzado por
uno so´lo de ellos, entonces
v(
n∑
i=1
xi) = mı´n{v(xi) : i = 1 . . . n} (1.3)
En particular
v(x+ y) = v(x) si v(x) < v(y) (1.4)
Demostracio´n. Sin pe´rdida de generalidad se puede suponer que v(x1) <
v(xi) ∀i = 2, . . . , n. Por un lado se tiene que v(x1 + · · ·+ xn) ≥ mı´n{v(xi) :
i = 1 . . . n} = v(x1). Si se cumpliese v(x1 + · · ·+xn) > v(x1), se tendr´ıa que
v(x1) = v((x1 + · · ·+ xn)− (x2 + · · ·+ xn)) ≥ mı´n{v(x1 + · · ·+ xn), v(x2 +
· · ·+ xn)} > v(x1), pues v(x2 + · · ·+ xn) > v(x1) por hipo´tesis, llegando as´ı
a una contradiccio´n.
Observacio´n. Una familia importante de valoraciones son aquellas cuyo
grupo de valores es un subgrupo de R (llamadas valoraciones reales). Este
hecho permite, entre otras cosas, trasladar la topolog´ıa de R al cuerpo K
considerado, definir una nocio´n de “sucesio´n de Cauchy” en e´l y construir
el “completado de K” para esa valoracio´n de una forma ana´loga a como
se construye R a partir de Q. Un estudio detallado de esta construccio´n y
la teor´ıa a la que da lugar este tipo de valoraciones se puede encontrar en
[Rib99].
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Definicio´n 1.33 (Valoraciones equivalentes). Dadas dos valoraciones del
cuerpo K, v1 : K → Γ1∞ y v2 : K → Γ2∞, se dira´ que son equivalentes si
exite un isomorfismo de grupos ordenados, ϕ : Γ1 → Γ2 tal que para todo
x ∈ K∗, v2(x) = ϕ(v1(x)).
Ejemplo 1.34. Si Γ es un subgrupo no trivial de R (es decir, de rango 1),
la aplicacio´n ϕc : Γ → R dada por ϕc(a) = c · a, con c ∈ R>0, induce un
ismorfismo ordenado con su imagen (pues si a < b, ca < cb por ser c > 0).
Por tanto, dada una valoracio´n con llegada en un subgrupo de R, se pueden
construir valoraciones equivalentes multiplicando sus valores por una cons-
tante positiva.
De igual forma, si Γ es un subrupo de Rn (o´ RN), se pueden construir va-
loraciones equivalentes multiplicando cada componente por una constante
positiva. Es decir, fijando c1, . . . , cn ∈ R>0 y definiendo la aplicacio´n
ϕc1,...,cn : Γ→ Rn , ϕc1,...,cn(a1, . . . , an) = (c1 · a1, . . . , cn · an)
En [Rib99, Pa´gs. 10,11] se encuentra una demostracio´n del hecho de
que para las valoraciones reales, toda valoracio´n equivalente es de la forma
explicada en este ejemplo.
Proposicio´n 1.35. Si K es un cuerpo finito, su u´nica valoracio´n es la
trivial.
Demostracio´n. Supongamos que K tiene q elementos (K ' Fq), y sea v :
K → Γ∞ una valoracio´n suya. Dado a ∈ K∗, se cumple que aq−1 = 1, y por
la propiedad ii) v(a) = 0.
Nota. En [Rib99, Pa´g. 112] se demuestra que los u´nicos cuerpos que so´lo
admiten una valoracio´n son las extensiones algebraicas de Fp.
Definicio´n 1.36 (Rango y rango racional). Sea v : K → Γ∞ una valoracio´n
del cuerpo K. Se define el rango de v, denotado por rg(v), como el rango
de su grupo de valores, Γ. Del mismo modo, se define su rango racional,
rt.rg(v), como el rango racional de Γ.
En muchos casos, una forma pra´ctica de definir valoraciones en un cuerpo
K es definirlas en un subanillo A tal que K sea (isomorfo a) su cuerpo de
fracciones y extenderla usando la propiedad vi). Este hecho se detalla en la
siguiente proposicio´n:
Proposicio´n 1.37. Sea A un dominio de integridad, K su cuerpo de frac-
ciones, Γ un grupo ordenado y v : A \ {0} → Γ una aplicacio´n cumpliendo
las propiedades (V1) y (V2) de la definicio´n 1.30. Entonces la aplicacio´n
v˜ : K → Γ∞ definida por v˜(ab ) = v(a)− v(b) , si a, b ∈ A∗v˜(x) =∞ , si x = 0 (1.5)
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es una valoracio´n de K, cuya restriccio´n a A\{0} es v. Adema´s, es la u´nica
valoracio´n de K con esta propiedad.
Demostracio´n. En primer lugar, la aplicacio´n v˜ esta´ bien definida indepen-
dientemente del representante de ab elegido. Si
a1
b1
= a2b2 , entonces a1b2 = a2b1,
y v(a1) + v(b2) = v(a2) + v(b1), por cumplir v la propiedad (V1). En conse-
cuencia v˜(a1b1 ) = v(a1)− v(b1) = v(a2)− v(b2) = v˜(a2b2 ).
De existir una valoracio´n v̂ de K que coincida en A \ {0} con v debe ser
esta aplicacio´n, pues se debe cumplir la propiedad vi) para todo elemento
a
b ∈ K, y se quiere que v̂(a) = v(a) ∀ a ∈ A∗.
La aplicacio´n v˜ es una valoracio´n, pues si ac ,
b
d ∈ K se tiene:
(1) • Si a 6= 0 y c 6= 0,
v˜(
a
b
· c
d
) = v˜(
ac
bd
) = v(ac)−v(bd) = (v(a)−v(b))+(v(c)−v(d)) = v˜(a
b
)+ v˜(
c
d
)
• Si a o´ c son 0, v˜(ab · cd) = v˜(0) =∞, y v˜(ab ) + v˜( cd) =∞+ α =∞.
(2)
v˜(
a
b
+
c
d
) = v(ad+cb)−v(bd) ≥ mı´n{v(a)+v(d), v(c)+v(b)}−v(b)−v(d) ={
v(a)− v(b) = v˜(ab ) si v(a) + v(d) ≤ v(c) + v(b) i.e, si v˜(ab ) ≤ v˜( cd )
v(c)− v(d) = v˜( cd ) si v(c) + v(b) ≤ v(a) + v(d) i.e, si v˜( cd ) ≤ v˜(ab )
(3) El u´nico elemento que es enviado a ∞ es el 0.
Nota. En lo que sigue, siempre que se haga uso de esta propiedad se denotara´
de la misma forma la aplicacio´n v y su extensio´n, incurriendo en un pequen˜o
abuso de notacio´n.
1.2.2. Anillo de valoracio´n. Cuerpo residual
En este apartado vamos a asociar a una valoracio´n v : K → Γ∞ algunos
objetos algebraicos que proporcionara´n informacio´n relevante sobre ella. En
particular lo que se llamara´ el anillo de la valoracio´n determinara´ completa-
mente dicha valoracio´n. Ello permite establecer una correspondencia entre
las valoraciones y algunos tipos de anillos, facilitando el estudio de ambos
conceptos.
Proposicio´n y Definicio´n 1.38 (Anillo de una valoracio´n. Cuerpo resi-
dual). Sea K un cuerpo y sea v : K → Γ∞ una valoracio´n sobre K.
El conjunto Av = {x ∈ K | v(x) ≥ 0} es un subanillo de K. Se le
denominara´ anillo de la valoracio´n.
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Las unidades del anillo Av son exactamente los elementos x ∈ K tales
que v(x) = 0. Es decir, A∗v es el nu´cleo de v (como homomorfismo del
grupo K∗ en Γ).
El conjunto mv = {x ∈ K | v(x) > 0} es el u´nico ideal maximal de
Av, (es decir, Av es un anillo local). Se le denomina el ideal de la
valoracio´n.
Si x ∈ K\Av, x−1 ∈ mv.
El cociente κv = Av
/
mv es un cuerpo, llamado el cuerpo residual de la
valoracio´n (o tambe´n cuerpo de residuos). La imagen de un elemento
de Av por el paso al cociente en κv se denomina su v-residuo.
Demostracio´n. En primer lugar, 0, 1 ∈ Av. Dados x, y ∈ Av, v(x − y) ≥
mı´n{v(x), v(y)} ≥ 0, y v(xy) = v(x) + v(y) ≥ 0, por lo que x − y y xy
pertenecen a Av, que sera´ entoces un subanillo de K.
Si x ∈ A∗v, existe u ∈ Av tal que xu = 1, luego v(x) + v(u) = v(1) = 0.
Al ser v(x) y v(u) no negativos, deben ser ambos nulos. Rec´ıprocamente, si
v(x) = 0, sabemos que su inverso en K cumple v(x−1) = −v(x) = 0. Por
tanto x−1 ∈ Av y x es inversible en Av.
El conjunto mv es exactamente Av\A∗v, por lo que en caso de ser ideal,
debe ser maximal y el u´nico con esta propidad. Efectivamente, mv es ideal,
por el mismo razonamiento que prueba que Av es subanillo (con desigual-
dades estrictas). Esto implica que κv es un cuerpo.
Por u´ltimo, si x ∈ K\Av, entonces v(x) < 0, v(x−1) = −v(x) > 0 y
x−1 ∈ mv.
En la siguiente proposicio´n comprobamos el hecho de que una valoracio´n
esta´ totalmente determinada por su anillo de valoracio´n.
Proposicio´n 1.39. Dos valoraciones sobre un mismo cuerpo K tienen el
mismo anillo de valoracio´n si y so´lo si son equivalentes. En este caso tendra´n
adema´s los mismos ideales maximales y cuerpos de residuos.
Demostracio´n. Sean v1 : K → Γ1∞ y v2 : K → Γ2∞ dos valoraciones, con
anillos de valoracio´n Av1 y Av2 respectivamente.
Si v1 y v2 son equivalentes, existe un isomorfismo de grupos ordenados
ϕ : Γ1 → Γ2 tal que para todo x ∈ K∗, v2(x) = ϕ(v1(x)). Por ser isomorfis-
mo de grupos ordenados, cumple v2(x) = ϕ(v1(x)) ≥ 0 = ϕ(0) ⇔ v1(x) ≥ 0,
por lo que Av1 y Av2 coinciden. Al ser Av1 = Av2 anillos locales, su u´ni-
co ideal maximal debe coincidir y tambie´n coincidira´n sus cuerpos residuales.
Supongamos ahora que los anillos de valoracio´n coinciden. Se construye
un isomorfismo entre Γ1 y Γ2 de la siguiente forma. Dado a ∈ Γ1 existe
x ∈ K tal que a = v1(x), y definimos ϕ : Γ1 → Γ2, ϕ(v1(x)) = v2(x). Hace
falta comprobar que la definicio´n no depende del elemento x elegido. Si se
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tiene que v1(x) = v1(x
′), entonces v1( xx′ ) = 0, es decir,
x
x′ ∈ A∗v1 = A∗v2 , y
por tanto tambie´n v2(
x
x′ ) = 0, por lo que v2(x) = v2(x
′), como se quer´ıa
ver. Este mismo argumento demuestra que ϕ es inyectiva. ϕ es sobreyecti-
va por serlo v2 y tambie´n es morfismo de grupos, pues ϕ(v1(x) + v1(y)) =
ϕ(v1(xy)) = v2(xy) = v2(x) + v2(y).
So´lo falta comprobar que conserva el orden. Si v1(x) ≤ v1(y), entonces
v1(
y
x) ≥ 0 y yx ∈ Av1 . Al coincidir los dos anillos de valoracio´n tambie´n se
cumple que v2(x) ≤ v2(y).
Observacio´n (Anillo de valoracio´n). Debido a la proposicio´n 1.39 se puede
establecer la equivalencia entre las nociones de valoracio´n y de lo que se
denomina un anillo de valoracio´n. Esto permite definir valoraciones de otra
forma, lo que contribuye a una mayor generalidad y aplicabilidad de esta
teor´ıa.
Concretamente, se define un anillo de valoracio´n como un dominio de
integridad A tal que todo x ∈ Frac(A)∗ cumple que o bien x ∈ A, o´
x−1 ∈ A. Ya hemos visto que el anillo de una valoracio´n cumple esta propie-
dad. Rec´ıprocamente, dado un anillo de valoracio´n A se puede definir una
valoracio´n en su cuerpo de fracciones como se puede ver en [Bou06, Pa´g.
100].
1.2.3. Ejemplos caracter´ısticos de valoraciones
Vamos a considerar y analizar aqu´ı algunos de los ejemplos ma´s signi-
ficativos de valoraciones, frecuentemente usados en muchos a´mbitos de las
matema´ticas y que, en buena medida, han motivado el desarrollo de la teor´ıa.
Valoracio´n p-a´dica en Z
Sabemos que todo nu´mero entero m admite una factorizacio´n en numeros
primos de la forma
m = pr11 · · · prnn
con p1, . . . pn ∈ Z primos distintos, y r1, . . . , rn ∈ Z>0. Adema´s, esta facto-
rizacio´n es “esencialmente u´nica” (u´nica salvo posibles elecciones del signo
de los pi y reordenacio´n de e´stos).
Por tanto, fijado un nu´mero primo p, cada nu´mero entero m se es-
cribe en la forma m = pr · m′, siendo m′ un entero no divisible por p
y r ∈ Z≥0 bien definido a partir de p y m. Definiremos el orden de m
en p como el exponente r de p en esta descomposicio´n, y lo denotare-
mos como vp(m). La aplicacio´n vp : Z\{0} → Z as´ı obtenida cumple las
propiedades (V1) y (V2) de una valoracio´n. En efecto, si m1 = p
r1m′1 y
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m2 = p
r2m′2 se tiene que m1 · m2 = pr1+r2m′1m′2, por lo que se cumple
(V1). Adema´s, m1 +m2 = p
mı´n{r1,r2}(pr1−mı´n{r1,r2}m′1 + pr2−mı´n{r1,r2}m′2) y
vp(m1 +m2) ≥ mı´n{r1, r2}, cumplie´ndose (V2).
Aplicando la proposicio´n 1.37 se obtiene una valoracio´n del cuerpo Q
dada por
vp : Q→ Z∞
vp(
m
n ) = vp(m)− vp(n) si m 6= 0
vp(0) =∞
(1.6)
que lleva el nombre de valoracio´n p-a´dica.
Se puede demostrar (ver [Rib99, Secc. 1.3] o´ [ZS76, p.39]) que e´stas son
las u´nicas valoraciones no triviales que se pueden definir en Q.
Veamos ahora cua´l es el anillo, ideal y cuerpo residual de esta valoracio´n.
Sea mn ∈ Q con m y n primos entre s´ı. Se cumple que vp(mn ) ≥ 0 ⇔ vp(m) ≥
vp(n) ⇔ p - n. Por ello tenemos
Avp = {
m
n
| m,n ∈ Z, n 6= 0, p - n}
Del mismo modo,
mvp = {
m
n
| m,n ∈ Z, n 6= 0, p|m y p - n}
Es decir, Avp es exactamente la localizacio´n Z(p).
Mostremos ahora que el cuerpo de residuos es (isomorfo a) Fp = Z/(p).
Consideramos el paso al cociente ϕ : Avp → κvp , y su restriccio´n a Z, ϕ|Z.
El nu´cleo de ϕ es mvp , y por tanto el de ϕ|Z es mvp ∩ Z = (p), por lo que
Z/(p) ' Im(ϕ|Z). Basta ver que la restriccio´n a Z sigue siendo sobreyectiva,
pero esto es claro, pues si m y n son primos entre s´ı, el valor de m/n es el
mismo que el de m.
Esta aplicacio´n fue estudiada por primera vez de forma impl´ıcita por
Hensel en 1887, y la nocio´n de valoracio´n surge en gran medida de su ge-
neralizacio´n como “medida de la multiplicidad de un elemento”. El propio
Hensel desarrollo´ la teor´ıa de los nu´meros p-a´dicos, donde la valoracio´n p-
a´dica se puede utilizar para definir una me´trica.
Esta valoracio´n se puede generalizar al cuerpo de fracciones de cualquier
Dominio de Factorizacio´n U´nica (DFU) sin grandes modificaciones. En par-
ticular, en K(x) se puede considerar la valoracio´n p(x)-a´dica asociada a
un polinomio irreducible p(x) ∈ K[x], siendo el pro´ximo ejemplo un caso
particular de e´sto.
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Valoracio´n de orden en el cuerpo de funciones racionales
Dado K un cuerpo, el cuerpo de funciones racionales con coeficientes en
K es el cuerpo de fracciones de K[x], que se denotara´ por K(x).
Fijado un a ∈ K se define para un f ∈ K[x] su orden en a por:
orda(f) = mı´n{r ∈ Z≥0 | f (r)(a) 6= 0}
Donde f (r) denota la derivada formal r-e´sima de f . Coincide con el valor
r ∈ Z≥0 para el que
f(x) = (x− a)rf˜(x) ; f˜ ∈ K[x] , f˜(a) 6= 0
Denotando por deg(f) el grado de un polinomio no nulo f ∈ K[x], se gene-
raliza la nocio´n de orden para a =∞ como:
ord∞(f) = −deg(f)
De este modo, para todo a ∈ K ∪ {∞} la aplicacio´n va : K[x]\{0} → Z,
va(f) = orda(f) cumple las propiedades (V1) y (V2) de la definicio´n 1.30.
Para a ∈ K, e´sto se comprueba igual que en el caso anterior, y para
a = ∞ basta ver que dados f, g ∈ K[x]\{0} deg(f · g) = deg(f) + deg(g)
y v∞(f + g) = −deg(f + g) ≥ mı´n{v∞(f), v∞(g)}, pues deg(f + g) ≤
ma´x{deg(f), deg(g)}. Gracias a la proposicio´n 1.37 se obtiene entonces una
valoracio´n sobre K(x), llamada valoracio´n de orden en un punto a:
va : K(x)→ Z∞
va(
f
g ) = orda(f)− orda(g)
v∞(0) =∞
(1.7)
Si a ∈ K, mediante un argumento de divisibilidad exactamente igual al
del ejemplo anterior obtenemos que Ava es la localizacio´n K(x−a) y su cuerpo
residual es κva ' K[x]/(x− a).
El caso a =∞ es algo distinto. Tenemos que v∞(fg ) ≥ 0 ( resp. = 0) ⇔
deg(g) ≥ deg(f) (resp. deg(g) = deg(f). Luego el anillo y el ideal de esta
valoracio´n son, respectivamente:
Av∞ = {f/g | f, g ∈ K[x], g 6= 0, deg(f) ≤ deg(g)} ∪ {0}
mv∞ = {f/g | f, g ∈ K[x], g 6= 0, deg(f) < deg(g)} ∪ {0}
Veamos que en este caso el cuerpo de residuos κv∞ es isomorfo a K. De-
finimos una aplicacio´n ϕ : Av∞ → K que asocia a un cociente f/g ∈ Av∞ ,
f = a0 + · · · + anxn , g = b0 + · · · + bmxm, el valor 0 si deg(f) < deg(g)
(o´ si f = 0) y an/bn si deg(f) = deg(g). Es inmediato comprobar que ϕ es
un morfismo de anillos sobreyectivo, y por definicio´n su nu´cleo es mv∞ . Por
tanto κv∞ ' K.
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Nota. Si K es un subcuerpo de R, los elementos de K(x) definen funciones
de R en R, y esta valoracio´n mide “lo ra´pido que tienden a 0” en un entorno
de a. El va-residuo de una fraccio´n es exactamente el l´ımite en a de esta
funcio´n, si pertenece a R. Este l´ımite define en K lo que se llama un lugar.
Este concepto de lugar se puede generalizar a cualquier cuerpo, y resulta ser
equivalente al de valoracio´n, como se muestra en [ZS76].
La asignacio´n v(0) = ∞ se puede interpretar de una forma coherente por
ser 0 una funcio´n que tiende a 0 ma´s ra´pido que cualquier otra.
E´ste ha sido tambie´n un buen ejemplo para ilustrar la interpretacio´n geome´tri-
ca de la localizacio´n de un anillo.
Series meromorfas formales
Se define el anillo de series formales con coeficientes en un cuerpo K
como el conjunto K[[x]] de aplicaciones s : Z≥0 → K. Escribimos uno de
estos elementos como
s(x) =
∞∑
n=0
anx
n donde an = s(n)
Se define la suma y multiplicacio´n en K[[x]] de forma ana´loga a las opera-
ciones respectivas con polinomios.
Dada una serie s(x) =
∑∞
n=0 anx
n, se define su orden como ord(s) =
mı´n{n ∈ N ∪ {0} | an 6= 0} si este conjunto es no vac´ıo (i.e. si s 6= 0),
y ord(0) = ∞. Como se ha visto en la asignatura de Ecuaciones Algebrai-
cas, se tiene una representacio´n de los elementos del cuerpo de fracciones de
K[[x]], K((x)), como series meromorfas, ma´s concisa y co´moda que como
cocientes de series formales. Por ello daremos la definicio´n de la valoracio´n
directamente en esos otros te´rminos.
Teniendo en cuenta que los elementos inversibles de K[[x]] son preci-
samente las series de orden 0, un cociente de series formales s1s2 se puede
escribir de la forma s1xr s˜2 , con r = ord(s2), y por tanto s˜2 invertible, y
s1
s2
= x−r(s1s˜2−1). Por tanto el cuerpo de fracciones de K[[x]] es:
K((x)) = {
∞∑
n=n0
anx
n | n0 ∈ Z, an ∈ K ∀n ≥ n0}
Se define el orden de un elemento s ∈ K((x)) del mismo modo que
en K[[x]]: si s(x) =
∑∞
n=n0
anx
n 6= 0, se puede suponer que an0 6= 0, y
ord(s) = n0. Si s(x) = 0, se define ord(s) =∞.
La aplicacio´n
w : K((x))\{0} → Z
w(s) = ord(s)
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es una valoracio´n. En efecto, al multiplicar dos series el menor exponente
es la suma de los dos o´rdenes y al sumar dos series nunca va a aparecer un
te´rmino de orden ma´s negativo que los que ya hab´ıa.
Observacio´n. No´tese que la restriccio´n de esta valoracio´n al anillo de poli-
nomios K[x] es la valoracio´n de orden en 0 (y por tanto tambie´n al restrin-
girla al cuerpo K(x), que se puede ver como un subcuerpo de K((x))).
Para la valoracio´n w se tiene que
Aw = {
∞∑
n=n0
anx
n | n0 ≥ 0} = K[[x]]
mw = {
∞∑
n=n0
anx
n | n0 > 0} = {s ∈ K[[x]] | s no tiene te´rmino independiente}
Es claro que κw ' K, pues el te´rmino independiente de un elemento
s ∈ K[[x]] determina su clase de equivalencia en Aw/mw. Concretamente, el
morfismo ϕ : Aw → K, ϕ(s) = s(0) es sobreyectivo y su nu´cleo es mw.
Interseccio´n de curvas algebraicas
Mostramos ahora un ejemplo de valoracio´n para medir “la cantidad de
contacto” entre dos curvas planas en un punto (por ejemplo, O = (0, 0) ∈
C2). E´ste sera´ el primer ejemplo en el que necesitaremos ma´s de un valor
para cuantificar una propiedad, en concreto, sera´ una valoracio´n de rango
2. Para las definiciones y resultados sobre la multiplicidad de interseccio´n se
ha consultado [Ful08, cap. 3].
Dado un polinomio irreducible f(x, y) ∈ C[x, y], todo otro polinomio
g(x, y) ∈ C[x, y] se escribe de forma u´nica como
g = f rg˜ ; f - g˜
El exponente r se denomina la multiplicidad de la componente f en g.
De este modo f y g˜ son curvas sin componentes comunes, pero siguen pu-
diendo tener contacto en el punto O = (0, 0), medido por su multiplicidad
de interseccio´n en O. Definimos vf : C[x, y]→ Z×Z por vf (g) = (r,m), con
r el exponente en la descomposicio´n g = f rg˜ , f - g˜ y m la multiplicidad de
interseccio´n de f y g˜. Se considera Z×Z ordenado por el orden lexicogra´fico,
lo que corresponde con la idea de que tener una multiplicidad de componen-
te mayor corresponde a un mayor contacto que cualquier multiplicidad de
interseccio´n arbitraria. Las propiedades necesarias para verificar que cum-
ple (V1) y (V2) se pueden consultar en [Ful08]. Por tanto, vf se extiende al
cuerpo de fracciones C(x, y).
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1.2.4. Construccio´n de valoraciones con rango y rango racio-
nal arbitrario
En la seccio´n 1.1 hemos podido dar numerosos ejemplos de grupos or-
denados con distintos rangos y rangos racionales. Sin embargo, no es tan
sencillo definir valoraciones de forma que sus grupos de valores sean los gru-
pos de esos ejemplos. De hecho, la u´nica valoracio´n presentada hasta ahora
cuyo grupo de valores no es Z es la u´ltima expuesta (con grupo Z × Z). A
continuacio´n nos disponemos a presentar una clase de ejemplos que permiten
construir valoraciones de cualquier combinacio´n de rango y rango racional.
Nos basamos en las referencias [ZS76, Pa´gs. 100-103] y [Bou06, Pa´gs. 102-
103].
En primer lugar, veamos que para cualquier n,m ∈ N dados se puede
construir un grupo ordenado de rango n y rango racional n+m definiendo en
Zn+m un orden adecuado. En el caso m = 0, basta tomar el orden lexicogra´fi-
co, y para n = 1, m > 0 se pueden tomar m elementos α1 = 1, α2 . . . , αm ∈
R, algebraicamente independientes (por ejemplo αi =
√
ni, siendo ni el i-
e´simo natural que no es un cuadrado perfecto) y dotar a Z[α1, . . . , αm] ⊆ R
del orden inducido como subgrupo. Para el resto de casos se puede tomar
una combinacio´n de ambos Γ = Z× · · · × Z× Z[α1, . . . , αm].
Un orden as´ı definido induce un orden monomial en el anilloK[x1, . . . , xn+m]
(esto es, un buen orden en el conjunto de los monomios de este anillo com-
patible con las operaciones, similar al visto en la asignatura de Ecuacio-
nes Algebraicas para tratar la divisio´n de polinomios). Dado un polinomio
p(x1, . . . , xn+m) ∈ K[x1, . . . , xn+m], llamaremos monomio l´ıder al mayor
monomio de p para el orden considerado. Se define el grado de un polinomio
p como el elemento de Zn+m correspondiente al exponente del monomio l´ıder
de p y se denotara´ por deg(p). Se define la aplicacio´n
v : K[x1, . . . , xn+m]\{0} → Γ
v(p(x1, . . . , xn+m)) = −deg(p)
Veamos que cumple los axiomas de una valoracio´n. El monomio l´ıder del
producto de dos polinomios p y q sera´ el producto de sus monomios l´ıderes,
y sus exponentes se sumara´n, por lo que v(p · q) = v(p) + v(q), verifican-
do (V1). Por otro lado, al sumar dos polinomios no puede aparecer ningu´n
te´rmino de grado mayor que ma´x{deg(p), deg(q)}, (al igual que en el caso
de una variable), por lo que se cumple (V2). La aplicacio´n es sobreyectiva
pues los exponentes de los monomios se corresponden con los elementos de
Zn+m. Por la proposicio´n 1.37, queda definida una valoracio´n en el cuerpo
K(x1, . . . , xn+m). Debido a haber elegido el grupo Γ de esta forma, esta va-
loracio´n tendra´ rango n y rango racional n+m.
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Se puede realizar una construccio´n exactamente igual para polinomios
en infinitas variables, K(xi | i ∈ I), haciendo la correspondencia de los ex-
ponentes con un orden en
⊕
k∈I
Z.
En el siguiente cap´ıtulo encontraremos otras valoraciones con rangos su-
periores a 1. Como se vera´, muchas de ellas sera´n similares a las presentadas
en este ejemplo en el sentido de que sera´n valoraciones de una extensio´n
de K por un conjunto de elementos comparables entre ellos, siendo algunos
infinitamente mayores a los otros.
Otra forma de construir valoraciones con rangos arbitrarios es utilizando
las series de Hahn presentadas en la seccio´n 1.1.4. Si Γ es un grupo ordenado,
se puede definir una multiplicacio´n en el conjunto
K[XΓ] = {s(X) =
∑
i∈Γ
aiX
i
∣∣ ai ∈ K , {i ∈ Γ | ai 6= 0} bien ordenado }
que hace de e´l un cuerpo [Ehr95, Pa´g. 185]. La aplicacio´n v : K[XΓ] →
Γ , v(s) = mı´n{i ∈ Γ | s(i) 6= 0} es una valoracio´n con grupo de valores Γ.
Estas series son una generalizacio´n de las series de Puiseux, contenidas en
el cuerpo de las series de Hahn para Γ = Q. Las series de Puiseux tienen
gran importancia por su utilidad para parametrizar curvas algebraicas y por
formar un cuerpo algebraicamente cerrado.
Adema´s, un teorema de Kaplansky (cf. [Ehr95, Pa´g. 192]) nos indica
que todo cuerpo valuado (con algunas condicio´nes adicionales si es de ca-
racter´ıstica p > 0) es isomorfo a un subcuerpo de R[XΓ], y la valoracio´n
inducida por este isomorfismo en R[XΓ] es equivalente a la dada anterior-
mente.
Cap´ıtulo 2
Cuerpos de Hardy
En este segundo cap´ıtulo, que constituye el grueso del trabajo, se defi-
nira´n y estudiara´n los cuerpos de Hardy. El objetivo que se persigue intro-
duciendo estas estructuras es el de obtener un marco adecuado para estudiar
las propiedades del crecimiento asinto´tico de funciones no oscilantes. Se co-
menzara´ mostrando las primeras propiedades de estos cuerpos, que permiten
dotarlos de una rica estructura de cuerpo diferencial ordenado (no arquime-
diano en muchos casos).
En la segunda seccio´n se demostrara´ que la extensio´n de un cuerpo de
Hardy por un elemento algebraico sobre e´l es un cuerpo de Hardy; y que la
extensio´n por un elemento que satisface una ecuacio´n diferencial algebraica
de primer orden adecuada tambie´n es de Hardy. Para llegar a demostrar este
segundo teorema tendremos que definir el concepto de cuerpo real-cerrado
y ver que el conjunto de funciones algebraicas sobre un cuerpo de Hardy es
un cuerpo de Hardy real-cerrado. Con estos resultados podremos construir
formalmente el cuerpo de las L-funciones de Hardy en la seccio´n 2.3.
A continuacio´n se definira´n las relaciones de comparacio´n de ge´rmenes
de funciones con la notacio´n introducida por du Bois-Reymond, que se ha
vuelto esta´ndar en el a´rea tras su uso por Hardy y Bourbaki. Se mostrara´n
ejemplos de su uso, los l´ımites de su aplicacio´n y la conveniencia de los cuer-
pos de Hardy para su empleo. Estas relaciones de comparacio´n llevan a la
definicio´n de una valoracio´n en un cuerpo de Hardy, que “mide” el orden
de infinitud de las funciones. La conocida regla de l’Hoˆpital permite obtener
importantes propiedades de esta valoracio´n. Al final de la seccio´n se analizan
las nociones de rango y rango racional en esta valoracio´n, viendo algunos
ejemplos y conclusiones que se pueden obtener.
Finalmente, se aplicara´ todo lo visto a lo largo del cap´ıtulo en la de-
mostracio´n del teorema de Borel-Van den Dries, un ejemplo de co´mo las
31
32 CAPI´TULO 2. CUERPOS DE HARDY
herramientas aqu´ı introducidas permiten obtener resultados que de otra for-
ma ser´ıan mucho ma´s d´ıficiles de demostrar.
2.1. Definicio´n y propiedades
Para esta seccio´n seguiremos principalmente el ape´ndice del cap´ıtulo V
de [Bou07].
Queremos estudiar el crecimiento de funciones de variable real con lle-
gada en R en los entornos de un punto a ∈ R = R ∪ {−∞,∞}. Notemos en
primer lugar que podremos restingir nuestro estudio al crecimiento asinto´tico
de funciones en entornos de∞. En efecto, si se quieren estudiar las funciones
cerca de un punto a ∈ R, basta hacer el cambio de variable x 7→ 1x−a , y para
las funciones definidas en un entorno de −∞, el cambio x 7→ −x.
Sea H el conjunto de funciones a valores reales definidas en un entorno
de infinito, es decir,
H = {f : [a,∞)→ R | a ∈ R ∪ {−∞}}
Se denotara´ Df ⊆ R al dominio de definicio´n de una funcio´n f : Df → R.
Definimos una relacio´n en H como:
f ∼ g ⇔ ∃ b ∈ Df ∩Dg tal que f(x) = g(x) ∀x ≥ b
Es decir, dos funciones de H esta´n relacionadas si existe un intervalo [b,∞)
en el que ambas esta´n definidas y sus restricciones a e´l coinciden. Esta rela-
cio´n es de equivalencia. SeaH∞ = H
/
∼ el conjunto de clases de equivalencia
por esta relacio´n. La clase de una funcio´n f en H∞ se denominara´ su germen
en el infinito.
La construccio´n de este conjunto H∞ nos permite varias cosas. Por un
lado, centramos nuestra atencio´n en los valores de la funcio´n “cerca de ∞”.
Se dira´ que una propiedad en H es local si es compatible con esta relacio´n de
equivalencia (es decir, si no depende del representante). Son precisamente
estas propiedades las que estamos interesados en estudiar (son propiedades
locales, por ejemplo, ser derivable o tener un signo constante para x > a
para algu´n a ∈ R). Por otro lado, el conjunto H∞ tiene una estructura de
R-a´lgebra (es un anillo y un R-espacio vectorial). En efecto, definimos la su-
ma (resp. multiplicacio´n) de dos ge´rmenes de funciones como la suma (resp.
multiplicacio´n) usual de la restriccio´n de dos representantes al dominio de
definicio´n comu´n. El elemento neutro para la suma es el germen de la funcio´n
ide´nticamente nula, y para el producto el germen de la funcio´n constante de
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valor 1.
Mientras no haya lugar a confusio´n se denotara´ igual una funcio´n y su
germen. Siempre que se diga que un germen f˜ ∈ H∞ tiene una propiedad P ,
sera´ equivalente a decir que para todo representante f de f˜ existe un valor
M ∈ R tal que f cumple P en [M,∞]. Tambie´n se dira´ (haciendo un uso
incorrecto pero pra´ctico de esta palabra) que f cumple P eventualmente, o
en el infinito. Diremos que una funcio´n f : [a,∞) → R se anula indefini-
damente si existe una sucesio´n (xn)
∞
n=1 ⊆ R, xn → ∞ tal que f(xn) = 0
∀n ∈ N. Todas las propiedades que se van a estudiar son claramente locales,
y en la mayor´ıa de los casos no haremos mencio´n expresa de este hecho.
Nota. En este trabajo nos centraremos u´nicamente en el estudio de funciones
definidas en subconjuntos de R con llegada en R. Esto se puede generali-
zar, por un lado a funciones definidas en un conjunto filtrado cualquiera (en
nuestro caso la base del filtro son los intervalos [a,∞)), y por otro lado a
aplicaciones con llegada en un espacio vectorial normado (sobre R o incluso
sobre un cuerpo valuado cualquiera). De esta forma se podr´ıan definir cuer-
pos de Hardy sobre conjuntos ma´s generales. Una presentacio´n detallada de
estas definiciones se encuentra en [Bou07].
Observacio´n (Composicio´n de ge´rmenes). Es relevante comentar que en ge-
neral no esta´ definida la composicio´n de ge´rmenes de funciones. Sin embargo,
si una funcio´n f tiende a infinito cuando x → ∞, todos los representantes
de su germen tendra´n este comportamiento, y para todo germen g˜ ∈ H∞, la
composicio´n g˜ ◦ f˜ esta´ bien definida tomando el germen de la composicio´n
de representantes.
Tambie´n es posible hacer referencia al concepto distinto de la composicio´n
de un germen f˜ de H∞ con una funcio´n g ∈ H que tenga por dominio
Dg = I, si todo representante de f˜ toma eventualmente valores en I. La
composicio´n g ◦ f˜ es en este caso un elemento bien definido de H∞, que
tiene por representante g ◦ f , siendo f un representante cualquiera de f˜ .
Definicio´n 2.1 (Cuerpo de Hardy). Un cuerpo de Hardy k es un subanillo
de ge´rmenes de funciones de H∞ que cumple:
(H1) Es un cuerpo.
(H2) Es estable por derivacio´n. Es decir, si f˜ ∈ k, existe un entorno de
infinito, [a,∞), en el que un representante f es derivable, y (el germen
de) su derivada pertenece a k.
Una funcio´n f de un cuerpo de Hardy debe cumplir que para cada n ≥ 0,
su derivada n-e´sima f (n) existe eventualmente y es continua. Una funcio´n
que cumpla esta condicio´n se dira´ que es infinitamente derivable en infinito.
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Una funcio´n f : (a,∞) → R que sea de clase C∞ en un intervalo (a′,∞) es
infinitamente derivable en infinito, pero el rec´ıproco es falso. Se podr´ıa con-
siderar una funcio´n que fuese obteniendo ma´s regularidad a medida que x
creciese (por ejemplo que fuesen de clase Cn pero no Cn+1 en cada intervalo
[n, n+ 1)). As´ı pues, no podemos concluir de la definicio´n que los elementos
de un cuerpo de Hardy admitan representantes de clase C∞. No obstante,
en todos los ejemplos que vamos a tratar en esta memoria, los elementos ad-
miten representantes de clase C∞ (incluso, en la mayor parte de los casos,
anal´ıticos).
La nocio´n de cuerpo de Hardy, pese a su aparente simplicidad, impone
condiciones restrictivas a sus elementos, y van a restringir nuestro estudio
a una clase de funciones que tendra´n un comportamiento muy conveniente
para comparar su crecimiento asinto´tico. La condicio´n (H1) indica que todo
germen f de k no ide´nticamente nulo debe ser invertible. Esta condicio´n se
cumple si y so´lo si un representante de f no toma el valor 0 en un intervalo
de la forma [a,∞). Como f debe ser continua, sera´ estrictamente positiva
o negativa a partir de un momento (f tendra´ un signo bien definido). De
acuerdo con la condicio´n (H2), este hecho se aplica igualmente a su derivada
f ′, por lo que f sera´ estrictamente creciente, decreciente o constante. Y se
aplicara´ tambie´n a sus derivadas de cualquier orden, lo que hace que tenga
un “crecimiento muy regular” y la definicio´n de cuerpo de Hardy impone
una condicio´n de no oscilacio´n sobre sus elementos.
Sin embargo, la condicio´n de no oscilacio´n dada por que una funcio´n
f pueda pertenecer a un cuerpo de Hardy es ma´s restrictiva que el hecho
de que f y todas sus derivadas tengan un signo constante en infinito. En
efecto, hay funciones tales que tanto ella como todas sus derivadas tienen un
signo constante en infinito, y sin embargo no pueden formar parte de ningu´n
cuerpo de Hardy. Un ejemplo sencillo es la funcio´n f(x) = ex + sin(x), que
cumple que f (n)(x) > 0 ∀ n ∈ N ∀ x ≥ 1. Sin embargo, f no puede formar
parte de ningu´n cuerpo de Hardy, pues f − f ′ = sin(x) − cos(x), se anula
en todo x = pi/4 +mpi , m ∈ Z, es decir, estas funciones oscilan entre ellas
(figura 2.1).
A continuacio´n se resumen las propiedades ya comentadas:
Propiedades 2.2.
Sea k un cuerpo de Hardy y f ∈ k.
i) Cualquier representante de f toma valores u´nicamente estrictamente
positivos, estrictamente negativos o nulos para x superiores a un valor
a ∈ R. Escribiremos f > 0, f < 0 o´ f = 0 respectivamente.
ii) Cualquier representante de f es eventualmente estrictamente creciente,
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Figura 2.1: Funciones ex/2 + sinx y ex/2 + cosx oscilando entre ellas.
estrictamente decreciente, o constante.
iii) Para cualquier representante de f existe l´ım
x→∞ f(x) en R.
iv) La relacio´n definida en k por
f ≤ g ⇔ f − g ≤ 0
dota a k de un orden total tal que (k,+) es un grupo ordenado y
∀ f, g, h ∈ k, h ≥ 0 f ≤ g ⇒ f · h ≤ g · h.
Un cuerpo con un orden que satisface estas propiedades es llamado
cuerpo ordenado.
Demostracio´n. Como ya se ha dicho, i) y ii) se siguen de la existencia de
inversa de f y f ′ y de su continuidad. La propiedad iii), se deduce del hecho
de que f sea creciente, decreciente o constante en un entorno de infinito.
iv): Es claro que esta relacio´n es un orden, y es total pues si f, g ∈ k, f−g ∈ k
y cumple i). La compatibilidad con la suma y el producto son propiedades
ba´sicas de las funciones.
Observacio´n. Todo cuerpo ordenado (k,≤) debe ser de caracter´ıstica 0
(pues el grupo (k,+) es sin torsio´n, de acuerdo con la proposicio´n 1.6). Se
dice que un cuerpo ordenado es arquimediano si lo es su grupo aditivo (k,+),
siendo esto equivalente a que Q sea denso en k [Pre84, Prop. 1.19].
La mayor´ıa de cuerpos de Hardy no sera´n arquimedianos.
Adema´s, en un cuerpo de Hardy podemos tomar la derivada de cualquier
elemento, obtenie´ndose as´ı lo que se denomina un cuerpo diferencial (en el
sentido algebraico). En general, un cuerpo diferencial es simplemente un
cuerpo dotado de una operacio´n unaria que se comporta de forma similar
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a la derivacio´n de funciones (que cumpla la regla de Leibniz). En te´rminos
precisos:
Definicio´n 2.3 (Cuerpo diferencial. Cuerpo de constantes). Llamaremos
cuerpo diferencial a un cuerpo k junto con una aplicacio´n d : k → k que
cumpla
1. d(f+g) = d(f)+d(g) ∀ f, g ∈ k (es homomorfismo del grupo (k,+)).
2. d(f · g) = d(f) · g + f · d(g) ∀ f, g ∈ k.
El subconjunto de un cuerpo diferencial C = {f ∈ k | d(f) = 0} es un
subcuerpo denominado cuerpo de constantes de k.
Resumiendo, si k ⊆ H∞ es un cuerpo de Hardy, entonces (k , ≤ , ′) es
un cuerpo ordenado diferencial. En las secciones siguientes vamos a ver que
tambie´n podemos dotar a k de una valoracio´n natural que “mide” el orden
de magnitud de los valores que toma un elemento cuando el argumento x
es suficientemente grande y analizaremos la relacio´n que existe entre las
estructuras de orden, diferencial y valorada de un cuerpo de Hardy.
Ejemplos 2.4.
Son cuerpos de Hardy:
Q o´ R, identificando cada nu´mero con el germen de la funcio´n constante
que toma ese valor. En general, cualquier subcuerpo de R lo sera´, y
e´stos son los u´nicos arquimedianos.
Todo cuerpo de Hardy k tiene a Q como subcuerpo, y su cuerpo de
constantes sera´ el mayor subcuerpo de R contenido en k.
El cuerpo R(x) de funciones racionales con coeficientes en R. (Basta
comprobar que la derivada de una funcio´n racional es una funcio´n
racional).
R(xα | α ∈ Q) o´ R(xα | α ∈ R)
R(x, ex, log(x)), como se demostrara´ en la siguiente seccio´n.
En todos estos ejemplos se podr´ıa sustituir R por un subcuerpo suyo. En lo
que sigue consideraremos principalmente cuerpos de Hardy que contengan
a R. Adema´s, gracias a la siguiente proposicio´n, podremos suponerlo en
nuestros argumentos cuando sea necesario.
Proposicio´n 2.5. Si k es un cuerpo de Hardy, el cuerpo k(R) (menor ex-
tensio´n de k que contiene todas las constantes reales) es de Hardy.
Demostracio´n. Admitamos por ahora que para todo α ∈ R, el cuerpo k(α)
es de Hardy. Consideremos el conjunto K = {g ∈ H∞ | ∃ α1, . . . , αn ∈
2.2. EXTENSIONES DE CUERPOS DE HARDY 37
R tales que g ∈ k(α1, . . . , αn)}. Aplicando un nu´mero finito de veces el he-
cho de que k˜(α) es de Hardy para un k˜ de Hardy cualquiera, la extensio´n
k(α1, . . . , αn) tambie´n lo es. Por tanto para toda g ∈ K, g−1 y g′ pertenecen
a K. Adema´s, si g, h ∈ K, existen α1, . . . , αn, β1, . . . , βm ∈ R para los que
g, h ∈ K(α1, . . . , αn, β1, . . . , βm). Por ello, g−h y gh esta´n en K, y por tanto
K es un cuerpo de Hardy. K esta´ claramente contenido en k(R), de donde
se deduce que k(R) = K es de Hardy.
Para demostrar que k(α) es de Hardy para todo α ∈ R, podemos razonar
viendo que para todo polinomio P (T ) ∈ k[T ], P (α) es una funcio´n diferen-
ciable que no se anula indefinidamente. (Por induccio´n en el grado de P , por
ejemplo, dividiendo por el coeficiente dominante se obtiene un polinomio de
un grado menor que toma el mismo valor indefinidamente). Este resulta-
do sera´ tambie´n una consecuencia inmediata de los teoremas de la pro´xima
seccio´n.
2.2. Extensiones de cuerpos de Hardy
Se busca ahora poder construir nuevos cuerpos de Hardy a partir de los
ya conocidos. En concreto, los resultados presentados en esta seccio´n permi-
ten dar condiciones sobre una funcio´n f ∈ H∞ y un cuerpo de Hardy k para
que se pueda construir un nuevo cuerpo de Hardy an˜adiendo f a k. Usual-
mente, la funcio´n f que queremos an˜adir al cuerpo de Hardy suele no ser
expl´ıcita, pero sabemos que es solucio´n de algu´n problema natural en te´rmi-
nos del cuerpo base k. Aqu´ı nos cen˜imos a las dos situaciones ma´s comunes:
si f es algebraica sobre k, o si f es solucio´n de una ecuacio´n diferencial de
primer orden adecuada. Se presentan estos resultados siguiendo a [Ros83a].
Para el estudio de cuerpos reales-cerrados se ha consultado [Lan05, cap. 11]
y [Pre84, caps. 1,2,3].
2.2.1. Extensiones algebraicas
Teorema 2.6 (Extensio´n algebraica de un cuerpo de Hardy). Sea k un
cuerpo de Hardy y f ∈ H∞ un germen de una funcio´n continua tal que
existe un polinomio P (T ) ∈ k[T ] con coeficientes en k tal que P (f) = 0 (es
decir, f algebraico sobre k). Entonces el anillo k[f ] ⊆ H∞ es un cuerpo de
Hardy.
Nota. Si f perteneciese a una extensio´n de cuerpos de k (o simplemente a un
dominio de integridad), el hecho de que k[f ] es igual a su cuerpo de fracciones
ser´ıa conocido. Sin embargo, en principio con nuestras hipo´tesis no podemos
asegurar que esto ocurra. La particularidad del anillo H∞ (de poder evaluar
las funciones en puntos) nos permitira´ remitirnos al caso conocido.
Demostracio´n. Probemos en primer lugar que k[f ] es un cuerpo. Si se pudie-
se tomar un polinomio anulador de f , P (T ), que fuese irreducible en k[T ],
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entonces k[f ] ser´ıa isomorfo a k[T ]/(P ), y ser´ıa por tanto un cuerpo (de
acuerdo con el primer teorema de isomorfismo, y el hecho de que k[T ] es un
dominio de ideales principales y (P ) es un ideal maximal si P es irreducible).
Probemos por tanto que existe un polinomio irreducible en k[T ] que anula
a f .
Sea P (T ) ∈ k[T ] no nulo de grado mı´nimo tal que P (f) = 0 (es decir,
P (f)(x) = 0 para todo x en un intervalo I = [a,∞) para representantes de
f y de los coeficientes de P ). Supongamos que P se puede escribir como un
producto de la forma P = P1P2, siendo P1 y P2 polinomios no constantes.
Podemos suponer P1 y P2 primos entre s´ı, pues si al tomar la factorizacio´n
en irreducibles de P aparecen factores distintos, basta separarlos entre P1 y
P2 sin que aparezca ningu´n factor comu´n. Si P fuese de la forma R
m, siendo
R un polinomio irreducible, entonces P (f)(x) = (R(f)(x))m = 0 para todo
x en I, por lo que R anular´ıa a f y contradecer´ıa la minimalidad del grado
de P . Existe por tanto una identidad de Bezout en k[T ] de P1 y P2,
A(T )P1(T ) +B(T )P2(T ) = 1 , A,B ∈ k[T ]
Por tanto, P1(f) y P2(f) no se pueden anular simulta´neamente (en un in-
tervalo I = [a,∞) para a suficientemente grande). Pero por otro lado, para
cada x ∈ I, P1(f)(x) = 0 o´ P2(f)(x) = 0, por lo que se podr´ıa separar I en
P1(f)
−1({0}) y P2(f)−1({0}), dos conjuntos cerrados disjuntos, (pues cada
Pi(f) es continua). Para no contradecir la conexio´n del intervalo se debe te-
ner que uno de los polinomios Pi anula a f en I, y en este caso se contradice
el hecho de haber tomado P de grado mı´nimo. Se concluye que k[f ] es un
cuerpo.
Veamos que k[f ] es estable por derivacio´n. Basta comprobar que (un
representante de) f es derivable y su derivada pertenece a k[f ], pues de ser
as´ı cualquier elemento R(f) ∈ k[f ] sera´ derivable con derivada en ese cuerpo
en virtud de la regla de la cadena.
Sea P (T ) un polinomio anulador de f irreducible. Notemos que los coefi-
cientes de P son funciones diferenciables definidas en I, por lo que podemos
verlo como una funcio´n diferenciable en dos variables, P (x, T ). Tenemos por
lo tanto una ecuacio´n que nos da una fo´rmula impl´ıcita para f :
P (x, f(x)) = 0 en (a,∞)
Se busca poder aplicar el teorema de la funcio´n impl´ıcita, para lo que bas-
tar´ıa comprobar que ∂TP (x, f(x)) 6= 0 en (a,∞) (por ∂TP denominaremos
la derivada respecto a la segunda componente, y por ∂xP respecto a la pri-
mera). Al ser P irreducible, es primo con su polinomio derivado, ∂TP , por
lo que se puede tomar una identidad de Bezout como anteriormente, y al
ser P (x, f(x)) = 0 en I, ∂TP (x, f(x)) no puede anularse en ese intervalo.
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De acuerdo con el teorema de la funcio´n impl´ıcita se deduce que f es dife-
renciable en I y derivando la funcio´n constante P (x, f(x)) = 0 se obtiene:
f ′(x) = − ∂xP (x, f(x))
∂TP (x, f(x))
que se encuentra en k(f), como se quer´ıa demostrar.
Ejemplo 2.7. Como corolario se obtiene que si k es un cuerpo de Hardy
que contiene a la funcio´n Id(x) = x, para toda funcio´n f ∈ k, las extensiones
k[
√
|f |] ; k[|f | pq ] (con p, q ∈ Z) , o´ k[|f |α | α ∈ Q]
son cuerpos de Hardy. En efecto, la funcio´n f
p
q es ra´ız del polinomio T q−fp.
Esto muestra el cara´cter de cuerpo de Hardy para los dos primeros ejem-
plos. El tercer ejemplo es consecuencia de esta u´ltima propiedad teniendo
en cuenta que cualquiera de sus elementos esta´ en una extensio´n finita de la
forma
k ⊆ k[fα1 , fα2 , ..., fαr ]
Tras el teorema 2.10 se vera´ que los exponentes α se pueden tomar en
R, resultado esperable pero que no se deduce fa´cilmente con los resultados
vistos hasta ahora.
Es claro que la clausura algebraica de un cuerpo de Hardy k no es un
cuerpo de Hardy (ni siquiera un subcuerpo de H∞) pues las soluciones com-
plejas de ecuaciones algebraicas no forman parte del anilloH∞. Sin embargo,
restingie´ndonos a las soluciones que s´ı son funciones reales obtenemos lo que
se conoce como clausura real del cuerpo k, que sera´ en efecto un cuerpo de
Hardy. Antes de demostrar este resultado (clave en la prueba del teorema
2.10), presentaremos estos conceptos. Para una demostracio´n de la siguiente
afirmacio´n se puede consultar [Pre84] o [Lan05].
Proposicio´n y Definicio´n 2.8 (Cuerpo Real-Cerrado). Sea k un cuerpo.
Las siguientes condiciones son equivalentes:
i) k[
√−1] es una extensio´n propia (esto es, distinta a k) algebraicamente
cerrada.
ii) k no es algebraicamente cerrado y todo polinomio P ∈ k[T ] se descom-
pone en producto de factores lineales y factores cuadra´ticos de discri-
minante negativo.
iii) −1 no es una suma de cuadrados en k y k no admite extensiones
algebraicas propias con esta propiedad.
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Se dira´ que un cuerpo k es real-cerrado si cumple alguna de estas condicio-
nes.
Observacio´n. Tambie´n es notable que la condicio´n de que −1 no sea suma
de cuadrados en k es equivalente al hecho de que k admita un orden total
(es sencillo de ver que si k admite un orden, los axiomas de cuerpo ordenado
fuerzan que los cuadrados sean positivos y por tanto tambie´n su suma). Los
cuerpos que cumplan esta condicio´n se denominan reales. Por otro lado, de la
misma manera que se prueba que todo cuerpo tiene una clausura algebraica,
se puede probar que si k es un cuerpo real, entonces existe una u´nica (salvo
isomorfismo) extensio´n minimal K de k que es real-cerrada. A esta extensio´n
se le llamara´ la clausura real-cerrada de k.
Se denotara´ por H0∞ el subanillo de H∞ formado por los ge´rmenes que
admiten un representante continuo en un entorno de infinito.
Del teorema 2.6 se desprende el siguiente resultado:
Corolario 2.9. Sea k un cuerpo de Hardy, y denotemos por K el conjunto
de elementos de H0∞ algebraicos sobre k. Entonces K es un cuerpo de Hardy
y es real-cerrado. Es adema´s la clausura real-cerrada de de k
Demostracio´n. Sean f y g dos elementos de K. De acuerdo con el teorema
2.6, k[f ] y k[f ][g] = k[f, g] son cuerpos de Hardy, y adema´s son extensio-
nes algebraicas de k, por lo que esta´n contenidos en K. Por lo tanto, la
suma, multiplicacio´n, inversos y derivadas n-e´simas de f y g pertenecen a
k[f, g] ⊆ K, quedando probado que K es un cuerpo de Hardy.
Demostremos ahora que K es real-cerrado, para lo que veremos que K[i]
es algebraicamente cerrado (donde i es una ra´ız cuadrada de −1). Esto es
equivalente a que K[i] sea la clausura algebraica de k (pues la extensio´n
K[i]/k es algebraica) y basta probar que cualquier polinomio P (T ) ∈ k[T ]
irreducible de grado n > 0 admite n ra´ıces en K[i]: si fuese as´ı y K[i] admitie-
se una extensio´n algebraica, E, todo elemento a de E tendr´ıa un polinomio
anulador irreducible en k que se descompondr´ıa en K[i] en factores lineales,
por lo que a ∈ E.
Sea por tanto P (x, T ) = a0(x) + · · · + an(x)Tn ∈ k[T ] un polinomio
irreducible. Los coeficientes ai son ge´rmenes de k, para los que podemos
tomar un M ∈ R y representantes suyos que este´n definidos y sean continuos
en I = [M,∞). Al ser P irreducible, sera´ coprimo con su polinomio derivado,
y se puede tomar una identidad de Bezout
A(x, T )P (x, T ) +B(x, T )∂TP (x, T ) = 1 ∀x ∈ I
como en 2.6. Por lo tanto, para cada x0 ∈ I, P (x0, T ) ∈ R[T ] tiene n ra´ıces
complejas, z1(x0), . . . , zn(x0), que son distintas, pues no pueden ser ra´ıces
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de su polinomio derivado de acuerdo con la identidad de Bezout. Quere-
mos ver que estas ra´ıces se pueden tomar como funciones continuas de x, y
que pertenecen a K[i] (es decir, que sus partes reales e imaginarias son al-
gebraicas sobre k). Para ello usaremos el teorema de las funciones impl´ıcitas.
El polinomio P define una funcio´n P : I × C→ C, (x, z) 7−→ P (x, z) de
forma que para cada x0 ∈ I fijo, P (x0, z) es una funcio´n de variable compleja
que es holomorfa, por ser un polinomio. Sean u y v la parte real e imaginaria
respectivamente de esta funcio´n. Identifiquemos tambie´n C = R2 haciendo
uso de las variables z = y + iw y veamos entonces P como la aplicacio´n (en
variables reales):
ψ : I × R2 → R2
ψ(x, y, w) = P (x, y + iw) = (u(x, y, w), v(x, y, w))
De este modo, denotando por uj(x) y vj(x) las partes reales e imaginarias
de cada cero zj(x), tenemos que ψ(x, uj(x), vj(x)) = 0 en todo x ∈ I. Las
ecuaciones de Cauchy-Riemman para la funcio´n holomorfa z 7→ P (x0, z) en
cada x0 ∈ I establecen que para cada (x0, y0, w0) donde ψ esta´ definida se
verifica:
∂yu(y0, w0) = ∂wv(y0, w0) y ∂yv(y0, w0) = −∂wv(y0, w0)
Por lo tanto, el jacobiano de ψ toma en cada punto x0 ∈ I y en cada cero
zj(x0) el valor:
Jψ(x0, uj(x0), vj(x0)) = det
 ∂yu ∂wu
∂yv ∂wv
∣∣∣
(x0,uj(x0),vj(x0))
= ∂yu∂wv(x0, uj(x0), vj(x0))−
−∂wu∂yv(x0, uj(x0), vj(x0)) =
(
∂yu(x0, uj(x0), vj(x0))
)2
+
(
∂yv(x0, uj(x0), vj(x0))
)2
Y por tanto
Jψ(x0, uj(x0), vj(x0)) =
∣∣∂TP ((x0, uj(x0), vj(x0))∣∣2 6= 0
pues la derivada ∂TP no se anula en los ceros de P . Esto nos permite aplicar
el teorema de las funciones impl´ıcitas y deducir que para cada x ∈ I existe
un entorno suyo en el que las funciones uj y vj son continuas. Por lo tanto,
I esta´ recubierto de intervalos abiertos tales que en cada uno de ellos las
funciones uj y vj son continuas para j = 1, . . . , n. Un intervalo maximal
en el que esto se cumpla debe ser el propio I, pues cualquier otro intervalo
(a, b) se podr´ıa extender al tomar x = a o´ x = b.
Veamos finalmente que uj y vj son algebraicas sobre k. Si zj(x) es una
ra´ız de P (x, T ), tambie´n lo sera´ su funcio´n conjugada, zj(x), y se tiene que
uj =
1
2(zj + zj) y vj =
1
2(zj − zj). Por otro lado, hemos visto que zj y
zj son elementos algebraicos sobre k, y por tanto pertenecen a su clausura
algebraica k, por lo que su suma y diferencia pertenecen tambie´n a k y uj y
vj son algebraicas sobre k.
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2.2.2. Extensiones por soluciones de EDOs
Al ser un cuerpo de Hardy k un cuerpo diferencial, es natural pregun-
tarse si ser´ıa posible generalizar el resultado anterior y si las soluciones de
ecuaciones diferenciales algebraicas con coeficientes en k tambie´n podr´ıan
formar parte de una extensio´n de k. Esto es falso en general. Basta observar
que la ecuacio´n diferencial y′′ + y = 0 tiene entre sus soluciones la funcio´n
sin(x), que no puede formar parte de ningu´n cuerpo de Hardy. Sin embargo,
si nos limitamos a considerar ecuaciones diferenciales algebraicas de primer
orden y primer grado, podremos deducir que la extensio´n de k por una so-
lucio´n de ellas sigue siendo un cuerpo de Hardy.
Teorema 2.10 (Extensio´n por solucion de una EDO de primer orden y pri-
mer grado). Sea k un cuerpo de Hardy, P (T ), Q(T ) ∈ k[T ] y f el germen de
una funcio´n continua y derivable verificando que Q(f) tiene eventualmente
signo constante 6= 0 y
f ′ =
P (f)
Q(f)
Entonces el anillo k[f ] es un dominio de integridad, y su cuerpo de fracciones
k(f) es un cuerpo de Hardy.
Demostracio´n. El resultado es trivial si f = 0, por lo que supondremos en
lo que sigue que f no es ide´nticamente nula. Veamos que en ese caso basta
probar lo siguiente:
Para todo polinomio R(T ) ∈ k[T ] , la funcio´n R(f) es o bien eventualmente
nula o bien no toma el valor 0 para x suficientemente grandes.
En efecto, si esto fuese cierto k[f ] ser´ıa un dominio de integridad y se
podr´ıa considerar su cuerpo de fracciones, k(f). E´ste ser´ıa un cuerpo de
Hardy, ya que la regla de la cadena y la ecuacio´n que satisface f ′ nos ga-
rantizan que ser´ıa estable por derivacio´n. Denotaremos por I = [M,∞] un
intervalo en el que todas las funciones mencionadas este´n definidas y cum-
plan las hipo´tesis impuestas a los ge´rmenes.
Sea R(T ) ∈ k[T ], y supongamos que R(f) no es ide´nticamente nula pero
se anula para valores de x en una sucesio´n xn con xn → ∞. Si tomamos
K la extensio´n de k como en el corolario 2.9, R(T ) se puede ver en K[T ]
y descompone all´ı en factores de grado 1 y de grado 2 con discriminante
negativo. Se debe tener que alguno de estos factores se anula en la sucesio´n
xn al componer con f . Denotemos a uno de tales factores por R1(T ) (que
podemos suponer mo´nico). En primer lugar, R1(T ) debe ser de grado 1, pues
de no ser as´ı su discriminante (un elemento de K, cuerpo de Hardy) ser´ıa
negativo y para x suficientemente grande el discriminante de R(x, T ) ser´ıa
tambie´n negativo y no podr´ıa anularse en el valor f(x). Por lo tanto existe
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un g ∈ K tal que f − g se anula en los valores de xn. Veamos por que´ este
hecho conlleva una contradiccio´n.
En primer lugar, podemos suponer que es f quien se anula en los xn
sustituyendo f por f − g, pues f − g cumple la ecuacio´n diferencial
(f − g)′ = P˜ (f − g)
Q˜(f − g) con Q˜ = Q(T + g) y P˜ (T ) = P (T + g)− g
′Q˜(T )
P˜ y Q˜ polinomios en K[T ], siendo Q˜(f − g) no nula de signo constante.
Tambie´n podemos suponer que los polinomios P (T ) = a0 + · · · + anTn y
Q(T ) = b0 + · · · + bmTm no tienen factores comunes. Escribamos P (T ) =
T rP1(T ), con P1(T ) ∈ K[T ] y r ≥ 0. Al tener ceros arbitrariamente grandes,
y no ser la funcio´n 0, f no puede ser constante, por lo que f ′ = P (T )/Q(T )
no es ide´nticamente nula y entonces P1(T ) 6= 0. Adema´s, r debe ser 0, pues
de no ser as´ı la ecuacio´n diferencial
y′ =
yrP1(x, y)
Q(x, y)
admitir´ıa la solucio´n trivial (y = 0) y tambie´n y = f , que coincidir´ıan en el
conjunto de ceros de f , contradiciendo el teorema de unicidad de ecuaciones
diferenciales ordinarias (en realidad, el teorema de unicidad de ecuaciones
diferenciales so´lo nos dice que f deber´ıa ser nula en un entorno de cada
punto xn de la sucesio´n, pero considerando las soluciones maximales de la
ecuacio´n, usando que Q(f) no se anula nunca, tendr´ıamos que las soluciones
f e y = 0 deber´ıan coincidir en todo el dominio de definicio´n comu´n). Por
tanto a0(x) debe ser distinto de 0 y b0(x) tambie´n (pues por hipo´tesis Q(f)
no se anula). Al ser funciones de K, a0 y b0 tendra´n un signo constante en
I. Tomemos dos ceros consecutivos , x1 < x2, de f en I tales que f no es
nula en el intervalo (x1, x2). Al ser f continua tendra´ un signo constante
en dicho intervalo, y sus derivadas f ′(x1) =
a0(x1)
b0(x1)
y f ′(x2) =
a0(x2)
b0(x2)
deben
tener signo distinto (no´tese que f ′(xi) 6= 0 al ser a0(xi) 6= 0 para i = 1, 2),
llegando a una contradiccio´n.
Como corolario obtenemos los siguientes ejemplos y propiedades:
Ejemplos 2.11.
Sea k un cuerpo de Hardy, y f una funcio´n de k∗ con un representante
continuo en un intervalo de la forma [M,∞).
El cuerpo k(x) es de Hardy, pues x verifica y′ = 1. Podremos por tanto
suponer que un cuerpo de Hardy contiene la funcio´n identidad cuando
sea necesario.
Podemos considerar una extensio´n del cuerpo k en la que f tenga
una primitiva. En efecto, por ser f continua F (x) =
∫ x
M f(t)dt es una
44 CAPI´TULO 2. CUERPOS DE HARDY
primitiva de f , solucio´n de la ecuacio´n y′ = f , por lo que k(F ) es un
cuerpo de Hardy.
Las extensiones k(log |f |) y k(ef ) son cuerpos de Hardy, pues log |f |
y ef satisfacen las ecuaciones y′ = f
′
f y y
′ = f ′y respectivamente. En
particular esto prueba que R(ex), R(log x), R(x, ex, log x), etc... Son
cuerpos de Hardy.
Si α ∈ R pertenece a k, k(|f |α) es un cuerpo de Hardy, pues |f |α
satisface y′ = α f
′y
f . Con un argumento similar al de la demostracio´n
de la proposicio´n 2.5 se prueba que si R ⊆ k, entonces k(|f |α | α ∈ R)
es un cuerpo de Hardy.
Observacio´n. En el teorema 2.10 so´lo se han considerado ecuaciones dife-
renciales de primer orden y primer grado (es decir, una ecuacio´n de la forma
F (y, y′) donde F ∈ k[y, y′] y de grado 1 en la variable y′). El resultado no es
necesariamente cierto para ecuaciones diferenciales algebraicas de primer or-
den y grado cualquiera. Sin embargo, exiten varios trabajos que establecen
condiciones para que las extensiones de k por soluciones de esas ecuacio-
nes sean cuerpos de Hardy, y tambie´n para extender cuerpos de Hardy por
soluciones de ecuaciones de o´rdenes superiores (ver [Ros83a]).
Ejemplo 2.12 (Funcio´n Gamma). Tambie´n pueden formar parte de un
cuerpo de Hardy funciones que no son soluciones de ecuaciones diferenciales,
pero que surgen de forma natural al tratar de resolver algu´n problema en
matema´ticas. Este es el caso de la funcio´n Gamma de Euler, definida en
R>0 como Γ(x) =
∫∞
0 t
x−1e−tdt. El cuerpo de funciones meromorfas reales
R((Γ(x))) es de Hardy, aunque Γ(x) no es solucio´n de ninguna ecuacio´n
diferencial algebraica con coeficientes en R(x) (teorema de Ho¨lder). Una
demostracio´n de ambas afirmaciones se encuentra en [Ros83b].
2.3. L-funciones de Hardy
Nos disponemos a continuacio´n a presentar el cuerpo de Hardy en el que
esta´n incluidas las funciones elementales que surgen de forma habitual al
operar con exponenciales y logaritmos. Queremos que este cuerpo contenga
funciones del tipo exe
3x5+1+x3/4 + x√
log x
log
(
log
(
x3 + 2
))
ex, etc... Esta clase
de funciones fueron estudiadas por Hardy en [Har10].
De forma un poco ma´s general probamos el siguiente resultado que se en-
cuentra en [Bou07, V. 41]:
Proposicio´n 2.13. Si k es un cuerpo de Hardy, existe un cuerpo de Hardy
H(k) que contiene a k, y tal que para toda funcio´n f ∈ H(k) no nula, ef y
log |f | pertenecen a H(k).
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Demostracio´n. Se ha visto que las extensiones k(ef ) y k(log |f |), con f ∈ k∗,
son cuerpos de Hardy. Vamos a considerar el conjunto de todas las funcio-
nes de H∞ que esta´n en una torre de extensiones de k por exponenciales y
logaritmos. Este conjunto sera´ el cuerpo de Hardy deseado.
Ma´s formalmente, sea H(k) el subconjunto formado por las f ∈ H∞ tales
que existe una sucesio´n de cuerpos de Hardy k0, k1, . . . , kn tales que f ∈ kn,
k0 = k, y para i = 1, . . . , n ki = ki−1(ui), donde ui = ehi o´ ui = log |hi|,
para algu´n elemento hi ∈ ki. Se dira´ que las u1, . . . , un forman una sucesio´n
de definicio´n de f desde k. Notemos que kn = k(u1, . . . , un).
Con esta definicio´n, para cada f ∈ H(k), f pertenece a un cuerpo
de Hardy k(u1, . . . , un) contenido en H(k), por lo que su inversa 1/f y
su derivada f ′ tambie´n pertenecen a H(k). Por otro lado, dada otra fun-
cio´n g ∈ H(k), existe una sucesio´n de definicio´n de g, v1, . . . , vm. Con-
catenando las dos sucesiones de definicio´n, es claro que se obtiene una
nueva sucesio´n de definicio´n para ambas funciones f y g. Por lo tanto
f, g ∈ k(u1, . . . , un, v1, . . . , vm) ⊆ H(k), por lo que H(k) es en efecto un
cuerpo de Hardy. Este cuerpo es cerrado al tomar logaritmos y exponencia-
les, pues por definicio´n ef o log |f | tendra´n una sucesio´n de definicio´n de
una unidad mayor de longitud que la funcio´n f .
Observacio´n. El cuerpo H(k) construido en esta demostraccio´n es adema´s
el mı´nimo cuerpo de Hardy con las propiedades del enunciado. Sera´ por
tanto tambie´n igual a la interseccio´n de todos los cuerpos de Hardy que
verifican que son cerrados por exponenciales y logaritmos y que contienen a
k.
Notacio´n. Se denotara´ por en(x) y ln(x) a la composicio´n de n funciones
exponenciales y logar´ıtmicas respectivamente, es decir:
e0(f) = f , en(f) = e
en−1(f) para n ≥ 1
l0(f) = f , ln(f) = log(ln−1(|f |)) para n ≥ 1
Dado un cuerpo de Hardy k, y una funcio´n f en H(k), se define el
orden de f respecto a H(k)|k como la longitud mı´nima de una sucesio´n de
definicio´n de f desde k.
Definicio´n 2.14 (Cuerpo de las L-funciones). Llamaremos cuerpo de L-
funciones, que sera´ denotado por L, al cuerpo de Hardy H(R(x)). El orden
de una L-funcio´n sera´ su orden respecto a L|R(x).
Una propiedad interesante del cuerpo de L-funciones, aparte de ser es-
table para exponenciales y logaritmos, es que es estable por composicio´n.
Precisamente:
Proposicio´n 2.15. Si f, g ∈ L son L-funciones tales que f x→∞−−−→ ∞,
entonces la composicio´n g ◦ f pertenece a L.
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Demostracio´n. Se demostrara´ por induccio´n sobre el orden de g. Si este or-
den es 0, g pertenece a R(x), y g(x) = P (x)Q(x) , siendo P y Q polinomios de
variable real. Al ser L un cuerpo, P (f), Q(f) y g ◦ f = P (f)/Q(f) estara´n
en L.
Supongamos ahora que g tiene una sucesio´n de definicio´n u1, . . . , un. Sea
k = R(x, u1, . . . un−1) y g ∈ k(un), siendo un = log |h| o´ un = eh para un
elemento h ∈ k. Por hipo´stesis de induccio´n h◦f ∈ L, pues h tiene un orden
menor que g, pero L es cerrado por logaritmos y exponenciacio´n, por lo que
un ◦ f = log |h ◦ f | (o´ un ◦ f = eh◦f ) tambie´n pertenece a L. Tambie´n, por la
misma razo´n, para cada v ∈ k se tiene v ◦ f ∈ L. Finalmente, La funcio´n g
es suma, multiplicacio´n y cocientes de las funciones x, u1, . . . un, por lo que
al ser L un cuerpo, y estar la composicio´n de f con cada una de ellas en L,
g ◦ f tambie´n pertenece a L.
2.4. Relaciones de comparacio´n de funciones
En esta seccio´n se formalizara´ la comparacio´n del orden de crecimiento
de ge´rmenes de funciones en un entorno de∞. Estas nociones son conocidas
desde comienzos del grado, donde se presentan mediante las notaciones de
la O de Landau. Aqu´ı se repasara´n estas definiciones, introduciendo la no-
tacio´n usada en [Har10], y haciendo especial hincapie´ en su relacio´n con los
cuerpos de Hardy y en las propiedades que nos permitira´n definir y estudiar
la valoracio´n asociada a uno de estos cuerpos en la seccio´n 2.5. Se seguira´
principalmente [Bou07, cap. 5].
Definicio´n 2.16 (Relaciones de comparacio´n de´biles). Sean f, g ∈ H∞ dos
ge´rmenes de funciones.
Se dira´ que f es menor o igual que g y se escribira´ f ≤ g si existe un
intervalo I = [a,∞) en el que dos representantes suyos esta´n definidos
y f(x) ≤ g(x) ∀ x ∈ I.
Sean f, g ∈ H∞ . Se dira´ que g domina a f y se escribira´ f  g si
existe una constante M ∈ R>0 tal que |f | ≤M |g|.
Si se cumple f  g y g  f , se dira´ que f y g son similares y se
denotara´ por f  g.
Se dice que dos funciones f y g son de´bilmente comparables si f  g o´
g  f .
Nota. Remarquemos que la negacio´n de f ≤ g no implica que f > g.
Observaciones.
La relacio´n ≤ extiende la definida para los elementos de un cuerpo
de Hardy a todo H∞. Al igual que en ese caso, es compatible con las
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operaciones de suma y multiplicacio´n. Sin embargo, aqu´ı la estructura
de orden es u´nicamente parcial (por ejemplo las funciones 0 y sinx no
son comparables por esta relacio´n de orden).
La relacio´n  es reflexiva y transitiva, pero no es un orden, pues f  g
y g  f so´lo implica que f y g son similares (no es antisime´trica). Una
relacio´n con estas propiedades se denomina un preorden. Para todo
preorden la relacio´n definida como  es de equivalencia, y el preorden
induce un orden (parcial) en el conjunto cociente por esta relacio´n.
Ejemplos 2.17.
Para todo λ 6= 0, f  g si y so´lo si f  λg. No´tese que no se esta´
comparando el signo que toman las funciones, u´nicamente sus valores.
Por ejemplo, x  −x2.
Si p(x) = anx
n + · · · + a0 y q(x) = bmxm + · · · + b0 son polinomios,
p  q si y so´lo si el grado de p es menor o igual al de q (n ≤ m). Si
p y q son funciones racionales esto sigue siendo cierto, definiendo su
grado como el del numerador menos el del denominador.
log x  p(x)  ex para toda funcio´n polino´mica p no constante.
f  1 si y so´lo si f esta´ acotada. f  1 equivale a que existen ε,A > 0
tales que ε ≤ |f | ≤ A en el infinito. Esto equivale a su vez que la
funcio´n log |f | este´ acotada en el infinito.
El conjunto de ceros de dos funciones similares f y g debe ser el
mismo para algu´n entorno de infinito (si no fuese as´ı y g se anu-
lase en una sucesio´n xn → ∞ mientras que f no, se tendr´ıa que
0 < |f(xn)| ≤ M |g(xn)| = 0). Esta condicio´n no es suficiente para
que f  g ni siquiera cuando estas funciones se anulan indefinidamet-
ne. Por ejemplo, las funciones sinx y sin2 x comparten el conjunto de
ceros, pero no se puede tener sinx ≤M sin2 x para ningu´n M > 0. Se
cumple u´nicamente sin2 x  sinx.
Las funcio´n constante 1 y x sinx no son de´bilmente comparables. En
efecto, x sinx se anula indefinidamente, por lo que 1  Mx sinx para
ningu´n M > 0, pero no es acotada, por lo que x sinx  1.
Con respecto al comportamiento de las relaciones de comparacio´n de´biles
frente a las operaciones de suma y multiplicacio´n de ge´rmenes se tienen las
siguientes propiedades:
Propiedades 2.18.
(i) Sean f1, f2, g ∈ H∞ tales que f1  g y f2  g. Entonces f1 + f2  g.
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(ii) Sean f1, f2, g1, g2 ∈ H∞ tales que f1  g1 y f2  g2. Entonces f1f2 
g1g2. En particular si f1  g1 y f2  g2, entonces f1f2  g1g2.
Demostracio´n. Sea I = [a,∞) un intervalo en el que todos los representantes
considerados este´n definidos y cumplan las desigualdades de la definicio´n
2.16. Las hipo´tesis de (i) indican que existen M1 yM2 positivos tales que
|f1| ≤ M1|g| y |f2| ≤ M2|g| en I. En virtud de la desigualdad triangular
|f1 + f2| ≤ |f1|+ |f2| ≤ (M1 +M2)|g| en I.
Para demostrar (ii) basta observar que |f1||f2| = |f1f2| ≤M1M2|g1g2|.
Observemos que no se tiene una propiedad similar a (ii) para la suma,
pues se puede producir cancelacio´n de te´rminos. Por ejemplo, x  x2 + 1,
x  −x2 + 1, pero 2x  2. Lo que nunca se va a conseguir es que la suma
de dos funciones domine estrictamente a la que crezca ma´s ra´pido entre
ellas. Este comportamiento, estudiado en el primer cap´ıtulo para funciones
polino´micas, recuerda a las propiedades de una valoracio´n.
Definicio´n 2.19 (Relaciones de comparacio´n fuertes). Dadas dos funciones
f, g ∈ H∞, se dira´ que f es despreciable frente a g (o que g es preponderante
sobre f) y se escribira´ f Î g si para todo ε > 0 se tiene que |f | ≤ ε|g|.
Esta relacio´n vuelve a ser transitiva, pero no es reflexiva. Es ma´s, f Î
f ⇒ f = 0. Adema´s tenemos las siguientes propiedades:
Propiedades 2.20.
(i) Si f Î g y g  h, entonces f Î h.
(ii) Si f  g y g Î h, entonces f Î h.
(iii) Si f1 Î g,f2 Î g, entonces f1 + f2 Î g.
(iv) f1 Î g1 y f2  g2 implica f1f2 Î g1g2.
Demostracio´n. (i). Existe M > 0 tal que g ≤ M |h|. Para todo ε > 0 se
cumple que |f | ≤ εM |g| ≤ ε|h|. (ii) se demuestra de forma similar.
(iii). Para todo ε > 0, |f1 + f2| ≤ 12ε|g|+ 12ε|g| = ε|g|.
(iv). Existe M > 0 tal que |f2| ≤ M |g2|. Por tanto, para todo ε > 0,
|f1f2| ≤ εM |g1|M |g2| = ε|g1g2|.
Observacio´n (Relacio´n entre comparacio´n de´bil y fuerte). Es claro que
f Î g implica f  g. El rec´ıproco, en cambio, no es cierto, (por ejemplo,
f  f , pero f Î f so´lo si f = 0). Ma´s generalmente, si f Î g y g  f ,
entonces f = g = 0. Este hecho nos hace imaginar que una interpretacio´n
de f Î g puede ser: f  g “pero no de una forma cen˜ida”.
Sin embargo, no es cierto que f  g ⇒ f Î g o´ f  g. Por ejemplo,
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sinx  1, pero ni 1  sinx ni sinx Î 1. Lo mismo sucede con las funciones
g(x) = x y f(x) = x cos2 x (figura 2.4). Estos ejemplos esta´n propiciados
por la oscilacio´n de las funciones, y, como se vera´ ma´s adelante, no pueden
darse en el contexto de los cuerpos de Hardy.
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Figura 2.2: Gra´fica de la funcio´n x cos2 x
Proposicio´n y Definicio´n 2.21. Se define en H∞ la relacio´n
f ∼ g ⇔ f − g Î g
Esta relacio´n es de equivalencia, y se dira´ que f y g son equivalentes si
f ∼ g. En ese caso, adema´s f  g.
Demostracio´n. A primera vista puede parecer que esta definicio´n no es
sime´trica respecto a los papeles que juegan f y g en ella. Veamos que s´ı
lo es, y que f − g Î g si y so´lo si f − g Î f .
Si f − g Î g, para todo ε > 0 |f − g| ≤ ε|g|. De acuerdo con la desigualdad
triangular inversa, |g| − |f | ≤ |f − g| ≤ ε|g|, por lo que (1− ε)|g| ≤ |f |. Para
valores de ε entre 0 y 1, 11−ε > 0, y por tanto g  f . (Remarcar que no se
tiene g Î f). La propiedad (ii) de 2.20 nos permite concluir que f − g Î g.
Se ha visto adema´s que f  g.
Con esta propiedad, es fa´cil ver que ∼ es sime´trica, pues f − g Î g ⇔
f − g Î f ⇔ g − f Î f . Probemos su transitividad. Si f − g Î g y
g − h Î h, entonces g − h Î g y de acuerdo con la propiedad (iii) de 2.20
(f − g) + (g − h) = f − h Î g  h, por lo que f − h Î h y f ∼ h.
La reflexividad es clara, pues toda funcio´n f cumple 0 Î f , por lo que queda
probado que ∼ es una relacio´n de equivalencia.
50 CAPI´TULO 2. CUERPOS DE HARDY
Ejemplo 2.22. Heur´ısticamente, el hecho de que dos funciones f, g sean
equivalentes en este sentido quiere decir que son similares y “que sus te´rmi-
nos dominantes tienen el mismo coeficiente” (aunque esto u´ltimo no esta´
definido en general, es precisamente lo que se intenta definir). Esto permite
que se produzca su cancelacio´n al restar. Por ejemplo, x3 + x2 ∼ x3 + 1
y x2ex ∼ x2ex + log x, pero 3x3 + x2  2x3 + 1 y x2ex  −x2ex + log x.
En particular, en esta relacio´n s´ı se tiene en cuenta el signo que toman las
funciones.
Lema 2.23. Si f, g ∈ H∞ cumplen que f ∼ g y g tiene signo constante en
infinito, entonces f tambie´n tiene signo constante, que coincide con el de g.
Demostracio´n. Supongamos sin pe´rdida de generalidad que g > 0. Como
f ∼ g, f − g Î g, y para todo ε > 0 exite un intervalo I = [a,∞) (en el
que podemos suponer que g es positiva), tal que |f(x) − g(x)| < ε|g(x)|.
Si existiese un x ∈ I tal que f(x) ≤ 0, se tendr´ıa que |f(x) − g(x)| =
|f(x)|+ |g(x)| ≥ |g(x)|, lo que contradice nuestra hipo´tesis.
Definicio´n 2.24. Se dira´ que dos ge´rmenes f y g en H∞ son fuertemente
comparables (o simplemente comparables) si se cumple f Î g, g Î f o´
f ∼ αg para algu´n α ∈ R, α 6= 0.
Ejemplo 2.25. Si dos funciones f, g son fuertemente comparables, tambie´n
lo sera´n de´bilmente, pues f Î g ⇒ f  g, y si f ∼ αg se tiene que f−αg  g,
y como αg  g, al sumar se obtiene f  g.
Sin embargo, el rec´ıproco es falso. Por ejemplo, tomando f(x) = sinx, g(x) =
1, se cumple sinx  1, pero estas funciones no son fuertemente comparables,
pues | sinx|  12 · 1, 1  | sinx| y tampoco se tiene f ∼ αg, pues para todo
α 6= 0, | sinx− α|  |α| · 1.
En la siguiente proposicio´n se caracterizan las relaciones de comparacio´n
en te´rminos del l´ımite del cociente de representantes de los ge´rmenes.
Proposicio´n 2.26. Sean f, g ∈ H∞ tales que no se anulen eventualmen-
te, y denotemos por las mismas letras dos respectivos representantes suyos.
Entonces se cumple:
(I) f  g ⇔ f
g
es acotada ⇔ ∃ ε > 0 para el que | g
f
| > ε.
(II) f Î g ⇔ l´ım
x→∞
f
g
(x) = 0⇔ l´ım
x→∞ |
g
f
| =∞.
(III) f  g ⇔ log |f
g
| es acotada. Adema´s, si el l´ımite l´ım
x→∞ f/g existe,
entonces f  g ⇔ l´ım
x→∞
f
g
∈ R∗
(IV) f ∼ g ⇔ l´ım
x→∞
f
g
= 1
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(V) Si f y g tienen signo constante en infinito, entonces son fuertemente
comparables si y so´lo si l´ım
x→∞
f
g
existe (pudiendo ser ±∞).
Demostracio´n. Claramente |f | ≤ A|g| ⇔ |fg | ≤ A ⇔ 1A ≤ | gf |, de donde
se deducen (I) y (II). Para probar (III) basta notar que log |h| es acotada
si y so´lo si |h| toma valores en un intervalo de la forma [ε,M ] y aplicar la
primera propiedad.
(IV) Si f ∼ g, f − g Î g, y de acuerdo con la propiedad (II) l´ım
x→∞
f−g
g =
l´ım
x→∞
f
g − 1 = 0. Rec´ıprocamente, si l´ımx→∞
f
g = 1, entonces l´ımx→∞
f
g − gg = 0, y
se tiene que f ∼ g.
Finalmente, para (V), se ha visto que las relaciones f Î g y f ∼ αg son
equivalentes a que el l´ımite l´ım
x→∞
f
g sea respectivamente 0 o´ α. Al ser ambas
de signo constante, g Î f es equivalente a que l´ım
x→∞
f
g = ±∞.
Lema 2.27. Sean f, g ∈ H∞ ge´rmenes con un signo constante en infinito.
f y g son fuertemente comparables si y so´lo si para todo t ∈ R, salvo quiza´s
uno, la funcio´n f − tg tiene un signo constante en infinito.
Demostracio´n. Veamos que la condicio´n es necesaria. Si f y g son fuertemen-
te comparables, o bien f Î g, o existe α 6= 0 tal que f ∼ αg. En el primer
caso f−tg ∼ −tg para todo t 6= 0, y de acuerdo con el lema 2.23, f−tg tiene
el mismo signo que −tg (constante). En el segundo caso f−αg Î αg, y para
todo t 6= α se cumple f−tg ∼ (α−t)g, por lo que f−tg tiene signo constante.
Supongamos ahora que f − tg tiene signo constante para todo t ∈ R
salvo quiza´s un valor. Por la proposicio´n precedente sabemos que f y g son
comparables si y so´lo si el cociente fg tiene l´ımite en R. Toda funcio´n h tiene
al menos un punto de acumulacio´n en R (si h no esta´ acotada +∞ o´ −∞
sera´n puntos de acumulacio´n por definicio´n, y si lo esta´, su imagen estara´
contenida en un compacto de R). Adema´s, una funcio´n tiene l´ımite en R si
y so´lo si tiene un u´nico punto de acumulacio´n. Supongamos que fg tiene al
menos dos valores de adherencia distintos α1 < α2. Para todo t entre ellos,
existir´ıan puntos x1, x2 arbitrariamente grandes tales que α1 <
f
g (x1) < t <
f
g (x2) < α2, por lo que f − tg oscilar´ıa indefinidamente para todos estos
(infinitos) valores de t.
Nota. Puede darse el caso en el que f − αg oscile, siendo f y g fuertemente
comparables, si ese valor de α provoca que los te´rminos dominantes de las
funciones se cancelen, dejando a la luz la parte oscilatoria de las funciones
cuyo comportamiento asinto´tico estaba enmascarado. Por ejemplo, las fun-
ciones f(x) = x + sinx y g(x) = 3x + cosx son comparables, pero f − 13g
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oscila. Esto tampoco puede suceder en el contexto de cuerpos de Hardy.
Corolario 2.28. En un cuerpo de Hardy k todas las funciones son fuerte-
mente comparables, y por lo tanto, tambie´n lo sera´n de´bilmente.
Demostracio´n. Podemos suponer que k contiene a R, pues k(R) es de Hardy.
Por tanto, para todo par de funciones f, g ∈ k y todo t ∈ R, f − tg ∈ k(R)
debe tener signo constante en el infinito.
Corolario 2.29. Si f y g son ge´rmenes con signo constante y son fuerte-
mente comparables, entonces f  g implica f Î g o´ f  g.
Demostracio´n. Sean f, g ∈ H∞ de signo constante tales que f  g. Por ser
de signo constante, si son comparables tambie´n lo sera´n |f | y |g|. Si no se
cumple f Î g, significa que existe un ε0 > 0 tal que para todo A > 0 existe
un x > A tal que |f(x)| > ε0|g(x)|. Esta desigualdad se cumplira´ tambie´n
para todo ε ∈ (0, ε] (hay infinitas opciones). De acuerdo con el lema 2.27,
|f | − ε|g| tiene signo constante, que debe ser positivo si ε ∈ (0, ε], por lo que
|g| ≤ 1ε |f | y g  f .
2.5. Valoracio´n de un cuerpo de Hardy
Nos disponemos a continuacio´n a definir la valoracio´n asociada a un
cuerpo de Hardy. Esta valoracio´n es una forma de cuantificar el orden de
crecimiento de una funcio´n en infinito. Es una u´til herramienta tanto para
reinterpretar resultados ya conocidos, como la regla de l’Hoˆpital, como para
facilitar la demostracio´n de otras propiedades. En esta seccio´n se seguira´
principalmente [Ros83a] y [Ros83b].
Sea k un cuerpo de Hardy. Se ha definido en e´l la relacio´n  que es
de equivalencia. Podemos considerar por tanto el conjunto Γ = k
∗/ . De-
notaremos por v(f) la clase de una funcio´n f ∈ k, es decir, v : k∗ → Γ
sera´ la aplicacio´n de paso al cociente. En este conjunto se puede definir una
operacio´n de suma de la forma siguiente:
v(f) + v(g) = v(f · g)
Tambie´n se define en Γ un orden dado por:
v(f) ≤ v(g) ⇔ g  f
Gracias a la propiedad (ii) de 2.18 la operacio´n de suma esta´ bien definida y
es compatible con este orden. Adema´s, debido a que en un cuerpo de Hardy
todo par de funciones son comparables, el orden as´ı definido es total. Por
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tanto, (Γ,+,≤) es un grupo ordenado, que se denominara´ el grupo de valores
de k (y se denotara´ Γk cuando se quiera resaltar el cuerpo k en el que se
esta´ trabajando).
Proposicio´n y Definicio´n 2.30. La aplicacio´n v : k∗ → Γ es una valora-
cio´n sobre k.
A esta valoracio´n se le denominara´ valoracio´n cano´nica de k y para cada
f ∈ k∗ se dira´ que v(f) es su valor.
Demostracio´n. Por construccio´n se cumple que v(fg) = v(f)+v(g) para to-
do f, g ∈ k∗. So´lo falta comprobar por tanto que v(f+g) ≥ mı´n{v(f), v(g)}.
Supongamos que v(f) ≤ v(g), i.e., g  f . Como f  f , la propiedad (i) de
2.18 nos indica que f + g  f , y por tanto v(f + g) ≥ v(f).
El elemento neutro del grupo Γ es la clase de funciones de k asinto´ticas a
una constante no nula (pues si l´ım
x→∞ f = c 6= 0, se cumple fg  g ∀ g ∈ k
∗).
Se escribira´ por tanto v(f) = 0 en este caso.
Esta valoracio´n mide el orden de crecimiento de las funciones de k. Una
funcio´n f ∈ k tendra´ un valor ma´s positivo cuanto “ma´s ra´pido tienda a 0”,
y ma´s negativo cuanto “ma´s ra´pido tienda a∞”. Al igual que en el cap´ıtulo
1 extenderemos v a todo k denotando v(0) = ∞, lo que resulta acorde con
esta interpretacio´n.
Todo ello se resume en las siguientes propiedades:
Propiedades 2.31.
Sean f y g ge´rmenes de funciones pertenecientes a un cuerpo de Hardy k.
Entonces
i) 0 ≤ v(f) ⇔ l´ım
x→∞ f ∈ R ⇔ f  1
ii) v(f) > 0 ⇔ l´ım
x→∞ f = 0 ; v(f) < 0 ⇔ l´ımx→∞ |f | =∞
iii) v(f) < v(g) ⇔ l´ım
x→∞
g
f
= 0 ⇔ g Î f
iv) Para todo α ∈ R>0, v(f) tiene el mismo signo que v(fα). (Pues
1  f ⇔ 1α  fα al ser la funcio´n x 7→ xα mono´tona).
Es importante remarcar que si se tiene una extensio´n de cuerpos de
Hardy k ⊆ K, con Γk y ΓK sus respectivos grupos de valores, entonces Γk se
puede identificar de una forma natural como un subgrupo de ΓK . En efecto,
la aplicacio´n i : Γk ↪→ ΓK dada por i(v(f)) = v(f) esta´ bien definida y
es un homomorfismo inyectivo de grupos, pues la relacio´n  de similitud
no depende del cuerpo en el que se consideren las funciones. Por tanto, la
valoracio´n cano´nica de K es una extensio´n de la valoracio´n de k.
54 CAPI´TULO 2. CUERPOS DE HARDY
Para la valoracio´n cano´nica de un cuerpo de Hardy el anillo de valoracio´n
Av es el conjunto de funciones de k cuyo l´ımite pertenece a R, y su ideal
maximal mv el conjunto de funciones cuyo l´ımite es 0.
Ejemplos 2.32.
k ⊆ R si y so´lo si v(f) = 0 para todo f ∈ k∗, es decir, si Γk = {0}.
Si k = R(x) la valoracio´n cano´nica de k es exactamente la valoracio´n
v∞ estudiada en el ejemplo 1.2.3, por lo que su grupo de valores es
isomorfo a Z.
El grupo de valores del cuerpo k = R(x, ex, log x) es isomorfo a Z3
(con el orden lexicogra´fico). Un isomorfismo entre ellos viene dado por
ϕ : Γk → Z3, ϕ(v(ex)) = (−1, 0, 0), ϕ(v(x)) = (0,−1, 0), ϕ(v(log x)) =
(0, 0,−1).
Para k = R(xα | α ∈ R) el grupo de valores es R.
El cuerpo k = R(ex, e2(x), e3(x), . . . ) es de Hardy (aplicando sucesiva-
mente el teorema 2.10, pues (en(x))
′ = exe2(x) · · · en(x)). Es notable
que x /∈ k. Su grupo de valores es ZN.
Nota. Estos ejemplos muestran valoraciones similares a las estudiades en la
secio´n 1.2.4.
Para otros cuerpos de Hardy, como el de las L-funciones, no es sencillo
determinar su grupo de valores, aunque el teorema de Hahn (cf. seccio´n
1.1.4) nos indique co´mo puede ser este grupo.
2.5.1. Valoracio´n de l’Hoˆpital
Otra caracter´ıstica interesante de esta valoracio´n es co´mo se relaciona
con la estructura de cuerpo diferencial de un cuerpo de Hardy. En particu-
lar, la conocida regla de l’Hoˆpital, se puede reescribir en te´rminos de esta
valoracio´n. Recordemos primero una de las formas en las que se presenta
este resultado, cuya prueba se realiza en el primer an˜o de ca´lculo en el grado
y se puede encontrar en [Rud76, Teor. 5.13].
Teorema 2.33 (Regla de L’Hoˆpital). Si f y g son funciones derivables en
un intervalo I = [M,∞), tales que g′(x) 6= 0 ∀x ∈ I, y se verifica que,
o bien l´ım
x→∞ f(x) = l´ımx→∞ g(x) = 0, o bien l´ımx→∞ g(x) = ±∞
entonces, si existe el l´ımite l´ım
x→∞
f ′(x)
g′(x) en R, tambie´n existe l´ımx→∞
f(x)
g(x) y coin-
ciden.
Debido a que en un cuerpo de Hardy existe el l´ımite de toda funcio´n, y
al hecho de que v(g) 6= 0 implica que g no es constante (y por tanto g′ 6= 0),
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la regla de l’Hoˆpital se traduce en las siguientes propiedades de la valoracio´n
cano´nica:
Corolario 2.34. Sea k un cuerpo de Hardy y f, g ∈ k∗. Entonces
(a) Si v(f) 6= 0 y v(g) 6= 0, entonces v(f) ≤ v(g) ⇔ v(f ′) ≤ v(g′).
(b) Si v(f) > v(g) y v(g) 6= 0, entonces v(f ′) > v(g′).
Demostracio´n. Basta remarcar que v(fg ) = v(f)− v(g) y utilizar la regla de
l’Hoˆpital. En efecto, se tiene que o bien v(f), v(g) > 0, o´ v(g) < 0 o´ v(f) < 0
(sen˜alar que en (b) no se puede dar v(f) = 0 y v(g) > 0). De los tres casos
se deduce que v(f ′)− v(g′) tiene el mismo signo que v(f)− v(g).
Ejemplo 2.35. Las hipo´tesis impuestas a las funciones f y g son necesarias.
Por ejemplo, si se toma f = 1/ log x y g = 1+ 1x , se tiene que v(f) > v(g) = 0,
y sin embargo v(f ′) < v(g′), pues f ′ = 1/(x log2 x) y g′ = −1/x2.
Observacio´n. Las propiedades del corolario 2.34 se pueden usar para definir
la nocio´n de valoracio´n de l’Hoˆpital en un cuerpo diferencial cualquiera.
La validez de la regla de l’Hoˆpital en esta valoracio´n nos permite deducir
interesantes propiedades sobre el crecimiento de funciones en un cuerpo de
Hardy. En particular, algunas de estas propiedades sera´n fundamentales para
poder demostrar el teorema de Borel-Van Den Dries.
Proposicio´n 2.36. Si f es una funcio´n de un cuerpo de Hardy tal que
v(f) ≥ 0, entonces v(f ′) > v( 1x). En particular v(f ′) > 0.
Demostracio´n. Se puede suponer que g = log x pertenece al cuerpo de Hardy
considerado. Se cumple que v(g) < 0 ≤ v(f), por lo que aplicando el corolario
2.34 (b) se obtiene que v(f ′) > v(g′) = v(1/x).
Este corolario nos indica que si una funcio´n que forma parte de un cuerpo
de Hardy tiende a 0, entonces su derivada debe tender a 0 ma´s ra´pido que
1/x (resutado que tambie´n se puede demostrar observando que la integral∫∞
M f
′(x)dx debe converger). Esta cota se puede mejorar tomando por ejem-
plo g = log log x, obteniendo que si v(f) ≥ 0, entonces v(f ′) > v(1/x log x)
(y as´ı sucesivamente tomando el logaritmo iterado).
Ejemplo 2.37. Es notable la “falta de simetr´ıa” de la proposicio´n 2.36 para
los casos v(f) ≥ 0 y v(f) ≤ 0. Por ejemplo, la funcio´n f = log x cumple que
v(f) < 0 pero v(f ′) > 0.
Proposicio´n 2.38. Sea k un cuerpo de Hardy, y f ∈ k. Si v(f) ≤ 0,
entonces
v(f ′/f) > v(|f |ε) para todo ε > 0.
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Demostracio´n. Si v(f) ≤ 0, entonces v(|f |−ε) ≥ 0 ∀ε > 0. Aplicando la
proposicio´n precedente, v((|f |−ε)′) = v(±ε|f |−f ′/f) = v(|f |−ε)+v(f ′/f) >
0, por lo que v(f
′
f ) > v(|f |ε).
Esta proposicio´n nos indica que si f
x→∞−−−→ ∞, entonces su derivada no
puede “crecer mucho ma´s ra´pido que f”.
2.5.2. Rango y rango racional
Definicio´n 2.39. Sea k un cuerpo de Hardy. Se define el rango (resp. rango
racional) de k como el rango (resp. rango racional) de su valoracio´n cano´nica
(es decir, como el de su grupo de valores Γk). Se denotara´ por rg(k) (resp.
rt.rg(k)).
Ejemplos 2.40.
Un cuerpo de Hardy k tiene rango 0 si y so´lo si k ⊆ R.
El cuerpo R(x) tiene rango y rango racional 1.
R(x, log x, ex) tiene rango y rango racional 3.
El cuerpo k = R(xα | α ∈ Q) tiene rango y rango racional 1, pues
Γk = Q.
R(xα | α ∈ R) tiene rango 1, pero rango racional infinito.
El cuerpo R(ex, e2(x), e3(x), . . . ) y el de las L-funciones tienen rango
y rango racional infinito.
Es interesante reinterpretar las clases arquimedianas del grupo de valo-
res Γ (definicio´n 1.13) en te´rminos de las propias funciones de k. Se dice
que dos elementos f, g, con v(f) 6= 0 6= v(g) esta´n en la misma clase de
comparabilidad si existen n,m ∈ Z tales que
|f | ≤ |g|n , |g| ≤ |f |m
Como se vio en el cap´ıtulo 1, esta relacio´n es de equivalencia y el nu´mero
de clases de comparabilidad coincide con el rango.
El rango es un importante para´metro de un cuerpo de Hardy y muchos
resultados y aplicaciones se derivan de su uso, como por ejemplo la existencia
de un logaritmo asinto´tico o la posibilidad de realizar desarrollos asinto´ticos
usando las funciones del cuerpo [Ros83b] (siendo especialmente adecuado el
estudio en el caso de que el rango sea finito). A continuacio´n se presenta un
resultado destacable del que se pueden obtener varias aplicaciones: al an˜adir
la solucio´n de una ecuacio´n diferencial algebraica a un cuerpo de Hardy con
rango finito, el cuerpo obtenido sigue teniendo rango finito.
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Lema 2.41. Sea k ⊆ K una extensio´n de cuerpos de Hardy y f1, . . . , fr ∈
K∗ algebraicamente dependientes sobre k. Entonces existen n1, n2, . . . , nr ∈
Z tales que v(fn1 . . . fnr) ∈ v(k∗).
Demostracio´n. Por definicio´n existe un polinomio P (T1, . . . , Tr) ∈ k[T1, . . . , Tr]
tal que P (f1, . . . , fr) = 0, y por tanto v(P (f1, . . . , fr)) =∞. De acuerdo con
la proposicio´n 1.32 no puede haber un monomio de P con un valor mı´nimo y
por tanto al menos dos monomios distintos, m1 y m2, tienen el mismo valor,
v(m1(f1, . . . , fr)) = v(m2(f1, . . . , fr)). Dividiendo m1 entre m2 se obtiene
que existe un a ∈ k∗ y n1, n2, . . . , nr ∈ Z de forma que:
0 = v(afn11 · · · fnrr ) = v(a) + v(fn11 · · · fnrr )
Se obtiene por tanto que v(fn1 . . . fnr) = v(a−1) ∈ v(k∗).
Teorema 2.42. Sea k ⊆ K una extensio´n de cuerpos de Hardy de grado de
transcendencia finito igual a n. Entonces
rg(k) ≤ rg(K) ≤ rg(k) + n
Demostracio´n. Es claro que por ser k ⊆ K se cumple rg(k) ≤ rg(K). Supon-
gamos que rg(K) > rg(k)+n, e´sto es, que existen ge´rmenes f1, . . . , fr ∈ K\k
(que podemos suponer positivos y crecientes tomando inversos) con r > n
tales que sus clases de comparacio´n sean disjuntas dos a dos y disjuntas a
las de los elementos de k. Por ser r > n estos ge´rmenes deben ser algebraica-
mente dependientes (por definicio´n de grado de transcendencia). Aplicando
el lema 2.41 existen n1, n2, . . . , nr ∈ Z tales que v(fn1 . . . fnr) = v(b) pa-
ra b ∈ k∗. Pero v(fn1 . . . fnr) = v(fj) = v(b) para algu´n ı´ndice j (por la
propiedad (iv) de 2.20), lo que contradice nuestra hipo´tesis sobre los fj .
Corolario 2.43. Si k es un cuerpo de Hardy de rango finito, la funcio´n y
es solucio´n de una ecuacio´n diferencial algebraica sobre k y k(y, y′, y′′, ...) es
un cuerpo de Hardy, entonces el rango de k(y, y′, y′′, ...) es finito.
Demostracio´n. Si la funcio´n y es solucio´n de una ecuacio´n de orden n, los
elementos y, y′, . . . y(n) son algebraicamente dependientes sobre k y por tanto
el grado de transcendencia de k(y, y′, y′′, ...) sobre k es a lo ma´ximo n.
En [Ros83b] aparecen varias aplicaciones de este corolario. Por ejemplo,
permite demostrar que la funcio´n zeta de Riemman, ζ(x) =
∑
n=1
1
nx , (definida
en R>1) no es solucio´n de ninguna ecuacio´n diferencial algebraica.
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2.6. El teorema de Borel-Van den Dries
Como aplicacio´n de la teor´ıa desarrollada en este cap´ıtulo se mostrara´ la
demostracio´n de un resultado conjeturado por E´mile Borel en 1898 [Bor99,
Pa´g. 30] y demostrado por Lou van den Dries en 1982 [Dri82] (no publicado).
En la terminolog´ıa de los cuerpos de Hardy e´ste se enuncia:
Teorema 2.44 (Borel-Van den Dries). Sea k un cuerpo de Hardy contenien-
do la funcio´n identidad x y sea y una funcio´n perteneciente a una extensio´n
de Hardy K. Si y verifica una ecuacio´n diferencial algebraica de orden n
P (y, y′, . . . , y(n)) = 0 , donde P (T0, T1, . . . , Tn) ∈ k[T0, T1, . . . , Tn]
entonces |y| < en(f) para una funcio´n f ∈ k. (Recordemos que en(f) denota
la composicio´n de f con n exponenciales).
El estudio de esta propiedad por Borel esta´ motivado por el hecho, co-
nocido en la e´poca, de que “las soluciones de ecuaciones algebraicas defi-
nen siempre o´rdenes infinitesimales determinados por los coeficientes”. En
[Bor99, IV], Borel da la cota |y| < en+1(x) y se refiere u´nicamente a ecuacio-
nes diferenciales con coeficientes en R(x) (aunque menciona la posibilidad de
generalizarlo “fa´cilmente” a coeficientes cuyo orden de crecimiento sea “bien
conocido”). Demuestra este resultado para n = 1, 2, suponiendo que y y sus
derivadas son indefinidamente crecientes (aunque van den Dries sospecha
que estas hipo´tesis no son suficientes para su demostracio´n). Van den Dries
afirma que es la nocio´n de cuerpo de Hardy y su valoracio´n lo que permite
demostrar este teorema de una forma simple y general. Para ello se utilizan
las ideas ya presentes en la demostracio´n dada por Borel (notablemente el
separar P en su parte homoge´nea de grado superior, y realizar el cambio de
variable z = y′/y para hacer disminuir un grado el orden de la ecuacio´n).
Observacio´n. En la seccio´n 2.3 se demostro´ que todo cuerpo de Hardy k
admite una extensio´n cerrada al tomar exponenciales y logaritmos. Siempre
que sea necesario se supondra´ que se esta´ en una extensio´n de k a la que
pertenecen estas funciones.
Lema 2.45. Sea y una funcio´n de un cuerpo de Hardy K tal que |y| ≥ ex2.
Entonces 1 ≤ y(i)/y < |y|ε para todo i ≥ 0 y todo ε > 0.
Demostracio´n. Procederemos por induccio´n. Para i = 0 el resultado es claro,
pero tambie´n necesitaremos tratar separadamente el caso i = 1:
Si |y| ≥ ex2 , entonces log |y| ≥ x2, y v(log |y|) ≤ v(x2) < 0. Aplicando el
corolario 2.34,(b) (L’Hoˆpital), obtenemos v(y′/y) ≤ v(2x) = v(x), por lo
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que para una constante M > 0, y′/y ≥ Mx > 1 (pues y y su derivada
deben tener mismo signo). Para la desigualdad y′/y < |y|ε basta aplicar la
proposicio´n 2.38.
Supongamos ahora i > 1 y que el resultado es cierto para i− 1. Escribamos
y(i)
y
=
(y(i−1))′
y(i−1)
· y
(i−1)
y
Fijemos ε > 0. Aplicando la hipo´tesis de induccio´n se tiene que
1 ≤ y
(i−1)
y
< |y|ε/2 (1)
Por tanto |y(i−1)| < |y|1+ε para todo ε > 0, en particular |y(i−1)| < |y|2.
Aplicando esto y el caso i = 1 se tiene que
1 ≤ (y
(i−1))′
y(i−1)
< |y(i−1)|ε/4 < |y|ε/2 (2)
Multiplicando las desigualdades (1) y (2) obtenemos el resultado.
Lema 2.46. Sea K un cuerpo de Hardy y f, y ∈ K tales que y 6= 0 y f ≥ x2.
Entonces
(1) Si y′/y < f , entonces |y| < eMxf para un M ∈ R>0.
(2) Si y′/y < en(f) para un n > 0, entonces |y| < en+1(f).
Demostracio´n.
(1) Como f ≥ x2 se tiene que f ′ > 0 (pues v(f) ≤ v(x2) < 0 y se puede
aplicar l’Hoˆpital), y entonces (log |y|)′ = y′/y < f ≤ f + xf ′ = (xf)′.
Tomando la valoracio´n cano´nica y aplicando la regla de l’Hoˆpital se
obtiene que v(log |y|) ≥ v(xf), por lo que log |y| < Mxf y |y| < eMxf
para una constante M > 0.
(2) Si |y| < ex2 , el resultado es cierto. Si |y| ≥ ex2 entonces log |y| ≥ x2,
luego v(log |y|) ≤ v(x2) < 0, y aplicando la regla de l’Hoˆpital se tiene
que v(y′/y) ≤ v(2x) < 0. Por otro lado, en(f)′ = f ′e1(f) · · · en(f), y
puesto que v(f ′) < 0 y v(ei(f)) < 0 se tiene que v(en(f)′) < v(en(f),
y aplicando la hipo´tesis y′/y < en(f) obtenemos:
v(en(f)
′) < v(en(f) ≤ v(y′/y) = v((log |y|))′ < 0
Volviendo a aplicar l’Hoˆpital se tiene que v(en(f)) < v(log |y|), luego
log |y| < en(f) y |y| < en+1(f).
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Lema 2.47. Sea f una funcio´n en un cuerpo de Hardy y sea g = f ′/f su
derivada logar´ıtmica. Entonces, para todo i ≥ 1 se tiene que
f (i)/f = Pi(g, g
′, . . . , g(i−1))
para un polinomio Pi ∈ Z[T0, T1, . . . , Ti−1] en i variables con coeficientes
enteros.
Demostracio´n. Procederemos por induccio´n. Para i = 1 basta tomar P1(T ) =
T . Supongamos el resultado cierto para i. Entonces
(f (i)/f)′ =
f (i+1)f − f ′f (i)
f2
=
f (i+1)
f
− f
′
f
f (i)
f
Por lo tanto se tiene que
f (i+1)/f = Pi(g, g
′, . . . , g(i−1))′ + g · Pi(g, g′, . . . , g(i−1))
siendo la parte derecha de esta expresio´n la evaluacio´n en (g, g′, . . . , g(i)) de
un polinomio en i + 1 variables con coeficientes enteros, de acuerdo con la
regla de la cadena.
Demostracio´n del teorema de Borel-Van den Dries: Nos dispone-
mos a demostrar finalmente el teorema 2.44. Para ello demostraremos un
enunciado algo ma´s fuerte Sea k un cuerpo de Hardy que contiene R(x) y
sea y en una extensio´n de Hardy K de k. Entonces
Si |P (y, y′, . . . y(n))| < g para un polinomio P ∈ k[T ]d de orden ≤ n
y una funcio´n g ∈ k, entonces |y| < en(f) para alguna f ∈ k.
(An)
Demostremos esta afirmacio´n por induccio´n sobre n. Si n = 0 entonces
|P (y)| = |fkyk + · · · + f0| < g, fi ∈ k, y podremos suponer este polinomio
mo´nico dividiendo esta relacio´n por fk. Aplicando la desigualdad triangular
inversa tenemos:
|y|k < |yk−1fk−1|+ · · ·+ |f0|+ |g|
Tomando f = 1 + |fk| + · · · + |f0| + |g| se cumple |y| < f = e0(f). En
efecto, si esto no fuese cierto se cumplir´ıa que |y| ≥ 1 y por tanto
|y|k ≥ |yk−1|(1+ |fk−1|+ · · ·+ |f0|+ |g|) ≥ |yk−1|+ |yk−1fk−1|+ · · ·+ |f0|+ |g|
contradiciendo lo obtenido anteriormente. Por tanto, se cumple (A0).
Supongamos ahora n ≥ 1, (An−1) cierto y que |P (y, y′, . . . y(n))| < g. Si
|y| < ex2 el resultado es cierto, por lo que supondremos |y| ≥ ex2 .
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Sea d > 0 el grado total de este polinomio, y sea Q su parte homoge´nea de
grado d. Escribamos P = Q + R, con R de grado < d. Remarquemos que
todo monomio de R es de la forma m = f · yr0(y′)r1 · · · (y(n))rn con f ∈ k y
r0 + · · ·+ rn < d. Si se divide este monomio por una potencia de y, yρ con
ρ > d− 1, se cumple que |m/yρ| ≤ |f |. En efecto, escribamos
m/yρ = f(
y′
y
)r0 · · · (y
(n)
y
)rn · 1
yρ−(r0+···+rn)
El lema 2.45 afirma que |y(i)/y| < |y|εi ∀ εi > 0. Tomando εi = 1/(n+ 1)ri
para los ri 6= 0 se obtiene el resultado. Por tanto
|R(y, y′, . . . , y(n))/yρ| < h con h ∈ k si ρ > d− 1 (*)
siendo h la suma de los valores absolutos de los coeficientes de los monomios
de R. Trataremos dos casos separadamente:
a) Si ningu´n y(i) con i > 0 aparece en Q. Entonces se tiene que
|fdyd +R(y, y′, . . . , y(n))| < g
Si se divide esta relacio´n por yd−
1
2 y se aplica la desigualdad triangular
inversa se obtiene
|fd| · |y1/2| < g + |R(y, y′, . . . , y(n))/yd−
1
2 |
Teniendo en cuenta (*) obtenemos |y| < (g + h)2|fd|−2, finalizando la
prueba en este caso.
b) En caso contrario dividamos entre |y|d la relacio´n
|P (y, y′, . . . , y(n))| = |Q(y, y′, . . . , y(n)) +R(y, y′, . . . , y(n))| < g
obteniendo
|Q(1, y′/y, . . . , y(n)/y +R(y, y′, . . . , y(n))/yd| < g/|y|d
Al igual que en el caso anterior, aplicando (*) y la desigualdad trian-
gular inversa, tenemos que
|Q(1, y′/y, . . . , y(n)/y + | < h para un h ∈ k
Realizando el cambio z = y′/y ∈ K y aplicando el lema 2.47 se tie-
ne que para cada i ≥ 1 y(i)/y = Qi(z, z′, . . . , z(i−1)) para un Qi ∈
Z[T0, . . . , Ti−1]. Sustituyendo estos valores en el polinomio Q, se ob-
tiene un nuevo polinomio Q˜ con coeficientes en k tal que
|Q˜(z, z′, . . . , z(n−1)| < h
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Usando la hipo´tesis de induccio´n, existe una f ∈ k tal que |y′/y| =
|z| < en−1(f). Podemos suponer que f ≥ x2, y por tanto el lema 2.46
nos permite afirmar que |y| < en(f) (o´ |y| < eMxf si n = 1) finalizando
la demostracio´n del teorema.
Observaciones.
El cuerpo de Hardy k en el que es usual tomar los coeficientes es R(x).
En este caso se puede simplificar la conclusio´n del teorema diciendo
que la solucio´n y verifica |y| < en(xm) para algunos n,m ∈ N.
Para k = R(x) este resultado es o´ptimo en el sentido de que para todo
n ∈ N se puede construir una ecuacio´n diferencial algebraica de orden
n para la que la funcio´n en(x) es solucio´n. Por ejemplo, para e2(x) una
tal ecuacio´n es
y′′y − y′y − y′ = 0
Este resultado no es necesariamente cierto si la solucio´n de la ecua-
cio´n diferencial oscila (no pertenece a un cuerpo de Hardy), existiendo
ejemplos de estas soluciones que crecen arbitrariamente ra´pido. Algu-
nos de ellos fueron exhibidos ya por Borel en [Bor99, Nota 2, Pa´g.
47], y, ma´s recientemente A. Rubel exhibio´ en [Rub81] una ecuacio´n
diferencial algebraica con coeficientes enteros (de orden 4 y grado 7)
cuyas soluciones de clase C∞ son densas en C0((−∞,∞)).
Cap´ıtulo 3
Estructuras o-minimales
En este u´ltimo cap´ıtulo se hara´ una breve presentacio´n de las estructuras
o-minimales. El desarrollo sera´ ma´s escueto que en los cap´ıtulos anteriores
y no se incluira´n las demostraciones de todos los enunciados, permitiendo
dar una visio´n ma´s amplia de la teor´ıa sin sobrecargar esta memoria.
Comenzaremos con una motivacio´n dada por los conjuntos semi-algebraicos.
La teor´ıa de las estructuras o-minimales puede verse como una axiomatiza-
cio´n de esta u´ltima, y compartira´n numerosas buenas propiedades, como
la finitud de componentes conexas de sus conjuntos. Segu´n van den Dries
[Dri98], la teor´ıa as´ı surgida se adecu´a perfectamente al marco buscado por
A. Grothendiek en su Esquisse d’un Programme (seccio´n 5: Haro sur la
topologie dite “ge´ne´rale”, et re´flexions heuristiques vers une topologie dite
“mode´re´e” [Gro84], en el que se reclama la necesidad de una nueva geometr´ıa
“moderada” que se adapte a nuestras intuiciones y en la que no sean compa-
tibles ejemplos “salvajes” como curvas que llenen el plano. En efecto, en el
contexto de las estructuras o-minimales no se podra´n dar estos ejemplos, ni
tampoco otros como el conjunto {(x, sin(1/x)) | x ∈ (0, pi)}∪ ({0}× [−1, 1]),
ejemplo cla´sico de conjunto conexo pero no conexo por caminos. Por estas
razones, las funciones de una estructura o-minimal no pueden tener un com-
portamiento oscilatorio y sus ge´rmenes formara´n un cuerpo de Hardy con
propiedades especialmente adecuadas. Este hecho se estudiara´ en la tercera
y u´ltima seccio´n.
Aunque en este trabajo motivamos el estudio de las estructuras o-minimales
desde un punto de vista geome´trico, e´stas surgieron en un primer momento
desde la lo´gica y la teor´ıa de modelos. No entraremos en los detalles necesa-
rios para desarrollar rigurosamente esta otra definicio´n, pero s´ı se indicara´
en varios comentarios co´mo se pueden relacionar las distintas perspectivas.
Para este cap´ıtulo se han utilizado fundamentalmente las referencias
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[Dri98], [Cos00] y, para la seccio´n 3.3, [Mil12].
3.1. Conjuntos semi-algebraicos
En el grado en matema´ticas se estudian en asignaturas como Curvas Al-
gebraicas los conjuntos definidos por sistemas de ecuaciones polinomiales.
Trabajando en el cuerpo R (y en un cuerpo real en general), se dispone de
la relacio´n de orden, por lo que es natural considerar tambie´n los conjun-
tos dados por inecuaciones con polinomios. La geometr´ıa as´ı surgida tiene
importantes aplicaciones (en optimizacio´n, geometr´ıa computacional, robo´ti-
ca...), y aparece de forma notable en el problema 17 de Hilbert.
Definicio´n 3.1. Un conjunto semialgebraico de Rn es una unio´n finita de
conjuntos de la forma
A = {x ∈ Rm | f(x) = 0 , g1(x) > 0, . . . , gk(x) > 0} (3.1)
donde f, g1, . . . gk ∈ R[X1, . . . , Xm].
Una funcio´n f : A → Rn,A ⊆ Rm, se dira´ semi-algebraica si su grafo
Γ(f) = {(x,y) ∈ Rn+m | y = f(x)} es semi-algebraico.
Se denotara´ por An el conjunto de subconjuntos semialgebraicos de Rn.
Nota. No se excluye que aparezcan varios polinomios igualados a 0, pues
f1(x) = f2(x) = · · · = fr(x) = 0 ⇔ (f1(x))2 +(f2(x))2 + · · ·+(fr(x))2 = 0
No se puede suponer lo mismo para las desigualdades, y co´mo reducir su
nu´mero es un a´rea de investigacio´n actual. Tambie´n notar que se permiten
las relaciones ≥,<, ≤ y 6= sin ma´s que multiplicar por −1 y combinar las ya
incluidas.
Directamente de la definicio´n se deducen algunas propiedades de estabi-
lidad por distintas operaciones.
Propiedades 3.2.
1. An es estable al tomar uniones e interseciones finitas y por comple-
mentarios. Es decir, An es un a´lgebra de Boole.
2. El producto cartesiano de conjuntos semialgebraicos A ∈ An, B ∈ Am
es un conjunto semialgebraico A×B ∈ An+m.
3. Los conjuntos semialgebraicos de R son exactamente las uniones finitas
de puntos e intervalos.
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Demostracio´n. 1. Las unio´n de dos conjuntos de la forma (3.1) es semi-
algebraica por definicio´n; para la interseccio´n basta unir las restricciones
impuestas y Ac viene determinado al sustituir “=” por “ 6=” y “>” por “≤”.
2. Todo polinomio f ∈ R[X1, . . . , Xn] se puede considerar como un polinomio
en n+m variables. Para definir el conjunto A×B basta unir las restricciones
que definen A y B, las primeras expresadas sobre las m primeras variables
x1, . . . , xm y las segundas sobre las n u´ltimas xm+1, . . . , xn.
3. Cada polinomio en una variable tiene un nu´mero finito de ra´ıces. Las
relaciones f(x) = 0 determinan un nu´mero finito de puntos y g(x) > 0
una unio´n finita de intervalos (como ma´ximo uno ma´s que ra´ıces tenga g).
Cualquier union finita de puntos e intervalos es un conjunto de A1.
Una propiedad mucho ma´s dif´ıcil de demostrar es la estabilidad por
proyecciones. Este hecho, conocido como el Teorema de Tarski-Seidenberg
y enunciado a continuacio´n, es la piedra angular en esta teor´ıa, de la que se
deducen importantes propiedades.
Teorema 3.3 (Tarski-Seidenberg). Sea pi : Rn+m → Rn la proyeccio´n en
las n primeras coordenadas. Si A ⊆ Rn+m es un conjunto semialgebraico,
entonces tambie´n lo es pi(A).
Nota. Una demostracio´n de este teorema se puede encontrar en [ Loj65,
pa´g.110]. En ella se utiliza la estratificacio´n de un conjunto semialgebraico
(particio´n finita en conjuntos homeomorfos a algu´n Rk). Esta idea es clave
para generalizar las propiedades de los conjuntos semi-algebraicos a las es-
tructuras o-minimales, y se hablara´ de su versio´n generalizada ma´s adelante.
Es destacable que para los conjuntos u´nicamente algebraicos no se tiene
la propiedad anterior. Por ejemplo, la proyeccio´n de la curva y2 = x en el
eje x es el intervalo [0,∞), que no es un conjunto algebraico.
Observacio´n (Lo´gica y geometr´ıa). Aunque en este cap´ıtulo no sigamos
el tratamiento dado por la teor´ıa de modelos, s´ı es relevante detenerse a
sen˜alar la relacio´n con este otro punto de vista. Esto, adema´s de mostrar la
interrelacio´n entre estas a´reas de las matema´ticas, clarificara´ el porque´ de
la terminolog´ıa presentada ma´s adelante.
Al considerar un conjunto A ⊆ Rn, concretizamos que´ elementos perte-
necen a e´l imponiendo propiedades que deben cumplir. Estas propiedades se
expresan con diferentes s´ımbolos, entre ellos los s´ımbolos lo´gicos “∨”, “∧”,
“¬” y cuantificadores “∃”, “∀”. En el caso de los conjuntos semialgebraicos
tambie´n aparecen “+”,“−”,“·”,“=”, “<” y los nu´meros reales. Se dice que
los conjuntos algebraicos son definibles con para´metros en el cuerpo ordena-
do R.
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Si dos conjuntos A,B ∈ Rn vienen descritos por las fo´rmulas φ(x) y ψ(x)
respectivamente, su union esta´ definida por φ(x) ∨ ψ(x), su interseccio´n
por φ(x) ∧ ψ(x) y Ac por ¬φ(x). Ma´s interesante es la relacio´n con los
cuantificadores ∃ y ∀. Como ejemplo, sea A ⊆ R3 definido por φ(x, y, z) y
consideremos
A1 = {(x, y) ∈ R2 | ∃z ∈ R φ(x, y, z)} , A2 = {(x, y) ∈ R2 | ∀z ∈ R φ(x, y, z)}
A1 es exactamente la proyeccio´n sobre las dos primeras coordenadas de A,
pi(A). A2 es (pi(A
c))c (siempre se pueden transformar los cuantificadores ∀
en ∃ modificando las apariciones de “∀z” por “¬∃z¬”).
Con estos comentarios podemos entender otras formas de interpretar el
teorema de Tarski-Seidenberg: “El cuerpo ordenado R admite eliminacio´n de
cuantificadores” o tambie´n “Los conjuntos semialgebraicos son exactamente
los conjuntos definibles con para´metros en el cuerpo ordenado R”. Esto quie-
re decir que los conjuntos definidos con cuantificadores lo´gicos variando en
conjuntos semi-algebraicos tambie´n sera´n semi-algebraicos. En particular,
todos los conjuntos definidos por la notacio´n ε− δ son semi-algebraicos.
Como aplicacio´n de estas ideas mostraremos co´mo se pueden demostrar
las siguientes propiedades:
Proposicio´n 3.4.
1. Si f, g son funciones semi-algebraicas, tambie´n lo es ma´x(f, g).
2. Si A ⊆ Rm es semi-algebraico, tambie´n lo son A˚ y A.
3. Si f : (a, b) → R es una funcio´n semi-algebraica, el conjunto D de
puntos de (a, b) donde f es derivable es semi-algebraico, y la derivada
f ′ : D → R tambie´n lo es.
Demostracio´n. El grafo de ma´x(f, g) se puede caracterizar por:
Γ(ma´x(f, g)) = {(x, y) ∈ R2 | (y = f(x) ∨ y = g(x)) ∧ y ≥ f(x)}
La adherencia e interior de A se pueden caracterizar por:
A = {x ∈ Rm | ∃ ε ∈ (0,∞), ∀a ∈ A ,
m∑
i=1
(xi − ai)2 < ε} ; A˚ = (Ac)c
El conjunto D y el grafo de f ′ vienen dados por:
D =
{
x ∈ (a, b) | ∃d ∈ R , ∀ ε > 0 ∃ δ > 0 (0 < t2 < δ ⇒ ( (f(x+ t)− f(x)
t
− d)2 < ε)}
Γ(f ′) =
{
(x, y) ∈ R2 | x ∈ (a, b) , ∀ ε > 0 ∃ δ > 0 (0 < t2 < δ ⇒ ( (f(x+ t)− f(x)
t
−y)2 < ε)}
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A continuacio´n se presentan algunas de las buenas propiedades topolo´gi-
cas de los conjuntos semialgebraicos. Este buen comportamiento sera´ el que
se buscara´ generalizar con las estructuras o-minimales y esta´ ı´ntimamente
ligado con la imposibilidad de que una funcio´n oscile infinitamente, posibi-
litando relacionar estas estructuras con los cuerpos de Hardy.
Proposicio´n 3.5. Todo conjunto semi-algebraico A ⊆ Rm tiene un nu´mero
finito de componentes conexas, y cada una de ellas es semi-algebraica.
Proposicio´n 3.6. Un conjunto semialgebraico A ⊆ Rn es localmente cone-
xo, y es conexo si y so´lo si es conexo por caminos.
No presentamos la demostracio´n de estas proposiciones, que se puede
encontrar en [ Loj65, pa´gs.76,110].
Ejemplos 3.7.
La funcio´n sinx no es semi-algebraica. En efecto, si se interseca su
grafo con el eje y = 0 se obtiene el conjunto {(2pik, 0) | k ∈ Z}, con
infinitas componentes conexas.
La funcio´n ex tampoco es semi-algebraica, a pesar de que realizando
operaciones con su grafo no se contradicen las proposiciones 3.5 y
3.6. En este caso, se puede probar que toda funcio´n semi-algebraica
f : R → R tiene un crecimiento acotado por xn para algu´n n ∈ N
[Mil12].
3.2. Generalidades de las estructuras o-minimales
Es natural querer extender el estudio anterior a otras clases de conjuntos
a los que poder aplicar las operaciones de unio´n, interseccio´n, proyecciones...
Sin embargo, es fa´cil que tras sucesivas aplicaciones de estas operaciones a
algunos conjuntos de partida se creen conjuntos demasiado “cao´ticos”, que
es lo que se busca evitar. Aqu´ı entra en juego el axioma de o-minimalidad,
que forzara´ a que las estructuras que lo cumplan tengan un comportamiento
“moderado”.
Definicio´n 3.8. Se define una estructura en R como una sucesio´n de colec-
ciones de subconjuntos de Rm, S = (Sm)∞m=0 tales que:
(S1) Sm es un a´lgebra de Boole de subconjuntos de Rm (i.e., ∅,Rm ∈ Sm,
es cerrado para uniones e intersecciones finitas y complementarios).
(S2) Si A ∈ Sm y B ∈ Sn, entonces A×B ∈ Sm+n.
(S3) Las diagonales ∆i,j = {(x1, . . . , xm) ∈ Rm | xi = xj} pertenecen a Sm.
(S4) Si A ∈ Sm+1, entonces su proyeccio´n en las primeras m componentes,
pi(A), pertenece a Sm.
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Se dira´ que la estructura S es o-minimal si adema´s cumple:
(O1) {(x, y) ∈ R2 | x < y} ∈ S2.
(O2) Los conjuntos de S1 son exactamente las uniones finitas de puntos e
intervalos.
Si un conjunto A ⊆ Rm pertenece a Sm se dira´ que A pertenece a S (o que
es definible en S).
Una funcio´n f : A → Rm, A ⊆ Rn, se dira´ que pertenece a S (o que es
definible en S), si su grafo Γ(f) pertenece a Sn+m.
Observaciones.
Recordemos que una funcio´n f se define de forma conjuntista exac-
tamente como el conjunto que determina su grafo, por lo que esta
definicio´n es la ma´s natural posible.
De igual forma se puede decir que una estructura S contiene una rela-
cio´n de Rm1 , · · ·Rmr si contiene el subconjunto del producto cartesiano
que la define. En particular la condicio´n (O1) indica que S contiene la
relacio´n de orden.
De forma ma´s general se puede dar la definicio´n de estructura sobre un
conjunto R cualquiera, y la de estructura o-minimal sobre un conjunto
totalmente ordenado con un orden denso y sin extremos (R,<). Con-
cretamente, tienen gran relevancia las estructuras o-minimales sobre
cuerpos reales-cerrados, pues si una estructura o-minimal S contiene
dos operaciones + y · que hacen de R un anillo ordenado, e´ste debe
ser un cuerpo real-cerrado [Dri98, Pa´g. 21, Prop 4.6].
El te´rmino o-minimal hace referencia a la relacio´n de orden que apa-
rece en estas estructuras y a la condicio´n que reduce los conjuntos
de S1 a los mı´nimos posibles (si se impone (O1) y que los conjun-
tos unipuntuales sean definibles, todos los intervalos son definibles).
Es precisamente la relacio´n de orden la que permite hablar de pro-
piedades topolo´gicas de los conjuntos definibles sobre una estructura
o-minimal (recordemos que la topolog´ıa de R coincide con la topolog´ıa
del orden).
Propiedades 3.9 (Propiedades de conjuntos definibles).
Sea S una estructura:
i) Los conjuntos definidos por permutacio´n de variables de un conjunto
A ∈ Sm son definibles en S. Es decir, si σ es una permutacio´n de
{1, . . . ,m} entonces
Aσ = {(x1, . . . , xm) ∈ Rm | (xσ(1), . . . , xσ(m)) ∈ A} ∈ Sm
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ii) Si pii1,...,in : Rm −→ Rn es la proyeccio´n en las componentes i1, . . . , in
y A ∈ Sm, entonces pii1,...,in(A) ∈ Sn.
Demostracio´n. i) Consideramos el conjunto siguiente (definible por (S1),
(S2) y (S3))
A =
m⋂
j=1
(Rm ×A) ∩∆σ(j),m+j
Lo que se ha conseguido es que en las m componentes izquierdas se “copien”
los valores reordena´ndolos como indica σ. Tomando m proyecciones sucesi-
vas de A (aplicar (S4)) se obtiene el conjunto Aσ.
ii) Basta reordenar las componentes para dejarlas en las n primeras posicio-
nes y aplicar m− n veces (S4).
Propiedades 3.10 (Propiedades de funciones definibles).
Sea S una estructura, D ⊆ Rm y f : D → Rn una funcio´n definible en S.
Entonces:
i) D ∈ Sm y para todo A ⊆ D definible en S, f(A) ∈ Sn y la restriccio´n
f |A tambie´n es definible.
ii) Si B ∈ Sn, entonces f−1(B) ∈ Sm.
iii) Si f es inyectiva, f−1 (definida en f(D)) es definible.
iv) Si f(D) ⊆ E ⊆ Rn y g : E → Rp es definible, entonces la composicio´n
g ◦ f es definible.
Demostracio´n. Los conjuntos de los enunciado se pueden escribir como:
i) D = pi1,..,m(Γ(f)) , f(A) = pim+1,..,m+n
(
Γ(f) ∩ (A× Rn)) ,
Γ(f |A) = Γ(f) ∩ (A× Rn) , ii) f−1(B) = pi1,..,m
(
Γ(f) ∩ (Rm ×B)),
iii) Γ(f−1) = {(f(x),x) | x ∈ D} = Γ(f)σ , (σ la permutacio´n adecuada).
iv) Por simplicidad supondremos f y g de una variable
Γ(g ◦ f) = {(x, z) ∈ R2 | y = f(x), z = g(y)} = pi1,4
(
(Γ(f)× Γ(g)) ∩∆1,3
)
Proposicio´n 3.11. Dada una coleccio´n de estructuras (Sα)α∈Λ se puede
definir su interseccio´n S tomando para cada m ≥ 0 :
Sm =
⋂
α∈Λ
Sαm
La coleccio´n S = (Sm)∞m=0 es una estructura. Adema´s, si cada Sα es o-
minimal, tambie´n lo sera´ S.
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Demostracio´n. Es claro que si dos conjuntos A y B pertenecen a todas las
estructuras Sα, entonces su unio´n, interseccio´n, complementario, proyeccio´n
y producto cartesiano con R pertenecera´n a todas ellas tambie´n. Tambie´n
debe pertenecer a todo Sαm la diagonal ∆1,m, y si son o-minimales, los con-
juntos indicados en (O1) y (O2).
Esta proposicio´n nos permite considerar la estructura generada por una
coleccio´n de conjuntos (usualmente algunas operaciones o relaciones), to-
mando la interseccio´n de todas las que los contienen. Se hablara´, por ejem-
plo, de una estructura sobre el grupo (R, 0,+) si {0} ∈ S1 y Γ(+) ∈ S3. Se
dira´ que un conjunto es definible en (R, {fi}i∈Λ) si lo es en la menor estruc-
tura que contiene a {fi}i∈Λ, llame´mosla S. Teniendo en cuenta lo dicho en la
observacio´n tras el teorema 3.3, los axiomas (S1), (S2) y (S4) indican que los
conjuntos que surgen al imponer condiciones (finitas) usando las funciones
fi junto con los conectores y cuantificadores lo´gicos son definibles en S. El
axioma (S3) permite utilizar el s´ımbolo “=” en estas fo´rmulas. La estructura
S esta´ formada exactamente por los conjuntos definidos de esta forma.
Como se vera´ ma´s adelante, las estructuras o-minimales poseen muy
buenas propiedades, y se desear´ıa disponer de ellas para numerosas fami-
lias de conjuntos. Sin embargo, ma´s alla´ de algu´n ejemplo simple, es muy
dif´ıcil probar las propiedades de o-minimalidad (especialmente (S4) y (O2),
a pesar de la aparente simplicidad de esta u´ltima). Encontrar ejemplos de
estructuras o-minimales es una activa a´rea de investigacio´n. A continuacio´n
se muestran algunos.
Ejemplos 3.12.
Tomando Sm = P(Rm) se obtiene una estructura en la que todo con-
junto es definible (y por tanto esta´ lejos de ser o-minimal).
Por lo dicho en la seccio´n anterior, los conjuntos semi-algebraicos sobre
R forman una estructura o-minimal.
No es dif´ıcil ver que los conjuntos semi-afines (definidos por ecuaciones
e inecuaciones de polinomios de grado 1) tambie´n son o-minimales.
La estructura Rexp, generada por (R, <, 0, 1,+, ·, ex), es o-minimal.
Este teorema fue demostrado en 1991 por A. Wilkie, dando un impor-
tante impulso a este a´rea. [Dri98, Pa´g. 150]
La estructura generada por (R, <, 0, 1,+, ·, {xα}α∈A) es o-minimal pa-
ra todo A ⊆ R. [Mil12]
Resultados de geometr´ıa moderada
En el resto de esta seccio´n se enunciara´n, sin demostrar, las propiedades
topolo´gicas principales de las estructuras o-minimales. Se comenzara´ enun-
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ciando el teorema de monoton´ıa, clave para el desarrollo de la teor´ıa.
Teorema 3.13 (Teorema de monoton´ıa, [Dri98, cap. 3, Prop. 1.2]). Sea
S una estructura o-minimal y f : (a, b) → R una funcio´n definible en S
(a, b ∈ R). Entonces existen puntos a = a0 < a1 < · · · < ak = b tales que
en cada subintervalo (aj , aj+1) f es continua y es o bien constante o bien
estrictamente mono´tona.
Proposicio´n 3.14 ([Dri98, cap. 3, Prop. 2.8]). Si S es una estructura o-
minimal, todo conjunto definible A tiene un nu´mero finito de componentes
conexas, cada una de ellas definible en S.
Nota. A veces esta propiedad se toma para la definicio´n de estructura o-
minimal en lugar de (O2).
Proposicio´n 3.15 ([Dri98, cap. 6, Prop. 3.2]). Si S es una estructura o-
minimal, todo conjunto definible A es localmente conexo, y es conexo si y
so´lo si es conexo por caminos.
Por u´ltimo, enunciaremos la descomposicio´n en celdas de los conjuntos
definibles, que generaliza las “particiones normales” presentadas en [ Loj65]
para tratar el caso semi-anal´ıtico y semi-algebraico. Esta descomposicio´n es
fundamental en el estudio de las estructuras o-minimales, y en ella se basan
una gran parte de resultados relativos a su geometr´ıa.
Fijemos una estructura o-minimal S.
Definicio´n 3.16. Dadas dos funciones f, g : A→ R, A ⊆ Rm definibles en
S y continuas, escribimos:
(f, g)A = {(x, r) ∈ A× R | f(x) < r < g(x)}
Extendemos esta definicio´n permitiendo tomar f = −∞ o´ g =∞.
Definicio´n 3.17 (Celda). Definimos una celda de forma recursiva: los con-
juntos unipuntuales {r}, r ∈ R y los intervalos (a, b) ⊆ R (con a, b posible-
mente infinitos) son las celdas de S1.
Dada una celda A ∈ Sm, los grafos Γ(f) de funciones continuas f : A → R
son celdas de Sm+1. Tambie´n son celdas de Sm+1 los conjuntos (f, g)A.
De esta forma, cada celda se forma por una sucesio´n consistente en tomar
grafos o zonas entre dos grafos de funciones. De este modo, a cada celda se
le puede asociar una dimensio´n k ≥ 0 y sera´ homeomorfa a un cubo en Rk.
Definicio´n 3.18 (Descomposicio´n Celular). Una descomposicio´n de Rm es
una particio´n de Rm en un nu´mero finito de celdas {Ai}ni=1 de tal forma
que el conjunto de proyecciones pi(Ai) en las primeras m − 1 componentes
forme una descomposicio´n de Rm−1 (siendo una descomposicio´n de R una
particio´n finita en celdas).
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Dada una coleccio´n finita de conjuntos C1, . . . , Cl ⊆ Rm, diremos que una
descomposicio´n de Rm, {Ai}ni=1, es compatible con esta coleccio´n si cada Cj
es unio´n de celdas de {Ai}ni=1.
Teorema 3.19 (Teor. Descomposicio´n Celular [Dri98, cap. 3, Teor. 2.11]).
(E1) Para toda familia finita C1, C2, . . . , Cl , Ci ⊆ Rm de conjuntos de-
finibles en S existe una descomposicio´n de Rm compatible con esta
familia..
(E2) Para toda funcio´n definible f : A→ R, A ⊆ Rm, existe una descompo-
sicio´n de Rm compatible con {A} tal que para toda celda C ⊆ A en la
descomposicio´n, se cumple que la restriccio´n f |C : C → R es continua.
Observacio´n. Este teorema se puede refinar haciendo descomposiciones de
clase Ck (imponiendo a las funciones que definen las celdas ser de esta clase).
De esta forma, las restricciones de la funcio´n f en (E2) se pueden obtener
de clase Ck [Dri98, cap. 7, Teor. 3.2].
3.3. Cuerpo de Hardy de una estructura o-minimal
En esta seccio´n S denotara´ una estructura sobre R que contenga las
relaciones <,+, · y los subconjuntos unipuntuales de R (esto es, que expande
el cuerpo ordenado (R, >, 0, 1,+, ·)).
Lema 3.20. Si dos funciones f, g : A → R, A ⊆ Rm son definibles, f +
g, f · g,−f y 1/f (si f no se anula) son definibles.
Demostracio´n. Demostraremos el resultado para f + g, suponiendo que f y
g son de una variable para no sobrecargar la notacio´n. El resto de casos son
similares. Se puede expresar el grafo de f + g como:
Γ(f + g) = pi1,4
({(x, y, w, z) ∈ R4 | y = f(x), w = g(x), z = y + w}) =
= pi1,3
((
pi2,4
(
(Γ(f)× Γ(g)) ∩∆1,3
)× R) ∩ Γ(+))
Proposicio´n 3.21 ([Dri98, cap. 7, (2.5)]). Si S es o-minimal, I ⊆ R un
intervalo y f : I → R es definible, entonces f es derivable en todos los
puntos de I, excepto quiza´ en un nu´mero finito de ellos. Adema´s, la funcio´n
derivada f ′ es definible en cada subintervalo de I en el que f sea derivable.
Nota. Esta proposicio´n es un caso particular de 3.19.
Teorema 3.22 ([Mil12, Teor. 3.1]). Dada la estructura S, son equivalentes:
(i) S es o-minimal.
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(ii) El conjunto de ge´rmenes de funciones f : (a,∞) → R definibles en S
forma un cuerpo de Hardy. Este cuerpo se denotara´ por kS .
(iii) Toda funcio´n f : (a,∞) → R perteneciante a S es o bien eventual-
mente nula, o bien no se anula para valores mayores que un M > 0.
Demostracio´n. (i) ⇒ (ii): Juntando la proposicio´n 3.21 con el teorema de
monoton´ıa 3.13 deducimos que toda funcio´n f definible es eventualmente di-
ferenciable y tiene eventualmente un signo constante (por lo que es invertible
si su germen no es ide´nticamente nulo). S contiene la suma, multiplicacio´n
e inversos de funciones definibles (lema 3.20), por lo tanto esta familia de
funciones forma un cuerpo de Hardy.
(ii)⇒ (iii): Es claro, pues toda funcio´n de un cuerpo de Hardy lo debe cum-
plir.
(iii) ⇒ (i): Debemos mostrar que si A ∈ S1, A es unio´n finita de puntos e
intervalos. Esto es equivalente a que su frontera, ∂A, sea un conjunto finito.
En virtud del teorema de Bolzano- Weierstrass basta probar que ∂A es aco-
tado y discreto. Sea κA la funcio´n caracter´ıstica de A (κA(x) = 1 si x ∈ A,
0 si no, definible pues su grafo es (A × {1}) ∪ (Ac × {0})). Por hipo´tesis, a
partir de un momento κA debe ser 0 o´ 1, por lo que para un b ∈ R, (b,∞)
o bien esta´ contenido en A, o es disjunto a e´l. Razonando de igual forma
para la funcio´n κA(−x) se obtiene un resultado ana´logo para un a0 ∈ R y
(−∞, a0), por lo que ∂A esta´ acotado (pues esta´ contenido en [a0, b]).
Tomemos ahora un punto x ∈ ∂A, y definamos Cx = { 1a−x | a ∈ A \ {x}}
(conjunto definible por serlo la divisio´n y la resta). Considerando como antes
las funciones κCx(x) y κCx(−x) obtenemos que entornos de +∞ y −∞ esta´n
contenidos en Cx o son disjuntos a e´l, por lo que para un ε > 0 (x, x + ε)
y (x − ε, x) esta´n o bien contenidos en A o son disjuntos a A. Por tan-
to ∂A ∩ (x − ε, x + ε) = x y ∂A es un conjunto discreto como se quer´ıa
probar.
Los cuerpos de Hardy provenientes de una estructura o-minimal suelen
ser grandes y dif´ıciles de describir expl´ıcitamente, pero esto es debido a
ser cerrados por ma´s operaciones y tener una estructura ma´s interesante.
En particular son cerrados por composicio´n y por inversa composicional.
Esto demuestra que no todo cuerpo de Hardy proviene de una estructura
o-minimal, pues por ejemplo en k1 = R(ex), ex◦ex /∈ k1, y en R(x) la inversa
de x2,
√
x, no pertenece a R(x).
Proposicio´n 3.23. Si kS es un cuerpo de Hardy proveniente de una estruc-
tura o-minimal S y f, g son elementos de kS tales que g x→∞−−−→∞ (v(g) < 0),
entonces f ◦ g pertenece a k.
Demostracio´n. Por la propiedad iv) de 3.10, f ◦ g ∈ S, y por tanto forma
parte de kS .
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Proposicio´n 3.24. Sea kS un cuerpo de Hardy proveniente de una estruc-
tura o-minimal S. Si f ∈ kS y f x→∞−−−→ ∞ (v(f) < 0), entonces su inversa
composicional, f−1, esta´ definida en un entorno de infinito y su germen
pertenece a kS .
Demostracio´n. Por ser eventualmente mono´tona, f es inyectiva en un en-
torno de infinito y tiene llegada en un intervalo (M,∞), donde f−1 esta´
definida. Por la propiedad iii) de 3.10 f−1 pertenece a S.
Ejemplo 3.25. Podr´ıamos intentar describir el cuerpo de Hardy de una
estructura o-minimal expl´ıcitamente, pero pronto nos dar´ıamos cuenta de la
dificultad que esto entran˜a. Sea por ejemplo S la estructura de los conjuntos
semi-algebraicos (la menor conteniendo <,+ y ·). ¿Cua´l es el cuerpo kS?
Debe contener las funciones racionales, tambie´n las potencias xα con α ∈ Q
y ser cerrado por composicio´n, por lo que contiene a
k = R(P (x)α | P ∈ R(x) , α ∈ Q)
Sin embargo, si kS consistiese u´nicamente en estas funciones se contradecir´ıa
el teorema de Galois que nos dice que existen ecuaciones algebraicas no re-
solubles por radicales. Esto muestra que los cuerpos de Hardy provenientes
de estructuras o-minimales son algo ma´s abstracto y sutil.
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