We introduce a new family of continuous distributions called the beta transmuted-H family which extends the transmuted family pioneered by Shaw and Buckley [34] . Some of its mathematical properties including explicit expressions for the ordinary moments, quantiles, generating functions and order statistics are derived. Some special models of the new family are provided. The maximum likelihood method is used for estimating the model parameters, and the finite sample performance of the estimators is assessed by simulation. The importance and flexibility of the proposed family are illustrated by applications to two real data sets.
INTRODUCTION
Recently, there has been a great interest in developing more flexible distributions through extending the classical distributions by introducing additional shape parameters to the baseline model. Many generalized families of distributions have been proposed and studied over the last two decades for modeling data in many applied areas such as economics, engineering, biological studies, environmental sciences, medical sciences and finance. For example, Zografos and Balakrishnan [37] proposed the gamma-generated family, Nofal et al. [31] defined and studied the generalized transmuted-G family, Yousof et al. [36] proposed the transmuted exponentiated generalized-G class and Afify et al. [2] proposed the Kumaraswamy transmuted-G family.
The generated families have attracted many researchers and statisticians to develop new models because of the computational and analytical facilities available in most symbolic computation software platforms. Several mathematical properties of the extended distributions may be easily explored using mixture forms of exponentiated-G (exp-G) distributions.
Consider a baseline cumulative distribution function (cdf) H (x; φ) with corresponding probability density function (pdf) h (x; φ) and parameter vector φ. Then, the cdf of the transmuted-H (T-H) family of distributions (for x > 0) is * Corresponding author.
G (x; λ, φ) = H (x; φ) [ 
The corresponding pdf is g (x; λ, φ) = h (x; φ) [1 + λ − 2λH (x; φ)] , (2) where |λ| ≤ 1. It is clear that the T-H family is a mixture of the baseline and exp-H distributions, the last one with power parameter equal to two. Further, if λ = 0, (2) gives the baseline distribution. More details can be found in Shaw and Buckley [34] .
In this paper, we define and study a new family of distributions by adding two extra shape parameters in (1) to provide more flexibility to the generated family. Using the beta-generalized (B-G) family due to Eugene et al. [14] , we construct a new family called the beta transmuted-H (BT-H) family and give a description of some of its mathematical properties. The BT-H family is shown to provide better fits than at least five other families each having the same number of parameters. We hope that the new family will attract wider applications in reliability, engineering and other areas of research.
For an arbitrary baseline cdf G (x) the B-G family due to Eugene et al. [14] has the cdf and pdf given (for x > 0) by is the beta function and Γ (·) is the gamma function. Clearly, for a = b = 1, we obtain the baseline distribution. The additional parameters a and b govern skewness and tail weight of the generated distribution. An attractive feature of this family is that a and b can afford greater control over the weights in both tails and in the center of the distribution.
To this end, we generalize the T-H family by incorporating two additional shape parameters to yield a more flexible generator. The cdf of the BT-H family is defined (for x > 0) by The pdf corresponding to (3) is
where a > 0, b > 0 and |λ| ≤ 1. A random variable X having the pdf (4) shall be denoted by X ∼BT-H(a, b, λ, φ). The quantile function (qf) of X, say Q(u) = F −1 (u), can be obtained by inverting (3) numerically. Some special cases of the new family are listed in Table 1 .
The remainder of this paper is outlined as follows. Five special models of the BT-H family are presented in Section 2 and some plots of their pdfs are provided. In Section 3, we derive a useful representation for the BT-H pdf and obtain some mathematical properties of the proposed family including ordinary moments, quantiles, generating functions and order statistics. Maximum likelihood estimation of the model parameters is investigated in Section 4. The finite sample performance of the estimators is assessed by simulation in Section 5. In Section 6, we provide applications to two real data sets to illustrate the importance of the new family. Finally, some concluding remarks are presented in Section 7.
SPECIAL MODELS
In this section, we provide five special models of the BT-H family. The pdf (4) will be most tractable when h (x; φ) and H (x; φ) have simple analytic expressions. These special models generalize some well-known distributions in the literature. These special models correspond to the baseline Weibull (W), Pareto (Pa), Fréchet (Fr), Gompertz (Go) and Lindley (Li) distributions. The pdf and cdf of these baseline distributions are listed in Table 2 .
The parameters of the above pdfs belong to the set of positive real numbers.
The BT-W distribution
The BT-W pdf is given (for x > 0) by 
where α > 0, β > 0, a > 0, b > 0 and |λ| ≤ 1. The BT-W distribution includes the transmuted Weibull (TW) distribution (Aryal and Tsokos [9] ) when a = b = 1. For λ = 0 the BT-W distribution (Pal and Tiensuwan [32] ) reduces to the BW distribution (Lee et al. [21] ). For λ = 0 and b = 1, we obtain the exponentiated Weibull (EW) distribution (Mudholkar and Srivastava [27] ). For β = 2, we obtain the BT-Rayleigh (BT-R) distribution. For β = 1, we have the BT-exponential (BT-E) distribution. For a = b = 1 and β = 2, we obtain the T-Rayleigh (T-R) distribution (Merovci [23] ). Plots of the BT-W pdf for some parameter values are displayed in Figure 1 .
The BT-Pa distribution
The BT-Pa pdf is given (for x ≥ θ) by
where α > 0, θ > 0, a > 0, b > 0 and |λ| ≤ 1. The BTPa distribution includes the transmuted Pareto (T-Pa) distribution (Merovcia and Puka [25] ) when a = b = 1. For λ = 0 the BT-Pa distribution reduces to the B-Pa distribution (Akinsete et al. [6] ). For λ = 0 and b = 1, we obtain the exponentiated Pareto (E-Pa) distribution (Nadarajah [28] ). Plots of the BT-Pa pdf are displayed in Figure 2 for some parameter values.
The BT-Fr distribution
The BT-Fr pdf is given (for x > 0) by distribution (Nadarajah and Gupta [29] ). For λ = 0 and b = 1, we obtain the exponentiated Fréchet (E-Fr) distribution (Nadarajah and Kotz [30] ). We display some possible shapes of the BT-Fr pdf in Figure 3 .
The BT-Go distribution
The BT-Go pdf is given (for x > 0) by 
where α > 0, β > 0, a > 0, b > 0 and |λ| ≤ 1. The BTGo distribution includes the transmuted Gompertz (T-Go) Figure 4 . The GT-Go pdfs:
distribution (Abdul-Moniem et al. [4] ) when a = b = 1. For λ = 0 the BT-Go distribution reduces to the B-Go distribution (Jafari et al. [19] ). For λ = 0 and b = 1, we obtain the exponentiated Gompertz (E-Go) distribution. For a = 1 and λ = 0, we obtain the generalized Gompertz (G-Go) distribution (El-Gohary et al. [13] ). Figure 4 plots the BT-Go pdf for selected parameter values.
The BT-Li distribution
The BT-Li pdf is given (for x > 0) by
where α, β, a and b are positive parameters and |λ| ≤ 1. The BT-Li distribution includes the transmuted Lindley (T-Li) distribution (Merovci [24] ) when a = b = 1. For λ = 0 the BT-Li distribution reduces to the B-Li distribution (Merovci and Sharma [26] ). For λ = 0 and b = 1, we obtain the exponentiated Lindley (E-Li) distribution. Plots of the BTLi pdf are displayed in Figure 5 for some parameter values.
MATHEMATICAL PROPERTIES
The formulae derived throughout the paper can be easily handled in most symbolic computation software platforms such as Maple, Mathematica and Matlab because of their ability to deal with analytic expressions of formidable size and complexity. Established explicit expressions to calculate statistical measures can be more efficient than computing them directly by numerical integration.
Mixture representation
In this section, we derive a useful representation for the BT-H pdf. The derived representation is crucial for the derivation of mathematical properties in Sections 3.2 to 3.4. It allows moments, generating functions, order statistic properties, etc to be expressed as mixtures.
Consider the power series
which holds for |z| < 1 and b > 0 real non-integer.
The pdf in (4) can be rewritten as
. Applying the power series (5) to the quantity A, we obtain 
Further, we can write the last equation as
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Finally, the pdf (6) can be expressed as a mixture of exp-G pdfs
where
α−1 is the exp-G pdf with power parameter α > 0 and
Thus, several mathematical properties of the BT-H family can be obtained simply from those properties of the exp-G family. Equation (7) is the main result of this section. The cdf of the BT-H family can also be expressed as a mixture of exp-G cdfs. By integrating (7), we obtain the mixture representation
where Π a+k (x) is the cdf of the exp-G family with power parameter a + k.
Moments
The rth moment of X, say μ r , follows from (7) as
Henceforth, Y a+k denotes the exp-G random variable with power parameter a + k.
The nth central moment of X, say M n , is given by
The cumulants, κ n , of X follow recursively from
, etc. The skewness and kurtosis measures can be calculated from the ordinary moments using well-known relationships.
Quantile and generating functions
The qf of X, where X ∼BT-H(a, b, λ, φ) , is easily simulated by inverting (3) as follows: if T is a beta random variable with positive parameters a and b, then
is a BT-H variate. Now, we provide two formulae for the moment generating function (mgf) M X (t) = E e t X of X. Clearly, the first one can be derived from (7) as
where M a+k (t) is the mgf of Y a+k . Hence, M X (t) can be determined from the exp-G generating function.
A second formula for M X (t) follows from (7) as
Order statistics
Order statistics make their appearance in many areas of statistical theory and practice. Let X 1 , . . . , X n be a random sample from the BT-H family of distributions. The pdf of ith order statistic, say X i:n , can be written as
Here and henceforth, we use an equation given in page 17 of Gradshteyn and Ryzhik [16] for a power series raised to a positive integer n:
where the coefficients C n,r are easily determined from the recurrence equation
The coefficient C n,r can be calculated from C n,0 , . . . , C n,r−1 and hence from the quantities b 0 , . . . , b r .
Using (10) and (11), we obtain
Substituting (7) and (12) into (9) and using a power series expansion, the pdf of X i:n can be expressed as
where π a+k (x) is the exp-G pdf with power parameter a+k. It follows that the pdf of BT-H order statistics is a mixture of exp-G pdfs. Hence, the properties of X i:n follow from properties of Y a+k . For example, the moments of X i:n can be expressed as
The L-moments are analogous to the ordinary moments but can be estimated by linear combinations of order statistics. They exist whenever the mean of the distribution exists, even though some higher moments may not exist, and are relatively robust to the effects of outliers. Based upon the moments in (13), we can derive explicit expressions for the L-moments of X as infinite weighted linear combinations of the means of suitable BT-H order statistics. They are linear functions of expected order statistics defined by
for r ≥ 1.
MAXIMUM LIKELIHOOD ESTIMATION
Several approaches for parameter estimation exist in the literature but maximum likelihood method is the most commonly employed. The maximum likelihood estimators (MLEs) enjoy desirable properties and can be used when constructing confidence intervals and also in test statistics. The normal approximation for these estimators in large sample theory is easily handled either analytically or numerically. So, we consider estimation of the unknown parameters for the BT-H family only by maximum likelihood. Here, we determine the MLEs of the parameters for complete samples only. Let x 1 , . . . , x n be a random sample from the BT-H family with parameters λ, a, b and φ. Let Θ = (a, b, λ, φ ) be a (p · 1) parameter vector. Then, the log-likelihood function for Θ, say = (Θ), is
The score vector components, say
, are given by
where ψ (a) is the digamma function, h (x i ; φ) = ∂h (x i ; φ) /∂φ k and H (x i ; φ) = ∂H (x i ; φ) /∂φ k . Setting the nonlinear system of equations U a = U b = U λ = U φ k = 0 and solving them simultaneously yields the MLE Θ = a, b, λ, φ of Θ = (a, b, λ, φ ) . These equations cannot be solved analytically and statistical software can be used to solve them numerically using iterative methods such as Newton-Raphson type algorithms. The MLEs can also be obtained by maximizing (14) directly by using R (optim function), SAS (PROC NLMIXED), Ox program (sub-routine MaxBFGS) or a MATHCAD program. In Sections 5 and 6, we used the optim function in R. We maximized (14) using a wide range of starting values. The starting values were taken in a fine scale. For the BT-Go distribution, for example, they were taken to correspond to all combinations of α = 1, 2, . . . , 10, β = 1, 2, . . . , 10, a =  1, 2, . . . , 10, b = 1, 2, . . . , 10 and λ = −0.9, −0.7, . . . , 0.9. For the BT-Li distribution, for example, the starting values were taken to correspond to all combinations of α = 1, 2, . . . , 10,  a = 1, 2, . . . , 10, b = 1, 2, . . . , 10 and λ = −0.9, −0.7, . . . , 0.9. The call to optim converged about 98 percent of the time. When the calls to optim did converge, the maximum likelihood solution was unique. The unique solution was verified by using the PROC NLMIXED function in SAS. None of the unique solutions corresponded to boundaries of the parameter spaces.
We experimented maximization of (14) for a wide range of choices for H that are smooth (smooth in the sense of continuity and differentiability) and for a wide range of starting values. The reported observations held for each choice. That is, optim converged about 98 percent of the time, the maximum likelihood solution was unique when optim did converge and none of the unique solutions corresponded to boundaries of the parameter spaces. Generally, the likelihood surface was smooth whenever H was smooth.
For interval estimation of the model parameters, we require the observed information matrix
Explicit expressions for the elements of this matrix are available from the corresponding author. Under standard regularity conditions as n → ∞, the distribution of Θ approximates to a multivariate normal
distribution to construct approximate confidence intervals for the parameters. Here, J Θ is the total observed information matrix evaluated at Θ. The method of re-sampling bootstrap can be used for correcting the biases of the MLEs of the model parameters. Interval estimates may also be obtained using the bootstrap percentile method. Likelihood ratio tests can be performed for the proposed family of distributions in the usual way.
SIMULATION STUDY
Here, we assess the finite sample behaviors of the MLEs for the five-parameter BT-Go and four-parameter BT-Li distributions, the distributions used in the data application section. The assessments were based on simulation studies.
BT-Go distribution
The assessment of the finite sample behavior of the MLEs for this distribution was based on the following:
1. use the inversion method to generate ten thousand samples of size n from the BT-Go distribution, i.e., generate values of
where T is a beta variate with parameters (a, b) and 
compute the MLEs for the ten thousand samples, say
5. compute the coverage probabilities and coverage lengths given by CP h (n) = 1 10000 Figure 7 shows how the five mean squared errors vary with respect to n. Figure 8 shows how the five coverage probabilities vary with respect to n. Figure 9 shows how the five coverage lengths vary with respect to n. The broken line in Figure 6 corresponds to the biases being zero. The broken line in Figure 7 corresponds to the mean squared errors being zero. The broken line in Figure 8 corresponds to the nominal coverage probabilities of 0.95. The broken line in Figure 9 corresponds to the coverage lengths being zero.
The following observations can be made from Figures 6 to 9: the biases for each parameter are generally positive and decrease to zero as n → ∞; the mean squared errors for each parameter decrease to zero as n → ∞; the coverage probabilities for each parameter approach the nominal level as n → ∞; the coverage lengths for each parameter decrease to zero as n → ∞. 
BT-Li distribution
1. use the inversion method to generate ten thousand samples of size n from the BT-Li distribution, i.e., generate values of
where T is a beta variate with parameters (a, b) and
where W (·) denotes the Lambert W function, see Corless et al. [12] for detailed properties. 
5. compute the coverage probabilities and coverage lengths given by CP h (n) = 1 10000
We repeated these steps for n = 10, 11, . . . , 200 with α = 1, a = 1, b = 1 and λ = 1, so computing bias h (n), MSE h (n), CP h (n) and CL h (n) for h = α, a, b, λ and n = 10, 11, . . . , 200. Figure 6 also shows how the four biases vary with respect to n. Figure 7 also shows how the four mean squared errors vary with respect to n. Figure 8 also shows how the four coverage probabilities vary with respect to n. Figure 9 also shows how the four coverage lengths vary with respect to n.
The observations from these figures are the same as those for the BT-Go distribution. That is, the biases for each parameter are generally positive and decrease to zero as n → ∞; the mean squared errors for each parameter decrease to zero as n → ∞; the coverage probabilities for each parameter approach the nominal level as n → ∞; the coverage lengths for each parameter decrease to zero as n → ∞.
We have presented results for only one choice for (α, β, a, b, λ) for the BT-Go distribution and one choice for (α, λ, a, b) for the BT-Li distribution. But the results were similar for a wide range of other values of the parameters and for other BT-H distributions. In particular, the biases for each parameter always approached zero as n → ∞, the mean squared errors for each parameter always decreased to zero as n → ∞, the coverage probabilities for each parameter always approached the nominal level as n → ∞ and the coverage lengths for each parameter always decreased to zero as n → ∞.
DATA APPLICATIONS
Here, we provide applications to two real data sets to illustrate the importance and potentiality of the BT-Go and BT-Li distributions presented in Section 2. The goodnessof-fit statistics for these distributions and other competitive distributions are compared and the MLEs of their parameters are provided.
Waiting times in a queue
The first real data set (Ghitany et al. [15] ) consists of 100 observations on waiting time (in minutes) before the customer received service in a bank. The data are: 0.8, 0.8, 1.3, 1.5, 1.8, 1.9, 1.9, 2.1, 2.6, 2.7, 2.9, 3.1, 3. [11] ), modified beta Weibull (MBW) (Khan [20] ), transmuted exponentiated modified Weibull (TEMW) (Ashour and Eltehiwy [10] ), transmuted Weibull Lomax (TWL) (Afify et al. [5] ) and generalized transmuted Weibull (GTW) (Nofal et al. [31] ) distributions. The pdfs of these distributions are (for x > 0):
The parameters of the above pdfs are all positive real numbers except for the TEMW, TWL and GTW distributions for which |λ| ≤ 1.
Relief times of twenty patients
The second data set (Gross and Clark [17] , page 105) on the relief times of twenty patients receiving an analgesic is: 1.1, 1.4, 1.3, 1.7, 1.9, 1.8, 1.6, 2.2, 1.7, 2.7, 4.1, 1.8, 1.5, 1.2, 1.4, 3, 1.7, 2.3, 1.6, 2. For these data, we compare the fits of the BT-Li distribution with the B-Li, T-Li, GLi, transmuted complementary Weibull geometric (TCWG) (Afify et al. [3] ), McDonald log-logistic (McLL) (Tahir et al. [35] ), beta Weibull (BW) (Lee et al. [21] ), exponentiated transmuted generalized Rayleigh (ETGR) (Afify et al. [4] ), Kumaraswamy-transmuted exponentiated modified Weibull (KwTEMW) (Al-Babtain et al. [7] ) and the new modified Weibull (NMW) (Almalki and Yuan [8] ) distributions. The pdfs of these distributions are (for x > 0): 
The parameters of the above pdfs are all positive real numbers except for the TCWG, ETGR and KwTEMW distributions for which |λ| ≤ 1.
In order to compare the fitted distributions, we consider some goodness-of-fit measures including the Akaike information criterion (AIC), Bayesian information criterion (BIC), Hannan-Quinn information criterion (HQIC), consistent Akaike information criterion (CAIC) Tables 4 and 6 . Table 3 compares the fits of the BT-Go distribution with the T-Go, G-Go, McW, BBXII, TEMW, TWL, MBW and GTW distributions. The figures in these tables show that the BT-Go distribution has the lowest values for the −2 , AIC, BIC, HQIC, CAIC, W * and A * statistics (for waiting times data) among the fitted distributions. So, the BTGo distribution could be chosen as the best model. Table 5 compares the fits of the BT-Li distribution with the B-Li, T-Li, G-Li, TCWG, McLL, BW, ETGR, KwTEMW and NMW distributions. The BT-Li distribution has the lowest values for goodness-of-fit statistics (for the relief times data) among all fitted distributions. So, the BT-Li distribution can be chosen as the best model. It is clear from Tables 3 and 5 that the BT-Go and BT-Li distributions provide the best fits. The histograms of the fitted distri- butions for the BT-Go and BT-Li models are displayed in Figure 10 . The plots support the results obtained from Tables 3 and 5. Figures 11 and 12 display the fitted cdf's and the QQ plots for both models. It is evident from these plots that the two models provide close fit to the two data sets.
If a and b are integers then the distribution given by (3)- (4) is the distribution of the ath order statistic for a random sample of size a + b − 1 from the transmuted H distribution. So, the fitted BT-Go and BTLi distributions can be interpreted approximately as follows:
• Suppose there are a + b − 1 ≈ 3 customers in a bank with each having waiting time distributed according to a transmuted Gompertz distribution with mean 8.9 and variance 89.5. Then the fitted BT-Go distribution is the distribution of the second longest waiting time.
• Suppose there are a + b − 1 ≈ 32 patients receiving an analgesic with each having relief time distributed according to a transmuted Lindley distribution with mean 0.5 and variance 0.2. Then the fitted BT-Li distribution is the distribution of the second longest relief time.
The moments of order statistics given by (13) can be used to give future predictions. Using the estimates of the fitted BT-Go distribution, we obtain the longest waiting time when the bank has 200, 300, . . . , 1000 customers as 57.6, 159.3, 205.2, 240.6, 433.1, 501.8, 541.7, 668.7, 940.2, these were obtained by setting n = i = 200, 300, . . . , 1000 and q = 1 in (13) . Using the estimates of the fitted BT-Li distribution, we obtain the longest relief time when the clinic has 30, 40, . . . , 100 patients as 4.7, 5.2, 5.9, 6.7, 7.3, 9.6, 10.2, 11.2, these were obtained by setting n = i = 30, 40, . . . , 100 and q = 1 in (13) .
The strengths of the proposed distributions evident from the two data applications are: their ability to provide better fits (to the waiting time data) than six other distributions each having the same number of parameters; their ability to provide better fits (to the relief times data) than five other distributions each having the same number of parameters; their ability to provide better fits (to the relief times data) than a distribution having one more parameter.
CONCLUSIONS
There is great interest among statisticians and practitioners in the past decade to generate new generalized families from classic ones. We have presented a new beta transmuted -H (BT-H) family of distributions, which extends the transmuted-H family by adding two extra shape parameters. Many well-known distributions emerge as special cases of the BT-H family. The mathematical properties of the new family including explicit expansions for the ordinary moments, quantiles, generating functions, and order statistics have been provided. The model parameters have been estimated by the maximum likelihood estimation method and the observed information matrix has been determined. It has been shown, by means of two real data sets, that special cases of the BT-H family can provide better fits than at least five other families each having the same number of parameters.
Figure 12. QQ plots of the BT-Go and BT-Li distributions.

