In the main results of the paper it is shown that theČech (co-) homology might be considered as an appropriate Koszul (co-) homology. LetČ x denote theČech complex with respect to a system of elements x = x 1 , . . . , x r of a commutative ring R. We construct a bounded complex L x of free R-modules and a quasi-isomorphism L x
INTRODUCTION
Let x = x 1 , . . . , x r denote a system of elements of a commutative ring R. TheČech complexČ x (R) (see 3. 1 for its construction) plays an essential rôle in homological algebra. In the case R is Noetherian it was shown by Grothendieck (see [6] and [7] ) that there are natural isomorphisms H i (Č x ⊗ R M) ∼ = H i a (M) for all i ≥ 0 and an R-module M, where a = xR and H i a (M) denotes the i-th local cohomology module of M with respect to a. Note that H i a (M) is the i-th right derived functor of the section functor Γ a (M) = {m ∈ M|a r · m = 0 for some r ∈ N}.
Let X denote an R-complex for R a Noetherian ring. In the derived categoryČ x (X ) =Č x ⊗ R X is a representative of RΓ a (X ) the right derived functor of the section functor (see e.g. [1] resp. [12] for a generalization to non-Noetherian rings). Let LΛ a (X ) denote the left derived functor of the a-adic completion functor of X in the derived category. Then there is an isomorphism LΛ a (X ) ∼ = R Hom R (Č x , X ) (see e.g. [1] resp. [12] for a generalization to the non-Noetherian case and unbounded complexes). Here we denote by Λ a i (·) the left derived functor of the a-adic completion lim ← − (R/a n ⊗ R ·). In the case of an R-module these functors have been studied at first by Greenlees and May (see [5] ), Lipman et al. (see [1] ) and Simon (see [13] ). See also the monograph [12] for further details.
In order to have a concrete representative of R Hom R (Č x , X ) one needs either an injective resolution of X or a projective resolution ofČ x . It is a bit surprisingly thatČ x is of finite projective dimension. A first resolution was constructed by Greenlees and May (see [5] and 3.2) . A more short resolution is given in [10] and [12] (see also 3.3) . Here we present a third resolution L x -in some sense -minimal (see Section 3 and 3 .7) . It turns out (see 6.5 (B) ) that this resolution is given by a certain Koszul complex.
Let R[U] denote the polynomial ring over R in the variables U = U 1 , . . . ,U r and let x − U be the sequence of elements x 1 − U 1 , . . . , x r − U r in R [U] . For an R-complex X let X [[U]] denote the formal power series complex in the variables U (see 2.7 for the precise definition). Theorem 1. 1 . Let X denote an arbitrary R-complex. With the prevoius notation there is an isomorphism of R-complexes 0 → Y → C(φ ) → X [1] → 0 and 0 → Y [−1] → F(φ ) → X → 0.
Note that φ : X → Y is a quasi-isomorphism if and only if C(φ ) (respectively F(φ )) is exact. (B) For further details about homological algebra we refer to [12] . Here we recall the following: A morphism f : X → Y of complexes is called a quasi-isomorphism if it induces isomorphisms at the (co-) homology level. We use the notation X ∼ −→ Y or Y ∼ ←− X to denote a quasi-isomorphism. As usual we say that two complexes X and Y are quasi-isomorphic and we write X ≃ Y if there is a finite sequence of quasi-isomorphisms X ∼ −→ · · · ∼ ←− Y .
Kozul complexes I. (A)
Let X denote a complex of R-modules and x an element of R. We have a natural morphism µ(x; X ) : X x → X induced by the multiplication map X i x → X i for all i ∈ Z. We define the ascending and descending Koszul complexes by K • (x; X ) = F(µ(x; X )) and K • (x; X ) = C(µ(x; X )).
For a sequence x = x 1 , . . . , x k of elements of R and an element y ∈ R we denote by x, y the sequence x 1 , . . . , x k , y. Then we define inductively K • (x, y; X ) = K • (y; K • (x; X ))) and K • (x, y; X ) = K • (y; K • (x; X ))).
In particular, we write K • (x) respectively K • (x) in the case when X = R considered as a complex in degree zero.
(B) Let m ≥ n be positive integers. For x ∈ R and an R-complex X there are the following two commutative diagrams
and X
x n X x m X x m−n / / X . So there are natural morphisms K • (x m ; X ) → K • (x n ; X ) and K • (x n ; X ) → K • (x m ; X ) for all m ≥ n. (C) Let x = x 1 , . . . , x r denote a system of elements of R. We set x (n) = x n 1 , . . . , x n r for an integer n. Then the previous construction extends to natural morphisms K • (x (m) ; X ) → K • (x (n) ; X ) and K • (x (n) ; X ) → K • (x (m) ; X ) for all integers m ≥ n.
Koszul complexes II. (A)
A more general definition of the Koszul complex is the following (see e.g. [4, Section 1.6] ). Let f : L → R denote an R-homomorphism. Then K • ( f ) is defined as the exterior algebra ∧L with the differential induced by f . [4] ). For a system of elements x = x 1 , . . . , . . , e r is the standard free basis of R r . Recall that this definition of K • (x; M) and K • (x; M) coincides with those of 2.
. This is an isomorphism of R-complexes if φ is an isomorphism. In particular, let y = y 1 , . . . , y r and x = x 1 , . . . , x r denote two sequences of elements such that (y) = (x) · A for an invertible r × r-matrix A. Then there are isomorphisms K . . , x r denote a system of elements in R. For a positive integer n we write x (n) = x n 1 , . . . , x n r as above. For two integers m ≥ n there is a commutative diagram
where B is the diagonal matrix with entries x m−n i , i = 1, . . . , r. Whence there is a morphism of complexes K • (x m ; M) → K • (x n ; M). It coincides with the iterative construction as done above. (D) All of the previous constructions extend to K • (x; X ) and to K • (x; X ) for an R-complex X .
For some induction arguments we need the following technical lemma. Proposition 2. 4 . Let X denote an R-complex and x ∈ R an element. Then there is a short exact sequence
Here 0 : X x = Hom R (R/xR, X ) and X /xX = X ⊗ R R/xR denote the sub-complex and the factor-complex respectively.
Proof. The proof of (a) is clear by the definition of K • (x; X ) as the cone of µ(x; X ) : X x → X . Note that the maps are morphisms of R-complexes. The proof of (b) is similar by using the fibre.
2.5.
Telescope and Microscope. (see [5] and [12] ) (A) Let {X n , φ n } denote a direct system of Rcomplexes with φ n : X n → X n+1 the transition map. Then there is a natural map
The telescope Tel({X n }) is defined as the cone C(Φ X ). Whence there is a natural quasi-isomorphism
Let X denote an R-complex. For a system of elements x the Koszul co-complexes K • (x (n) ; X ) with the natural maps forms a direct system. We define T (x; X ) = Tel({K • (x (n) ; X )}).
(B) Let {X n , ψ n } denote an inverse system of R-complexes with transition maps ψ n : X n+1 → X n . Then there is a natural map
It is a quasi-isomorphism provided {X n } satisfies degree-wise the Mittag-Leffler condition. For an Rcomplex X and a system of elements x the Koszul complexes K • (x (n) ; X ) with the natural maps forms an inverse system. We define M(x; X ) = Mic({K • (x (n) ; X )}).
(C) For the homology of Mic({X n }) there are the following short exact sequences
For the proof in the case of modules we refer to [5] and to [12, 4.2.3] for the general case. In particular, if {X n } → {Y n } is a family of inverse systems of quasi-isomorphisms it yields a quasi-isomorphism Mic({X n }) → Mic({Y n }).
2.6.
Weakly pro-regular sequences. . . , x r is called weakly pro-regular if it is R-weakly pro-regular (see [10] or [12, Section 7.3 ] for a more detailed description). (B) In case of a single element x ∈ R and an R-module M the element x is called M-weakly pro-regular if for n ≥ 1 there is an m ≥ n such that H 1 (x m ; M)
x m−n −→ H 1 (x n ; M) is the zero map. By identifying H 1 (x n ; M) = 0 : M x n it follows that this is equivalent to the fact that M is of bounded xR-torsion (see e.g. [10] or [12] for more details). 
] is a quasi-isomorphism too. This follows easily since direct products commute with homology. 
RESOLUTIONS OFČECH COMPLEXES
Let X denote an R-complex. Then the previous construction extents to a morphism ι(x;
. , x r be a system of elements of R and y ∈ R an element. Then we defineČ x,y (X ) = C y (Č x (X )). In particular it follows thať
With the previous arguments it yields that lim
As an easy application it follows that . . , x r denote a sequence of elements of R. Then the previous arguments imply the isomorphism lim
3.2.
First free resolution. By the constructionČ x ∼ = ⊗ r i=1Č x i . Therefore it has the structurě
for a system of elements x = x 1 , . . . , x r . That is,Č x is a bounded complex of flat R-modules, whence of finite flat dimension.
With the previous notation we haveČ x (X ) ∼ = lim − → K • (x (n) ; X ). By the definition of the direct limit there is a short exact sequence of complexes
We define T (x; X ) the telescope Tel({K • (x (n) ; X )}) as above. By the construction of the cone and the above short exact sequence there is a quasi-isomorphism of complexes
Now it follows that T (x) = T (x; R) is a complex of free R-modules since each K • (x (n) ; R) is a complex of free R-modules and T (x) is formed by a direct sum of them. Hence it follows that T (x) i = 0 for i / ∈ [−1, r]. That means T (x) is a bounded free resolution ofČ x for a sequence of elements x = x 1 , . . . , x r of R.
This construction is a slight modification of a corresponding one for modules as done by Greenlees and May (see [5] ). 
Let
Then there is a natural quasi-isomorphism
It provides a R-free resolution ofČ x (see also [10] or [12] for more details). . . , x r denote a system of elements. Then it follows thatĽ x is a bounded complex of free R-modules. Because of the quasi-isomorphismĽ x →Č x it is a bounded free resolution of theČech complexČ x . We have thatĽ i
Some constructions.
As before let R[U ] denote the polynomial ring in the variable U over R. As above we identify R[U ] = ⊕ n∈N Re n , where e n = (0, . . . , 0, 1, 0, . . .) with 1 at the n-th place, n ∈ N. Here N denotes the non-negative integers, while N + denotes the positive integers. Then we define a complex
where U R[U ] = ⊕ n∈N + Re n and the R-homomorphism ψ is given by
Then we consider the following morphism of R-complexes
Lemma 3.5. With the previous notation the morphism L x →Č x is a quasi-isomorphism.
Proof. It will be enough to show that the induced R-homomorphisms g 0 : Ker ψ → Ker ι x and g 1 :
are isomorphisms. First let r ∈ Ker ι x \ {0}, that is r ∈ 0 : R x n for a certain integer n ≥ 1. Then we define r(U ) = r 0 + r 1 U + . . . + r n−1 U n−1 with r i = x i r for i = 0, . . . , n − 1. Then r(U ) ∈ Ker ψ, so that g 0 is onto.
Let r(U ) = r 0 + r 1 U + . . . + r n U n ∈ Ker g 0 . It yields that r 0 = 0 and r(U ) ∈ Ker ψ. Therefore xr n = 0 and r i = xr i−1 for i = 1, . . . , n and r(U ) = 0, whence g 0 is injective.
It is the image of rU n + Im ψ, and g 1 is onto. Now let r(U ) + Im ψ ∈ Ker g 1 with r(U ) = r 1 U + . . . + r n U n with n ≥ 1. Then r 1 /x + . . . + r n /x n = −r 0 /1 for a certain r 0 ∈ R. This provides an element s ∈ R and a certain k such that r n +xr n−1 +.
In order to prove that g 1 is injective it will be enough to show that sU n ∈ Im ψ. But this follows since sU n ∼ = xsU n+1 mod (Im ψ), n ≥ 1, and by induction sU n ∼ = x k sU n+k mod (Im ψ) which finishes the proof since x k s = 0.
In the following we shall give a different proof thatĽ x is a free resolution ofČ x . Moreover, we study the relation of the two free resolutionsĽ x and L x ofČ x .
Theorem 3. 6 . Let x ∈ R denote an element of a commutative ring R. With φ as in 3.3 (A) and ψ as in 3.4 there is a commutative diagram with exact columns
Here we have the injections
, r → r and the projections
Proof. It is easy to check that i 0 · τ = φ · i 1 and p 0 · φ = ψ · p 1 and that the vertical sequences are short exact sequences. So there is a morphismĽ x → L x . By the long exact cohomology sequence it follows that it is a quasi-isomorphism since E is exact. Clearly L x is a direct summand ofĽ x .
(A)
Let L x denote the R-complex as defined in 3.4 . Note that it is the fibre of ψ :
is a quasi-isomorphism too. By the construction there are quasi-isomorphismš
Note thatĽ x , L x ,Č x are bounded complexes of flat R-modules.
(B) Let x = x 1 , . . . , x r be a system of elements of R and let y ∈ R. Then we define recursively L x,y (X ) = L y (L x (X )). By induction and the use of (A) it follows that there are quasi-isomorphismš
Note thatĽ x is not a minimal free resolution. 4 .ČECH HOMOLOGY VIA KOSZUL COMPLEXES For a system of elements x = x 1 , . . . , x r of a commutative ring R we have that the quasi-isomorphism L x → L x provides free resolutions of theČech complexČ x . For an R-complex X we denote the homology of
as theČech homology of X . Recall that it is not possible to work with Hom R (Č x , ·) since it is not functorial in the derived category. For that reason it is important to have free resolutions ofČ x . This part is an improvement of results of [12, Chapter 8] needed in the subsequent parts.
The complex Hom
For an R-module M we apply the functor Hom R (·, M). Therefore we get the complex
Then the complex becomes the following form
where the homomorphism ρ is given by
Therefore the R-homomorphism can be considered as an R[U ]-homomorphism, namely multiplication by x −U . We may consider the complex as a complex of R[U ]-modules and it becomes
This construction extents in a natural way to an R-complex X . This follows by a degree-wise inspection. We have
Note also that Hom
(B) For a system of elements x = x 1 , . . . , x r of R and y ∈ R we define recursively
As a consequence of the recursive definition of the Koszul complex it follows that
where U = U 1 , . . . ,U r denotes a set of variables over R and
That is, the complex for local homology is isomorphic to a certain Koszul complex.
As a first step for understanding the above Koszul complex we shall investigate the following particular situation. For an R-module M let Hom R (R x , M) → M denote the natural homomorphism φ → φ (1). (a) There is an isomorphism and an epimorphism
Proof. By the definition we get
Clearly
We define a map f :
where m(U ) = ∑ i≥0 m i U i . The map is well defined since (x − U )m(U ) maps to zero and surjective as easily seen. That is there is a surjective homomorphism
For the proof of (b) note that Hom and therefore
Whence it will be enough to show that ∑ i≥1 xh i+1 U i maps to zero where xh i+1 ∈ 0 : M x i . Iterating this process it will be enough to show that the class ∑ i≥1 x k h k+i U i belongs to ker f , where x k h k+i ∈ 0 : M x i .
Since M is of bounded x-torsion 0 : M x k = 0 : M x k+i for some k ∈ N and all i ≥ 1. That is, the last formal power series is zero. This proves
As a another result we summarize some results about the Koszul homology Lemma 4. 3 . For an R-module X and a system of elements x = x 1 , . . . , x r we have the isomorphisms
Whence the claim in (a) follows. By the self-duality of the Koszul complex this implies also (b). 
Note that the topology defined by the ideals
] has also the structure of an R[U]-complex. (B) For a system of elements x = x 1 , . . . , x r of a commutative ring and an R-complex X we have that
With the previous investigations there is the following isomorphism
(C) Because the morphisms in the inverse system {K • (x − U; X [U]/U (n) X [U])} are degree-wise surjective there are the following short exact sequences
for an R-complex X (see [12, Lemma 1.2.8]). So there is some interest in the study of the homology of K • (x −U; X [U]/U (n) X [U]) as done in the following sections.
WEAKLY PRO-REGULAR SEQUENCES

Left derived functors of completion.
Let X denote an R-complex. Let x = x 1 , . . . , x r denote a weakly pro-regular sequence and a = xR. Then it is known that Hom R (Ľ x , X ) is a representative of LΛ a (X ) in the derived category (see [5] and [1] , [10] , [12] for the generalization to complexes). We refer also to [12] for more detailed description as well as some further comments. Furthermore, let x be weakly pro-regular then H i (Hom R 
Here Λ a i (X ) denotes the i-th left derived functor of the a-adic completion. It is defined in the following way: Let F ∼ −→ X where F is a K-flat resolution of X in the sense of Spaltenstein (see [14] ). Then Λ a (F) = lim ← − (F ⊗ R R/a n ) is a representative of LΛ a (X ) in the derived category. The previous result illustrates the importance of weakly pro-regular sequences. We shall continue with their study and a generalization of [10, Lemma 2.4 ] to the case of R-modules. 
for all i. Therefore, and because of H i (Hom R 
By the assumption the inverse system {H i (x (n) ; M)} is pro-zero for i = 0. Whence the direct limit lim − → H i (x (n) ; Hom R (M, I)) vanishes, as required.
In order to complete the proof we have to show that (iii) ⇒ (i). Let f : H i (x (n) ; M) ֒→ I denote an injection into an injective R-module I. Then So there must be an integer m ≥ n such that the image of f in H i (x (m) ; Hom R (M, I)) has to be zero. In other words, the composite of the maps
Since f is an injection it follows that the first map has to be zero and {H i (x (n) ; M)} is pro-zero for all i > 0.
Note that the case of M = R, that is, then x is weakly pro-regular. It has the consequence that H i (Č x ⊗ R I) = 0 for all i > 0. This is part of the following corollary. Note that the in case of M = R and an injective R-module I it follows that Γ a (I) ∼ =Č x (I). This implies that H i a (X ) ∼ = H i (Č x ⊗ R X ) for a = xR and an R-complex X (see e.g. [12, Section 7.4] ). This does not hold in general (see e.g. [12, Example A.2.4] ).
Let x = x 1 , . . . , x r a system of elements of R and let U = U 1 , . . . ,U r be a set of variables over R. Next we will come back to the study of the Koszul complexes K • (x −U; X [U]/U (n) X [U]) for an R-complex X and an integer n ∈ N + .
Theorem 5. 5 . Let x = x 1 , . . . , x r denote a system of elements of the commutative ring R. Let U = U 1 , . . . ,U r be a set of variables over R. For an R-complex X and an integer n ≥ 1 there is a quasiisomorphism of R-complexes
such that for positive integers m ≥ n there is a commutative diagram
for all i ∈ Z, where the vertical homomorphisms are induced by the natural ones.
Let m ≥ n be two positive integers. By 2.3 there is a commutative diagram
where the vertical morphisms are the natural ones. Now there are isomorphisms
for all n ≥ 1. By an iterative use of 2.4 (a) there is a quasi-isomorphism
where the horizontal morphisms are quasi-isomorphisms and the vertical maps are the natural ones.
Next recall that X [U]/(x −U)X [U] ∼ = X for an R-complex X as follows by degree-wise inspection. By a similar argument as before we get a commutative diagram
Putting together the isomorphism with the quasi-isomorphisms this proves the claims.
As an application we get the following corollary for the computation of the homology of K • (x − U ; X [[U]]). Note that the quasi-isomorphisms in 5.5 does not imply a quasi-isomorphism for the inverse limit.
Corollary 5.6. With the previous notation there is a quasi-isomorphism
and there are short exact sequences
Proof. The quasi-isomorphisms shown in 5.5 induce a quasi-isomorphism for the corresponding microscopes
Moreover, the inverse system in the previous system is degree-wise surjective. By 4.4 (B) we get a quasi-isomorphism
, which proves the first statement. By 4.4 (C) there are short exact sequences
for all i ∈ Z. By 5.5 there is an isomorphism of inverse systems
and therefore lim
This completes the proof.
In the following there are further properties of M-weakly pro-regular sequences. 
is pro-zero for all i > 0. (b) There is an isomorphism and an epimorphism . . , x r is an M-weakly pro-regular sequence, then 
The epimorphism is an isomorphism if and only if lim
with the corresponding inverse maps (see 5.5) . Then the claim follows by the definition of the notion of an M-weakly pro-regular sequence. (b): By virtue of 5.6 there is a short exact sequence For the next result let x = x 1 , . . . , x r be sequence in R and a = xR. The statement in 5.7 (b) yields that R a has a natural structure as an R[[U]]-module given by . . , x r ).
x is a weakly pro-regular sequence.
Corollary 5. 8 . Let x = x 1 , . . . , x r be a weakly pro-regular sequence and a = xR. Let X denote an Rcomplex. Then there are isomorphisms
for all i ∈ Z. In particular, for an R-module M it follows that
. Proof. The first isomorphism follows by 5.2. There is the following isomorphism of Koszul complexes
Then the second isomorphisms follow by the definition. The last isomorphisms are a consequence of the self-duality of the Koszul complex.
In the following we discuss the necessity of the condition in 5.7 (b). The following example was suggested by Anne Marie Simon. (C) It is natural to ask whether the converse of the implication in (B) is true. This is not the case. To this end we investigate the example in (A). By the conclusions in (A) and by view of 5.6 it follows that
where {H 1 (x n ; M)} n≥1 is the inverse system with H 1 (x n ; M) = 0 : M x n and the transition map µ m−n : 0 : M x m → 0 : M x n is the multiplication by x m−n for m ≥ n. Because M is not of bounded xR-torsion it follows that the inverse system {0 : M x n } n≥1 is not pro-zero. 6 .ČECH COHOMOLOGY VIA KOSZUL COMPLEXES 
Note that direct limits commute with homology and the natural map
) is shown by Brodmann and Sharp (see [3, 13.5] 
By an inspection of the complex it follows that
Here
where the product of rU j 1 1 · · ·U j r r and sU −i 1 1 · · ·U −i r r , r, s ∈ R, is zero unless j k ≤ i k for k = 1, . . . , r, in which case it is defined by
is called the module of inverse polynomials as introduced by F. S. Macaulay (see [8] ). There is an isomorphism of R[U]-modules
Therefore there is an
In the particular case of R = k a field. It follows that k[U −1 ] as an k[U ]-module is the injective hull of k ∼ = k[U]/(U ) (see e.g. [9] for some details).
. This follows since
It extends to an isomorphism
for an R-complex X . Therefore the R-complex X [U −1 ] becomes the structure of an R[U]-complex.
Next we shall give a dual statement to 5.5 for the Koszul cohomology.
Putting together the isomorphism with the quasi-isomorphisms this proves the claims. Now we are ready to prove the main result for the Koszul cohomology. Theorem 6. 3 . Let x = x 1 , . . . , x r be a system of elements of R. Then there is a quasi-isomorphism
for any R-complex X .Therefore
for all i ∈ Z. In the derived category K • (x −U; X [U −1 ]) is a representative ofČ x (X ).
Proof. By 6.2 the direct systems {K • (x −U; X [U ]/U (n) X [U])} and {K • (x (n) ; X )} are quasi-isomorphic.
Since the direct limit preserves quasi-isomorphisms there is a quasi-isomorphism
In order to conclude we have to show that the direct limit at the left is isomorphic to
But this follows by properties of Koszul complexes since
with the multiplication map by U m−n 1 · · ·U m−n r (see 6.1) . The additional statements follow immediately. 6.4 . Alternative proof of 6.3. (A) We consider the Koszul complex
is the system of inverse polynomials in the variable U as R[U ]-module. As above we consider the R-complex L x (see 3.4 ) with the variable U −1 instead of U . Then we construct an isomorphism of R-complexes
where the left vertical map is multiplication by U −1 . Both of the vertical maps are R-isomorphisms and the diagram is commutative as easily seen. Whence we get the isomorphism
To this end recall that . . , x r a system of elements of R and y ∈ R an element. Then we prove
by induction on the number of elements. For r = 1 this is shown in (A). Now suppose the statement holds for r. Then there are isomorphisms
where V denotes an additional variable. But now
which completes the inductive step. Note that x −U , y −V is the sequence x 1 −U 1 , . . . , x r −U r , y −V . (C) Remark 6.5. (A) Because of the fact that the natural morphism L x (X ) →Č x (X ) is a quasi-isomorphism this provides another proof of Theorem 6. 3 . The original proof of Theorem 6.3 uses Lemma 6.2 which contains additional information about various Koszul complexes that might be of independent interest. (B) By 6.3 it follows that there is a quasi-isomorphism
By iteration this implies -as mentioned before -a quasi-isomorphism
For the Koszul complex there is an isomorphism
. Then the results follow by the definitions and the self-duality of the Koszul complex.
Under some additional assumptions about the sequence x we get an expresion of the local cohomology modules as Koszul cohomology. Corollary 6. 9 . Let x = x 1 , . . . , x r denote a weakly pro-regular sequence and a = xR. Then there are isomorphisms
Proof. If x is weakly pro-regular we know thatČ x (X ) is a representative of RΓ a (X ) (see e.g. [12] ). Then the claims are a consequence of 6.8.
DUALITY
There is a well-known duality between Koszul complexes and Koszul co-complexes. In a certain sense there is an extension to the polynomial Koszul (co-)complexes as investigated above.
As above let x = x 1 , . . . , x r denote a system of elements of a commutative ring R. We consider the polynomial ring R[U] in R variables with the sequence x − U = x 1 − U 1 , . . . , x r − U r . Moreover, R[U −1 ] denotes Macaulay's system of inverse polynomials. At the beginning we need a technical result concerning the inverse system. 
for any R-module X . Proof . By the definition of Koszul complexes there is an isomorphism of R[U ]-complexes
By view of 7.1 the second complex is isomorphic to
. By adjointness and the definition of Koszul cohomology it provides an isomorphism
which completes the proof.
A second duality result is the following. It is a consequence of the previous statement. Corollary 7.3. With the previous notation there is an isomorphism
for any two R-complexes X and Y .
Proof. We apply the isomorphism of 7.2 to the R-complex Hom R (X ,Y ). It provides an isomorphism
For the proof we have to investigate the first complex. By adjointness there is an isomorphism
By view of 6.1 there is an isomorphism R[U −1 ] ⊗ R X ∼ = X [U −1 ]. Whence we get the following isomor-
Another corollary is the following statement. as follows by adjointness. It was shown in 7.2 that there is an isomorphism
This induces the isomorphism of the statement.
As a corollary we get the expression of local cohomology related to a certain dual to the statement shown in 5.8. Proof. If x is a weakly pro-regular sequence, then there are isomorphisms H i a (X ) ∼ = H i (x −U; X [U −1 ]) for all i ∈ Z (see 6.9) .
Then the statements are consequences of 6.8 .
Another duality statement is the following.
Theorem 7. 6 . Let x = x 1 , . . . , x r denote a system of elements of R. Then there are isomorphisms of complexes Remark 7.9. (A) Let (R, m) denote a local Gorenstein ring with E = E R (R/m) the injective hull of the residue field (see [2] for the definition). Let x = x 1 , . . . , x r denote a system of parameters of R. Let M be an R-module. Then there are natural isomorphisms 
. , x d denotes a system of parameters and U = U 1 , . . . ,U d . It follows that 7.8 is -in a certain sense -an extension of the local duality theorem of a Gorenstein ring. A more detailed discussion about these dualities are in preparation.
ENLARGMENTS OF SEQUENCES
In this Section we shall use properties of Koszul complexes in order to show the behaviour of Koszul (co-)homology by enlarging the system of elements. Proof. We proof the statement in (a). The proof of (b) follows similar arguments. for all i ∈ Z. This follows by view of the corresponding Kozul complex because homology commutes with direct products.
As an application for local cohomology and derived functors of the completion we get the following.
Proposition 8. 2 . Let x = x 1 , . . . , x k denote a weakly pro-regular sequence in a commutative ring R and put a = xR. Suppose that R is of bounded yR-torsion and such that x, y is a weakly pro-regular sequence too. Let X denote a complex of R-modules. Then there are short exact sequences (a) 0 → Λ yR 0 (Λ a i (X )) → Λ (a+yR) i (X ) → Λ yR 1 (Λ a i−1 (X )) → 0 and (b) 0 → H 1 yR (H i−1 a (X )) → H i (a+yR) (X ) → H 0 yR (H i a (X )) → 0 for all i ∈ Z.
Proof. The statements are consequences of 8.1 by view of 5.8 and 6.9.
A different proof of 8.2 is given in [12, 9.4.6] . There the proof for the statement in (a) is based on a certain spectral sequence argument.
