ABSTRACT
I. INTRODUCTION
Compression connotes the process of starting with a source of data in digital form (usually either a data stream or a stored file) and creating a representation for that uses fewer bits than the original. The aim is to reduce storage requirements or transmission time when such information is communicated over a distance. Ideally one needs the compression process to be reversible. Suppose a discrete time signal s(n) is compressed and then reconstructed (that is ,the inverse of the compression process is performed to yield s^(n). The error signal is defined as e(n) = s(n) -s^(n)
The reconstructed signal can be alternatively as an additive noise contaminated version of the original by rewriting the above equation as s^(n) = s(n) + w(n) (2) Where w (n) = -e (n) is the noise. For a loss less compression e (n) is identically zero. A typical computerized signal processing system acquires a large amount of data that is difficult to store and transmit. Data compression is nothing more-or-less than effective coding designed to correct the over representation that occurs in digital data handling systems. Data compression is going to increase The main goal of any compression technique is to achieve maximum data volume reduction while preserving the significant features.
Data compression is the process of detecting and eliminating redundancies in a given data set. Compression techniques broadly fall into two categories: loss less and lossy. Lossy compression is useful in certain applications like broadcast television, where a certain amount of error is acceptable for increased compression performance. Loss less or information preserving compression is used in the storage of medical or legal records.
Data compression techniques are mainly classified into three categories.
Direct data compression methods

Transformation methods
Parameter extraction methods
Direct data compression methods rely on prediction or interpolation algorithms, which try to diminish redundancy in a sequence of data by looking at successive neighboring samples. Prediction algorithms employ a prior knowledge of previous samples, where as interpolation algorithms use a prior knowledge of both previous and future samples. The direct data compression methods base their detection of redundancies on direct analysis of actual sample. Direct signal compression methods are also known as time domain techniques dedicated to compression of signals. The mode of operation is to extract a subset of significant samples from the original sample set. Which samples are significant, depends on the underlying criterion for the sample selection process.
Transformation methods involve processing of the input signal by a linear orthogonal transformation and encoding of output using an appropriate error criterion. For signal reconstruction an inverse transformation is carried out and the signal is recovered with some error. Various orthogonal transformations include DCT, DST, FFT and WAVELET transforms etc.
The parameter extraction method includes extracting a particular parameter of the signal. The extracted parameters are subsequently utilized for classification based on a prior knowledge of the signal features. Direct and transformation methods are reversible, while parameter extraction method is irreversible.
In this project, the signal we had taken is an ECG signal and it is compressed using the Discrete Cosine Transform, Discrete sine Transform, Fast Fourier Transform. Encoding method used in this procedure is Entropy encoding. For signal compression using wavelet transform we proposed new algorithm.
II. REQUIREMENTS OF ECG REPRESENTATION
A typical electro cardiogram (ECG) monitoring device generates massive volumes of digital data. Depending on the intended application for the data, the sampling rate ranges from 125 to 500 Hz. Each data sample may be digitized to a 8 to 12 bit binary number. Furthermore, up to 12 different streams of data may be obtained from various sensors placed on the patient's body. Even at the lowest sampling rate in the range and assuming just one sensor that generates 8-bit data, we would accumulate ECG data at a rate of 7.5 KB per minute or 450 KB per hour. At the other extreme (12 sensors generating 12-bit values at 500 Hz), data is generated at a rate of 540 KB per minute or more than 30 MB per hour.
If we wish to store an ECG recording that spans more than a few minutes, some form of data compression is highly desirable. Recordings over quite long periods, as much as 24 hours, may be needed when a patient has complained of irregular heart rhythms. Doctors may wish to build a database of ECG recordings for their patients so that two ECG traces taken on different dates may be compared. Compression is also desirable if a doctor wishes to transmit ECG over a telephone line to a cardiac specialist for an expert opinion.
An ECG trace is a digitized version of a continuous signal. Therefore compression techniques applicable to such signals are also applicable to ECG traces. For example, DPCM (Differential Pulse Code Modulation) and various versions of that technique are eminently suitable. Another possibility based on signal processing techniques is to apply a transform coding and to encode the subsequent coefficients in a lossy manner. For example, a Cosine Transform (CT) or Fourier series transformation may be applied. The Karhunen-Loeve transform (KLT) appears to be particularly suitable and is often used for ECG compression because (to quote [5] ) "... the least number of orthonormal functions is needed to represent the input signal for a given rms error."
III. NEED FOR ECG SIGNAL COMPRESSION
The need for ECG signal compression exists in many transmitting and storage applications. Transmitting the ECG signal through telephone lines, for example, may save a crucial time and unnecessary difficulties in emergency cases. Effective storage is required of large quantities of ECG information in the intensive coronary care unit, or in Long-term (24-48 hours) wearable monitoring tasks (Holter). Holter monitoring usually requires continuous 12 or 24-hours ambulatory recording. For good diagnostic quality, each ECG lead should be sampled at a rate of 250-500 Hz with 12 bits resolution. The information rate is thus approximately 11-22 Mbits/hour/lead. The monitoring device ("Holter") must have a memory capacity of about 100-200 Mbytes for a 3-lead recording. Memory costs may render such a solid state Holter device impractical. In practice, efficient data compression may be achieved only with lossy compression techniques (which allow reconstruction error). In ECG signal compression algorithms the goal is to achieve a minimum information rate, while retaining the relevant diagnostic information in the reconstructed signal. All ECG compression algorithms have used simple mathematical distortion measures such as the percentage rms difference (PRD) for evaluating the reconstructed signal. It is used to evaluate the compression result. 
IV. MEASURES OF PERFORMANCE
A. Error criterion and the distortion methods:
One of the most difficult problems in ECG compression applications and reconstruction is defining the error criterion. The purpose of the compression system is to remove redundancy and irrelevant information. Consequently the error criterion has to be defined so that it will measure the ability of the reconstructed signal to preserve the relevant information. Since ECG signals generally are compressed with lossy compression algorithms, we have to have a way of quantifying the difference between the original and the reconstructed signal, often called distortion. The most prominently used distortion measure is the Percent Root mean square Difference (PRD) that is given by
Where x (n) is the original signal, x' [n] is the reconstructed signal and N is the length of the block or sequence over which PRD is calculated. Another definition of error measure called PRD2, is same as PRD but it subtracts the average value of the signal from the signal in the denominator and is given by
x -is the average value of the signal.
PRD provides a numerical measure of the residual root mean square (rms) error.
V. TRANSFORMATION METHODS
A. Wavelet transforms
Mathematical Transformations are applied to signals to obtain further information from that signal that is not readily available in the raw signal. There are numbers of transformation that can be applied among which the Fourier Transform (FT) are probably by far the most popular.
If the FT of a signal in the time domain is taken, the Frequency -Amplitude representation of that signal is obtained. In other words, we now have a plot with one axis being the frequency and other being the amplitude. This plot tells how much of each frequency exists in our signal. But it does not tell us when in time these frequency components exist. This information is not required when the signal is so called stationary. That is FT gives the spectral content of the signal, but it gives no information regarding when in time those spectral components appear. Therefore FT is not a suitable technique for non-stationery signal. When the time localization of the spectral compounds is needed, a transform giving the TIME-FREQUENCY REPRESENTATION of the signal is needed. This leads to a revised version of the Fourier Transform, so called "The short time Fourier Transform (STFT). There is only a minor difference between STFT & FT.
In STFT, the signal is divided into small enough segments, where the segments (portions) of the signal can be assured to be stationary. For this purpose, a window Function "W" is chosen.
The width of this window must be equal to the segment of the signal when its stationary is valid, after that FT is to be taken. Therefore, we will obtain a True-TIME-FREQUENCY representation of the signal.
Contrary to STFT, which provides a fixed resolution at all times, wavelet transform gives a variable resolution as follows.
The wavelet transform comprises the coefficients of the expansion of the original signal x( t) with respect to a basis Ψ w,n(t), each element of which is a dilated and translated version of a function Ψ called the mother wavelet, according to
√2 ω where Z is the set of integers. Depending on the choice of the mother wavelet appropriately, the basis can be orthogonal or biorthogonal. The wavelet transform coefficients, given by the inner product of x(t) and the basis functions,
Comprise the time-frequency representation of the original signal. The wavelet transform has good localization in both frequency and time domains, having fine frequency resolution and coarse time resolution at lower frequency, and coarse frequency resolution and fine time resolution at higher frequency. Since this matches the characteristic of most signals, it makes the wavelet transform suitable for time-frequency analysis. In data compression, the wavelet transform is used to exploit the redundancy in the signal. After the original signal is transformed into the wavelet domain, many coefficients are so small that no significant information is lost in the signal reconstructed by setting these coefficients to zero.
In the biorthogonal case, there are two scaling functions , which may generate different multiresolution analyses, and accordingly two different wavelet functions . So the numbers M, N of coefficients in the scaling sequences may differ. The scaling sequences must satisfy the following biorthogonality condition .
Then the wavelet sequences can be determined as , n=0,...,M-1 and , n=0,....,N-1.
In digital signal processing, the fast forward and inverse wavelet transforms are implemented as tree-structured, perfect-reconstruction filter banks. The input signal is divided into contiguous, non overlapping blocks of samples called frames and is transformed frame by frame for the forward transform. Within each frame, the input signal is filtered by the analysis filter pair to generate low pass and high pass signals , which are then down sampled by a factor of two. Then this analysis filter pair is applied to the down sampled lowpass signal recursively to generate layered wavelet coefficients shown in Figure 1 . In different layers, the coefficients have different frequency and time resolution. In layer i, each coefficient corresponds to two coefficients in layer i + 1 in the time domain. For the inverse transform, the coefficients in the highest layer are upsampled by a factor of two (zeros are inserted between successive samples), filtered by the low-and high-pass synthesis filter and added together to get the low pass signal for next layer. This process is repeated for all layers until the full size signal is reached to complete the inverse transform. The selection of different analysis-synthesis filter pairs, which correspond to different wavelet bases, is very important for obtaining effective data compression.
In implementation, the frame size, number of layers of the wavelet transforms and the filter pair needs to be appropriately selected. The number of layers determined the coarsest frequency resolution of the transform and should be at least four for adequate compression. The frame size is taken to be a power of 2 that exceeds the number of layers. 
VI. IMPLEMENTATION
ECG Database
The public American Heart Association (AHA) ECG database consists of eighty recordings each of three hour duration. Each recording in the series consists of two channels of ECG sampled and digitized at 250 samples per second. The database was recorded under different conditions. The database is generally available as an arrhythmia category. Arrhythmia analysis is used for long term monitoring in the intensive care unit. In this one or two ECG leads are monitored or recorded to look for life threatening disturbances in the rhythm of the heartbeat.
A. Procedure followed for the compression of the signal using Wavelet
Transform
After the wavelet transform, we use the Proposed algorithm to encode thewavelet coefficients.
Here we apply the Proposed algorithm to the wave (purely dyadic) transform of ECG signals.
Fig2: The diagram of the proposed encoder and decoder
The principles of the Proposed algorithm are partial ordering of the transform coefficients by decomposition, ordered bit plane transmission and exploitation of self similarity across different layers.
B. Proposed Algorithm
Step 1 Loading of signal is done
The signal which is taken from the AHA (American Heart Association) database as a dat file and is copied into notepad and taken it as an M-file.
Step 2 Setting the value of number of Decomposition levels.
Step 3 Defining the wavelet name.
Step 4 Coding of Quantized Coefficients will be done
Creating a temporary register and taking the values of significant pixels and setting the threshold 2 n with n = [log 2 (max (i) |c i |)].
Step 5 Quantizes the wavelet decomposed coefficients.
Step 6 decoding of Coded coefficients if done.
Step 7 Dequantization is done.
Step 8 Calculation of Percent Mean Square Difference (PRD) is done.
Step 9 Calculation of Compression Ratio (CR) is done.
Step 10 Displaying the results.
VII. RESULTS
Data in the American heart association Electrocardiograph (AHA) database is used to test the performance of these coding schemes. All ECG data used here are sampled at 250Hz and a resolution of each sample is 12 bits per sample, so that the total bit rate of these data is 3000 bps.
The tables given indicate the performance of the compression algorithm for different sequence of samples. From the theoretical background of measures of performance it can be concluded that neither high values of PRD guarantee a truly distorted signal nor lower values of PRD guarantee a clinically acceptable signal quality. The efficiency of the compression algorithm can be better analyzed by visual similarity between the original signal and the reconstructed signal. The visual assessment of the quality of the reconstructed signal is presented in figures for different reconstructed signals. 
VIII. CONCLUSIONS
Results were obtained by running the compressor on different sets of data taken from MIT-BIH and AHA arrhythmia database. These results shows that the proposed ECG data compression algorithm is capable of achieving good compression ratio values compared to SPIHT Algorithm and JPEG 2000 algorithm.
The algorithm compresses all kinds of ECG data very efficiently, perhaps more efficiently than any previous ECG compression methods. The user can truncate the bit stream at any point and obtain the best quality reconstruction for the truncated file size.
