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Abstract
Various aspects of the construction as well as properties of the noncommutative star prod-
uct are studied in the context of some simple physical systems. For a second class system
with nonlinear constraints, the nonassociative star product in terms of the original canonical
variables is converted into an associative one, that is expressed in terms of a new unconstrained
canonical set. The existence of such a canonical transformation is guaranteed by a theorem
due to Maskawa and Nakajima. In terms of these new variables, the Kontsevich series for the
star product reduces to an exponential series which is manifestly associative.
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1 Introduction
Noncommutative geometry[1] is one of the most important areas of investigation these days. It is
also related to deformation quantization [2] where ordinary commutative multiplication between
c-number valued functions of classical phase space variables is replaced by noncommutative
star product which is supposed to be associative in nature. For a simple classical system like
a particle moving on a real line, the construction of the star product can be motivated by
considering the set of Weyl ordered phase space operators and its isomorphism to the set of
classical phase space functions. (See [3] for a review.) The rule of composition of the phase
space operators is ordinary multiplication of Weyl ordered operators whereas it is given by
the star product in the space of c-number valued classical functions.This has been shown by
Groenewold [4, 5]. Recent studies in string theory also indicate that at a very small length
scale the nature of space-time co-coordinates may become noncommutative [6, 7, 8].
One problem that plagues the denition of star product is that it is not manifestly as-





space-time, it is essential to make a reappraisal of the problem of associativity of this prod-
uct. For the above mentioned example of a particle moving on the real line R1, the classical
phase space is given by the 2-d space R2. As has been shown in [3], the star product between
two phase space functions f(x, p) and g(x, p) can be expressed in a Fourier representation by
an exponential factor involving the area of a triangle so that the associative nature becomes
manifest.
However, this property of associativity becomes more involved for systems involving nonlin-
ear constraints, as happens, for the motion of a particle on a n-sphere(Sn). For such systems,
Kontsevich discovered an elaborate graphical rule for the generation of the appropriate associa-
tive star product as a series in h [9]. In this expansion using Cartesian coordinates, one can see
easily that the series deviates from the pure exponential form right from O(h2) term onwards.
This indicates that for these systems simple exponentiation of the symplectic bracket kernel,
having a noncanonical structure, will not yield an associative star product. This is in contrast
with the above discussed unconstrained case of a particle moving on a real line where simple
exponentiation of the Poisson bracket kernel yields an associative star product.
At this stage, one can therefore ask whether it is possible to make a suitable canonical(point)
transformation where the Dirac bracket reduces to the usual Poisson bracket in terms of the
physical(generalized) coordinates and their conjugate momenta with the symplectic matrix J
taking the canonical form. An answer to this question is provided by a well known theorem
of Maskawa and Nakajima(Maskawa-Nakajima theorem)[10] which states that for any system
described by a set of canonical variables Ψa, a (a = 1, 2, ...N) and governed by second class
constraints, it is possible by a canonical transformation, to construct two sets of independent
variables Qn, Qr (n = 1, 2, ..M, r = M + 1, ...N) and their respective canonical conjugates
Pn, Pr, such that the constraints read Qr  0, Pr  0. Then the symplectic(Dirac) brackets of
the system calculated with respect to the entire set of variables reduce to Poisson brackets with
respect to the unconstrained physical variables Qn, Pn of the system. A possible implication
of this theorem would be that, when expressed in terms of the unconstrained variables, the
noncanonical Dirac bracket kernel reduces to a canonical Poisson bracket kernel, simple expo-
nentiation of which should then yield an associative star product. The price paid is that the
new physical variables usually have compact ranges. This may give rise to other complications.
The objective of this paper is to look into this possibility for a few simple constrained
systems. It is also worthwhile to see whether the triangle interpretation of associativity for star
product goes through even in the case where the variables involved have only compact ranges.
In this paper we consider the examples of the Landau problem, particles constrained to move
on a circle and a sphere.
The organization of the paper is as follows. Section 2 provides a brief review of the historical
origin, denition and certain properties of star product that are relevant to this work. Section
3 discusses the Landau problem. Here the constraints are linear and it is straightforward to
nd the canonical transformation that reduces the Dirac bracket to the Poisson bracket using
the Maskawa-Nakajima theorem. A simple exponentiation leads to an associative star product.
Section 4 analyses the problem of the motion of a particle on a circle(S1) and a sphere(S2). As
is well known, here the constraints are nonlinear leading to variable dependent symplectic or
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Dirac brackets. A naive exponentiation of the bracket kernel does not yield an associative star
product. A canonical transformation, which is actually the transition from the Cartesian to the
spherical polar basis, is employed. Finally, after passing to the constraint shell, we show that
the bracket kernel simplies to a canonical structure. Now a suitable exponentiation yields an
associative star product, exactly as happens in the unconstrained case. As a bye product of
this analysis, we get the usual quantization of angular momentum, modulo a half factor, in the
case of a particle moving on a circle. Our conclusions are given in section 5.
2 Brief Review of Star Product Formalism
In this section we briefly review the basic ideas of star product formalism essentially following
Zachos[3]. The historical origin of the denition of star product can be traced back to Groe-
newold’s work [4] wherein it was shown that the space of classical phase space functions f(x, p)
and the corresponding space of Weyl ordered operators f^(x^, p^) can have an isomorphism, pro-
vided the classical functions compose through the star product. The function f(x, p) is called
the classical kernel of f^(x^, p^). Let us consider the case of a particle moving on a real line R1
as an illustrative example. Clearly the classical phase space(x, p) is the two dimensional space












where the integral representation






of the Dirac delta function δ(x − x0) and a similar representation for δ(p − p0) are used. The
former (2) represents the completeness property of the plane waves characterized by τ while the
latter represents the orthonormality. In this case, the phase space variables and hence all the
integration variables have noncompact ranges. At the quantum level, the operator analogues
x^, p^ of x, p obey the Heisenberg-Weyl Lie algebra
[x^, p^] = ih, [x^, x^] = 0, [p^, p^] = 0 (3)
and exp[i(τ x^ + σp^)] is a particular element of the corresponding Lie group.
Weyl’s prescription [11] for arriving at the operator f^(x^, p^) corresponding to the kernel
f(x, p) (taken to have a polynomial form) consists of rewriting (1) with the replacements x !









The quantum operator f^ , regarded as a power series in x^ and p^, is rst ordered in a completely
symmetrized manner using (3) and a term with m powers of x^ and n powers of p^ is then given
by the coecient of (τmσn) in the expansions of (τ x^ + σp^)m+n.
Using the mapping (4), Groenewold later obtained the classical kernel of the operator prod-
uct f^ g^ of two phase space operators f^ and g^ from the corresponding kernels f and g respectively.
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Changing integration variables to
ξ0  2
h
(x− x0), ξ  τ − 2
h
(x− x0), η0  2
h
(p0 − p), η  σ − 2
h
(p0 − p), (6)
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∂x) exp (i (λ(x
00 − x) + µ(p00 − p)))
where the representation(2) is used. With the aid of the above relation one can write the












 exp (i (λ(x00 − x) + µ(p00 − p))) f(x0, p0) g(x00, p00)











∂ x)/2 g(x, p). (8)





dτdσdxdp [exp i (τ(p^− p) + σ(x^− x))] (f ? g)(x, p) (9)
where the ? product is dened as,








∂ x) g(x, p). (10)
Thus Groenewold [4] showed that f(x, p) ? g(x, p) is the the classical kernel of f^ g^. But this
demonstration holds only for systems having noncompact ranges for physical phase space vari-
ables. Further, this star product between classical phase space functions incorporates some of
the quantum features right at the classical level. This gives rise to the possiblity that quantum
mechanics can be formulated in terms of classical phase space variables [12]. This is because
the classical phase space functions must compose, as we have seen, through the star product
in order to have an isomorphism between the set of classical phase space functions and Weyl
ordered operators. We shall see another beautiful demonstration of this in section 4, where we
will be dealing with a particle moving on a circle. Since the star product involves exponentials
of derivative operators, it is possible in certain cases to write it as a translation in function
arguments;












so that, as a corollary, we get the Moyal brackets
[x, p]?  x ? p− p ? x = ih, [x, x]? = [p, p]? = 0 (12)
which is the counterpart of the Heisenberg-Weyl Lie algebra (3). One may also notice that the
star product is a deformation of the ordinary multiplication. From the dening relation (10) it is
easy to see algebraically that the star product is associative owing to the form of the exponential
involved in the relation. The associativity of the star product in this case (1-dimensional free
particle) also follows from a geometrical approach[3]. The expression multiplying (−2i/h) in
the second exponential of (7) can be written as
2A(r00, r0, r) = (r0 − r) (r− r00) = r00  r0 + r0  r + r r00 (13)
where A(r00, r0, r) is the area of the phase space triangle (r00, r0, r), with r  (x, p). Thus f ? g
can be expressed in a more compact form as,











The associativity property of the star product can be easily seen from this representation
because of the appearance of the area of a phase space triangle in the exponent. For triple star
product involving functions f, g and h we have







(A(r00, r0, r) + A(r000, r, r))
]
. (15)
The dr integrations can be exploited to obtain corresponding δ-functions and the product can
be simplied to











The argument of the delta functions in the above expression ensures that A(r000, r00, r0) is the
area of the parallelogram with vertices (r000, r00, r0, r). Therefore, the order in which the functions
f, g and h are associated becomes immaterial thus providing pictorial proof of the associativity.
The area interpretation as well as the Groenewold construction discussed above relied cru-
cially on the Fourier expansion (1) arising from the noncompact nature of both x and p variables.
Therefore, the two schemes may not necessarily be implementable in the case of physical sys-
tems where some of the phase space variables can have compact ranges. For example, in the
case of a particle constrained to S2 the expansion corresponding to (1) should be obtained from
an appropriate harmonic analysis where Ylm(θ, φ) being the eigenfunctions of the Laplacian op-
erator, provide the complete set of basis. On account of the technical diculties(which will be
discussed in section 5) brought in by these basis functions, a geometrical proof of associativity
cannot be obtained in a similar manner.
Another point worth mentioning is that the denition (10) of the star product is an ex-
ponentiation of the Poisson bracket kernel which ensures associativity of the product. Let us
recall that a bracket kernel  is dened by the relation


















which appears in the exponential of the star product denition. However, for systems with
nonlinear second class constraints the star product is to be obtained by the exponentiation of
the Dirac bracket kernel. But unlike the Poisson bracket kernel, the Dirac bracket kernel may
not in general lead to an associative star product if Cartesian coordinates are used. This is
because the Jij are now dependent on the phase space variables. To circumvent this diculty,
Kontsevich[9] devised detailed graphical rules wherein the star product can be expressed as a
6
series expansion in h.

































One can see that the series deviates from the exponential right from the O(h2) term onwards.
However associativity is restored. One may also notice that if the Jij’s are constants(as in the
case of the Poisson bracket kernel), the extra terms vanish thereby restoring the exponential
form of the series. Associativity of the star product is then automatically guaranteed.
It is here that the Maskawa-Nakajima theorem [10] provides a clue as to how one can obtain
an associative star product for second class constraint systems without using the Kontsevich
series because of the possibility of reducing the Dirac brackets to Poisson brackets by an appro-
priate canonical transformations. We now give a brief outline of the method [13]. According to
Dirac’s prescription[14], for a system with second class constraints the Poisson bracket of two
dynamical variables A and B should be generalized to the Dirac Bracket(DB):
fA, BgDB = fA, Bg − fA, Ωig(C−1)ijfΩj , Bg (20)
where Ωi  0 are the constraints of the system and
Cij  fΩi, Ωjg (21)
is the matrix of the Poisson brackets of the constraints. The Maskawa-Nakajima theorem[10]
states that for a second class constraint system there exists a set of independent canonical
variables (Qn, Qr, Pn, Pr) where Pn, Pr are canonical conjugates of Qn, Qr respectively, such
that the constraints of the system are
Ω1r = Qr  0, Ω2r = Pr  0 (22)
After the rearrangement, the elements of the matrix C read
C1r,2s = f Qr, Psg = δrs C1r,1s = f Qr, Qsg = 0 C2r,2s = f Pr, Psg = 0 (23)
and Poisson brackets of any function A with the constraints now become
fA, Ω1rg = − ∂A
∂ Pr
, fA, Ω2rg = ∂A
∂ Qr
(24)
Since the C matrix has the property C−1 = −C, the Dirac bracket can be written as
fA, BgDB = fA, Bg+ fA, Ω1rgfΩ2r, Bg − fA, Ω2rgfΩ1r, Bg





















That is, the Dirac bracket is equal to a Poisson bracket computed with respect to the reduced
set of unconstrained physical variables (Qn, Pn).
Since the Poisson bracket kernel can be exponentiated to yield an associative star product,
the problem of constructing an associative star product for a second class system reduces to
that of nding out the correct set of canonical variables in terms of which the Dirac brackets
become equal to Poisson brackets. The existence of such canonical variables is guaranteed by
the Maskawa-Nakajima theorem though the actual task of obtaining those variables for a given
system may be highly nontrivial. Once the proper variable have been identied the relevant
bracket kernel, after passing to the constraint shell, assumes the standard form with the J in
(17) becoming a constant symplectic matrix. Associativity of the star product then follows
naturally.
For simple second class systems like the Landau problem, particle constrained to move
along a circle or on the surface of a sphere etc., it is possible to obtain the exact form of these
unconstrained physical variables from symmetry considerations. Usually, star products even
for these systems are dened using the Kontsevich series expansion method. In the subsequent
sections we demonstrate with the help of these systems, how one can arrive at an associative
star product, although their Dirac brackets in the Cartesian system do not yield such a well
behaved product.
3 Landau Problem
The Lagrangian for the classical Landau problem of a spinless charged particle moving on a










where a harmonic oscillator potential is chosen. When the magnetic eld is very strong we can
suppress the kinetic term(which is equivalent to the limit m ! 0) and the Lagrangian then











The canonically conjugate momenta are constrained to the respective transverse coordinates,
Ωi = pi +
B
2
ijxj  0 (29)
giving the two second class constraints. The corresponding Dirac brackets are given by
fxi, xjgDB = −ij
B
, fxi, pjgDB = δij
2
, fpi, pjgDB = −B
4
ij . (30)
Thus the two perpendicular directions x1 and x2 do not commute(in the sense of classical Dirac
brackets), rather they behave as canonical conjugates to each other. The Dirac bracket for two
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phase space functions f and g can be written as
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In the example considered, the space where the antisymmetric matrix Jµν , (µ, ν = 1, .., 4) acts
is 4-dimensional (in the order x1, x2, p1, p2). The exponentiation of this Dirac bracket kernel
gives an associative star product as one can see immediately. This is because the J matrix is a
constant matrix arising from the linear form of the constraints (29). This, however, will not be
true for systems involving nonlinear constraints. There one has to isolate the physical degrees
of freedom, following a systematic technique.
To see the power of this technique of working with the physical variables, we apply it to the
present case and show that the associativity becomes even more transparent, in the sense that
it becomes similar to an unconstrained system. To that end, make a canonical transformation
from (x1, x2, p1, p2) variables to a new set of variables given by ( X, X, P , P ), where (X, P ) and











p2 − x1 (34)










It may be noted that the new variables X, P are proportional to the constraints (29) of the





Ω2) while the physical variables are X and P . Its implication for the



































































which is the standard canonical form. Hence the associativity of the star product follows
trivially, being exactly identical to the unconstrained case. Note that the 4-dimensional phase
space where the original kernel was dened reduces to the physical two dimensional space, when
using the new variables. The two dimensional constraint sector just cancels out.
4 Particle on n-Sphere (Sn)




( _x2)− λ(x2 − 1) x 2 Rn+1 (38)
where λ is a Lagrange multiplier enforcing the primary constraint
Ω1 = x
2 − 1  0. (39)
Time conservation of the primary constraint,
fΩ1, HTg = 0 (40)
leads to the secondary constraint
Ω2 = x  p  0 (41)
with the total Hamiltonian HT being given by
HT = Hc + λΩ1 (42)
where Hc is the canonical Hamiltonian corresponding to (38). The pair Ω1, Ω2 form a second
class system of constraints. The corresponding Dirac brackets in component form are
fxi, xjgDB = 0, fxi, pjgDB = δij − xixj , fpi, pjgDB = xjpi − xipj, (43)

























∂ p . (44)
The exponentiation of this kernel fails to satisfy the associativity condition. However, the
Maskawa-Nakajima theorem helps us to overcome this problem. We illustrate this rst with
the example of a particle constrained to move along a circle S1 and then in the case of a particle
on a 2-sphere S2.
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4.1 Reduction of the Bracket Kernel for S1 and Associativity
The simplest case of a phase space with the Dirac brackets (43) is that of particle moving along
a unit circle described by (38) with i = 1, 2. The symplectic matrix associated with the bracket




0 0 1− x21 −x1x2
0 0 −x1x2 1− x22
−(1− x21) x1x2 0 x2p1 − x1p2
x1x2 −(1− x22) −(x2p1 − x1p2) 0

 (45)
which acts on the phase space spanned by the coordinates (x1, x2, p1, p2).
We now consider the following new set of phase space coordinates which can be obtained













pθ = x1p2 − x2p1 (49)
where (x, p) and (θ, pθ) are the new independent canonical pairs. Observe that the canonical
pair (x and p) corresponds respectively to the constraints (39) and (41) of the system and
normalized suitably to yield fx, pg = 1. Also note that θ is the angle coordinate and pθ is the
angular momentum. Indeed, the above canonical transformation is the usual transformation
that maps from a Cartesian to polar basis. Correspondingly, the tangent space basis of the




) undergo a suitable transformation. The old tangent space basis in terms












2 cos θ p− sin θ pθ
) ∂
∂p
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This is the standard canonical form. In contrast to the Landau problem, the constraint part
does not simply cancel by itself. It is necessary to pass to the constraint shell at the end of
the computation to obtain the desired canonical structure for . Using this bracket kernel one
denes the star product as an exponential series in h just as (10) to yield














Clearly this has the same form as (10) except that the θ variable occurring here has a compact
range (0  θ < 2pi). As far as algebraic demonstration of the associativity is concerned, this is
inconsequential. Associativity is demonstrated exactly as happens in the unconstrained case.
One may now speculate on the possibility of obtaining an associative star product in the
Cartesian basis by reexpressing the kernel (51) again in terms of the Cartesian coordinates. In
order to settle this issue we note that ∂θ and ∂pθ are given in terms of ∂xi and ∂pi as
∂θ = −x2 ∂x1 + x1 ∂x2 − (x1p2 − x2p1)(x1 ∂p1 + x2 ∂p2)
∂pθ = −x2 ∂p1 + x2 ∂p2 .










0 0 x22 −x1x2
0 0 −x1x2 x21
−x22 x1x2 0 x2p1 − x1p2
x1x2 −x21 −(x2p1 − x1p2) 0

 (54)
One can check explicitly that Cartesian kernel (53) with ~J given by (54) does not yield an
associative star product. Therefore, it is not possible to arrive at an associative star product in
the Cartesian basis just by writing the kernel (51) (which gives a well behaved star product) in
terms of (∂xi , ∂pi). The reason for this can be seen from the fact that the matrix
~J is identical
to J (45) (which does not lead to an associative star product) on the constraint shell x2i −1  0.
Also, the transformation from (θ, pθ) to (xi, pi) involves rewriting ∂θ and ∂pθ in terms of more
number of variables of an enlarged phase space. Therefore it is not a canonical transformation.
It is obvious that the kernel (51) when written in terms of any pair of variables that are obtained
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from (θ, pθ) by a canonical transformation will invariably yield an associative star product. An
illustrative example is the stereographic projection of S1 to R1 given by,
X = cos θ
1− sin θ . (55)
The momentum conjugate to X is
PX = (1− sin θ)pθ. (56)
The transition from (θ, pθ) to (X ,P) is a canonical transformation and it is easy to see that,










which obviously gives an associative star product.
4.2 Geometrical Proof of Associativity and Angular Momentum
Quantization
The associativity of the star product in the preceding example can also be seen from the
triangle interpretation. However, in the present case, the coordinate variable θ has the range
0  θ < 2pi while its conjugate momentum varies continuously(classically) over a noncompact
range (−1, +1). Hence the classical phase space of the system has the geometry of an innite
cylinder of unit radius. Therefore, one has to make appropriate modications in the Fourier
representation of f(θ, pθ) in order to verify the associativity using the triangle interpretation.




















where n takes integer values and






is the periodic delta function.4 Note that the periodic delta function is incorporated on account
of the periodicity of θ whereas the usual Dirac delta function suces in the case of pθ which
4Notice that (59) is the completeness relation for the exponential functions einθ, (n 2 Z) which provide a
complete set of basis in the space of functions defined on S1. Also, any function f(θ) defined on S1 satisfies the





has a noncompact range. Therefore the star product of two functions f(θ, pθ) and g(θ, pθ) using
this Fourier representation is to be written as
























′′)+χ(pθ−p′′)]f(θ0, p0)g(θ00, p00). (60)
Note at this stage that the c-number valued exponential functions appearing on either side of
the ? operator are eigenfunctions of ∂θ and∂pθ . Therefore, one can combine all these exponential
factors into a single one and a subsequent integration over φ and summation over n yields,






















dp0dp00dχδ(pθ − p0 + hm
2




This involves a pair of delta functions, one of which is periodic. We next perform the integration
over χ and use the properties of the periodic delta functions5 to rewrite the integral in terms
of the ordinary (non periodic) Dirac delta functions as follows;











δ(pθ − p0 + hm
2





[−(pθ−p′)(θ−θ′′)+(pθ−p′′)(θ−θ′)]f(θ0, p0)g(θ00, p00). (61)
Here we notice the presence of a set of delta functions in the integral which restrict the dierence
between any pair among the variables pθ, p
0, p00 to integral multiples of h¯
2
.
p0 − pθ = hn1
2
, p00 − pθ = hn2
2
p0 − p00 = hn3
2
(62)
where n1, n2, n3 are some integers. General solutions to the above set of three equations,
consistent with the chiral symmetry of the system(clockwise $ anticlockwise interchange in

















inθ f˜(n) where f˜(n) = f˜(k)jk=n and f˜(k) = 12pi
∫ +1
−1 dxe
−ikxf(x) is the Fourier transform of
f(x).
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with m1, m2, m3 are a new set of integers. Thus, up to a factor of half this gives the usual
quantization rule for the angular momentum. In other words, the star product automatically
incorporates the quantization condition even at the classical level. The exponent in (61) can be
written as the area of a phase space triangle, in the cylindrical phase space mentioned earlier,
with vertices r = (θ, pθ), r
0 = (θ0, p0) and r00 = (θ00, p00), the only dierence with the case of a
particle on a line being that the momentum variables vary over a discrete spectrum. That is
−2A(r, r0, r00) = p(θ00 − θ0) + p0(θ − θ00) + p00(θ − θ0). (64)
Thus the star product in this case can be written as
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, P 0 =
2p0
h




Notice that this is not a canonical transformation. In terms of the new variables we can write
f ? g as










dP 0dP 00δ(Pθ − P 0 + m)δ(Pθ − P 00 − n)e[−2iA(r˜,r˜′,r˜′′)]f(~r0)g( ~r00).
(67)
Here ~r stands for (θ, P ) now. The form of the delta functions appearing in the above expression
for star product enables one to replace the pair of Dirac delta functions with suitable Kronecker
deltas and simultaneously changing integrations over P 0, P 00 with summations to yield









Now on account of the restrictions imposed by the Kronecker deltas, the summation over P 0, P 00
implies the m, n summations also. Hence we obtain









This expression is same as (14) which was obtained for the star product for a 1-d particle except
that in place of the continuous variables p0, p00, here we have the discrete variables P 0, P 00(dened
in (66) with a built-in factor of (2/h)) and hence the corresponding integrations are replaced by
summations. The next step towards a proof of associativity is to express the product (f ? g) ?h
in terms of the area of a phase space parallelogram. To achieve this end, exploiting (69) we
write,



















The exponent appearing in the above equation can be written as
2A(~r, ~r0, ~r00) + 2A(~r0, ~r000, ~r0000) = ~r0  [−~r + ~r00 + ~r000 − ~r0000] + ~r00  ~r + ~r000  ~r0000. (71)












′(−Pθ+P ′′+P ′′′−P ′′′′)−P ′(−θ+θ′′+θ′′′−θ′′′′)]
= (2pi)2δ(−Pθ+P ′′+P ′′′−P ′′′′),0δp(−θ + θ00 + θ000 − θ0000) (72)
we can write (70) as




P ′′,P ′′′,P ′′′′
∫ +pi
−pi
dθ00dθ000dθ0000δ(Pθ+P ′′+P ′′′−P ′′′′),0δp(−θ + θ00 + θ000 − θ0000)
e−i[r˜′′r˜+r˜′′′r˜′′′′]f(~r000)g(~r0000)h(~r00). (73)
Comparing with (16), we notice here the occurrence of a product of a Kroenecker delta and a
periodic delta function instead of a product of two Dirac delta functions. The Kronecker delta
present in the above product ensures that the P sector of the summation variables indeed form
the vertices of a parallelogram though the same cannot be said of the θ part because of the
periodic delta function, as it cannot strictly enforce the requirement (−θ + θ00 + θ000 − θ0000) = 0.
Nevertheless, the formal appearance of the above expression is enough to prove the associativity
of the star product. Similar calculation for the product f ? (g ? h) indeed gives an identical
result thereby proving associativity.
4.3 Particle on the Surface of a Sphere S2
We now consider the case of a particle constrained to the surface of a sphere. The analysis in
this case proceeds exactly as that of the particle on a circle discussed before. The Lagrangian
of the system and the corresponding constraints are given by (38),(39) and (41) with i = 1, 2, 3.
Similarly the Dirac bracket and its kernel are obtainable from (43) and (44) respectively. In
the present case,the J matrix involved in the kernel (44) acts on the 6-dimensional phase space




0 0 0 1− x21 −x1x2 −x1x3
0 0 0 −x1x2 1− x22 −x2x3
0 0 0 −x1x3 −x2x3 1− x23
−(1− x21) x1x2 x1x3 0 x2p1 − x1p2 x3p1 − x1p3
x1x2 −(1− x22) x2x3 x1p2 − x2p1 0 x3p2 − x2p3





As was done in the previous examples, we make a transformation from the (xi, pi) coordinate








, pφ = x1p2 − x2p1 (76)






The canonical pair (x, p) are proportional to the constraints and the unconstrained variables are
(φ, θ, pφ, pθ). The variables φ and θ are nothing but the azimuth and polar angles respectively
and hence have the compact ranges 0  φ < 2pi and 0  θ  pi. We introduce the notation
φ = θ1, θ = θ2 and proceed just as in the case of a particle on a circle, in the bracket kernel, we
eliminate the partial dierential operators with respect to the Cartesian coordinates in favor of
those with respect to the new set of variables x, p and θa, pθa with a = 1, 2. The corresponding


























Upon implementing the constraint 1 − x2i  0 strongly, one nds that the variables x and p














which involves only the physical variables. This is again in conformity with the Maskawa-
Nakajima theorem. Now it is obvious that this kernel, when exponentiated, produces a perfectly
well behaved associative star product. It is illuminating to write down the kernel (79) again in
terms of the variables (xi, pi) and see its equivalence with (44) on the constraint surface. It is
easy to see that the matrix ~J , analogous to (54) of the particle particle on S1, for the present




0 0 0 x22 + x
2
3 −x1x2 −x1x3
0 0 0 −x1x2 x21 + x23 −x2x3
0 0 0 −x1x3 −x2x3 x21 + x22
−(x22 + x23) x1x2 x1x3 0 x2p1 − x1p2 x3p1 − x1p3
x1x2 −(x21 + x23) x2x3 x1p2 − x2p1 0 x3p2 − x2p3









∂ ν , µ, ν = 1, 2, ...., 6 (81)
with ~J given by (80) will not yield an associative star product for reasons similar to the case of
the particle on S1. Just as in the previous example(see section 4.1), here also J and ~J become
identical on the constraint surface.
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At the classical level, the spherical polar coordinate variables θ and φ having the compact
ranges 0  θ  pi and 0  φ < 2pi respectively, form the manifold S2 whereas their conjugate
momenta pθ, pφ varying from −1 to +1 constitute a plane R2. Thus the phase space of
the system is given by S2  R2. The basis for the expansion (analogous to (1) and (58)) of
functions in S2 are the spherical harmonics Ylm(θ, φ) while inR2 the usual exponential functions
provide the basis. Though the φ dependence of Ylm(θ, φ) is via the usual exponential functions,
its θ dependence is through the associated Legendre polynomials Plm(cos θ) which are not
eigenfunctions of ∂θ. Hence, unlike the previous examples, the reduction of the star product to
an integral involving the exponentiated area of a phase space triangle(i.e. analogous to (13) and
(69)) is not viable for particle on S2. Although the star product remains associative, a similar
geometrical picturization of associativity is no longer possible. One can trace the source of this
diculty to the compact ranges of θ and φ and the resulting topology of the phase space. One,
therefore, cannot get any quantization condition for angular momentum automatically, as we
could get in the case of a particle on a circle S1. This nontrivial point therefore require further
investigation. However, in terms of the unconstrained physical variables the associativity of
the star product is manifestly displayed in all the cases. Therefore we emphasize that in order
to establish the associativity of star product for second class systems one should formulate
the problem in terms of unconstrained physical variables wherein the Dirac brackets become
Poisson brackets.
5 Conclusion
In this paper we studied various aspects of the construction of star product for certain physical
systems. The construction and properties of star product were reviewed in the case of a particle
moving on a real line. We have shown how an associative star product can be constructed for
systems involving nonlinear constraints. As is well known, the Dirac brackets in this case are
variable dependent and a naive exponentiation of the bracket kernel does not yield an asso-
ciative star product. By exploiting a theorem due to Maskawa and Nakajima [10], we were
able to extract the physical unconstrained set of variables. The bracket kernel, computed with
respect to these variables, simplied to the standard canonical symplectic structure, once the
constraints were imposed. Associativity of the star product is then manifestly evident. The
method was illustrated with the examples of Landau problem, particle on a circle and a particle
restricted to be on the surface of a sphere. The Kontsevich series expansion of the star product
was shown to reduce to an exponential series when expressed in terms of the unconstrained
variables of the systems. Similar to the case of a 1-dimensional free particle, we showed that
the associativity of the star product for a particle on the circle can be given the triangle (in the
cylindrical phase space) interpretation with the dierence that the angular momentum taking
integral values up to a factor of (h/2). We thus obtained the usual quantization condition of
the angular momentum (up to a factor of half) in the case of a particle moving on the circle.
This however, could not be reproduced for a particle moving on the surface of a sphere. We
pointed out the diculties, involved in this case, for providing the above mentioned triangle in-
terpretation of the associativity of the star product which stems from the complicated structure
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of the phase space S2 R2. This problem is under further investigation and will be reported
elsewhere.
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