Abstract-This paper presents a non-iterative method for dense mapping using inertial sensor and depth camera. To obtain data correspondence, traditional methods resort to iterative algorithms which are computationally expensive. This paper proposes a novel non-iterative framework with a computationally efficient closed-form solution to the front-end of the dense mapping system. First, 3-D point clouds with 6 degrees of freedom are decoupled into independent subspaces, in which point clouds can be matched respectively. Second, without any prior knowledge, the matching process is carried out by single key-frame training in frequency domain, which reduces computational requirements dramatically and provides a closed-form solution. Third, 3-D maps are presented and fused in the subspaces directly to further reduce the complexity. In this manner, the complexity of our method is only O(n log n) where n is the number of matched points. Extensive tests show that, compared with the state-of-thearts, the proposed method is able to run at a much faster speed and yet still with comparable accuracy.
I. INTRODUCTION
S ELF-LOCALIZATION-MAPPING is one of the most basic capabilities of autonomous robots, and has received increasing attention in tandem with the development of hardware, such as smarter sensors and faster processors [1] . However, visual dense mapping algorithms are still difficult to be applied directly to micro-robot systems, especially micro unmanned aerial vehicles (MUAV). This is because microrobot systems can only provide limited computational resources, such as ultra low power embedded processors, due to payload and power limitations. Moreover, dense maps, which are crucial for higher level applications, such as collision-free motion planning, object detection and scene understanding, require more computational resources to produce [2] . This paper aims to develop a lightweight dense mapping system that can be carried by micro-robot systems, and achieves faster computational speed with sufficient accuracy. Leveraging on depth camera and inertial sensor, this paper finds a noniterative solution for visual data association.
In the simultaneous localization and mapping (SLAM) problem, data association, which is to relate the sensors' measurements with the landmarks inside the maps [3] , is one of the most important and time consuming parts. From the following analysis, nearly all the existing visual SLAM or dense mapping algorithms resort to iterative solutions to find data association, which is the main source of computational burden. First, iterative closest point (ICP) is one of the most widely used algorithms where point clouds need to be matched Chen Wang, Lihua Xie, and Junsong Yuan are with the School of Electrical and Electronic Engineering, Nanyang Technological University, 50 Nanyang Avenue, Singapore 639798. e-mail: wang.chen@zoho.com; elhxie@ntu.edu.sg; jsyuan@ntu.edu.sg [4] . The problem of ICP and its variants lies in the high complexity, so that many modern algorithms such as [5] - [9] need powerful GPU to process the large number of data. Second, feature-based [2] , [10] - [13] and direct methods [12] , [14] - [18] have been proposed for monocular, stereo cameras, and depth cameras [14] , [19] . However, they need iterative methods, e.g. Gauss-Newton, to match the images, so that the camera motion can be estimated. Third, the tightly-coupled inertial fusion SLAM algorithms using monocular camera [20] , stereo camera [21] , and depth camera [22] also need iterative numerical solutions to solve the non-linear optimization problem. Fourth, to remove outliers, iterative methods like RANSAC [23] are also widely used [13] , [19] . Last, the deep learning based odometry or SLAM methods [24] - [28] also need iterative solutions to adjust the weights of each neuron in the networks.
The above discussion shows that the iterative solutions, including but not limited to the mentioned above, are the main source of computational burden of data association. To reduce the requirements, we argue that the traditional visual or visualinertial data association problem should be reformulated, since a suitable closed-form solution may be able to reduce the computational requirements dramatically. Moreover, a closed-form solution doesn't require well-designed initialization to prevent local minimum. However, the objective functions of traditional methods, e.g., tightly-coupled inertial fusion, feature-based and direct methods, are highly non-linear and difficult to find feasible closed-form solutions. To this end, a new objective function with closed-form solution is proposed for dense RGB-D-inertial mapping. In short, the rotational movements are decoupled from tranlational movements by leveraging on the attitude and heading reference system (AHRS), so that the translational motion model can be predicted based on single key-frame training. Then the movements are obtained by recoupling the estimation in rotational and translational spaces.
A preliminary version of this work named as non-iterative SLAM (NI-SLAM) is presented in [29] . It demonstrates that, for the first time, a non-iterative solution to RGB-Dinertial data association is able to reduce the computational requirements dramatically. It enables fast dense mapping on micro robots with an ultra-low power processor. This paper adds to the initial version in a significant way. First, the axnometric reprojection process is extended to dynamic resolution, resulting in a more accurate estimation and detailed map. Second, the non-iterative solution based on kernelized correlaion filter (KCF) [30] is re-derived in a much simpler way using our recently proposed kernel cross-correlator (KCC) [31] . The KCF, which is limited to non-weighted kernel functions and circulant training data, is a special case of KCC which breaks the limitations and extends the traditional cross-correlation to kernel case. Third, the superiority of the proposed method on efficiency is demonstrated by comparing with several state-of-the-art algorithms. The experiments are extended for stereo cameras to demonstrate the flexibility. Last, a flexible framework is proposed for RGB-D-inertial dense mapping system.
II. RELATED WORK
This paper focuses on data association, dense mapping, and inertial fusion, while loop closure detection will not be presented. The works on monocular/stereo camera will be reviewed, since many methods can be used for depth camera.
A. Data Association and Map Fusion
Many dense mapping systems resort to ICP and its variants to align point clouds with respect to photometric or geometric constraints. KinectFusion [5] is one of the most famous methods. It permits dense volumetric reconstruction of complex room-sized scenes based on a volumetric truncated signed distance function (TSDF). The incremental pose transformation is obtained by tracking the live depth frame relative to the global model using a coarse-to-fine ICP algorithm with geometric constraints. Following this work, Kintinuous [6] enables dense mesh-based mapping for extended scale environments and implements a triangular mesh generation module for the map representation. ElasticFusion [7] combines dense geometric constraints with photometric constraints to achieve robust pose estimation in more challenging scenes. Furthermore, [32] brings Kintinuous and ElasticFusion together, and adds a method for improving camera-frustum overlap for a greater reconstruction range. The pose estimation is obtained by a dense every-frame volumetric fusion front-end, and the dense surface is corrected by non-rigid map deformation back-end. DynamicFusion [9] generalizes the TSDF to nonrigid case, so that dynamic scenes can be reconstructed and a volumetric 6D motion field can be estimated. BundleFusion [33] applies a local-to-global pose alignment framework and a paralleled sparse-to-dense optimization for sparse feature correspondence and dense geometric and photometric matching. Since the above methods heavily rely on ICP and require powerful GPU to process large number of data, they are not applicable to systems with low computational power.
To decrease the computational requirements, dense visual odometry (DVO) [15] proposes a faster, robust method based on a t-distribution-based photometric error model that can be obtained by the iteratively re-weighted least square (IRLS) algorithm. An improved version of DVO [14] extends the t-distribution model to depth error and propose a entropybased similarity measurement for key-frame selection and loop closure detection. The proposed t-distribution model can be reduced to the standard least square (LS) minimization problem when error residual is assumed to be normally distributed.
Feature-based method is the most widely-used LS minimization algorithm in visual SLAM to minimize reprojection error. Its basic idea is that the incremental pose transformation can be estimated by matched features. During the featuredetection step, salient key features that are likely to be matched well with other images are selected. Basically, there are two main approaches to find the corresponding features [34] . One is to extract features by local search techniques [12] and match them between the latest image and key-frame [13] . It is suitable for images taken from nearby viewpoints. The other one is to extract features independently and match them in sequences of images based on similarity descriptors [35] , which is suitable for large motion between two viewpoints.
Based on feature tracking, PTAM [11] first proposes to track the camera poses parallel to the mapping thread in a bundle adjustment framework. This enables real-time landmarks tracking and pose estimation at the frame-rate. ORB-SLAM [13] carries forward this work by designing a robust system that uses the same features for all SLAM tasks: tracking, mapping, relocalization, and loop closuring. This leads to a reliable and complete solution, but it still only produces sparse maps. One of the earliest dense feature-based SLAM systems is RGB-D mapping [2] where Generalized-ICP and RANSAC are combined to optimize the pose graph. RGB-D-SLAM [19] highly exploits feature correspondences by sparse bundle adjustment (BA) and has become one of the most successful feature-based methods for a depth camera.
In contrast with feature-based methods, direct methods match raw image pixels directly. Since there is no descriptor, only local search techniques can be used to find the corresponding pixels; hence this is not suitable for large motion between two viewpoints. DTAM [18] develops a realtime camera tracking and reconstruction system where pose estimation is from the minimization of photometric error on every pixel. Within a depth probabilistic framework, SVO [12] achieves semi-dense maps with accurate motion estimation by minimizing photometric error outside of non-negligible gradients regions. LSD-SLAM [17] enables to build consistent large-scale maps by aligning image directly based on photoconsistency and estimating a filtering-based semi-dense depth map. By incorporating disparity sources from fixedbaseline stereo, Stereo-LSD [36] avoids the scale-drift problem and built a consistent map for large scale environments using stereo cameras. DSO [37] proposes a direct sparse odometry system that minimizes the photometric error on sampled pixels with large intensity gradients. Although these methods reduce the computational requirements a lot, they still need iterative solutions to fit a pose transformation model, so that their time complexity is still too high to produce dense maps on low power embedded processors.
The deep learning based visual odometry or SLAM methods have also been studied. In [24] , the authors explore the use of convolutional neural networks (CNN) to learn the visual features for ego-motion estimation. DeepVO [25] proposes a CNN-based architecture for estimating the objects pose under known environment. CNN-SLAM [26] combines the direct methods with CNN-predicted depth maps to overcome the absolute scale problem of monocular SLAM. [28] proposes to train two CNNs, one of which operates on single images and extracts salient 2-D points, while another one operates on pairs of the points and estimates the homography. The recent trend towards deep learning mitigates a new wave of research, but the real-time performance may still be low. This challenge opens space for learning techniques that aim to achieve higher accuracy and yield faster training. This paper enables the real- Fig. 1 . The proposed non-iterative framework for localization and dense mapping system. The 3-D movements are estimated in decoupled subspaces separately. Because of a set of algorithms to reduce computation, the complexity of whole process is reduced to O(n log(n)) where n is the number of points. time trainable methods on low power processors.
B. Inertial Fusion
Inertial sensors provide additional constraints for the camera pose estimation and can help improve the performance of visual odometry or SLAM systems. The most computationally efficient inertial fusion approach is the loosely coupled methods, that process inertial and visual measurement separately. [38] presents an extended Kalman filter (EKF)-based constant complexity framework that treats the visual odometry system as a black box. This leads to a reduction on computational cost and is suitable for power limited robotic systems. MSF-EKF [39] presents a generic and modular multi-sensor fusion framework to deal with delayed absolute or relative measurements. Alternatively, attitude estimation can be extracted and then fused into visual estimation algorithms. [40] shows that angular precision of long term VO can be improved dramatically by such loosely coupled fusion.
In contrast to loosely coupled methods, tightly-coupled methods estimate the states jointly. MSCKF [41] derives a measurement model that is able to express the geometric constraints from static image features. It jointly estimates the IMU states and a sliding window of camera poses by an EKF estimator, resulting in a linear complexity in the number of features. MSCKF 2.0 [42] improved MSCKF and corrected the inconsistent linearized system model that has incorrect observability properties. OKVIS [21] constructs a joint probabilistic cost function that combines visual reprojection errors and inertial measurements to observe landmarks using monocular or stereo cameras. [20] proposes a joint non-linear optimization system using direct method, resulting in a semi-dense map. [43] develops a preintegration theory for IMU on the manifold structure of rotation group that is able to summarize the large number of inertial measurements between two key-frames as a single geometric constraint. [44] combines inertial tracking in a dense SLAM framework, that is able to reconstruct large scale out-door scenes. [22] proposes the first tightly-coupled dense RGB-D-inertial SLAM system, which needs powerful GPU to process map deformations.
The tightly-coupled methods have an additional complexity due to the involvement of large number of visual measurements. Based on recurrent and convolutional networks, VINet [27] presents an on-manifold sequence-to-sequence learning approach to motion estimation for inertial fusion.
III. SYSTEM ARCHITECTURE Iterative methods in this paper are defined as those odometry or SLAM algorithms that need iterative solutions to find data association. This section summaries the traditional iterative solutions and proposes a non-iterative framework.
A. Iterative Framework
The SLAM algorithms for depth cameras, such as [5] - [9] , [32] , [33] that heavily depend on variants of ICP are the most representative examples of iterative methods. Let {M, S} be two finite size points sets with both position and color information, the objective of ICP is to find a transformation T ( · ) to be applied to the points M, such that the difference D( · ) between T (M) and S is minimized [4] .
where ρ( · ) is a general objective function, and can be the square of the Euclidean distance combined with the photometric error. ICP and its variants are the most commonly used point set registration algorithms, but they cannot guarantee the global minimum of the cost function (1) [22] . Feature-based and direct methods are also the examples of iterative SLAM. They try to minimize the reprojection or photometric error to estimate the pose transformation. Assume that the perspective model π p ( · ) projects 3-D point p i to image point u i , so that u i = π p (E CW p i ) where E CW is the transform matrix from the world to camera frame. Incremental poses E CW are expressed by left-multiplication a vector µ with 6 DoF based on the exponential mapping, i.e., E CW = exp(µ)E CW .
In feature-based methods, feature points u i in one image are reprojected to another image u i , so that the incremental pose transformation vector µ can be estimated by minimizing the reprojection error R.
In [11] , where the FAST corner detector is applied, ρ is the Tukey biweight function; whereas in [2] , [12] , ρ is the L 2 -norm function. For monocular camera, an initial process to obtain the depths of points is needed [11] , [13] , while for stereo/RGB-D camera, this process can be skipped [45] , [46] . In direct methods, new images are aligned with several key frames I r by minimizing the photometric error H given in (3). Similar expressions can be found in [12] , [14] , [17] , [18] , [47] . Note that the direct RGB-D SLAM [14] also minimizes depth error over all pixels.
Being non-robust to illumination changes is one of the potential problems of matching pixel intensities [18] . Since (2) and (3) are highly non-linear, iterative numerical solutions are needed. Unfortunately, they are sensitive to initialization and cannot guarantee the global optimal solution either.
Iterative solutions also play a significant role in tightlycoupled inertial fusion with the above methods. The inertial residual is imposed into the objective function of ICP (1), reprojection error (2), and photometric error (3), resulting in the RGB-D-inertial [22] , reprojection-inertial [21] , and directinertial [20] optimization problems, respectively. Similar to the above, the iterative numerical solutions are needed.
B. Non-Iterative Framework
The proposed non-iterative framework as shown in Fig. 1 consists of several blocks and will be explained in the Section IV to VIII. In short, a procedure of decoupling-estimationrecoupling is proposed as follows: 3-D point clouds are first decoupled into several subspaces, where data can be matched independently with lower complexity; then the camera motion is obtained from recoupling the estimation in the subspaces. Based on the single key-frame training, the translation of the decoupled 1-D vector is predicted using a kernel crosscorrelator (KCC). This enables the fast motion estimation on ultra low power processors. The 6 DoF pose estimation is recoupled by fusing the inertial measurements with a simple pose estimator. Finally, 3-D maps are fused with non-keyframes by a moving average, so that the missing information of key-frames is complemented with complexity O(n).
IV. DATA DECOUPLING
This section will introduce the process of point cloud decoupling, from 6 DoF to 1 DoF. As shown in Fig. 1 , we are introducing a loop where the first block is dependent on the output of the last block. At the time of beginning, the camera is assumed to be located at the origin.
A. 6 DoF to 3 DoF
It has been shown that even the low-cost, low-precision inertial measurement unit (IMU) can significantly increase performance on the attitude estimation [40] . To avoid the traditional optimization problem and decouple the rotational and translational DoF, the posterior attitude estimation in Section IX that is fused with AHRS is utilized, so that the rotational movements in 3-D space are decoupled from translational movements. This idea of estimation after decoupling is proved to be feasible in [48] , which leverages on orientation histograms for roughly attitude estimation. However, it requires a fine alignment in the final step by running ICP and the translation estimation is based on the linear correlation by 3-D Fourier transform with complexity O(n x n y n z log n x n y n z ), where n x , n y , n z are the number of voxels in each dimension, respectively. The proposed method is based on the kernel correlation and only with complexity O(n log n), where n = n x n y is the number points after axonometric projection. A point cloud is a set of points with pose G ∈ SE(3) and is defined with a specified color to represent an external surface of an object or environment. Assume the k th key-frame is denoted as K k (G k ), a point cloud P i (G i ) can be rotated to align with the key-frame by its orientation R + ∈ SO(3) where the superscript + denotes the posterior estimation, so that the aligned point cloudP i can be obtained through
where
In this sense, the original 6 DoF G i is reduced to 3 translational DoF t i , so that from now on, we only need to estimate the translation of the two point clouds P i and K k .
B. 3 DoF to 2 DoF
Computation requirements can be further reduced if the 3-D translational movements can be decoupled into 3 independent axes. The principle is that the geometry properties in the 3 axes must be kept. We propose to apply axonometric projection on the aligned point cloudP i (t i ) to get axonometric color and
T ∈ P on the visible scene surface is mapped to image coordinates 
defined as:
where r k ∈ R + is the projection resolution that can be set adaptively. The subscriptc denotes that the point coordinates are expressed in the aligned camera frame. The axonometric depth image is defined as:
which stores the point distances to the axonometric plane versus the perspective depth image that stores the distances to the principle point. The differences between perspective projection and axonometric projection are illustrated in Fig.  2 . The perspective projection does not keep the geometric relationship since an object becomes smaller as its distance from the viewpoint increases, while in axonometric projection, the original size of an object is kept. This property decouples the original 3-D translation into the 2-D translation on the axonometric plane and 1-D translation perpendicular to the plane. Therefore, instead of estimating the movements in 3-D space, we can now estimate the 2-D translation of the axonometric images followed by 1-D depth translation estimation. Before that, one thing that needs to be considered is the projection resolution r k which is physically the size of covered space by each pixel. The field of view of axonometric projection is a cuboid space with the central axis coinciding with the camera optical axis. Its covered space is determined by the image size M × N and the projection resolution r k . Since points outside of the cuboid will be cropped, r k is needed to be set large enough to make the cuboid cover most of the points. Meanwhile, there will be a large black margin on the image, if r k is set too large, since not all the pixels can be covered by the projecting points. Moreover, the minimum cuboid envelope 
of a point cloud may change dramatically because of the camera movements. To be robust to the changing scenes, we implement a searching procedure listed in Algorithm 1 to set resolution r k adaptively. Since most of the boundary points of a point cloud are outliers, algorithm 1 tries to find the cuboid envelope that covers 80% (set empirically) points in the cloud. To be more efficient, it traverses a point cloud by sampling one point in every 25 points. Note that in this process, we keep the central axis of the cuboid envelope coincided with the camera's optical axis. Although the sampling is not precise, we find that the approximation is acceptable and the cost is deserved, since its complexity is only O(n/25), so that the computational time of Algorithm 1 can even be ignored compared to the calculation in the following sections. To further reduce repeated computation, r k is updated by r k+1 only when the key-frame K k+1 is created. Hence, all the cloudsP i acquired between K k and K k+1 are projected with the resolution r k and registered with the key-frame K k . Another advantage of adaptive resolution is that when the camera is near to the scene surfaces, more details of the scenes are preserved with smaller r k .
Since the point clouds are generated by pinhole cameras, when they are reprojected on the axonometric plane, some black holes may appear inside the image. This is because some invisible points for pinhole cameras are also projected on the axonometric plane. However, these black holes can be filled by the map fusion process which will be presented in Section VIII. Fig. 3 shows an example that a 6 DoF point cloud is rectified and then reprojected to axonometric images.
C. 2 DoF to 1 DoF
To estimate the translation of two axonometric images, we need to find the translation of their maximum overlap. To this end, we further decouple the axonometric image into a 1-D vector. Let an image I = [
is the i th row of I, its expanded 1-D vector
can be defined through an expanding operator x = Ψ(I), where Ψ :
is a bijective function on the condition that the matrix size (M, N ) is known: Define the vector's circular shift operator S (m) (x) :
The definition of matrix translation in (9) is slightly different from our intuitive understanding. For the clarity of the presentation, an intuitive explanation is illustrated in Fig. 4 where 2-D translation of a matrix can be regarded as a unique 1-D circular shift of its expanded vector. A side effect caused by definition (9) is the malposition of the elements outside of the maximum overlap. However, those elements contribute nothing for finding the translation, so that they can just be ignored. In practice, the expanding operation Ψ( · ) and its inverse operator Ψ −1 ( · ) do not need to be implemented, since a dense matrix or an image is always stored as its expanding vector in the computer memory. The only thing we need to do is to reinterpret memory through a pointer, hence the complexity of decoupling the translation of an axonometric image is O(1). From now on, the problem becomes finding the 1-D translation of vectors according to the maximum overlap.
V. SINGLE KEY-FRAME TRAINING
We propose to apply a non-linear cross-correlator to predict the vector translation. Cross-correlators or correlation filters are widely used for object tracking [30] , [49] but have not been used for data association in SLAM problem. The correlator used in this paper is based on our previous work kernel cross-correlator (KCC) [31] , hence we will only give a short description. The axonometric key-frame and non-key-frames will be denoted as column vectors
, where the superscript C, D denotes the color and depth images and will be left out in the absence of a little ambiguity.
The convolution theorem states that the correlation operation becomes element-wise conjugate multiplication in Fourier domain. Denote the fast Fourier transformation (FFT) F( · ) on a vector as· , i.e.x = F(x), so that the cross-correlation of two vectors g = x * h is equivalent toĝ =x ĥ * , where the operator and superscript * denote the elementwise multiplication and complex conjugate, respectively. The bottleneck of this operation is to compute the forward and backward FFTs, hence the complexity of the entire process has an upper bound O(n log n) where n is the number of elements in the vector. Define the non-linear feature mapping function ϕ :
, where d n, the kernel trick is to find the inner product of feature mapping without calculating the high dimension features explicitly. Define the kernel function as κ :
. Given a test image x ∈ R n and its desired correlation output g ∈ R m , the kernel cross-correlator is defined as:
where κ z (x) is the kernel vector and is defined as
T where z i ∈ T (z) ∈ R n is generated from training sample z, which is the key-frame in this paper. The transform function T ( · ) is predefined to imply the training objective and is set as the circular shift S (m)
. The correlation output is transformed back into the spatial domain using the inverse FFT. When a set of training samples z i and their associated training outputs g i are given, the objective is to find a filter h to satisfy (11) . Normally, g i can take any shape and will be discussed later. Training is conducted in the Fourier domain to take advantage of the simple element-wise operation between the input and output. A similar technique is also used in [49] which proposes a linear correlation filter, while the proposed method extends it to the kernel space. To find the filter h that maps training inputs to the desired outputs, the sum of squared error (SSE) between the correlation output and the desired output in frequency domain is minimized:
where the second term is a regularization to prevent over fitting. Solving the optimization problem (12) requires setting zero to the first derivative of filter h * ,
Since all the operations in (13) are performed in element-wise, the elements ofĥ * can be found independently, and a closedform solution can be obtained:
where the operator · · denotes the element-wise division. More specifically, we assume that only one key-frame z ∈ R n is available, hence the summation for the number of training samples z i can be left out, resulting in a compact formula, The pattern of translational motion of the key-frame z is learnt and stored in the filter h. In the experiments, the radial-basis kernel (16) is used for calulating the kernel vectorκ z (x).
To compute the kernel vector efficiently, we first expand the norm in (16):
Since x 2 and z i 2 are constant, the kernel vector can be calculated as:
From the correlation theory, x * z = x T z 1 , · · · , x T z n T , since z i are the circular shifts of z. Substitute it into (18b),
The bottle-neck of (19b) is the forward and backward FFTs, so that the kernel vector can be calculated in complexity O(n log n). For implementation purpose, the vector norm in (19b) is obtained in frequency domain using Parseval's theorem, so that the original signals don't need to be stored.
VI. TRANSLATION ESTIMATION Based on the single key-frame training, the translational pattern of a new axonometric image can be estimated directly by regarding the new frame as a test sample.
A. Image Translation Estimation
To make the correlation output more distinctive, g is set as a binary vector, such that the single peak is located at the first element, i.e. g [0] = 1, where the bracket [ · ] is used for accessing the element with index (starting from 0). The explanation is that, after computing a kernel correlation for a test image in the Fourier domain and converting back to the spatial domain, the shift output of value 1 will correspond to the shift of the test sample. Because of the noises and occlusion, it is nearly impossible to get the exact peak value 1. Instead, the location of the maximum value can be used to indicate the translationm of the test images.
Substitute (21) into (10) and multiply the adaptive resolution r k , the predicted translation t [0] , t [1] T of axonometric image can be obtained:
The complexity of (21) is bounded by the calculation of kernel vector and the inverse FFT of correlation outputĝ(x), hence the image translation estimation t [0] , t [1] can be obtained with complexity O(n log(n)). 
B. Depth Translation Estimation
The overlap of axonometric image x can be matched with key-frame z, if x is shifted back withm elements. Inspired by this, the camera motion in the depth direction can be estimated in (23a) which averages the depth differences of the matched pixels. Since not all the pixels are projected by valid points in a cloud, we remove these pixels inside the black holes and only take the points in the set W defined in (23b) that contains all well-matched pixels.
where the operator # returns the number of elements in a set and ρ( · ) is a general objective function (L 1 -norm in our tests). The predefined thresholds T c and T d are designed to eliminate the influence of the dynamic points. This is because dynamic objects naturally cannot be matched with the shifted image S (−m) (x) either in color or depth spaces. Fig. 5 demonstrates an axonometric depth image and its corresponding well-matched points. The advantage of (23) is that it only requires the average differences of depth image which is extremely fast to compute and all the well-matched points are able to contribute to the estimation, making it robust to depth noises. Therefore, the complexity of depth translation estimation is bounded by O(n). Now, the translation t i of the point cloudP i relative to the key-frame K k is obtained in all three directions based on the decoupled translational motion.
VII. KEY-FRAME SELECTION
As the camera moves, the overlap between the new point cloud and the key-frame may decrease. Hence the peak value may not be distinct enough and new key-frame is needed to ensure large overlap. Since all the new point clouds are matched with key-frames, estimated error will be accumulated when a new key-frame is created. Although loop closure is able to reduce such accumulated error, it needs the camera to revisit a location which can not always happen. Therefore, it is needed to be very careful to create a new key-frame. There are some useful works doing this. For example, DVO [14] uses the logarithmic determinant of the error distribution covariance matrix to determine when to create a new keyframe. PTAM [11] created several conditions for inserting new key-frames: the distance to the last key-frame is large enough; at least twenty key-frames are passed. ORB-SLAM [13] added new conditions: imposing a minimum visual change based on the percentage of tracked features. However, these conditions are added in an ad-hoc way, and may not be suitable for all scenarios. For example, when the camera moves very fast, the condition of passed twenty frames may prevent creating enough key-frames and will make the camera lose tracking easily. Also, when the motion is gentle, there may be too many key-frames which are not necessary. Therefore, we argue that the condition for creating new key-frames should not be relevant to the number of passed frames and the maximum overlap or the percentage of tracked features but should be able to represent the matching quality. On the other hand, the overlap of two frames may not be proportional to the matching quality because of the existence of dynamic objects, etc. Considering the computational cost, we propose to apply a very simple criterion, i.e. peak to sidelobe ratio (PSR) [49] P sr : R n → R which is a measurement of peak strength. In this criterion (24) , the correlation output g(x) is split into the peak which is the maximum value and the sidelobe which is the rest of pixels excluding the peak:
where µ s and σ s are the mean and standard deviation of the sidelobe. A straightforward explanation is that the peak strength of the correlation output g(x) indicates the matching confidence level. The desired output with single peak has infinite peak strength. P sr (x) is regarded as a trigger to insert a new key-frame x into map when it is smaller than T K . The criterion (24) is not only able to control the minimum confidence of each matching, but also save computational time, especially when the camera is kept still or moving slowly since there is no new training data is required. Only the calculation of mean and standard deviation of the sidelobe are performed in (24) , hence the complexity of computing P sr (x) is O(n).
VIII. MAP REFINEMENT AND FUSION
To reduce the computational requirements, only the keyframes are selected to represent a map. As mentioned earlier, not all the pixels of axonometric images can be reprojected by valid points, and some black holes may appear. A very simple idea is to complement the missing information of the keyframe z by the non-key-frames x k that are already matched with the key-frame z. This is useful especially when the camera is kept still or moving slowly, since the criterion (24) for creating new key-frame is often not satisfied, and all those new frame x k can be used to refine the key-frame z. Defining the weights vector w ∈ Dom(z), we propose to refine the keyframe z C,D by the moving average in (25) which is performed in both color and depth spaces. where e is a small scalar (set as 1e
) to prevent division by 0. The elements of the weights vector w ∈ R n present the weight of the corresponding pixel to be fused. Each time a frame x k is acquired, its corresponding weight vector w This initialization is performed together with the procedure of axonometric reprojection. When the frame x k is selected as a new key-frame, the weights vector w z is initialized by the weight vector of that frame, i.e. w z ← w x k . Because of the dynamic points and outliers, some valid points in the key-frame z can not be matched with x k . Hence, we remove the unmatched points before (25) is performed. To this end, the pixels of w x k corresponding to those points are set as 0 in (26), so that they can not be fused into the key-frames.
where the set W is defined in (23b) that contains all matched points indexes. To obtain higher quality map, (25) is performed only when P sr (x k ) > T M where T M is the a threshold to control the confidence of map fusion and normally T M > T K . Since all the operations in (25) are element-wise, the complexity of map refinement process is O(n). Fig. 6 illustrates an example that a key-frame is refined by its subsequent frames. It demonstrates that the missing information of key-frames can be complemented and many details are able to be preserved.
IX. POSE ESTIMATION AND DATA RECOUPLING
To simplify the estimation process, we propose to fuse the inertial measurements from the AHRS by loosely coupled methods. As mentioned in Section II, AHRS consists of sensors on three axes and is equipped with on-board processing unit to provide superior reliable attitude information. Since the gyroscope and acceleration biases are complemented in the AHRS system, the state vector is only composed of the sensor position t ∈ R 3 in the inertial world frame, its velocity v ω ∈ R 3 and attitude represented by quaternion q ω . This yields a 10-element state vector
and a simple kinetic model [50] can be established.
To derive the covariance for translation estimation defined in (22) , the correlation output Ψ −1 (g(x)) is approximated by Gaussion distribution, which is first proposed in our previous work [51] . Intuitively, the value of each element Ψ −1
indicates the estimated confidence of the corresponding image translation (i, j). Hence the estimated covariance can be found by calculating the covariance of weighted relative translation to the peak. However, its complexity is O(n). To reduce the computation, it is assumed that the normalized correlation output
is a 2-D Gaussian mask with the center on the peak. Since the peak value of a 2-D Gaussian function is 1/ (2πσ i σ j ) , where σ i , σ j are the standard deviation, the estimated covariance σ
, σ 2 p [1] in the axonometric plane can be approximated with complexity O(1):
where the maximum value of g [i] (x) is already found in (21) and r k is the projection resolution defined in Algorithm 1. Note that it is not necessary to calculate the summation g(x) in complexity O(n), since the mean value of the sidelobe µ s is calculated in (24) , so that g(x) = (n−1)µ s + max g [i] (x). Fig. 7 presents some examples of the correlation output, which shows that it can be approximated by a Gaussian mask especially when P sr (x) > 20, since T M > T K > 20, this approximation can be safely used. The estimated variance in depth translation can be obtained through direct calculation:
where point set W is defined in (23b). Since the estimation in the three translational subspaces are decoupled and assumed to be independent, the translation covariance σ p is a diagonal matrix and σ
, σ
, σ 2 p [2] ). Now based on the simple Kalman filter, we are able to recouple the movements to the original 3-D space. Bounded by the key-frame training and translation estimation, the overall complexity is O(n log n).
X. EXPERIMENTAL RESULTS
Throughout this paper, a set of algorithms to decrease the computational requirements for the front-end of SLAM system have been developed. They compose the basic components of the proposed non-iterative framework. We will evaluate the system both quantitatively and qualitatively in terms of trajectory estimation, runtime efficiency and dense mapping on low power system and extreme conditions such as fast motion, dynamic scenes, and featureless environments.
A. Implementation
In all the experiments, the Gaussian kernel function is used with standard deviation 0.2 pixels. The regularization term λ in solution (14) and (15), the matching difference threshold We find that they can be approximated by 2-D Gaussian functions with the centre on the peak. This assumption is used for computing the covariance in (27) .
T c and T d for color and depth images are all set as 0.1. In experiments, we found these parameters are not sensitive to the test environments, since different scenarios and sensors are tested and the results are not much affected by different choices of these parameters. The PSR thresholds for creating new key-frame T K and the condition for map fusion T M are set as 50 and 100 respectively. Fig. 8 presents the changing of PSR value as the first 200 frames from the same dataset as Fig. 7 . It can be seen that when the matching confidence is lower than T K , a new key-frame will be created so that the matching confidence returns back to high position. To test the performance of the proposed framework on ultralow power processors and compare with the state-of-the-art algorithms, two different platforms are used. One is the credit card sized UpBoard R that is equipped with an ultra-low power mobile-phone-level processor Atom x5-Z8350 with scenario design power 2W. Running at 1.44GHz with 2G RAM, this platform is very difficult for most of the state-of-theart algorithms to run in real-time. Therefore, for comparison and visualization purpose, the framework is also tested on a standard PC running Ubuntu 16.04 with an Intel Core i7-4700 CPU and 8G RAM. Limited by the payloads and power consumption, we choose Intel RealSense , which is a low cost high performance AHRS containing a 16-bit 3-axis gyroscope, a 16-bit 3-axis accelerometer, and a 13-bit 3-axis magnetometer.
B. Real-Time Performance on Depth Cameras
Real-time trajectory estimation using depth camera is demonstrated and compared with the other state-of-the-art Fig. 7 are extracted to show the tendency of PSR with respect to frames number. Only when the PSR of the correlation output goes below T K , a new key-frame will be selected. The point clouds will be fused with the key-frames when PSR is higher than T M . Fig. 9 . The examples of color (up) and depth (down) images of the testing area. This datasets are quite challenging for vision-based SLAM methods, since lots of specular reflections, motion blur, and featureless regions can be seen. However, the proposed method works well in this situation.
methods, RGB-D SLAM2 [19] , ElasticFusion [8] , and ORB-SLAM2 (RGB-D) [13] , [52] . All the reported performances are based on their open source implementation on robot operating system (ROS) using the root mean squared error (RMSE), absolute mean error (MEAN), and median absolute error (MAE). Although these methods provide no inertial fusion, they are still excellent benchmarks for comparison, since they have been extensively tested by the robotics community. The open implementation of other RGB-D-inertial dense mapping methods such as [22] is unavailable, hence we are unable to compare with them. Since ElsticFusion does not provide ROS interface, a ROS wrapper is implemented to receive images through ROS communication protocol. Some of the above methods optimize the whole trajectory in the back-end, and output the optimized trajectory only after the program is terminated. This is not suitable for low-latency robotic systems. To evaluate and compare real-time performance, only the instant pose estimation is accepted.
The experiment datasets are recorded in an indoor environment equipped with a high accurate Vicon motion capture system which is to provide ground truth. Different traveling distances, speeds, dynamics and illumination conditions are covered. Except for the 6 DoF ground truth, the data include raw measurements from the Kinect at 30Hz, inertial measurements from AHRS at 100Hz. These datasets are released and can be downloaded 2 for research purpose. Some of the examples of the recorded color and depth images can be found in Fig. 9 . It is highlighted that they are quite challenging for vision-based methods because there are lots of specular reflections and featureless regions in the environment.
1) Performance on High Power Platform: As can be seen in Table I , the proposed method achieves best performance on the PC platform. We notice that the accuracy of featurebased methods, ORB-SLAM2 and RGB-D SLAM2 vary a lot in different datasets, this may be due to the existence of specular reflection and features-less regions. This phenomenon indicates that the feature-based methods are quite sensitive to feature outliers. It can be compared with ElasticFusion and our method, that have similar pose estimation error for different datasets. The ICP-based method ElasticFusion requires powerful GPU, while our method is based on KCC that is fast and robust to object distortion and occlusion.
The performance of efficiency on the same datasets is shown in Table II , which indicates that the proposed framework outperforms all the other methods in terms of running time (update rate). Note that the running time of our method reported in Table II contains the summation of both tracking and mapping; while that of the other methods only contain the tracking time. This is because the implementation of tracking thread is independent of the local mapping in other methods, while they are processed sequentially in ours with one thread, although they can also be implemented parallelly. The running time varies for different datasets according to the number of trainings. If landmarks change rapidly, our method has to train new models based on new key-frame thus increases a little bit of running time. For ElasticFusion, the reported accuracy is obtained from slowing down the process of sending images 6 times to make sure there is no dropping frames.
We note the high accuracy performance of ORB-SLAM2 in some situations. ORB-SLAM2 is implemented as a full SLAM system with loop closure detection, while our method is an odometry system for which drift is inevitable. Due to this reason, we found that the accuracy performance of ORB-SLAM is better when visual loop closure is available frequently and is good at tracking the environments with lots of visual features. We find that the accuracy of such featurebased methods will drop dramatically in feature-less and pseudo-feature environments, while our KCC-based method is robust to object distortion and occlusion. In this sense, the proposed non-iterative framework provides a new solution for the front-end (data association) of RGB-D-inertial SLAM system, that works well in environments for which traditional methods is not suitable. Similar to ORB-SLAM and also other methods, we can apply the off-the-shelf loop closure detection algorithms, such as DBoW2 [53] and OpenFabMap [54] , to detect the visual loop and close the loop by G 2 O [55] to correct both translational and rotational drifts. This will further improve the accuracy performance, but it is out of the scope of this paper, as the main focus is the data association procedure.
2) Performance on Low Power Platform: It has been shown that the proposed non-iterative framework requires the least computational resources. Experiments on the Up-Board R also show that it may be the only one that can run on the such ultra low power platforms in real-time (30Hz). The average running time of tracking and mapping are listed respectively in Table  III , where that of ORB-SLAM2 is also given for comparison. Table II . It is noticed that the real-time pose estimation of RGB-D SLAM2 fluctuates much more than its off-line performance, which is also given for comparison. Fig. 10 . The trajectory estimation on the low power platform is compared with ground truth. The proposed method is the only one that can run in real-time produce dense maps on this platform. One example of the dense maps produced on the same low power platform is presented in Fig. 11 (a) . Note that ORB-SLAM2 cannot produce and fuse dense maps, while our method takes tracking and dense mapping into one thread and are still able to run in real-time. To the best of our knowledge, the proposed method takes dense mapping to the power-weight-limited micro-robot systems for the first time. Some examples of the overhead trajectory estimation using a downward facing RealSense R camera is shown in Fig. 10 , which indicates that the proposed method is able to run in real-time and provide accurate trajectory estimation even on the ultra-low power system.
C. Dense Mapping
In this section, we present the qualitative performance of in-door dense reconstruction using depth cameras, i.e., Intel RealSense R and Microsoft Kinect R . Each camera has its own strengths and weaknesses and can be used for different scenarios. For example, RealSense is light and power efficient, but with limited range measurements, thus it is suitable for indoor objects reconstruction. Fig. 11 (a) shows an example of cubicles reconstruction using RealSense camera. All the point clouds are processed and fused in real-time on the mobile level processing board UpBoard R . Only for visualization purpose, they are sent to a remote server with a screen to display. It can be seen that the point clouds align pretty well and the 3-D map depicts the environment faithfully. It is noticed that there are some small holes in the map of Fig. 11 (a) . This is because the structured-light-based cameras are sensitive to the object color and material; thus they can not obtain the depth measurements to those objects. While the key-frame fusion algorithm in (25) requires the complementary information from non-key-frames, hence it cannot work in such situation. Using Kinect camera, Fig. 11 (b) and (c) presents the 3-D map of a room, where large featureless area and pseudo visual features produced by pieces of glasses can be seen. However, the challenging scenes have little impact on the performance of our proposed method, which is insensitive to the visual corner outliers. This can be compared with our previous work [51] , which also generates dense maps for the same room. However, it is based on the ultra-wideband (UWB) technology to correct the large visual drift, which requires external UWB anchors. It can be noticed that the improvement in this paper is such that the external sensors are not needed any more to generate dense maps. 
D. Real-Time Performance on Stereo Cameras
Compared with RGB-D cameras, stereo cameras have customized baseline and are insensitive to object materials, but generally produce more depth noises, especially in featureless regions. To show the generality and robustness, performance on stereo camera is demonstrated in this section. For comparison, the state-of-the-art visual inertial odometry system using stereo cameras, OKVIS [21] is implemented on the same platform mentioned in the Section X-B1. Experimental data is recorded in the same Vicon room using the commercial stereo camera ZED R with the inertial sensor myAHRS+. Based on the software development kit (SDK) of ZED, we are able to obtain stereo images with size 672 × 376 and 3-D point clouds at 30Hz in ROS. Table IV presents the estimation error where our method shares comparable accuracy compared with OKVIS. The corresponding running time is given in Table  V , where our method requires much less running time than OKVIS in all the datasets. Note that OKVIS is based on nonlinear optimization and is implemented highly parallel. Hence, the reported data of OKVIS in Table V only indicates the running time of that function, while they cannot be summed up simply. This indicates the proposed method might be able to work for any 3-D sensors that can produce 3-D point clouds.
While it is out of our scope to further prove such flexibility.
XI. CONCLUSION
In this paper, we proposed a non-iterative framework for real-time localization and dense mapping system using 3-D camera and inertial sensors. It was demonstrated that the traditional 3-D mapping process can be accelerated based on single key-frame training. First, based on the axonometric projection and the proposed adaptive resolution searching algorithm, we are able to decouple 3-D point clouds into several subspaces where camera movements can be estimated respectively. Then by leveraging the property of KCC, we found a non-iterative solution for RGB-D-inertial data association, which is robust to visual feature outliers and significantly decreases the computational burden and makes real-time localization and dense mapping feasible for low power systems. Last, a very fast refinement/fusion method was designed to fill the missing information of key-frames based on moving average. To the best of our knowledge, the proposed framework may be the first non-iterative solution for the front-end of fast dense mapping system and is able to achieve the fastest speed and comparable accuracy compared with the state-of-the-arts.
