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Introduction
The response of an economy's trade balance to currency depreciation is traditionally believed to follow a J-curve, i.e. a depreciation of the domestic currency results initially in a deterioration of the trade balance because of adverse terms-of-trade effects, but eventually the trade balance improves as demand and supply adjust. The requirements for a depreciation to improve the trade balance are known as the Bickerdike-Robinson-Metzler condition or more particularly the Marshall-Lerner condition (Harberger, 1957; Krugman et al., 1987; Rose and Yellen, 1989) .
Under pegged exchange rates the trade response to real exchange rate changes can have a policy dimension, in the form of the size of the devaluation required to correct a given current account deficit (although how much of a nominal depreciation translates into a real depreciation is another matter). With the shift to floating exchange rates amongst the advanced countries, research interest in the issue has somewhat declined. This is partly because floating rates have not had the expected tight relationship with current account flows and have been surprisingly volatile (compared with most economists' previous expectations). Although there have been numerous studies of trade balance adjustment for individual countries, some using aggregate trade flows, but many of them using disaggregated data, there are few systematic comparisons across countries (for useful surveys, see Goldstein and Khan, 1985; Bahmani-Oskooee and Ratha, 2004; BahmaniOskooee and Hegerty, 2010) . Boyd et al. (2001) examine quarterly data for eight advanced countries and conclude that the Marshall-Lerner conditions generally hold in the long run, with some evidence of J-curve effects in the short run.
The International Monetary Fund, in its exchange rate assessments for individual countries, does not require the use of a common set of price elasticities in translating an estimated current account disequilibrium into an estimate of real exchange rate misalignment, although it does offer some default parameters based on US data (Isard, 2007) . This agnostic position is indicative of uncertainty about these issues in the profession.
As Crucini and Davis (2013) point out, macroeconomists and trade specialists tend to differ in their assumptions about the elasticity of substitution between home and foreign goods, with macroeconomists choosing much smaller values, mainly because these are required to match the volatility of the real exchange rate observed in the data. These relatively small values are consistent with empirical studies on aggregate data (e.g. Bayoumi and Faruqee, 1998) , but these estimates may be affected by aggregation bias if the elasticity of substitution varies across sectors (Imbs and Mejean, 2009 ).
Empirical work, such as that by Hooper et al. (1998) and Gallaway et al. (2003) , suggests much higher import demand elasticities in the long run than in the short run, at least for advanced countries. Consequently, recent theoretical work has focused on developing models that explain why the elasticity of substitution does not reach the high values assumed by trade economists in the short run. Part of this may be due to delayed pass-through of exchange rate changes into import prices (Campa and Goldberg, 2005) . Drozd and Nosal (2012) develop a model in which exporters sell to retailers rather than directly to consumers, and must build up their marketing capital in a given country before they can sell to new retailers, which results in short-run pricing-tomarket effects. Crucini and Davis (2013) assume that the distribution of imported goods requires specific non-traded capital that is sluggish to adjust. Engel and Wang (2011) stress the empirical importance of durable goods in international trade, and durable goods stocks cannot be adjusted quickly in response to relative price changes.
On a slightly different tack, it is generally recognized that the macroeconomics of emerging markets and low-income economies is somewhat different. Industrial economies tend to have milder economic fluctuations, while developing economies have less solid macroeconomic fundamentals and less mature institutions, resulting in procyclical and more volatile behaviour of macroeconomic variables during certain periods of time (Frankel, 2010) . In particular, the production side of some small open developing economies may be subject to export price booms and slumps, so that their external balances and economic volatility (and even political instability)
are substantially correlated with commodity (e.g. oil) prices (Matsuyama, 1992; Sachs and Warner, 2001; Aguiar and Gopinath, 2007) . Emerging markets have been subject to periodic "sudden stops"
in capital inflows, resulting in large devaluations and sharp contractions in income (Frankel, 2005; Calvo et al., 2006) . These differences are likely to mean that the real effective exchange rate displays different patterns across the world; research has shown that exchange rates are more volatile in poorer, less open economies with volatile terms of trade and inflationary problems (Bleaney and Francisco, 2010) . The question that we address here is a different one: whether there are systematic differences in the dynamics of the trade balance in response to a given real exchange rate change.
The contribution of the present paper is to present some stylized facts on aggregate trade balance adjustment across a wide range of countries. We investigate whether the short-run and long-run responses are similar across countries, and how the dynamics differ between exports and imports. We also consider how real exchange rate movements affect the ratio of trade to GDP. Our main result is that trade flows adjust much more slowly in richer countries, and relatively fast (within a year) in poorer ones. The sluggish adjustment in the value of trade flows in the richer countries seems to be concentrated on the export side. Real exchange rate appreciation markedly reduces the value of international trade relative to domestic GDP.
The paper is organised as follows. Section 1 discusses the theoretical background. Section 2 specifies the empirical methodology and describes the data issues. Econometric results are presented in Section 3. Section 4 concludes.
Theoretical Background
Denote the consumer country by using a subscript and the producer country by a superscript.
The trade balance of country i vis-à-vis the world w can be written as the difference between
, where P denotes a price and C a quantity.
By using the notation ܼ ෨ = ln ܼ − ln ܼ ̅ to represent the deviation of variable Z from its steady state ܼ ̅ , the log-linearised version of trade balance (relative to trade) around the steady state is
, where
= 1 − ߤ ெ is the steady-state proportion of exports relative to the total trade value. Note that if the trade is close to being balanced in the steady-state (μ ଡ଼ ≈ ߤ ெ ), 1 the second part can be ignored, i.e.
If one defines the log-differenced (log-linear) demand of country j for the goods produced in country i in the form of
, where ‫ܫ‬represents the income of the consumer country j and the latter two price terms jointly capture the relative price changes of goods produced in country i in the consumption basket of country j.
Substituting the demand term, yields
Under symmetric assumption across countries,
The first bracket indicates the changes of the relative price of exports to imports, i.e. the terms of trade variations. The second bracket indicates the relative changes of the overall consumption basket prices, i.e. the real exchange rate changes. In the presence of substantial non-tradable price fluctuations, real exchange rate fluctuations can be very different from the terms of trade changes.
The third bracket represents the relative income changes.
This functional form is not unusual in many stylised models with symmetric CES preferences and monopolistic competition settings.
Traditional models assume that a country's exports sell for the same price everywhere. In recent years it has been recognized that oligopolistic firms may employ country-specific pricing (see Dornbusch, 1987 for a theorectical model). In these circumstances the relative price of homeproduced and imported goods may not respond much to the exchange rate, in which case the exchange rate has more of a supply-switching than a demand-switching effect, and full adjustment may take considerable time. Campa and Goldberg (2005) examine import price behaviour in 23 OECD countries using quarterly data. They find that for manufactured goods on average 43% of an exchange rate change is reflected in the local-currency price of imports in the short run (one quarter), rising to 62% in the long run (four quarters). The figures are closer to 100% for raw materials and energy. These results suggest that country-specific pricing is empirically significant for the manufactured sector in the advanced countries. They also imply that the adjustment process is different for different types of goods, and therefore by extension for countries that differ in the product composition of their exports and imports.
Empirical Methodology
This study aims to assess trade balance adjustments in response to real exchange rate fluctuations across country groups by conducting fixed-effects regressions on annual data for 87 countries over 
where the dependent variable is the change in the trade balance, scaled by the total value of trade.
The major variables of interest are log-changes of the consumption-based real exchange rate (dlnREER) with lags. The vector X includes a set of economy's characteristic variables that cover terms of trade, GDP size, etc.; D represents the two-way (time and country) fixed effect dummies.
The data include as many economies as the WDI database permits. Summary statistics of variables can be found in Table 1 .
The dependent variable is defined as the change in the trade balance scaled by the total value of trade (exports plus imports). An alternative measure, the log-change in the ratio of exports to imports, produces very similar results.
The first explanatory variables are the current and lagged changes in the logarithmic real effective exchange rate (REER). A rise in the value represents an appreciation. Empirical studies suggest an adjustment period of 1-3 years (Goldstein and Khan, 1985; Bahmani-Oskooee and Ratha, 2004 ). The REER is calculated using 2002 trade weights derived from the IMF DOT database, combined with exchange rate and price data from IMF International Financial Statistics. For countries with significant quantities of missing trade data, the WDI series for REER is preferred unless the correlation between the two is 90% or greater.
The control variables that we use are real GDP growth and the change in the logarithm of the terms of trade. The GDP data in constant (2000) US dollars are from the WDI database. The terms of trade variable is from the WDI database with the series name "net barter terms of trade" index.
Fixed effects for countries and years are included throughout. They are used to control for unidentified country fixed effects and for global cycles that are common to all economies. We have also experimented with including export-weighted growth rates of trading partners, to capture export demand effects, but this variable was never significant and is omitted from the results shown.
Countries are categorised into four groups: industrial countries (23), emerging markets (25) and other developing countries ( Table 1 shows some summary statistics for different groups of countries. The year-to-year changes in the trade balance have a standard deviation of 2.3% of total trade in the industrial countries, 4.8% in emerging markets and 5.3% in other developing countries. The volatility of real effective exchange rates and of the terms of trade show exactly the same ordering, with industrial countries displaying the greatest stability and developing countries the least. Notes. TB = trade balance; X = exports; M=imports; REER = real effective exchange rate; TOT = terms of trade. Table 2 shows the results of estimating equation (5) for the whole sample of countries (the first column), and for each individual group. Year and country dummies are included, and the standard errors are clustered at the individual economy level. For the whole sample the current change in the real effective exchange rate has a coefficient of -0.138, which is significant at the 1% level, indicating that a depreciation results in a fairly immediate improvement in the trade balance for the typical country. The estimated effect of the first lag of the change in the REER is about onethird of that, at -0.046, which is not significant even at the 10% level. The second lag has a very small coefficient of -0.002. As expected, the terms of trade change and GDP growth are highly significant, with positive and negative coefficients respectively. The test statistics at the bottom of the first column show that the three real exchange rate coefficients are jointly significant, and that the estimated long-run effect is different from zero. Thus for the typical country a depreciation improves the trade balance in the long run, and about three-quarters of the effect comes through in the first year. A 10% real depreciation is estimated to improve the trade balance in the long run by about 1.7% of total trade. We can compare this to a 10% worsening of the terms of trade, which is estimated to cause the trade balance to deteriorate by 1.2% of total trade, or to 1% extra GDP growth, which is estimated to cause a deterioration of 0.26%.
Empirical Results
The other columns of Table 2 repeat this exercise for the Industrial, Emerging Market and
Other Developing Countries groups separately. For the Industrial Countries, the estimated rate of adjustment to a real exchange rate change is much slower, with an insignificant coefficient of -0.039
in the current year, and a highly significant -0.124 in the following year, and +0.006 in the year after that. Emerging Markets show the most rapid adjustment, with a coefficient of -0.176 on the real exchange rate change in the current year, followed by small positive coefficients in the subsequent two years. Alessandria et al. (2010) explain this by significant fixed costs per trade transaction (such as bureaucratic procedures) that are particularly high in emerging markets and lead importers to keep substantial inventories to economize on these costs. In the event of a large devaluation, some import demand is absorbed by running down inventories, so short-run elasticities can be larger than long-run elasticities. Other Developing Countries are intermediate between these extremes, with a significant coefficient of -0.088 in the current year, -0.031 in the following year and -0.021 in the year after that. Summing the three coefficients suggests that the estimated long-run effect of real exchange rate changes is quite similar across country groups. The terms of trade effect is significant in all groups, but the GDP growth effect is particularly strong in emerging markets.
The statistics at the foot of Table 2 are tests of significance of the real effective exchange rate variables. The "Joint dlnREER =0" test statistic is a test of the null that all of the real exchange rate coefficients are zero. This is rejected at the 1% level for the full sample, and also for the Industrial Countries and Emerging Markets, but only at the 10% level for Other Developing
Countries. The "Sum dlnREER =0" test statistic is a test of the null that these three coefficients sum to zero, or in other words that there is no significant long-run effect of real exchange rate changes on the trade balance. This is rejected at the 5% level for Other Developing Countries, and at the 1% level in the other cases. Thus the evidence suggests that real depreciation improves the trade balance significantly in the long run in all countries.
There may be a concern that some of the contemporary regressors are endogenous.
Appendix Table A1 shows the results of estimating the Table 2 regression by system-GMM. The results are very similar to those shown in Table 2 , which suggests that any endogeneity bias is small. 0.000 0.000 0.006 0.014 The dependent variable is the change in the trade balance as a proportion of exports plus imports. Robust t-statistics (clustered at the individual economy level) are included in the parentheses. Asterisks, ***, **, *, denote the significance level at 1%, 5% and 10% respectively. The Joint dlnREER test represents the joint significance test for all exchange rate variables (the contemporaneous and lagged variables). The Sum test represents the test for the sum of exchange rate variables' coefficients being equal to zero.
An alternative way of estimating long-run effects is with an error correction specification.
Appendix Table A2 shows such a specification with country-specific time trends included. As in Table 2 , the short-run adjustment is much smaller for the Industrial Countries. The estimated longrun real exchange rate effects (equal to minus one times coefficient of lnREER(-1) divided by the coefficient of [TB/(X+M)](-1)) are similar to those in Table 2 . 2 Since the dynamics are much more readily visible in the Table 2 specification than in the error correction specification, we stick to this specification in the remainder of the paper. Table 3 tests whether the real exchange rate effect is significantly different for industrial countries, by interacting the current and lagged real exchange rate change with a dummy that is equal to one for the industrial countries and zero otherwise (this dummy is labelled IND in Table 3 ).
The first column uses the whole sample, and the second compares industrial economies just with emerging markets. In the first column we can reject at the 1% level the hypothesis that the real exchange rate coefficients are the same for industrial countries as for the rest of the sample (the "Joint" test at the foot of the table) but we cannot reject the hypothesis that they sum to the same value (the "Sum" test). In other words, the long-run effect is not significantly different for industrial countries, but the time pattern is: for industrial countries, less than 25% of the total effect of a real exchange rate change comes through in the current year, and the rest in the following year, whereas for the other countries 80% of the effect is observed in the current year.
The second column of Table 3 repeats the exercise without the Other Developing Countries, just comparing Industrial Countries with Emerging Markets, with similar but even more statistically significant results. There is reason to expect some positive correlation between the terms of trade and the real exchange rate, although the mechanism will depend on the nature of trade. For most countries in the sample, exports consist of rather different commodities to imports, and often primary products are a significant component. In this case the terms of trade will primarily reflect movements in the relative world price of the export and import baskets. An improvement in the terms of trade will tend to raise the equilibrium real effective exchange rate, and is therefore quite likely to cause an appreciation of the actual rate as well.
For the Industrial Countries, intra-industry trade is much more significant. For these countries a rise in the real exchange rate will cause a rise in the cost of home-produced relative to foreignproduced varieties, which with cost-plus pricing will cause the terms of trade to improve; indeed this is the original insight behind the Marshall-Lerner conditions. Thus for the Industrial Countries the terms of trade may be capturing the relative price effects of real exchange rate changes, so that the real exchange rate variable reflects only the quantity effects -recall that the J-curve effect depends on terms-of-trade effects that are not initially offset by quantity adjustments.
Accordingly Table 4 repeats the regressions shown Table 3 with the terms-of-trade variable omitted. The coefficient of the current real exchange rate change will now capture the terms-oftrade effect for manufactured exports as well as the quantity effects, so its coefficient should get less negative for countries that export significant quantities of manufactures. Table 4 shows that this does indeed happen, although the effect is not quantitatively very large. For Industrial Countries the coefficient of the current change in the real exchange rate is -0.018, compared with -0.039 in Table 2 , and the coefficient of the first lag is -0.101, compared with -0.124 in Table 2 . Thus both these coefficients become less negative by approximately 0.02. The coefficient of the second lag becomes more negative by a similar amount (-0.023 instead of +0.006).
For Emerging Markets the coefficients of the current and first lag of the real exchange rate change become less negative by 0.01, while the second lag is unaffected; for Other Developing Countries only the coefficient of the current change is altered, again becoming less negative by 0.01.
Thus the effect of not separating out the terms-of-trade effect is most marked for the Industrial Countries, as expected. 
Exports and Imports
Is the adjustment rate of imports and exports the same? Most theoretical models do not offer any obvious reason why they should differ, except possibly as a result of commodity composition. This is investigated in Table 5 . The dependent variable is the rate of change in the total value of exports (or imports). The real exchange rate coefficients should therefore be interpreted as the effect on the value of exports (or imports), measured in a common currency, relative to countries that have had unchanged real effective exchange rates, after allowing for country and year effects. 3
The top half of Table 5 gives the results for exports and the bottom half shows the results for imports. For exports, the real exchange rate effects tend to be positive in the current year, and thereafter negative. The effect is particularly strong for Industrial Countries, and weakest for Emerging Markets. The "Sum" test shows that the long-run effect of real exchange rate movements on the value of exports, relative to those of other countries, is insignificantly different from zero.
The "Joint" test indicates that the short-run increase in the relative value of exports is significant at the 1% level for Industrial Countries and at the 5% level for Other Developing Countries. This is the sort of pattern one would expect to see according to the traditional model, with infinite elasticities of supply and no pricing to market -export prices in foreign currency would adjust immediately to their new equilibrium level, whilst volumes adjust to this relative price change more slowly.
For imports, the immediate effect of real exchange rate movements is very marked in all countries. A 10% real appreciation is estimated to raise the relative value of imports by about 4%
in the current year, with no significant change in the subsequent two years, unlike for exports. In the traditional model, this can only be explained by the short-run demand elasticity for imports being virtually as high as the long-run elasticity. With pricing to market, one would also expect a delayed effect, since import prices measured in domestic currency would not immediately adjust to the exchange rate change. Thus the marked difference between export and import behaviour for the Industrial Countries is a puzzle, particularly since so much of their trade is with each other.
An interesting point is that, adding together the import and export effects, real exchange rate appreciation tends to raise the total value of trade, relative to that of other countries, with an elasticity of about 0.2.
The terms of trade are significant for exports in all country groups, but not at all significant for imports. A possible reason for this is that exports are less diversified than imports, and the averaging effect over many products means that export price volatility is much greater than import price volatility, and so dominates terms-of-trade movements. The growth rate of GDP is, perhaps surprisingly, significantly positive in the export equation, although its coefficient is larger in the import equation, as expected. In the export equation, GDP growth may be capturing a productivity effect: when productivity growth is faster, exports become more competitive at a given real exchange rate, and so grow faster. To the extent that the effect is cyclical, it may reflect the importance of cyclically sensitive durable goods in international trade (Engel and Wang, 2011) . Table 6 tests whether the real exchange rate effects are significantly different in the Industrial Countries for exports and imports separately, as was done in Table 3 for the trade balance. For imports the "Joint" tests and "Sum" tests are insignificant, whether Industrial
Countries are compared with all other countries or just with Emerging Markets. Thus both the total effect and the time pattern of import responses is similar across country groups. For exports, the "Sum" test is insignificant, indicating similar long-run effects, but the "Joint" test is significant at the 5% level for the comparison of Industrial Countries with all other countries and at the 1% level for the comparison just with Emerging Markets. Thus the slower adjustment of trade flows to real exchange rate movements in the Industrial Countries is concentrated virtually entirely on the export side. Table 2 . The dependent variable is the log change in the value of exports (EX) or imports (IM). IND =1 for industrial countries and =0 otherwise. The Joint Ind =0 test represents the joint significance test for 1(IND) dummy interacted with all exchange rate variables (the contemporaneous and lag variables). The Sum Ind =0 test represents the test thatthe sum of interaction variables' coefficients is equal to zero. Table 7 investigates whether there is any evidence of the pattern of trade balance adjustment changing over time. This is of particular interest for Emerging Markets, whose gradual ascent of the product quality ladder should bring their trade structure more into line with that of the Industrial Countries. To do this, a time trend (equal to zero in the year 2000) is interacted with each coefficient in Table 2 . The results are shown in the odd-numbered columns of Table 7 . The "Joint" test refers to the null hypothesis that the coefficients of the time trend interacted with the three real exchange rate variables are all zero. This hypothesis is rejected at the 5% level only for Emerging Markets, for which the coefficient of the current change in the real exchange rate is estimated to be getting significantly less negative over time.
Time trends
The "Sum" test refers to the null hypothesis that the long-run effect of real exchange rate changes has no significant time trend, i.e. that the three coefficients used in the "Joint" test sum to zero. This test is rejected at the 1% level for Emerging Markets and at the 5% level for the whole sample. For Emerging Markets there is a strong trend of the coefficient of the current change in the real exchange rate becoming less negative over time, with little trend in the coefficient of the lagged real exchange rate changes.
In the even-numbered columns of Table 7 , the interactions of the real exchange rate movements with the trend are constrained to sum to zero, which means that the estimated long-run effects are constrained to remain the same over time, but that within this constraint the time pattern can change. The insignificant time trends for the terms of trade and GDP growth are also omitted. For the Emerging Markets, there is a strong trend towards slower adjustment that is significant at the 1% level; for the Industrial Countries there is a weaker trend towards faster adjustment that is significant at the 5% level. Thus there appears to be some convergence in the adjustment speed of the trade balance of these two country groups, which is consistent with the Emerging Markets increasingly exporting more complex and differentiated products. Our findings may in part reflect, however, the decreasing frequency of currency crises, which are usually associated with sudden and dramatic falls in imports, in Emerging Markets. Table 2 . § denotes coefficient determined by the imposed constraint that the coefficients of the three variables interacted with the trend sum to zero. Table 8 examines the effect of real exchange rate changes on the ratio of total trade to GDP. This effect is potentially substantial, because real exchange rate movements affect the price of tradables relative to that of non-tradables, and the value of the output of the latter is included in GDP but not in trade. The first column shows results for the whole sample. The estimated exchange rate effect is quite large, with a 10% real appreciation reducing the trade/GDP ratio by approximately four percentage points. The pattern is relatively similar across the individual country groups, including the industrial countries. This suggests that there is quite a good match between the real exchange rate as conventionally measured, as the ratio of consumer price indices at home and abroad, and the theoretical definition of it as the ratio of the price of non-tradables to tradables. The interpretation of this result as a relative price effect is consistent with Drozd and Nosal's (2012) finding of a positive correlation between export and import prices in real terms (i.e. deflated by the consumer price index) in twelve OECD countries -when the real exchange rate appreciates, both export and import prices fall relative to the prices of non-traded goods.
The Ratio of Trade to GDP
This result has implications for the use of changes in the trade/GDP ratio as an aggregate measure of trade policy. Without adjusting for real exchange rate movements, such an interpretation of changes in the trade/GDP ratio could easily mistake real exchange rate effects for changes in trade policy. 
Conclusions
This paper has attempted to fill a gap in the literature by estimating the aggregate short-run and longer-run response of the trade balance to real effective exchange rate changes across a wide range of countries.
There is a wide dispersion in the year-to-year volatility of the trade balance, the real exchange rate and terms of trade across different groups of countries. In our sample of 87 countries over the years 1994 to 2010, developing countries show the greatest volatility, with emerging markets displaying greater stability. Industrial countries have the smallest volatility for all three variables. Despite these differences, the estimated long-run effect of real exchange rate movements on the trade balance, measured using a lag of up to two years, is remarkably similar across these groups of countries. A 10% real depreciation is estimated to improve the trade balance in the long run by about 2% of total trade, or 4% of imports. This is a relatively low figure, but not untypical of aggregate studies.
These long-run results are consistent with the notion that the real exchange rate is the key link in the negative cointegrating relationship between net foreign assets and net exports found by Durdu et al. (2013) . A stronger net foreign asset position tends to push up the real exchange rate (Christopoulos et al., 2012; Lane and Milesi-Ferreti, 2004) , and our results confirm that this causes the trade balance to deteriorate.
There are significant differences in the short run, however; adjustment in industrial countries is slower than in the rest. This can be explained by a number of factors: industrial countries are less likely to export undifferentiated products and to be price-takers in world markets, and are also likely to use local-currency pricing to some degree in their exports to other industrial countries, and export fewer primary commodities. The slower adjustment was shown to occur almost entirely on the export side -this is a major puzzle, since industrial countries' exports are to a large degree other industrial countries' imports.
Are emerging markets starting to resemble industrial economies? Our results suggest that they are. There is a significant trend towards less rapid adjustment of trade flows to exchange rate movements, so that in time they may be quite similar to industrial countries in this respect. An alternative explanation is that this result is driven by the decreasing frequency of currency crises, during which sharp depreciations have tended to be associated with particularly large and rapid falls in imports. Of course, these two explanations are not mutually exclusive: both could have elements of truth.
One definition of the real exchange rate is as the ratio of the price of non-tradables to tradables. The ratio of total trade to GDP is a good indicator of the inverse of this price. We have shown that in all countries there is a strong negative correlation between the trade/GDP ratio and the consumer-price-based measure of real effective exchange rates. This implies that the common practice of treating changes in the trade/GDP ratio as an index of trade policy is misleading unless real exchange movements are also taken into account.
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