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2.3.4 Generative Theory of Tonal Music































































照らし合わせた例を図 2.3，図 2.4，図 2.5，および，図 2.6に示す．使用楽曲とし
ては，sexy zoneの 2011年発売の楽曲「sexy zone」を用いる．本曲の作曲は馬飼
野康二，編曲はCHOKKAKU，作詞は Satomiとなっている．楽曲は JASRACの
権利を侵害しない範囲で利用する [59, 60, 61]．















P P dyad P IP R IP IP
P ID IP IR R VR
P P dyad P R IP
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図 2.6: 暗意実現モデルでの分析と跳躍進行の現れる部分
そもそも音楽理論の計算機実装，計算機上で音楽理論を扱う研究はまだほとん
ど行われていない．計算論的音楽理論であるGTTM (Generative Theory of Tonal
Music)が提唱されたのが 1983年で，現在に至るまでに計算機実装に関する様々な







































くは付録 B，付録 C，付録 Dを参照されたい．本論文において，「暗意実現モデル
に基づく分析」とは，この基本類型を用いた分析を指す．





























2. IP (intervallic process)
3. VP (registral process)
4. R (reversal)
5. IR (intervallic reversal)
6. VR (registral reversal)
7. D (duplication)
8. ID (intervallic duplication)
の 8種類が存在する．各シンボルの持つ基本的な特徴を表 3.1に示す．これらのシ
ンボルは，大きくP，R，Dの 3種類に分けることができる．PはProcess (進行)，
Rは Reversal (逆行)，DはDinal (否定，duplication)を表す．シンボルはこれら
に大きく分けられた後に，さらに 2つに分けられる．2つというのは音高の変化と
音の進行方向に関する情報である．これらは記号で I: intervallic motion (音高の変
























図 3.6: シンボル P
IP (intervallic process)は類似の音程で異なる音程方向にメロディが進む，だい
たい同じ音程で上がって下がる，もしくは下がって上がる場合である．





























































(1) k = 1
(2) k = 2
32
(3) k = 2n + 1 (n ≥ 1)
(4) k = 2n + 2 (n ≥ 1)
図 3.16: シンボル付与対象となる 3音の抽出の際の場合分け


















る．3つ音の中の一つ目の音程を音程 A，二つ目の音程を音程 Bとする．音程 A
を iA，音程Bを iBとする．音の跳躍があるかどうかを判定する．広い，狭いの判







進行方向を rBとする．音程Aの音程進行がプラスの場合，rA = 1，マイナスの場
合 rA = −1，変化が無い場合 rA=0と評価する．同様に音程 Bについても評価す
る．得られた特徴を以下に示す評価式を用いてどのシンボルになるかを判定する．
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拡張の例を図 3.18に示す．図 3.18の例に示した拡張は連続する 3音の進行方向
が変化しない場合を，拡張によって「上がって上がる」「下がって下がる」の 2パ




































































































































































































A = (|Seq1|+ 2(N − 1)) + (|Seq2|+ 2(N − 1))− 2N −M + 2




図 4.1: 類似度計算例 (1)
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図 4.2: 類似度計算例 (2)






似度は 0 ∼ 1.00で算出され，類似度が
Similarity = 0
0.05i < Similarity ≤ 0.05(i+ 1)(i = 0, . . . , 18)
0.95 + 0.01i < Similarity ≤ 0.95 + 0.01(i+ 1)(i = 0, . . . , 4)





























図 4.3: 拡張シンボル実験結果 (類似度 0.95から 1.00)
図 4.4: オリジナルシンボル実験結果 (類似度 0.95から 1.00)
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図 4.5: 拡張シンボル実験結果 (類似度 0.65から 0.95)
図 4.6: オリジナルシンボル実験結果 (類似度 0.65から 0.95)
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図 4.7: 拡張シンボル実験結果 (類似度 0.30から 0.65)
図 4.8: オリジナルシンボル実験結果 (類似度 0.30から 0.65)
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図 4.9: 拡張シンボル実験結果 (類似度 0から 0.30)














































































確率遷移モデル部は分析されたシンボル列のうち連続する 2つのシンボル Si と
Si+1からシンボル遷移確率 P (Si+1|Si)を計算する．その遷移確率モデルからシン
ボル列を生成する際には，初期シンボルとして，無作為に生成したシンボル S0を
モジュールに与える．各ステップ i (i ≥ 0)においては，与えられたシンボル Siか






S0 : randomly picked up


























(60, 66, 60)で，同じ記号に含まれる音列の音高が (44, 50, 44)であった場合の平均
値は






















































図 5.3: メロディ生成の評価結果 (1)
図 5.4: メロディ生成の評価結果 (2)
図 5.5: メロディ生成の評価結果 (3)
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第 2章では，古代ギリシャから 2000年代の現代音楽理論までを概観した [66, 67,
8, 9]．本章では，第 2 章で説明した音楽史について，音楽史以外の歴史と併せて
並べて示す [62, 63, 64, 65]．年表は大きく分けて紀元前，それ以降となっている．
紀元前の部分は第 2 章の古代ギリシャの部分にあたる．それ以降は第 2 章の中世，
ルネサンス，バロック，古典派，ロマン派，近代，そして現代音楽理論である．
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連鎖構造は全部で 47種類定義されている．下記にその一覧を示す (表 B.1)．例











図 5の 1のようなメロディがあったときの解析手順を図 B.3記す．
















































IP/VP, IR/VP, IR/IP 0.9
VP/R, R/VP, IR/P, R/VR, IR/VR, VR/VR 0.3

































D(duplication)，　 ID(intervallic duplication)，R(reversal)，IR(intervallic rever-































































































































• P∼ : Process
• P− : Strongly Articulates Process
• P+ : Escalated Process
• (P∼) ： Strong Process
• (P−) : Strong Articulated Process
• (P+) : Strong Escalated Process
• R∼ : Similar Interval Reversal
• R− : Strong Articulated Reversal
• R+ : Escalated Reversal
• (R∼) : Moderately Interval Reversal
• (R−) : Moderately Articulated Reversal
• (R+) : Moderately Escalated Reversal
Process側の分析方法は以下に示す通りである．
• intervalAが 6度より大きい場合
(intervalA− intervalB) ≥ 4 : (P−)
(intervalB − intervalA) ≥ 4 : (P+)
その他の場合 : (P ∼)
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• intervalAが 6度よりも小さい場合
(intervalA− intervalB) ≥ 3 AND intervalB = 1 : P−
(intervalB − intervalA) ≥ 5 : P+
その他の場合 : P ∼
P+と (P+)の+については intervalBと intervalAの差に 1オクターブ含
まれるごとに+が一つ増える，というように分析される．
（例：intervalB − intervalA = 11度だった場合，P + +となる）
Reversal側の分析は以下に示す通りである．
• intervalAが 6度よりも大きい場合
(intervalA− intervalB) ≥ 3 : R−
(intervalB − intervalA) ≥ 3 : R+
その他の場合 : R ∼
• intervalAが 6度よりも小さい場合
(intervalA− intervalB) ≥ 3 : (R−)
(intervalB − intervalA) ≥ 3 : (R+)
その他の場合 : (R ∼)
R+と (R+)の+については intervalBと intervalAの差に 1オクターブ含
まれるごとに+が一つ増える，というように分析される．
( 例：intervalB − intervalA = 11度だった場合，R ++となる )
• Reversal側の分析で interbalBが 0の場合
intervalA ≥ 6 : R−
2 ≤ intervalA ≤ 6 : (R−)
intervalA = 1 or 2 : (R ∼)
R−の場合，intervalA側がオクターブ音程が飛ぶごとに −が 1つずつ増え
て行く，というように分析される．
( 例：intervalA = 11度だった場合，R−−となる )
3音で変化のない場合，今まで同様にDというシンボルが割り振られる．
intervalA = intervalB = 0 : D
115
参考文献
[1] Eugene Narmour, “The Analysis and Cognition of Basic Melodic Struc-
tures”, The University of Chicago Press, 1990.
[2] Eugene Narmour, “The Analysis and Cognition of Melodic Complexity”,
The University of Chicago Press, 1992.
[3] Eugene Narmour,”Extensions and revisions of the Implication-Realization
model: Toward an omnibus theory of analogical structures from perception





















[18] ”Harvard Dictionary of Music. Second Edition”,1969
[19] Fred Lerdahl，”A Generative Theory of Tonal Music”，The MIT Press，1983
[20] 平田圭二，平賀譲，”GTTMに基づく音楽表現手法再考”，情報処理学会研
究報告音楽情報科学，May，2002
[21] Masatoshi Hamanaka, Keiji Hirata, Satoshi Tojo, ”ATTA: Automatic Time-
span Tree Analyzer based on Extended GTTM”, Proceedings of the Interna-
tional Conference on Music Information Retrieval Conference, pp. 358-395,
2005
[22] Masatoshi Hamanaka, Keiji Hirata, Satoshi Tojo : “FATTA: FULL AU-
TOMATIC TIME-SPAN TREE ANALYZER”, Proceedings of International
Computer Music conference, pp.153-156, 2007
[23] Masatoshi Hamanaka, Keiji Hirata, Satoshi Tojo : “Interactive GTTM An-
alyzer”, Proceedings of the 10th International Conference on Music Infor-
mation Retrieval Conference, pp. 291-296, Oct., 2009
[24] Y. Miura, M. Hamanaka, K. Hirata, and S. Tojo, “Use of Decision Tree to
Detect GTTM Group Boundaries”, Proceedings of the 2009 International
Computer Music Conference, pp. 125-128, Aug., 2009.
[25] Kohei Kanamori, Masatoshi Hamanaka, Junichi Hoshino,”METHOD
TO DETECT GTTM LOCAL GROUPING BOUNDARIES BASED
ON CLUSTERING AND STATISTICAL LEARNING ”, Proceedings
ICMC—SMC—2014, pp.1193-1197, Sep., 2014.





[28] 平田 圭二，東条敏，浜中 雅俊，平賀譲，”計算論的音楽理論について”，情
報処理第 49巻第 7号，July，2008
117
[29] 平賀譲，”音楽理論の諸相 - 伝統的音楽理論と認知的音楽理論”，情報処理第
49巻第 8号，Aug，2008
[30] 東条敏， ”音楽と認知構造”，情報処理第 49巻第 9号，Sep，2008
[31] 平田 圭二，浜中 雅俊，”計算の視点から音楽の構造を眺めてみると:音楽理
論GTTMの定式化と実装の試み”，情報処理第 49巻第 10号，情報処理学会，
Oct，2008
[32] 浜中 雅俊，平田 圭二，東条敏，”計算論的音楽理論の応用”，情報処理第 49
巻第 11号，情報処理学会，Nov，2008










[37] Hoashi K, Matsumoto K, Inoue N., “Personalization of User Content-based
Music Retrieval on Relevance Feed Back”, Proceedings of ACM Multimedia,
pp110-119, Nov., 2003
[38] Lampropoulos A S, Sotiropoulos D N, Tsihrintzis G A,“ Individualization
of Music Similarity Perception via Feature Subset Selection”, IEEE, Inter-
national Conference on System, Man and Cybernetics, pp.552 - 556 ,2004
[39] Gissel Velardea, Tillman Weydeb, David Mereditha, ”An approach to
melodic segmentation and classiﬁcation based on ﬁltering with the Haar-
wavelet ” Journal of New Music Research Volume 42, pp. 325-345, Dec.,
2013
[40] Shyamala Doraisamy, Stefan Ruger“ A Polyphonic Music Retrieval Sys-
tem Using N-Grams”, Proceedings of t International Conference on Music
Information Retrieval Conference, pp39-45, 2004.
118
[41] Keiji Hirata, Satoshi Tojo, Masatoshi Hamanaka, “Cognitive Similarity
grounded by tree distance from the analysis of K. 265/300e”, Proceedings of
CMMR, pp. 589-605, Dec., 2003
[42] 松原正樹，東条敏，平田圭二，”音楽理論 GTTM に基づく木構造を用いた
旋律の認知的類似度の導出 バッハ BWV582 パッサカリアとフーガの分析
を例に ”，人工知能学会全国大会 2014，May，2014
[43] Maarten Grachten, Josep Lluis Arcos and Ramon Lopez de Mantaras,
“Melody Retrieval using the Implication/Realization Model”, MIREX Sym-





[47] Ames, C., “The Markov Process as a Compositional Model: A Survey and
Tutorial”, Leonardo, Vol. 22, pp. 175-187,1989
[48] Todd, P. M., Werner, G. M.: “Musical Networks”, MIT Press, pp. 313-339,
1999
[49] PGMusic: Band in a Box http://www.pgmusic.com/index.html
[50] UJAM:http://www.ujam.com/
[51] Musicshake: http://eng.musicshake.com/about
[52] Shigeki Sagayama, Shinji Sakou, Gen Hori, Satoru Fukayama: “Automatic
Song Composition from Japanese Lyrics Based on a Probabilistic Approach”,





[54] Makiko Katsura，Tetsuro Kitahara，Haruhiro Katayose，Noriko Nagata:
“A Chord Voicing Reasoning System with Bayesian Network”，IPSJ spe-
cial interest group on music and computer，2008-MUS-74，Vol.2008，No.29，
pp.163-168 ,2008
119











[59] JASRAC 一般社団法人音楽著作権協会 http://www.jasrac.or.jp/info/
dl/gaide_chart.pdf























[71] Sakurako Yazawa, Yuhei Hasegawa, Kohei Kanamori, Masatoshi Hamanaka:
”Melodic Similarity based on Extension Implication-Realization Model”,
MIREX Symbolic Melodic Similarity Results, Nov, 2013.
[72] Sakurako Yazawa, Masatoshi Hamanaka: ”Extension of Implication-
Realization Model for Subjective Melodic Similarity”, BKN25 Milestones
in Music Cognition, July 2014.(poster session)
[73] Sakurako Yazawa, Masatoshi Hamanaka, Takehito Utsuro; ”Melody Genera-
tion System based on a Theory of Melody Sequences”, International Confer-
ence on advanced Informatics: Concepts, Theory and Applications ,pp347-
352, Aug., 2014
[74] Sakurako Yazawa, Masatoshi Hamanaka, Takehito Utsuro; ”A Novel Ap-
proach to Separation of Musical Signal Sources by NMF”, The 12th IEEE
International Conference on Signal Processing, pp.610-615, Oct., 2014.
[75] Sakurako Yazawa, Masatoshi Hamanaka, Takehito Utsuro,”Subjective Eval-
uation of Correlation of Melody Length and Melodic Similarity based on a
Music Theory”, International Journal of Signal Processing Systems, pp.269-
275,Aug., 2016
[76] 矢澤櫻子，浜中雅俊：”主観的類似度を反映した暗意実現モデルの拡張”，情
報処理学会音楽情報科学研究会，Feb，2014
[77] 矢澤櫻子，浜中雅俊：”音楽理論に基づくメロディ生成システム”，人工知能
学会全国大会 2014，May，2014
[78] 矢澤櫻子，宇津呂武仁，浜中雅俊，”暗意実現モデルの拡張に基づく楽曲間
類似度の評価”，人工知能学会全国大会 2015，May，2015
[79] 櫛部義幸，瀧田寿明，浜中雅俊，矢澤櫻子，星野准一；”楽曲構造解析への
統計的機械学習法の適応”，電子情報通信学会 ITS研究会，March，2015.
[80] 瀧田寿明，櫛部義幸，矢澤櫻子，星野准一，浜中雅俊：”深層学習に基づく入
力楽器音響信号のMIDI音色パラメータ値推定”，第13回情報科学技術フォー
ラム，Sep，2014
121
[81] 木村峻介，松本卓人，矢澤櫻子，星野准一，李昇姫，浜中雅俊，屋内位置検
出を利用した子ども見守りサービスシステム，情報処理学会論文誌，Vol.56，
No.3 ，2015
[82] 秋元和久，矢澤櫻子，星野准一，”リズムゲームをモチーフとした作曲支援
アプリケーションの開発”，情報処理学会エンターテイメントコンピューティ
ング研究会，Dec., 2015
122
