Abstract. We prove the existence of a local analytic Levi decomposition for analytic Poisson structures and Lie algebroids.
Introduction
In the study of local normal forms of Poisson structures, initiated by Arnold [1] Weinstein [14] , one is led naturally to the following problem of Levi decomposition: let Π be a Poisson structure in a neighborhood of 0 in K n , where K = R or C, such that Π(0) = 0. We will use the letter Π to denote the Poisson tensor, and {., .} or {., .} Π to denote the corresponding Poisson bracket. In this paper we will assume that Π is analytic. Denote by Π 1 the linear part of Π at 0. Π 1 is a linear Poisson tensor, and the space L of linear functions on K n is an n-dimensional Lie algebra under the Poisson bracket of Π 1 . Denote by r the radical of L. The classical Levi-Malcev theorem says that the exact sequence 0 → r → L → L/r → 0 admits a splitting : there is an injective homomorphism from L/r to L (unique up to a conjugation in L) whose composition with the projection map is identity. Denote by g the image of such an inclusion. Then g is called a Levi factor of L, and L can be written as a semi-direct product of a semi-simple Lie algebra g by a solvable Lie algebra r (this semi-direct product is called a Levi decomposition of L). Remark that the space O of local analytic functions in (K n , 0) is an infinitedimensional Lie algebra under the Poisson bracket {., .} Π , and the space R of local analytic functions in (K n , 0) whose linear part lies in r is an infinite-dimensional "radical" of O, with O/R isomorphic to g. The question is, does the exact sequence 0 → R → O → g → 0 also admit a splitting ? In other words, does O together with the Poisson structure Π admit a Levi factor ? In this paper, we will give a positive answer to this question. More precisely, we have : where g ij are local analytic functions whose Taylor expansion begins at order at least 2. In other words, the Poisson bracket {., .} of Π in this system of coordinates is given as follows :
Remarks.
1. In the above theorem, the Levi factor of O is provided by the functions x ∞ 1 , ..., x ∞ m . Conversely, if O admits a Levi factor with respect to Π, then the Hamiltonian vector fields of the functions lying in this Levi factor gives us a local analytic Hamiltonian action of g, which is linearizable by a theorem of Guillemin and Sternberg [9] , because g is semi-simple. By linearizing this action, one will get a local analytic coordinate system which satisfies the conditions of the above theorem. Thus the above theorem is really about the existence of an analytic Levi decomposition of the Poisson structure.
2. If in the above theorem, we don't require the functions x to be analytic, but only formal, then we recover a formal Levi decomposition theorem, obtained earlier by Wade [13] . This formal decomposition is relatively simple and its proof is similar to the proof of the classical Levi-Malcev theorem. The difficulty of the above theorem lies in the analytic part. 3. If in the above theorem, (L, {., .} Π1 ) is a semi-simple Lie algebra, i.e. g = L, then we recover the following result of Conn [4] : any analytic Poisson structure with a semi-simple linear part is locally analytically linearizable. In other words, any semi-simple Lie algebra is analytically nondegenerate in the terminology of Weinstein [14] . In fact, our proof of Theorem 1.1 will follow closely the lines of Conn [4] . When r = K (K = R in the real case and K = C in the complex case), i.e., L = g ⊕ K, we get the following result, due to Molinier [11] and Conn (unpublished) : if g is semi-simple then g ⊕ K is analytically nondegenerate.
4. One may call expressions (1.1), (1.2) a Levi normal form of the Poisson structure Π. From the point of view of invariant theory, it is similar to the Poincaré-Birkhoff local normal forms for vector fields (Levi normal forms are governed by semi-simple group actions while Poincaré-Birkhoff normal forms are governed by torus actions, see [16, 17] .
5. Theorem 1.1 provides an useful tool for the study of linearization of Poisson structures. Using it, J.-P. Dufour and I recently showed in [7] that the Lie algebra aff(n, K) of infinitesimal affine transformations of K n is analytically nondegenerate.
It is natural that not only Poisson structures but other geometric structures related to infinite-dimensional Lie algebras admit formal or analytic Levi decomposition as well. For example, Cerveau [3] showed the existence of a formal Levi decomposition for singular foliations.
1 In this paper, we will show that analytic Lie algebroids also admit local analytic Levi decomposition.
Recall (see e.g. [2, 6, 8, 15] ) that a smooth Lie algebroid over a manifold M is a vector bundle A → M with a Lie algebra structure on its space Γ(A) of smooth sections and a bundle map # : A → T M (called the anchor) inducing a Lie algebra homomorphism from sections of A to vector fields on M , such that
for sections s and s ′ and functions f . In the analytic category, one replaces Γ(A) by the sheaf of local analytic sections. A point x ∈ M is called singular for the algebroid A if the rank of the anchor map # x : A x → T x M (where A x is the fiber of A over x) is smaller than at other points. Due to the local splitting theorem for Lie algebroids (see [6, 8, 15] ), in the study of local normal forms of Lie algebroids near a singular point x, we may assume that the rank of
Let A be a local analytic Lie algebroid of dimension N over (K n , 0) such that the anchor map # : A x → T x K n vanishes at x = 0. Denote by s 1 , ..., s N an analytic local basis of sections of A, and (x 1 , ..., x n ) an analytic local system of coordinates of (K n , 0 
If we forget about the terms of order greater or equal to 2, then we get an N -dimensional Lie algebra with structural coefficients c k ij , which acts on K n via linear vector fields
The action Lie algebroid associated to this linear Lie algebra action is called the linear part of the algebroid A at 0). Denote this N -dimensional Lie algebra by L, and by L = g ⋉ r its Levi decomposition. We are looking for a Levi factor of Γ(A), where Γ(A) now denotes the infinite-dimensional Lie algebra of local analytic sections of A (the Lie bracket is given by the algebroid structure of A), i.e. a subalgebra of Γ(A) which is isomorphic to g. Once such a Levi factor is found, its action on the algebroid A can be linearized by Guillemin-Sternberg theorem [9] , because g is semi-simple. 
1. In the above theorem, when L = g, we get the analytic linearization of Lie algebroids with semi-simple linear part. The formal version of this linearization result has been obtained by Dufour [6] and Weinstein [15] . When the Lie algebroid is an action algebroid, we also recover classical results about the linearization of analytic actions of semi-simple Lie groups and Lie algebras.
2. The proof of the above theorem is absolutely similar to that of Theorem 1.1. In fact, since Lie algebroid structures on a vector bundle may be viewed as "fiberwise linear" Poisson structures on the dual bundle (see e.g. [2] ), Theorem 1.2 may be viewed as a special case of Theorem 1.1.
The rest of this paper is devoted to the proof of Theorem 1.1 and Theorem 1.2. We will first prove Theorem 1.1, and then show a few modifications to be made to our proof of Theorem 1.1 to get a proof of Theorem 1.2.
Formal Levi decomposition
In this section we will construct by recurrence a formal system of coordinates
2) for a given local analytic Poisson structure Π. We will later use analytic estimates to show that our construction actually yields a local analytic system of coordinates. Let us mention that our construction below of the Levi decomposition differs from the constructions of Wade [13] and Weinstein [15] . Their constructions are simpler and are good enough to show the existence of a formal Levi factor. However, in order to show the existence of an analytic Levi factor (using the fast convergence method), we need a more complicated construction, in which each step in a recurrence process consists of 2 substeps: the first substep is to find an "almost Levi factor". The second substep consists of "almost linearizing" this "almost Levi factor".
We begin the first step with the original linear coordinate system 
contains only terms of order greater or equal to 2 l−1 + 1). Denote by
the Hamiltonian vector field of x l i with respect to our Poisson structure Π. Then we have 
Denote by (ξ 1 , ..., ξ m ) a fixed basis of the semi-simple algebra g, with
Then g acts on O via vector fieldsX 
, and hence we have (2.10)
In other words, if we denote by g * the dual space of g, and by (ξ * 1 , ..., ξ * m ) the basis of g * dual to (ξ 1 , ..., ξ m ), then we have
It follows from (2.7), and the Jacobi identity for the Poisson bracket of Π and the algebra g, that the above 2-cochain is a 2-cocycle. Because g is semi-simple, we have H 2 (g, O l /O l+1 ) = 0, i.e. the second cohomology of g with coefficients in g-module O l /O l+1 vanishes, and therefore the above 2-cocycle is a coboundary. In other words, there is an 1-cochain (2.13)
as follows:
Then it follows from (2.7) and (2.14) that we have
Denote by Y l the space of local analytic vector fields of the type u = 
, are g-modules under the following action :
The above linear action of g on Y l /Y l+1 can also be written as follows :
Define the following 1-cochain of g with values in
Due to Relation (2.16), the above 1-cochain is an 1-cocycle. Since g is semisimple, we have We now define the new system of coordinates as follows : 
Recall that, by the above construction, the functions w 
Normed vanishing of cohomologies
In this section, using "normed vanishing" of first and second cohomologies of g, we will obtain some estimates on w . See e.g. [10] for some basic results on semi-simple Lie algebras and their representations which will be used below.
We will denote by g C the algebra g if K = C, and the complexification of g if K = R. So g C is a complex semi-simple Lie algebra of dimension m. Denote by g 0 the compact real form of g C , and identify g C with g 0 ⊗ R C. Fix an orthonormal basis (e 1 , ..., e m ) of g C with respect to the Killing form : < e i , e j >= δ ij . We may assume that e 1 , ..., e m ∈ √ −1g 0 . Denote by Γ = i e 2 i the Casimir element of g C : Γ lies in the center of the universal enveloping algebra U(g C ) and does not depend on the choice of the basis (e i ). When K = R then Γ is real, i.e., Γ ∈ U(g).
Let W be a finite dimensional complex linear space endowed with a Hermitian metric denoted by <, >. If v ∈ W then its norm is denoted by v = √ < v, v >. Assume that W is a Hermitian g 0 -module. In other words, the linear action of g 0 on W is via infinitesimal unitary (i.e. skew-adjoint) operators. W is a g C -module via the identification g C = g 0 ⊗ R C. We have the decomposition W = W 0 + W 1 , where W 1 = g C · W (the image of the representation), and g C acts trivially on W 0 . Since W 1 is a g C -module, it is also a U(g C )-module. The action of Γ on W 1 is invertible : Γ · W 1 = W 1 , and we will denote by Γ −1 the inverse mapping. Denote by g * C the dual of g C , and by (e * 1 , ..., e * m ) the basis of g * C dual to (e 1 , ..., e m ). If w ∈ g * C ⊗ W is an 1-cochain and f : ∧ 2 g * C ⊗ W is a 2-cochain with values in W , then we will define the norm of f and w as follows :
Since H 2 (g, K) = 0, there is a (unique) linear map h 0 : ∧ 2 g * → g * such that if u ∈ ∧ 2 g * is a 2-cocycle for the trivial representation of g in K (i.e. u([x, y], z) + u([y, z], x) + u([z, x], y) = 0 for any x, y, z ∈ g), then u = δh 0 (u), i.e. u(x, y) = h 0 (u)([x, y]). By complexifying h 0 if K = R, and taking its tensor product with the projection map P 0 : W → W 0 , we get a map
Then the map
W is an explicit homotopy operator, in the sense that if f ∈ ∧ 2 g * C ⊗ W is a 2-cocycle (i.e. δf = 0 where δ denotes the differential of the Eilenberg-Chevalley complex
is also a homotopy operator, in the sense that if w ∈ g * C ⊗ W is an 1-cocycle then w = δ(h(w)).
When K = R, i.e. when g C is the complexification of g, then the above homotopy operators h are real, i.e. they map real cocycles into real cochains.
The above formulas make it possible to control the norm of a primitive of a 1-cocycle w or a 2-cocycle f in terms of the norm of w or f : we have the following lemma, which has been (essentially) proved by Conn in Proposition 2.1 of ref. [4] and Proposition 2.1 of ref. [5] . ]) We can decompose W into an orthogonal sum (with respect to the Hermitian metric of W ) of irreducible modules of g 0 . The above homotopy operators decompose correspondingly, so it is enough to prove the above lemma for the case when W is a non-trivial irreducible module, which we will now suppose. Let λ = 0 denote the highest weight of the irreducible g 0 -module W , and by δ one-half the sum of positive roots of g 0 (with respect to a fixed Cartan subalgebra and Weil chamber). Then Γ acts on W by multiplication by the scalar λ, λ + 2δ , which is greater or equal to introduced in the previous section. Recall that g is a Levi factor of L, the space of linear functions in K n , which is a Lie algebra under the linear Poisson bracket Π 1 . g acts on L by the (restriction of the) adjoint action, and on K n by the coadjoint action. By complexifying these actions if necessary, we get a natural action of g C on (C n ) * (the dual space of C n ) and on C n . The elements x 1 , ..., x m , y 1 , ..., y n−m of the original linear coordinate system in K n may be view as a basis of (C n ) * . Notice that the action of g C on (C n ) * preserves the subspace spanned by (x 1 , ..., x m ) and the subspace spanned by (y 1 , ..., y n−m ). Fix a basis (z 1 , ..., z n ) of (C n ) * , such that the Hermitian metric of (C n ) * for which this basis is orthonormal is preserved by the action of g 0 , and such that (3.8)
with the constant transformation matrix (A ij ) satisfying the following condition :
Such a basis (z 1 , ..., z n ) always exists, and we may view (z 1 , ..., z n ) as a linear coordinate system on C n . We will also define local complex analytic coordinate systems (z Let l be a natural number, ρ a positive number, and f a local complex analytic function of n variables. Define the following ball B l,ρ and L 2 -norm f l,ρ , whenever it makes sense :
where dµ l is the standard volume form in the complex ball B l,ρ with respect to the coordinate system (z l 1 , ..., z l n ), and V ρ is the volume of B l,ρ , i.e. of an n-dimensional complex ball of radius ρ.
We will say that the ball B l,ρ is well-defined if it is analytically diffeomorphic to the standard ball of radius ρ via the coordinate system (z l 1 , ..., z l n ), and will use f l,ρ only when B l,ρ is well-defined. When B l,ρ is not well-defined we simply put f l,ρ = ∞. We will write B ρ and f ρ for B 0,ρ and f 0,ρ respectively. If f is a real analytic function (the case when K = R), we will complexify it before taking the norms.
It is well-known that the L 2 -norm f ρ is given by a Hermitian metric, in which the monomial functions form an orthogonal basis : if f = α∈N n a α i z αi i and g = α∈N n b α i z αi i then the scalar product f, g ρ is given by
(where α! = i α i !, |a| = α i , andb is the complex conjugate of b), and the norm f ρ is given by (3.14)
The above scalar product turns O l /O l+1 into a Hermitian space, if we consider elements of O l /O l+1 as polynomial functions of degree less or equal to 2 l+1 and which do not contain terms of order ≤ 2 l . Of course, when K = R we will have to
Similarly, for the space Y l of local vector fields of the type u =
(due to (3.9) and (3.10), this is the same as the space of vector fields of the type
defined in the previous section, up to a complexification if K = R), we define the L 2 -norms as follows :
These L 2 -norms are given by Hermitian metrics similar to (3.13), which make Y 
It is an important observation that, since the action of g 0 on C n preserves the Hermitian metric of C n , its actions on
, as given in the previous section, also preserve the Hermitian metrics corresponding to the norms f l,ρ and u l,ρ (with the same l). Thus, applying Lemma 3.1 to these g C -modules, we get : 
Proof of convergence
Besides the L 2 -norms defined in the previous section, we will need the following L ∞ -norms : If f is a local function then put
where the complex ball B l,ρ is defined by (3.11) . Similarly, if g = (g 1 , ..., g N ) is a vector-valued local map then put |g| l,ρ = sup x∈B l,ρ i |g i (x)| 2 . For simplicity, we will write |f | ρ for |f | 0,ρ .
For the Poisson structure Π, we will use the following norms :
Due to the following lemma, we will be able to use the norms |f | ρ and f ρ interchangeably for our purposes, and control the norms of the derivatives :
Lemma 4.1. For any ε > 0 there is a finite number K < ∞ depending on ε such that for any integer l > K, positive number ρ, and local analytic function f ∈ O l we have
and
The above lemma, and other lemmas in this section, will be proved in the subsequent section.
The key point in the proof of Theorem 1.1 is the following proposition. The second and third parts of Proposition 4.2 are needed for the proof of the first part. Proposition 4.2 will be proved by recurrence : By taking ρ small enough, we can obviously achieve Conditions (iii) K and (i) K (Condition (ii) K is void). Then provided that K is large enough, when l ≥ K we have that Condition (ii) l implies Conditions (i) l and (iii) l , and Condition (iii) l in turn implies Condition (ii) l+1 . In other words, Proposition 4.2 follows directly from the following three lemmas : The lemmas of this section will be proved in detail in the subsequent section. Let us mention here only the main ingredients behind the last three ones: The proof of Lemma 4.5 and Lemma 4.6 is straightforward and uses only the first part of Lemma 4.1. Lemma 4.4 (the most technical one) follows from the estimates on the primitives of cocycles as provided by Lemma 3.2.
Proof of technical lemmas
In this sections we will prove the lemmas stated in the previous section.
Proof of Lemma 4.1. Let f be a local analytic function in (C n , 0). To make an estimate on df , we use the Cauchy integral formula. For z ∈ B ρ , denote by γ i the following circle :
provided that l is large enough compared to 1/ε). Fix a point x ∈ B (1+ε/2l 2 )ρ and consider the following holomorphic function of one variable : g(z) = f ( x |x| z). This function is holomorphic in the complex 1-dimensional disk B 1 (1+ε/l 2 )ρ of radius (1 + ε/l 2 )ρ, and is bounded by
By the maximum principle we have
which implies that
(when l is large enough). Thus we have proved that there is a finite number K depending on ε such that |f | (1+ε/l 2 )ρ ≥ exp(2 l/2 )|f | (1+ε/2l 2 )ρ for any l > K and any f ∈ O l . To compare the norms of f , we use Cauchy-Schwartz inequality : for f = Recall the following fact of complex analysis, which is a consequence of the maximum principle : if g is a complex analytic map from a complex ball of radius ρ to some linear Hermitian space such that g(0) = 0 and |g(x)| ≤ C for all |x| < ρ and some constant C, then we have |g(x)| ≤ C|x|/ρ for all x such that |x| < ρ. If l 1 , l 2 ∈ N and r 1 , r 2 > 0, s > 1, then applying this fact we get :
If B l1,r1 ⊂ B l2,r2 then B l1,r1/s ⊂ B l2,r2/s .
(Here r 1 plays the role of ρ, r 2 plays the role of C, and the coordinate transformation from (z 
