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I. INTRODUCTION 
Momentarily, consider a sequence of independent Bernoulli trials with 
probability p, of success on each trial, and let rz be a sufficiently large integer 
and p, be small enough. Then, it is well-known that the number of successes 
during n of these trials has a binomial distribution which can be approximated 
by a Poisson distribution with mean p = np,. Also, if T, is the waiting time 
for the r,th failure and if r, is large enough, the random variable T, - Y,, 
(the number of successes before the r,th failure) has a Pascal (negative bino- 
mial) distribution which can be approximated by a Poisson distribution with 
mean X = r,p,. More precisely, in terms of generating functions, 
if lim npn = p and 
lim (qn + pns)7’ = ~fi~l-~’ (1.1) 
lim qLn( 1 _ p,s)-‘n _ eeA”-“’ (1.2) 
if lim Y, = 00 and lim rp, = X, where qn = 1 -p, and all limits (in this 
paper) are taken as 71 --f 03. If lim r&r = 1, note that the right sides of these 
expressions are identical. 
In this paper, natural generalizations (implied by Theorems II and I, 
respectively) of the limit theorems (1.1) and (1.2) for finite Markov chains 
are derived. A fundamental relationship between these two limit theorems 
is also developed and forms the basis for the extension of (1 .l). 
* This paper is extracted from the author’s doctoral dissertation written at the 
Massachusetts Institute of Technology under the supervision of Professor George P. 
Wadsworth. The author wishes to express here his gratitude to Professor Wadsworth 
for many valuable suggestions, including the original problem. He also wishes to 
thank Professor Henry P. McKean, Jr., for his valuable comments on drafts of the 
thesis. 
t Present address: Department of Chemical Engineering, MIT, Cambridge, 
Massachusetts. 
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Hereafter, assume as given an infinite sequence of Markov chains which 
are discrete in time, have a common finite state space composed of m states, 
and have stationary transition probabilities. For the nth chain, the stochastic 
matrix of transition probabilities and the initial distribution row vector will be 
denoted by P, = (pmij) and Qn = &.). Of course, it is supposed that there 
is an appropriate sample space, and P{+..} will denote the probability of the 
event {...}. 
In this paper, the principal hypothesis is that there exists a real vector lo 
such that 
lim n(Pnm~, PnmnBt -*s Pnm,-l) = P. (1.3) 
Otherwise, the given sequences {P,} and {Q,} are required merely to have 
arbitrary limits P and Q. Since (1.3) implies that limp,,, = 1, the mth 
state behaves asymptotically like an absorbing state. 
To see the form of the basic results, let T,, = T,(Y,,) be the random waiting 
time for the r,th passage through the mth state of the nth chain. Also, let the 
random variables Nni(K) and N,J T,) denote the numbers of passages through 
the ith state during the first k and T,, steps of the nth chain, and introduce the 
following random vectors of m - 1 components: 
Xn(yn> = WndTn), ~,zrdTn), **-p ~nrn-d~n))~ 
Y, = (~,l(f9, ~nAn>, ***9 ~?ml-l(4). (1.4) 
Then, the generating functions fnm(s; Y,J and t*(s), s = (sr, sa, .**, s,&, of 
?&Jr,) and Y, satisfy the relation 
lim L(s) = limjfic,,(s; rn) z j(s) (1.5) 
when lim r&t = 1, where the convergence is uniform on the closed cube 
e: - a S sj d a (j = 1, 2, ..., m - I), for every a satisfying 0 < a < 1. 
The function f has the form (1 - &-J&J exp (- &,/fi,J, where the functions 
&, &, and B,, are real-valued, are linear in each of their m - 1 arguments 
when the remaining ones are fixed, and can be expressed as the determinants 
of certain simple matrices. Moreover, j is the generating function of a true 
(m - I)-dimensional probability distribution when & does not vanish on 
Ei but is otherwise degenerate in one of several possible ways which are 
discussed in the last part of Section VII. 
When m = 2, f(s) can be written as 
This agrees with the result obtained by Koopman [I] when he extended (1.1) 
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to the case of two-state Markov chains. He also showed that the distribution 
represented by (1.6) can be expressed in terms of Laguerre polynomials. 
An attempt to use Koopman’s method to generalize (1.1) encounters the 
fundamentally difficult problem of finding the roots of an mth degree poly- 
nomial equation whose coefficients depend on several variables. Of course, the 
method used here circumvents this difficulty but is more complicated than 
Koopman’s procedure. 
It is first shown in Sections III and IV how X,(Y,) and Y,, are intimately 
related by means of various auxiliary functions and also that X,(rJ is the 
sum of Y,, independent random vectors.It is then shown in SectionVI that 
lim & = lirnfnm by using a peculiar auxiliary theorem, which states condi- 
tions under which two sequences of functions converge uniformly to the 
same limit when they are related in a special way. The proof that lim in,, = [ 
is finally presented in Section VIII. 
To simplify the development, a few unnecessarily restrictive assumptions 
are made. The most significant one of these is the assumption in Theorem I 
that lim r,Jn = 1; while this is not necessary for the proof of this theorem, 
it is essential for the validity of (1.5). References to uniform convergence, 
real analytic functions, and the sets E,” are made for the same purpose. 
The author believes that the methods used in this paper can be generalized 
and employed in the study of more general stochastic processes. Also, there 
are several connections between the development given here and other 
aspects of Markov chains and recurrent events which may be worthy of 
further investigation. For example, Theorem I easily implies a limit theorem 
(not discussed in this paper) for the distribution of the waiting time T,(Y,). 
While it is certainly plausible that the limit theorems presented here can 
at least in principle be used numerically in the same general way that the 
Poisson approximation to the binomial distribution is used, the feasibility of 
such numerical computations has not been investigated. In this connection, 
investigation of the rate of convergence in the style of Berry-Esseen is left for 
some other study. 
II. LITERATURE 
While several authors have made various extensions to Markov chains of 
the one-dimensional Poisson distribution, the author is not aware of any 
previous investigation of extensions to Markov chains of multidimensional 
Poisson distributions nor of such generalizations of (1.2). Of course, 
Kolmogorov [2] and others considered a single Markov chain and studied the 
convergence to multidimensional normal distributions of the distributions of 
various random vectors, usually having the form Y, with the subscript n 
in (1.4) suppressed. 
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Apparently, Koopman [l, 31 first published in 1950 and 1951 a generaliza- 
tion of the Poisson distribution for two-state Markov chains with nonstation- 
ary transition probabilities. He considered the random variable denoted 
here by Y, = Nnl(n) and extended (1.1) but not (1.2). In 1953, Dobrugin [4] 
considered a sequence of Markov chains with two states and stationary 
transition probabilities and found explicitly all of the possible limiting 
distributions for suitably normalized forms of the random variable Y,. 
During 1952 to 1958, Mihoc [5-71, Megalkin [8], and Il’yagenko [9] con- 
sidered sequences of chains and investigated the asymptotic behavior of the 
distribution of the number 2, of occurrences of a specified state in n trials of a 
m-state Markov chain with stationary transition probabilities. Mihoc studied 
various extensions of Poisson’s law, considering the random variable Z, and 
also others of no direct relevance to this paper. Me.Salkin obtained the 
characteristic functions for all of the possible limiting distributions of the 
suitably normalized random variable Z,, while Il’yagenko developed a 
method to find these limiting distributions which depends on the connection 
between 2, and the successive recurrence times to the given state and on a 
technical device involving the inversion of Laplace-Stieltjes transforms. 
III. NOTATION 
All vectors and matrices are denoted here by bold-faced letters, e.g., x. 
In this paper, all vectors are row vectors having real components. If c is the 
vector (cl, cs, *.., cJ, then c 2 0 signifies that ci 2 0 for i = 1,2, ..., i. The 
normcofcwill bedefined here by c=lcl=~lcjI; thenc=zcdif 
c 2 0. The special vectors (xi, xs, ..., x,& and (sl, ss, . . . . s,& will be 
denoted by x and s, while y and t will be special scalar variables. Of course, 
(x, y) = (Xl, x2, . ..7 %a-l,Y). 
The indices rz and K indicate the number of the Markov chain and the time 
or number of transitions (assuming one transition per unit of time) in the 
chain under consideration. Usually, the index i signifies the ith state of a 
chain, while r signifies the number of passages through the mth state. 
In this paper, the common state space of the Markov chains is composed of 
the m states e,, e,, .*., e,,, where ei is the unit row vector with 1 for the ith 
of its m components. The state of the nth chain at time K will be denoted by 
the random vector Nnk = (N,*i, Nnk2, ‘.., Nnk,,J, which clearly may assume 
only the values ej. Then the random vector 
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indicates the number N,,(k) of passages through ei during the first k transi- 
tions in the nth chain, where 
In terms of this notation, the given initial and transition probabilities can be 
described probabilistically by the relations 
and 
pnij = P{Nnk = ej 1 N,,-, = e,} 
for i, j = 1, 2, ‘.‘, m and k = 2, 3, 4 .... 
For each set of nonnegative integers rz 2 1, k 2 1, xi, x2, *.., x,-i, and y 
for which x + y = k, let 
u,(x, Y; k) = W,(k) = b, Y)), 
(3.2) 
Q(X, Y; k) = W,(k) = (x, Y), Nnk = 4 
for i = 1, 2, ..., m. (The argument k of these functions will be helpful, even 
though it is redundant.) Also, let u, denote the vector function (u,J; and 
define ~~(0; 0) = 0 and u,(O; 0) = 0, where 0 here denotes the vector each 
of whose m components is 0. Since all probabilities are nonnegative, it follows 
from (3.2) that 
u, = 1 u, 1 = f$ z&j. 
z=l 
(3.3) 
The two additional families of functions defined by 
fnik 4 = %i(% r; x + y) (x 2 0, r 2 0) 
(3.4) 
g,,(x; k) = u,((x, k - x; k) (x 2 0,O 5 x 5 k, k 2 0) 
will be required and will be discussed in the next section. Of course, f, 
and g, denote the vector functions (jai) and (g,,), while (3.3) shows that 
fn = Zfni and g, = Zgni. 
When comparing these functions, it is helpful to picture u&x, y; k) 
defined on the lattice points in the nonnegative part of (x, y) Euclidean space 
of m dimensions. Then fni(x; r) is defined on the hyperplane y = T, while 
g&x; k) is defined on the diagonal hyperplane x + y = k. 
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The generating function of any function h will be denoted by R. For exam- 
ple, the generating functions of a,,(~, y; h) and f,,(x; Y) are &(s, t; K) and 
us ; y). 
In this paper, the state e, obviously plays a special role. Clearly, a change 
in notation can replace state e, by any other state. 
IV. PROBABILISTIC ANALYSIS 
It will be convenient initially to consider a single chain and thus to suppress 
the subscript n. 
Let Y(h) denote the random vector (N,(K), N,(h), ..-, N,,&h)). Then 
N(h) = (Y(K), N,(K)), and N,,,(h) is determined by K and Y(k) by means of 
(3.1) and can therefore be suppressed when h is given. Therefore, 
g(x; h) = P{Y(R) = x} 
and 
gi(x; h) = P{Y(h) = x, Nk = e,}. (4.1) 
When h is fixed, one easily concludes that g represents a true probability 
distribution and that the g,‘s do not. In fact, g represents a multinomial 
distribution when the chain is composed of independent trials, i.e., when 
qt 5 pjie 
To study the functions fi, suppose that exactly I passages through state e, 
must occur during the first T = T(r) transitions, where T is a random 
variable. For i = 1,2, ..‘, m - 1, the number of passages through state ei 
during the first T transitions is then a random variable Ni(T), where 
N,(W) + KLV)) + --- + Wn-My)) + y = T(r), (4.2) 
which is the present counterpart of (3.1). Let X(Y) denote the random vector 
(N,(T), NAT), .‘., N&T)), which is clearly the sum of T dependent ran- 
dom vectors. From (3.2), (3.4), and (4.2), it now follows that 
fi(x; r) = P{X(Y) = x, NT = ei, T = Y + x}, (4.3) 
where NT naturally is the state of the chain at time T. 
Now consider the function f,,,, i.e., let the chain also be required to be in 
state e, at time T. Then T can be interpreted as the waiting time for the rth 
occurrence of the delayed recurrent event “state e, occurs.” (See Feller’s 
book [lo].) In this case, X(Y) can be split into the sum of Y  independent 
random vectors. To see this, let T, be the waiting time after the (a - 1)th 
but only up to and including the ath occurrence of e,, let T(a) = Eysl T,, 
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let N,(T,J be the number of occurrences of ei during the time from T(u - 1) 
to T(u), and let X, denote the random vector (&(I’,), &(I’,), *.a, N,,+r(T,)). 
Now, one readily sees that X(r) = Zz.p, X,, that X1, Xs, Xs, *.. are indepen- 
dent, and that Xa, &, &, *a* are identically distributed. It follows that the 
generating function f,,, must have the form &&-r, where d, is the generating 
function of X1 and a^ is the common generating function of X, (a = 2, 3,4, *.e). 
It is also clear that a^ depends only on the stochastic matrix P and that & 
depends on both P and Q. Explicit expressions for B and 8, are exhibited 
in (7.10) and (7.11). 
The above argument implies that fm represents a probability distribution. 
However, in certain cases, this distribution is defective in the sense that 
xf,(s; I) < 1, where the summation extends over all x 2 0. This is true 
when state e, is transient, for there is then a positive probability that e, 
never occurs. This observation explains certain cases of degeneration asso- 
ciated with the limit theorems to be proved later. 
While one may be able to associate some complex probabilistic interpreta- 
tion with the other functions fi for i # m, these functions generally do not 
represent probability distributions. For example, consider the very special 
case of Bernoulli trials with or = p,, = p, and qz = p,, = p,,. For this 
case, one readily finds that 
fl(s; Y) = sq,qi( 1 - q&(*+1). 
If qa > 0, then fl(l ; r> = q1/q2, which can have any nonnegative value. No 
further probabilistic analysis of these functions will be required. 
Let us now return to the sequence of chains. For each ?I, suppose that 
fixed values R, and Y, are assigned to k and t. Since it will be required that 
lim k, = lim Y, = m and that lim m/k, = 1, some simplification of notation 
will be obtained, with no real loss in generality, by setting k,, = n. We remark 
that I% cannot be set equal to n, since subsequent proofs require use of various 
sequences {I-}. 
With k, = n, the random vector Y, of (1.4) is given by Y, = Y,,(A,,) = 
Y,,(n). Similarly, the argument tt in g,,(x; n) will be omitted. 
Particularly since it will be shown that lim f* = lim gn (under certain 
conditions), it is noteworthy that g, = zg,, and fn,,, represent probability 
distributions, while g,,, ..., g,,, fnl, ..., fnmml, and fn = z fnr generally do not 
represent probability distributions. 
From (4.1), (4.3), and the definitions of Y,, and K(m), note that 
gni(x) = P{iV,,(n) = xi (j = 1,2, a**, m - I), N,, = e,), 
(4.4) 
f&; yn) = P{N,j(T,) = xj (j = 1,2, ***, m - l), N,T,, = ei, T,, = Y, + x}. 
2 
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Since the random variable T,, must satisfy T, 2 r,, lim T, = C=J must hold 
if lim r, = 00, i.e., if lim v&t = 1. This suggests that the corresponding 
events involved in the right sides of (4.4) are asymptotically equivalent, when 
lim r&z = 1. This leads to the conjectures that lim g, = lim f,, and 
lim & = lim &, under appropriate conditions including lim r,Jn = 1. 
Under the special condition (1.3), it is shown in Section VI that these con- 
jectures are true. 
V. MORE NOTATION 
Most of the additional notation required in this paper is summarized here 
in terms of an arbitrary stochastic matrix P and an arbitrary probability 
vector Q, each having m columns. With particular reference to quantities 
such as zi,(s) which can be expressed in various ways, note that subsequent 
proofs are based on the exact definitions given here. 
Thus I, St, S = Sr, and P, are, respectively, the unit matrix, the diagonal 
matrix with s,, sa, ..‘, s,-i, t down the principal diagonal, the matrix S, with t 
set equal to 1, and the stochastic matrix obtained from P by replacing its last 
row by Q. Then K(s, 5) = det (I - PS,), liq(s, t) = det (I -P&S,), 
fi,(s) = fiQ<S> I), and &(s) is the determinant of the matrix obtained from 
I - PS1 by replacing its last row by the unit row vector e,. When 
El = bl, P!2> .‘.> pm-i), E,,(s) is the determinant of the matrix obtained from 
I - PS by replacing its last row by (- p,s,, - pass, ..., - !L,-is,-,, p), where 
CL = ~1 + pz + ... + pm-l. Also, d( s t is the determinant of the matrix , ) 
obtained from I - PSt by replacing its ith row by the row vector QS,, and 
i&(s) is the determinant obtained from &s, t) by replacing its last row by the 
unit row vector e,. (Note that E,(s) and &m(s) are actually independent of t.) 
If z is a real variable and if a and b are fixed real numbers with a < b, 
then (a, b) and [a, b] will denote the open interval a < z < b and the closed 
interval a 5 z 5 b, respectively. Of course, z E E indicates that z is a mem- 
ber of the set E. The open cube defined by sj E (- 1, 1) for j = 1,2, .“, 
m - 1 is denoted here by Es, while Es, denotes the set of points (s, t) for 
whichsEE, and t~(- 1, 1). Wh en a is any positive number, E,” denotes 
the closed cube defined by s1 E [- a, u] for i = 1, 2, ..., m - 1. Finally, it 
will be convenient to let 
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VI. LIMIT THEOREMS 
It will be convenient to let “Hypotheses H” denote the following hypoth- 
eses: there exist P, Q, and or, such that lim P, = P, lim Qn = Q, and (1.3) 
is satisfied. Then, the results stated below will eventually be proved. 
THEOREM I. I f  Hypotheses H are satis$ed and ;f {ri} is any sequence of 
positive integers for which lim r&r = 1, then 
lim T,(s; rn) = fl(s) = (0, 0, a*., O,J(s)) (6.1) 
uniformly on c for every a E (0, l), where 
j(s) = [I - $$$-I exp [ - *] . 
THEOREM II. I f  Hypotheses H are satisfied, then lim &(s) = f(s) uniformly 
on Ez for every a E (0, 1). 
LEMMA A. Each of the functions fS, g,, and f  is a real analytic function 
on E, and aiso has a multiple Maciaurin series which converges absolutely and 
uniformly on Ez for every a E (0, 1). 
These two theorems are the principal results of this paper. The proof of 
Theorem I is the primary object of Sections VII and VIII, while Lemma A 
follows from the analysis in Section VII. Assuming the validity of Theorem I 
and Lemma A and using a certain auxiliary theorem, the relatively short 
proof of Theorem II is given in this section later, after some remarks are 
made. 
REMARK 1. Theorems I and II imply the result lim& = limfn,, =j 
claimed in Section I. 
REMARK 2. Because of the uniform convergence of the sequences 
{%) and {&) of real analytic functions to the real analytic function p, it 
follows that 
lim f,,(x; rn) = lim g,(x) = (0, 0, *.*, 0, f(X)) 
for all x 2 0, where the numbers f(x) have the generating function f, 
REMARK 3. Suppose that the mth element in every row of P and Q is 1 
(and therefore that all other elements equal 0). Then one readily sees that 
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fiQ = 0, I&, = 1, and 
f(s) = exp [ - z i.41 - 41 . 
Since &, reduces to the generating function for a multinomial distribution 
when the m + 1 rows of P, and Q,, are identical, this shows that one very 
special case of Theorem II is the limit theorem giving multidimensional 
Poisson approximations for multinomial distributions. 
REMARK 4. The explicit nature of the function f is described in Theo- 
rem 7.2. (See Section VII.) However, let us note here that expansion of the 
defining determinants shows that BQ, Jr,, and Em are functions of the m - 1 
variables s,, ss, ..., s,-r, which are linear in each variable when the remaining 
ones are fixed. Also, a sufficient, but not necessary, condition for satisfaction 
of the relation z:f(x) = 1 is that C,,,, = K,(l, 1, *.., 1) # 0. When C,,,, = 0, 
f degenerates in one of several possible ways described in Theorem 7.2. 
Moreover, the convergence in (6.1) is actually uniform on Ei when Cm, # 0, 
but there is not necessarily even convergence on Ei when C,,,, = 0. 
REMARK 5. Since the proofs of the above theorems do not require an 
explicit expression for the generating function &, such an expression is not 
considered later. Here, it is merely noted that one can use (7.4) to show that 
&(s) = Q,,S(P,S)n-l. 
Then it follows from Theorem II that 
lim QnS(PnS)“-l = f(s). 
Also, note that & (1, 1, ..*, 1) =QnPnn--l, which is the familiar vector expres- 
sion giving the probabilities of occurrence of the various states at time n. 
The proof of Theorem II requires the theorem stated below. 
THEOREM A. For each positive integer n, let u,, be a scalar real-valued 
function of the m variables x and y which is de$ned and satisfies 0 5 u,,(x, y) 5 1 
for every nonnegative lattice point in (x, y) Euclidean space. For each pair of 
positive integers n and r, let fn andg, be thefunctions defined by fn(x; r) = u,(x, r) 
for all x 2 0 and g,,(x) = uJx, n - x) fw all x 2 0 with 0 5 x $ n, and 
let fm and & be their generating functions. Suppose that there exists a function f 
such that limf,(s; Y,J = f(s) un~ormly on q for some giwn a E (0, 1) and for 
every sequence {r,,} of positive integers for which lim r&s = 1, and suppose that 
f has a multiple Maclaiuin series which converges absolutely and uniformly to f 
on e. Then lim L(s) = j(s) unaformly on c. 
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PROOF. Let ,8 > 0 be a given number, and choose a large integer M such 
that 
(m - 1) u(M+i) (1 - a)-+“) < p/3. (6.3) 
It is clear that f,,, &, and f are real analytic functions on E,“. By hypothesis, 
if lim r&z = 1, then 
limj,(s; In) =f(s) = g f(x) s’ 
X=0 
uniformly on q. Therefore, for every sequence (Y,,) for which lim r,ln = 1, 
limf,(x; YJ = lim U,(x, fn) =f(x) (x r O), (6.4) 
where 0 2 f(x) 5 1. 
Let zzo denote summation over each xj ( j = I, 2, ..*, m - 1) from 0 to M. 
Then a simple computation shows that 
f(s) = 3 f(x) s= + &&4 
x=0 
and 
(n > (m - 1) M), 
X=0 
where each of the quantities ( K,(s) 1 and 1 L,&s) I is bounded by the left 
side of (6.3) for every s E c and for every rz > (m - 1) M. It easily follows 
that 
I us) -4s) I < f$ I m -f(x) I + 21513 (6.5) 
X=-O 
foreverysEqandforeveryn>(m-1)M. 
Now1etxbeIixedwith0~xj~Mforj=1,2;~~,m-1.Thesequence 
{1;1} defined by Y,, = 1 for A = 1,2, .*., (m - 1) M and rn = n - x for 
n > (m - 1) M certainly satisfies lim r&z = 1; and (6.4) shows that, for the 
given fixed x, 
lim g,(x) = lim il,(x, 71 - x) = lim u,(x, r,) = f(x)- 
Therefore, a large integer iV, > (m - 1) M can be chosen such that n 2 N, 
implies that 
I g&4 -f(x) I (: P/8/3 P + 1P. 
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Choose such an integer N, for each x with 0 5 xj 5 M for j = 1, 2, ..‘, 
m - 1, and let N be the maximum of this finite set of integers. Then n 2 N 
implies that the sum on the right side of (6.5) is less than p/3 and hence 
that 1 g,(s) -f(s) 1 < p for every s E E,“, which is the desired result. 
PROOF OF THEOREM II. This theorem follows immediately from Theo- 
rems I and A and Lemma A. Imagine a subscript i placed on all of the 
functions in the statement of Theorem A, and use that theorem m different 
times. For i = 1,2, ..‘, m - 1, the limiting function lim fni = 0 of Theorem I 
trivially satisfies the hypotheses for the function { of Theorem A for every 
a E (0, 1). Because of Lemma A, the limiting function limfn, = f exhibited 
in (6.2) also satisfies the hypotheses for f^ of Theorem A for every a E (0, 1). 
VII. ANALYSIS OF A SINGLE CHAIN 
In this section, the subscript n and the argument k in u,(x, y; k) are sup- 
pressed. The stochastic matrix P and the probability row vector Q are arbi- 
trary but given matrices with m columns. 
LEMMA 7.1. The vector functions 0 and P satisfy the relation 
O(s, t) = 2 f(s; T) t7, 
r-0 
where 
iys; Y) = fJ u(x, Y) 9. 
x-0 
These series converge absolutely for every point (s, t) E ES,. 
PROOF. This is obvious, since 0 =( w~(x, y) $ 1. 
(7.1) 
REMARK. The initial goal is to characterize P by evaluating and expanding 
ci in the variable t. 
LEMMA 7.2. Let z = (x, y). For every z 2 0 with integer components and 
with z 2 1, the functions ui satisfy the system of partial difference equations 
u& + t-4) = spici(z) 
5-l 
(i = 1, 2, --, m) (7.2) 
and the bounflary conditions 
ui(ei) = q1 and u@) = 0 (i = 1,2, ***, m), (7.3) 
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where zi indicates that the ith component of z is 0. This boundary value problem 
has a unique solution. 
PROOF. With reference to the definition (3.2) of u,~, note that the event 
{N(k + 1) = z + ei, N,+, = i , e } where k = z, can occur in only the follow- 
ing m mutually exclusive ways: for j = 1, 2, ..., m, the chain can be in state ei 
at time k, with probability u?(z), and a transition to state ei occurs at time 
k + 1, with conditional probabilitypji. Addition of the probabilities of these m 
events gives (7.2). Conditions (7.3) follow directly from the definitions of 
ui(z) and qi. There is a unique solution, since the values of u,(z) can be 
uniquely computed by use of a recursive procedure. 
LEMMA 7.3. The function Q satisfies the following equation: 
ii(s, t) = ii(s, t)PS, + QS,. (7.4) 
PROOF. Recall the definition ~~(0) = 0, multiply the ith equation in (7.2) 
by sisXtg where s, = t, sum over all z 2 0, use (7.3) to correct for the fact 
that (7.2) does not hold when z = 0, and write the resulting system of alge- 
braic equations in matrix form. 
REMARK. In order to show that (7.4) has a unique solution on E,,, it will 
be shown that the determinant k(s, t) of the coefficient matrix is strictly 
positive on ES,. The next lemma implies this result and also others to be 
used later. 
LEMMA 7.4. Let A = (aij) be a substochastic matrix with h rows, and let Z 
be the diagonal matrix with zl, z2, ‘.., z,, down the principal diagonal. Then 
w(z) = det (I - AZ) > 0 for ev~y z E E,: - 1 < .sj < 1 (j = 1, 2, .*., h). 
PROOF. Suppose that w(z) = 0 for some particular z E E,. Then there 
is a non-zero row vector v = (v,) such that v = vAZ or 
Since 1 zj 1 < 1 and v f 0, one finds that 
(j = 1, 2, a**, h) 
and that 
vj = x* V&j (j = 1, 2, .a*, h). 
. i-1 
(7.5) 
0 < I Vk I < 2 I Oi I aik 
i=l 
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for at least one integer R. Since ~~-, aii $ 1, summation of these h inequalities 
implies that & 1 vi ) < Xi”=, 1 vi (, which is impossible. Therefore, w # 0 
on E,. This, w is continuous in z, and w(0) = 1 imply that w > 0 on E,. 
LEMMA 7.5. Every principal minor of li is strictly positive on ES,. In parti- 
cular, i;(s, t) > 0 and &,(s) > 0 for every (s, t) E ES,. 
PROOF. This follows directly from Lemma 7.4. 
REMARK. The result in Lemma 7.5 is the best possible one in the sense 
that li = 0 and Ir;, = 0 can occur if any one sj = 1 (j # m). To see this, 
consider the case with p,, = 1 and sj = 1; then every element in the jth 
row of I -PpS, is 0. 
LEMMA 7.6. The fobwing relations hold for all s and t: 
A(% t)= (1 - t) ii,(s) + t qs, l), (7.6) 
&Q(S, t) = (1 - t) L(s) + t fiQ(S, I), (7.7) 
J(S, t) = (1 - t) i&(S) + t id(S, 1) (i = 1, 2, *a*, m - l), (7.8) 
,d(s, t) = Us) - liQ(S, 4. U-9) 
PROOF. Since the proofs of (7.6) to (7.8) are almost identical, only (7.6) 
is proved here. Except for the mth rows, corresponding rows of the non- 
expanded forms of (1 - t) li+n(s), with 1 - t multiplied through the mth 
row, and tJ(s, l), with t multiplied through the mth column, are identical 
and equal to the corresponding rows of li(s, t). The mth rows of (1 - t) ii,(s) 
and tli(s, 1) are (0, 0, ..., 0, 1 - t) and (- pmlsl, - pmg2, .a., - pmm--l~,,+-l, 
t -p,,t). Addition of these two rows gives the mth row of fi(s, t). 
To prove (7.9), note that the first m - 1 rows of the three determinants 
involved are identical. The last rows of /i,(s) and ii&s, t) are (0, 0, . . ..O. 1) 
and (- cm, - qzsz, “‘3 - qm-lsm--l, 1 - q,llt). Subtraction of the latter row 
from the former one gives the last row of ,,&s, t). 
LEMMA 7.7. Let a^ and aAQ be the two real analytic functions on ES defined by 
4% 1) 
a”(s) = 1 - m 9 
EQ(s* l) 
cicrts) = l - A,(s) ’ (7.11) 
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Then the system (7.4) has the unique solution ci = (I&) on ES,, which is @en by 
t aQ(s> 
c& t) = [I _ t a^(s)] ’ 
d cs t) = Ldm(s) - t(dfz(s) - i&S, l))] 
z I &L(s) [1 - t WI 
(7.12) 
(7.13) 
for i = 1,2, *.*, m - 1. 
PROOF. The functions a” and dQ are analytic on ES because R, ii,, and & 
are polynomials and li, > 0 on ES. Cramer’s rule and Lemma 7.5 imply that 
(7.4) has on ES, the unique solution 
id(s, t) 
%(s* t) = qs, q (i = 1, 2, . . . . m). 
These relations, (7.6) to (7.11), and li, > 0 on ES easily imply (7.12) and 
(7.13). 
REMARK. In order to expand ilf in Maclaurin series in t on ESt, it must 
be known that - 1 5 ci S 1 on ES. Later, the fact that ci can be expanded in a 
multiple Maclaurin series which converges absolutely and uniformly to a” on 
the closed cube Ei will be required. The next two lemmas are aimed toward 
these goals. 
LEMMA 7.8. Suppose that &(s) > 0 for every s E g, where u is some&en 
number which satisjies 0 < (I 5 1. Let P, be the matrix obtained jkom p by 
replacing every element in its mth column by 0, let,P, = P - P,,,, and let A 
denote the transpose of the matrix A. Then 
(I - SP&)-’ = s (SPh)k, 
k=O 
(7.14) 
where the series converges absolutely and uniformly on q. Furthermore, for 
every s E E,” and every f;nite t, 
(7.15) 
where (4mm denotes the element in the mth row and the mth column of the 
matrix A. 
364 MCCORD 
REMARKS. Since StPk = SPL for all finite t, replacing S by S, in (7.14) 
and (7.15) would change only the appearance of those equations. 
Lemma 7.5 implies that the hypothesis for Lemma 7.8 is always true when 
0 < a < 1. Later, the case a = 1 will assume importance. 
By setting t = 1 in (7.15), one obtains an expression for the Maclaurin 
series for a”. 
PROOF. Using the definition of fi,, note that 
Em(s) = det (I - P,S,) = det (I - SP&). 
Since li, > 0 on E,“, the inverse matrix on the left side of (7.14) exists on Ez, 
and there exists a constant&such that ( (I - SPA)-’ 15 K, for every SEE:, 
where ( A [ denotes here the sum of the magnitudes of all elements of the 
matrix A. 
Suppose that a < 1, and let s E E,“. Since P is a stochastic matrix with m 
rows, ( PN ( = m, and j P,” 1 5 m for every positive integer N. Each 
element in the matrix (SPk)N is a polynomial in sl, ss, ..., s,-r, wiht non- 
negative coefficients; therefore, the magnitude of each such element can be 
bounded by replacing all of the sis by a. For every positive integer N, it 
follows that 
1 (I - SP,‘,)-l - 3 (SPa)k 1 5 K, 1 (SP#v+l ) d mK, aN+l. 
J-0 
Since a < 1, the last quantity in this relation can be made as small as desired 
by choosing N sufficiently large. 
When a = 1, (7.14) holds on Es by the argument of the last paragraph. 
It follows from this, the continuity of the left side of (7.14) on E$ and the 
fact that each element in the right side of (7.14) is monotonic nondecreasing 
in each variable sj that x:kmpo (PI)” converges and hence that the right side of 
(7.14) converges absolutely and uniformly to the left side on Ei. 
To obtain (7.15) note that the following computation can be made for 
every s E E,” and every finite t: 
!!$L!$ = [det (I - PSJ] [det (I - SPhX1 
= [det (I - S,P’)] [det (I - S,P&)-l] 
= det [(I - S,Ph - S,,P&) (I - S,P&)-l] 
= det [I - S,,Pk “$o(SP6,k] 
= 1 - t (-K $o(swk)mm. 
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For the last step, note that St ,,,Pk = tmPk, and locate all of the zero elements 
of the matrices involved. 
LEMMA 7.9. Every coe&ient in the multiple Maclaurin series in the m - 1 
variables sI, s2, ..., s,,-~ for a^  is nonnegative. For every s E E,, - I 2 (i(s) 5 1. 
PROOF. Clearly, every coefficient in the series on the right side of (7.15) 
is nonnegative. The continuity of fi and Z(s, t) > 0 on E,, imply that 
E(s, 1) 2 0 on E, and hence that En,(s) - fi(s, 1) 5 A,(s). Dividing this 
relation by A,,,(s) implies that B(s) (= 1 for every s E E,. It follows from these 
facts that, for everys E E,, j a^(~,, s2, ..., s,,,-~) 1 5 a^(/ s1 /, ( s2 1, “., / s,-~ I) 2 1. 
REMARK. On replacing P by P, in Lemma 7.8, one finds that the func- 
tion aAa has all of the general properties possessed by a”. 
THEOREM 7.1. For each r = 1, 2, 3, ..., the real analytic functions fm and 
f  on ES are given by 
fm(s; r) = Go(s) [d(s)]r-I, (7.16) 
f(s; r) = b(s) [d(s)]‘-‘, (7.17) 
where the components ai of b are given by bVL = SQ and 
Q,) = [&a 1) - (1 - 4s)) iC(S)l t finds) 
(7.18) 
for i = 1, 2, ..., m - 1. 
PROOF. The functions in (7.16) to (7.18) are analytic on ES because they 
are rational functions and li, > 0 on ES. Since 1 t&(s) / < 1 for every point 
(s, t) E Est, (7.16) to (7.18) can be easily derived by expanding the functions 
(7.12) and (7.13) and by then comparing the results to (7.1). 
REMARKS. This theorem and the properties already ascribed to the 
functions involved provide sufficient information for the proof of Theorem I. 
However, there remains the proof that the limiting function p of (6.2) satisfies 
Lemma A. Also, additional information is required to exhibit the nature of the 
distributions represented by the functions a ,^ ci,, and j? For example, since 
det (I - P) = 0, (7.10) and ii,(l, 1, ..., 1) # 0 imply that ci(1, 1, ..‘, 1) = 1; 
but it is not yet clear that the sum of the coefficients (probabilities) in the 
Maclaurin expansion for ci has the value 1 in this case, since it has not yet 
been shown that this expansion is valid at the point s = (1, 1, “., 1) when 
X,(1, 1, . . . . 1) # 0. Moreover, there remains the interesting case in which 
fi,(l, 1, .‘.) 1) = 0. 
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LEMMA 7.10. Let A, Z, and w be as in Lemma 7.4, and also let 
Ef=l akj = 1 - b < 1 f or any oneJixed integer k. Suppose that every principal 
minor of order h - 1 of the determinant w(z) is strictly positive for every 
ZEE$ - 1 5 zi 4 1 (j = 1,2, . . . . h). Then w(z) > 0 for every z EE;. 
PROOF. Suppose that w(z) = 0 for some z E E:. As in the proof of 
Lemma 7.4, there is then a vector v # 0 whose elements satisfy (7.5), and 
IVjI 5$llVilaij (j = 1, 2, .*a, h), 
since 1 Zj 1 % 1. Now summation of these inequalities implies that 
Since b > 0, this relation cannot be valid unless ok = 0. The system (7.5) thus 
reduces to the following system of h - 1 equations: 
vi = zj Viai5 (j = 1, 2, a-*, h; j#k;v,=O). 
i=l 
Since the determinant of the coefficient matrix for this system is a principal 
minor of order h - 1 of w(z) and is not equal to zero by assumption, v = 0. 
Therefore, w # 0 on E:, and w > 0 on E: follows from w(0) = 1 and the 
continuity of the function w in z. 
NOTATION. If A is a square matrix, each square submatrix obtained by 
suppressing the rows and columns of A which contain the elements in any 
given subset of the elements on the principal diagonal of A and by then 
collapsing the result into a square matrix will be called a principal sub- 
matrix of A. Thus A itself and every element on the principal diagonal of A 
form principal submatrices of A. Also, if B is a principal submatrix of A, then 
det (I - B) is a principal minor of det (I - A). Below, P is any stochastic 
matrix with m rows, and P,,,, is the principal submatrix of P obtained by 
suppressing the mth row and the mth column. Finally, the cofactor of the 
element in the ith row and the jth column of I - P is denoted by Cij. In 
particular, note that 
fin@, 1, **‘, 1) = det (I - P,,,J = C,,. (7.19) 
LEMMA 7.11. If every principal submatti of P,,,, is not stochastic, then 
Em(s) > 0 for every s E E;. 
POISSON DISTRIBUTIONSFORMARKOV CHAINS 367 
PROOF. The proof uses Lemma 7.10 and induction. Since pii forms a 
principal submatrix of P,, which is not stochastic by assumption, pii < 1 
and1-pp,,si>0foreverys~E~andfori=1,2;~~,m-1.Thusevery 
principal minor of order 1 of the determinant &(s) is positive for every 
SEE:. 
Let A be any principal submatrix of P,, with two rows. Since A is not 
stochastic, A satisfies the hypotheses of Lemma 7.10. By the preceding para- 
graph, the two principal minors of order 1 of det (I - As*) are positive on 
Ei, where s* is the appropriate diagonal matrix of two rows. Lemma 7.10 
now implies that det (I - AS*) > 0 on Ei. 
By continuing in this way, one easily proves that li, > 0 on Ei. 
LEMMA 7.12. Statement (a) implies (b), and (6) implies that C,,,, = 0, 
where (a) and (b) are the following two statements: (a) There is at least one 
stochastic principal submatrix of P,,. (b) P,, is itself a stochastic matrix or 
P,, can be permuted into the form 
(7.20) 
where all diagonal elements of P,, are also diagonal elements of P& and where 
A is a stochastic matrix and B is a square matrix for which every principal 
submatrix is not stochastic. 
PROOF. One can readily see that (a) implies (b). If P,, is stochastic, (7.19) 
shows that C,, = 0. Otherwise, note that 
c ,,=det(I-Pz,)=det(I-A)det(I-B)=O, 
since det (I - A) = 0. 
LEMMA 7.13. The following three statements are equivalent: (a) Fi,(s) > 0 
for WRY s E E;, (b) G,, > 0, and (c) every prkipal submatrix of P,, is 
not stochastic. 
PROOF. Sets = (1, 1, ..., 1) in lim( ) s an d use (7.19) to find trivially that (a) 
implies (b). By Lemma (7.12), (b) implies (c). By Lemma (7.11), (c) implies 
(4 
REMARK. Note that statement (c) does not exclude the possibility that P 
may have stochastic principal submatrices other than P itself. Indeed, the 
matrix with the two rows (pii, pl,) and (p,r, pmm) can be such a submatrix. 
LEMMA 7.14. The cofactors Cfj satisfy the following relations: Cij = Cii 
for i,j = 1, 2, -.., m. 
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PROOF. For any fixed i, expand det (I - P) in terms of its ith row to 
find that Cii - x$=r p&, = 0. The desired result follows directly from this 
equation after noting that the Cij’s are independent of the pij’s and that this 
equation must hold for all admissible values for the pii’s, all for fixed i, 
For fixed i and j, take pij = 1, 
REMARK. Below, it will be convenient to treat simultaneously the func- 
tions a ,^ dQ, and f< exhibited in (7.10), (7.11), and (7.16) to (7.18) and also 
the limiting function fexhibited in (6.2). For this purpose, it will be helpful 
to describe an additional property of 5(s), which is defined in Section V.. 
Here, suppose that p > 0, let pnl = 0, and let pi = pi/p for i = 1, 2, ..., 
m - 1. Then zy:r pi = 1, and pi 2 0, since pFLi 2 0. Now let P, be the 
stochastic matrix obtained from P by replacing its mth row by the row 
(pi, p,, ‘.., p,). Then it follows that 
Kill(s) = p det (I - P,S) (EL f 01% (7.21) 
which has the same form as fi(s, I), except for the constant I”. 
The principal properties of the functions a ,^ do, fi, and p are summarized 
briefly in Theorem 7.2. Additional details of interest appear in the proof. 
THEOREM 7.2. A. Suppose C,,, > 0. Then each of the generating func- 
tions 2, aAQ, fm (for each r) and f  is analytic on the closed cube Ei, has a multiple 
Maclaurin expansion which converges absolutely and uniformly on E,‘, and 
represents a true probability distribution. Also, each of the generating functions 
fl,, fi, ..., fmlm-, (for each r) is analytic on E,’ and generally does not represent a 
probability distribution. 
B. Suppose C,,, = 0. Then each of the functions 8, 8,, f,,z (for each r), 
and f  can be continued analytically to the closed cube Ei, then has a multiple 
Maclaurin expansion which converges absolutely and uniformly on Ei, and 
represents a probability distribution which may OY may not be defective. AI1 of 
these functions are actually independent of at least one of their m - 1 arguments 
and can ezIen be constants. Also, the functions fi, f2, ..., fillP1 generally cannot be 
continued analytically to Ei and cannot represent probability distributions. 
PROOF. A. If C,,, > 0, then &, > 0 on Ei by Lemma 7.13. Since all of 
the functions under consideration are analytic functions of rational functions 
having the denominator K,, they are analytic on E,’ (and actually on a larger 
open set containing Ei). 
By Lemma 7.9 and the remark following it, every coefficient in the 
Maclaurin expansions for a ,^ &, andf, is nonnegative. The same statement 
applies to the function 1, since (as will be shown independently in 
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Section VIII) it is the analytic limit function of sequences of analytic functions 
with this property. These remarks also apply directly to the case with 
c 0. mnm = 
By use of (7.21), it follows from Lemma 7.8 by replacing P in it by P, P,, 
and P, (p # 0) that li(s, l)/&(s), AQ(s)/fi,(s), andZi,(s)/&(s) have multiple 
Maclaurin series which converge absolutely and uniformly on Ei. It follows 
that 8, aAQ, Jim, and f have Maclaurin expansions on E:. Therefore, the sum of 
the coefficients (probabilities) in the expansion of each of these functions can 
be obtained by simply setting each argument equal to 1. 
One readily sees that each of the functions aA, &, fm, and the coefficient 
of the exponential factor in f (See (6.2)) has the value 1 at the point 
s = (1, 1, ..., I). Using Lemma 7.14, one finds that 
m-1 m-1 
fi, (1, 1, -**, 1) = - z &,j + G, 2 clj = 0. 
j=l j=l 
Since C,, > 0, it follows that the exponential factor in f^also has the value 1 
at s = (I, I, .“, I). 
These results, (7.17) to (7.19), and Lemma 7.14 imply that 
The quantity C,,/C,, can have any nonnegative value. To see this when 
i= l,letPbeastochasticmatrixwithpjj< 1 forj=1,2;..,m-1 and 
plm > 0 and with every other element above the principal diagonal having the 
value 0. Then one easily sees that C1i/Cmm = (1 - pmm)/(l - pi,). 
While it has not been shown algebraically that the coefficients in the 
Maclaurin expansion of fi (i # m) are nonnegative, this follows from the 
probabilistic definition of 3i and the uniqueness in the preceding develop- 
ment. Also, it will not be shown in this paper that the sum of these coefficients 
can be obtained by setting s = (1, 1, ..., 1) in ji(s; r). However, if pi repre- 
sented a probability distribution, the sum of the probabilities could be 
obtained in this way and would be equal to 1 (or less than 1). In the preceding 
paragraph, it is shown that this is generally not the case, in agreement with 
earlier probabilistic remarks. 
B. If C,, = 0 and P,, # A, Lemmas 7.12 and 7.13 imply that the 
matrix I - PS can be permuted into the form 
I-AS, 0 0 
I--*3*= -B,S, I -BBS, -BB, , (7.22) 
- wa - c&J 1 -Pm, 1 
where A and B are the square matrices described in Lemma 7.12, B, is a 
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column of pi,,,‘s, C, and Cs are rows of P,,,~‘s, B, is a rectangular matrix, and 
S, and S,, are the appropriate principal submatrices of S. In this case, one 
readily sees that 
li(s,= 
det (I - AS,) det (’ z E$, 1 1 PB, 
mm 
) 
f-MS) det (I - AS,) det (I - B&J ’ 
(7.23) 
On replacing Pmm in Lemma 7.11 by B, one finds that det (I - BS,) > 0 
for every s E Ei. Lemma 7.4 shows that w(s) = det (I - AS,) must satisfy 
w(s) > 0 for every s E &, while it is clear that w( 1, 1, =.., 1) = 0. On the 
set Es, w(s) can be cancelled from the numerator and the denominator of 
expression (7.23) to leave a function which is analytic on the closed cube Ei 
and is independent of those variables s, appearing in S,. In this way, it follows 
that a  ^can be continued analytically to Ei. Moreover, a proof identical to that 
of Lemma 7.8 shows that (7.23) and hence a have multiple Maclaurin series 
which converge absolutely and uniformly on Et. 
If A = P,,, then (7.23) reduces to 1 - p,,, and ri(s) = p,,,,; this is the 
worst possible case of degeneration. With only the function a  ^in mind, note 
that B = 0 and Ci = 0 imply that this case B with C,, = 0 actually reduces 
to case A with a smaller value for m. While there is degeneration in the dimen- 
sion, a” still represents a true probability distribution. In the intermediate 
cases for which Ci # 0, it is probabilistically clear that the probability 
distribution represented by ci must be defective. On leaving the mth state, 
the associated Markov chain can pass, with positive probability, into the set 
of states associated with the matrix A; but there can be no return to the mth 
state. Then the mth state is transient. Similar remarks can be made about the 
various other possible cases. 
The analogous results for the functions 6,, f,,,, and fare obtained in the 
same way after replacing the matrix P in (7.22) by P, or P,, in accordance 
with (7.21) and the definitions of fiQ and J,,. 
Except for one example, no analysis of the functions ii (i # m) will be 
made here for the case with C,,, = 0. When m = 2, one can show that 
C,, = 0 if and only if pi, = 1 and that fi(s; I) has the simple form 
q&;lp,,s/(l - s) on Es when p,, = 1. When q,p82p2l > 0, this generating 
function clearly cannot be defined analytically on - 1 g s 5 1 and cannot 
represent a probability distribution. 
VIII. PROOF OF THEOREM I 
This theorem follows immediately from Theorem 7.1 and Lemmas 8.1 and 
8.2, which are presented below. 
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LEMMA 8.1. Let Hypotheses H be sutisjied, and let {Ye} be any sequence of 
positive integers for which lim r&r = 1. Then 
lim [$(s)p = exp [ - &(s)/&(s)] (8.1) 
unifwmzy on zg for every a E (0, 1). 
PROOF. Let Q E (0, 1) be fixed. From (7.10), note that’ 
On expanding the determinants fi,,(s, 1) and /i,,,,,(s), each appears as a poly- 
nomial of maximum degree m - 1 whose coefficients depend continuously 
on the elements of the matrix P,,. By Lemma 7.5, &,, > 0 on e for all R. 
It follows that &, R,,,, and l/X,, converge uniformly on q to h, ii,, and 
VL 
Note that the last row of &(s, 1) is 
( - PnmA, - PnmPF2, . ..l (84 
Since (1.3) and lim r,,/n = 1 imply that lim YP,, = pj for j = 1,2, ***, 
m - 1, it follows that the product of Y,, and (8.2) converges to the last row 
of ii,(s). Therefore, with Y, multiplied through the last row of Z,,(s, l), it 
follows that lim r&(s) = A,,(s)/R,( s uniformly on ,!$. From the relation ) 
exp [- x!(l - x)] 5 1 - x 5 exp [- CC] (0 5 x < 1)s 
one finds that 
exp - [ 
&b> (1 _ 6n(s)Iy~ 1 S MW I exp E- @Us)1 
for all sufficiently large 11, which implies the desired result since lim &,JY,, = 0. 
LEMMA 8.2. Zf Hypotheses H are satisfied, then 
RQ(s) 
h&(s) = 1 -lim(s>, (8.3) 
lim 6,,(s) = 0 (i = 1,2, **a, m - 1) (8.4) 
umformly on g for every a E (0, 1). 
3 
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PROOF. Let a E (0, 1) be fixed. From (7.11) and (7.18), recall that 
a ,cs) = I%(% 1I - C1 - ‘TZ~(~)> iCm(S)l nr fin&> (i = 1, 2, ‘.., m - 1). 
AS in the proof of Lemma 8.1, EQ,,, &, and id,,m are polynomials of maximum 
degree m - 1 with coefficients which depend continuously on the elements 
of P, and Qn. Therefore, these functions converge uniformly on Ei to the 
limits &Q(S) = t;Q(s, l), &s, 1), and i&(S). Now, (8.3) is obvious. Since 
lim (in(s) = 1, the second term of &,i(s) converges uniformly to 0 on Ei. The 
last row of the determinant i&(s, 1) is the row (8.2), which converges uni- 
formly to a row of 0’s. Thus ,d(s, 1) = 0 for every s F E,“, 
REMARK: Because of Theorem 7.2, one readily sees that the convergence 
in (8.1) and (8.3) can be made uniform on Ei. Similarly, the convergence in 
(8.4) is uniform on Ei when C,, > 0 but generally cannot be made uniform 
on Ei when C,, = 0. Obviously, the latter statement also applies to Theo- 
rem I. 
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