Increased focus on kinetic signatures in biology, coupled with the lack of simple tools for chemical dynamics characterization, lead us to develop an efficient method for mechanism identification. A small thermal modulation is used to reveal chemical dynamics, which makes the technique compatible with in cellulo imaging. Then, the detection of concentration oscillations in an appropriate frequency range followed by a judicious analytical treatment of the data is sufficient to determine the number of chemical characteristic times, the reaction mechanism, and the full set of associated rate constants and enthalpies of reaction. To illustrate the scope of the method, dimeric protein folding is chosen as a biologically relevant example of nonlinear mechanism with one or two characteristic times. © 2013 AIP Publishing LLC. [http://dx
INTRODUCTION
Although the characterization of dynamical processes has traditionally been essential to elucidate biological phenomena such as enzymatic catalysis 1 and protein folding, 1, 2 the significance of kinetic constraints is now highlighted in an increasing number of fields related to life sciences. In pharmacology for instance, reaction mechanism identification and rate constant measurements emerge as primary requirements to improve drug efficiency and safety, mainly because these parameters control the duration of action. [3] [4] [5] In cellular biology, the knowledge of interaction dynamics becomes essential to model and understand signal transduction pathways. 6, 7 It is noteworthy that this trend is expected to be reinforced by the development of optical setups that can image reaction kinetics in cellulo. [8] [9] [10] Yet, most of the available methods are still in vitro ones. Generally, a given control parameter is suddenly modified and the relaxation of the chemical system towards its new equilibrium state is monitored in time using spectroscopic acquisition (e.g., fluorescence emission, 2, 11-13 circular dichroism, 2, 11-13 nuclear magnetic resonance (NMR), 2, 14 and Fourier transform infrared (FTIR) absorption 15, 16 ). Concerning the applied perturbation, the concentration in reagents or the nature of the buffer can be changed by molecular advection coupled to diffusion, as in stopped-flow devices, 2, [11] [12] [13] 17 microfluidic mixers, 18, 19 and surface plasmon resonance (SPR) biosensors. [20] [21] [22] [23] Alternatively, the same goal can be achieved using light-activated processes, a) Author to whom correspondence should be addressed. Electronic mail:
anle@lptmc.jussieu.fr as in flash-photolysis 17 and laser-induced pH-jump. 18 Besides, temperature 2, 10, 17-19, 24, 25 and pressure, 2, 17, 24, 25 there are other parameters where jumps have been exploited to study biomolecule dynamics. Finally, one has to mention fluorescence correlation spectroscopy (FCS), which does not strictly belong to the preceding experimental framework but has nevertheless proved valuable to yield rate constants from the observation of small ensembles of molecules. [26] [27] [28] In fact, all the above techniques exhibit similar flaws. As soon as the reaction differs from a trivial one-step process, one has to engage in a sophisticated analysis of temporal decay curves, 12, 13, [21] [22] [23] the goodness of fit being questionably taken as a proof that certifies the assumed chemical mechanism. 12, 13, 23 If more insight into dynamics is wanted, demanding experimental plans must be devised in order to collect data in various conditions. For example, discrimination between two ligand binding modes requires to work at several reagent concentrations. 29 Likewise, relaxation times are measured in different denaturing solutions to decipher protein folding. 11, 13, 30 At last, the help of numerical computations is sometimes necessary for interpretation. 11, 12, 23 For all these reasons, it is frequently difficult to test, in an independent and reliable manner, the basic hypotheses done before curve analysis and rate constant extraction.
Ideally, mechanism identification should be direct, associated with user-friendly data recording and simple mathematical calculations. In addition, for an in vivo application, the method must be noninvasive, sensitive, and appropriate to open, far-from-equilibrium systems (as are living organisms). For an in vitro use, sensitivity is also requested, to limit sample size and thus operating costs. None of the existing techniques meets all these criteria. Therefore, it prompts us to develop original protocols which address these challenges. [31] [32] [33] First, we chose to reveal dynamics using a periodic forcing. Actually, relaxation techniques have been implemented in the frequency-domain for long, 17, 24 the analysis of transfer functions providing values of characteristic times, 8, [34] [35] [36] [37] [38] [39] [40] [41] or even giving indication on the followed mechanisms. 36, 38, 39 With light modulation, one could learn on both photophysical [34] [35] [36] and photochemical [37] [38] [39] phenomena. With temperature modulation, one could examine molecular interactions. 8, 40, 41 Interestingly, the existence for harmonic signals of phase sensitive detection schemes makes acquisition here much more sensitive than in the time domain. 8, 15, 16, 40 Hence, it facilitates the measurement of the amplitudes of the in-phase and out-of-phase concentration oscillations.
Second, we selected temperature as control parameter. It is widely utilized in biophysical kinetics because it significantly influences the extent of most processes. 2, 8, 10, 15-19, 24, 25, 40, 41 Hence, for a small enough perturbation, i.e., around a few degrees in amplitude, the system can be kept close to undisturbed conditions, implying that the method remains compatible with in vivo investigations. 8, 10 Surely, this approach is less intrusive than the injection of chemical species aiming at varying concentrations. 9 Moreover, the choice of temperature enables to estimate the values not only of rate constants but also of enthalpies of reaction.
Thus, dealing with thermal oscillations to perturb a chemical system seems promising. Such stimuli have been successfully harnessed to unravel the dynamics of biomolecules, initially at the minute time-scale using conventional instrumentation 15, 16 and then at the millisecond one thanks to miniaturisation. 8, [40] [41] [42] We are consequently confident that the present protocol will soon find practical applications. To go beyond the study of one-step mechanisms 33 and to show the scope of our technique, we here transpose it to a complex process of biological relevance, the folding of dimeric proteins. 30, 43 We propose the analytical treatment of a limited amount of data, collected in a single experiment, to identify the mechanism and to determine the above listed thermokinetic constants.
DESCRIPTION OF CHEMICAL SYSTEMS
No more than a few tenth of the proteome consists of monomers. 44 Thereby, folding issues can hardly be addressed without considering subunit assembly. Indeed, for numerous oligomers the interplay between the two processes is important. 30, 43 In this study, we initially focused on the formation of functional dimeric proteins P 2 from unstructured polypeptidic chains P 1 . As both one-step and two-step mechanisms have been observed, 30 we modeled the different reactive systems using the following common formalism:
Species I is here a possible intermediate and the k ±i are the rate constants. As far as dimers are concerned, four different 30, 43, 45 we find that molecularity for each step is most of the time inferior to three. Consequently, the stoichiometric coefficients are chosen to obey a = 0, 1, 2 and b + c = 1, 2; the meaningless case b + c = 0 for which the product P 2 would not be produced is omitted. Table I gives the different considered cases and some related biological examples. We now additionally account for monomers that fold either directly or through an intermediate, which corresponds to the (0, 1, 0) and (1, 0, 1) sets, respectively. The formation of trimers is also evoked with (2, 1, 1), as well as the one of dimers of dimers with (2, 0, 2). Nevertheless, we do not pretend to expose a technique enabling to determine all the mechanisms related to homo-oligomer folding because a significant number of such processes do not fall within the scope of Eq. (1). Conversely, our results can be directly implemented to any reactive system correctly described by these two chemical reactions, for instance already structured biomolecules that self-assemble. [46] [47] [48] As a matter of fact, we rely on classical chemical kinetics to describe folding and association. Such an approach is the most widely spread in the literature on oligomers and it has so far enabled to explain lots of phenomena in the field, using the stopped-flow technique for instance. 2, [11] [12] [13] 30 The use of the energy landscape formalism did not look pertinent in the context of this article because such sophistication appears necessary only to deal with processes occurring on time scales much shorter than the millisecond. 14, 19 
PRINCIPLE OF THE METHOD
As mentioned above, in order to reveal the dynamics of a chemical system, we apply a small temporal modulation of temperature around the value T 0 and at the angular frequency ω:
More precisely, a βT 0 amplitude close to 1
• typically generates a detectable response while it prevents species denaturation. Therefore, β 1 and all the involved reactions may be considered reversible. If we now assume that the Arrhenius law holds, we have
with R, the gas constant, r ±i , the pre-exponential factors, and E ±i , the activation energies. Thermal excitation thus induces harmonic variations of the rate constants and an expansion to the first order in β yields
with k 0 ±i = r ±i exp(− ±i ) for the values of the rate constants at T 0 and ±i = E ±i /(RT 0 ) for the reduced activation energies. Thereby, rate equations lead to concentration oscillations:
where P is the column vector of components P 1 , P 2 and where the 0 and 1 exponents indicate the order of the β-expansion. The present steady state respects detailed balance and is consequently an equilibrium state. However, the proposed technique could be straightforwardly extended to a nonequilibrium steady state. 32 Additionally, the first-order concentrations can be decomposed into
At the end of the experimental phase, Step 1 in Fig. 1 , we assume that the two steady state concentrations, P 0 i , and the four first-order amplitudes, P 1 sin i and P
cos i
with i = 1, 2, have been measured over a large enough frequency range.
Next begins the analytical phase, Steps 2-6 in Fig. 1 . In a preliminary evaluation, the collected data are used to compute a function G(ω) whose behavior will indicate the number of relaxation times. If the result is one, the mechanism has to be determined according to our previously published protocol. 33 If it is two, then the following iterative method can be implemented. First, a set of stoichiometric coefficients (a, b, c) is hypothesized. Second, four discriminating functions of the observables are built such as they are equal to either a kinetic or a thermodynamic parameter. Third, experimental data are used to plot these G i (ω) and H i (ω) functions, i = 1, 2. Two scenarios can now be observed, either the functions are constant and the assumed mechanism is allocated to the probed chemical system or one of the functions varies with ω and a new mechanistic suggestion has to be formulated as a starting point for a second iteration. In case of success, the values of G i (ω) and H i (ω) directly provide the forward rate constants at T 0 and the enthalpies of reaction for both steps, k 0 +i and H i /(RT 0 ) for i = 1, 2. In the end, the former results can be
Step 1. Determine N and P i 0 (i =1, 2) at steady state, measure the amplitudes of concentration oscillations P i 1sin , P i 1cos in a range of excitation frequencies ω
Step 2. Plot G(ω)
Step 3. Assume a mechanism with two characteristic times and write the rate equations
Step 4. Determine the functions G i (ω) and H i (ω) equal to and for the assumed mechanism, respectively
Step 5. Plot G i (ω) and H i (ω)
Step 6. Validate the mechanism and extract the parameters and
Step 2 bis. Mechanism with one characteristic time, see Ref. [33] G(ω) has one step or one vertical asymptote 
ELABORATION OF A TEST
To evaluate the number of relaxation times, no speculation on the obeyed mechanism is necessary. We rely on the test function established in our previous publication on reactions with a single characteristic time:
We have here introduced the oscillation amplitudes of P 1 concentration but the one of P 2 concentration could have been used equally. The expression of G(ω) is justified in the following. The presence of n − 1 steps or vertical asymptotes in the graph of G(ω) reveals the existence of n characteristic times differing at least by an order of magnitude. Note that, if the two time scales are too close, the method will lead to the determination of an effective mechanism with a single apparent characteristic time, which will in fact give a good approximation of the reactive system kinetics.
As an illustration, we will now perform the computational procedure associated with Step 3 and Step 4 when it is presumed that the studied mechanism involves the passage through a dimeric intermediate, which corresponds to Eq. (1) with (a, b, c) = (2, 0, 1). Dynamics is thus characterized by two relaxation times and the associated rate equations are given by
where conservation of matter, N = P 1 + 2I + 2P 2 , has been utilized to eliminate the concentration in species I. This system of equations is subsequently solved order by order. To the zero order, we obtain the thermodynamic constants at temperature T 0 versus the equilibrium concentrations. As the former parameters are also equal to the ratio of the forward and backward rate constants, we deduce
Then, to the first order, we have
where the vector P 1 , the matrix M, and the vector Q are defined by
In order to decouple the evolutions of the first order amplitudes P 
the change of basis matrix
and the new variables
where V −1 is the inverse matrix of V. We can at present rewrite Eq. (10) as
withQ = V −1 Q. The new variables X − and X + are decomposed into sine and cosine terms,
and Eq. (17) leads to
having assumed that the two eigenvalues are different and non zero. Equation (9) is next used to express the rate constants k 
Importantly, the preceding expressions have been established for the sole (2, 0, 1) mechanism. If the probed chemical system is described by a different set of stoichiometric coefficients, the latter assertions will not be verified. Before examining how the four functions G i (ω), H i (ω), with i = 1, 2, may provide a test for the assumed mechanism, we use the previous calculations to justify the expression of the function G(ω) given in Eq. (7). Following Eq. (19), each eigenvalue, i.e., the opposite reciprocal of each characteristic time, obeys
which generalizes the result obtained for a reaction with a single characteristic time, τ , for which Eq. (7) leads to G(ω) = −1/λ = τ , where λ is the single eigenvalue of the system.
33

VALIDATION OF THE TEST
We have defined a function G(ω) which can indicate the number of characteristic times associated with a given reactive system. Furthermore, we have built four functions G i (ω) and H i (ω), i = 1, 2, that are constant if the probed mechanism is identical to some assumed one. In our example, the J. Chem. Phys. set of stoichiometric coefficients has been hypothesized to be (2, 0, 1). We now wish to determine the variation of G(ω), G i (ω), and H i (ω) when the observables are associated with different probed mechanisms, i.e., different values of (a, b, c).
To simulate an experiment, we first solve the rate equations associated with the general mechanism defined in Eq. (1). The calculations are similar to the ones of the Elaboration of a Test, they are cumbersome and the results are not given here. The expressions of the six concentrations P Table I .
By construction, G(ω) is constant if the probed mechanism has a single characteristic time. It is precisely what we can notice in Fig. 2 for the sets of stoichiometric coefficients (0, 1, 0) and (0, 2, 0). In these cases, the constant value of G(ω) provides the reaction relaxation time. 33 On the contrary, a vertical asymptote or a step is observed if the probed mechanism has two characteristic times. By step, we mean an inflection point with non zero derivative, as displayed by (1, 0, 2) and (2, 0, 2). All the other triplets lead to a vertical asymptote: for (2, 0, 1) and (1, 0, 1), it is directly evidenced by the graph whereas for (1, 1, 1) and (2, 1, 1) features fall partly outside the range of explored angular frequencies. In summary, for all the considered cases, the distinction between mechanisms associated with one and two characteristic times is clear. Plotting G(ω) can correctly drive the analytical procedure either toward the method applicable to single step reactions 33 or toward the one constituting the subject of the present article, which is dedicated to two-step reactions (see Fig. 1, Step 2).
Next, for different probed mechanisms, Fig. 3 shows the graph of the G i (ω) functions obtained when the stoichiometric coefficients are assumed to be (2, 0, 1). G 1 (ω) is constant only if the investigated chemical system obeys (a, b, c) = (2, 0, 1), otherwise it exhibits a vertical asymptote which should be easy to detect in an experiment. Such variations of huge FIG. 3 . Frequency behavior of the two G i (ω) functions built when the stoichiometry of the mechanism described in Eq. (1) is assumed to obey (a, b, c) = (2, 0, 1). The various color lines correspond to the responses issued from the various chemical systems described in Table I: , two terms whose signs are not imposed. In addition to validating the mechanism, the constant value of G 1 (ω) provides k 0 +1 , the rate constant of intermediate I formation. Similarly, G 2 (ω) has been built to be constant and equal to k 0 +2 , the rate constant of product P 2 formation, if the probed mechanism is the assumed one. This behavior is actually observed for (2, 0, 1) in Fig. 3 . Besides, for the majority of the other sets of stoichiometric coefficients, the graph of G 2 (ω) displays steps instead of asymptotes. This difference of behavior is not representative, because other values of the kinetic parameters than the ones given in the caption of Fig. 2 may generate asymptotes or steps for both G 1 (ω) and G 2 (ω). More striking is that a constant value for G 2 (ω) is obtained not only for the assumed mechanism, i.e., for (2, 0, 1), but also for the one sharing the same linear second step, i.e., (1, 0, 1) . Such a fact could not be evidenced on G 1 (ω). Indeed, the rate constant associated with a given chemical step appears in the coefficients of the matrix M and of the vector Q with different factors depending on the nonlinearity and on the steady state concentrations. For example, the rate constant k 0 +1 which is associated with the step we have aP 1 I, is revealed by the product a To sum up, a single function, as here G 1 (ω), can be sufficient to discriminate between the different mechanisms. Nevertheless, the test may be challenged by linear dynamics. Moreover, for specific values of the rate constants and enthalpies of reaction, G 1 (ω) or G 2 (ω) may accidentally appear constant for a mechanism different from the assumed one. To get rid of both kinds of degeneracy, it is thus always safer to plot and evaluate the behavior of the two G i (ω) functions. Once the mechanism is validated and the rate constants k Table I . A priori, since the two H i (ω) are constant if the probed mechanism is equal to the assumed one, they can also be used to assert the chemical system dynamics. In case of success, each H i (ω) value will provide the enthalpy of reaction H i /(RT 0 ). Yet, as for G 2 (ω), the probed mechanism which has the same second linear step than our working hypothesis, i.e., b = 0 and c = 1, results in a flat response for H 2 (ω). Furthermore, the amplitude of the variations of the H i (ω) graphs are smaller than the one observed for the G i (ω). In our example, the imperceptible steps obtained on H 1 (ω) for (1, 1, 1) and (2, 1, 1), as well as the ones produced by H 2 (ω) for (1, 0, 2) and (2, 0, 2), can even end in misinterpretation.
In summary, functions related to rate constants, as here the two G i (ω), certainly enable more sensitive tests than functions built on enthalpies, as here the two H i (ω). However, the H i (ω) plots strengthen the conclusions drawn from the analysis of the G i (ω) ones and they can be used to track accidental degeneracies associated with particular parameter values. To check an assumed mechanism with the utmost care, we therefore advise to draw the graphs of the four functions, which presents the advantage of providing the values of the rate constants and enthalpies of reaction at the same time.
DISCUSSION
The results on the identification of the mechanism given in Eq. (1) with (a, b, c) = (2, 0, 1) allow us to propose the protocol given in Fig. 1 as a generic way to characterize the dynamics of systems displaying two relaxation times. Beyond the scope of oligomeric protein folding, 30, 43 applications to other kinds of reactions, such as ligand binding 5, 29 and molecular association [46] [47] [48] are foreseen. Indeed, such phenomena can also be described relying on a reaction diagram with a single reaction coordinate. Anyhow, it is important to note that the present work does not pretend to be relevant to decipher submillisecond folding events, for which interpreting experiments in terms of diffusion over free energy surfaces with many degrees of freedom is more appropriate. For our calculations, we have further hypothesized that rate constants follow the Arrhenius law. In fact, as far as protein conformational transitions are concerned, this assumption is most of the time verified for unfolding but is not always true for folding. 14, 49 In the latter case, the significant contribution of hydrophobic collapse may indeed lead to large heat capacity changes. [49] [50] [51] Consequently, it is common for the plots of ln (k ±i ) as a function of 1/T to be nonlinear when data have been collected over several tens of degrees. [49] [50] [51] [52] [53] [54] The Eyring equation is then more suitable for fitting than Eq. (3). Nonetheless, our approach remains valid because the applied thermal oscillations are limited to a few kelvins, thereby enabling to approximate the considered curves by straight lines around T 0 . 31 In addition, as the sign of E ±i was not taken into account during the computations, validity is also enforced when the local activation energy is negative. 49, 51, 52 More in details, the proposed technique includes a first experimental step where T is modulated and where the steady concentrations, P 0 i , and the first-order amplitudes of the concentration oscillations, P 1 sin i and P
cos i
, are recorded for the two P i species, i = 1, 2. The total concentration in reactants, N, is also known. Considering the advances in microtechnologies, it is nowadays possible to record data down to the millisecond-timescale. 8, [40] [41] [42] On the other hand, to perform analysis within a reasonable acquisition time and to be relieved from instrumentation drift, the period of the oscillations should not exceed more than hundreds of seconds. 15, 16 Hence, at the moment state-of-the-art technology guarantees a five to six orders of magnitude temporal window to probe reaction mechanisms.
During a second step, the above collected data are used to plot the G(ω) function and the number n − 1 of steps or asymptotes it exhibits enables to determine the number n of characteristic times. If n = 1, we refer to the already published procedure for identification of one-step mechanisms. 33 In general, it will then be necessary to supplement measurements with the determination of the second-order amplitudes of concentration oscillations. However, in the context of dimeric protein folding, the problem will be more straightforwardly solved: only 2P 1 P 2 corresponds to such a signature. If now n = 2, a mechanism with two characteristic times have to be assumed during Step 3 and the associated rate equations are used to express the rate constants and the enthalpies of reaction in terms of the zero-and first-order amplitudes of concentration oscillations (Step 4). These expressions define functions of the angular frequencies that are plotted from the recorded experimental data. Theses graphs are next evaluated in Step 5. If one of the functions is not constant in the explored ω-range, showing a step or a vertical asymptote, another mechanism has to assumed and the procedure has to be iterated from Step 3. On the opposite, if all the functions are constant, the assumed mechanism is allocated to the reactive system and the obtained values give the rate constants and the enthalpies of reaction in the conclusive Step 6. We have demonstrated that the richness of information contained in the first-order amplitudes of concentration oscillations can be harnessed to elucidate a mechanism with two characteristic times. In particular, the more delicate recourse to second-order data is not necessary, in contrast to the requirements imposed when analyzing mechanisms with a single characteristic time. 33 In fact, the sensitivity of the procedure is expected to increase with the nonlinearities of the assumed chemical dynamics. Nevertheless, where previously a single species had to be detected, 33 we now have to measure two concentrations. Also a little more constraining, it can nowadays easily be achieved either with multicolor fluorescence acquisition or with spectroscopies providing numerous and well-defined peaks (e.g., NMR, 2, 14 FTIR 15, 16 ). Since concentration oscillations can be measured by referring to a common extrinsic thermometer, information on both P i can be acquired successively. It is consequently possible to engineer different probes to get insight on phenomena occurring at various locations on the biomolecule, emphasizing on the different chemical steps. 11 The asset of our method is to characterize the full set of chemical steps from a single measurement of macroscopic quantities. Once data have been acquired, mechanism identification only relies on an iterative procedure alternating hypothesis generation and qualitative matching analysis. With this respect, it belongs to the same technical context as dynamical fingerprints. 55 Importantly, the allocation of a chemical scheme to a reactive system does not depend on the goodness of a fit. In addition, collected observables are analyzed without any a priori on the obeyed model, so as for thermokinetic parameter extraction. Those two latter points diverge sharply from what is usually performed when using stopped-flow, 2, [11] [12] [13] 30 FCS, [26] [27] [28] or SPR, [21] [22] [23] for instance.
Combining the above advantages with the fact that thermal excitation has been proved to be poorly invasive and compatible with imaging, 8, 10 we anticipate the present protocol will be profitable to future in cellulo investigations.
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