The main purpose of electroencephalography (EEG)-based brain-computer interface (BCI) technology is to provide an alternative channel to support communication and control when motor pathways are interrupted. Despite the considerable amount of research focused on the improvement of EEG signal detection and translation into output commands, little is known about how learning to operate a BCI device may affect brain plasticity. This study investigated if and how sensorimotor rhythm-based BCI training would induce persistent functional changes in motor cortex, as assessed with transcranial magnetic stimulation (TMS) and high-density EEG. Motor imagery (MI)-based BCI training in naïve participants led to a significant increase in motor cortical excitability, as revealed by post-training TMS mapping of the hand muscle's cortical representation; peak amplitude and volume of the motor evoked potentials recorded from the opponens pollicis muscle were significantly higher only in those subjects who develop a MI strategy based on imagination of hand grasping to successfully control a computer cursor. Furthermore, analysis of the functional brain networks constructed using a connectivity matrix between scalp electrodes revealed a significant decrease in the global efficiency index for the higher-beta frequency range (22)(23)(24)(25)(26)(27)(28)(29), indicating that the brain network changes its topology with practice of hand grasping MI. Our findings build the neurophysiological basis for the use of non-invasive BCI technology for monitoring and guidance of motor imagery-dependent brain plasticity and thus may render BCI a viable tool for post-stroke rehabilitation.
Introduction
The main purpose of electroencephalography (EEG)-based brain-computer interface (BCI) technology is to provide an alternative channel to support communication and control when motor pathways are interrupted (Wolpaw et al 2002 , van Gerven et al 2009 , Millán et al 2010 . One type of EEG-based BCI exploits the modulation of sensorimotor rhythms (SMRs). These rhythms are oscillations in the EEG occurring in the alpha (8-12 Hz) and beta (18-26 Hz) bands and can be recorded over the sensorimotor areas. Their amplitude typically decreases during actual movement and similarly during mental rehearsal of movements (motor imagery; MI) (Pfurtscheller and Lopes da Silva 1999, Neuper et al 2005) . Several studies have shown that people can learn to modulate SMR amplitude by practising MI of simple movements (e.g. MI of a hand/foot movement) to control output devices (Blankertz et al 2010 , Cincotti et al 2008b . This process occurs in a closed-loop where the system recognizes the SMR amplitude changes evoked by MI and these changes are instantaneously fed back to the users. This neurofeedback procedure based on operant conditioning enables BCI users to control their SMR activity and thus the system. To acquire SMR-based BCI control requires a training period before users can achieve their best possible performance. Despite the considerable amount of research focused on the improvement of EEG signal detection and translation into output commands, little is known about how the brain instantiates MI-based BCI control and the accompanying plastic changes in motor cortical areas. In other words, there is a need to elucidate BCI-induced brain plasticity.
To address the issue of if and how SMR-based BCI training would induce plastic changes at the motor cortical level, we first exploited transcranial magnetic stimulation (TMS). TMS is a non-invasive electrophysiological method which enables the accurate study of motor cortical responsiveness under different behavioral settings (Hallett 2007) .
Several studies have consistently shown that corticospinal excitability, as estimated from the motor evoked potential (MEP) amplitude, is enhanced by MI (Kasai et al 1997 , Rossini et al 1999 , Fadiga et al 1999 . We hypothesized that primary motor cortex excitability would be significantly enhanced following SMR-based BCI training operated by MI. Accordingly, MEPs elicited at the hand muscles are expected to be larger at post-as compared to pre-training.
Furthermore, to elucidate the effect of MI practice via BCI training, we estimated the structure of the functional connectivity patterns derived from high-density EEG data and characterized them by means of network metrics derived from graph theory (Bullmore and Sporns 2009) . Given the recent evidence of a dynamical modulation of the brain network structure during cognitive and motor tasks (Stam 2010) , our hypothetical prediction was that the brain network active during BCI training would reorganize as practice proceeded.
Methods

Study design
Ten healthy subjects (6 females; mean age and SD 30 ± 7 years) participated in this study. The protocol was approved by the Ethical Committee of the Fondazione Santa Lucia and Hospital, where experiments were conducted. Subjects gave their written informed consent prior to the experiment and were screened for potential risks to TMS by means of the TMS Adult Safety Screen (Keel et al 2001) .
Over the course of approximately 4 weeks, subjects underwent SMR-based BCI training comprising 6-8 training sessions with 2 sessions per week. Each session lasted about 40 min and consisted of eight 3 min runs of 30 trials each. TMS was performed prior to the first and at least 24 h after the last BCI training session. Two participants underwent magnetic resonance imaging (MRI) of the brain to allow the modeling of the head structures.
Sensorimotor-based BCI training
During each session, subjects were comfortably seated in a reclining chair in a dimly lit room, with both arms resting on a pillow. Scalp EEG potentials were recorded (BrainAmp, Brainproducts GmbH, Germany) from 61 positions (according to an extension of the 10-20 International System; linked ears reference). EEG data were bandpass filtered between 0.1 and 70 Hz, digitized at 200 Hz, transmitted to the BCI program for on-line processing and stored for off-line analysis. To ensure that the chosen features were not contaminated by muscular activity and/or ocular movements, left-and right-hand muscle electromyographic (EMG) activity and electroculogram (EOG) were simultaneously recorded. Such signals were available to the experimenter for the online monitoring of the muscular contraction at the arm and eye movements, in order to reinforce the subjects to relax their muscles and/or avoid eye movements throughout the BCI session. Data acquisition, on-line EEG processing and feedback to the subjects were performed using the BCI2000 software platform (Schalk et al 2004) . BCI control was based on the detection of decrease in power in a subject-dependent frequency range within the alpha (8-12 Hz) and beta (14-26 Hz) bands, over sensorimotor areas.
An initial screening session suggested, for each subject, the signal features (i.e. amplitudes at particular scalp locations and frequencies) that could best discriminate between MI and rest. The screening session consisted of alternate random presentation of cues on the right side of the screen (target up/down; 3 runs, 12 trials each run). Subjects were asked to execute or to imagine movements of her/his hands or feet upon the appearance of the top or bottom target, respectively (fist clenching; repeated dorsiflexion of ankle joint). For MI, subjects were instructed to imagine kinesthetically from the first-person perspective movement of the upper and lower limbs.
An offline analysis was performed to compare EEG signals associated with the top target (condition 1) to those associated with the bottom target (condition 2), with the aim of detecting a set of EEG features that maximized prediction of the current target. EEG data were re-referenced to a common average reference, divided into epochs of 1 s and spectral analysis was performed by means of a maximum entropy algorithm with a resolution of 2 Hz. All possible features in a reasonable range (i.e. 0-60 Hz in 2 Hz bins) were extracted and analyzed simultaneously. A feature vector was extracted from each epoch, and labeled according to the experimental condition. This vector was composed of the spectral amplitude at each frequency bin for each channel. Using all epochs of the recording session, the coefficient of determination r 2 , i.e. the proportion of the total variance of the signal amplitude accounted for by target position (Cincotti et al 2008a) , was calculated to determine significant differences in the values of each feature in the two conditions. At the end of this process, r 2 values were compiled in a channel-frequency matrix and head topography, and evaluated to identify the set of candidate features that separated best arm versus feet movement and had to be enhanced with training. During the following training sessions, the subjects were provided with feedback of these features, so that they were enabled to learn modulation of the SMR amplitude. A subset of electrodes was used to control online cursor movement, whose vertical velocity was determined in real time by the amplitude of the subject's SMRs. Outcome measures were accuracy (i.e. the percentage of trials in which the target was correctly hit) and r 2 value.
TMS mapping
TMS mapping was conducted according to previously described procedures (Cicinelli et al 2006 , Melgari et al 2008 .
In short, an inelastic cap was placed over each subject's head and anatomical references were marked (nasion-inion line, inter aural line, Cz). The cap contained a grid of 49 numbered squares (1 × 1 cm 2 ), with square 1 being in the center of the grid, and the others being subsequently numbered in spiral fashion. The EMG activity from the opponens pollicis (OP) and extensor digitorum communis (EDC) muscles was recorded with Ag/AgCl cup electrodes in a belly-tendon montage (Galileo-NT, Italy). Single pulse magnetic stimuli were delivered with a figure-of-eight coil (9 cm diameter) connected to a Magstim 200 (Magstim Company, Whitland, UK) over the motor cortex, in the optimal position in order to elicit MEPs in the contralateral OP ('hot spot'; Rossini et al 1994) . The amplified and bandpass-filtered (0.1 Hz to 2 kHz) EMG raw signal was digitized at a 20 kHz sampling rate and stored for offline analysis. The coil was placed tangentially to the skull with the handle pointing back and away from the midline by 45
• . The motor threshold at rest (RMT) was determined as the lowest intensity able to produce motor-evoked potentials (MEPs) larger than 50 μV in at least five out of ten consecutive trials (Rossini et al 1994) . The reference grid was positioned over the cap with the center (site 1) of the map over the 'hotspot' for the OP. TMS intensity was set at 110% of RMT (37 ± 5%) and maintained constant; 3 stimuli for each site were delivered, and the site was considered excitable when at least 3 MEPs larger than 50 μV could be elicited.
Maps were recorded at rest (Rest) and during a MI task (MI), as follows. Subjects were comfortably seated with both arms resting on a pillow, eyes open and fully relaxed while the first map was recorded. Then they had to kinesthetically image joining the first and fifth fingertips. MEP latency and peak-to-peak amplitude were calculated for each site and muscle. In particular, MEP latency was monitored for each site and muscle, to ensure that the coil orientation was stable across stimulus delivery. A text file containing these values was then exported and processed using customized software (MATLAB script) for further computations. Each map was characterized by estimation of the peak (i.e. the maximum value of MEPs amplitude) and volume (i.e. the product of the number of excitable sites times the mean MEP amplitude). These two parameters were chosen to evaluate and to compare excitability maps obtained for pre-and post-BCI training. The MEP latency was not considered for further analysis since this parameter was not expected to directly reflect the effect of MI at the cortical level (Kasai et al 1997 , Rossini et al 1999 , Hallett 2007 . The left and right hemispheres were stimulated according to a random sequence among subjects, since they were not instructed to focus on exclusively right or left hand MI (target-up condition).
To reduce the variability of MEP amplitude data, a logtransformation was applied for statistical analysis. Then, two analyses were performed: (1) a single-group analysis (n = 10 subjects) and (2) a subgroup analysis for which subjects were grouped according to behavioral data (see below). Two separate 2 × 2 repeated ANOVAs were performed relative to the peak and volume of each muscle (OP and EDC), with 'Time' (pre-/post-training) and 'Task' (Rest, MI) as the within-subject factor. A post hoc Bonferroni correction was chosen to assess significance (α = 0.05).
Functional brain networks
In this study, the inter-area functional connectivity across BCI training sessions was assessed by means of the imaginary coherence method, which allows the detection of brain interaction from rhythmic EEG data (Nolte et al 2004) .
Imaginary coherence values were estimated within 5 EEG frequency bands: theta (4-7 Hz), alpha (8-12 Hz), beta1 (13-21 Hz), beta2 (22-29 Hz) and gamma (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) . Then an average of these values obtained between the electrode pairs was considered for each single frequency bin within a period of interest of 4 s epoch of EEG data belonging to target-up (hand MI) and target-down (foot MI) trials, respectively. The EEG epochs contaminated by artifact were excluded from further analysis. The offline artifact rejection was performed as follows. First, the EOG signals were fed into a regression algorithm (Gratton et al 1983) for an automatic removal of eye blink-induced artifacts; a second artifact rejection based on visual inspection performed by an experienced electroencephalographer allowed the removal of trials contaminated by EMG activity. The overall functional networks for each BCI training session were achieved by averaging 120 functional networks (i.e. number of run × session times the number of trials × run).
In order to consider the most relevant links in the networks, we applied a threshold on the strength of the imaginary coherence of each resulting connectivity pattern. As previously reported (De Vico Fallani et al 2010) , we considered the same number of significant links for each network. This approach has been demonstrated to reduce the variability between different subjects and frequency bands. Accordingly, we converted the original weighted and fully connected networks into unweighted and undirected sparse binary graphs by maintaining the strongest 185 (i.e. a connection density of 0.05) connections and by converting them in logical values, i.e. 0 = no link, 1 = presence of significant link. Finally, the estimated functional connectivity patterns were characterized by means of network metrics derived from graph theory (Bullmore and Sporns 2009) . The theoretical representation of a network is the graph. A graph consists of a set of vertices (or nodes) and a set of edges (or connections) indicating the presence of interactions between the vertices. The adjacency matrix A contains the information about the connectivity structure of the graph. When a link connects two nodes i and j , the corresponding entry of the adjacency matrix is a ij = 1; otherwise a ij = 0. In our graphs, nodes (or vertices) represent scalp electrodes and links (connecting edges) represent the statistically significant relation of synchronization between EEG signals recorded from electrode pairs.
The global efficiency index was computed to evaluate the global communication level of the estimated brain networks. The efficiency coefficient e between two vertices, i.e. the inverse of the shortest distance between the vertices d i,j (Latora and Marchiori 2001) , was used. The average of all of the pairwise efficiencies e ij is the global efficiency E g of the graph,
where N is the number of vertices composing the graph. E g ranges from 0 to 1.
Statistical analysis.
In order to assess statistical differences between the efficiency values in the first and last sessions, we used the non-parametric Wilcoxon rank sum test, which is more robust in the case of normality violation. For each task (hand or feet MI), group (SOS/SIS; see below) and frequency band (theta, alpha, beta1, beta2 and gamma) we compared the distributions of E g (N = 5) between the two sessions (α = 0.05).
Results
BCI training and behavioral data
All ten subjects were able to acquire control of SMR amplitude with an average accuracy ranging from 75% to 96% (table 1) .
The majority of subjects have performed substantially above chance since the initial training session and performance remained stable across sessions with a slight improvement toward the end of training. Similarly, the subjects' level of SMRs modulation expressed by r 2 values was stable with training progression.
The r 2 topographical and spectral analyses revealed that voluntary cursor control was focused over the scalp sensorimotor areas, mainly bilaterally (n = 7 subjects; table 1), and characterized by desynchronization of SMR (12-14 Hz; table 1), for all subjects. These BCI control features persisted over training, as illustrated in figure 1 for two representative subjects (S01 and S09).
Despite these electrophysiological common features, behavioral data systematically gathered at the end of each training session (open interviews) disclosed that participants actually relied on different (spontaneously developed) MI task strategies to achieve cursor control. Indeed, when the subjects were asked to report on the MI task performed to gain control of the cursor motion toward targets at the top of the screen, half of them (n = 5) described a first-person imagery of their own hand(s) performing a grasping movement leading to an action (e.g. 'squeezing a tube of toothpaste' or 'holding a steering wheel'). We refer to this group of subjects (S06-S10) as the 'subject own strategy' group (SOS). The remaining five subjects kept performing a first-person imagery of fist clenching as instructed during the screening session ('subject instructed strategy', SIS). No differences were reported to control the cursor downward: all subjects concentrated on kinesthetic imagery of repeated foot/feet dorsiflexion (as instructed during the screening task).
TMS mapping
The mean values (±SD) of EDC and OP map parameters obtained, for each condition (MI; Rest; Pre-training; Posttraining) from all subjects, are listed in table 2. The ANOVA revealed a significant main effect of 'Task' for both OP map peak and volume (p < 0.05). The OP MEP amplitude values were larger during MI as compared to Rest (OP map volume: F (1,9) = 13.86, p < 0.01; OP map peak: F (1,9) = 13.25, p < 0.01). No significant main effects were detected for the peak and volume of the EDC muscle map. For both hand muscle map parameters, no statistically significant differences were found before as compared to after BCI training. This lack of significance prompted us to analyze the hand muscle excitability areas pre-and post-BCI training separately for the SOS and SIS groups. For the SOS group, the ANOVA revealed a significant main effect of 'Task' (F (1,4) = 8.05, p<0.05) and a significant 'Time' × 'Task' interaction (F (1,4) = 76.6, p<0.001) for the OP muscle map peak. Post hoc comparison revealed a significant difference between MEP amplitudes during MI pre-as compared to posttraining (p < 0.001). Likewise, the OP muscle map volume was significantly increased after termination of training (main 'Task' effect: F (1,4) = 9.16, p < 0.05; 'Time' × 'Task' interaction, F (1,4) = 42.6, p < 0.01). Post hoc comparisons revealed this volume increase to be significant during the MI condition (p < 0.001).
The ANOVA for the SIS group OP muscle map peak showed a significant 'Time × Task' interaction (F (1,4) = 15.8 p < 0.05). The MEP amplitude during MI was smaller post-training (p < 0.05). No significant differences were found for the volume of the OP map. Lastly, for the EDC muscle main effects of task or time and no interaction were found.
The finding of selective changes in the scalp 'active' area of the OP muscle during MI is illustrated in figure 2, for two representative subjects of the SIS and the SOS groups, respectively.
Functional brain networks
The statistical analysis performed on the E g index revealed that the global efficiency of the brain networks in the beta2 band (22-29 Hz) decreased significantly as a function of BCI training time (comparison between first and last training session; p < 0.05) in the target-up condition (hand MI) for the SOS group but not for the SIS group (figure 3, panels a and b). No significant variations in E g were found in the theta/alpha-and beta1/gamma-band networks. Finally, the E g values estimated from the brain networks in all of the frequency bands did not vary significantly across training sessions when considering the target-down condition (foot MI) for both SOS and SIS groups.
Discussion
In this study, we used TMS and the graph theoretical approach to investigate the functional changes in the motor cortical system following MI-based BCI training in healthy volunteers. Our findings provide evidence that successful MI-based BCI control leads to (1) a change in motor cortical excitability as indicated by an enhancement of hand muscle representation that occurs specifically for the hand muscle engaged by the imagined motor action. Importantly, this increase in excitability was visible 24-48 h post-training; (2) a change in the topology of SMR networks that shifted toward a lower level of global efficiency, indicating that specific task performance required less widespread cortical activity after training. This is a clear indicator of practice and possible automatization.
BCI training features
All subjects gained control of the BCI application by modulating their EEG SMR amplitude over the expected centro-parietal scalp areas with a stable mean accuracy of 83%. In all but two subjects, performance was already high in the first session (82%) and did not improve significantly with training. This surprisingly high degree of voluntary control of the SMR is unlikely to be due to a bias in our sample selection procedures. Indeed, subjects were recruited by means of advertisement (with no monetary reward implied) and consecutively enrolled solely on the basis of the criteria reported in section 2. The issue of how much learning is involved in BCI control still remains an open question. Recently, Kübler et al (2010) reviewed studies on BCI training involving healthy subjects and patients, and they concluded that human learning was involved only in those BCI studies in which training relied on a neurofeedback approach to achieve self-regulation of the amplitude of different classes of EEG signals (Kübler et al 1999) . Only in some of those studies mainly dealing with long-term training of severely motor impaired users, performance displayed a linear or power trend indicating either constant improvement of performance or strong improvement of performance at the beginning of training followed by asymptotic performance with practice (Kübler et al 2004) . The training duration might also be relevant in detecting learning effects.
In our experimental condition, a 'ceiling' effect (almost all subjects were good in performance since the first training session) and duration of the training might have prevented the observation of further potential improvement in performance. Therefore, it cannot be ruled out that with a longer duration of training (over eight sessions), further practice effects could have been visible. Notably, current views are that functional changes in the brain activity would not stringently track the level of performance during practice of cognitive tasks (van Raalten et al 2008 , Kelly and Garavan 2005 , Herdener et al 2010 . Whether the observed changes in the motor cortical excitability and brain functional networks (discussed below) can be considered as a measure of training effects, even in the absence of improvement in terms of BCI performance, still awaits further investigations.
Mental strategies for BCI control
The type of mental strategy that users develop in the process of learning to operate a BCI application is also a relevant issue pertaining to training that still requires further investigations (Neuper et al 2005) . For instance, learning to use a SMRbased BCI typically relies on different kinds of MI, such as hand or foot movement, that subjects use to modify their SMR amplitude. With practice, subjects often report of acquiring 'automatic' control of the cursor that becomes less strongly linked to the initial MI tasks (Wolpaw et al 2002) . In our SMRbased BCI training, all subjects successfully achieved cursor control. All subjects were instructed to imagine movement kinesthetically from the first-person perspective as this has been demonstrated to be effective for MI-based BCI control (Neuper et al 2005) . In our sample, however, self-report of subjects about their strategy for cursor control revealed that half of the subjects developed their own MI strategy of goaloriented grasping (SOS group) in contrast to the other half who relied on the MI instruction of fist clenching provided for screening (SIS group). Overall, these findings confirm that successful control of the MI-based BCI system occurs regardless of the type of MI task. However, what motor action subjects are actually imagining is relevant for the neurophysiological effects of BCI training, as will be discussed below.
TMS mapping
In agreement with previous studies (Kasai et al 1997 , Rossini et al 1999 , Hashimoto and Rothwell 1999 , Lotze et al 1999 , we found that MEPs were facilitated during the hand MI task. In fact, the peak and volume of the OP map obtained during MI of joining the tips of thumb and little finger were significantly increased in all subjects. In contrast, this enhancement was not observed for the EDC excitability map recorded during the same MI task. These different responses of OP and EDC excitability maps to MI indicate that the modulation induced by the mental simulation of movements is effector-specific, that is MEP amplitude variations reflect the muscular pattern required to perform the imagined action overtly. This finding is in line with previous interpretations of first-person MI, suggesting that there is an overlap of brain networks activated during imagery and execution of movements (Yahagi and Kasai 1998 , Fadiga et al 1999 , Jeannerod 2001 .
In this study, we found clear evidence that this specificity in the modulation of motor cortical excitability was preserved when different types of MI tasks were practised during BCI training. Only in the SOS group, who imagined goal-orientedlike grasping movement, the excitability map of the OP muscle was significantly increased post-as compared to pre-training. Furthermore, the reversal occurred in the SIS group (fistclenching MI). Moreover, the modulation of the OP muscle excitability was present 24-48 h post-training. The persistency of the motor cortex excitability changes is reminiscent of the use-dependent plasticity phenomena known to occur during motor training (Classen et al 1998 , Bütefisch et al 2000 . A recent study has also shown that self-regulation of EEG alpha rhythms performed by means of a single session of BCI produces sustained changes in the corticomotor responses to TMS (Ros et al 2010) .
Taken together, our findings provide evidence that MIbased BCI training leads to sustained (>24-48 h) changes in the motor cortical excitability that are consistent with the neurophysiological principles of a MI process, as unveiled by means of TMS mapping.
Functional brain network for MI-based BCI control
This study used graph theoretical approaches to investigate functional brain network changes associated with MI-based BCI control. We observed a significant decrease in the global efficiency index of the networks in the higher-beta frequency range (22) (23) (24) (25) (26) (27) (28) (29) , during the last session of BCI training in the SOS group, whereas no significant changes were found in the SIS group. This finding indicates that in the SOS group performing goal-directed like grasping imagery to successfully control a computer cursor, the brain network configuration tends to organize itself by avoiding excessively long-distance connections, as indicated by the lower global efficiency degree (Bullmore and Sporns 2009) . This is in line with the recent evidence that oscillations in distinct frequency bands might have different functional roles in supporting local/global efficiency in the networks unmasked by specific tasks (Palva et al 2010) . Bearing in mind the small sample size, we cautiously interpret the observed global efficiency decrease as an indication of a dynamical change in the topological configuration of the functional synchronized networks occurring at the sensorimotor relevant EEG frequency oscillations, during a specific MI task practised via BCI training. This change in brain network topology may be in favor of more optimal information processing, which occurs with practice (Kelly and Garavan 2005) .
A recent study has shown that the topological structure of motor-related networks undergoes dynamic reorganization during stroke recovery (Wang et al 2010) . Importantly, the reorganized network deviated from the optimal network architecture. Goal-oriented MI-based BCI training could reduce this deviation and re-instantiate more efficient connections within motor areas, which may in turn lead to a better recovery from motor cortical lesions, as for example after stroke.
Conclusions
With the current study, we were able to demonstrate that MIbased BCI training leads to an increase in excitability of the corresponding cortical tissue. This increase was area (muscle) specific and lasted at least 24-48 h post-training. Further, efficiency of information processing, as revealed by the reduced activation of long-distance connections, occurred only when MI was goal-oriented-like grasping. Thus, different MI strategies lead to different plastic changes in the brain. Finally, our results promote the use of MI-based BCI technology for recovery of the motor function, e.g. after stroke, rendering our findings relevant for improving training protocols for rehabilitative interventions after damage to motor cortical areas.
