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Con este proyecto se pretende crear un procedimiento general para la implantación de aplicaciones de
procesado de imágenes en cámaras de video IP y la distribución de dicha información mediante
Arquitecturas Orientadas a Servicios (SOA).
El objetivo principal es crear una aplicación que se ejecute en una cámara de video IP y realice un
procesado básico sobre las imágenes capturadas (detección de colores, formas y patrones) permitiendo
distribuir el resultado del procesado mediante las arquitecturas SOA descritas en la especificación DPWS
(Device Profile for Web Services).
El estudio se va a centrar principalmente en la transformación automática de código de procesado de
imágenes escrito en Matlab (archivos .m) a un código C ANSI (archivos .c) que posteriormente se
compilará para la arquitectura del procesador de la cámara (arquitectura CRIS, similar a la RISC pero con
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El objeto del proyecto se encuadra en  los Sistemas de Vigilancia  IP, no  restringiendo su 
uso únicamente a la seguridad, sino también en la inspección visual de procesos industriales.  
La  inspección  visual  consiste  en  el procesado de  imágenes digitales para  extraer  cierta 
información útil de  la  secuencia de  imágenes. Pertenece  a una de  las  ramas de  la  Inteligencia 
Artificial llamada Visión por Computador. 






















una estadística de  la asistencia a eventos que  incluya el  interés mostrado en cada estancia. Este 
proceso no debe impactar en el sistema de vigilancia de seguridad. 
Al ser una red  IP no tenemos dificultad en añadir un cliente de visualización más a cada 
cámara. Un  computador conectado en  la  red puede consumir  la  imagen de  las 4 cámaras para 
realizar el proceso de forma independiente.  
Una señal de video VGA 640x480 con una profundidad de color de 24 bits sin compresión 
a  30  cuadros  por  segundo  ocupa  un  ancho  de  banda  de  221,184 Mbit/s,  sin  tener  en  cuenta 
cabeceras  de  información  necesarias  para  el  formato  de  imagen  ni  las  necesarias  para  su 








cuando  la  imagen debe  ser procesada por un  computador  surgen diversos problemas  como el 





imagen  obligan  a  introducir  contramedidas  en  el  algoritmo  de  visión  por  computador 
aumentando nuevamente la potencia de cálculo requerida. 
Es más razonable  transmitir únicamente  la  información útil “11:45, 28 personas, sala 3” 
en vez de transmitir toda la imagen para procesarla. Para ello hay que considerar las limitaciones 







la plataforma  software de  la  cámara  seleccionada para  las pruebas  y prácticamente  todos han 
sido atajados con una solución alternativa.  
La gran mayoría de  librerías de procesado de  imágenes  y  visión por  computador están 
escritas en lenguaje C++ pero la librería estándar de C presente en la cámara, la librería uClibc no 
permite  su  compilación  y  presenta  una  incompatibilidad  con  los  caracteres  de  16  bit  (tipos 
wchar_t)  impidiendo  la distribución de  la  información  con arquitecturas SOA,  siendo una parte 
fundamental de  la  rama Telemática. Este aspecto  se aborda  teóricamente para  facilitar  futuros 





















señal digital  de unos  y  ceros.  El  sensor  está  compuesto de  una parrilla de  pequeños  sensores 
fotoeléctricos (celdas) que generan una señal eléctrica en función de  la  luz recibida (al  igual que 
los  conos  y  bastones  de  la  retina  de  los  mamíferos).  Esta  señal  eléctrica  es  muestreada  y 










posteriormente un procesador de  imagen  interpola  la  información de  cada  canal de  color para 
estimar  el  valor  de  los  pixeles  tapados  con  el  filtro  de  otro  color.  Adicionalmente  estos 







La  imagen  final  se  caracteriza  por  tener  una  resolución  igual  al  número  de  pixeles 
horizontales por el número de pixeles verticales. Se mide  comercialmente en MegaPíxeles  (106 
Píxeles). Un pixel es un elemento de color uniforme, con gran cantidad de pixeles se puede formar 
una  imagen  a  modo  de  mosaico  como  muestra  la  figura  2.3.  Los  pixeles  en  color  tienen 
tonalidades para el  rojo, verde y azul. Dependiendo del proceso de cuantificación en el ADC se 







a  Internet.  Cualquier  edificio  con  una  red  Ethernet  donde  se  quiera  instalar  un  sistema  de 


















Aparte  de  la  simple  transmisión  y  grabación  del  video  algunas  cámaras  IP  ofrecen  la 
posibilidad de lanzar alarmas en función de la actividad visualizada, mandar correos electrónicos, 
tomar fotografías y subirlas a un directorio FTP, ocultar una zona de la imagen, etc.  
Una  función  muy  útil  y  ventajosa  es  la  capacidad  de  iniciar  la  grabación  únicamente 
cuando se detecta movimiento en una o varias regiones de la imagen. 












Existen  en  el  mercado  servicios  de  grabación  externos  que  se  benefician  de  la 




Durante  el  desarrollo  del  presente  Proyecto  de  Fin  de  Carrera  se  ha  trabajado  con 
cámaras  IP del  fabricante AXIS Communications por disponer de un  firmware Linux embebido y 
proporcionar  herramientas  para  el  desarrollo  tanto  de  programas  de  control,  externos  a  la 
cámara, como de programas embebidos en la propia cámara. 




















espectadores  es  ilimitado  cuando  se  utiliza  multicast  MPEG‐4,  pero  cada  espectador 























luego  se  le  aplican  los  correspondientes  algoritmos  de  compresión,  la  imagen  procesada  se 
transmite usando la interfaz Ethernet. Todo ello está gobernado por el procesador de la cámara. 
La  cámara  seleccionada  tiene un microcontrolador ETRAX 100LX de 32bit basado en el 
ETRAX 100 con el añadido de una unidad de manejo de memoria (MMU) que le permite funcionar 




El  microcontrolador  lleva  un  procesador  RISC  de  100  MIPS,  una  cache  unificada  de 
instrucciones y datos de 8Kb, Puertos de entrada/salida controlados por DMA y un controlador de 
Fast Ethernet. El procesador del ETRAX 100LX es un procesador RISC de 32‐bit con  instrucciones 













El  fabricante  AXIS  ha  seleccionado  el  sistema  operativo  Linux  como  base  para  sus 













la  referencia  [4].  Por  mencionar  algunas:  tiene  el  servidor  web  boa  con  soporte  para  CGI,  el 
cojunto de utilidades busybox, la reducida shell POSIX dash, el asistente para depuración remota 









(x86) por  lo  tanto hay que  realizar compilaciones cruzadas del código,  lo que dificulta en cierta 
medida  las  pruebas.  La  arquitectura  CRIS  es  soportada  por  el  compilador  gcc.  La  versión  del 
compilador gcc distribuido por Axis  (v1.64) es el único  sobre el que  se puede obtener  soporte 
oficial por parte de AXIS Communications. Se instala por defecto en la ruta /usr/local/cris. 
Realmente  consiste  en  dos  compiladores  uno  para  crisv10  (diseños  basados  en  ETRAX 
100LX)  y uno para  crisv32  (diseños basados en ETRAX  FS).  El  script  gcc-cris  ayuda  a  llamar  al 
compilador apropiado  teniendo en consideración  la  librería estándar de C seleccionada. Para  la 




significa que  la cámara tiene  la  librería uclibc y eso presenta una serie de  inconvenientes que se 
relatarán en la sección de problemas encontrados. 
Para  realizar  el  “Hola Mundo”  resulta  útil  consultar  la  referencia  [5].  El  siguiente  paso 
lógico es preparar un makefile, para ello conviene consultar la referencia [6]. 
Alterar el firmware puede traer consecuencias catastróficas, sobre todo porque en el sdk 
no se  incluye  todo el código que va en  la cámara. Por otro  lado  la memoria  flash de  la cámara 
tiene una vida  limitada a 100.000 escrituras. Para pruebas se recomienda  transferir  los  ficheros 
por  Telnet  y usar  la partición montada  en  la memoria RAM  (/tmp)  teniendo  en  cuenta que  al 
apagar la cámara se borra el contenido de la RAM. 
Las pruebas de compilación cruzada exigen montar un entorno de simulación en código, 
dado que  la máquina virtual de desarrollo no  tiene cámara para obtener una  imagen, ni un  led 
bicolor  para  encenderlo,  apagarlo  o  cambiarlo  de  color.  Para  ello  se  han  utilizado macros  del 
compilador para distinguir el destino de la compilación, host para la máquina virtual y cris-axis-




echo "Cargando variables de entorno" 
. ../../devboard-R2_20/init_env 
. ./init_env 
echo "Definiendo el target cris-axis-linux-gnuuclibc" 
make cris-axis-linux-gnuuclibc 
echo "Limpiando compilacion anterior (Rebuild)" 
make clean 
echo "Ejecutando make" 
make 
echo "Instalando librerias en /lib" 
cp *.so ../lib 
echo "Proceso terminado" 
Código 2.1: Script de compilación para la cámara 
En  el  caso  de  la  imagen,  se  han  obtenido  unas  cuantas  imágenes  para  pruebas  de  la 
propia cámara. Se han  tomado  las  instantáneas y se han descargado vía  ftp para  tenerlas en el 
mismo  formato. En el proceso de compilación se sustituye el comando de  tomar  la  instantánea 
por un mensaje sacado por consola. A continuación se expone la macro utilizada para simulación. 
#ifndef HOST 
 //take a snapshot 
 system("/bin/bitmap 2 bmp > snapshot.bmp"); 
#else 
 //always the same snapshot 








DHOST. El  SDK  define  el  target  en  el  fichero  .target-makefrag  para  poder  consultarlo  en  los 
diversos makefiles  del  árbol  de  directorios  para  decidir  si  se  añade  o  no  la  etiqueta HOST.  A 
continuación se puede observar uno de los makefiles utilizados. 
AXIS_USABLE_LIBS = GLIBC UCLIBC 
include $(AXIS_TOP_DIR)/tools/build/rules/common.mak 
 
CFLAGS     += -fPIC -I../QDBMP 
LDFLAGS    += -fPIC -shared -L../QDBMP 
LDLIBS    = -lqdbmp 
NOMBRE_LIB  = libIQCC.so.1.0.0 
SONAME      = libIQCC.so.1.0 
 
ifeq ($(strip $(AXIS_TARGET_OS)),host) 






 $(CC) -Wl,-soname,$(SONAME) $(LDFLAGS) $(LDLIBS) -o $@ $^ 
 ln -s $(NOMBRE_LIB) libIQCC.so 
 ldconfig -vn ./ 
 
#$(PROGS): $(OBJS) 
# $(CC) $(LDFLAGS) $^ $(LDLIBS) -o $@ 
 
#install: $(PROGS) 
# $(INSTALL) -d $(INSTDIR) 
# $(INSTALL) -m $(INSTMODE) -o $(INSTOWNER) -g $(INSTGROUP) $(PROGS) $(INSTDIR) 
 
clean: 
 rm -f *.o core libIQCC.so* 
Código 2.3: Makefile del componente de calidad 
Este makefile está preparado para generar  la  librería dinámica libIQCC.so que a  su vez 
utiliza  la  librería dinámica qdbmp.so. Al usar  librerías dinámicas se pueden actualizar  fragmentos 
del  código  sin  tener  que  recompilar  todo.  Para  realizar  este  makefile  se  ha  consultado  la 
referencia [8]. 
2.1.8 PLATAFORMA DE APLICACIONES DE CÁMARAS AXIS 
Existen  nuevas  cámaras  AXIS  que  disponen  de  un  sistema  sencillo  de  extensión  de  la 
funcionalidad.  La  Plataforma  de  aplicaciones  para  cámaras  AXIS  permite  el  desarrollo  de 
aplicaciones de terceros que se pueden descargar e instalar en cámaras de red y codificadores de 








una  aplicación  disponible  es  la  AXIS  Cross  Line  Detection.  Es  sencilla  pero  versátil,  permite 









La  instalación  del  entorno  de  desarrollo  no  ha  sido  trivial.  Han  surgido  por 
incompatibilidades entre las versiones de las librerías instaladas en la cámara y las disponibles en 
el entorno de desarrollo. La última versión del SDK, la v2.20 no permite compilar porque tiene una 
versión  superior de  la uclibc. Al  intentar  instalar  la versión anterior del SDK,  la v2.10, presenta 
problemas de instalación. 
Esta dificultad  se  soluciona  editando  los  ficheros de  configuración de  la  instalación del 
SDK 2.20 para que utilicen  la  librería uclibc en  la versión requerida 0.9.27‐15. La  librería de FTP 
también  hay  que  bajarla  a  la  versión  1.0.1. Durante  la  instalación  se  descargan  e  instalan  las 
librerías especificadas en los ficheros de configuración /configure-files/common/common-tag*. 
Uno de  los grandes problemas del proyecto derivados del uso de  la  librería uclibc es  la 
inviabilidad  de  compilar  código  escrito  en  C++  llevando  a  descartar  numerosas  librerías  de 
procesado  de  imagen  por  estar  escritas  en  C++. Aunque  seguramente  se  hubieran  tenido  que 
descartar por las limitaciones de espacio en la cámara. 














Cuando  se  habla  de  procesado  de  imágenes  se  hace  referencia  a  imágenes  digitales. 
Independientemente  del  formato  de  los  archivos  se  pueden  dividir  en  2  casos  generales, 
imágenes estáticas y secuencias de video. En el caso de las imágenes estáticas la información está 
almacenada en una matriz bidimensional de pixeles, como se mostró en el capítulo anterior, y el 




tamaño del archivo gracias a que pueden hacer  referencia a variaciones con  respecto a  frames 
anteriores. 
El  procesado  de  imágenes  no  es  otra  cosa  que  la  transformación  de  esas matrices  de 
pixeles en  información útil de  forma automática. Puede transformarse una  imagen en otra, una 
secuencia de  imágenes en una sola  imagen y  la salida no  tiene por qué ser una nueva  imagen. 
Siendo generalistas, se extraen nuevos datos. 
El  algoritmo  de  procesado  se  encarga  de  hacer  dicha  transformación.  Consiste  en  una 
secuencia de operaciones matemáticas que se llevan a cabo sobre la matriz de entrada. 
3.2 DESARROLLO DE UN ALGORITMO 
Dado  que  un  algoritmo  de  procesado  de  imágenes  es  una  secuencia  de  operaciones 













La  ayuda  incluida  en Matlab  es una  completa base de datos del  conocimiento.  Se han 





Se  ha  buscado  un  algoritmo  que  pueda  ofrecer  una  información  numérica  para  ser 



































La  intensidad en cada  canal está  codificada con enteros  sin  signo de 8 bits  (uint8) que van del 
valor 0 al 255. 0 para el mínimo de intensidad y 255 para el máximo. 
Paso 2: Conversión a mapa de bits 
Para  ello  se  utiliza  un  proceso  elemental  llamado  segmentación  que  consiste  en 
separar/segmentar  los  diferentes  objetos  presentes  en  una  imagen  utilizando  diferentes 
características  de  la  imagen.  El  proceso  más  sencillo  de  segmentación  utiliza  el  contraste  del 







Proceso  que  trabaja  sobre  una  imagen  en  escala  de  grises  asignando  el    valor  1  a  los 
















En Matlab  este  proceso  se  realiza mediante  un  operador  de  comparación  que  trabaja 
sobre cada pixel de la matriz ImagenOriginal dejando el resultado de la operación en otra matriz 
ImagenProcesada: 
ImagenProcesada = ImagenOriginal > Umbral; /%intensidades mayores que umbral pasan a 1 
Si requiere ser programarlo en C hay que recorrer la imagen original al completo, pixel a 
pixel aplicando el operador lógico de la siguiente manera: 
for (int i=0; i<ImagenOriginal.Width; i++) 
   for (int j=0; j<ImagenOriginal.Height; j++) 














DY2 = INT [ 0.299 DR2 + 0.587 DG2 + 0.114 DB2 ] 
Y = 0.299*R + 0.587*G + 0.114*B 
En Matlab se realiza dicha conversión con el comando: 




      for j=1:size(Im,2) 
          GIm(i,j)=0.299*Im(i,j,1)+0.587*Im(i,j,2)+0.114*Im(i,j,3); 
      end 
end 
 













En  el  espacio  de  trabajo  la  imagen  BW  tiene  las  mismas  dimensiones  que  la  imagen 
original pero ha perdido los canales de colores, o mejor dicho ahora solo tiene uno y también ha 












































































































    seD = strel('diamond',1); %forma utilizada 







Al  hacer  el  suavizado  se  desgastan  los  bordes,  incluidos  los  interiores,  de  no  haber 
realizado  el  rellenado  algunos  objetos  pueden  llegar  a  fragmentarse.  Se  observa  cómo  han 
desaparecido las virutas de la parte inferior. 
Paso 5: Filtrado por tamaño 
Aun  realizando  todos  los  procesos  anteriores,  todavía  es  posible  que  queden  virutas 
demasiado grandes y con este proceso se realiza un tamizado por tamaños. 
Se realiza con el siguiente comando: 
BW = bwareaopen(BW, minPixels); 





















































































































proceso  resultando  ser  un  entorno  excelente  para  el  diseño  de  algoritmos  de  procesado  de 







Simulink  es  un  entorno  de  diagramas  de  bloque  para  la  simulación multidominio  y  el 
diseño basado en modelos. Admite  el diseño  y  la  simulación  a nivel de  sistema,  la  generación 
automática  de  código  y  la  prueba  y  verificación  continuas  de  los  sistemas  embebidos.  Este 
entorno permite al ingeniero centrarse en la ingeniería y así evitar los problemas derivados de la 













































En  la siguiente  imagen se ha realizado el conteo de forma manual y se resaltan  los fallos 
que se pueden encontrar en este tipo de proceso, tanto automático como manual. Los granos 16 





Ni  los  humanos  ni  las  maquinas  son  infalibles.  En  todo  proceso  de  medición,  tanto 
automático  como  manual,  se  deben  considerar  los  umbrales  de  error.  Los  umbrales  de  error 




aunque  es  complicado  lograr  el  control  absoluto  de  todo  el  proceso. Al  ser  un  entorno  visual 
permite centrarse en el diseño de algoritmos y evita tener que adentrarse en el código. La ayuda 









código  ejecutable. Matlab  tiene  el Matlab Compiler que permite  generar  librerías de  enlazado 
dinámico  (.dll  en  Windows  y  .so  en  Linux)  y  ejecutables.  El  inconveniente  es  que  para  este 
proyecto  es  necesario  realizar  la  compilación  cruzada  y  no  se  ha  podido  realizar,  aparte  que 













El  código  generado  está  perfectamente  documentado  tanto  con  comentarios  en  línea 
como en la páginas html de documentación que se generan conjuntamente. 
A  continuación  se muestra  el  código  del bloque  Erosión que  se  ejecuta  como un  paso 
intermedio dentro de la función Contador_output: 
    /* S-Function (svipmorphop): '<Root>/Erosion' */ 
    idxMaxVal = 0; 
    i = 0; 
    for (m = 0; m < 240; m++) { 
      Contador_DWork.Erosion_ONE_PAD_IMG_DW[idxMaxVal] = true; 
      idxMaxVal++; 
    } 
 
    for (i_0 = 0; i_0 < 316; i_0++) { 
      Contador_DWork.Erosion_ONE_PAD_IMG_DW[idxMaxVal] = true; 
      idxMaxVal++; 
      memcpy((void *)(&Contador_DWork.Erosion_ONE_PAD_IMG_DW[idxMaxVal]), (void *) 
             (&Contador_B.Autothreshold[i]), 235U * sizeof(boolean_T)); 
      idxMaxVal += 235; 
      i += 235; 
      Contador_DWork.Erosion_ONE_PAD_IMG_DW[idxMaxVal] = true; 
      idxMaxVal++; 
      Contador_DWork.Erosion_ONE_PAD_IMG_DW[idxMaxVal] = true; 
      idxMaxVal++; 
      Contador_DWork.Erosion_ONE_PAD_IMG_DW[idxMaxVal] = true; 
      idxMaxVal++; 
      Contador_DWork.Erosion_ONE_PAD_IMG_DW[idxMaxVal] = true; 
      idxMaxVal++; 
    } 
 
    for (i_0 = 317; i_0 < 321; i_0++) { 
      for (m = 0; m < 240; m++) { 
        Contador_DWork.Erosion_ONE_PAD_IMG_DW[idxMaxVal] = true; 
        idxMaxVal++; 
      } 
    } 
 
    idxMaxVal = 0; 
    i = 0; 
    for (i_0 = 0; i_0 < 316; i_0++) { 
      for (m = 0; m < 235; m++) { 
        Contador_B.Erosion[i] = true; 
        for (maxVal = 0; maxVal < Contador_DWork.Erosion_NUMNONZ_DW; maxVal++) { 
          if (!Contador_DWork.Erosion_ONE_PAD_IMG_DW[idxMaxVal + 
              Contador_DWork.Erosion_ERODE_OFF_DW[maxVal]]) { 
            Contador_B.Erosion[i] = false; 
            maxVal = Contador_DWork.Erosion_NUMNONZ_DW; 
          } 
        } 
 
        idxMaxVal++; 
        i++; 
      } 
 
      idxMaxVal += 5; 
    } 
En la cabecera del modelo contador (Contador.h) se encuentran los puntos de entrada: 
     /* Model entry point functions */ 
     extern void Contador_initialize(boolean_T firstTime); 
     extern void Contador_output(int_T tid); 
     extern void Contador_update(int_T tid); 








se  requiere  una  ejecución  bajo  demanda.  La  alternativa  consiste  en  implementar  el  proceso 
diseñado con Matlab o Simulink utilizando librerías de procesamiento de imágenes. 
3.4 LIBRERIAS DE PROCESAMIENTO DE IMÁGENES 
Hay  cientos  de  librerías  para  realizar  procesamiento  de  imágenes,  ver  referencia  [14], 
muchas  de  ellas  están  especializadas  en  tareas  concretas  y  en  cambio  otras  tratan  asuntos 









OpenCV  es  una  biblioteca  libre  de  visión  artificial  inicialmente  desarrollada  por  Intel. 
Desde  su  primera  versión  se  ha  utilizado  en  infinidad  de  aplicaciones.  Desde  sistemas  de 
seguridad  con  detección  de  movimiento,  hasta  aplicativos  de  control  de  procesos  donde  se 
requiere  reconocimiento  de  objetos.  Esta  gran  aceptación  se  debe  a  que  su  publicación  con 
licencia  BSD.  Se  permite  su  uso  libre  para  propósitos  comerciales  y  de  investigación  con  las 
condiciones en ella expresadas. 
OpenCV  está  escrita  en  código  C  y  C++  optimizados  y  es  multiplataforma,  existiendo 
versiones para GNU/Linux, Mac OS X y Windows. Contiene más de 500 funciones que abarcan una 
gran gama de áreas en el proceso de visión,  como  reconocimiento de objetos  (reconocimiento 
facial), calibración de cámaras, visión estérea y visión robótica. 
No  se  ha  podido  utilizar  esta  librería  por  problemas  de  espacio  y  relacionados  con  la 








QDBMP, ver  referencia  [15], es una  librería de C minimalista y multi‐plataforma para el 
manejo de  imágenes BMP.  La  librería  es  extremadamente  ligera,    consiste únicamente  en dos 











/* Construction/destruction */ 
BMP*   BMP_Create ( UINT width, UINT height, USHORT depth ); 
void   BMP_Free   ( BMP* bmp ); 
 
/* I/O */ 
BMP*   BMP_ReadFile  ( const char* filename ); 
void   BMP_WriteFile ( BMP* bmp, const char* filename ); 
 
/* Meta info */ 
UINT   BMP_GetWidth  ( BMP* bmp ); 
UINT   BMP_GetHeight ( BMP* bmp ); 
USHORT BMP_GetDepth  ( BMP* bmp ); 
 
/* Pixel access */ 
void   BMP_GetPixelRGB   ( BMP* bmp, UINT x, UINT y, UCHAR* r, UCHAR* g, UCHAR* b ); 
void   BMP_SetPixelRGB   ( BMP* bmp, UINT x, UINT y, UCHAR r, UCHAR g, UCHAR b ); 
void   BMP_GetPixelIndex ( BMP* bmp, UINT x, UINT y, UCHAR* val ); 
void   BMP_SetPixelIndex ( BMP* bmp, UINT x, UINT y, UCHAR val ); 
 
/* Palette handling */ 
void BMP_GetPaletteColor ( BMP* bmp, UCHAR paleteIndex, UCHAR* r, UCHAR* g, UCHAR* b ); 
void BMP_SetPaletteColor ( BMP* bmp, UCHAR paleteIndex, UCHAR r, UCHAR g, UCHAR b ); 
 
/* Error handling */ 
BMP_STATUS  BMP_GetError (); 
const char* BMP_GetErrorDescription (); 









 Populates the arguments with the specified pixel's RGB 
 values. 
**************************************************************/ 
void BMP_GetPixelRGB( BMP* bmp, UINT x, UINT y, UCHAR* r, UCHAR* g, UCHAR* b ) 
{ 
  UCHAR* pixel; 
  UINT   bytes_per_row; 
  UCHAR  bytes_per_pixel; 
 
  if ( bmp == NULL || x < 0 || x >= bmp->Header.Width || y < 0 || y >= bmp->Header.Height ) 
  { 
    BMP_LAST_ERROR_CODE = BMP_INVALID_ARGUMENT; 
  } 
  else 
  { 
    BMP_LAST_ERROR_CODE = BMP_OK; 
 
    bytes_per_pixel = bmp->Header.BitsPerPixel >> 3; 
 
    /* Row's size is rounded up to the next multiple of 4 bytes */ 
    bytes_per_row = bmp->Header.ImageDataSize / bmp->Header.Height; 
 
    /* Calculate the location of the relevant pixel (rows are flipped) */ 




    /* In indexed color mode the pixel's value is an index within the palette */ 
    if ( bmp->Header.BitsPerPixel == 8 ) 
    { 
      pixel = bmp->Palette + *pixel * 4; 
    } 
 
    /* Note: colors are stored in BGR order */ 
    if ( r ) *r = *( pixel + 2 ); 
    if ( g ) *g = *( pixel + 1 ); 
    if ( b ) *b = *( pixel + 0 ); 







capítulo  6. A  efectos  introductorios  solo  hay  que  saber  que  es  requisito  contar  el  número  de 
píxeles que tienen un color determinado en la imagen capturada por la cámara. 
La  extensión  realizada  a  QDBMP  se  considera  de  bajo  nivel  por  haber  tenido  que 
combinar los algoritmos de procesado con la lógica del formato BMP y se ha tenido en cuenta el 
entorno de ejecución, a cambio se ha ganado velocidad de ejecución y se han ahorrado recursos. 
Teniendo en cuenta que  la  imagen es un fichero temporal y que en  la cámara se guarda 
en un  ram‐disk, ya está en memoria, no  tiene mucho  sentido  crear un método para extraer el 





se ha  implementado el procesado  sobre el propio  formato BMP, con  las  implicaciones que eso 
tiene, por ejemplo las filas de la imagen están invertidas y el color está almacenado en orden BGR. 
El gran ahorro de  recursos y aumento de velocidad  se ha  conseguido dejando el  resultado del 
algoritmo en el mismo espacio de memoria (en algunos casos).  
No  son  técnicas de programación  recomendadas pero  resultan un mal necesario, hubo 
que medir  los  tiempos para optimizar el proceso porque  tardaba demasiado. La misma  imagen 
procesada en  la máquina virtual  tarda 60ms, en  la cámara  tarda 37.684ms,  ¡37 segundos! Tras 
una serie de mejoras se ha quedado en 150ms, ¡251 veces más rápido! 
Métodos agregados: 
/* Converts RGB to grayscale (Y = 0.299*R + 0.587*G + 0.114*B) */ 
BMP* BMP_ConvertToGray  ( BMP* source ); 
 
/* Apply Quick Edge mask filter */ 
void BMP_QuickEdge ( BMP* bmp ); 
 
/* Color detection and count */ 
BMP* BMP_DetectColor ( BMP* source, UCHAR r, UCHAR g, UCHAR b, UCHAR threshold ); 
BMP* BMP_DetectColorProp ( BMP* source, UCHAR r, UCHAR g, UCHAR b, UCHAR threshold ); 
UINT BMP_CountColorProp  ( BMP* source, UCHAR r, UCHAR g, UCHAR b, 
          UCHAR threshold, UINT stop, UCHAR average, UCHAR velocity ); 
UINT BMP_FastCountColorProp ( BMP* source, UCHAR r, UCHAR g, UCHAR b, UCHAR threshold); 
UINT BMP_VVCountColorProp   ( BMP* source, UCHAR r, UCHAR g, UCHAR b, UCHAR threshold); 
• BMP_ConvertToGray: Convierte  la  imagen origen a escala de grises usando  los coeficientes 
definidos por el ITU‐R, crea el resultado en un nuevo espacio de memoria. Lo notable en esta 
función  es que  cuando  trabaja  con una  imagen  indexada  solo  es necesario  trabajar  con  la 
paleta de colores. El resultado siempre queda como imagen indexada. Hay que recordar que 
casi  todos  los algoritmos de procesado de  imágenes  trabajan  sobre  imágenes en escala de 
grises por eso esta función es importante. 

















Este  filtro  localiza  los  bordes  de  los  objetos.  Los  filtros  de  detección  de  bordes  tienen 
muchas  aplicaciones  en  el  campo de  la  visión por  computador.  Este  filtro  en  concreto  emplea 
menos  tiempo  en  su  ejecución.  Además,  se  ha  implementado  la  combolución  sobre  la  propia 











• BMP_DetectColor:  Detecta  un  color  especificado    con  un  margen  de  tolerancia  (T).  Tiene 







Equivale a un  cubo de  radio  (T)  sobre el  color pedido en el espacio de  colores RGB. El 
método realiza un promediado del color (sum{Color}) de un vecindario 3x3 para evitar ruidos: 
if (abs(sumRed   - r) < threshold &&  
    abs(sumGreen - g) < threshold && 
    abs(sumBlue  - b) < threshold) 
• BMP_DetectColorProp: Detecta un color especificado como una proporción. El  resultado es 
una imagen con los pixeles que cumplen el criterio sobre fondo negro.   
Tras  analizar  los problemas del método  anterior  con  las  variaciones de  luminosidad  se 
decidió diseñar un método de detección. Para que haya un color definido distinto de la gama de 





R - Margen < x + RojoCriterio  < R + Margen 
G - Margen < x + VerdeCriterio < G + Margen 





En  su  implementación  ni  siquiera  hay  que  resolver  el  sistema,  basta  con  verificar  que 
tiene  solución.  En  cada  inecuación  el  color  criterio  pasa  restando  a  ambos  lados  y  las  6 
condiciones que  se deben  cumplir  se  sacan por  igualación de  cada  lado  con  sus dos opuestos. 
También trabaja sobre el color promedio (sum{Color}) de un vecindario 3x3. 
if (sumRed   - r - threshold < sumGreen - g + threshold && 
    sumRed   - r - threshold < sumBlue  - b + threshold && 
    sumGreen - g - threshold < sumRed   - r + threshold && 
    sumGreen - g - threshold < sumBlue  - b + threshold && 
    sumBlue  - b - threshold < sumRed   - r + threshold && 
    sumBlue  - b - threshold < sumGreen - g + threshold) 
Se puede verificar de otra forma averiguando cual es el color menos  intenso, restarle su 
intensidad  a  los  otros  2  componentes  y  ver  si  cumplen  el  criterio.  El  sistema  de  inecuaciones 
resulta más apropiado aunque es más difícil de comprender. 














con  los brillos, prácticamente no encuentra el  llavero  y da algunos  falsos positivos en  la nariz, 
oreja  y mano derecha.  El método BMP_DetectColorProp  lo hace bastante mejor  aunque  sigue 
fallando  en  las  sombras. De  la mano  derecha  cuelga  otro  llavero  rosa  que  ningún método  lo 
confunde. 
• BMP_CountColorProp:    Igual que el anterior pero ahora solo devuelve el numero de pixeles 
encontrados en  lugar de  crear una  imagen  con el  resultado. Permite desactivar el  filtro de 
ruidos  average  3x3.  Esto  acelera  x9  la  velocidad  de  procesado.  Admite  un  parámetro 
velocidad para saltar pixeles y estimar el resultado. Admite un parámetro stop para detener el 
procesado cuando se alcanza la cantidad especificada de pixeles encontrados. 
Este  método  contiene  todas  las  opciones  que  permiten  acelerar  el  procesado.  Una 
velocidad 3 hace que  solo  se procese uno de  cada 3 píxeles en cada  fila y una de  cada 3  filas. 
Utilizar la velocidad superior a 1 produce resultados estadísticos basados en la muestra. Se asume 





Para  calcular  el  peso  de  cada  pixel  se  utiliza  la  velocidad  al  cuadrado  =  V*V.  Si  se  utiliza  la 
velocidad  3  junto  con  el  filtro  average  3x3  todos  los  pixeles  de  la  imagen  forman  parte  del 
resultado.  
• BMP_VVCountColorProp:  Igual que el anterior pero ahora  la velocidad es variable, aumenta 
cuando  no  encuentra  pixeles  (hasta  un  límite)  y  disminuye  cuando  encuentra. No  realiza 
average ni detiene el proceso al llegar a una cantidad. 




En  las  pruebas  realizadas  el  mejor  de  todos  los  procesos  de  recuento  es  el 
BMP_FastCountColorProp  por  ser  isócrono  y  devolver  un  número  de  pixeles  muy  bien 
aproximado al real, además de no depender de cambios de  luminosidad. Para depuración se ha 
coloreado el pixel contado incrementado la intensidad de la componente verde al máximo. Como 













un  paso  de  rellenado  de  huecos  puede  originar  problemas  al  realizar  el  suavizado  porque  se 
desgasten los bordes, incluidos los interiores y algunos objetos pueden llegar a fragmentarse. Lo 
más grave es que estos fallos no se detecten hasta encontrarse con un caso apropiado. Para evitar 
este problema hay que  trabajar  con una base de  imágenes de prueba  y otra de  contraste.  En 
internet se pueden encontrar catálogos de imágenes para pruebas. Y como parte del proceso de 
diseño  es  imprescindible  construirse  una  base  robusta  con  suficientes  casos  positivos,  casos 
negativos, ocultamientos, diversos colores de piel, personas con gafas, con barba, etc. Durante el 
proceso  de  diseño  se  puede  caer  en  casos  de  overfitting,  ajustando  parámetros  se  realiza  un 
“sobreajuste” para cumplir con  los casos de  la base de entrenamiento, sobre  todo si se  trabaja 
con redes neuronales. Para evitar el problema del sobreajuste es necesario reservar un conjunto 
de imágenes de prueba para realizar un contraste. 
Es  sorprendente  lo  fácil  que  vemos  los  humanos  y  lo  difícil  que  es  enseñarle  a  una 
máquina a realizar tareas similares. Es necesario destacar las dificultades encontradas con la luz y 
los colores. La  luz de una bombilla no es blanca. Ni siquiera  la  luz del sol es blanca. Las sombras 
tampoco  son negras, dependen de  la  luz ambiental. Si el cielo está despejado  la  sombra de un 
objeto será del color reflejado por el cielo. El ajuste de blancos automático ayuda en estos casos. 
Y aunque parezca broma, en la oscuridad todos los gatos son pardos, si falta iluminación es muy 
difícil  distinguir  los  colores. No  todos  los  objetos  tienen  brillo mate,  eso  significa  que  reflejan 
parte de  los colores del entorno, y aunque tengan brillo mate  irradian su color a  los objetos de 
alrededor. Los objetos transparentes y los de brillo metálico son un mundo aparte con referencia 
al color. Una mesa marrón ya no será tan marrón si refleja una pared azul. 
Ni  los humanos ni  las maquinas  son  infalibles, en  todo proceso de medición,  tanto automático 
como manual, se deben considerar los umbrales de error en la fase de diseño. 
El mundo de  las aplicaciones embebidas  tampoco es un camino de  rosas. Ya  se han destacado 
algunos problemas en el capítulo anterior con  la  librería uclibc versión 0.9.27‐15 presente en  la 
cámara y su incompatibilidad entre versiones de la misma. 
En  la  generación  de  código  con  Matlab  no  se  permite  la  compilación  cruzada  y  requiere  un 
entorno de  ejecución que ocupa  casi  como Matlab.  En  Simulink  resulta difícil parametrizar  los 
bloques y dejar trazas de ejecución. 
Otra  tarea  laboriosa  ha  sido  la  depuración  de  los  algoritmos  en  la  propia  cámara.  Es 
necesario  crear  varios  scripts  y  programas  para  ejecutar  los  procesos  en  la  cámara  sobre 
imágenes  precargadas  y  recuperar  las  imágenes  resultado  vía  ftp.  La medición  de  tiempos  de 









puede  estar pensando  en  reutilizar  las  cámaras de  vigilancia. Para  ese  tipo de procesos mejor 

















basada  en  servicios.  Bajo  esta  arquitectura  las  aplicaciones  son  colecciones  estructuradas  de 
servicios  individuales.  De  modo  similar  a  como  se  construyen  los  circuitos  impresos  que 
interconectan componentes hardware. El propósito de SOA es permitir la fácil cooperación entre 
un gran número de computadoras conectadas en red. 
Hoy  en  día  su  implementación  más  extendida  se  basa  en  Servicios  Web  definidos 
mediante el Lenguaje de Descripción de Servicios Web  (WSDL) y soportado por el Protocolo de 
Transferencia de HiperTexto (HTTP) a través del cual se intercambian mensajes (SOAP), pero no es 
la  única  implementación  posible.  Esta  implementación  permite  sortear  los  problemas 









El  problema  de  implementar  Web  Services  en  dispositivos  con  recursos  limitados  se 
aborda mediante (DPWS – Devices Profile for Web Services) que define el juego de restricciones 













Como  se muestra  en  la  figura  anterior, DPWS  se  basa  en  protocolos  bien  conocidos  y 
varias  especificaciones  de  servicios  Web.  Emplea  mecanismos  de  mensajería  similares  a  la 
arquitectura de servicios web (WSA), con restricciones a la complejidad y al tamaño del mensaje. 
Se apoya en los protocolos de comunicación IP punto a punto y multidifusión, TCP y HTTP; Utiliza 





intercambiar  y  negociar  las  políticas  y  los  parámetros  necesarios  para  el  uso  del  servicio. WS‐
Addressing separa la capa de mensajería SOAP de su estrecha unión con HTTP como se define en 
la especificación SOAP. Se  introduce el concepto de encabezados de  información de mensajes y 
referencias  de  punto  final  que  hacen  los  usuarios  del  servicio,  proveedores  y  mensajes 
transmitidos sean identificables y enrutables. 
DPWS  define  un  rol  de  cliente  que  utiliza  las  características  que  se  describen  en  los 
siguientes párrafos y un rol de dispositivo que implementa dichas características: 
• Direccionamiento: DPWS  asume que el dispositivo ha obtenido una dirección  IP  válida 
mediante DHCP o autoconfiguración IPv6. Normalizado en el estándar WS‐Addressing. 
• Descubrimiento: Este mecanismo permite que el dispositivo se anuncie en la red local con 
mensajes  de  multidifusión.  Los  clientes  pueden  escuchar  estos  mensajes  o  enviar 
mensajes para buscar dispositivos en la red. Normalizado en el estándar WS‐Discovery. 
• Descripción:  Mecanismo  que  permite  la  descripción  dinámica  de  los  metadatos  del 
dispositivo como los servicios suministrados, información del dispositivo, información del 
modelo o descripción del servicio. Normalizado en el estándar WS‐MetadataExchange. 
• Control  y  Eventos: DPWS ofrece  servicios  con operaciones  (similares  a  las operaciones 
SOAP de servicios Web) y eventos que actúan como operaciones  inversas en  las que el 




• Presentación:  Es  una  vía  alternativa  para  obtener  información  sobre  el  dispositivo  y 
controlarlo. Es  informado como parte de  la descripción del dispositivo como un IRI HTTP 
que puede usarse en un navegador normal y corriente. 
• Seguridad: DPWS define  los conceptos de perfiles de  seguridad. En  la especificación  se 
define  uno  de  ellos.  Como  los  requisitos  de  seguridad  son  muy  dependientes  de  los 
escenarios de aplicación, el perfil de  seguridad definido  se orienta a  la  implementación 
simple y ligera más que a cubrir muchos de los posibles requisitos de seguridad. Consta de 
dos características principales: descubrimiento y canales seguros. 







dispositivos  y  servicios  alojados.  Los  dispositivos  juegan  una  parte  importante  en  el 
descubrimiento  y  procedimientos  de  intercambio  de  metadatos.  Los  servicios  alojados  son 
servicios  web  específicos  de  la  aplicación  que  proporcionan  el  comportamiento  funcional  del 
dispositivo.  Estos  servicios  confían  en  el  dispositivo  para  cubrir  la  característica  del 






















un  ecosistema  para  el  desarrollo  de  componentes  de  software  orientados  a  servicios 
(mensajería  SOAP  y  protocolos  WS‐*,  orquestación  de  servicios...)  adaptado  a  las 
limitaciones específicas de dispositivos integrados.  
• DPWS  Library:  Es  un  conjunto  de  librerías  del  .NET  Framework  de  Microsoft.  Este 
Framework  está  enfocado  al  desarrollo  para  dispositivos  de  recursos  limitados.  Las 
























En  los  ejemplos  de  DPWSCore  y  WS4D‐gSOAP  se  utilizan  ejemplos  de  dispositivos 
domoticos,  como por  ejemplo un  aire  acondicionado o  la  luz  de  la  cocina. Aquí  se muestra  la 
definición del dispositivo para el aire acondicionado: 









 <wsm:MetadataSection Dialect="http://schemas.xmlsoap.org/ws/2006/02/devprof/Relationship"> 
  <wdp:Relationship Type="http://schemas.xmlsoap.org/ws/2006/02/devprof/host"> 
   <wdp:Host> 
    <wdp:Types>acs1:AirConditioner</wdp:Types> 
    <wdp:ServiceId>DPWS-HostingService</wdp:ServiceId> 
   </wdp:Host> 
   <wdp:Hosted> 
    <wdp:Types>acs1:AirConditionerInterface</wdp:Types> 
    <wdp:ServiceId>AirConditioner</wdp:ServiceId> 
    <Name>AirConditioner</Name> 
   </wdp:Hosted> 
  </wdp:Relationship> 
 </wsm:MetadataSection> 
 <wsm:MetadataSection Dialect="http://schemas.xmlsoap.org/ws/2006/02/devprof/ThisModel"> 
  <wdp:ThisModel> 
   <wdp:Manufacturer lang="de">Universität Rostock</wdp:Manufacturer> 
   <wdp:Manufacturer lang="en">University of Rostock</wdp:Manufacturer> 
   <wdp:ManufacturerUrl>http://www.uni-rostock.de</wdp:ManufacturerUrl> 
   <wdp:ModelName lang="de">Klimaanlagendienst</wdp:ModelName> 
   <wdp:ModelName lang="en">AirConditioner Service</wdp:ModelName> 
   <wdp:ModelNumber>1.0</wdp:ModelNumber> 
   <wdp:ModelUrl>http://www.uni-rostock.de</wdp:ModelUrl> 
  </wdp:ThisModel> 
 </wsm:MetadataSection> 
 <wsm:MetadataSection Dialect="http://schemas.xmlsoap.org/ws/2006/02/devprof/ThisDevice"> 
  <wdp:ThisDevice> 
   <wdp:FriendlyName lang="de">Klimaanlagendienst</wdp:FriendlyName> 
   <wdp:FriendlyName lang="en">AirConditioner Service</wdp:FriendlyName> 
   <wdp:FirmwareVersion>Version 0.1</wdp:FirmwareVersion> 
   <wdp:SerialNumber>234d5e4f-c23f-4d91-84ba-1f159284b37a</wdp:SerialNumber> 




datos  son  accesibles  desde  los  ordenadores  conectados  a  la misma  red.  En Windows Vista  se 



























En  la  figura  anterior  se  ven  los  dos  dispositivos  mencionados:  Kitchen  light  y 












<?xml version="1.0" encoding="UTF-8"?> 






  <wsdl:documentation> 
 A simple light control service with one port types: 
 
 1. A simple power ON/OFF port type. 
  </wsdl:documentation> 
 
  <!-- TYPES --> 
 
  <wsdl:types> 
<xsd:schema targetNamespace="http://www.soa4d.org/DPWS/Samples/Lights" 
            elementFormDefault="qualified" 
            xmlns:tns="http://www.soa4d.org/DPWS/Samples/Lights"> 
  <xsd:simpleType name="PowerState"> 
   <xsd:restriction base="xsd:token"> 
    <xsd:enumeration value="ON" /> 
    <xsd:enumeration value="OFF" /> 
   </xsd:restriction> 
  </xsd:simpleType> 
 
  <xsd:element name="Power" type="tns:PowerState" /> 
 </xsd:schema> 
  </wsdl:types> 
 
 





  <wsdl:message name="SwitchMsg"> 
 <wsdl:part name="SwitchBody" element="tns:Power" /> 
  </wsdl:message> 
  <wsdl:message name="GetStatusReqMsg" /> 
  <wsdl:message name="GetStatusRespMsg"> 
 <wsdl:part name="StatusBody" element="tns:Power" /> 
  </wsdl:message> 
   
  <!--  PORT TYPES --> 
 
  <wsdl:portType name="SwitchPower"> 
 <wsdl:documentation>This port type defines operations for setting the power binary 
mode (ON/OFF) of a light device.</wsdl:documentation> 
 <wsdl:operation name="Switch"> 
   <wsdl:documentation>Requests the device to switch off or on its power 
state.</wsdl:documentation> 
   <wsdl:input message="tns:SwitchMsg" /> 
 </wsdl:operation> 
 <wsdl:operation name="GetStatus"> 
   <wsdl:documentation>Requests the device to return the value of its power 
state.</wsdl:documentation> 
   <wsdl:input message="tns:GetStatusReqMsg" /> 
   <wsdl:output message="tns:GetStatusRespMsg" /> 
 </wsdl:operation> 
  </wsdl:portType> 
   
  <!-- BINDINGS --> 
 
  <wsdl:binding name="SwitchPower" type="tns:SwitchPower"> 
<soap:binding style="document" transport="http://schemas.xmlsoap.org/soap/http" /> 
   <wsdl:operation name="Switch"> 
     <wsdl:input> 
  <soap:body use="literal" /> 
     </wsdl:input> 
   </wsdl:operation> 
   <wsdl:operation name="GetStatus"> 
     <wsdl:input> 
  <soap:body use="literal" /> 
     </wsdl:input> 
     <wsdl:output> 
  <soap:body use="literal" /> 
     </wsdl:output> 
   </wsdl:operation> 
  </wsdl:binding> 
 
  <!-- Services (Not used by the toolkit) --> 
 
  <wsdl:service name="Lighting"> 
    <wsdl:port name="SwitchPower" binding="tns:SwitchPower"> 
 <soap:address location="" /> 
    </wsdl:port> 








Una  vez  definido  el  WSDL  se  utilizan  herramientas  de  generación  de  código  que  nos 





wsdl2h -c -n acs AirConditioner.wsdl -o acs.gsoap 
Nota:  ver  el  manual  de  WS4D‐gSOAP  para  mejores  referencias.  Hay  que  hacer  operaciones 
manuales sobre el fichero generado antes de ejecutar el siguiente comando. 
Este comando genera un fichero acs.gsoap que se utiliza en el siguiente comando: 
soapcpp2 –2ucn –pws –d gen acs.gsoap 
Una vez ejecutados estos comandos queda generado el código para rellenar con la lógica 





















Desde  DPWS  Explorer  se  puede  realizar  una  monitorización  de  los  mensajes  SOAP 














no  expone  las  operaciones,  se  puede  ver  en  la  figura  4.9  como  aparece  el  servicio 
MySwitchPowerService pero no tiene operaciones colgando. Este dispositivo si se detecta desde 
Windows. 
Air Conditioner de DPWSCore no  es detectado por Windows. Como  en DPWS  Explorer 
aparecen  los comandos, se ha realizado  la compilación cruzada de este ejemplo. Los respectivos 
clientes de ejemplo funcionan para los dos frameworks. 
Para  realizar  la  compilación  de  Air  Conditioner  fue  necesario  bajar  de  versión  el 
DPWSCore  a  la  2.2.0.  Aun  así  aparece  un  error  con  los  tipos  “wchar_t”.  Tras  revisar  una 
comparativa [22] entre las librerías estándar de C Glibc y uClibc se puede observar que la librería 
estándar  que  utiliza  la  cámara  solo  soporta  UTF‐8  y  opcionalmente  ISO‐8859‐*,  es  decir,  no 













En  esta  sección  se muestran  unos  casos  de  uso  seleccionados para  usar  los  diferentes 
tipos  de  servicios DPWS  que  se  pueden  ofrecer  desde  una  cámara  IP.  Primero  se  repasan  las 
limitaciones de este tipo de sistemas. 
5.1 DIFICULTADES TÉCNICAS 





industria  cuando  se  exigen  velocidades  extremas.  Hemos  visto  que  se  pueden  implementar 
aplicaciones de baja velocidad igualmente valiosas. 
En las pruebas realizadas durante la realización del presente Proyecto se han conseguido 
velocidades  de  150ms  por  imagen  que  es  bastante  elevada,  son  900MB/150ms  =  6MB/s 
realizando un procesado básico. Se estimar una imagen por minuto para procesos más complejos. 










ImagenDeCambios = abs(ImagenAnterior – ImagenActual)  
Se trabaja en escala de grises, es decir la luminosidad de cada pixel es comparada con la 
luminosidad del pixel homólogo en  la  imagen anterior. Si resultan  iguales, consideramos que no 
hay movimiento  y  su diferencia es 0.  Si  algún objeto  se mueve  introduce una  variación en  los 
píxeles  que  invade  y  otra  en  los  que  abandona.  Se  suele  emplear  un  margen  de  error  para 







En  la  anterior  imagen  aparezco moviéndome hacia  la  izquierda  y desde  luego no  es  la 
imagen esperada. Se puede pensar que debería aparecer toda la silueta completa marcada como 
un cambio. Al ser la camiseta de un único color la única diferencia que existe está en los cambios 
de  luminosidad  y aunque esté en movimiento no  supera el  límite establecido, por eso  todo el 
tronco aparece en negro. 
Una forma más compleja de realizar el proceso consiste en tomar una imagen del fondo y 
comparar con  la  imagen actual, esto puede resultar  incluso peor. Pensemos en  la entrada de un 







La  imagen  actual  se  va  a  considerar  como  un  porcentaje  del  fondo.  El  porcentaje  elegido 
dependerá de cómo de rápido se requiere que algo estático forme parte del fondo. 
slowBackground = current * 0.05 + 0.95 * slowBackground; 























En  la  imagen  del  resultado  se  pueden  apreciar  algunos  pixeles  sueltos  que  superan  el 
umbral, estas variaciones son producidas por el ruido de la imagen. 
En  escenas  a  la  intemperie,  además  del  ruido  de  imagen,  se  presentan  otros 
inconvenientes:  el  viento mueve  las  ramas  de  los  árboles,  pueden  aparecer  bolsas,  papeles  y 
pájaros volando, además de otros animales sueltos. Esto requiere introducir un nuevo umbral en 
la detección, el volumen de  los objetos, el número de pixeles agrupados que se encuentran en 
movimiento. Para evitar a  los árboles  se  introducen  las ventanas de  inclusión y exclusión de  la 
detección  del  movimiento,  cosa  que  resulta  muy  útil  en  entornos  de  oficina  para  iniciar  la 
grabación en el momento que un objeto entra o sale de una de las ventanas definidas. La cámara 
Axis  utilizada  en  este  proyecto  trae  de  serie  un  algoritmo  de  detección  del  movimiento  que 
incluye  la complejidad de  las ventanas, el tamaño de  los objetos y  la persistencia de  los objetos. 
Por eso no se va a estudiar más en profundidad este algoritmo en Matlab. 





que  aparezcan  muchas  peculiaridades  en  las  aplicaciones  de    visión  por  computador.  Hay 
procesos que para nosotros son extremadamente simples pero cuando se quieren  implementar 
hay  que  contar  con  un  elevado  riesgo  técnico.  Puede  tener  una  complejidad  escondida  que 
imposibilite la realización de un proyecto con los medios materiales disponibles en la actualidad.  














En  la  anterior  imagen  se  pueden  ver  casi  todos  los  problemas  de  este  método  de 




objetos pequeños  (b.2) y posibles huecos  (1). No  todo objeto ofrece  contraste  con  respecto al 
fondo. 
También puede ocurrir lo contrario, que dos objetos estén en contacto y sean procesados 
como el mismo objeto. Dependiendo del grado de precisión  requerido puede  ser  suficiente. Se 
puede  realizar el promedio del número de objetos y con bastante  seguridad  los  fragmentos  se 
compensarán  con  las  uniones.  Se  puede  hacer  el  promedio  entre  el  recuento  ofrecido  para 













En  el  capítulo  2,  la  figura  2.11  muestra  una  alternativa  para  contar  las  personas  que 













El problema con  la  segmentación de color es evidente,  las manos  son del mismo color, 
aunque se pueden filtrar por tamaño todavía  queda el problema de definir un color para la piel, 








en  redes  neuronales  implementado  por Henry  A.  Rowley  en  la  referencia  [21].  Es  un  sistema 




Todo proceso de detección  tiene  4  casos  ampliamente  conocidos: positivos, negativos, 
falsos positivos y falsos negativos. En el caso de la detección de caras salen del cruce entre el valor 
real y el valor detectado. Si detecta una cara donde no la hay es un falso positivo, si una cara no es 


















región con  la  imagen objetivo. Se fija un umbral de detección (Threshold), en  la  imagen aparece 
con el valor 0.99 como entrada al bloque de detección. También se puede seleccionar entre dos 
métodos de correlación, espacial y en frecuencia.  











































































práctico  en  el  capítulo  6.  Consiste  en medir  el  volumen de un  líquido de  color dentro de una 
botella transparente como parte de un control de calidad mediante inspección visual. 
El proceso consiste en  identificar  los pixeles con determinado color y para ello se utiliza 




























































































































































































































































































































El  detector  de  movimiento  ya  viene  incorporado  en  la  cámara,  tanto  el  contador  de 










1. Preparar  un  slot  de  un  metro  para  insertar  el  punto  de  control  en  la  línea  de 
producción  tras  el  rellenado  y  cierre  de  las  botellas.  Colocar  una  carcasa  opaca 
rodeando  la  línea de transporte. En su  interior colocar una fuente de  luz difusa y un 
fondo blanco en uno de los laterales. 
2. En  el  otro  lateral  de  la  carcasa  colocar  la  cámara  IP.  Suministrarle  alimentación  y 
conexión por red Ethernet. Opcionalmente se puede usar el puerto de control de relés 
de la propia cámara para activar el mecanismo de expulsión de la línea. La imagen de 
la  cámara debe  ser  similar a  la  figura 6.1, no  importa que  se  visualice  la botella al 
completo, basta con que se vea la parte superior donde están los niveles de llenado. 
3. Las botellas deben atravesar este punto de control de una en una y deben realizarlo a 








5. Preparar 2 botellas modelo con  los niveles máximo y mínimo. El  técnico utilizará  la 
aplicación setup para capturar las imágenes y seleccionar el color. 
6. Preparar  3  botellas modelo  con  un  nivel  inferior  al mínimo,  un  nivel  intermedio  y 
superior al máximo. Las 5 botellas se usarán para hacer una secuencia de verificación. 







• Obtener  estadísticas:  Recupera  los  resultados  estadísticos  desde  el  último 
restablecimiento de estadísticas. 
• Resetear estadísticas: Reinicia los contadores de resultados estadísticos. 










• Aplicación Setup: Utilidad que permite al operador visualizar  las  instantáneas de 












imagen  cuando  se  detecta  un  cruce  de  barrera.  GPIO  gestiona  la  barrera  por 
infrarrojos  leyendo el puerto externo de  la cámara a  la espera de una  señal de 
circuito cerrado. Barrier Status,  implementado en el script  toogle, presenta una 





• Procesado:  Este  paquete  consta  del  componente  Image  Quality  Control 
Component (IQCC) que realiza el control estadístico. Utiliza la librería QDBMP que 
es  la  encargada  de  realizar  el  procesamiento  de  la  imagen  capturada 
Snapshot.bmp. 









Este  diagrama  es  una  representación  conceptual  del  paquete  de  procesado.  Al  estar 
implementado en C no  resulta  trivial su  representación en UML. QDBMP hace  las  funciones de 



























<?xml version="1.0" encoding="utf-8"?> 
<wsdl:definitions 
 name="IQCC"  
 targetNamespace="http://www.euitt.upm.es/DPWS/IPCam/Quality" 
 xmlns:tns="http://www.euitt.upm.es/DPWS/IPCam/Quality"  




  IQCC - Image Quality Control Component 
 </wsdl:documentation> 
 
<!-- TYPES  --> 
 
  <wsdl:types> 
    <xsd:schema elementFormDefault="qualified" targetNamespace="http://www.euitt.upm.es/"> 
      <xsd:element name="IQCC_CheckLevel"> 
        <xsd:complexType /> 
      </xsd:element> 
      <xsd:element name="IQCC_CheckLevelResponse"> 
        <xsd:complexType> 
          <xsd:sequence> 
            <xsd:element minOccurs="1" maxOccurs="1" name="IQCC_CheckLevelResult" 
type="tns:IQCC_CHECK_RESULT" /> 
          </xsd:sequence> 
        </xsd:complexType> 
      </xsd:element> 
      <xsd:simpleType name="IQCC_CHECK_RESULT"> 
        <xsd:restriction base="s:string"> 
          <xsd:enumeration value="IQCC_CHECK_OK" /> 
          <xsd:enumeration value="IQCC_CHECK_MAX" /> 
          <xsd:enumeration value="IQCC_CHECK_MIN" /> 
          <xsd:enumeration value="IQCC_CHECK_ERROR" /> 
        </xsd:restriction> 
      </xsd:simpleType> 
      <xsd:element name="IQCC_GetStats"> 
        <xsd:complexType /> 
      </xsd:element> 
      <xsd:element name="IQCC_GetStatsResponse"> 
        <xsd:complexType> 
          <xsd:sequence> 
            <xsd:element minOccurs="0" maxOccurs="1" name="IQCC_GetStatsResult" 
type="tns:IQCC_STATS_REPORT" /> 
          </xsd:sequence> 
        </xsd:complexType> 
      </xsd:element> 
      <xsd:complexType name="IQCC_STATS_REPORT"> 
        <xsd:sequence> 
          <xsd:element minOccurs="1" maxOccurs="1" name="Total" type="s:unsignedLong" /> 
          <xsd:element minOccurs="1" maxOccurs="1" name="Ok" type="s:unsignedLong" /> 
          <xsd:element minOccurs="1" maxOccurs="1" name="Max" type="s:unsignedLong" /> 
          <xsd:element minOccurs="1" maxOccurs="1" name="Min" type="s:unsignedLong" /> 
        </xsd:sequence> 
      </xsd:complexType> 
      <xsd:element name="IQCC_ResetStats"> 
        <xsd:complexType /> 
      </xsd:element> 
      <xsd:element name="IQCC_ResetStatsResponse"> 
        <xsd:complexType /> 
      </xsd:element> 
    </xsd:schema> 
  </wsdl:types> 
 
<!-- MESSAGES  -->  
 
  <wsdl:message name="IQCC_CheckLevelSoapIn"> 
    <wsdl:part name="parameters" element="tns:IQCC_CheckLevel" /> 
  </wsdl:message> 
  <wsdl:message name="IQCC_CheckLevelSoapOut"> 
    <wsdl:part name="parameters" element="tns:IQCC_CheckLevelResponse" /> 




  <wsdl:message name="IQCC_GetStatsSoapIn"> 
    <wsdl:part name="parameters" element="tns:IQCC_GetStats" /> 
  </wsdl:message> 
  <wsdl:message name="IQCC_GetStatsSoapOut"> 
    <wsdl:part name="parameters" element="tns:IQCC_GetStatsResponse" /> 
  </wsdl:message> 
  <wsdl:message name="IQCC_ResetStatsSoapIn"> 
    <wsdl:part name="parameters" element="tns:IQCC_ResetStats" /> 
  </wsdl:message> 
  <wsdl:message name="IQCC_ResetStatsSoapOut"> 
    <wsdl:part name="parameters" element="tns:IQCC_ResetStatsResponse" /> 
  </wsdl:message> 
 
<!-- PORT TYPES  --> 
  
  <wsdl:portType name="IQCCSoap"> 
    <wsdl:operation name="IQCC_CheckLevel"> 
      <wsdl:input message="tns:IQCC_CheckLevelSoapIn" /> 
      <wsdl:output message="tns:IQCC_CheckLevelSoapOut" /> 
    </wsdl:operation> 
    <wsdl:operation name="IQCC_GetStats"> 
      <wsdl:input message="tns:IQCC_GetStatsSoapIn" /> 
      <wsdl:output message="tns:IQCC_GetStatsSoapOut" /> 
    </wsdl:operation> 
    <wsdl:operation name="IQCC_ResetStats"> 
      <wsdl:input message="tns:IQCC_ResetStatsSoapIn" /> 
      <wsdl:output message="tns:IQCC_ResetStatsSoapOut" /> 
    </wsdl:operation> 
  </wsdl:portType> 
 
<!-- BINDINGS --> 
 
  <wsdl:binding name="IQCCSoap" type="tns:IQCCSoap"> 
    <soap:binding transport="http://schemas.xmlsoap.org/soap/http" /> 
    <wsdl:operation name="IQCC_CheckLevel"> 
      <soap:operation soapAction="http://www.euitt.upm.es/IQCC_CheckLevel" style="document" 
/> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 
      <wsdl:output> 
        <soap:body use="literal" /> 
      </wsdl:output> 
    </wsdl:operation> 
    <wsdl:operation name="IQCC_GetStats"> 
      <soap:operation soapAction="http://www.euitt.upm.es/IQCC_GetStats" style="document" 
/> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 
      <wsdl:output> 
        <soap:body use="literal" /> 
      </wsdl:output> 
    </wsdl:operation> 
    <wsdl:operation name="IQCC_ResetStats"> 
      <soap:operation soapAction="http://www.euitt.upm.es/IQCC_ResetStats" style="document" 
/> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 
      <wsdl:output> 
        <soap:body use="literal" /> 
      </wsdl:output> 
    </wsdl:operation> 
  </wsdl:binding> 
 
<!-- BINDINGS (SOAP 1.2) --> 
 
  <wsdl:binding name="IQCCSoap12" type="tns:IQCCSoap"> 
    <soap:binding transport="http://schemas.xmlsoap.org/soap/http" /> 
    <wsdl:operation name="IQCC_CheckLevel"> 
      <soap:operation soapAction="http://www.euitt.upm.es/IQCC_CheckLevel" style="document" 
/> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 




        <soap:body use="literal" /> 
      </wsdl:output> 
    </wsdl:operation> 
    <wsdl:operation name="IQCC_GetStats"> 
      <soap:operation soapAction="http://www.euitt.upm.es/IQCC_GetStats" style="document" 
/> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 
      <wsdl:output> 
        <soap:body use="literal" /> 
      </wsdl:output> 
    </wsdl:operation> 
    <wsdl:operation name="IQCC_ResetStats"> 
      <soap:operation soapAction="http://www.euitt.upm.es/IQCC_ResetStats" style="document" 
/> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 
      <wsdl:output> 
        <soap:body use="literal" /> 
      </wsdl:output> 
    </wsdl:operation> 
  </wsdl:binding> 
 
<!-- Services  --> 
 
  <wsdl:service name="IQCC"> 
    <wsdl:port name="IQCCSoap" binding="tns:IQCCSoap"> 
      <soap:address location="http://localhost:50019/IQCC.asmx" /> 
    </wsdl:port> 
    <wsdl:port name="IQCCSoap12" binding="tns:IQCCSoap12"> 
      <soap:address location="http://localhost:50019/IQCC.asmx" /> 
    </wsdl:port> 















En  la  figura  anterior  se observa un  caso  en  el que  se ha utilizado  agua  con una  ligera 
coloración y se ha iluminado deficientemente a propósito para ver la eficacia del algoritmo. En la 

















seleccionado  por  simplicidad  y  no  por  su  potencia.  La  cámara  a  nivel  hardware  tiene  las 
capacidades suficientes para realizar el modelo planteado cumpliendo todas  las expectativas del 











desarrollarán  terceras  partes.  Quedan  excluidas  las  modificaciones  requeridas  en  la  línea  de 
producción. 
 
Concepto     Unid. Precio u.  Importe 
DESPLIEGUE DE MEDIOS             
   CÁMARA IP             
      Cámara AXIS 210     1 200 €                 200 €  
   CABLEADO DE LA RED             
      Switch Ethernet     1 12 €                   12 €  
      Bobina 100m Cable Red Flexible UTP Cat.5e 10/100  1 30 €                   30 €  
      Mano de obra     4 12 €                   48 €  
   CENTRO DE CONTROL             
      Equipo de control     1 1.000 €             1.000 €  
EXPLOTACIÓN DEL SISTEMA EMPOTRADO EN LAS CÁMARAS IP       
   ALGORITMO DE PROCESADO  días  horas tasa (€/h)    
      Toma de requisitos  2 16 30                 480 €  
      Diseño  12 96 45             4.320 €  
      Implementación  20 160 40             6.400 €  
   SOFTWARE ADICIONAL             
      Servidor DPWS  5 40 40             1.600 €  










vigilancia  de  cierta  inteligencia  es  muy  interesante.  Seguramente  las  cámaras  terminen 
evolucionando para soportar este tipo de aplicaciones. Ya existe el concepto de Smart Cameras y 
hay soluciones comerciales como  la Plataforma de aplicaciones AXIS, en  las que  terceras partes 
pueden desarrollar sus algoritmos y comercializarlos fácilmente. 
Estaría genial que las aplicaciones de diseño de sistemas como Simulink trabajaran sobre 




































• Imagen en escala de grises: Se  la conoce como  imagen en blanco y negro, pero siendo más 
preciso  es una  imagen que  tiene  la  intensidad de  la  luz  codificada  en un  amplio  rango de 
valores, generalmente de 0 a 255. Cada canal RGB de una imagen en color son de este tipo. 
• Thresholding: Proceso que trabaja sobre una imagen en escala de grises asignando el  valor 1 
a  los  pixeles  de  la  imagen  si  superan  cierto  umbral  de  intensidad  y  0  en  caso  contrario, 
resultando en una imagen binaria. 
• Vecindad / Conectados: Relación entre 2 pixeles por su posición y cercanía. Hay dos casos, 










• SOA:  Service  Oriented  Arquitecture.  Arquitectura  orientada  a  servicios.  Es  un  paradigma 
tecnológico  para  el  diseño  de  aplicaciones  basada  en  servicios.  Bajo  esta  arquitectura  las 
aplicaciones son colecciones estructuradas de servicios individuales. 
• SOA4D:  Arquitectura  Orientada  a  Servicios  para  Dispositivos  es  una  iniciativa  de  código 
abierto  con  el  objetivo  de  fomentar  un  ecosistema  para  el  desarrollo  de  componentes  de 
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