Zeros and the functional equation of the quadrilateral zeta function by Nakamura, Takashi
ar
X
iv
:1
71
2.
05
16
9v
2 
 [m
ath
.N
T]
  1
0 J
an
 20
18
ON ZEROS OF THE BILATERAL HURWITZ AND PERIODIC
ZETA FUNCTIONS
TAKASHI NAKAMURA
Abstract. In this paper, we show that all real zeros of the bilateral Hurwitz zeta
function Z(s, a) := ζ(s, a) + ζ(s, 1 − a) with 1/4 ≤ a ≤ 1/2 are on the non-positive
even integers as well as the real zeros of ζ(s, 1/2) = (2s − 1)ζ(s). We also prove that
all real zeros of the bilateral periodic zeta function P (s, a) := Lis(e
2piia) + Lis(e
2pii(1−a))
with 1/4 ≤ a ≤ 1/2 are on the negative even integers as well as the real zeros of ζ(s).
Moreover, we show that that all real zeros of the quadrilateral zeta function Q(s, a) :=
Z(s, a)+P (s, a) with 1/4 ≤ a ≤ 1/2 are on the non-positive even integers. The complex
zeros of these zeta functions are also discussed.
1. Introduction and statement of main results
1.1. Introduction. For a complex variable s = σ + it, where σ, t ∈ R, the Hurwitz zeta
function ζ(s, a) is defined by
ζ(s, a) =
∞∑
n=0
1
(n + a)s
, σ > 1, 0 < a ≤ 1.
The Dirichlet series of ζ(s, a) converges absolutely in the half-plane σ > 1 and uniformly
in each compact subset of this half-plane. Moreover, the Hurwitz zeta function ζ(s, a) is
a meromorphic function with a simple pole at s = 1 (see for example [1, Section 12]). Let
ϕ be the Euler totient function and χ be a primitive Dirichlet character of conductor of
q. Then for 0 < r < q, where q and r are relatively prime integers, we have
ζ(s, r/q) =
∞∑
n=0
1
(n+ r/q)s
=
∞∑
n=0
qs
(r + qn)s
=
qs
ϕ(q)
∑
χ mod q
χ(r)L(s, χ). (1.1)
It is well-known that all real zeros of ζ(s, 1/2) are at the non-positive even integers.
Furthermore, the Dirichlet L-function L(s, χ) has real zeros at only the non-positive even
integers if the Dirichlet character χ is primitive and χ(−1) = 1. Recently, Matsusaka [4,
Theorem 1.3] showed that for integers N ≤ −1, the Hurwitz zeta function ζ(s, a) has real
zeros in the interval (−N − 1,−N) if and only if BN+1(a)BN+2(a) < 0, where BN(a) is
the N -th Bernoulli polynomial. It should be noted that the cases N = −1 and N = 0 are
proved by the author in [6, Theorem 1.2] and [7, Theorem 1.2], respectively.
For 0 < a ≤ 1, the periodic zeta function (see [1, Exercise 12.2]) is defined by
Lis(e
2πia) =
∞∑
n=1
e2πina
ns
, σ > 1.
Obviously, we have Lis(1) = ζ(s, 1) = ζ(s), where ζ(s) is the Riemann zeta function. The
Dirichlet series of Lis(a) with 0 < a < 1 converges uniformly in each compact subset of the
half-plane σ > 0. Hence the function Lis(a) with 0 < a < 1 is analytically continuable to
2010 Mathematics Subject Classification. Primary 11M35.
Key words and phrases. Real and complex zeros, Hurwitz zeta function, periodic zeta function.
1
2 T. NAKAMURA
the whole complex plan. Let G(χ) denotes the Gauss sum :=
∑q
n=1 χ(n)e
2πirn/q associated
to a Dirichlet character χ. Then we have
Lis(e
2πir/q) = q−s
q∑
n=1
e2πirn/qζ(s, n/q) =
1
ϕ(q)
∑
χ mod q
G(χ)L(s, χ), 0 < r < q. (1.2)
It should be mentioned that Roy [8] proved that Liσ(z) 6= 0 for all |z| ≤ 1, z 6= 1 and
σ > 0 (for zeros of the Hurwitz zeta function ζ(s, a) and the periodic zeta function Lis(z),
we can refer to [6, Section 1.1]).
1.2. Main results. For 0 < a ≤ 1/2, the bilateral Hurwitz zeta function Z(s, a) is
defined by
Z(s, a) := ζ(s, a) + ζ(s, 1− a).
Similarly, for 0 < a ≤ 1/2, we define the bilateral periodic zeta function P (s, a) by
P (s, a) := Lis(e
2πia) + Lis(e
2πi(1−a)).
Furthermore, for 0 < a ≤ 1/2, define the quadrilateral zeta function Q(s, a) by
Q(s, a) := Z(s, a) + P (s, a) = ζ(s, a) + ζ(s, 1− a) + Lis(e2πia) + Lis(e2πi(1−a)).
In the present paper, we show the following. The functional equations for the zeta
functions Z(s, a), P (s, a) and Q(s, a) are given by (2.9), (2.11) and (2.14), respectively.
Theorem 1.1. Let 1/4 ≤ a ≤ 1/2. Then all real zeros of the bilateral Hurwitz zeta
function Z(s, a) are at only the non-positive even integers.
Theorem 1.2. Assume 1/4 ≤ a ≤ 1/2. Then all real zeros of the bilateral periodic zeta
function P (s, a) are at only the negative even integers.
Theorem 1.3. Suppose 1/4 ≤ a ≤ 1/2. Then all real zeros of the quadrilateral zeta
function Q(s, a) are at only the negative even integers.
Recall that all real zeros of ζ(s) are at the negative even integers. Furthermore, real
zeros of ζ(s, 1/2) and L(s, χ) with even primitive Dirichlet characters are at only non-
positive even integers. The proof of the following proposition is written in Section 2.1.
Proposition 1.4. Suppose that a = 1/4, 1/3 or 1/2. Then the Riemann hypothesis is
true if and only if
• all complex zeros of Z(s, a) are on the vertical lines σ = 1/2 and σ = 0,
• all complex zeros of P (s, a) are on the vertical lines σ = 1/2 and σ = 1 or
• all complex zeros of Q(s, a) are on the vertical line σ = 1/2.
For non-periodic complex zeros of Z(s, a), P (s, a) and Q(s, a), we have the following
proposition which should be compared with Davenport-Heilbronn function appeared in
[10, Section 10.25].
Proposition 1.5. Let 1/4 < a < 1/2 be rational 6= 1/3. Then for any δ > 0, the zeta
functions P (s, a) and Q(s, a) have more than C♭a(δ)T and less than C
♯
a(δ)T complex zeros
in the rectangle 1 < σ < 1+ δ and < t < T if T is sufficiently large. Furthermore, for any
1/2 < σ1 < σ2 < 1, the zeta functions P (s, a) and Q(s, a) have more than C
♭
a(σ1, σ2)T
and less than C♯a(σ1, σ2)T non-trivial zeros in the rectangle σ1 < σ < σ2 and < t < T
when T is sufficiently large.
Moreover, the bilateral Hurwitz zeta function Z(s, a) with transcendental 1/4 < a < 1/2
or rational 1/4 < a < 1/2 with a 6= 1/3 has the same property above.
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2. Proofs of the Main results
2.1. Proof of Proposition 1.4.
Proof of Proposition 1.4 for Z(s, a). When σ > 1, one has
∞∑
n=1
1
ns
=
∞∑
n=0
1
(2n+ 1)s
+
∞∑
n=0
1
(2n+ 2)s
=
∞∑
n=0
1
(2n+ 1)s
+ 2−sζ(s).
Hence the case a = 1/2 is proved by
Z(s, 1/2) = 2ζ(s, 1/2) = 2(2s − 1)ζ(s). (2.1)
For σ > 1, it holds that
∞∑
n=1
1
ns
=
∞∑
n=0
1
(3n+ 1)s
+
∞∑
n=0
1
(3n+ 2)s
+
∞∑
n=0
1
(3n+ 3)s
.
Hence we have
Z(s, 1/3) = ζ(s, 1/3) + ζ(s, 2/3) = 3sζ(s)− ζ(s, 1) = (3s − 1)ζ(s). (2.2)
Similarly, we have
∞∑
n=1
1
ns
=
∞∑
n=0
1
(4n+ 1)s
+
∞∑
n=0
1
(4n + 2)s
+
∞∑
n=0
1
(4n+ 3)s
+
∞∑
n=0
1
(4n+ 4)s
when σ > 1. Thus it holds that
Z(s, 1/4) = ζ(s, 1/4) + ζ(s, 3/4) = 4sζ(s)− ζ(s, 1/2)− ζ(s, 1)
= (4s − 1)ζ(s)− (2s − 1)ζ(s) = 2s(2s − 1)ζ(s) = 2sζ(s, 1/2). (2.3)
The equations (2.2) and (2.3) imply Proposition 1.4 for Z(s, a) with a = 1/3, 1/4. 
Proof of Proposition 1.4 for P (s, a). Obviously, we have
∞∑
n=1
2
(2n)s
=
∞∑
n=1
(−1)n
ns
+
∞∑
n=1
1
ns
= Lis(e
πi) + ζ(s).
Hence the case a = 1/2 is shown by
P (s, 1/2) = 2Lis(e
πi) = 2(21−s − 1)ζ(s). (2.4)
When σ > 1, it holds that
∞∑
n=1
3
(3n)s
=
∞∑
n=0
e2πin/3
ns
+
∞∑
n=0
e4πin/3
ns
+
∞∑
n=0
e2πin
ns
.
Hence we obtain
P (s, 1/3) = Lis(e
2πi/3) + Lis(e
4πi/3) = 31−sζ(s)− ζ(s) = (31−s − 1)ζ(s). (2.5)
Similarly, one has
∞∑
n=1
4
(4n)s
=
∞∑
n=0
e2πin/4
ns
+
∞∑
n=0
e4πin/4
ns
+
∞∑
n=0
e6πin/4
ns
+
∞∑
n=0
e2πin
ns
for σ > 1. Thus it holds that
P (s, 1/4) = Lis(e
2πi/4) + Lis(e
6πi/4) = 41−sζ(s)− Lis(eπi)− ζ(s)
= (41−s − 1)ζ(s)− (21−s − 1)ζ(s) = 21−s(21−s − 1)ζ(s). (2.6)
Thus we have Proposition 1.4 for P (s, a) by (2.4), (2.5) and (2.6) 
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Proof of Proposition 1.4 for Q(s, a). When a = 1/2, we have
Q(s, 1/2) = 2(2s − 1)ζ(s) + 2(21−s − 1)ζ(s) = 2(X − 2 + 2X−1)ζ(s),
where 0 6= X := 2s, form (2.1) and (2.4). The solutions of X2−2X+2 = 0 are X = 1± i.
Obviously, the all solutions of 2s = 1± i are on the line σ = 1/2.
Assume that a = 1/3. By using (2.2) and (2.5), we have
Q(s, 1/3) = (3s − 1)ζ(s) + (31−s − 1)ζ(s) = (Y − 2 + 3Y −1)ζ(s),
where 0 6= Y := 3s. We can easily see that Y = 1± i√2 are the roots of Y 2− 2Y + 3 = 0
and the all solutions of 3s = 1± i√2. are on the line σ = 1/2.
Finally, suppose that a = 1/4. By (2.3) and (2.6), it holds that
Q(s, 1/4) = 2s(2s − 1)ζ(s) + 21−s(21−s − 1)ζ(s) = (X2 −X + 4X−2 − 2X−1)ζ(s).
The solutions of X2 −X + 4X−2 − 2X−1 = 0 are
X =
1
4
(
1 +
√
17± i
√
2(7−
√
17)
)
,
1
4
(
1−
√
17± i
√
2(7 +
√
17)
)
.
The absolute value of the numbers above are
√
2. Therefore, the all roots of X2 −X +
4X−2 − 2X−1 = 0, where X := 2s, are on the line σ = 1/2. 
2.2. Proof of Theorem 1.1. First we shall show the following lemma (see also [6, The-
orem 1.2 (2)] and its proof).
Lemma 2.1. When 1/4 ≤ a ≤ 1/2 and σ > 0, one has
P (σ, a) = 2
∞∑
n=1
cos 2pina
nσ
< 0.
Proof. It should be noted that the series
∑
∞
n=1 n
−s cos 2pina with 0 < a < 1 converges
uniformly on compact subsets in the half-plane σ > 0 by Abel’s summation formula (see
for instance [3, p. 20]). For 0 < a < 1 and σ > 0, it is know that
∞∑
n=1
e2πina
ns
=
e2πia
Γ(s)
∫
∞
0
xs−1
ex − e2πiadx
(see for example [6, (2.9)]). Thus it holds that
∞∑
n=1
cos 2pina
nσ
= ℜ
(
e2πia
Γ(σ)
∫
∞
0
xs−1
ex − e2πiadx
)
. (2.7)
When 1/4 ≤ a ≤ 1/2, one has −1 ≤ cos 2pia ≤ 0. Hence for all x > 0, we have
ℜ
(
e2πia
ex − e2πia
)
= ℜ
(
cos 2pia+ i sin 2pia
ex − cos 2pia− i sin 2pia
)
=
cos 2pia(ex − cos 2pia)− sin2 2pia
(ex − cos 2pia)2 + sin2 2pia =
ex cos 2pia− 1
(ex − cos 2pia)2 + sin2 2pia < 0.
The inequality above and (2.7) imply Lemma 2.1. 
Proof of Theorem 1.1. When σ > 1, it holds that
Z(σ, a) = ζ(σ, a) + ζ(σ, 1− a) =
∞∑
n=0
(
1
(n+ a)s
+
1
(n+ 1− a)s
)
> 0. (2.8)
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For σ > 1, it is well-known that
ζ(1− s, a) = 2Γ(s)
(2pi)s
{
cos
(pis
2
) ∞∑
n=1
cos 2pina
ns
+ sin
(pis
2
) ∞∑
n=1
sin 2pina
ns
}
(see for example [3, Theorem 2.3.1]). Hence we have
Z(1− s, a) = 4Γ(s)
(2pi)s
cos
(pis
2
) ∞∑
n=1
cos 2pina
ns
=
2Γ(s)
(2pi)s
cos
(pis
2
)
P (s, a). (2.9)
We remark that the equation above holds for not only σ > 1 but also σ > 0 if 0 < a < 1
by applying Abel’s summation formula to the bilateral periodic zeta function P (s, a). On
the other hand, it is widely known that Γ(s) is analytic when σ > 0 and
Γ(σ) > 0, σ > 0. (2.10)
Therefore, all real zeros of Z(1− s, a) with 1/4 ≤ a ≤ 1/2 and σ > 0 come from
cos
(pis
2
)
= 0, σ > 0
by (2.9), (2.10) and Lemma 2.1. Hence every real zero of Z(s, a) with 1/4 ≤ a ≤ 1/2 and
σ < 1 is caused by
cos
(
pi(1− s)
2
)
= 0, σ < 1,
which is equivalent to that s is a non-positive even integer. 
2.3. Proof of Theorem 1.2. When σ > 0, Theorem 1.2 is proved by Lemma 2.1.
Proof of Theorem 1.2 with σ ≤ 0. From [1, Exercises 12.2 and 12.3], one has
Lis(e
2πia) =
Γ(s)
(2pi)s
(
eπis/2ζ(s, a) + e−πis/2ζ(s, 1− a)
)
, 0 < a < 1.
Hence, for 1/4 ≤ a ≤ 1/2, it holds that
P (1− s, a) = 2Γ(s)
(2pi)s
(
cos
(pis
2
)
ζ(s, a) + cos
(pis
2
)
ζ(s, 1− a)
)
=
2Γ(s)
(2pi)s
cos
(pis
2
)
Z(s, a).
(2.11)
It is well-known that one has
ζ(s, a) =
1
s− 1 + f(s, a),
where f(s, a) is an analytic function for all s ∈ C (see for example [1, Theorem 12.21]).
Thus we have
P (0, a) = lim
s→1
4Γ(s)
(2pi)s
1
s− 1 cos
(pis
2
)
=
4
2pi
−pi
2
= −1 < 0. (2.12)
Recall Z(σ, a) > 0 when σ > 1 from (2.8). Therefore, all real zeros of P (1 − s, a) with
1/4 ≤ a ≤ 1/2 and σ > 1 come from
cos
(pis
2
)
= 0, σ > 1
by (2.8), (2.10) and (2.11). Hence we have Theorem 1.2. 
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2.4. Proof of Theorem 1.3. When σ > 1 and 0 < a < 1, we have
Q(σ, a) = Z(σ, a) + P (σ, a) >
∞∑
n=0
(
1
(n+ a)σ
+
1
(n + 1− a)σ −
2
(n+ 1)σ
)
> 0. (2.13)
Form (2.9), (2.12) and the definition of Q(s, a), one has
Q(0, a) = Z(0, a) + P (0, a) = 0 + (−1) = −1.
By using (2.9) and (2.11), we have
Q(1− s, a) = 2Γ(s)
(2pi)s
cos
(pis
2
)(
Z(s, a) + P (s, a)
)
=
2Γ(s)
(2pi)s
cos
(pis
2
)
Q(s, a). (2.14)
It should be emphasised that the equation above completely coincides with the functional
equation [10, (2.1.8)] if we replace Q(s, a) and Q(1− s, a) with ζ(s) and ζ(1− s). All real
zeros of Q(1− s, a) with 1/4 ≤ a ≤ 1/2 and σ > 1 come from
cos
(pis
2
)
= 0, σ > 1
by (2.10), (2.13) and (2.14). Thus we only have to show the following.
Lemma 2.2. Let 1/4 < a < 1/2. Then we have
Q(σ, a) = Z(σ, a) + P (σ, a) < 0, 0 < σ < 1.
Proof. From Lemma 2.1, one has P (σ, a) < 0 for 0 < σ < 1. On the other hand, we have
Z(σ, a) < 0 when 0 < σ < 1 by (2.9), Lemma 2.1 and
Γ(σ) > 0, cos
(piσ
2
)
> 0, 0 < σ < 1.
Therefore, it holds that Z(σ, a) + P (σ, a) < 0 if 0 < σ < 1. 
2.5. Proof of Proposition 1.5. The upper bound for the number of zeros of Z(s, a)
is proved by the Bohr-Landau method (see [10, Theorem 9.15 (A)]), the mean square of
ζ(s, a) (see [3, Theorem 4.2.1]) and∫ T
2
∣∣Z(σ + it, a)∣∣2dt ≤ 2
∫ T
2
∣∣ζ(σ + it, a)∣∣2dt+ 2
∫ T
2
∣∣ζ(σ + it, 1− a)∣∣2dt, σ > 1/2.
The upper bound for the number of zeros of P (s, a) and Q(s, a) are proved similarly from
[3, Theorem 4.2.1]. Thus we only have to discuss the lower bound for the number of zeros
of the zeta functions Z(s, a), P (s, a) and Q(s, a).
Proof of Proposition 1.5. First assume that a 6= 1/2, 1/3, 1/4 is rational. Then the lower
bounds for the number of zeros of Z(s, a), P (s, a) and Q(s, a) with σ > 1 and 1/2 < σ < 1
are prove by (1.1), (1.2), [9, Corollary], [2, Theorem 2] and the definitions of the zeta
functions Z(s, a), P (s, a) and Q(s, a).
Next suppose a is transcendental and 1/2 < σ < 1. Then ζ(s, a) and ζ(s, 1− a) have
the joint universality by [5, Theorem 5]. Hence we can prove Proposition 1.5 in this case
by modifying the proof of [2, Theorem 2] (see also [2, Theorem 3]).
Finally, consider the case a is transcendental and σ > 1. We can easily see that the set{
log(n+ a) : n ∈ N ∪ {0}} ∪ {log(n+ 1− a) : n ∈ N ∪ {0}}
is linearly independent over Q. Hence, by using the Davenport and Heilbronn method
(see for example [3, p. 162]), the bilateral zeta function Z(s, a) has more than C♭a(T ) in
the rectangle 1 < σ < 1 + δ and < t < T when T is sufficiently large. 
ON ZEROS OF THE BILATERAL HURWITZ AND PERIODIC ZETA FUNCTIONS 7
References
[1] T. M. Apostol, Introduction to Analytic Number Theory. Undergraduate Texts in Mathematics,
Springer, New York, 1976.
[2] J. Kaczorowski and M. Kulas, On the non-trivial zeros off line for L-functions from extended Selberg
class, Monatshefte Math. 150 (2007), no. 3, 217–232.
[3] A. Laurincˇikas and R. Garunksˇtis, The Lerch zeta-function. Kluwer Academic Publishers, Dordrecht,
2002.
[4] T. Matsusaka, Real zeros of the Hurwitz zeta function, to appear in Acta Arithmetica, arXiv:
1610.07945.
[5] H. Mishou, The joint universality theorem for a pair of Hurwitz zeta functions. J. Number Theory
131 (2011), no. 12, 2352–2367.
[6] T. Nakamura, Real zeros of Hurwitz-Lerch zeta and Hurwitz-Lerch type of Euler-Zagier double zeta
functions. Math. Proc. Cambridge Philos. Soc. 160 (2016), no. 1, 39–50.
[7] T. Nakamura, Real zeros of Hurwitz-Lerch zeta functions in the interval (−1, 0). J. Math. Anal. Appl.
438 (2016), no. 1, 42–52.
[8] E´. L. Roy. Sur les se´ries divergentes et les fonctions de´finies par un de´veloppement de Taylor,
Ann. Fac. Sci. Toulouse Sci. Math. Sci. Phys. (2), 2(3), (1900), 317–384.
[9] E. Saias and A. Weingartner, Zeros of Dirichlet series with periodic coefficients, Acta Arith. 140
(2009), no. 4, 335–344.
[10] E. C. Titchmarsh, The theory of the Riemann zeta-function, Second edition. Edited and with a
preface by D. R. Heath-Brown. The Clarendon Press, Oxford University Press, New York, 1986.
(T. Nakamura) Department of Liberal Arts, Faculty of Science and Technology, Tokyo
University of Science, 2641 Yamazaki, Noda-shi, Chiba-ken, 278-8510, Japan
E-mail address : nakamuratakashi@rs.tus.ac.jp
URL: https://sites.google.com/site/takashinakamurazeta/
