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2 BAB II 
KAJIAN PUSTAKA 
2.1 Studi Literatur 
Dalam beberapa-berapa tahun kebelakang telah banyak dilakukan penelitian 
mengenai klasifikasi berita. Penelitian yang dilakukan Errissya .R mengenai 
eksperimen klasifikasi berita hoaks pada tahun 2014 [5]. Pada penelitian lain, oleh 
Amelia .R melakukan klasifikasi berita online pada tahun 2017 [6]. Berikut hasil 
penelitian yang pada penelitian sebelumnya. 
Tabel  2.1 Penelitian Sejenis 
Penelitian Hasil Penelitian 
Eksperimen pada Sistem Klasifikasi 
Berita Hoax Berbahasa Indonesia 
Berbasis Pembelajaran Mesin 
Errissya Rasywir, Ayu Purwarianti 
(2014) 
Penelitian ini melakukan pencarian 
untuk memilih teknik terbaik untuk 
proses klasifikasi. Penelitian ini 
menggunakan beberapa algoritma 
seperti Naïve Bayes. SVM dan C4.5. 
Menghasilkan algoritma Naïve Bayes 
menunjukan hasil terbaik dibandingkan 
algoritma lain dengan nilai akurasi 
91,36% menggunakan 220 artikel 
berbahasa Indonesia dalam 22 topik 
(89 artikel hoaks dan 131 artikel bukan 
hoaks). 
Online News Classification Using 
Multinomial Naïve Bayes 
Amelia Rahman, Wiranto,  
Afrizal Doewes 
(2017) 
Pada penelitian ini data yang 
digunakan sebanyak 1011 data dan 
dikelompokkan menjadi 15 topik isu 
menghasilkan hasil akurasi sebesar 
94,29% dengan menggunakan 
algoritma Multinomial Naïve Bayes. 
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Pada penelitian tugas akhir ini dilakukan perbandingan algoritma Naïve Bayes 
dengan Multinomial Naïve Bayes untuk menentukan algoritma mana yang lebih 
efektif dalam mengklasifikasikan berita yang termasuk kategori hoaks dan non-
hoaks. Dalam penelitian ini ada beberapa tahapan yaitu praproses, ekstraksi fitur, 
seleksi fitur dan pembelajaran mesin. 
2.2 Manipulasi Berita Hoaks 
Data penelitian yang digunakan merupakan kumpulan dari artikel berita hoaks 
dan non-hoaks. Dalam menentukan berita yang tergolong dalam kategori hoaks 
dengan kriteria sebagai berikut [7], [8]. 
1. Manipulasi Bahasa Melalui Tindak 
a) Manipulasi Evaluatif adalah adanya pengukuhan kalimat yang 
mengarahkan pembaca pada prasangka [8]. 
b) Manipulasi Emosional adalah adanya pembentukan suasana emosional, 
ekspresi emosi dan akuisisi reaksi emosional yang menyebabkan perubahan 
dalam perilaku pembacanya [8]. 
c) Manipulasi Rasional adalah rekonstruksi struktur dan pengenalan kategori 
baru menggunakan fakta-fakta meyakinkan dan argumen yang berdampak 
pada kesadaran masyarakat [8]. 
Tabel  2.2 Contoh Manipulasi Bahasa Tindak 
No Manipulasi Bahasa Tindak Contoh Berita 
1 Manipulasi Evaluatif 
Lembaga ANTI HOAX Koq akan 
dibuat Mabes Polri bersama teman 
#ahok ? Bukannya mereka ini justru 
yang sering membuat berita hoax, 
atau paling tidak membuat berita yang 
mengklaim keberhasilan orang lain 
sebagai keberhasilan junjungannya  
2 Manipulasi Emosional 
“Ternyata oh ternyata… sekarang 
Kali jodoh Punya SINARMAS 
LAND….. pantesan aja Si chokinhok 
Getol banget menggusur warga 
Kalijodo……!!!  
3 Manipulasi Rasional 
BERITA TERBARU…!!! PUKUL 
08.30 KPK JEMPUT PAKSA ANIES 
BASWEDAN DI RUMAHNYA , 
KARENA TERSANDUNG 
KORUPSI DANA FRANKFURT 
BOOK… 
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2. Manipulasi Bahasa Melalui Pungtuasi dan Huruf  
Menurut Barton dan Lee, berbagai bahasa baru dalam berkomunikasi dalam 
media digital ditandai dengan fitur sebagai berikut [9]. 
a) Akromin dan inisial, misalnya LOL untuk laugh out loud artinya tertawa 
keras [9]. 
b) Reduksi / kompresi kata, misalnya “trims” untuk “terima kasih” [9]. 
c) Huruf / angka homofon, misalnya “Q” untuk “aku” [9]. 
d) Lafal tidak konvensional, misalnya “Aku sangaaaaaaaat bahagia!” [9]. 
e) Penggunaan emoticon, misalnya “:D” untuk ekspresi bahagia [9]. 
f) Pungtuasi (tanda baca) tidak konvensional [9]. 
Tabel  2.3 Contoh Manipulasi Pungtuasi dan Huruf 
No Letak dalam Teks Contoh Berita 
1 Awal 
„PERINGATAN URGENT! Hati-hati 
untuk tidak menggunakan parasetamol 
yang datang ditulis P / 500. Ini adalah 
parasetamol baru, sangat putih dan 
mengkilap, mengandung “Machupo” 
virus, dianggap salah satu virus yang 
paling berbahaya di dunia. Dan dengan 
tingkat kematian yang tinggi. Silakan 
berbagi pesan ini, untuk semua orang dan 
keluarga. Dan menyelamatkan hidup dari 
mereka ….. saya sudah melakukan 
bagian saya, sekarang giliran Anda‟  
2 Akhir 
BERITA PAGI HARI INI YANG 
MENGHEBOHKAN DUNIA..!!! Paus 
Yohanes II , Atau Yang Akrab Dipanggil 
Sri Paus,Pimpinan Umat Katholik 
Sedunia Masuk ISLAM,Sekitar Jam 10 
Tadi Pagi Dimasjidil Harham..TOLONG 
DI SHARE !!!!  
3 Tengah 
Mulai sekarang belanja di ALFAMART 
atau INDOMARET akan di potong biaya 
100 rupiah untuk kampanye ahok… 
Pendapat anda? Apa yg mesti kita 
lakukan?  
4 Keseluruhan 
BERITA TERBARU…!!! PUKUL 
08.30 KPK JEMPUT PAKSA ANIES 
BASWEDAN DI RUMAHNYA , 
KARENA TERSANDUNG KORUPSI 
DANA FRANKFURT BOOK…  
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Dalam proses menentukan dokumen berita non-hoaks jika tidak terdapat ciri-ciri 
berita hoaks yang tersebar di dunia maya maka dapat dijadikan sebagai acuan dalam 
membentuk dokumen berita nonhoaks. Terlepas pada kedepannya media-media 
terkait melakukan penyebaran berita hoaks, hal tersebut diluar dari teori dan konsep 
yang digunakan untuk membangun data berita non-hoaks dalam penelitian ini. 
Berikut adalah ciri-ciri media hoaks yang tersebar di dunia maya adalah sebagai 
berikut [10] : 
1. Berasal dari situs yang tidak dapat dipercaya. 
a) Belum memiliki tim redaksi (untuk situs berita) 
b) Tentang penulis tidak jelas (Halaman About-untuk situs Blog) 
c) Tidak memiliki keterangan siapa pemiliknya 
d) Kontak (email dan nomor telepon) tidak tercantum ataupun palsu 
e) Domain tidak jelas 
2. Tanggal dan tempat tidak jelas bahkan tidak ada. 
3. Menekankan isu SARA (Suku, Agama, Ras, dan Antar Golongan). 
4. Kontennya aneh dan menyudutkan pihak tertentu secara berlebihan dan isi 
berita tidak bermutu jika diidentifikasi lebih mendalam. 
5. Berita tidak berimbang. Menyampaikan fakta dan pertimbangan berat sebelah. 
6. Alur dan konten tidak logis, langka, dan aneh. 
7. Bahasa dan tata kalimat yang digunakan rancu dan tidak berhubungan satu 
sama lain. 
8. Menggunakan bahasa yang emosional dan provokatif 
9. Menyarankan untuk mengklik, share, like dengan tulisan tidak sesuai kaidah 
bahasa dan nada yang berlebihan. 
10. Penyebaran dilakukan oleh akun media sosial palsu. 
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2.3 Praproses (Preprocessing) 
Praproses adalah tahapan pengolahan data untuk mengurangi data yang 
bermasalah (noise) karena memiliki perbedaan besar yang dengan data lainnya. 
Praproses dilakukan agar meningkatkan kualitas data karena kualitas data akan 
mempengaruhi hasil klasifikasi[11]. Berikut adalah tahapan praproses. 
1. Case Folding 
Case folding adalah proses pengubahan huruf kapital di dalam dokumen 
menjadi huruf kecil dan menghilangkan karakter selain huruf [11].  
Gambar 2.1 Proses Case Folding 
2. Tokenizing 
Tokenizing atau tokenisasi adalah tahapan memecah kalimat yang terdapat 
dalam dokumen menjadi kata atau frasa. Proses tokenisasi memisahkan dengan 
menggunakkan spasi [11]. 
Gambar 2.2 Proses Tokenizing 
  
Ibu Kota  Indonesia akan 
dipindahkan ke 
Kalimantan.  
ibu kota indonesia 
akan dipindahkan 
ke kalimantan. 
ibu 
kota 
indonesia 
dipindahkan 
ke 
kalimantan 
ibu kota indonesia 
akan dipindahkan 
ke kalimantan. 
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3. Stopword Removal 
Stopword removal adalah penghapusan kata yang sering muncul dan kata yang 
tidak memiliki makna [11]. 
 
Gambar 2.3 Proses Stopword Removal 
4. Stemming 
Stemming adalah proses mengubah kata kembali ke bentuk kata dasarnya 
sesuai kaidah tata bahasa [11]. 
Gambar 2.4 Proses Stemming 
 
2.4 Ekstraksi Fitur (Features Extraction) 
Ekstraksi fitur adalah proses  untuk mengekstrak fitur kata yang ada dalam 
dokumen yang dihasilkan pada saat tokenisasi [5]. Hasil dari proses ini adalah 
sebagai penciri dari dokumen yang termasuk kategori hoaks dan non-hoaks [5]. 
Model ekstraksi pada penelitian ini adalah model unigram[12]. Unigram adalah 
jenis token data pada dokumen yang terdiri dari satu kata [13]. 
2.5 Seleksi Fitur (Features Selection) 
Seleksi fitur merupakan proses untuk menggurangi jumlah fitur untuk 
meningkatkan proses komputasi saat dilakukan pembelajaran mesin. Information 
gain merupakan algoritma yang dapat digunakan untuk seleksi fitur [5].   
ibu 
kota 
indonesia 
dipindahkan 
kalimantan 
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Berikut adalah  Persamaan 1 digunakan untuk keseragaman (entropy) sebelum 
pemisahan (keseluruhan data) dengan rumus [14], [15]. 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ −(𝑃𝑖) log2(𝑃𝑖)
𝑘
𝑖=1  (1) 
Persamaan 2 digunakan untuk keseragaman kelas (entropy) sesudah data setelah 
pemisahan (hoaks dan hoaks) [15]. 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆, 𝐴) = ∑ (
𝑆𝑣
𝑆
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣))𝑘𝑖=1  (2) 
Nilai information gain dihitung dengan rumus Persamaan 3 [15]. 
𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆, 𝐴) (3) 
Keterangan : 
Pi : proposisi data S dengan kategori i 
k : jumlah kategori pada output S 
v : semua nilai kemungkinan atribut A 
Sv : subset S dari atribut A benilai v 
Entropy(S) : nilai entropy sebelum pemisahan 
Entropy(S,A) : nilai entropy setelah pemisahan 
2.6 Algoritma Pembelajaran Mesin 
2.6.1 Naïve Bayes 
Imuwan Inggris Thomas Bayes mengemukakan sebuah metode probabilistik dan 
statistik yaitu algoritma Naïve Bayes [16]. Naïve Bayes atau dikenal Teorema Bayes 
dimana dapat memprediksi peluang masa depan menggunakan pengalaman 
sebelumnya [16]. Berikut merupakan persamaan yang digunakan dalam 
perhitungan  Naïve Bayes pada rumus Persamaan 1 [16]. 
𝑃(𝑐|𝑥) =
𝑃(𝑥|𝑐) × 𝑃(𝑐)
𝑃(𝑥)
                                                               (1) 
Keterangan Persamaan 1 : 
x : data pelatihan x yang diamati 
c : hipotesis data c 
P(c) : probabilitas hipotesis c (prior) 
P(x|c) : peluang data x kategori c (likelihood) 
P(x) : peluang data x (evidence) 
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Jika atribut memiliki lebih dari satu atribut maka nilai likelihood dengan rumus 
Persamaan 2 [16]. 
𝑃(𝑥|𝑐) = 𝑃(𝑐)  × 𝑃(𝑥1|𝑐)𝑃(𝑥2|𝑐) … 𝑃(𝑥𝑗|𝑐) 
𝑃(𝑥|𝑐) = 𝑃(𝑐) ∏ 𝑃(𝑥𝑗|𝑐)
𝑛
𝑗=1
                                              (2) 
Keterangan Persamaan 2 [16] : 
j : indeks niali atribut x 
n : jumlah atribut 
Xj : nilai atribut x 
 Untuk distribusi normal digunakan rumus Densitas Gauss pada Persamaan 3 [16]. 
𝑃(𝑥|𝑐) =
1
√2𝜋𝜎𝑖𝑗
𝑒
−
(𝑥𝑖−𝜇𝑖𝑗)
2𝜎2𝑖𝑗                                                   (3) 
Keterangan Persamaan 3 : 
𝜇 : rata-rata populasi 
𝜋 ∶ 𝑝ℎ𝑖 setara 3,14 
𝜎2: varian dari populasi 
𝑒 ∶ eksponen ekuivalen 2,7183  
Rumus rata-rata populasi pada Persamaan 4 [16] : 
𝜇 =
∑ 𝑥𝑖
𝑛
𝑖=1
𝑛
                                                                   (4) 
Rumus varian pada Persamaan 5 [16] : 
𝜎2 =
∑ (𝑥𝑖−𝜇)
2𝑛
𝑖=1
𝑛−1
  (5) 
2.6.2 Multinomial Naïve Bayes 
Multinomial Naïve Bayes  atau Multinomial NB model adalah metode 
pembelajaran menggunakan pendekatan probabilistik. Rumus Multinomial Naïve 
Bayes menjabarkan probabilitas dokumen d pada kategori c sebagai berikut [16], 
[17]. 
𝑃(𝑐|𝑑) = 𝑃(𝑐) ∏ 𝑃(𝑡𝑛|𝑐)
1≤𝑘≤𝑛𝑑
                                            (1) 
Keterangan Persamaan 1 : 
P(c) : probabilitas prior kategori c 
tn : kata dokumen d  
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P(c|d) : probabilitas dokumen d kategori c 
P(tn|c) : probabilitas kata ke-n kategori c 
Rumus prior di kategori c [16] : 
𝑃(𝑐) =
𝑁𝑐
𝑁
                                                                        (2) 
Keterangan Persamaan 2  : 
Nc : jumlah kategori c di seluruh dokumen 
N : jumlah seluruh dokumen 
Nilai probabilitas kata ke-n dengan teknik laplacian smooting [16] : 
𝑃(𝑡𝑛|𝑐) =
𝑐𝑜𝑢𝑛𝑡(𝑡𝑛 + 1)
𝑐𝑜𝑢𝑛𝑡(𝑐) + |𝑉|
                                             (3) 
Keterangan Persamaan 3 : 
count(tn|c) : jumlah kata tn kategori c 
count(c) : jumlah kata pelatihan c 
V : jumlah seluruh kata pada data pelatihan 
2.7 Evaluasi 
Untuk mengetahui hasil klasifikasi dari algoritma pembelajaran mesin 
digunakan confusion matrix yang beriskan informasi aktual dan prediksi hasil 
klasifikasi pada Gambar 2.5. Akurasi menyatakan jumlah kasus yang 
diklasifikasikan benar dibagi dengan total keseluruhan data [18]. Precison dan 
recall digunakan sebagai ukuran seberapa tepat dan lengkap hasil klasifikasi [18]. 
F1-Score merupakan rata-rata harmonik precision dan recall [18], [19]. 
 
Gambar 2.5 Confusion Matrix 
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Keterangan : 
TN : nilai prediksi negatif dan nilai sebenarnya negatif 
FP : nilai prediksi positif dan nilai sebenarnya negatif 
FN : nilai prediksi negatif dan nilai sebenarnya positif 
TP : nilai prediksi positif dan nilai sebenarnya positif 
 
Berikut adalah rumus accuracy, precision, recall dan F1-score sebagai berikut [18], 
[19]. 
1. Accuracy  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 
2. Precision  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
 
3. Recall  
𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 
4. F1-Score 
𝐹1 = 2 ×
𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 
  
