Abstract-This work introduces an automatically initialized level-set approach for the segmentation of proteomics images. Level-set methods are natural candidates for this segmentation task, since their topological adaptability is a prerequisite to identify the boundaries of thousands of protein spots present. However, they require manual initialization, whereas their convergence is highly sensitive to the position of the initial contour. The proposed initialization process is based on the formation of a level-set surface of multiple cones, which are centered at regional intensity maxima positions, associated with protein spots. This initialization process, as is the case with the subsequent contour evolution, is aided by means of histogram equalization and morphological processing. The experimental results indicate that the proposed level-set approach facilitates quicker convergence than the one obtained by the straightforward application of the Chan-Vese model. In addition, the identified spot boundaries are more plausible than the ones obtained by the application of state-of-the-art proteomics image analysis software.
I. INTRODUCTION
HE field of proteomics has progressed enormously in the past few years. The complexity of the proteome intrigues researchers to study all the post-transcriptional control and post-translational modification maps which decode the fundamental biological mechanisms. The goal is the quantitative assessment of protein expression.
One of the major techniques in proteomics is twodimensional gel electrophoresis (2D-GE) [1] , [2] . 2D-GE resolves proteins by size and charge by means of sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) and isoelectric focusing, respectively.
Segmentation of proteomics images is impeded by the presence of noise, artifacts, inhomogeneous background, saturated and faint spots, as well as of highly overlapping protein spots. 2D-GE image analysis software packages such as PDQuest 8.0.1 (Bio-Rad) [3] and Delta 2D (Decodon) [4] aim to confront the aforementioned issues. However, the segmentation results obtained lack objectivity [5] and require manual editing which is a cumbersome and tedious process, even for experienced biologists. Fig. 1 depicts a part of a real proteomics image which contains faint and overlapping spots over an inhomogeneous background. Stepwise thresholding methods are capable of resolving intensity variations into distinct connected areas associated with protein spots [6] . Nevertheless, they are highly sensitive to noise and inhomogeneous background [7] . Edge detection methods aim to identify discontinuities in image intensity associated with protein spot boundaries. However, they are susceptible to spurious segmentation results in the presence of noise and breaks in spot boundaries [8] . Watersheds cope well with noise, artifacts and inhomogeneous background but often result in oversegmentation, posing the need for additional post-processing [9] , [10] .
The level-set paradigm [11] provides a powerful alternative to the aforementioned segmentation methods. Level-set methods are topologically adaptable, whereas their inherent continuity and smoothness can compensate for noise, gaps and other irregularities in target boundaries. These attractive properties are vital for the segmentation of proteomics images since the latter contain thousands of protein spots with faint boundaries. However, level-sets suffer in the sense that they are sensitive to the initial levelset surface, which is often manually determined [12] .
In this work, an automatically initialized level-set approach is introduced for the segmentation of protein spots in proteomics images. The level set surface is initialized as multiple cones centered at regional intensity maxima positions, associated with protein spots. Histogram equalization and morphological processing are incorporated to support this initialization process, as well as the subsequent contour evolution. The proposed level-set approach facilitates quicker convergence than the one obtained by the straightforward application of the Chan-T 978-1-4577-0554-0/11/$26.00 ©2011 IEEE Vese model. Most importantly, it outperforms state-of-theart proteomics image analysis software in terms of segmentation quality.
The remainder of this paper is organized in four sections. Section II briefly presents the theoretical background whereas Section III describes the main components of the proposed segmentation approach. Section IV demonstrates the experimental results on real and synthetic proteomics images whereas Section V discusses the conclusions and future perspectives of this work.
II. THEORETICAL BACKGROUND

A. Chan -Vese Model
The Chan-Vese model [13] is implemented with an iterative algorithm based on a second order system defined in the spatial domain. The mathematical formulation of the Chan-Vese model adopts the reduced case of the MumfordShah problem [14] , resulting in the following evolution equation:
where is a two dimensional image,
 is a Lipschitz function and are the respective average intensities, δ is the Dirac delta function, t is the artificial time parameterizing the descent direction and
are weighting parameters. Fig. 2 illustrates segmentation results obtained from the straightforward application of the Chan-Vese model where the contour is initialized: a) inside a protein spot, b) to embed a single protein spot and c) to embed multiple protein spots. It is evident that the convergence state is subject to initial contour positioning. Furthermore, the Chan-Vese model fails to split so as to identify the boundaries of individual protein spots within "multiplets" (i.e. complex regions of overlapping protein spots). 
B. Mathematical Morphology
Let E be an Euclidean space, A a grayscale image in E and B a structuring element (SE) [15] . The SE plays the exact same role with the convolution kernel in the linear filter theory. The shape and size of the SE are selected according to the shape and size of the objects of interest, respectively [16] . In cases of proteomics images, the SE is selected disk-shaped with a radius smaller than the one of the smallest protein spot, aiming to detect regional intensity maxima associated with protein spots.
The dilation image operator, denoted as B A  , is defined, in the general case, by:
where sup denotes the supremum and x, y are elements of E.
III. PROPOSED SEGMENTATION APPROACH
A. Image Enhancement and Morphological Reconstruction
The original proteomics image is reconstructed by means of the processes described in this sub-section, so as to cope with the presence of noise, overlapping protein spots, faint spots and intensity inhomogeneity.
The original image is pre-processed with a median filter so as to cope with the presence of noise. In addition, it has been demonstrated in our previous work [17] that local intensity minima are localized on regions of overlap. The latter provide essential information regarding the boundaries of individual protein spots within multiplets, which are erroneously identified as one by the Chan-Vese model. In order to detect such minima, the filtered image is scanned with parallel straight-line segments of variable lengths and multiple directions. Those minima which appear as shortwidth intensity fluctuations correspond to background noise and are filtered out. The locations of the surviving minima, which indicate regions of overlap, are marked.
As a next step, a histogram equalization variant called contrast-limited adaptive histogram equalization (CLAHE) [18] is applied, aiming to highlight faint spots. CLAHE enhances the proteomics image contrast in non-overlapping image regions called tiles. A constraint called clip limit is imposed to the height of the local histogram in order to avoid unwanted amplifications of noise. The neighboring transformed tiles are merged using bilinear interpolation to reduce artificially induced boundaries. In the enhanced image resulting by the application of CLAHE, the intensity differences between faint spots and background are stressed.
Finally, the enhanced image resulting by the application of CLAHE is binarized according to a threshold value T. However, due to the intensity inhomogeneity, the faint spot regions in the resulting binary image contain "holes". Accordingly, the binary image is morphologically reconstructed by means of the flood-fill operation [19] , which alternates the connected background pixels of each "hole" to foreground.
The binary image resulting from the application of CLAHE and morphological reconstruction represents protein spots, including faint ones, as well as the boundaries of spot overlap in regions occupied by multiplets. The latter is achieved by assigning to the background the locations of local intensity minima which were marked in the local intensity minima detection stage (Fig. 3) . The valuable information of the separated overlapping spots as well as the presence of faint spots, provided by this binary image, is incorporated in contour evolution, as described in III.B. 
B. Level-set Initialization
The initialization of the level-set surface is based on regional intensity maxima associated with protein spots. The detection of such maxima is achieved by means of dilation of the proteomics image with a disk-shaped SE, according to Eq. (2). Spurious maxima associated with background noise peaks are avoided. The initial level-set surface is formed as a surface of multiple cones, which are centered at the locations of the regional intensity maxima detected. The position of each such regional intensity maximum is used as the center of an individual cone. The initial level-set surface can be visualized as a spot-targeted level-set function so that the associated zero-level regions approximate the actual protein spots. SE radius r is set according to the results of preliminary experimentation, which indicate that a certain radius value minimizes the detection of false negative protein spots whereas it allows the detection of regional intensity maxima associated with small spots, even in cases where they overlap with larger spots in complex regions. This initialization process is particularly important within the context of the proposed segmentation approach, since it provides the capability of unsupervised segmentation. Contour evolution is restricted in regions centered at the cones centers of the level-set surface and converges according to the following equation:
where 1 u , 2 u are the proteomics image and the binary image obtained by the application of CLAHE and morphological reconstruction, respectively. In addition, and are the average foreground and background intensities of 1 u and 2 u , whereas μ is the weight for the regularizing term and are the weights for the fitting terms of 1 u and 2 , respectively. Equation (3) extends Eq. (1) since it incorporates information derived by the binary image 2 u . The latter information is essential to identify the presence of faint spots as well as the regions of spot overlap in multiplets.
The proposed segmentation approach has been experimentally evaluated on a dataset of 12 real proteomics images provided by the Biomedical Research Foundation of the Academy of Athens, so as to qualitatively compare the obtained segmentation results with the ones obtained by PDQuest 8.0.1 and Delta2D software packages. The software packages were applied on inverted versions of the proteomics images, whereas parameter settings and calibrations involved were performed by expert biologists, following their experience. Parameter values were set after preliminary experimentation on a single proteomics image. Threshold value T, SE radius r and the weight μ of the regularizing term were set to 160, 4 and 0.006•255², respectively, whereas the weights and of the fitting terms were all set to 1. Fig. 1 . It is evident that the proposed segmentation approach results in more plausible spot boundaries than the ones identified by PDQuest 8.0.1 and Delta2D software packages. PDQuest 8.0.1 results in elliptical boundaries which do not correspond to the irregular shape of the actual spot boundaries, whereas both software packages tend to include background regions. In the case of Delta2D, the segmentation results obtained suffer from over-segmentation and are subject to laborious, error-prone and timeconsuming correction process by the expert biologists.
It should be pointed out that the level-set function of the proposed initialization process converges after approximately 5 iterations. On the contrary, the Chan-Vese model converges after approximately 2000 iterations and still fails to accurately segment proteomics images containing considerable amounts of overlapping or faint protein spots (Fig. 2) .
V. CONCLUSIONS
In this work, an automatically initialized level-set approach is introduced for the segmentation of proteomics images. The initial level-set surface is formed as a surface of multiple cones, which are centered at the locations of the regional intensity maxima. The initialization process is particularly important since it provides the capability of unsupervised segmentation, as opposed to the Chan-Vese model which requires manual initialization. Histogram equalization and morphological processing are incorporated to support this initialization process, as well as the subsequent contour evolution. The experimental results demonstrate that the proposed segmentation approach converges faster than the Chan-Vese model, whereas it generates more plausible spot boundaries than PDQuest 8.0.1 and Delta2D software packages. Future perspectives of this work include integration of the proposed segmentation approach within a proteomics image analysis system. 
