ABSTRACT At present, infrared polarization and intensity image fusion algorithms often cause fused images to appear fuzzy, making the fused image unable to be processed further. In this paper, a new infrared polarization and intensity image fusion algorithm is proposed, and the fused image is divided into base layer image and detail layer image. The infrared intensity image is used as the base layer image, and the infrared polarization image is decomposed by a multi-scale Gaussian filter and residual method. Next, a structural similarity index is introduced as the constraint of the multi-scale decomposition layers, and the detail layer image is obtained by summing of feature images of infrared polarization image. Finally, the fused image is obtained by the superimposition of the base layer image and detail layer image. The fused image retains all the features of the infrared intensity image and the majority of the polarization image features. The experimental results demonstrated that the fused image obtained by the proposed method performed better in both subjective and objective qualities.
I. INTRODUCTION
Infrared intensity imaging detects the target by the temperature differences between objects [1] . The difference of thermal radiation between objects is nonexistent or minute when the temperature between the objects is the same or similar, making the target difficult to detect or degrading the detection performance. Another technique, infrared polarization imaging detects the target by the polarization properties of light, improving target detection and recognition, and significantly enhancing the differences between the target and the background, such as with camouflage or faint colors [2] , [3] . However, infrared polarization imaging detection also has limitations [4] ; for example, light energy loss leads to the entire image appearing darker and the loss of a target that has stronger infrared radiation. Therefore, image fusion using both methods can enrich the target information and has the capability of further processing. The fusion method has been used in many important applications, such as battlefield reconnaissance, early emergency warnings, sea rescues, and disaster prevention and relief.
To date, image fusion has been widely researched in the multimodal image fusion domain. The most commonlyused fusion algorithms are discrete wavelet (DWT), dualtree complex wavelet transform (DTCWT), non-subsample contourlet transform (NSCT), non-subsample shearlet transform (NSST), and complex discrete shearlet transform (CDST) [5] - [12] . With the development of infrared polarization imaging, the fusion of infrared polarization and intensity imaging is concerned greatly by researcher, and the research of infrared polarization and intensity image is relatively few, due to the advantage of multi-scale transform, these two kinds of image also is fused by using the multi-scale transform reference to research of infrared and visual image fusion and get a good fusion effect, for example, the infrared polarization and intensity image is fused by DWT [13] , [14] fuse image by contourlet transform, [15] fuse image by support value transform, and [16] fuse image by NSST. But, the salient features are different between the infrared polarization and intensity image, for example, the infrared intensity images include the low frequency features of objects, and the infrared polarization images include the detail features of objects, while the multi-scale fusion algorithms extract the image features and preserve the image features by using the same method for the infrared polarization and intensity images, lead to these fusion algorithms have been following problems:
(1) The brightness and low frequency features of infrared intensity images do not fuse well, and the visual effects of the fused image are not good.
(2)The details of the source image can be lost, meaning the target information is not described in the fused image very well.
Hence, the current infrared polarization and intensity image fusion algorithms cause the fused image to appear fuzzy.
To improve infrared polarization and intensity image fusion, this paper proposed a novel infrared polarization and intensity image fusion algorithm, which can completely retain infrared image features and extract high-frequency features of infrared polarization images to improve the fused image. Figure 1 shows an infrared intensity image, and Figure 2 shows the infrared intensity image histogram [16] , [17] . Infrared intensity imaging uses the thermal radiation of an object, and because the radiation on the surfaces of objects of the same temperature is the same, the surfaces and texture features of the objects are consistent in the infrared intensity image. At the same time, the entire image is bright, so the infrared image reflects the low frequency features of an object, such as contour, brightness, and texture. For example, Figure 1 shows that the infrared intensity image mainly reflects the outline and brightness features of the car, tree, building, and windows. Figure 3 shows that the pixel distribution presents approximate Gaussian distribution in the infrared intensity image histogram; namely, the gray value distribution is more uniform. Figure 3 shows an infrared polarization image, and Figure 4 is the infrared polarization image histogram. The infrared polarization image retains the detail features of targets, such as edges, texture, and so on. Figure 3 show that the infrared polarization image retains the texture of the tree and car, the edges of the windows and air conditioner. The pixel value distribution of the histogram is concentrated in the infrared polarization image, and the difference between pixel values is obvious; the grey value is low and contrast features are more obvious.
II. THE ANALYSIS OF INFRARED POLARIZATION AND INTENSITY IMAGE

III. INFRARED POLARIZATION AND INTENSITY IMAGE FUSION ALGORITHM
For better preserving the features of infrared polarization and intensity image, we adopt a new fusion model to overcome the drawback of current fusion algorithms. F(x, y) represents the fused image, B(x, y) represents the base layer image, and D(x, y) represents the detail image, so we describe the fused image as following :
However, the fused image cannot preserve completely low frequency and detail features of source images. Therefore, we can construct the minimization between the base layer image and the low frequency feature image, and construct the minimization between the base layer image and the detail frequency feature image.
A. THE CONSTRUCTION OF BASE LAYER IMAGE
Through the above analysis, the infrared intensity image (I) contain the brightness and structure (contour, geometry) feature of object, so the base layer image should have the similar pixel intensity with the infrared intensity image, the formulas VOLUME 5, 2017 are shown as follow:
The similar the base layer image and infrared intensity image are, the better the visual effect of fused image is, and the fused image is more advantage to the target recognition. Hence, we completely retain the features of infrared intensity image and the error between B and I is zero, the formulas are shown as follow:
B. THE CONSTRUCTION OF DETAIL LAYER IMAGE
The section 2 shows that the infrared polarization image (P) contains the detail features of targets, such as edge, texture and so on, so the detail image should be similar with infrared polarization image, seeing the formula (4):
We extract the features of infrared polarization image as complete as possible, and then the detail image of fused image is constructed by feature images of infrared polarization image to transfer the detail features of infrared polarization image onto detail image, so we extract the features by using the multi-scale decomposition. But, for wavelet multiscale decomposition, when the base function of multi-scale transform matches the high-frequency features of the image, the high-frequency features can be better extracted, and the wavelet multi-scale decomposition is not suitable to more completely extract features of infrared polarization image.
To overcome the problem of wavelet multi-scale fusion, this paper extracted the features of an infrared polarization image using pyramid decomposition because of its strong redundancy and the ability to extract detail information.
To better extract the features of an infrared polarization image using pyramid decomposition, the appropriate low pass filter must be chosen. The Gaussian low filter (G (x, y, σ )) can prevent image distortion, and the smooth degree of Gaussian filter (G) can be controlled by changing standard deviation value [18] . Therefore, this paper selected the Gaussian low filter.
The low frequency sub-band images (P n ) is the difference image (D) between the image before filtering and the filtered image that discloses the detail features of infrared polarization image. Two formulas are shown as follow:
where G (x, y, σ ) is the Gaussian filter, x and y are the coordinates, σ is the standard variance, as the scale factor, P n is the low frequency sub-band image of the n layer, n = 1, 2, 3, · · · , N, and S n is the high frequency sub-band image of the n layer. The initial scale was σ = 3, and the template size is 3 × 3.
In theory, all the high-frequency features of the image were extracted by multi-level image decomposition. In fact, it is not possible to completely decompose an image. For the current multi-scale fusion algorithms, both too-big and too-small decomposition layers are not good. A too-small decomposition layer is not advantageous for extracting features, and a too-big decomposition layer increases the amount of calculation, and the infrared polarization and intensity images all need be decomposed for current multi-scale fusion algorithms, if the decomposition layer is different, the fusion cannot be implemented, so the decomposition layer generally takes four in the current fusion algorithms based on experiment [19] . But, if the decomposition layer takes four for infrared polarization images in our fusion algorithm, clearly the features of infrared polarization images cannot be extracted completely. Figure 5 shows the infrared polarization and intensity image [16] , [17] , [20] , [21] , and Figure 6 shows the infrared polarization image of four layer decomposition. Figure 6 shows that the feature images of infrared polarization images still contain much detail features and decomposition is not complete, meanwhile infrared polarization imaging has relevancy with the roughness shape, material of the object and so on, lead to the difference between infrared polarization images are big and the features of infrared polarization image are complicated, so the constant and small decomposition layer is not suitable to extraction of detail features of infrared polarization image. The decomposition layer is not actually infinite. When the infrared polarization is filtered by a low filter, the high frequency features are filtered, and the image is blurred. The resultant image mainly reflects the low frequency features such as brightness, outlines, and so on. Figure 7 shows a filtered infrared polarization image, which mainly retained the outline and brightness features of the windows and the air conditioner. As the image information was extracted, the difference between the outline and the brightness feature increased between the source image and the filtered image, causing the image to become increasingly distorted.
Because the outline and brightness feature were the inherent characteristics of the objects and belonged to the structure feature, we introduce the structural similarity index (SSIM) into the constraint of decomposition layer. We calculated the structural similarity between the filtered and infrared polarization image using the structural similarity index, as shown in Formulas (8) and (9) [22], [23] .
The smaller the SSIM is, the litter the similarity between the filtered image and the infrared polarization image is . When the SSIM is less than a certain value, it is believed that the features of infrared polarization image are completely extracted, and the decomposition halts. Different infrared polarization images have different decomposition layers. Figure 8 shows the decomposition layer image. The formulas are as follow:
where S is the global structural similarity index, x and y are the window images, and w i (x i , y i ) is the window weight coefficient. In this paper, w i (x i , y i ) adopted the Gaussian window, tThe standard deviation was 1.5; SSIM was the structural similarity index, µ X was the mean value of the image, δ X was the variance, δ XY was the mutual variance, the threshold value th was 0.3, and the initialization k value was 1. Finally, the detail image of fused image is obtained by the superposition of feature images of infrared polarization image, the formula is as follow: Figure 9 is the fusion algorithm flow chart, and the fusion processing of this paper is as follow:
IV. THE STEP OF FUSION ALGORITHM
1) Through analysis of the features of the infrared intensity image, it was observed that it reflected the low-frequency features, so the infrared intensity image (I) was base layer image (B).
2) The infrared polarization image (P) was convolved with Gaussian filter, and the filtered images were subtracted from the image before filtering, and the high-frequency sub-band images were obtained. The similarity between the filtered images and infrared polarization image was calculated by structure similarity index. If the k value was less than the threshold value, the decomposition was stopped, and the detail image is obtained.
3) The fused image (F) was obtained using the following formula:
V. EXPERIMENTAL RESULTS
For evaluation of its performance, the proposed fusion algorithm was compared to the NSCT, NSST, and NSST-Tophat fusion algorithms. and fusion rules select strategy of most fusion algorithm: the low frequency sub-band images were fused by the weighted local energy method, the high frequency sub-band images are fused by choosing absolute maximum for NSCT and NSST fusion algorithm, and the NSST-Tophat is the [11] . Figures 1, 3 , and 6 were the experimental images, and Figure 10 shows the fused images. As shown in Figure 10 , the fused images all had good fusion effects. It can be seen by comparing the images, the brightness, edges, and texture features of the infrared polarization and intensity images were retained better than with the other fusion algorithms. The fused images attained by the proposed fusion algorithm had the best visual quality, and the artifacts of the fusion process were fewer than the results of the other fusion process. For example, the texture of the leaves was fused in the image obtained using the proposed fusion algorithm (Figure 10 (g1) ), whereas the other fusion results did not show a transformation of the texture feature of the leaves. Furthermore, the edge artifacts of the car roof were fewer with the proposed algorithm than with the other algorithms. Another example of the proposed algorithm's superiority compared to other algorithm results can be seen in the brightness of the roof in Figure 6 (a6) .
The performance of the proposed fusion algorithm was examined further with metric image object evaluation. The performance evaluation measures are discussed below. FIGURE 10. Fused images using proposed method: a1, b1, c1, d1, e1, f1, g1, h1; Fused images using NSCT: a2, b2, c2, d2, e2, f2, g2, h2; Fused images using NSST: a3, b3, c3, d3, e3, f3, g3, h3; Fused images using NSST-Tophat: a4, b4, c4, d4, e4, f4, g4, h4. The gray mean value (U) of an image describes the brightness, and the bigger the value, the stronger the brightness. The formula is the same as formula (10) .
The standard deviation (STD) is used to measure the richness of an image's information, and the bigger the value, the richer the image information. The formula is as follows:
The spatial frequency (SF) reflects the clarity degree of an image. The bigger the value, the better the clarity. The formula is as follows [24] :
RF represents the row frequency, CF is the column frequency, SF is the spatial frequency, and F is the fused image.
The difference image (D 1 ) between the fused image (F) and infrared polarization image (P) discloses the information transferred from the infrared image (I). The difference image (D 2 ) between the fused image (F) and infrared polarization image (I) discloses the information transferred from the infrared image (P). These difference images (D1and D2) can then be formulated as follows:
The sum of the correlations of the differences (R) indicate the amount of transferred information from each of the input images into the fused image. The larger the value of R, the more similar the fused image is to the original image. The formula is as follows [25] : Tables 1 through 4 show the object evaluation data of the four fusion algorithms. The gray mean values of the Difference images between fused images and source images: a1, a2, a3, a4 show the difference between fused images and infrared polarization image b1, b2, b3, b4 show the differences between fused images and infrared intensity images.
images fused with the proposed algorithm were higher than with the other algorithms, showing that the fused images attained by the proposed algorithm had better brightness features. The standard deviation value was the biggest with the proposed fusion algorithm, proving it was able to retain the information of infrared polarization and intensity images well and information loss was reduced. The spatial frequency values showed that the fused images attained by the proposed algorithm had more clarity than other fused images. The R values showed that the proposed algorithm had the ability to VOLUME 5, 2017 FIGURE 12. Difference images between fused images and source images: a1, a2, a3, a4 show differences between fused images and infrared polarization images b1, b2, b3, b4 show differences between fused images and infrared intensity images.
transform more features of infrared polarization and intensity images, and the attained fused images were the most similar to the source images.
To further demonstrate the transform ability of the proposed fusion algorithm for infrared polarization and intensity image, Figures 10 (b1) and (d1) were subtracted from the source images, and the difference images were obtained, as shown in Figures 11 and 12 . Fig. 11 and Fig. 12 show that the difference images between the fused images attained by the proposed algorithm and the source images were the most similar, and the other difference images had more feature loss than the infrared polarization and intensity images. The red calibration in Figures 11 and 12 show that the object features of the infrared polarization and intensity images were retained well in the fused images of the proposed fusion algorithm, and the object information loss was much less.
VI. CONCLUSION
An infrared polarization and intensity of multi-scale fusion algorithm based on structure similarity index constraint was proposed in this paper. The main works were shown as follow:
(1) The analysis of features of infrared polarization and intensity images showed that the infrared intensity images had salient low-frequency features and the infrared polarization images had salient high-frequency features.
(2) A new fusion model is proposed. The fused image is the summing of a base layer image and detail layer image.
(3) According to the differences between the two kinds of image features, the proposed algorithm used the infrared intensity image as the base layer image to guarantee the visual features and basic information in the fused images, (4) Multi-scale Gaussian filter and residual method were used for infrared polarization image multi-scale feature extraction. The structural similarity index as the scale decomposition constraints was introduced into the fusion to realize maximum separation of the infrared polarization image detail information and to ensure good details in the fused image, the detail layer image is obtained by the superposition of infrared polarization feature images. The fused images were obtained by the superposition of the base layer image and detail layer image.
(5) The experimental results demonstrated that the proposed fusion algorithm resulted in good visual effects and clarity degree compared to the traditional fusion algorithms. Also, it was better able to preserve the integrity information of the original images. Therefore, this method is advantageous to subsequent processing such as decisions, goal orientation, and identification.
The main goal of this paper was to successfully realize the extraction of detail features of infrared polarization images. Future work will focus on choosing a low-frequency filter and constraining the decomposition layer to extract better and more complete infrared polarization image feature information. LINNA JI received the Ph.D. degree in signal and information processing from the North University of China, Taiyuan, China, in 2015. Her current research interests include infrared image fusion and uncertain information processing. VOLUME 5, 2017 
