We consider solutions of the linear heat equation with time-dependent singularities. It is shown that if a singularity is weaker than the order of the fundamental solution of the Laplace equation, then it is removable. We also consider the removability of higher dimensional singular sets. An example of a non-removable singularity is given, which implies the optimality of the condition for removability.
Introduction
Removability of singularities of solutions is an interesting and important problem in partial differential equations. For the Laplace equation, the removability of a singular point is defined as follows. Let u be a solution of
where Ω is a domain in R N and ξ 0 ∈ Ω. We say that ξ 0 is a removable singularity if there exists a classical solutionũ of the Laplace equation in Ω such that u ≡ u in Ω \ {ξ 0 }.
It is well known [3] that for N ≥ 3, the singular point ξ 0 is removable if and only if |u(x)| = o(|x − ξ 0 | 2−N ) as x → ξ 0 .
For nonlinear elliptic equations, the removability of a singularity has been studied in many papers and various interesting results have been obtained (see, e.g., BrezisVeron [1] , Gidas-Spruck [4] , Veron [11] ).
Similarly, for the heat equation
with N ≥ 3 and T > 0, Hsu [7] proved recently that the singular point ξ 0 is removable if and only if |u(x, t)| = o(|x − ξ 0 | 2−N ) as x → ξ 0 for every t ∈ (0, T ). Later, Hui [8] gave a simpler proof for this result. In [6] , Hirata extended Hsu and Hui's result to a semilinear parabolic equation of the form u t = ∆u + |u| p−1 u with p < N/(N − 2). See also Sato-Yanagida [9] for non-removable singularities of this equation.
In this paper, we consider the case where a singular point may move in time and study its removability for the heat equation. More precisely, we formulate our problem as follows. For T > 0 fixed, let ξ : [0, T ] → R N be a continuous function, and Γ ⊂ R N +1 be a curve given by Γ := {(x, t) ∈ R N +1 : x = ξ(t), t ∈ (0, T )}.
We take a domain Ω ⊂ R N such that ξ(t) ∈ Ω for t ∈ [0, T ], and define D := {(x, t) ∈ R N +1 : x ∈ Ω \ {ξ(t)}, t ∈ (0, T )}.
For a solution of u t = ∆u in D, (1.1) the singularity at x = ξ(t) is said to be removable if there exists a functionũ which satisfies the heat equation in Ω × (0, T ) in the classical sense andũ ≡ u on D.
Our first result gives a condition for the removability of such a (moving) singularity. Theorem 1.1. Let N ≥ 3. Suppose that ξ is Hölder continuous with exponent 1/2 and that u satisfies (1.1) in the classical sense. Then the singularity of u at x = ξ(t) is removable if and only if for any 0 < t 1 < t 2 < T and 0 < ε < 1 there exists 0 < r < 1 depending on t 1 , t 2 , ε such that |u(x, t)| ≤ ε |x − ξ(t)| N −2 , 0 < |x − ξ(t)| < r (1.2)
for any t ∈ [t 1 , t 2 ]. Theorem 1.2. Let N = 2. Suppose that ξ is Hölder continuous with exponent 1/2 and that u satisfies (1.1) in the classical sense. Then the singularity of u at x = ξ(t) is removable if and only if for any 0 < t 1 < t 2 < T and 0 < ε < 1 the function u satisfies
Here we note that for N = 1, if we defineũ bỹ
u(x, t) for (x, t) ∈ Γ, then the singularity at x = ξ(t) is removable if and only ifũ is continuously differentiable at x = ξ(t) for any t ∈ (0, T ).
Next, we consider a higher dimensional singular set whose spatial codimension is greater than or equal to 2. We reformulate our problem as follows. Let m ≥ 1, N ≥ m + 2, T > 0 and s = (s 1 , s 2 , . . . , s m ) ∈ R m . We assume that the mapping
is continuously differentiable with respect to s and Hölder continuous with exponent 1/2 with respect to t. Also, we assume that the Jacobian matrix of ξ with respect to s is non-singular, that is,
We denote the singular set by
We also define a distant between x and Ξ(t) by
and define a domain D ⊂ R N +1 by
Now we define removability of a higher dimensional singular set as follows. For a solution of (1.1), the singular set Ξ(t) is said to be removable if there exists a functionũ which satisfies the heat equation in Ω × (0, T ) in the classical sense and u ≡ũ on D.
Our results for higher dimensional singular sets are as follows.
Suppose that ξ satisfies (1.4) and that u satisfies (1.1) in the classical sense. Then the singular set Ξ(t) is removable if and only if for any 0 < t 1 < t 2 < T and 0 < ε < 1 there exists 0 < r < 1 depending on t 1 , t 2 , ε such that
Suppose that ξ satisfies (1.4) and that u satisfies (1.1) in the classical sense. Then the singular set Ξ(t) is removable if and only if for any 0 < t 1 < t 2 < T and 0 < ε < 1 the function u satisfies
By an analogous method to Section 3, we can extend Theorem 1.3 to the case where the singular set consists of Ξ 1 , Ξ 2 , . . . , Ξ k , each of which satisfies (1.4) and may intersect with others. By regarding Ξ 1 , Ξ 2 , . . . , Ξ k as local coordinates, the above theorems give a condition for the removability in the case where the singular set is a compact mdimensional C 1 -manifold in R N . Next, we show the existence of a solution of (1.1) whose singularity moves in time and is not removable. Again, let N ≥ 2, T > 0, and Γ ⊂ R N +1 be defined as above. The next result implies that the conditions in Theorem 1.1 and Theorem 1.2 for the removability are optimal in some sense. N with exponent α > 1/2, there exists u defined on a neighborhood of Γ such that u satisfies (1.1) in the classical sense but the singularity of u at x = ξ(t) is not removable.
In Section 4, we give an example of a non-removable moving singularity. In fact, this theorem will be proved by solving the following problem:
where δ(·) denote the Dirac distribution concentrated at the point 0 ∈ R N . In this case, we can show that the singularity at x = ξ(t) persists for t ∈ (0, T ) and the solution satisfies
at x = ξ(t), where we denote by ω N volume of unit ball in R N . This paper is organized as follows. In Section 2 we prove Theorems 1.1 and 1.2 by cutting a neighborhood of the singularity. In Section 3 we apply this method to a higher dimensional singular set. Section 4 is devoted to the analysis of (1.6).
Removability of a moving singularity
In this section, we consider removability of a moving singularity. To show Theorem 1.1, we give the following lemma. 
where C > 0 is a constant independent of x, t and r.
Proof. Let r > 0 be fixed. We take standard mollifier ρ ∈ C ∞ (R) by
where the constant A > 0 is taken so that R ρ(t) dt = 1. In addition, for each ε > 0, we set ρ ε (t) := (1/ε)ρ(t/ε). We express ξ = (ξ 1 , ξ 2 , . . . , ξ N ) and define
Let ε > 0. By Hölder continuity of ξ, we obtain
, where L > 0 is a Hölder constant. Moreover, by changing variable τ = (t − s)/ε and simple calculation,
We remark that
Then, by Hölder continuity, we have
where
It is clear that 0 ≤ η r (x, t) ≤ 1. Next, we take ε r = (r/10NL) 1/α . By (2.1), we have
Finally, we estimate first and second derivatives of η r . It suffices to calculate in the case where 7r/10 < |x − ξ εr (t)| < 4r/5. In this case, we have 0 < σ(x, t; r) < 1. By direct calculation, we have
, where
Since X(σ) and Y (σ) belong to C ∞ (0, 1) and satisfy
we see that X(σ) and Y (σ) are bounded for σ ∈ (0, 1). Moreover, by (2.2), we obtain
where C 1 , C 2 > 0 are constants independent of x, t, r. Hence there exists a constant C 3 > 0 independent of x, t, r such that
The proof is complete.
Proof of Theorem 1.1. Necessity is easily proved by the same argument as in Section 3 of [7] . Indeed, if the singularity of u at x = ξ(t) is removable, then u is bounded near x = ξ(t). We prove sufficiency. Let 0 < t 1 < t 2 < T and 0 < ε < 1. By our assumption, there exists r = r(t 1 , t 2 , ε) > 0 such that (1.2) holds. For each t ∈ (0, T ), we take any
Our goal is to prove thatũ satisfies the heat equation in Ω × (0, T ) in the classical sense.
First, we showũ ∈ L
By N-dimensional polar coordinates centered at ξ(t), we have
we can take r = r(t 1 , t 2 , ε) > 0 so small that B(ξ(t), r) ⊂ Ω for every t ∈ [t 1 , t 2 ]. By (1.2) and (2.3), there exists C 2 > 0 such that
Since 0 < t 1 < t 2 < T are arbitrary, we haveũ ∈ L 1 loc (Ω × (0, T )). Next, we show thatũ satisfies the heat equation in Ω × (0, T ) in the distribution sense. For this purpose, we need a family of cut-off functions {η
where C 3 > 0 is a constant independent of x, t and r. By Lemma 2.1 and the assumption that ξ(t) is Hölder continuous with exponent 1/2, we can take such {η r }. Now, let
, andũ is a classical solution of (1.1), we have
(2.5)
Here, we claim that the following convergence properties hold: 
To show (2.6), we rewrite
(
Hence, by (2.3) and r ∈ (0, 1), we have
for some C 4 > 0. Hence we obtain (2.6). Similarly we obtain (2.7), (2.8) and (2.9) from above estimates. Thus, the functionũ satisfies
for any φ ∈ C ∞ 0 (Ω × (0, T )). Since 0 < t 1 < t 2 < T be arbitrary, the functionũ ∈ L 1 loc (Ω × (0, T )) satisfies the heat equation in Ω × (0, T ) in the distribution sense. By using the Weyl lemma for the heat equation (see, e.g., Section 6 of [5] or [10] ),ũ satisfies the heat equation in Ω × (0, T ) in the classical sense. Sinceũ = u in D, the singularity of u at x = ξ(t) is removable.
Proof of Theorem 1.2. We prove only sufficiency. Let 0 < t 1 < t 2 < T and 0 < ε < 1, and defineũ as in the proof of Theorem 1.1. By 2-dimensional polar coordinates, we have
We show thatũ satisfies the heat equation in Ω×(0, T ) in the distribution sense. Let φ ∈ C ∞ 0 (Ω × (0, T )). By Lemma 2.1 and the assumption that ξ(t) is Hölder continuous with exponent 1/2, we can take {η
for some C 2 > 0. Sinceũ satisfies (1.1), the equality (2.5) holds for r = ε. Again, we claim that the convergence properties (2.6), (2.7), (2.8) and (2.9) hold for r = ε. Let I 1,ε , I 2,ε and I 3,ε be defined as in (2.10) with r = ε. By (1.3) and (2.13), for sufficiently small ε > 0, we have
Hence by (2.12), we have
for some C 3 > 0. Hence we obtain (2.6). Similarly we obtain (2.7), (2.8) and (2.9) from above estimates. These imply thatũ ∈ L 1 loc (Ω × (0, T )) satisfies the heat equation in Ω × (0, T ) in the distribution sense. The remainder is the same as in the proof of Theorem 1.1.
Removability of a singular set
, and Ω ⊂ R N are the sets defined in Section 1. To show Theorems 1.3 and 1.4, we give the following estimates.
Lemma 3.1. There exists C 1 = C 1 (N, m) > 0 and C 2 = C 2 (m) > 0 such that for every sufficiently small r > 0,
for any t ∈ (0, T ), where A r,t := {x ∈ R N : d(x, Ξ(t)) < r}.
Proof. We prove the lemma only in the case N ≥ m + 3. In fact, (3.2) can be proved in the same manner as (3.1). Let t ∈ (0, T ) be fixed. We extend the domain of the function ξ to [a, b] m × [0, T ] with a < 0 and b > 1. That is, we take a mapping
such thatξ is continuously differentiable in s and continuous in t. In addition, we assume thatξ satisfies (1.4) and
We define
For each s ∈ (a, b) m , let Π r,t (s) be a subset of a normal plane of Ξ(t) atξ(s, t) given by Π r,t (s) := {x ∈ A r,t : (x −ξ(s, t)) ·ξ s i (s, t) = 0 for any i = 1, 2, . . . , m}.
Sinceξ(·, t) is defined on a compact set, there exists a sufficiently small r > 0 such that
for each s ∈ (a, b) m . Again by compactness, we have
where dσ m is an m-dimensional surface element. Sinceξ satisfies (1.4), Π r,t (s) is an (N − m)-dimensional subspace of R N . Therefore, for each s ∈ (a, b) m , there exists a congruent transformation P s : R N → R N such that
for some y 1 , y 2 , . . . , y N −m ∈ R. Now, by using (N − m)-dimensional polar coordinates, we obtain
Ps(Πr,t(s)) 5) where C 3 , C 4 > 0 depend on N, m but not on s, t.
Recall that the congruent transformations preserve a distance between any two points and that the functionξ is an extension of ξ. Hence by choosing sufficiently small r > 0 again if necessary, we have the estimate
by using (3.3), (3.4) and (3.5). Thus we obtain (3.1).
Proof of Theorem 1.3. We adopt the same approach as in the proof of Theorem 1.1, so we state the outline only. Let 0 < t 1 < t 2 < T and 0 < ε < 1. By our assumption, there exists r = r(t 1 , t 2 , ε) > 0 such that (1.5) holds. For t ∈ (0, T ), we take any sequence
By Lemma 3.1, we obtainũ ∈ L 1 loc (Ω×(0, T )). We show thatũ satisfies (1.1) in Ω×(0, T ) in the distribution sense. Let φ ∈ C ∞ 0 (Ω × (0, T )). By an argument similar to Lemma 2.1, we can take {η
and η r satisfies the condition (2.4) for some C > 0. Sinceũ satisfies (1.1), we have (2.5). By Lemma 3.1 and an argument similar to Section 2, we obtain (2.11). That is, the functionũ ∈ L 1 loc (Ω × (0, T )) satisfies the heat equation in Ω × (0, T ) in the distribution sense. The remainder is the same as in the proof of Theorem 1.1.
Since (3.2) holds, we can show Theorem 1.4 in the same way. We omit details of the proof.
Non-removable singularity
In this section, we consider the case where a singularity move in time and is not removable. Without loss of generality, we take Ω = R N . Let N ≥ 2 and T > 0. We assume that ξ : [0, T ] → R N is arbitrarily given continuous function. To show Theorem 1.5, we solve the equation (1.6). In this paper, we say that u satisfies (1.6) in the distribution sense if u belongs to L 1 loc (R N × (0, T )) and satisfies
. Now, we denote by
the fundamental solution of the heat equation. Moreover, we define F in R N × (0, T ) by
In the following, we will show that F satisfies (1.6) in the distribution sense. In addition, we will give upper and lower estimates of F , and we will see that F is an example of Theorem 1.5. To show Proposition 4.1, we give the following lemma.
Lemma 4.1. The function F satisfies (1.6) in the distribution sense.
. By simple calculation, we have
. Next, we show that F satisfies (4.1). For this purpose, let φ ∈ C ∞ 0 (R N × (0, T )) be a test function. For each t ∈ (0, τ ), we take τ ∈ (0, t) and define F τ by
Here F τ is bounded for each fixed τ , that is, there exist
for each t ∈ (0, T ). Then, integrating by parts yields
Similarly from Section 2.3.1 of [2] , we see that
for each t ∈ (0, T ). For the reader's convenience, we give a proof of (4.2). Let 0 < t < T and ε > 0 be fixed. We choose δ > 0 such that
for any |x − ξ(t)| < δ. Then, we have
First, by (4.3), we have an estimate of I 1 as
Next, we give an estimate of I 2 . If |x − ξ(t)| ≥ δ and |ξ(t) − ξ(t − τ )| ≤ δ/2, then
where C 3 , C 4 , C 5 > 0 are constants independent of τ , and r = 4 √ τ σ. Therefore, if
we have |ξ(t) − ξ(t − τ )| ≤ δ/2 and take τ > 0 is sufficiently small, then we obtain
Thus it is shown that (4.2) holds.
From (4.2) and the Lebesgue theorem, we see that F satisfies (4.1), that is,
Hence the function F satisfies (1.6) in the distribution sense.
Proof of Proposition 4.1.
Since ψ(ξ(t), t) = 0 for any t ∈ (0, T ), we obtain 
where ω N is the volume of unit ball in R N .
Proof. We fix t ∈ (0, T ) and set z := x − ξ(t). By changing variable t − s = |z| 2 /(4σ), we have
Here, we rewrite I(z, t) as
where χ A is a indicator function of A. In order to apply the Lebesgue theorem to I(z, t), we construct a dominating integrable function as follows. By Hölder continuity of ξ, for sufficiently small |z| > 0, we have
where L > 0 is a Hölder constant. Since α > 1/2, we see that σ (N/2)−2 e −σ+σ 1−α becomes a dominating integrable function. On the other hand, by using Hölder continuity of ξ again, we have
for each σ ∈ (0, ∞). Hence by the Lebesgue theorem, we obtain
where Γ denotes the gamma function. Hence by (4.5), we obtain
This completes the proof.
Proposition 4.3. Let N = 2. Suppose that ξ is Hölder continuous with exponent α > 1/2. Then for each t ∈ (0, T ) the function F (x, t) satisfies
Proof. We fix t ∈ (0, T ) and set z := x − ξ(t). Setting N = 2 in (4.5), we have
First, we claim that the function F satisfies lim sup Consequently, we obtain (4.7).
Next, we claim that for any fixed ε ∈ (0, 1) the function F satisfies lim inf To show this, we give a lower bound of I(z, t). Now (|z| 2−ε /4t, |z| ε /4t) ⊂ (|z| 2 /4t, ∞) holds. Then, by using Hölder continuity, we directly calculate I(z, t) ≥ Hence by (4.6) and the above inequalities, we have F (x, t) log(1/|z|) = I(z, t) 4π log(1/|z|) 
