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Abstract
We propose a deformed version of the generalized Heisenberg algebra by using techniques
borrowed from the theory of pseudo-bosons. In particular, this analysis is relevant when
non self-adjoint Hamiltonians are needed to describe a given physical system. We also
discuss relations with nonlinear pseudo-bosons. Several examples are discussed.
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I Introduction and preliminary results
The problem of finding exactly solvable quantum systems has always raised a lot of interest in
the community of physicists and mathematicians (see for instance [1] and references therein).
The reason is obvious: from a physical side, a quantum system is meant to describe some
(relevant) phenomenon, mainly at microscopic scale. Solving the Schro¨dinger equation with
a potential not considered so far can represent a serious mathematical challenge. With this
in mind, along the years several general ideas have been proposed to produce new solvable
models out of old ones. For instance, if one knows the eigenvalues and eigenvectors of a given
Hamiltonian H, with H = H†, one can construct new related Hamiltonians related to H by
some similarity operator, or by intertwining operators, or, if H can be Darboux factorized, by
considering its super-symmetric partner. In each of these ways these new Hamiltonians have
spectra and eigenvectors which can be deduced from the ones of H. It should also be stressed
that, in recent years, and in particular since the publication of the famous paper by Bender
and Boettcher in 1998, [2], similar strategies have been extended also to the case in which the
original Hamiltonian H is not necessarily self-adjoint, H 6= H†.
In recent years an alternative strategy to construct a solvable model working with self-
adjoint Hamiltonians has been proposed by one of us (E.C.) and his coworkers in a series of
papers on what has been called generalized Heisenberg algebras (GHA), [3, 4, 5]. This strategy
is mainly based on the existence of suitable intertwining and commutation relations, and on
the existence of a certain function related to them. On a different side, deformations of the
canonical (anti-)commutation relations have proved to be quite useful for deducing eigenvalues
and eigenvectors of certain Hamiltonians appearing in the literature devoted to non-Hermitian
quantum mechanics. We refer to [6] for a recent review. Here we somehow merge the two
approaches showing how a GHA can be deformed to include in the framework Hamiltonians
which are manifestly non self-adjoint, and how eigenvalues and biorthogonal eigenvectors can
be constructed explicitly.
The paper is organized as follows: in the rest of this section we briefly discuss some essential
aspects of the GHA. In Section II we propose our deformed version of this algebra. We present
in Section III several examples. Those devoted to the Po¨schl-Teller potential and its limit case
which is the infinite square-well potential are examined in detail. In Section IV we discuss
the relation of the deformed GHA with the so-called non linear D-pseudo bosons, [7], while
Section V contains our conclusions. To keep the paper self-contained, the Appendix contains
some useful formulas on the Gegenbauer polynomials and definitions on biorthogonal sets used
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in the paper.
I.1 An introduction to GHA
Let c and H = H† be two operators satisfying the following conditions:
cH = f(H)c, and [c, c†] = f(H)−H, (1.1)
where f(x) is a given function of x, known as the characteristic function of the GHA. It has to
be stressed that both these equalities should be properly defined, at least if c or H, or both,
are unbounded operators. This is the case, for instance, in the simple case when H = c†c, with
[c, c†] = 1 . When this is so, formulas (1.1) should be understood in the sense of unbounded
operators. For instance, following [6], we can assume that a set D exists, dense in the Hilbert
space H, stable under the action of c, c†, H and f(H) such that
cHϕ = f(H)c ϕ, and (c c† − c† c)ϕ = (f(H)−H)ϕ,
for all ϕ ∈ D. Of course, f(H) can be naturally defined using functional calculus, since H = H†,
[8]. From now on, when no confusion can arise, we will use the simpler notation in (1.1).
From (1.1) we easily deduce that [c,H] = (f(H)−H)c, and [c†, H] = −c†(f(H)−H). Let
us suppose H positive, and having eˆ0 ∈ H as a normalized ground-state of H, Heˆ0 = 0 eˆ0. For
concreteness we assume 0 > 0. If eˆ0 belongs to D, we can introduce the vectors eˆn = (c†)neˆ0,
n ≥ 0, and they all belong to D as well, and they are all eigenstates of H with eigenvalues n,
defined recursively as n = f(n−1), n ≥ 1. In other words, we have
Heˆn = neˆn, (1.2)
n ≥ 0, with n as above. Of course, self-adjointness of H implies that, if the multiplicity of
each n is one, different eˆn are mutually orthogonal: 〈eˆn, eˆk〉 = 0 if n 6= k. However they are,
in general, not normalized. To fix the normalization it is useful to check first if c is a lowering
operator, i.e. if ceˆn is proportional to eˆn−1. For that it is necessary to check first that ceˆ0 = 0.
This may follow from an explicit computation, but it may also be deduced using the following
general result:
Proposition 1 Let Feˆ = {eˆn, n ≥ 0} be complete in H. Then c eˆ0 = 0.
Proof – Using the orthogonality of the vectors eˆn and their definition we have
〈eˆn, (ceˆ0)〉 =
〈
c†eˆn, eˆ0
〉
= 〈eˆn+1, eˆ0〉 = 0
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for all n ≥ 0. Then the result follows from our assumption on Feˆ.

Using now induction on n we can prove that, if c eˆ0 = 0, then, for n ≥ 1,
c eˆn =
√
n − 0 eˆn−1, and c† c eˆn = (n − 0)eˆn. (1.3)
The proof is easy and is based on (1.1), and will not be given here. Rather than this we
comment that, in order for the framework to make sense, the function f(x) must be such that
n > 0, (1.4)
for all n > 0. This is because, from the second equality in (1.3), we have〈
eˆn, c
† ceˆn
〉
= ‖ceˆn‖2 = (n − 0)‖eˆn‖2,
for all n ≥ 1, which is only compatible, if eˆn 6= 0, with (1.4). This, of course, imposes some
constraint on the characteristic function f(x), for instance that f(x) is strictly increasing, as
we will assume from now on. This also guarantees that each n is not degenerate. Now, it is not
hard to compute the right normalization to produce an orthonormal (o.n) basis of eigenvectors
of H. They are
en =
1√
(n − 0)!
eˆn =
1√
(n − 0)!
(c†)neˆ0, (1.5)
where (n − 0)! = (n − 0)(n−1 − 0) · · · (1 − 0), n ≥ 1 and 0! = 1. These vectors satisfy the
following relations: {
c†en =
√
n+1 − 0 en+1,
cen =
√
n − 0 en−1,
(1.6)
which together imply that
cc†en = (n+1 − 0) en, c†c en = (n − 0) en, (1.7)
for all n ≥ 0. In particular these imply that the original Hamiltonian H can be written
as H = c†c + 01 , so that H − 01 is factorizable and coincides with c†c. This suggests to
introduce a second operator constructed using c and its adjoint, the so-called SUSY-Hamiltonian
HSusy = cc
† + 01 . The eigenvectors of HSusy are the same as those of H, while its eigenvalues
are simply shifted:
HSusyen = n+1en, (1.8)
n ≥ 0. HSusy plays also a role in the determination of the characteristic function of the GHA.
In fact, since HSusy = [c, c
†] + c†c + 01 = f(H) − H + H = f(H), they are really the same
object.
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II Deformed GHA
II.1 General considerations
In this section we will show how the general structure considered in Section I.1 can be extended
in order to include Hamiltonian operators which are not necessarily self-adjoint.
The starting point of our analysis is the following definition:
Definition 2 Let a, b and h be three operators defined on some dense domain D of the Hilbert
space H. Let us assume that D is stable under their action and under the action of their
adjoints. We say that (a, b, h) are compatible if, for all ϕ ∈ D, the following equalities hold:
hbϕ = bf(h)ϕ, ahϕ = f(h)aϕ, (2.1)
for some fixed, strictly increasing, function f(x).
Remarks:– (1) The first remark is that, if h is bounded and f(x) admits an expansion
in power series f(x) =
∑∞
n=0 cnx
n convergent inside an interval |x| < M , then f(h) can be
defined as f(h) =
∑∞
n=0 cnh
n, at least if ‖h‖ < M . On the other hand, if h is unbounded but
self-adjoint, h = h†, f(h) can be defined by means of the spectral theorem. If h is unbounded
and not self-adjoint, defining f(h) can be more complicated, but still it can be done in some
cases, for instance if h is similar to another operator H, H = H†, at least if the similarity map
is given by a bounded operator with bounded inverse. In the most general case we can define
f(h) via its action on a basis of H. Of course, the natural choice of basis would be, when
possible, the set of eigenstates of h.
(2) In principle there is no reason a priori for taking a single function f(x) in both equalities
in (2.1). For instance, we could assume that hbϕ = bfb(h)ϕ and ahϕ = fa(h)aϕ for two different
functions fa(x) and fb(x). However, in view of what we will do next, this would not be a useful
choice. Moreover, the reason why we have assumed here that f(x) is strictly increasing is
because of what was discussed in the previous section on n− 0, and because we want to avoid
some of the eigenvalues of h to be degenerate.
(3) If h = h† and a = b† the two equalities in (2.1) collapse into a single one, which is the
one considered in [4, 5] and reviewed in Section I.1. Otherwise, they are different. Interestingly,
they can be seen as two different intertwining relations between h and f(h), one due to a and
the other to b. In principle, these two equations are really independent, since a and b are
unrelated, so far. However, in the following, see (2.5), they are assumed to satisfy a suitable
5
commutation rule, so that they are, in fact, connected. Of course, with this in mind, the whole
machinery of intertwining relations, see [9, 10, 11], could be considered in connection with our
operators. However, this analysis is not particularly relevant for us now and it is postponed to
a future paper.
Proposition 3 Let (a, b, h) be compatible operators and let 0 be a fixed (non-negative) real
number. Let us call n+1 = f(n), n ≥ 0. Suppose now that two non-zero vectors, ϕ0 and ψ0,
in D do exist such that hϕ0 = 0ϕ0 and h†ψ0 = 0ψ0. Let us call
ϕn =
1√
(n − 0)!
bnϕ0 ψn =
1√
(n − 0)!
(a†)nψ0, (2.2)
for all n ≥ 0, where (n − 0)! is defined below Eq. (1.5). Then:
hϕn = nϕn, h
†ψn = nψn, (2.3)
for n ≥ 0. Moreover,
〈ψn, ϕm〉 = δn,m 〈ψn, ϕn〉 . (2.4)
Proof –
Formulas in (2.3) can be proved by induction using (2.1). For instance, for n = 1 we have
hϕ1 =
1√
(1 − 0)!
h bϕ0 =
1√
(1 − 0)!
b f(h)ϕ0 = f(0)
1√
(1 − 0)!
b ϕ0 = 1ϕ1.
Let us now assume that hϕn = nϕn for a fixed n. To prove that hϕn+1 = n+1ϕn+1 we observe
that
hϕn+1 =
1√
(n+1 − 0)
h bϕn =
1√
(n+1 − 0)
b f(h)ϕn = f(n)
1√
(n+1 − 0)!
b ϕn = n+1ϕn+1.
A similar proof holds for the vectors ψn, by using the adjoint of the equality ah = f(h)a.
Formula (2.4) is a simple consequence of the eigenvalues equations in (2.3), and of the fact that
the various n are all different.

Remarks:– (1) Due to the stability of D it is clear that all the vectors ϕn and ψn belong
to D.
(2) For all n ≥ 1 the quantities n− 0 are strictly positive, and {n} is a strictly increasing
sequence.
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(3) The above result could be generalized to the situation in which the eigenvalues of h and
of h† are different. However, doing so, we would lose the isospectrality of these two operators,
which on the other hand we prefer to keep, since it has very useful consequences. This kind of
generalization has been discussed, for instance, in [12], in finite dimensional Hilbert spaces.
Now, formulas (2.2) show that b and a† are raising operators for the vectors in Fϕ =
{ϕn, n ≥ 0} and Fψ = {ψn, n ≥ 0} respectively. We expect that a and b† are lowering
operators. However, this is not true in general, but it is true if the following commutation rule
between a and b is satisfied:
[a, b] = f(h)− h, (2.5)
at least on D. Of course, this also implies that [b†, a†] = f(h†)−h† on D. The following lowering
equations can now easily be proved, if aϕ0 = b
†ψ0 = 01:
aϕn =
√
n − 0 ϕn−1, b†ψn =
√
n − 0 ψn−1, (2.6)
for all n ≥ 1. Also, we get{
baϕn = (n − 0)ϕn, abϕn = (n+1 − 0)ϕn
a†b†ψn = (n − 0)ψn, b†a†ψn = (n+1 − 0)ψn,
(2.7)
which show that ϕn is an eigenstate of both ba and ab, while each ψn is eigenstate of both
a†b† and b†a†. Now, under the assumptions of Proposition 3, if 〈ψ0, ϕ0〉 = 1, it is a standard
computation to check that 〈ψn, ϕm〉 = δn,m.
Definition 4 The set of commutation rules in (2.1) and (2.5) satisfied by the operators a, b
and h define a deformed generalized Heisenberg algebra (DGHA).
Remark:– In view of what we have seen in Section I.1, and of the eigenvalue equations
in (2.7), two SUSY Hamiltonians can be introduced for h and h†, and their eigenvalues and
eigenvectors can be easily be deduced out of those above.
II.2 Constructing a deformed GHA from a GHA
Let c and H be operators satisfying the GHA as discussed in Section I. As we have seen, they
satisfy the following:
cH = f(H)c, [c, c†] = f(H)−H,
1As in Proposition 1 these equalities are surely true if the sets Fϕ and FΨ are complete.
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where H = H† and f(x) is a strictly increasing function. If we call e0 the ground state of
H, we require that ce0 = 0 and that e0 ∈ D, a suitable dense subset of H. Let now S be an
invertible operator which leaves D stable, together with S−1. Then, introducing a = ScS−1,
b = Sc†S−1, ϕ0 = Se0, ψ0 = (S−1)†e0 and h = SHS−1, it is clear that these new operators
and vectors satisfy all properties required in Section II.1. In particular, (2.1) and (2.5) are
satisfied. Hence two biorthogonal sets can be constructed as in (2.2), and these are eigenstates
of h and h†. Notice that, as it is discussed extensively in [6], these two sets in general are
not bases for the Hilbert spaces, even if they turn out, quite often in concrete examples, to be
complete. However, if both S and S−1 are bounded, then Fϕ and Fψ are biorthogonal Riesz
bases. Otherwise they are D-quasi bases, see Appendix and reference [6].
These simple steps show how a GHA can be modified in order to get a DGHA. In a certain
sense, this result can be inverted: under natural assumptions, any DGHA gives rise to a GHA.
Let us consider the operators (a, b, h) satisfying Definition 4. To simplify the situation, we
assume here that the sets Fϕ and Fψ constructed as discussed in Proposition 3 are biorthogonal
Riesz bases. Then the operators Sϕf :=
∑
n 〈ϕn, f〉ϕn and Sψg :=
∑
n 〈ψn, g〉ψn can be defined
in all of H. Moreover, because of our assumption, a bounded operator R exists, with bounded
inverse R−1, and an o.n. basis Fv = {vn} such that ϕn = Rvn and ψn = (R−1)†vn, for all n.
Then we easily deduce that Sϕ = RR
†, while Sψ = S−1ϕ . Hence Sϕ and Sψ are both bounded
and positive. Hence their (unique) positive square roots exist. If, for simplicity, we assume
that also S
1/2
ϕ , S
1/2
ψ leave D invariant, then the operator c = S1/2ψ aS1/2ϕ also maps D in D. This
surely happens if D = Lϕ∩Lψ, where Lϕ is the linear span of the ϕn’s and Lψ is the linear span
of the ψn’s. Notice that both Lϕ and Lψ are dense in H,since Fϕ and Fψ are Riesz bases for H,
and we are here assuming that their intersection is dense as well. The adjoint of c, c†, turns out
to be c† = S1/2ψ bS
1/2
ϕ on D. Now, if we introduce a new operator H on D as Hg = S1/2ψ hS1/2ϕ g,
g ∈ D, and new vectors en = S1/2ϕ ψn, we go back to what discussed in Section I.1.
III Some classical examples
We now discuss some classical examples which fit our assumptions, and we will deform them
according with what discussed in Section II.2.
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III.1 Po¨schl-Teller potentials
As a concrete example of the general scheme presented above, we first consider the quantum
model of a one-dimensional particle subjected to the symmetric Po¨schl-Teller potential
Vλ(x) =
λ(λ− 1)
sin2 x
,
where λ ≥ 1 and x ∈ (0, pi). For λ > 1, this potential is a regularization of the infinite square
well (λ = 1) and extrapolates both the latter and the harmonic oscillator (for small |x− pi/2|).
The Hamiltonian of the particle is, fixing ~ = 2m = 1,
Hλ = − d
2
dx2
+ Vλ(x) ,
and the eigenvalue equation for Hλ can be explicitly solved, (see for instance [13] and references
therein):
Hλ e
λ
n(x) = 
λ
ne
λ
n(x) , (3.1)
where λn = (n+ λ)
2 and
eλn(x) = K
λ
n sin
λ xCλn (cosx) . (3.2)
Here
Kλn = Γ(λ)
2λ−1/2√
pi
√
n!(n+ λ)
Γ(n+ 2λ)
is a normalization constant and Cλn is the Gegenbauer polynomial of degree n [14]. The set
{eλn(x)} is an orthonormal basis. We can check that λn+1 = (
√
λn+1)
2, so that f(x) = (
√
x+1)2
is the characteristic function for the system.
Remark:– For the Hamiltonian Hλ a SUSY approach has been discussed in [15, 16], with
corresponding lowering and raising operators, Aλ =
d
dx
− λ cotx and A†λ = −
d
dx
− λ cotx. In
this case one finds the Darboux factorization Hλ = A
†
λAλ + 
λ
0 , and one gets Hλ+1 = AλA
†
λ + 
λ
0
for its partner. However, this representation of Hλ does not satisfy the assumptions of a GHA
since Aλ and A
†
λ are not ladder operators. In fact, they shift both the polynomial degree and
the parameter λ as
Aλ e
λ
n(x) =
√
λn − λ0 eλ+1n−1(x) , A†λ eλ+1n (x) =
√
λn+1 − λ0 eλn+1(x) .
as expected from the SUSY quantum mechanics formalism, which is not what should be sat-
isfied. In fact, to be relevant for our purposes, we should find a factorization which leaves λ
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unchanged, while changing n. Hence, let us introduce the following ladder operators,
Bλ = − sinx d
dx
+ cosx (Nˆλ + λ) , B
†
λ = sinx
d
dx
+ (Nˆλ + λ+ 1) cos x , (3.3)
where the diagonal “number” operator Nˆλ is defined by its action on the basis (3.2) as
Nˆλ e
λ
n(x) = ne
λ
n(x) . (3.4)
The actions of the operators (3.3) on the basis are easily derived from (A.2) and (A.3) by
putting u = cosx:
Bλ Eλn (u) =
√
n(n+ λ)(n+ 2λ− 1)
n− 1 + λ E
λ
n−1(u) , (3.5)
B†λ Eλn (u) =
√
(n+ 1)(n+ 1 + λ)(n+ 2λ)
n+ λ
Eλn+1(u) . (3.6)
The next step is to build the operator c corresponding to the Hamiltonian Hλ. We first derive
from (3.5) the diagonal operator
B†λBλ =
Nˆλ(Nˆλ + λ)(Nˆλ + λ− 1)
Nˆλ − 1 + λ
=
(
Gλ
(
Nˆλ
))−2 (
Hλ − λ2
)
, (3.7)
where, for λ > 1, the strictly increasing positive bounded function Gλ(t) is defined by
Gλ(t) =
√
(t+ 2λ)(t− 1 + λ)
(t+ 2λ− 1)(t+ λ) , 0 <
√
2(λ− 1)
2λ− 1 ≤ Gλ(t) < 1 (3.8)
The limit case of the infinite square well, for which λ = 1, deserves a particular treatment and
will be examined in the sequel. We can rewrite Gλ(t) as:
Gλ(t) = T
1/2
λ (t− 1)T−1/2λ (t) , (3.9)
where
Tλ(t) =
t+ λ
t+ 2λ
, (3.10)
which is also positive bounded with bounded inverse and it is a monotonically increasing func-
tion, from 1/2 (t = 0) to 1 (t →∞).
We can now introduce our operators corresponding to c and c†,
Cλ =BλGλ(Nˆλ) = T
1/2
λ (t)BλT
−1/2
λ (t) (3.11)
C†λ =Gλ(Nˆλ)B
†
λ = T
−1/2
λ (t)B
†
λT
1/2
λ (t) , (3.12)
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where we have used the commutation relations G(Nˆ+1)Bλ = BλG(Nˆ), G(Nˆ−1)B†λ = B†λG(Nˆ),
valid for any smooth function G(Nˆ).
It is easy to check that, as simplified ladder operators, they obey all expected GHA prop-
erties for this example of potential. In particular:
Cλ Eλn (u) =
√
n(n+ 2λ) Eλn−1(u) =
√
λn − λ0 Eλn−1(u) , (3.13)
C†λ Eλn (u) =
√
(n+ 1)(n+ 1 + 2λ) Eλn+1(u) =
√
λn+1 − λ0 Eλn+1(u) . (3.14)
CλHλ = f (Hλ) Cλ , with f (Hλ) =
(√
Hλ + 1
)2
. (3.15)
C†λCλ = Hλ − λ0 I , CλC†λ = f (Hλ)− λ0 I ,
[
Cλ , C
†
λ
]
= f (Hλ)−Hλ . (3.16)
A similar physical realization of the Po¨schl-Teller potential was also recently realized, see [17].
There, the Po¨schl-Teller creation and annihilation operators are written in a different way, but
they are completely equivalent to our Cλ and C
†
λ operators.
III.1.1 Deforming Po¨schl-Teller
If we now want to produce a DGHA, the easiest procedure consists in fixing a bounded operator
with bounded inverse, and working as proposed at the beginning of Section II.2. For that let
us illustrate the procedure by picking the following function of x, S(x) = (1 + 2x)/(1 + x).
It is clear that this can be considered as a bounded multiplication operator, with bounded
inverse, for all x ∈ [0, pi]. Hence we can use it and S−1(x) to deform the system, similarly to
what we have done before: aλ = S(x)CλS
−1(x), bλ = S(x)C
†
λS
−1(x), ϕλ0(x) = S(x)e
λ
0(x) and
ψλ0 (x) = S
−1(x)eλ0(x). In particular, the Hamiltonian takes the following explicit expression:
hλ = S(x)HλS
−1(x) = − d
2
dx2
+
2
(1 + x)(1 + 2x)
d
dx
+ Vλ(x)− 4
(1 + x)(1 + 2x)2
, (3.17)
which is manifestly non self-adjoint. This describe an Hamiltonian with a new potential
Vλ(x) − 4(1+x)(1+2x)2 , plus a term which is proportional to a given function of x multiplying
the momentum operator. For this Hamiltonian, and its adjoint h†λ, the eigenvectors can be
deduced as discussed in Section II.1.
III.2 The infinite square well
As already stated, the infinite square well can be viewed as a particular case of the Po¨schl-Teller
potentials, with λ = 1. So, in principle, we just adapt our previous results to this particular
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situation simply by fixing this value for λ. However, we follow here a slightly different choice
for the operator S used to deform the GHA. We also simplify our notations by dropping
the subscript “1”, which is proper to the infinite square well. Hence, we now consider the
Hamiltonian of an infinite well in the interval [0, pi]:
H = − d
2
dx2
+ V (x) , (3.18)
where
V (x) =
{
0 x ∈ (0, pi) ,
∞ elsewhere .
Eigenvalues and corresponding eigenfunctions read n = (n+ 1)
2 and en(x) =
√
2
pi
sin(n+ 1)x
respectively. Hence Hen = nen, n ≥ 0, and the characteristic function f(x) for the GHA is as
before: f(x) = (
√
x+ 1)2. The function G(t) becomes
G(t) =
√
t (t+ 2)
t+ 1
,
i.e., the ratio of the geometric mean of t and t+ 2 to the arithmetic one. The ladder operators
(3.11) assume their simplest expression:
C = BG(Nˆ) = T 1/2(Nˆ)B T−1/2(Nˆ) (3.19)
C† = G(Nˆ)B† = T−1/2(Nˆ)B† T 1/2(Nˆ) , (3.20)
with T (t) = (t+ 1)/(t+ 2) in agreement with Eq. (3.10) for λ = 1. Nˆ is still the usual number
operator Nˆen(x) = nen(x), i.e., Nˆ =
√
H − 1.
III.2.1 Deforming the infinite square-well potential
What we want to do here is to deform this example in the way we have proposed in Section
II.2: for that, let σ(x) be a real function, which is supposed to satisfy the following bounds:
0 < σm ≤ σ(x) ≤ σM < ∞, for almost all x ∈ [0, pi]. This means that the inverse of σ(x)
exists. Moreover, using the spectral theorem, we can define σ
(
Nˆ + 1
)
and this operator
commutes with H. Therefore, if we take S := σ
(
Nˆ + 1
)
, it follows that h = H. Moreover,
ϕ0 = Se0 = σ(1)e0, while Ψ0 = (S
−1)†e0 = (σ(1))−1e0. Hence, ϕ0 and Ψ0 differ from e0 only
for a normalization, and they satisfy 〈ϕ0,Ψ0〉 = 1. The operators a and b act on en(x) in a
(formally) easy way. This follows from the fact that Sen = σ
(
Nˆ + 1
)
en = σ(n+ 1)en. Then,
for instance,
b en = SC
†S−1en = σ
(
Nˆ + 1
)
C†σ
(
Nˆ + 1
)−1
en = (σ(n+ 1))
−1σ
(
Nˆ + 1
)
C†en =
12
= (σ(n+ 1))−1σ
(
Nˆ + 1
)√
n+1 − 0 en+1 = σ(n+ 2)
σ(n+ 1)
√
n+1 − 0 en+1, (3.21)
with a similar result for a. We see that b is still a raising operator, also with respect to the
original o.n. basis Fe, but with a slightly different coefficient, which involves σ.
A different conclusion is deduced if we consider a different choice of the operator S. In
particular, if we take now S to be the following multiplication operator: S = (σ(x))−1, where
σ(x) is as before. Then h turns out to be different from H, in general. In fact:
h = −σ
′′(x)
σ(x)
− 2σ
′(x)
σ(x)
d
dx
− d
2
dx2
,
which is manifestly non self-adjoint. Let us see what happens with the particular choice of
σ(x) = α + cos(k0x), where α > 1 and k0 ≥ 1 is a fixed natural number. Of course we have
σm = α− 1 > 0 and σM = α + 1 <∞. A simple computation shows that
ϕ0(x) =
√
2
pi
sin(x)
α + cos(k0x)
, Ψ0(x) = αe0(x) +
1
2
(ek0+1(x)− ek0−1(x)) .
We see that, while Ψ0(x) is just a linear combination of three elements of Fe, ϕ0(x) is an infinite
series of such elements. The analogous of formula (3.21) can now be deduced using the equality
S−1en(x) = αen +
1
2
(en+k0(x) + en−k0(x)) ,
which follows from some well known trigonometric identities. We restrict here to the case
n ≥ k0. The opposite case can be easily deduced by simply using the parity properties of en(x).
We get
b en =
1
α + cos(k0x)
(
α
√
n+1 − 0 en+1 +
√
n+1+k0 − 0
2
en+k0+1 +
√
n+1−k0 − 0
2
en−k0+1
)
,
which clearly shows how b is no longer a raising operator, in this case, for the family {en}. The
action of a on en can be deduced in a similar way. As for h, we get
h =
1
α + cos(k0x)
(
k0 cos(k0x) + 2k0 sin(k0x)
d
dx
− (α + cos(k0x)) d
2
dx2
)
.
This operator looks extremely different from the one in (3.17), even when λ in hλ is fixed to be
one. This is a consequence of the two different choices of the similarity operator S in this case,
and in (3.17).
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III.3 The harmonic oscillator
III.3.1 A familiar preliminary
Let c be the standard bosonic lowering operator, satisfying the canonical commutation rule
[c, c†] = 1 , and let H0 = c†c. Of course, H0 = H
†
0. Working in the coordinate representation,
e0(x) =
1
pi1/4
e−x
2/2, x ∈ (−∞,∞), is a function annihilated by c: ce0 = 0. Now, taking
f(x) = x + 1 and identifying D with the set of test functions S(R), a DGHA is trivially
recovered if a = c, b = c† and h = H0. In this case, clearly, ϕ0(x) = ψ0(x) = e0(x), and D is
stable under the action of c and c†. Also, f(x) is strictly increasing.
The physical realization of the operators c = (1/
√
2)(x + id/dx) and its adjoint c† is well-
known, of course, and they satisfy the Weyl-Heisenberg algebra.
III.3.2 Deforming the harmonic oscillator
In order to implement a non self-adjoint deformation of the harmonic oscillator, according
to Section II.2, we have to find a positive, bounded, with a bounded inverse, multiplication
operator S(x). As the variable x ∈ (−∞,∞), a function like S(x) = 2 + tanh(x) satisfy all
necessary requirements of Section II.2. This function increases, monotonically, from 1 (t →
−∞) up to 3 (t → ∞). Using S(x) and its inverse, S−1(x), the harmonic oscillator can be
deformed in the following way: a = S(x) c S−1(x), b = S(x) c† S−1(x), ϕ0(x) = S(x)e0(x) and
ψ0(x) = S
−1(x)e0(x). The new Hamiltonian takes the form:
h = S(x)H0 S
−1(x) = − d
2
dx2
+ 2(1− tanh(x)) d
dx
− 2(1− tanh(x)) + x
2
2
, (3.22)
which is clearly non self-adjoint. This system has an effective potential Veff (x) =
x2
2
− 2(1 −
tanh(x)), shown in Fig 1, that is non symmetric and is slightly displaced from the origin. There
is also a term that is a function of x multiplied by the derivative d/dx, which seems to appear
any time we use a function of x to deform the GHA.
IV Relations with nonlinear pseudo-bosons
IV.1 D-pseudo bosons
Let A and B be pseudo-bosonic operators in the sense of [6], i.e., [A,B] = 1 and B is supposed
to be not equal to A†, and let D be the dense domain left stable by these operators and by
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Figure 1: Effective potential of a deformed non self-adjoint harmonic oscillator, with S(x) =
2 + tanh(x).
their adjoints. In this situation the assumptions in Section II.1 are satisfied if we take h = BA
and f(x) = x + 1, as for the harmonic oscillator. The sets of eigenvectors Fϕ and Fψ can be
biorthogonal (Riesz) bases, or D-quasi bases, see Appendix, depending on the explicit details
of the original pair of operators (A,B), as widely discussed in [6] and in references therein.
IV.2 Examples related to D-pseudo bosons
The pseudo-bosonic operators A and B used in the previous example can be used to construct
a new class of examples. For that we define new operators
a = A, b = Nk0B,
where N0 = BA and k is a fixed positive integer, k = 1, 2, 3, . . .. We further define N = ba =
N b+10 and h = N = N
k+1
0 . It is possible to check that, putting f(h) = [a, b] + h, we have
f(h) = (N0 + 1 )
k+1, for all fixed k. Of course, since the eigenvalues of N0 are just the natural
numbers, including zero, f(h) is positive and increasing. The equalities in (2.1) can be further
checked explicitly, as a consequence of the following equalities:
ANk0 = (N0 + 1 )
kA, BNk0 = (N0 − 1 )kA, Nk0B = B(N0 + 1 )k,
for all k = 0, 1, 2, . . ..
Few years ago, [7], the concept of PBs was generalized to consider quantum systems in which
the eigenvalues of the Hamiltonian (and its adjoint) do not depend linearly on the quantum
number labeling the eigenstates. Few examples were discussed in [7], and in other and more
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recent papers. What we will show now is that there is a strong connection between these
nonlinear pseudo-bosons (NLPBs) and the DGHA discussed in Section II. To show that, we
briefly recall how NLPBs are constructed.
Let us consider a strictly increasing sequence {n}: 0 = 0 < 1 < · · · < n < · · · . Further,
let us consider two operators A and B on H, and let us suppose that there exists a set D ⊂ H
which is dense in H, and which is stable under the action of A,B and their adjoints.
Definition 5 We will say that the triple (A,B, {n}) is a family of D-non linear pseudo-bosons
(D-NLPBs) if the following properties hold:
• p1. a non zero vector Φ0 exists in D such that AΦ0 = 0;
• p2. a non zero vector η0 exists in D such that B† η0 = 0;
• p3. Calling
Φn :=
1√
n!
Bn Φ0, ηn :=
1√
n!
A†
n
η0, (4.1)
we have, for all n ≥ 0,
AΦn =
√
n Φn−1, B†ηn =
√
n ηn−1. (4.2)
• p4. The set FΦ = {Φn, n ≥ 0} is a basis for H.
Of course, since D is stable under the action of B and A†, it follows that Φn, ηn ∈ D,
for all n ≥ 0. Notice that D-PBs are recovered by fixing n = n. Notice also that the set
Fη = {ηn, n ≥ 0} is automatically a basis for H as well. This follows from the fact that, calling
M = BA, we have MΦn = nΦn and M
†ηn = nηn. Therefore, choosing the normalization of
η0 and Φ0 in such a way 〈η0,Φ0〉 = 1, Fη is biorthogonal to the basis FΦ. Then, it is possible to
check that Fη is the unique basis which is biorthogonal to FΦ. We refer to [7] for more details.
To connect NLPBs to DGHA we first observe that, if we consider a DGHA with 0 = 0, this
automatically gives rise to a family ofD-NLPBs. For that it is sufficient to identify (A,B,Φ0, η0)
in Definition 5 with the quantities (a, b, ϕ0, ψ0) introduced in Section II, respectively. In fact,
with this identification, conditions p1, p2 and p3 are surely satisfied. Moreover, FΦ is a basis
if Fϕ is a basis.
It is also possible to check that the opposite holds, at least under some further minor
assumption: for that we start with a family of D-NLPBs, and we identify (a, b, h, ϕ0, ψ0) with
16
(A,B,BA,Φ0, η0). Moreover, we identify also f(h) with AB. Notice that f(h) = AB = [A,B]+
h so that (2.5) is automatically satisfied, at least if [A,B] can be written in terms of h and the
resulting f(x) is increasing. This becomes, in the case of D-PBs, f(h) = h + 1 , as we have
already found before. In the general case, it is easy to see that 〈ϕn, [A,B]ϕn〉 = (n+1−n)‖ϕn‖2,
for all n. This, however, does not imply that 〈f, [A,B]f〉 is automatically positive, since Fϕ
is not an o.n. basis. However it is yet a strong indication that [A,B] is positive. This can
be explicitly checked at least on those f ∈ D for which each 〈f, ϕn〉 〈ψn, f〉 is non negative, at
least if infn(n+1 − n) > 0. In fact, in this case, we have
〈f, [A,B]f〉 =
∑
n
(n+1 − n) 〈f, ϕn〉 〈ψn, f〉 ≥ inf
n
(n+1 − n)
∑
n
〈f, ϕn〉 〈ψn, f〉 =
= inf
n
(n+1 − n)‖f‖2 > 0,
using the fact that Fϕ and Fψ are biorthogonal (or D-quasi) bases. Finally notice that the
commutation rules for DGHA in (2.1) are trivially satisfied with our choices: hb = (ba)b, and
bf(h) = b(ab). Also, ah = a(ba), while f(h)a = (ab)a, and we see that, in fact, (2.1) are
satisfied.
IV.3 Quons
In [7] it is discussed how quons are connected with D-NLPBs. Therefore it is not a surprise
that quons are connected to DGHA. Let us first consider ordinary quons, i.e. operators c and
c† obeying the following commutation rule: c c† − q c† c = 1 , where q ∈ [−1, 1]. Of course,
q = −1 gives back CAR, while if q = 1 we recover CCR. In general, if we introduce a = c,
b = c† and h = c†c, it is easy to check that they give rise to a DGHA with f(x) = qx+ 1, which
is increasing if q ∈]0, 1]. Therefore, under this limitation, we recover the algebraic structure
discussed in Section I.
The same conclusion can be found if we consider a deformed version of quons, see [18]. In
this case we have two operators, a and b, with b 6= a, satisfying a b−q b a = 1 , where q ∈ [−1, 1],
and we define h = ba. Of course these commutation rules should be defined on a dense set,
possibly stable under the action of the operators involved in the game. Once again, also in this
case, it is possible to show that these operators give rise to a DGHA with the same f(x) as for
the ordinary quons.
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V Conclusions
We have shown how GHA can be deformed using ideas borrowed from the theory of pseudo-
bosons, and that, in this way, biorthogonal sets of eigenvectors of the related, non self-adjoint
operators, can be explicitly constructed. This strategy has been applied to several examples,
and relations with NLPBs and quons have also been described. We plan to consider more
applications and construct new quantum solvable models adopting our ideas. In particular, it
will be interesting to see what our strategy can give when taking the systems in [19] as starting
points.
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A Gegenbauer recurrence formulae and useful defini-
tions
A.1 Gegenbauer recurrences
The following formulae are relevant to the content of this article. They are derived from [14]
and adapted to our needs. Let us consider in the Hilbert space L2
(
[−1, 1] , du√
1− u2
)
the
orthonormal basis
Eλn (u) = Kn(λ) (1− u2)λ/2 Cλn(u) , Kλn(λ) = Γ(λ)
2λ−1/2√
pi
√
n!(n+ λ)
Γ(n+ 2λ)
. (A.1)
The first recurrence formula concerns the self-adjoint multiplication operator Qf(u) = uf(u).
u Eλn (u) =
1
2
√
n+ λ
[√
n(n+ 2λ− 1)
(n− 1 + λ) E
λ
n−1(u) +
√
(n+ 1)(n+ 2λ)
(n+ 1 + λ)
Eλn+1(u)
]
. (A.2)
The second one concerns the non-symmetric operator (1− u2)d/du.
(1− u2) d
du
Eλn (u) =
√
n+ λ
2
[√
n(n+ 2λ− 1)
(n− 1 + λ) E
λ
n−1(u)−
√
(n+ 1)(n+ 2λ)
(n+ 1 + λ)
Eλn+1(u)
]
. (A.3)
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A.2 Riesz bases and D quasi-bases
The following notions related to biorthogonal sets have been mentioned along the paper. We
give the main definitions here for readers’ convenience.
Definition 6 A collection of vectors Fϕ = {ϕn, n ≥ 0} in H is a Riesz basis for H if it is the
image of an orthonormal basis for H under an invertible linear transformation. In other words,
Fϕ is a Riesz basis if there is an orthonormal basis {en} for H and an invertible transformation
S such that Sen = ϕn for all n.
In this case the set Fψ = {ψn = (S−1)†en, n ≥ 0} is an Riesz basis as well, and it is biorthogonal
to Fϕ: 〈ϕn, ψm〉 = δn,m.
It is known that biorthogonal Riesz bases produce a resolution of the identity in H. For
physical reasons, [6], it is sometimes convenient to consider the following weaker version of this
resolution. This is what we get when dealing with D-quasi bases, D being a dense subset of H:
Definition 7 Two biorthogonal sets Fη = {ηn ∈ D, n ≥ 0} and FΦ = {Φn ∈ D, g ≥ 0} are
called D-quasi bases if, for all f, g ∈ D, the following holds:
〈f, g〉 =
∑
n≥0
〈f, ηn〉 〈Φn, g〉 =
∑
n≥0
〈f,Φn〉 〈ηn, g〉 . (A.4)
Of course, when (A.4) is satisfied, a weak resolution of the identity can be considered in D.
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