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Abstract
Evaluation of design artefacts and design theories is a key activity in Design Science
Research (DSR), as it provides feedback for further development and (if done
correctly) assures the rigour of the research. However, the extant DSR literature
provides insufficient guidance on evaluation to enable Design Science Researchers
to effectively design and incorporate evaluation activities into a DSR project that can
achieve DSR goals and objectives. To address this research gap, this research paper
develops, explicates, and provides evidence for the utility of a Framework for
Evaluation in Design Science (FEDS) together with a process to guide design science
researchers in developing a strategy for evaluating the artefacts they develop within
a DSR project. A FEDS strategy considers why, when, how, and what to evaluate.
FEDS includes a two-dimensional characterisation of DSR evaluation episodes
(particular evaluations), with one dimension being the functional purpose of the
evaluation (formative or summative) and the other dimension being the paradigm
of the evaluation (artificial or naturalistic). The FEDS evaluation design process is
comprised of four steps: (1) explicate the goals of the evaluation, (2) choose the
evaluation strategy or strategies, (3) determine the properties to evaluate, and
(4) design the individual evaluation episode(s). The paper illustrates the framework
with two examples and provides evidence of its utility via a naturalistic, summative
evaluation through its use on an actual DSR project.
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Introduction
Evaluation of design artefacts and design theories is a central and critical part of
Design Science Research (DSR) (March & Smith, 1995; Hevner et al, 2004;
Vaishnavi & Kuechler, 2004). In DSR, evaluation is primarily concerned with
evaluation of design science outputs, including Information Systems (IS) Design
Theories (Gregor & Jones, 2007) and design artefacts (March & Smith, 1995).
Together with ‘build’, evaluation is one of two key activities that constitute DSR
(March & Smith, 1995). As other research paradigms (positivist, interpretivist,
critical) do not design, develop, or ‘build’new artefacts (else theywould beDSR),
design artefact and design theory evaluation are much more relevant, impor-
tant, and speciﬁc toDSR than to other research paradigms. Evaluation is ‘crucial’
to DSR and requires researchers to rigorously demonstrate the utility, quality,
and efﬁcacy of a design artefact using well-executed evaluation methods
(Hevner et al, 2004, pp. 82, 85). Designed artefacts must be analysed as to their
use and performance as possible explanations for changes (and hopefully
improvements) in the behaviour of systems, people, and organisations
(Vaishnavi & Kuechler, 2004).
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As part of the design science process, evaluation may be
tightly coupled with design itself. This tight linkage arises
from the impact of evaluations on designer thinking, with
the potentially rapid cycles of build and evaluate that
sometimes constitute design itself.
Without sound evaluation, DSR must conclude with
only theorising about the utility of design artefacts, that
is, with an assertion that a new technology ‘works’ without
any evidence that it does. Because its context includes
research goals, evaluation in DSR has a broader purpose
than in the ‘ordinary’ practice of design. In an ordinary
design project without scientiﬁc aims, evaluation is focused
on evaluating the artefact in the context of the utility it
contributes to its environment (Hevner et al, 2004, call this
the relevance cycle). In a design science project, evaluation
must also regard the design and the artefact in the context
of the knowledge it contributes to the knowledge base
(Hevner et al, 2004 call this the rigour cycle). Since such a
build-and-evaluate cycle seeks to deliver both environmen-
tal utility and additional (new) knowledge, the evaluation
approach not only needs to address the quality of the
artefact utility, but also the quality of its knowledge out-
comes. This dual purpose of evaluationmeans that, if DSR is
to live up to its label as ‘science’, the evaluation should be
relevant, rigorous, and scientiﬁc.
But how should such evaluations be designed and
conducted as part of a DSR project? What strategies and
methods should be used for evaluation in a particular DSR
project? How can the evaluation be designed to be both
effective (rigorous) and efﬁcient (prudently using
resources, including time)? The extant DSR literature
identiﬁes a variety of different evaluation methods (e.g.,
in Nunamaker et al, 1990/1991; March & Smith, 1995;
Hevner et al, 2004; Vaishnavi & Kuechler, 2004; Venable,
2006; Peffers et al, 2008; Gill & Hevner, 2013), but provides
precious little guidance for deciding what to evaluate and
which evaluation methods to use or why, when, and how
to use them to best conduct the evaluation component(s)
of a DSR project or programme. Moreover, much of this
existing literature assumes that only one kind of evalua-
tion will be necessary to demonstrate both the artefact’s
utility, ﬁtness, or usefulness (cf. Gill & Hevner, 2013), as
well as any design principles or theory employed in the
artefact’s construction. Furthermore, the cyclical nature of
many design science processes may demand different
evaluations at different stages of progress. These gaps give
rise to the following research question:
‘What would be a good way to guide the design of an
appropriate strategy for conducting the various evaluation
activities needed throughout a DSR project?’
The research reported in this paper extends the authors’
earlier work (Pries-Heje et al, 2008; Venable et al, 2012)
to answer the above research question by (1) developing
and (2) evaluating the utility of (a) a new, enhanced
Framework for Evaluation in Design Science (FEDS), which
revises the earlier framework dimensions and adds new
concepts of evaluation strategies and trajectories, together
with (b) a new evaluation design process for applying that
framework. The FEDS framework and evaluation design
process together can be used to support and guide DSR
researchers (especially novice researchers) in the design of
the evaluation component(s) of their DSR projects and
programmes. The paper motivates, proposes, illustrates,
and presents evaluations of the FEDS framework and
evaluation design process.
The next section reviews selected literature on evalua-
tion to further develop the research gap and research
question introduced above and to provide a basis to inform
the design of the FEDS Framework and Evaluation Design
Process. Next, the subsequent two sections articulate the
form and rationale for the FEDS Framework and Evaluation
Design Process proposed in this paper. Following that, the
subsequent two sections illustrate the framework by apply-
ing it to two examples from the DSR literature and describe
a naturalistic summative evaluation of FEDS (through its
use to guide the evaluation strategy choices made in a
particular DSR project) to provide evidence of the utility of
FEDS in practice. Finally, the last two sections discuss the
ﬁndings, summarise the research, identify limitations, and
give some suggestions for further research.
Evaluation in the literature
Remenyi (1999) identiﬁes the two most important cate-
gories of evaluation as (1) formative vs summative evalua-
tion and (2) ex ante vs ex post evaluation (Smithson &
Hirschheim, 1998; Stefanou, 2001; Irani & Love, 2002;
Klecun & Cornford, 2005). Other evaluation categories
regard (3) the distinctions between approaches and techni-
ques, for example, quantitative vs qualitative approaches or
subjective vs objective techniques (Remenyi, 1999). Such
categories distinguish the reasoning and strategies for eva-
luation including (1) why to evaluate, (2) when to evaluate,
and (3) how to evaluate. Another important aspect is
(4) what to evaluate: the properties of the evaluand to be
examined during an evaluation (Stufﬂebeam, 2003).
Why to evaluate: formative vs summative evaluation
The main distinction in why to evaluate is formative vs
summative evaluation. This distinction does not arise in
the innate qualities of the evaluation process, but rather
inhabits the functional purpose of the evaluation. For
example, an evaluation process that may have been for-
mulated for summative purposes may also be put to use for
formative purposes (William & Black, 1996).
Formative evaluations are used to produce empirically
based interpretations that provide a basis for successful
action in improving the characteristics or performance of
the evaluand. Formative evaluations focus on conse-
quences and support the kinds of decisions that intend to
improve the evaluand (William & Black, 1996).
Summative evaluations are used to produce empirically
based interpretations that provide a basis for creating
shared meanings about the evaluand in the face of differ-
ent contexts. Summative evaluations focus on meanings
and support the kinds of decisions that intend to inﬂuence
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the selection of the evaluand for an application (William&
Black, 1996).
When to evaluate: ex ante vs ex post evaluation
The main distinction in when to evaluate is ex ante vs
ex post evaluation. This distinction arises from the timing
of the evaluation episodes. Formative evaluation episodes
are often regarded as iterative or cyclical (William & Black,
1996) in order to measure improvement as development
progresses. Summative evaluation episodes are more often
used to measure the results of a completed development or
to appraise a situation before development begins.
Ex-ante evaluation is ‘the predictive evaluation which is
performed in order to estimate and evaluate the impact of
future situations’ (Stefanou, 2001, p. 206). For IS develop-
ment, ex ante evaluation serves the purpose of deciding
whether or not to acquire or develop a technology, or the
purpose of deciding which of several competing technolo-
gies should be acquired or adopted. It happens before
design and construction begins.
Ex post evaluation is an assessment of ‘the value of the
implemented system on the basis of both ﬁnancial
and non-ﬁnancial measures’ (Stefanou, 2001, p. 206).
Approaches to ex post evaluation in IS can be derived from
Symons’ (1991) critical adaptation of the ‘context, content
and process’ model developed for organisational change
evaluation. Examples of variations include interpretive
(Stockdale & Standing, 2006) and critical (Klecun &
Cornford, 2005) evaluation approaches.
In terms of timing, ex ante and ex post evaluations
occupy the two extremes of an evaluation continuum, as
shown in Figure 1. An ex ante evaluation regards candidate
systems or technologies before they are chosen, acquired,
implemented, designed, or constructed. An ex post evalua-
tion regards a chosen and developed system or technology
after it has been acquired, designed, constructed, or imple-
mented (Klecun & Cornford, 2005). Figure 1 illustrates
how evaluations can also occur intermediately between
ex ante and ex post. It may seem intuitive that ex post
evaluations are always summative and ex ante and inter-
mediate evaluations are always formative. However,
ex ante and ex post refer only to timing. A summative
evaluation may be required on an ex ante or intermediate
basis (e.g., for continuation approval) and ex post evalua-
tions may also have formative purposes.
The distinctions of formative vs summative and ex
ante vs ex post within the IS literature is focused on a
particular system or technology to address a particular,
situated problem. For the purpose of evaluation in DSR,
we translate these concepts to address evaluating a new
kind of artefact for addressing a kind of problem.
Why to evaluate: purpose and goals of evaluation in DSR
A review of the DSR literature elaborates not just two, but
(at least) six different (but related) purposes for the evalua-
tion activity in DSR. First, one key purpose of evaluation in
DSR is to determine how well a designed artefact or
ensemble of artefacts achieves its expected environmental
utility (an artefact’s main purpose).
A second key purpose of evaluation is the substantiation
of design theory in terms of the quality of the knowledge
outcomes (Baskerville et al, 2007; Kuechler & Vaishnavi,
2012), that is, to provide evidence that the theory leads to
some developed artefact that will be useful for solving
some problem or making some improvement.
Third, evaluation may also be concerned with compara-
tive evaluation of the new artefact (or design theory) in
comparison with other artefacts (or design theories)
(Venable, 2006) to determine whether the new artefact/
design theorymakes an improvement on the state of the art.
A fourth purpose considers that utility is a complex,
composite concept, which is composed of a number of
different criteria beyond simple achievement of an arte-
fact’s main purpose. Together with style, the ‘utility,
quality, and efﬁcacy of a design artifact must be rigorously
demonstrated via well-executed evaluation methods. …
artifacts can be evaluated in terms of functionality, com-
pleteness, consistency, accuracy, performance, reliability,
usability, ﬁt with the organization, and other relevant
quality attributes’ (Hevner et al, 2004, p. 85).
Fifth, an artefact may be evaluated ‘for other (undesirable)
impacts’ (Venable, 2006), otherwise known as side effects.
Sixth and ﬁnally, evaluation can further elaborate the
knowledge outcomes by discerning why an artefact works
or not (Vaishnavi & Kuechler, 2004).
Problems with evaluation
Evaluation in DSR is potentially fraught with problems.
Potential errors include Type I and Type II errors, other-
wise known as a false positive and a false negative
(Baskerville et al, 2007). In DSR, a false positive is a ﬁnding
that a new artefact works (or its corresponding design
theory is correct) when in fact the artefact does not work
(or its corresponding design theory is incorrect). A false
negative is a ﬁnding that a new artefact does not work (or
its corresponding design theory is incorrect) when in fact
the artefact does work (or its corresponding design theory
is correct). Baskerville et al (2007) analyse the evaluation
process to identify a number of potential sources of errors,
which they suggest be considered when designing and
carrying out an evaluation in DSR. While they suggest the









Figure 1 Ex ante–ex post evaluation time continuum.
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analysis for evaluation, they do not provide much further
guidance. It also is not clear whether what they propose is
appropriate for all kinds of artefacts.
Summary of DSR evaluation literature
The above literature identiﬁes a number of different pur-
poses for evaluation in DSR, as well as a variety of different
evaluation paradigms, methods, and activities. However,
there is little or no guidance provided in how or why a DSR
researcher can or should choose among the different para-
digms or methods to achieve a DSR project’s evaluation
goals. This research gap in DSR has motivated this paper
and the research question stated in the introduction, which
is: ‘What would be a good way to guide the design of an
appropriate strategy for conducting the various evaluation
activities needed throughout a DSR project?’
We draw and build upon the ideas from the above
literature in the next section: The FEDS Framework for
Evaluation in Design Science, which has the goal of help-
ing to speciﬁcally guide DSR researchers in the design of an
appropriate strategy and evaluation activities according to
the needs of their DSR project or programme.
The FEDS Framework for Evaluation in Design
Science Research
As noted in the introduction, FEDS is designed to address
the research question ‘What would be a good way to guide
the design of an appropriate strategy for conducting the
various evaluation activities needed throughout a DSR
project?’ FEDS was designed to help DSR researchers, espe-
cially novices, decide on an appropriate strategy or strate-
gies for evaluating the outcomes of the build activity in
DSR. We also developed a process for using the framework
in designing the particular evaluation research strategy.
This section describes the FEDS framework itself, while the
next section describes a process for using the framework.
We developed the FEDS framework analytically by look-
ing at the different classiﬁcations of extant evaluation
methods and relating them to the goals of evaluation in
DSR. The goals are the varying objectives of evaluation while
evaluation methods are the means. The framework provides
a way to support evaluation research design decisions by
creating a bridge between the evaluation goals and evalua-
tion strategies. By providing a classiﬁcation of evaluation
strategies and relating strategies to goals, FEDS provides this
bridge. Two important aspects or dimensions determined by
the analysis above are (1) the functional purpose of the
evaluation (formative or summative) and (2) the paradigm
of the evaluation (artiﬁcial or naturalistic). These two
dimensions form the basis of the FEDS framework.
Dimension 1: functional purpose of the evaluation
Why to evaluate: Formative and summative evaluations are
distinguished by their functional purpose rather than any
difference in the nature of the content of their evaluations.
The functional purpose of formative evaluations is to help
improve the outcomes of the process under evaluation.
The functional purpose of summative evaluations is to
judge the extent that the outcomes match expectations,
for example, certiﬁcation, progress, or even the effective-
ness of the process itself (William & Black, 1996). Because
the distinction is purposive, the mechanics of any parti-
cular evaluation activity may yield evidence that is useful
both formatively and summatively. The formative and
summative functional purposes of evaluations can be
characterised as the ends of a continuum along which
any evaluation might be located, as shown on the x-axis of
the FEDS Framework in Figure 2. Towards the formative
end, evaluations must provide a basis for successful action.
Towards the summative end, evaluations must create a
consistent interpretation across shared meanings (like
standards or requirements). Stated simply, ‘when forma-
tive functions are paramount, meanings are validated by
their consequences, and when summative functions are
paramount, consequences are validated by meanings’
(William & Black, 1996, p. 545).
Dimension 2: paradigm of the evaluation study
How to evaluate: As introduced in the second section, a DSR
evaluation method has a paradigm in a sense similar to
scientiﬁc paradigms like positivism or interpretivism.
While there are different ways to characterise such para-
digms, the prescriptive and functional nature of design
science demands a distinction that is more practical and
less philosophical. For the second dimension of our frame-
work, we adopt the distinction between artiﬁcial evalua-
tion and naturalistic evaluation made by Venable (2006)
and place it along the y-axis of FEDS, as shown in Figure 2.
Artiﬁcial evaluation may be empirical or non-empirical
(e.g., logical/rhetorical). It is nearly always positivist and
reductionist, being used to test design hypotheses (Walls
et al, 1992). However, interpretive techniques may also be
used to attempt to better understand why an artefact
works or why it work. Even critical techniques may be
used, but these generally supplement the main goal of
Figure 2 FEDS (Framework for Evaluation in Design Science)
with evaluation strategies.
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proving or disproving the design theory and/or the utility
of the DSR artefacts. Artiﬁcial evaluation includes laboratory
experiments, simulations, criteria-based analysis, theoretical
arguments, and mathematical proofs. The dominant scien-
tiﬁc/rational paradigm brings to artiﬁcial evaluation the
beneﬁts of stronger scientiﬁc reliability in the form of better
repeatability and falsiﬁability (Gummesson, 1988).
Naturalistic evaluation explores the performance of a
solution technology in its real environment, typically
within an organisation. By performing evaluation in a real
environment (i.e., real people, real systems, and real
settings, Sun & Kantor, 2006), naturalistic evaluation
embraces all of the complexities of human practice in real
organisations. Naturalistic evaluation is always empirical
and tends towards interpretivism, but may be positivist
and/or critical. Naturalistic evaluation methods typically
include case studies, ﬁeld studies, ﬁeld experiments, sur-
veys, ethnography, phenomenology, hermeneutic meth-
ods, and action research. The dominant interpretive
paradigm brings to naturalistic DSR evaluation the beneﬁts
of stronger internal validity (Gummesson, 1988).
On the one hand, artiﬁcial evaluation is often the
simplest, most straightforward, and least costly form of
evaluation. It often affords very precise language in its
ﬁndings. Since it usually controls for the obvious con-
founding variables, it is less susceptible to misinterpreta-
tion and bias. Naturalistic evaluation can be difﬁcult (and
costly), partly because it must disentangle the effects of
many confounding variables in a real world setting. To the
extent that naturalistic evaluation is affected by confound-
ing variables or misinterpretation, evaluation results may
not be precise or even truthful about an artefact’s utility or
efﬁcacy in real use.
On the other hand, artiﬁcial evaluation involves reduc-
tionist abstraction from the natural setting (in order to
assure rigour in its assessment of efﬁcacy of the technology
artefact) and is necessarily unrealistic in the sense that it
fails to adhere to one or more of the three realities (i.e.,
unreal users, unreal systems, or unreal problems) of Sun &
Kantor (2006). To the extent that an artiﬁcial evaluation
setting is unreal, evaluation results may not correspond to
real use. In contrast, naturalistic evaluation offers more
critical face validity and also assures more rigorous assess-
ment of the effectiveness of the artefact.
The two dimensions (that can be seen as the x- and y-
axis in Figure 2) are fully orthogonal to each other. Both
naturalistic and artiﬁcial evaluation methods can be used
for formative and/or summative evaluations, with the
advantages and disadvantages described above.
Generally evaluation progresses from a state of no
evaluation having been conducted at the origin towards a
more comprehensive and rigorous (in the sense of evaluat-
ing more fully and realistically) in the upper right corner.
The chronological progression through formative evalua-
tions to more summative evaluation represents the pur-
pose, peculiar to DSR, to rigorously consider the quality of
the knowledge outcomes. The increasing use of more
summative evaluations enables comparison of research
outcomes with research expectations (testing the design
theory). The chronological progress through artiﬁcial eva-
luations to more naturalistic evaluation represents a simi-
lar, but subtly different purpose. The increasing use of
more naturalistic evaluations improves the quality of the
knowledge outcomes concerning the artefact’s effectiveness in
real use, as the artefact increases in quality and the risks
become low enough for real use by real users.
While evaluation typically progresses from the lower left
to the upper right of Figure 2, there are many paths or
trajectories that may be followed in conducting a number of
evaluation episodes, that is, speciﬁc evaluation activities of
speciﬁc evaluands using a speciﬁc evaluation method. A
planned trajectory of evaluations that is appropriate for the
circumstances of a particular DSR project is an evaluation
strategy. But what different evaluation strategies are there
and how should one choose one? The next section answers
this question by showing prototypical strategies and discuss-
ing why one would want to choose one (or more) of them.
Evaluation strategies
When to evaluate, for what purpose, and how: The pathway or
trajectory sought and followed in a DSR project or pro-
gramme may differ according to the needs and resources
available to the DSR project/programme. This gives rise to
different strategies. Each strategy operates as a progression
that proceeds from the origin of the evaluation framework
towards some ﬁnal summative evaluation that concludes
the DSR project or programme. Our analysis identiﬁed four
different possible strategies (others may be possible), as
shown in Figure 2. The strategies we identiﬁed include the
Quick & Simple strategy, the Human Risk & Effectiveness
evaluation strategy, the Technical Risk & Efﬁcacy evalua-
tion strategy, and the Purely Technical Artefact strategy.
The triangles in Figure 2 show evaluation episodes or
where the evaluations occur in the strategy. The number
of triangles and their placement along any particular
strategy’s trajectory in Figure 2 are indicative only; they
may (and should) vary according to the needs of a
particular DSR project/programme. Furthermore, any
planned strategy may need to be revised during the course
of a particular DSR project or programme.
The Quick & Simple strategy conducts relatively little
formative evaluation and progresses quickly to summative
and more naturalistic evaluations. The evaluation trajec-
tory of this strategy includes relatively few evaluation
episodes (perhaps even only one summative evaluation at
the end). Such a strategy is low cost and encourages quick
project conclusion, but may not be reasonable in the face
of various design risks.
The Human Risk & Effectiveness evaluation strategy
emphasises formative evaluations early in the process,
possibly with artiﬁcial, formative evaluations, but progres-
sing quickly to more naturalistic formative evaluations.
Near the end of this strategy more summative evaluations
are engaged, which focus on rigorous evaluation of the
effectiveness of the artefact, that is, that the utility/beneﬁts
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of the artefact will continue to accrue even when the
artefact is placed in operation in real organisational situa-
tions and over the long run, despite the complications of
human and social difﬁculties of adoption and use.
The Technical Risk & Efﬁcacy evaluation strategy
emphasises artiﬁcial formative evaluations iteratively early
in the process, but progressively moving towards summa-
tive artiﬁcial evaluations. Artiﬁcial summative evaluations
are used to rigorously determine efﬁcacy of the artefact,
that is, that the utility/beneﬁts derived from the use of the
artefact are due to the artefact, not due to other factors.
Near the end of this strategy more naturalistic evaluations
are engaged.
A fourth strategy, the Purely Technical strategy is used
when an artefact is purely technical, without human users,
or planned deployment with users is so far removed from
what is developed to make naturalistic evaluation irrele-
vant. This strategy is similar to the Quick & Simple
strategy, but favours artiﬁcial over naturalistic evaluations
throughout the process, as naturalistic strategies are irrele-
vant to purely technical artefacts or when planned deploy-
ment with users is far in the future.
Table 1 summarises the relevant circumstances when we
might select each of the four strategies.
The evaluation strategies described above are prototypi-
cal ways to address particular goals. However, it is possible
that multiple, different goals might call for more than one
strategy or a combined, hybrid evaluation strategy. For
example, a new kind of hospital technology might be
developed that would notify an emergency room physi-
cian of a patient’s need for urgent care along with notify-
ing the patient’s usual physician – with a goal of
generating interaction between the two physicians. Two
different goals are involved: one is the operating utility of
the new technical artefact and the other is the utility in the
new social behaviour. A hybrid evaluation strategy might
begin with a purely technical strategy in order to develop
knowledge about the new kind of artefact itself. Once the
hospital artefact is proved operational, the evaluation
strategy might shift to one of human risk and effectiveness
in order to develop knowledge about new kinds of social
behaviour among the physicians.
This example also illustrates the need for a DSR-project-
speciﬁc evaluation strategy. Unlike a design setting in
which the only goals are the utility of the artefact and its
effects on social behaviour, such a DSR setting adds further
goals for contributing rigorously developed knowledge
about this new kind of artefact and its effects on its
environment.
An evaluation strategy choice process for DSR
On the basis of the framework above we can derive a four-
step process for choosing an approach for a particular DSR
project. The four steps we propose are: (1) explicate the
goals of the evaluation, (2) choose the evaluation strategy
or strategies, (3) determine the properties to evaluate, and
(4) design the individual evaluation episode(s).
Step 1: explicate the goals
There are at least four possibly competing goals in design-
ing the evaluation component of DSR. Some goals are
more relevant at different stages of a DSR project.
Rigour: Rigour in DSR has two senses. The ﬁrst sense is in
establishing that it is the artefact instantiation that causes
an observed outcome and only the artefact, not some
confounding independent variable or circumstance (efﬁ-
cacy). The second is in establishing that the artefact
instantiation works in a real situation (effectiveness).
Artiﬁcial evaluation will likely be most appropriate for
rigorously evaluating the former, while naturalistic evalua-
tion will likely be most appropriate for rigorously evaluat-
ing the latter. Summative evaluation provides the greatest
rigour in the evaluation and hence the reliability of the
knowledge developed. Summative evaluations usually (but
not always) occur at the end of an evaluation trajectory or
strategy, that is, with (an) evaluation episode(s) towards
the end of the arrows and the larger triangles in Figure 2.
Possibly more than one summative evaluation episode
may be required to evaluate different artefacts or their
aspects or to provide stronger evidence (e.g., of their utility
in different contexts).
Uncertainty and risk reduction: Formative evaluation is
particularly important when design uncertainties are sig-
niﬁcant and is a key way to reduce risks due to design
uncertainties. As discussed earlier, risks may be identiﬁed
as human social/use risks (i.e., risks that the artefact will
not ﬁt well into the use or social situation and therefore
not work or cause further problems) and technical risks





Quick & Simple If small and simple construction of design, with
low social and technical risk and uncertainty
Human Risk &
Effectiveness
If the major design risk is social or user oriented
and/or
If it is relatively cheap to evaluate with real users
in their real context
and/or
If a critical goal of the evaluation is to rigorously
establish that the utility/benefit will continue in
real situations and over the long run
Technical Risk &
Efficacy
If the major design risk is technically oriented
and/or
If it is prohibitively expensive to evaluate with
real users and real systems in the real setting
and/or
If a critical goal of the evaluation is to rigorously
establish that the utility/benefit is due to the
artefact, not something else
Purely Technical
Artefact
If artefact is purely technical (no social aspects)
or artefact use will be well in future and not
today
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(i.e., risks that the technology cannot be made to func-
tion). Formative evaluations should be conducted as early
as practicable in an evaluation trajectory or strategy, that
is, with (an) evaluation episode(s) towards the beginning
of the arrows in Figure 2. Identifying difﬁculties and areas
for improvement as early as possible, so as to inﬂuence and
improve the design of the artefact supports development
of a higher quality (more effective, efﬁcient, etc.) artefact
and also reduces costs by resolving uncertainties and risks
earlier.
Ethics: Especially in the evaluation of safety critical
systems and technologies, the evaluation should address
potential risks to animals, people, organisations, or the
public, including future generations. More rigorous eva-
luations may become a goal depending on such risks. In
addition, the evaluation activity itself should not put
stakeholders at risk. Formative evaluation may reduce later
risks, both during the evaluation to research participants
and after evaluation to users of the research results. How-
ever, summative evaluation (perhaps in combination with
formative evaluation) is the best way to ensure the rigour
that reduces risk to the eventual users of the artefacts and
knowledge resulting from DSR.
Efﬁciency: Efﬁcient evaluation balances the above goals
of the evaluation against the resources available for the
evaluation (e.g., time andmoney). Formative evaluation of
design artefacts can reduce costs by evaluating before
incurring the costs of instantiation and theory speciﬁca-
tion in a prudent way. In general, naturalistic evaluation
takes longer and will be more costly than artiﬁcial evalua-
tion. Speciﬁc methods of evaluation are also less costly,
with non-empirical (which are artiﬁcial) evaluation meth-
ods often having large savings.
Step 2: choose a strategy or strategies for the evaluation
On the basis of the goals of the evaluation, one or more
strategies may be more appropriate for the evaluation.
Figure 2 and Table 1 describe the strategies and when we
might select each of them. Each strategy implies a decision
about why, when, and how to evaluate. For example, for a
socio-technical artefact with major uncertainties about
social and use issues, but also with a strong need to
rigorously establish long-term effectiveness in real use, the
Human Risk & Effectiveness strategy would be most appro-
priate. In particular, at this step, we should consider the
following heuristics for choosing an evaluation strategy.
(1) Evaluate and prioritise design risks, understood as
potential problems that the design may face. If the
major design risk is social or user-oriented, for exam-
ple, related to whether the design fulﬁls a need or
solves a problem, then pursue a Human Risk & Effec-
tiveness strategy. If the major design risk is technically
oriented, for example, whether a speciﬁc technology
may work as perceived in the design, then pursue a
Technical Risk & Efﬁcacy strategy, for example, start
with a laboratory experiment to clarify the boundaries
of the technology.
(2) Evaluate how costly it would be to evaluate with real
users and real systems in the real setting. If it is
relatively cheap to have real users in their real context
(setting) then pursue a Human Risk & Effectiveness
strategy. By relatively cheap we mean that it is relative
to the resources available in the project. A novice
design science researcher may have enough time to
engage with real users and contexts, but very limited
development or other resources available. In this case
it may be best to evaluate the design using a simple
and cheap prototype ﬁrst. If on the other hand, there is
enough money available but relatively little time, then
a Human Risk & Effectiveness strategy may buy speed
for money. For example, the research project might
engage and pay for the use of a usability lab. If it is too
expensive to evaluate with real users and real systems
in the real setting, where costly can either mean in
terms of money or in terms of health or life, then
pursue a Technical Risk & Efﬁcacy strategy.
(3) Evaluate whether the artefact being developed is
purely technical (not used by or affecting people) or
the need or problem addressed by the design exists
today or will only be deployed relatively far in the
future. If the artefact is purely technical or the need to
deploy the artefact exists well in the future and not
today, then the Purely Technical strategy may be best
for evaluation. The rationales behind this are that
there is no need for human use or that real users and a
real setting are not accessible (or they do not exist).
Hence naturalistic evaluation is impossible.
(4) Evaluate whether the construction of the design is
small and simple or large and complex. If small and
simple construction, without other risks above, then
construct and go directly to the Quick & Simple
strategy.
Step 3: determine the properties to evaluate
The next step in strategy formulation regards what to
evaluate. It entails choosing the general set of features,
goals, and requirements of the artefact (design and/or
instantiation) that are to be subject to evaluation.
The detailed selection of the properties is necessarily
unique to the artefact, its purpose(s), and its situation
during evaluation. Each artefact, within its situation, will
have idiographic practical requirements that operationa-
lise the general design theories under consideration. Dif-
ferent authorities have set out a wide variety of generic
goals and criteria that constitute potential evaluand prop-
erties. While an encyclopaedic review is not possible in
this paper, Table 2 illustrates four examples of such generic
properties available for adaptation in DSR evaluation.
The framing of evaluand properties is very much depen-
dent on the goals of the DSR project itself. For example, if
the evaluand is an invoicing system governing a ware-
house pick list, the Sun & Kantor (2006) cross-evaluation
model would be useful. If the evaluand is an artefact
embodying a security awareness training methodology,
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then the CIPP model (Stufﬂebeam, 2003) could provide an
excellent framework for the evaluand properties of inter-
est. If the evaluand is a speciﬁcation for a complex piece of
software, an adaptation of the ISO 9126 standard might
provide properties for evaluation (Mathiassen et al, 2000).
ISO 9126 is a standard for measuring quality that provides
a quality model with six overall dimensions: functionality,
reliability, usability, efﬁciency, maintainability, and port-
ability. Under each dimension in the ISO 9126 quality
model, there are two to ﬁve properties that can be used for
evaluation. For example, under the maintenance dimen-
sion, we ﬁnd analysability, changeability, stability, and
testability, which can be used to deﬁne evaluand proper-
ties. If the evaluand is a design for, or artefact embodying,
an information system, then the Smithson–Hirschheim
properties framework (1998) is an example of a framework
for evaluating the evaluand properties of interest.
More concretely, at this step we should consider the
following heuristics for choosing evaluation properties.
(1) Frame potential evaluands. In doing so we can use
Table 2 for inspiration. The outcome of the framing
will be a list of potential evaluands.
(2) Align candidate evaluands with the goals explicated in
Step 1. Consider each potential evaluand and ask
whether and to what extent it will contribute to
achieving the explicated goals.
(3) Consider the strategy chosen in Step 2. If we are
following a more naturalistic strategy, your evaluands
should reﬂect that. If we are early in the formative
stage, the evaluands should reﬂect the risks we are
trying to limit and we should aim at fewer evaluands
than if we are later in a summative stage.
(4) Choose evaluands based on the above heuristics (1)–(3).
Step 4: design the individual evaluation episode(s)
Having chosen a strategy or strategies and determined
what properties of the artefact to evaluate, the actual
evaluations need to be designed. Considering Figure 2,
this step would establish what the episodes (triangles) on
the ﬁgure will entail for the particular DSR project’s/
programme’s evaluation strategy. At this step, we should
consider the following heuristics for designing the indivi-
dual episode.
(1) Identify and analyse the constraints in the environ-
ment. What resources are available – time, people,
budget, research site, etc.? What resources are in short
supply and must be used sparingly?
(2) Prioritise the above contextual factors to determine
which aspects are essential, more important, less
important, nice to have, and irrelevant.
(3) Decide a plan including determination of how many
evaluation episodes there will be as well as when
particular evaluation episodes will be conducted and
in what way. Hence the outcome is: Who? Is doing
what? When?
The ordering of the four steps may easily shift and iterate
depending on the situation. For example, evaluand prop-
erties may have to be considered early because these could
affect the functional purpose or paradigm choices. The
features or content properties for evaluation of IS designs
and artefacts are too diverse to enumerate here. This
diversity makes universal criteria problematic, for exam-
ple, because the artefacts might be either a process or a
product. We must allow for different ways to frame the
relevant properties of the evaluand. For example, the
evaluators may choose to focus on quality criteria. There
are many different perspectives to deﬁning the notion of
quality (Garvin, 1987). Quality is often measured in ways
that reﬂect differences in the quantity or state of some
product attribute. Another example might focus instead
on measures of success (DeLone & McLean, 1992).
Two illustrations of evaluation strategies in the IS
DSR literature
To better understand the FEDS framework, we have
selected two examples from the IS literature that illustrate
Table 2 Examples of possible generic artefact properties
Sun & Kantor (2006) Stufflebeam (2003) Mathiassen et al (2000,
based on the ISO standard 9126)
Smithson & Hirschheim
(1998)
Adapting levels of granularity Adapting context, input,
process, and product
Adapting criteria as design goals Adapting both rationality
and understanding
(1) Whether the individual item
was retrieved
(2) Whether the task-at-hand was
completed, and
(3) Whether the completed task
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two quite different choices of evaluation strategies. Each
illustration has four subsections: (1) description, (2) char-
acterisation using FEDS, (3) analysis, and (4) suggestions
for improvement, in that order. Suggestions for improve-
ment are not meant to be critical, but to highlight what
might have been improved if the framework presented in
this paper had been used.
Quick & Simple example
Description: Albert et al (2004) developed a model called
GIST (Gather-Infer-Segment-Track) that can guide the
design and subsequent management of web-based systems.
GIST is in itself a design product that incorporates a process:
‘Gather’ before ‘Infer’, and so on. To evaluate the GIST
artefact, Albert et al ‘observe whether the redesign of the
Web site in the business organization resulted in identiﬁca-
tion of business leads …’ (p. 164). The website being
redesigned was in a Fortune 50 company. GIST was applied
and the authors ‘… suggested some design improvements
…’ (pp. 175–176). ‘This resulted in a tremendous improve-
ment …’ (p. 176) and overall ‘the company considers its
new Web site investment and application of GIST a huge
success’ (p. 178).
Characterisation using FEDS: Albert et al (2004) appar-
ently followed a Quick & Simple evaluation strategy. The
evaluands in this case were the website development
process and the website management process. The arte-
facts/evaluands were evaluated summatively, after the
design artefacts were developed. A naturalistic evaluation
assessed the improvement made by using the methods on
an existing website in a Fortune 50 company. The evalua-
tion was naturalistic in that it was conducted using a real
system (the real methods) in a real organisation facing real
problems. The properties under evaluation were potential
improvements. The evaluation was interpretive with
unspeciﬁed informants in the company reporting GIST to
be a ‘huge success’.
Analysis: The Quick & Simple directly summative and
naturalistic strategy used by Albert et al is one that
potentially has a high risk of failing if the evaluation goes
bad, but provides the fastest evaluation of effectiveness in
real use (real users, real system, with real problems to be
solved). A modest assessment of the relative efﬁcacy of the
methods is also obtained because the website is improved,
presumably in comparison to whatever (unstated) method
was used previously.
Suggestions for improvement: While the Quick & Simple
strategy, which moves quickly towards a summative nat-
uralistic evaluation, is high risk if the evaluation goes bad,
the paper does not report other formative evaluation
episodes that the authors may (or may not) have used
along the way to reduce risk. For example, their strategy
might have started with a formative evaluation aiming for
a Human Risk & Effectiveness strategy where the risk of
failure is reduced in the formative evaluation, but we have
no way to know. Ultimately, the authors are able to make a
strong (rigorous) statement about utility (huge success)
because they have put their system to a real test. Even so, a
more rigorous collection and analysis of the perceived
utility from the stakeholders would have provided even
stronger evidence. No evidence is provided about other
properties, such as ease of use, time and effort required, or
ease of learning of the artefacts.
Technical risk & Efﬁcacy example
Description: Addressing the problem of effective distribu-
tion of information, Zhao et al (2000) examine conven-
tional mailing lists and use the result of that examination
to propose a new workﬂow mechanism. The design con-
sists of the proposal of two new information distribution
methods and an extension to existing information ﬁlter-
ing algorithms. The paper does not develop a technology
artefact as such, but proposes one (or more).
Characterisation using FEDS: A Technical Risk & Efﬁcacy
strategy were clearly used in this case. The artefact/eva-
luand developed was not instantiated, but was instead
designed for two methods and an algorithm (also a kind
of method). The evaluation is therefore clearly formative.
The evaluation experiment was also artiﬁcial in that it used
‘a very simple data set based … an example Seminar
Announcement’ (p. 67), an imaginary example created
speciﬁcally for the purpose of the evaluation, whichmeans
the evaluation did not involve a real task (although it did
involve real users). The properties chosen for evaluation
were workﬂow possibilities (p. 70).
Analysis: The Technical Risk & Efﬁcacy strategy reduced
the technical risk by evaluating early, and was formative in
that it would allow identiﬁcation of problems with the
algorithm to be ﬁxed. It potentially would reduce costs by
ﬁxing technical difﬁculties before implementation or
instantiation of the algorithms and workﬂows into a soft-
ware system. The strategy used is also effective in control-
ling variables to demonstrate that the artefact(s) can
deliver the improvement (in theory).
Suggestions for improvement: By itself, the evaluation
strategy used may lack the potential for rigorous evalua-
tion offered by summative evaluation strategies. However,
summative evaluation may have been outside the scope of
the research for various practical reasons. Furthermore, in
the absence of other information, summative evaluation
may already have been done at later stages of the DSR
project, or indeed by other researchers.
A naturalistic summative evaluation of FEDS
The above examples illustrate FEDS by using it as a frame-
work for understanding existing DSR work. In this section,
we consider a DSR project that applied FEDS in deciding an
evaluation strategy. We describe the actions taken for each
of the four steps of the FEDS process and how the FEDS
framework was used.
Kristiansen (2010) applied FEDS (although it did not
have that name at the time) during his Ph.D. research to
decide and design the evaluation strategy for the ‘Site-
Storming Method’ artefact, which is aimed at development
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of site-speciﬁc performative games that typically are used
outdoors and not in front of a computer screen. The Site-
Storming Method takes into account speciﬁcs of the ‘site’,
using these speciﬁcs in the game. This in situ designmethod
particularly contributed new ways of balancing creativity
and structure in IS design. For example, the designed
method accomplishes this by using IDEO-inspired cards
(Best, 2006).
As described earlier, the ﬁrst step in the FEDS process is
to explicate the goals and constraints of the research. The
goals for the Site-Storming method were that it should be
applicable, usable, abstract, and formalised. Subject to the
normal time constraints of Ph.D. research, Kristiansen had
a limited time to be able to conclude his research, includ-
ing both the design and the evaluation of the artefact and
producing a thesis. As a DSR thesis, a reasonably strong
level of rigour is expected and the artefact developed is also
expected to work and make a useful contribution. Another
issue that needed to be considered is that at the beginning
of the research, there was a general lack of knowledge
about site-speciﬁc games and their design, especially how
humans would respond and react. This meant that, to
some extent, the development would be exploratory in
nature and it was likely that an initial design could have
minor or even major ﬂaws. Relating these to the design
goals for the DSR evaluation, it would ultimately have to
be rigorous, efﬁcient enough to accommodate false starts,
and formative in order to learn and improve the method as
it developed. From an ethical point of view, there were few
constraints except that any research participants should
not be disadvantaged by participating. The developed
artefact would not be safety critical, so technical rigour
was not important from that perspective.
Step 2 in the FEDS process is to choose the evaluation
strategy. Since formative evaluation was necessary and in
order to conduct the research efﬁciently, with as few false
starts and as little rework as possible, early formative
evaluation of one or more designs was needed. However,
the need for rigour in the Ph.D. thesis also indicated that a
further summative evaluation would be needed.
Further, as speed and usability effectiveness were impor-
tant, early artiﬁcial evaluation was indicated. However,
once again the need for rigour indicated that naturalistic
evaluation would also be needed. Hence using Table 1 it
clearly would point to a Human Risk & Effectiveness
Strategy with early artiﬁcial evaluation episodes followed
by summative and naturalistic evaluation,
Step 3 in the FEDS process is to choose the properties to
evaluate. In this case, the properties to be evaluated
included properties of both the method itself as well as
properties of the games developed by the method in order
to evaluate the efﬁcacy of the method. As noted above,
properties of the method to be evaluated included its
applicability and usability. Any resulting games should
also be usable, fun, and encourage learning (these criteria
based on theory of performative games).
The fourth step is to design the evaluation episodes.
Ultimately, the research was conducted in three iterations.
The ﬁrst iteration resulted in the initial design of the Site-
Storming Method. The second iteration formatively evalu-
ated the initial design of the Site-Storming Method and
developed a revised Site-Storming Method. The third itera-
tion formatively evaluated the revised Site-Storming
Method and developed a second revision of the Site-Storm-
ing Method. The Site-Storming Method design was vali-
dated using the framework presented in this paper ‘by using
the design process to design several game concepts’
(Kristiansen, 2010, p. 37), where all the game concepts were
‘evaluated ex ante, and one concept is implemented and
evaluated ex post’ using the game properties described
above.
In the ﬁrst iteration, the initial ‘design’ of the Site-
Storming Method, the evaluation was conducted by
applying a conceptual prototype of the approach to the
development of a game called ‘Gainers N’ Drainers’. This
evaluation was formative and artiﬁcial in that the applica-
tion was by the researcher rather than real users, the
artefact used was the design rather than the realised
method, and the application was to the development of a
hypothetical example game.
The second evaluation of the conceptual prototype of
the method was to design and construct a real game for a
‘larger project organization with several participants’
(Kristiansen, 2010, p. 38). The game, called ‘The Cliff
Game’ (‘Klintespillet’ in Danish), was developed for and
with a real project owner, who wanted to engage children
aged 12–15 in a physical exploration of the natural area
around the famous chalk cliffs on the island of Møn,
Denmark. This second evaluation of the initial design was
again formative, because the Site-Storming Approach was
still only conceptually designed. However, the evaluation
was more naturalistic as it involved real users and a real
problem. The evaluation resulted in important feedback
for re-designing the Site-Storming Method.
In the second iteration, the Site-Storming Method was
evaluated in three ways. First, it was evaluated by develop-
ing (conceptualising and describing) a total of 26 games
during 3 different design sessions using the new method,
in order to gather experiences and better understand the
method. This was done formatively and artiﬁcially (not real
users, games not intended for further development). Later
in the second iteration a comparative study was conducted
by developing two games ‘The Ball’ and ‘Switch’. This
evaluation was also formative, but more naturalistic since
the games were both implemented.
In the third iteration, a revised, reﬁned, and substan-
tially completed version of the Site-Storming Method was
evaluated in two different ways. First, it was evaluated by
redesigning ‘The Cliff Game’ initially designed in the ﬁrst
iteration. Second, it was evaluated by applying the method
in a game design workshop in which students worked with
pervasive game design. Both evaluations were summative,
in that the Site-Storming Method was complete and
instantiated for use. The evaluation of the same game
allowed comparison and was essentially naturalistic as
‘The Cliff’ Game was intended to be deployed, was
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developed for real clients, and was tested with potential
users. The second evaluation with students was less natur-
alistic as the designed games were not intended to be
implemented or for real use (although they potentially
could be).
The most important lesson from the Human Risk &
Effectiveness strategy used by Kristiansen is that he
responded to the general lack of knowledge about site-
speciﬁc games and their design. He made extensive,
iterative use of formative evaluation to evaluate different
versions of the Site-Storming Method and to redesign and
evolve the method as knowledge was gained about its
requirements and issues with its design.
Another interesting aspect of this instance of using our
evaluation framework was that different criteria were
chosen for formative and for summative evaluations. As
Kristiansen (2010) describes it for the formative evalua-
tions: ‘For the … evaluation the chosen criteria was [sic]
efﬁcacy and effectiveness, e.g. that the design process
delivered several designs that were good examples …’
(p. 38). And for the summative evaluations ‘… the criteria
was [sic] efﬁcacy and elegance, e.g. that the designed game
lived up to expectations and that the design is aesthetically
pleasing’ (Kristiansen, 2010, p. 39). In both cases Kristian-
sen decided to choose criteria among the ﬁve E’s
(Checkland & Scholes, 1990).
This project illustrates how the strategic use of different
kinds of evaluation episodes helps establish the quality of
the knowledge delivered by the design science. The pro-
gress from formative and artiﬁcial evaluations towards
more summative and more naturalistic evaluations adds
rigour. This rigour strengthens not only the evidence
about the utility of the Site-Storming Method in its real
use environment, but also the concomitant knowledge
contribution pertaining to the balance of creativity and
structure. Concerning use of the framework, Kristiansen
(2010) concludes that ‘applying scientiﬁc methods to the
evaluation is seen as necessary to recognize the design
process as design science research’ (p. 41).
In summary, the use of FEDS by Kristiansen to success-
fully determine an appropriate strategy for his DSR research
provides useful evidence of the utility of the FEDS frame-
work and process to determine and execute an appropriate
evaluation strategy to successfully complete a DSR project.
The case study further demonstrates the ﬂexibility of the
approach to accommodate difﬁcult and conﬂicting goals
and constraints in the context of a DSR project.
Discussion
There is a wide range of literature within and outside DSR
that identiﬁes different methods and paradigms for how to
evaluate (e.g., in Nunamaker et al, 1990/1991; March &
Smith, 1995; Hevner et al, 2004; Vaishnavi & Kuechler,
2004; Venable, 2006; Peffers et al, 2008; Sein et al, 2011;
Kuechler & Vaishnavi, 2012). However, the prior literature
provides little guidance on how (and why) to select appro-
priate methods or develop a strategy for what to evaluate,
when, and how to conduct evaluation activities in DSR.
This paper extends that literature by providing the FEDS
framework and process as a means to guide DSR research-
ers towards the development of a suitable evaluation
strategy to match a speciﬁc DSR project’s situation.
FEDS is a novel evaluation framework uniquely suited to
use in DSR. An important feature of the FEDS framework is
its focus on the two key purposes of evaluation in DSR. In
DSR, evaluation regards not only the utility aspect of the
artefact in the environment, but also the quality of the
knowledge contributed by the construction of the artefact.
In order to better achieve both purposes, researchers can
design a FEDS evaluation strategy that not only ﬁts the
goals and setting of the DSR project, but also sustains both
the utility of the artefact in its environment and the
transfer of knowledge to others.
Previous work largely assumes that DSR evaluations are
monomorphic (only one kind of evaluation episode is
needed). For example, Gill & Hevner (2013) provide guide-
lines for expanding evaluation to address not only utility, but
also ﬁtness and usefulness. But typically such guidance has
not extended to dynamic evaluation designs that entail more
than one kind of evaluation. Because design researchers can
carry out more than one evaluation episode, more than one
approach is possible in a single DSR project or programme. In
fact many can be applied, as demonstrated in the previous
section. It is possible to mix artiﬁcial and naturalistic evalua-
tion as well as non-empirical, positivist, interpretive, and
critical evaluation methods, supporting a pluralist view of
science, where each has its strengths in contributing to a
robust evaluation depending on the circumstance.
The validity and strength of an evaluation study for DSR
is situated in the paradigm of the evaluation and how it
evaluates the artefact’s achievement of its intended pur-
pose(s). An artiﬁcial evaluation derives strength in its
validity from the reduction of reality to abstract properties,
including those of the artefact and its intended surround-
ings and purpose. Such evaluations beneﬁt from control
and testing of these abstract properties and more directly
link any results with efﬁcacy in achieving the artefact’s
purpose. A naturalistic evaluation derives strength in its
validity from actual performance against purpose in its
intended environment. Abstraction and control are sacri-
ﬁced for an examination of the artefact’s effectiveness in
achieving fulﬁlment of its purpose in the natural world.
There are advantages to both artiﬁcial evaluation (such as
more control, lower cost, and better theoretical validity)
and naturalistic evaluation (such as more realism and
better objective validity). Evaluation of artefacts in artiﬁ-
cial settings is not limited to simple experimental settings,
but includes somewhat imaginary or simulated settings
where the technology (or its representation) can be studied
under substantially artiﬁcial conditions.
Conclusion
How to go about choosing and designing an appropriate
evaluation strategy (or approach) is a very signiﬁcant issue
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in IS DSR, which is under-addressed in the extant DSR
literature. In this paper, we have developed and presented
the FEDS framework and four-step evaluation design pro-
cess based on an analysis and synthesis of works on
evaluation in DSR and more generally across other
domains.
We have also illustrated and evaluated the framework by
using it to analyse two pre-existing DSR studies. We have
further provided evidence of the effectiveness of the FEDS
framework and process by describing a naturalistic sum-
mative evaluation study that applied the framework for
developing a DSR evaluation strategy. These examinations
highlighted features of the framework and provided evi-
dence of its utility.
The contribution of FEDS is its unique suitability for
guiding the design of effective strategies for the evaluation
of design artefacts and design theories within DSR projects
or programs. The evidence provided indicates that the
FEDS framework and evaluation design process should
help future DSR researchers (especially novice DSR
researchers) to design and improve their DSR evaluation
activities. The framework aids DSR researchers by offering
a strategic view of DSR evaluation according to two
dimensions: functional purpose (formative vs summative
evaluation) and evaluation paradigm (naturalistic vs artiﬁ-
cial evaluation). The formative perspective captures the
possibility to reduce risk by evaluating early, before under-
going the cost and effort (possibly wasted) of building and
rigorously evaluating an instantiation of a signiﬁcantly
ﬂawed design for the artefact. The summative perspective
offers the possibility of evaluating the instantiated artefact
in reality, not just in theory or hypothetically. Naturalistic
evaluation methods offer the possibility to evaluate the
real artefact in use by real users solving real problems,
while artiﬁcial evaluation methods offer the possibility to
control potential confounding variables more carefully
and prove or disprove design hypotheses, design theories,
and the utility of design artefacts. The four different
evaluation strategies identiﬁed should inspire DSR
researchers to consider alternative evaluation strategies
and the criteria identiﬁed should guide the appropriate
choice of strategy. The four-step evaluation design process
provides further guidance to DSR researchers on applying
the FEDS framework and deciding what particular evalua-
tion strategy(ies) to use on a particular DSR project/pro-
gramme, by focusing their attention on different relevant
aspects, such as goals and properties, in addition to the
evaluation’s functional purpose and paradigm inherent in
the two dimensions of the framework.
While not a primary purpose of developing FEDS, the
application of FEDS to two example DSR studies also shows
that FEDS is also helpful in understanding the evaluation
strategies of past DSR studies.
The research leading to and evaluating the FEDS Frame-
work and Evaluation Design Process for DSR has limita-
tions. The evaluation of the framework and process is
limited to a small number of studies. Further application
and evaluation, particularly on a variety of developed
artefacts, would provide further validation of the
approach. Another avenue for future work is to develop
other novel strategies, and to explore further the value
of hybrid strategies. The FEDS framework and evalua-
tion design process would also beneﬁt from further
research to enhance their features as well as developing
training materials to convey them more clearly to their
future users.
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