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Abstract   
Multi-modal pattern recognition must frequently 
truncate the set of initially available modalities. When a 
kernel-based approach is adopted within each modality, 
the problem of modality selection becomes mathemati-
cally analogous to that of wrapper-based feature selec-
tion. In this paper, we revise two implicitly wrapper-
based methods of SVM-embedded selective kernel com-
bination, the Relevance and Support Kernel Machines, 
so as to equip them with the ability to preset the desired 
level of feature-selectivity. Hence, a continuous axis of 
nested feature selection models is obtained, ranging 
from the absence of selectivity to the selection of single 
features. We thus unite the distinct processes of selec-
tion and classification within the two techniques in 
manner suitable for general application within Kernel-
based multi-modal pattern recognition. 
1. Introduction  
Multimodal pattern recognition systems utilize several 
distinct feature modalities, often with different scales, to 
represent specific phenomena [1,2].Feature scales i ix ∈X  
may be quite complicated, so that frequently the only way 
of treating real-world objects ω∈Ω  is via pair-wise 
comparison of their features ( )( ), ( )i ix x′ ′′ω ω  using mo-
dality-specific functions ( , )i i iK x x′ ′′  defined in the output 
scales of the sensors i i× →X X R . A function ( ', '')K x x  
is a kernel if it forms a semidefinite matrix for any finite 
collection of objects. Hence, a kernel embeds the scale of 
the respective feature iX  into a hypothetical linear space 
in which it plays the role of inner product. In particular, 
when ( )i ix ω ∈ =X R , the natural kernel will be the prod-
uct ( , )i i i i iK x x x x′ ′′ ′ ′′= . Support Vector Machines (SVMs), 
originally designed for two-class pattern recognition 
learning in nR , can thus be used to combine modalities 
by employing a joint kernel 
1
( , ) n i iiK x x=′ ′′ ′ ′′=∑x x . This 
analogy is exploited by multi-kernel SVMs when more 
sophisticated kernel-represented modalities are to be 
combined [3,4,5].  
In general, the danger of over-fitting makes it neces-
sary to combine modality-specific features on a selec-
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tive basis. Feature selection (FS) techniques are classed 
in the literature as filters and wrappers [6].  
Filters, as distinct from wrappers, are applied to the 
feature set independently of classification technique. 
Selection can take the form of assigning continuous 
weights to the features or, more commonly, binary in-
clusion/exclusion decisions. Less often considered are 
composite mechanisms for classification/selection, such 
that FS is implicit in the process of classification itself 
(although see [7]) because of the danger of increased 
sample variance. However, if there exists a method of 
assigning the desired level of selectivity a priori, rang-
ing from the full waiver of selection to the adoption of 
only single features, we potentially gain a tool for opti-
mizing generalization performance training without 
attendant instability.  
In this paper, we incorporate selectivity into the Rele-
vance Kernel Machine (RKM) [4,5] and Support Kernel 
Machine (SKM) [3,5], representing archetypal examples 
of, respectively, continuous and binary wrapper FS meth-
ods. The RKM and SKM are represented as making the 
same Bayesian decision on the discriminant hyperplane 
inferred from the training set with differing a priori orien-
tation distributions. To achieve the desired selectivity, it 
hence suffices to substitute the fixed distributions by a 
respective distribution family, so that a meta-parameter 
controls the tendency to generate zero components of 
orientation and thus the rate of suppression of elements in 
the respective feature/kernel. Increasing the selectivity 
parameter hence corresponds to decreasing the model 
complexity. The appropriate selectivity level is to be de-
termined by, for instance, cross validation.  
Experimental results with simulated data demonstrate 
the utility of this approach.  
2. The statistical approach to constructing 
SVMs  
Suppose the objects ω∈Ω  are partitioned into two 
classes { }( ) 1, 1y ω ∈ = −Y , and measured by n  features 
with modality-specific scales ( )i ix ω ∈X . We also assume 
a probability distribution in the set of observable feature 
values and hidden class indices ( )1 ( ),..., ( ), ( )nx x yω ω ω ∈  
1 ... n× × ×X X Y , and that training set members ( , )X Y =  { }1 ,..., , , 1,...,j n j jx x y j N= , ( )i j i jx x= ω , ( )j jy y= ω , are 
sampled independently. Since the kernel-based approach 
removes the mathematical distinction between different 
kinds of feature scales, we initially assume all the modal-
ity-specific features ( )i ix ω ∈X  to be real-valued i =X R .  
Let ( )1 1 1,..., | ,..., , ,n nx x a a b yϕ  with 1y = ±  be two pa-
rametric families of probability densities in the joint fea-
ture space 1 ... n× ×X X  associated with a discriminant 
hyperplane 
1
0n i ii a x b= >+ <∑  and concentrated predomi-
nantly on opposite sides of it. We shall consider that the 
improper densities  
( )( )( )( ) ( )
1 1
1
1 1
,..., | ,..., , ,
, 1,
exp 1 , 1,
n n
n
i ii
n n
i i i ii i
x x a a b y
const y a x b
c y a x b y a x b
=
= =
ϕ =
⎧ + >⎪⎨ ⎡ ⎤− − + + <⎪ ⎢ ⎥⎣ ⎦⎩
∑
∑ ∑
   
1const = , by convention, expresses the assumption that 
the random feature vectors of both classes of objects are 
uniformly distributed over their half-spaces, with pa-
rameter c  controlling the probability of incorrect loca-
tion.  
Let, further, the direction vector 1( ,..., )na a  of the 
discriminant hyperplane 
1
0n i ii a x b= >+ <∑  be considered 
as a random vector distributed in accordance with a 
priori density 1( ,..., | )na aΨ µ  parametrized by µ . No 
prior information is assumed concerning b , hence, 
1( ,..., , | )na a bΨ µ ∝  1( ,..., | )na aΨ µ .  
Consequently, the a posteriori joint distribution den-
sity of the parameters of the discriminant hyperplane 
w.r.t. the training set is proportional to the product 
1 1 1( ,..., , | , , ) ( ,..., | ) ( | , ,.., , ).n n nP a a b X Y a a X Y a a bµ ∝ Ψ µ Φ  
It is natural to consider the maximum point of this a 
posteriori density as the object of training:  
 [ ]1 1 1
ˆˆ ˆ( ,..., , )
arg max ln ( ,..., | ) ln ( | , ,.., , ) .
n
n n
a a b
a a X Y a a b
=
Ψ µ + Φ    
It is easy to show that, under these assumptions, we 
obtain the training criterion:  
( )1 1 111
ln ( ,..., | ) min( ,..., , , ,..., ),
1 , 0, 1,..., .
N
n j n Nj
n
j i i j j ji
a a c a a b
y a x b j N
=
=
⎧− Ψ µ + δ → δ δ⎪⎨ + ≤ −δ δ ≥ =⎪⎩
∑
∑ (1) 
In particular, if we assume 1 1( ,..., | ) ( ,..., )n na a a aΨ µ = Ψ  
to be the joint normal distribution of independent con-
stituents with zero mathematical expectations and iden-
tical variance r , and set 2C rc= , we obtain the classi-
cal SVM with real-valued features i j ix ∈ =X R  and 
elements of the direction vector i ia ∈ =X R  forming a 
discriminant hyperplane in 1 ...
n
n× × =X X R :  
 ( )
2
1 11 1
1
min( ,..., , , ,..., ),
1 , 0, 1,..., .
n N
i j n Ni j
n
j i i j j ji
a C a a b
y a x b j N
= =
=
⎧ + δ → δ δ⎪⎨ + ≤ − δ δ ≥ =⎪⎩
∑ ∑
∑   (2) 
In terms of the kernels ( , ):i i i i iK x x′ ′′ × →X X R  defined 
in the scales of arbitrary features i ix ∈X , the classical 
SVM (2) is formulated as the optimization problem  
( ) 1 11 11
( , ) min( ,..., , , ,..., ),
( , ) 1 , 0, 1,..., .
n N
i i i j n Ni j
n
j i i i j j ji
K a a C a a b
y K a x b j N
= =
=
⎧ + δ → δ δ⎪⎨ + ≤ − δ δ ≥ =⎪⎩
∑ ∑
∑ (3) 
Elements of the direction vector ia  do not exist in the 
original feature scales iX , but rather in the hypothetical 
linear spaces i i⊇%X X  into which the kernels embed 
them. This does not affect the SVM principle, since at 
the minimum point 
: 0ji j j i j ij
a y xλ >= λ ∈∑ %X  the dis-
criminant hyperplane  
 
: 0 1
( , ) 0
j
n
j j i i j ij i
y K x x bλ > = >λ + <∑ ∑   (4) 
is completely determined by Lagrange multipliers 0jλ ≥  
at the inequality constraints in (3), namely, by those of 
them which are positive and define the support objects.  
In the following two Sections, we consider two ver-
sions of the a priori distribution 1( ,..., | )na aΨ µ  result-
ing in two different feature- and kernel-selective SVMs, 
in which the parameter µ  will control the desired selec-
tivity level.  
3. The RKM with supervised selectivity  
The direction elements ia  are assumed to be condi-
tionally normally distributed w.r.t. different random 
variances ir  forming the fixed volume of the concentra-
tion ellipsoid:  
( ) ( )( )
1 2 1 2 2
1
2
1 1 1
( | ) 1 (2 ) exp (1 2 ) , 1,
( ,..., | , ..., ) exp (1 2) (1 ) ,
n
i i i i i ii
n
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=
=
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Let us then preliminarily consider independent a pri-
ori gamma distributions of inverse variances 
( )(1 )| ,irγ α β ∝ ( )1(1 ) exp (1 )r rα − −β  with identical 
mathematical expectations (1 )iE r = α β  and variances ( )2 2(1 )iE r = α β , and set 1 2α =β= µ . We now have a 
parametric family of distributions defined only by 
0µ ≥ , such that (1 ) 1iE r =  and ( )2(1 ) 2iE r = µ . If 
0µ → , values 1 ir  approach identity 1 ... 1 1i nr r≅ ≅ ≅ , 
however, if µ →∞ , the independent nonnegative values 
1 ir  may differ arbitrarily.  
The final a priori distribution of inverse variances is 
selected from the possibles via the condition 1 1nr r =L :  
 ( )1 11
1
exp (1 2 ) (1 ) , 1,
( ,..., | )
0, 1.
nn
i ii i
n n
ii
r r
G r r
r
= =
=
⎧∝ − µ =⎪µ ⎨= ≠⎪⎩
∑ ∏
∏    
The maximum point of the joint a posteriori density 
1 1( ,..., , , ,..., | , , )n nP a a b r r X Y µ , proportional to the prod-
uct 1 1 1 1( ,..., | ,..., ) ( ,..., | ) ( | , ,.., , )n n n na a r r G r r X Y a a bΨ µ Φ , 
is considered as the object of training:  
( )( )
2
1 1
1 1
(1 ) 1 in( , , , ),
1 , 0, 1,..., , 1.
n N
i i j i i ji j
nn
j i i j j j ii i
r a C a r b
y a x b j N r
= =
= =
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∑ ∑
∑ ∏ (5) 
Smaller ir  implies smaller ia , and the i th feature 
weakly affects the discriminant hyperplane 
1
0n i ii a x b= >+ <∑ . This is especially apparent in the kernel 
form  
 
: 0 1
( , ) 0
j
n
j j i i i j ij i
y r K x x bλ > = >λ + <∑ ∑ ,  (6) 
obtained by replacing 2ia  by ( , )i i iK a a  and i i ja x  by 
( , )i i i jK a x . In contrast to the discriminant hyperplane in 
SVM (4), weights are now assigned to the features.  
To solve the optimization problem (5) for a fixed µ , 
we apply the Gauss-Seidel iteration to the variable 
groups 1( ,..., , )na a b  and 1( ,..., )nr r , with initial values 
0( 1, 1,..., )ir i n= = . Each iteration, with the current ap-
proximations ( 1, 1,..., )kir i n= = , turns (5) into a slight 
modification of the usual SVM problem (2). Thus, once 
the solution 1( ,..., )
k k
na a  is found, the revised values of 
the variances 1 11( ,..., )
k k
nr r
+ +  are defined as  
 ( ) ( )1 2 21( ) 1 ( ) 1nk k kni i llr a a+ == + µ + µ∏ .  (7) 
This procedure typically converges in 10-15 steps, and 
displays a pronounced tendency to suppress redundant 
features by allocating, maybe, very small but non-zero 
weight values ir  in the discriminant hyperplane (6).  
The criterion (5) is thus the training principle for Rele-
vance Kernel Machine (RKM) [4,5] with supervised selec-
tivity parametrically determined by 0≤µ<∞ . If 0µ →  all 
the variances equal unity (7) and we obtain the usual SVM 
(2). If µ → ∞ , we have 2
1 1
(1 ) minn Ni i ji jr a C= =+ δ →∑ ∑  
in (5), which is the original highly selective RKM [4].  
4. The SKM with supervised selectivity  
Now let the a priori density 1( ,..., | )na aΨ µ  be de-
fined by a convex function ( | )q a µ  as  
 ( )1 1( ,..., | ) exp ( | )nn iia a q a=Ψ µ ∝ − µ∑ .   
Then, the training criterion (1) will turn into the form  
( ) 1 11 11
( | ) min( ,..., , , ,..., ),
1 , 0, 1,..., .
n N
i j n Ni j
n
j i i j j ji
q a c a a b
y a x b j N
= =
=
⎧ µ + δ → δ δ⎪⎨ + ≤ −δ δ ≥ =⎪⎩
∑ ∑
∑ (8) 
For real-valued features ix∈R , we use the piece-
wisely linear and quadratic function of the reals ia ∈R :  
( | ) 2 | |i iq a aµ = µ  if | |ia ≤ µ ,  or  2 2ia= +µ  if | |ia > µ . (9) 
In the case of an arbitrary kernel-represented modality 
i ix∈X , the equivalent function is defined in the linear 
closure of the respective feature scale i ia ∈ %X :  
 
2
2 ( , ) if ( , ) ,
( | )
( , ) if ( , ) .
i i i i i i
i
i i i i i i
K a a K a a
q a
K a a K a a
⎧ µ ≤ µ⎪µ = ⎨µ + > µ⎪⎩
  
The parameter 0≤µ < ∞  serves as the selectivity pa-
rameter of the feature/kernel combination technique. If 
0µ = , the training problem (8) is the classical SVM 
2( | )i iq a const aµ = +  without feature selection ability, and 
if µ→∞ , it becomes the SKM ( | ) | |i iq a aµ ∝µ  with in-
creasing selectivity as µ  grows relative to c , potentially 
to the point of over-selectivity.  
Let us now consider an index variable taking four val-
ues { }, , ,p P p p p p− − + +− +∈ =  and four respective intervals of 
the real axis pA , p P∈ , intersecting at the boundaries:  
{ } { }
{ } { }
: if , : 0 if ,
: 0       if , : if .
p p
p p
A a a p p A a a p p
A a a p p A a a p p
− −
−
+ +
+
= −∞< ≤−µ = = −µ≤ ≤ =
= ≤ ≤µ = = µ≤ <∞ =  
Vector 1( )np p=p L  decomposes nR  into 4n  areas { }1( ) : inn i pa a a A= ∈ ∈p LA R , { }, , , np p p p− − + +− +∈ =p P , some 
of which have common boundaries.  
A preset vector index ∈p P  turns (10) into a quadratic 
programming problem within the single area pA   
( ) 1 11 1 11
( | ) min( ,..., , , ,..., ),
1 , 0, 1,..., , ( ) .
n N
i j n Ni j
n
j i i j j j ni
q a c a a b
y a x b j N a a
= =
=
⎧ µ + δ → δ δ⎪⎨ + ≤ −δ δ ≥ = ∈⎪⎩
∑ ∑
∑ pL A   
Its solution ( )1, , 1, ,( ), , ( )n Na a b δ δp p p p pL L  can be 
straightforwardly found via standard computational 
means, e.g. via, Lagrange multipliers using the dual 
form. If 1, .( )na ap pL  is an inner point of pA , the found 
solution is that of the entire problem (11). If not, the 
combination of the boundaries on which it lies points at 
another area ′pA  with the lesser or, in any case, not 
greater achievable value if the criterion.  
This is the idea of an iterative optimization procedure 
which provides finding the solution of the convex train-
ing problem (12) in a finite number of steps.  
We call the training principle (13) the Support Kernel 
Machine with supervised selectivity. For the given train-
ing set, the particular value of 0µ ≥  determines a subset 
Iˆ Iµ ⊆ = {1,..., }n  of support features (kernels) with 
2 0ia >  or, respectively, ( , ) 0i i iK a a > . Only support ker-
nels occur in the discriminant hyperplane  
 
: 0 ˆ ( , ) 0j j j i i j ij i Iy K x x bµλ > ∈
>λ + <∑ ∑ ,   
in contrast to the Relevance Kernel Machine which as-
signs weights to the features (6) but retains all of them.  
5. Adjusting the selectivity parameter  
The axis of the selectivity parameter 0≤µ <∞  deter-
mines a sequence of nested model classes of diminishing 
dimension applied to the given training set, starting from 
the usual SVM. The decrease in dimension is implicit in 
the case of RKM and completely explicit for SKM, but in 
both techniques it remains implicit in the sense that the 
user is never aware of how the implicit or explicit dimen-
sion quantitatively depends on the selectivity parameter.  
It is required to choose the value of the selectivity pa-
rameter which provides the best generalization perform-
ance of training measured in the universe. In reality, the 
most universal method of overcoming the unavailability of 
the universe remains cross validation within the training 
set. In the experiments, we used ten-fold cross validation.  
6. Ground truth experiments  
We simulated two classes of entities in the hundred-
dimensional feature space nR , 100n = , as uniform dis-
tributions within two adjoining areas on the opposite 
sides of the fixed hyperplane 0T ><a x  with the direction 
vector 1 2 5 6 100( 1, 0.8,..., 0.2, 0,..., 0)a a a a a= = = = = =a  only 
5 elements of which differ from zero. So, there are five 
reasonable features carrying diminishing amounts of 
information on the relation between class-membership 
and feature values, and 95 confusing features.  
The areas of two classes are formed by a 100-
dimensional cylinder oriented along the direction vector 
and transversally cut into two identical parts by the ac-
tual discriminant hyperplane. The Euclidean length of 
each of the cylinders and the distance between their 
common surface and the axis are equal to each other.  
We generated a training set 1 1 50N N N−= = = +  
50 100=  and a test set 50000 50000 100000testN = + =  
as result of independent uniform sampling from the areas 
of two classes. For a series of increasing values of the 
selectivity parameter, we inferred the discriminant hyper-
plane from the training set in accordance with the RKM 
(5) and SKM (8) training criteria with supervised selec-
tivity, and each time computed the error rate in the test 
set, which can be considered as representing the universe 
on the force of the large testN , along with the ten-fold 
cross validated estimate of the error rate. The results of 
experiments are shown in Figure 1. As the benchmarks 
for the error rate values may serve, first, the error rate 
0.0045 computed in the universe for the discriminant 
hyperplane obtained by the classical SVM with the cor-
rect subset of 5 reasonable features 1 5( ,..., )a a , which, 
however, should be considered as unknown, and, second, 
the value 0.0245 for the first most informative feature 1a  
taken alone.  
If 0µ = , both techniques are equivalent to the usual 
SVM with all the 100 features, therefore, the respective 
error rates in the universe have the same value 0.0538. 
In both cases, the error rate first decreases as µ  grows 
and then increases again, but the manner of its increas-
ing is different for the RKM and SKM.  
The minimum achievable error rate for the RKM 
0.0052 is close to the lower benchmark value 0.0045, 
whereas for the SKM it equals 0.0124, i.e. is more than 
twice greater. This effect should be referred to a delicate 
weighted manner of combining features in the RKM in 
comparison with a rough selection of some training-set-
specific feature subset executed by the SKM.  
When µ →∞ , the limit value of the error rate in the 
RKM 0.0137 is essentially smaller that the upper bench-
mark value 0.0245, because this technique practically 
never shrinks the feature subset up to the only feature 
which appears to be individually most informative for the 
given training set. At the same time, it is just this what 
SKM does when µ  grows enormously, therefore, its lim-
iting error rate equals to the upper benchmark value. Fi-
nally, when µ  exceeds some critical threshold, the SKM 
removes the last still remaining feature, and the error rate 
jumps to 0.5.  
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Figure 1. The test-set error rate of the discriminant 
hyperplane inferred from the training set and result 
of ten-fold cross validation for increasing values of 
the selectivity parameter 0 → µ → ∞ .  
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