Abstract: Short-term drought forecasting is helpful for establishing drought mitigation plans and for managing risks that often ensue in water resource systems. Additionally, hydrologic modeling using high-resolution spatial and temporal data is used to simulate the land surface water and energy fluxes, including runoff, baseflow, and soil moisture, which are useful for drought forecasting. In this study, the Soil and Water Assessment Tool (SWAT) and Variable Infiltration Capacity (VIC) models are used for short-term drought forecasting in the contiguous United States (CONUS), as many areas in this region are frequently affected by varying drought intensities. Weekly-to-seasonal meteorological inputs are provided by the Climate Prediction Center (CPC) for the retrospective period (January 2012 to July 2017) and Climate Forecasting System version 2 (CFS v2) for the forecasting period (August 2017 to April 2018), and these inputs are used to estimate agricultural and groundwater drought conditions. For drought assessment, three drought indices, namely, the Standardized Soil Moisture index (SSI), the Multivariate Standardized Drought Index (MSDI), and the Standardized Baseflow index (SBI), were analyzed. The accuracy of the forecasting results was verified using several a performance measure (Drought area agreement (%); DA). Generally, eight weeks of lead time forecasting showed good drought predictability from both the SWAT and VIC models for the MSDI simulations (62% for SWAT and 64% for VIC for all drought categories). However, the DA values for eight weeks lead time forecasting for SSI were 23% (SWAT) and 10% (VIC) and 7% (SWAT) and 7% (VIC) for the SBI, respectively. In addition, the accuracies of drought predictions remarkably decreased after eight weeks, and the average DA values were 36% for SWAT and 38% for VIC due to an increase in the uncertainties associated with meteorological variables in CFS v2 products. For example, there are increases in the total number of grids where the absolute values of monthly differences between CFSv2 and CPC observations exceed 20 mm and 1 • C during the forecasting period. Additionally, drought forecasting using only one variable (i.e., SSI and SBI) showed low prediction performances even for the first eight weeks. The results of this study provide insights into drought forecasting methods and provide a better understanding to plan for timely water resource management decisions.
Introduction
Droughts have negatively affected water resource management, agriculture, the environment and the economy around the globe [1, 2] . During the last few decades, the severity and frequency of droughts in the United States (U.S.) have been exceptionally high in the West, the Great Lakes States, and the Southeastern U.S. [3, 4] . The severity and frequency of recent droughts in the U.S.
near-real-time drought forecasting with lead times up to nine months for the CONUS. To achieve the objective, the SWAT and VIC models were used to estimate various hydrologic variables including soil moisture, baseflow, and evapotranspiration for both retrospective (January 2012 to July 2017) and forecasting (August 2017 to April 2018) periods. Additionally, multiple drought indices were derived at a weekly time step, and were used to develop weekly forecasts for the CONUS. Finally, an evaluation of drought forecasting with a lead time up to nine months and an assessment of spatial characteristics of droughts were performed by comparing the results to the U.S. Drought Monitor [41, 42] .
Methods

Study Area
The study area is the CONUS, where drought is an ongoing problem in multiple regions such as the South, West, Central High Plains, and the southeastern regions in the CONUS. Figure 1a shows the entire CONUS and an example map of the USDM for 22 February 2018 that shows current drought conditions. Additionally, Figure 1b ,c show the delineated sub-watersheds from the SWAT model (3972 sub-watersheds) and the VIC model grids, respectively. Finally, Figure 1d shows the locations of soil moisture observation from the U.S. Climate Reference Network (USCRN) that were used for interpreting the simulation results. Droughts and heat waves have inflicted damages costing $210.1 billion from 1980-2011 in the U.S., which was ranked the second highest recorded financial losses in the country [43] . Additionally, the 2012-2013 drought caused $40 billion in losses in agricultural areas, and two-thirds of the CONUS was affected [44] . Furthermore, the 2012-2015 California drought was the most severe drought with Droughts and heat waves have inflicted damages costing $210.1 billion from 1980-2011 in the U.S., which was ranked the second highest recorded financial losses in the country [43] . Additionally, the 2012-2013 drought caused $40 billion in losses in agricultural areas, and two-thirds of the CONUS was affected [44] . Furthermore, the 2012-2015 California drought was the most severe drought with Sustainability 2018, 10, 1799 4 of 29 a cumulative deficit of precipitation with a 1000-year return period [45, 46] . Figure 2 shows drought maps and precipitation and temperature anomalies for the corresponding times for the retrospective period (2012 to 2017). From 2012 to 2015, there was significantly low precipitation or high temperature, which were the primary drivers of droughts. For example, Figure 2a shows the drought conditions of the USDM, the MSDI from SWAT and VIC, and precipitation and temperature anomalies on 8 May 2012. During this time, low precipitation in the west (Nevada, Utah, Arizona, and Colorado) and southeast (Alabama, Georgia, and Florida), and high temperatures were recorded in southwestern areas (California). Accordingly, moderate to severe drought conditions appeared in the regions low precipitation or high temperature. In addition, less precipitation and higher temperatures occurred in the Northern High Plains (Montana, North Dakota, Minnesota, South Dakota, and Nebraska) on 18 July 2017, after which severe to exceptional drought conditions occurred (Figure 2f ).
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Hydrologic Models and Data
In this study, two hydrologic models were used to estimate several hydrologic variables and drought indices for both retrospective and nine-month lead forecasting of drought conditions. The VIC model [34] is a macro-scale hydrologic model, which has been extensively used to evaluate drought conditions over many river basins in the CONUS and elsewhere to assess retrospective droughts [47, 48] , to evaluate drought under a future climate [13, 49] , and to forecast over short-term periods [10, 50, 51] .
The hydrologic estimation of the VIC model depends on the interaction between soil and vegetation layers in each grid cell and forcing variables such as precipitation and temperature. In this 
The hydrologic estimation of the VIC model depends on the interaction between soil and vegetation layers in each grid cell and forcing variables such as precipitation and temperature. In this study, the VIC model was applied at 0.5-degree resolution with atmospheric forcing from Sustainability 2018, 10, 1799 6 of 29 the Climate Prediction Center's (CPC) global daily precipitation and temperature data [52, 53] . CPC precipitation and temperature data were available from 1979 to present (July 2017; 39 years), which was sufficient for simulating long-term hydrologic variables and computing drought indices [54] . Additionally, other model parameters were derived from [55] and [56] , and the VIC 4.1.1. version (University of Washington, Seattle, WA, USA)was used due to the comparability with the input dataset. For the CONUS, the VIC model was represented with 3275 grid cells (Figure 1c ).
The SWAT model [34, 57, 58 ] is a river basin-scale, semi-distributed, and continuous-time model that simulates hydrologic processes in large river basins with mixed land uses and soil types. SWAT is widely used to evaluate drought conditions in many river basins in the U.S. to assess the impacts of climate change on droughts [16, [59] [60] [61] , and drought forecasting [17] . Additionally, SWAT showed higher potential and suitability for drought forecasting at the continental scale [62] . The SWAT model is primarily based on hydrologic response units, which are a specific combination of land use, soil, and slope. Additionally, the model classifies three storage volumes in hydrologic response units (HRUs), which are the unsaturated soil profile layer (0-2 m), the shallow aquifer (2-20 m), and the deep aquifer (>20 m). The SWAT model simulates infiltration, surface runoff, lateral flow, shallow and deep aquifers baseflow, and evapotranspiration. The SWAT model requires a digital elevation model (DEM), soil, and meteorological input, such as precipitation and temperature. In this study, a 30 arc-second DEM from the U.S. Geological Survey [63] was used, a soil map with a 1:250,000 scale was obtained from State Soil Geographic data (STATSGO) [64] , and a land use map was obtained from National Land Cover Data (NLCD) [65] . In this study, 3973 sub-watersheds were delineated using the SWAT model to consider all of the climate grid cells in the CONUS.
The retrospective simulation periods for both the VIC and SWAT models were 1979 to July 2017 with input data for 30 years [54] . Additionally, the period from January 2012 to July 2017 was selected for the evaluation of drought areas because continuous and diverse severities of drought conditions occurred over the CONUS during this period [66, 67] .
For the historic simulation, 0.5 degree resolution data of daily precipitation and temperature were obtained from the CPC Global Unified precipitation and temperature database [52, 53] . The CPC provides 0.5 degree resolution precipitation rate (unit: kg/m 2 /s) and temperature (unit: K) data at the global scale in a NetCDF format. These variables were transformed into daily precipitation (unit: mm) and temperature (unit: • C) data that were then used as inputs for both the SWAT and VIC models. For the forecasting simulation analysis, forecast variables up to nine months into the future were also transformed and used for future simulation including CFSv2 precipitation rate (unit: kg/m 2 /s) and temperature (unit: K) data .
CFSv2
The Coupled Forecast System Model version 2 (CFSv2) uses real-time data to compute atmospheric variables with a lead time up to nine months, including four-time initializations a day. Additionally, CFSv2 consists of a spectral atmospheric model (Global Forecast System; GFS) at a T126 (approximately 0.937 • ) resolution with 64 hybrid vertical levels and the advanced version of the ocean model [68] . Precipitation and temperature data were obtained from the CFSv2 data for the period between August 2017 and April 2018. Since the spatial resolution of CFSv2 is T126 (approximately 0.937 • ), it should be downscaled to 0.5 degree for the SWAT and VIC models. Thus, kriging, a spatial interpolation method, was applied to the downscaling process for each day of forecasting (August 2017 to April 2018). Additionally, mean values of precipitation and temperature data from the four initialization (00, 06, 12, and 18 h) for 1 August 2017 were used. To remove the bias from the forecast data, a bias correction was performed by adding or subtracting the difference in weekly accumulated CFSv2 precipitation for each climate grid with reference to the CPC dataset (1979 to 2017). Figure 3a shows the time series of weekly raw and bias-corrected precipitation for the entire CONUS, and there is an overall overestimation of precipitation from the CFSv2 raw data. Additionally, Figure 3b shows the spatial map of precipitation differences between raw and bias-corrected data, and the overestimated precipitation from CFSv2 raw data was evident for the entire domain, specifically the eastern and west coast regions. Figure 3c ,d show the time series and spatial map of temperature differences between the raw and bias-corrected data, and there is an overestimation in the western areas of the CONUS, as well as an underestimation in the Northern High Plains. Negative values indicate that a lower temperature was estimated by CFSv2, and they are symbolized as yellowish green to green. 
USDM and Drought Categories
The USDM is the most representative drought indicator in the U.S. and this indicator produces a weekly map of drought conditions in collaboration with the U.S. Department of Agriculture (USDA), the National Drought Mitigation Center (NDMC), and the National Oceanic and Atmospheric Administration (NOAA) [41] . The USDM is a composite index that includes many indicators (e.g., Palmer Drought Severity Index, SPI, Keetch-Byram Drought Index, modeled soil moisture, seven-day average streamflow, precipitation anomalies, and satellite vegetation health), climate indices, and local reports from more than 350 expert observers across the entire U.S. Additionally, the USDM provides a weekly map of drought with five drought categories, and is classified based on a percentile approach (Table 1) . Furthermore, the USDM can identify both short and long-term drought conditions, and it provides consistent drought conditions in the U.S. 
Drought Indices
In this study, the VIC and SWAT models were used to estimate the input variables of several drought indices such as the Standardized Soil Moisture Index (SSI), the Standardized Baseflow Index (SBI), and the Multivariate Standardized Drought Index (MSDI) to assess the historic and forecasted drought conditions in the CONUS. For example, model-estimated baseflow was used to compute SBI, and soil moisture was used to calculate the SSI and MSDI.
The computation of multivariate drought indices included using joint probability and distribution models [16, 26, 69] , and the MSDI was computed using the joint probability of long-term precipitation and soil moisture records [26, 70] . The joint distribution of two variables is described as:
where p is the joint probability of the precipitation and soil moisture. Additionally, the MSDI can be computed as follows [26] :
where ∅ is the standard normal distribution function. In this study, the Gringorten plotting position formula, which is an alternative calculation that can be used to compute empirical joint probability, was used [70, 71] and is defined as follows:
where m k is the number of occurrences of the pair (x i , y i ) for x i ≤ x k and y i ≤ y k , and n is the number of the observations. To compute SSI and SBI, the univariate form of the Gringorten plotting formula (Equation (4)) [70] was used and is defined as follows:
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where n is the number of observations and i is the rank of the observed values from the smallest to the largest. The weekly scales of SSI, SBI, and MSDI (25-week scale) were computed using the input and output variables from the VIC and SWAT models, and were subsequently used to evaluate historic and forecasted drought conditions in the CONUS.
Results and Discussion
Validation of Retrospective Drought Conditions with USDM (Drought Agreement Area)
Comparisons to USDM Drought Maps of Drought Areas
The drought severity maps from the drought indices and the two models were compared with the respective USDM drought severity maps to evaluate the accuracy of the drought indices. Figure 4 provides comparisons of the drought indices from two models and the USDM severity areas for the retrospective period, which is from January 2012 to July 2017. Since the USDM drought areas were estimated based on a weekly time step, the three drought indices (MSDI, SSI, SBI) were calculated at the same temporal scale for the corresponding dates with USDM. Overall, the total drought area for the CONUS region decreased in the retrospective period, and the overall trend of drought areas was captured by the drought indices from the two models. The drought severity maps from the drought indices and the two models were compared with the respective USDM drought severity maps to evaluate the accuracy of the drought indices. Figure  4 provides comparisons of the drought indices from two models and the USDM severity areas for the retrospective period, which is from January 2012 to July 2017. Since the USDM drought areas were estimated based on a weekly time step, the three drought indices (MSDI, SSI, SBI) were calculated at the same temporal scale for the corresponding dates with USDM. Overall, the total drought area for the CONUS region decreased in the retrospective period, and the overall trend of drought areas was captured by the drought indices from the two models. For the results of MSDI, mean values of total drought area (D0 to D4 categories) were 4.22 million km 2 and 3.95 million km 2 for the SWAT and VIC models, respectively. Additionally, mean values of the total drought area were 3.06 million km 2 and 2.61 million km 2 for the SSI simulation and 2.51 million km 2 and 2.65 million km 2 for the SBI simulation. Overall, the MSDI simulations estimated more drought areas than other drought indices, and the SWAT model simulated larger drought areas except for the results of SBI. Figure 5 shows the mean values of MSDI, SSI, SPI, and QQ, which is the For the results of MSDI, mean values of total drought area (D0 to D4 categories) were 4.22 million km 2 and 3.95 million km 2 for the SWAT and VIC models, respectively. Additionally, mean values of the total drought area were 3.06 million km 2 and 2.61 million km 2 for the SSI simulation and 2.51 million km 2 and 2.65 million km 2 for the SBI simulation. Overall, the MSDI simulations estimated more drought areas than other drought indices, and the SWAT model simulated larger drought areas except for the results of SBI. Figure 5 shows the mean values of MSDI, SSI, SPI, and QQ, which is the sum of surface runoff and baseflow for the entire CONUS during the retrospective period, and Figure 5a ,b show the results of the SWAT and VIC models, respectively. QQ was calculated as the sum of the surface runoff and baseflow, and SPI was computed using precipitation and Equation (4). The same approach was employed with SSI and SBI. As shown in Figure 5 , the mean values of MSDI, SSI, SBI, and SPI were −0.70, −0.37, −0.27, and −0.06 for the SWAT model and were −0.49, −0.08, −0.08, and −0.06 for the VIC model. The results of SPI were similar because it used the same precipitation input (CPC precipitation data). However, the mean values of MSDI and SSI from the SWAT model were lower than those from the VIC model, which indicated higher drought severities and larger drought areas from the SWAT model. These results occurred because of the differences in the estimation of runoff between these two models. For instance, the SWAT model used the Soil Conservation Service (SCS) curve number (CN) [64] and the VIC model used the variable infiltration curve method [72] . For example, SPI values continuously increased during January 2016, and there was a sudden increase in QQ values from the SWAT model (red circled zone). Due to the impact of the peak QQ, the SSI values (orange line) did not follow the SPI values since a higher QQ resulted in lower soil moisture. However, the QQ values from the VIC model at the same time were relatively low, and SSI values followed the SPI. Thus, these results imply that different runoff estimation methods led to differences in simulated soil moisture, and they ultimately impact the results of drought indices and drought assessments. Specifically, the higher sensitivity of the SCS CN method in the SWAT model appeared to cause these discrepancies [73] . same approach was employed with SSI and SBI. As shown in Figure 5 , the mean values of MSDI, SSI, SBI, and SPI were −0.70, −0.37, −0.27, and −0.06 for the SWAT model and were −0.49, −0.08, −0.08, and −0.06 for the VIC model. The results of SPI were similar because it used the same precipitation input (CPC precipitation data). However, the mean values of MSDI and SSI from the SWAT model were lower than those from the VIC model, which indicated higher drought severities and larger drought areas from the SWAT model. These results occurred because of the differences in the estimation of runoff between these two models. For instance, the SWAT model used the Soil Conservation Service (SCS) curve number (CN) [64] and the VIC model used the variable infiltration curve method [72] . For example, SPI values continuously increased during January 2016, and there was a sudden increase in QQ values from the SWAT model (red circled zone). Due to the impact of the peak QQ, the SSI values (orange line) did not follow the SPI values since a higher QQ resulted in lower soil moisture. However, the QQ values from the VIC model at the same time were relatively low, and SSI values followed the SPI. Thus, these results imply that different runoff estimation methods led to differences in simulated soil moisture, and they ultimately impact the results of drought indices and drought assessments. Specifically, the higher sensitivity of the SCS CN method in the SWAT model appeared to cause these discrepancies [73] . Figure 6 shows the values of the drought agreement (DA) area for each drought index. DA was calculated as a rate of intersected areas where drought severities were correctly captured per total area of the USDM. Additionally, Table 2 provides the mean values of DA for the drought indices during the retrospective period. Overall, the performances of the VIC model were slightly higher than those of the SWAT model from all the three drought indices, and it was also affected by the different methods water budget estimation associated with the SWAT and VIC models. Additionally, Figure 6 shows the values of the drought agreement (DA) area for each drought index. DA was calculated as a rate of intersected areas where drought severities were correctly captured per total area of the USDM. Additionally, Table 2 provides the mean values of DA for the drought indices during the retrospective period. Overall, the performances of the VIC model were slightly higher than those of the SWAT model from all the three drought indices, and it was also affected by the different methods water budget estimation associated with the SWAT and VIC models. Additionally, the retrospective period (2012 to 2017) was the time that the second lowest precipitation (six-year mean) was recorded in the last 30 years in the CONUS (Table 3 ). The SWAT model responded more sensitively than the VIC model, which was represented by the lower mean values of the drought indices (e.g., MSDI and SSI) ( Figure 5 ). sensitively than the VIC model, which was represented by the lower mean values of the drought indices (e.g., MSDI and SSI) ( Figure 5 ). The DA values of MSDI, SSI, and SBI from the VIC model (66%, 67%, and 65%) and MSDI and SSI from the SWAT model (63% and 65%) were similar, but the accuracy of SBI from the SWAT model was different (55%). In the case of the VIC model, the trends of drought areas (Figure 4 ) and the time series ( Figure 5 ) of SSI and SBI were analogous, which indicated that soil moisture and baseflow responded comparably under the same hydro-climatologic conditions (e.g., precipitation and temperature). However, the performances of SSI and SBI from the SWAT model were not comparable due to the fluctuation in runoff estimations.
In the case of extreme or exceptional drought conditions (D3 or D4), drought areas were partially captured by drought indices, which indicated that drought indices overstated the drought severity. This was mainly because the period of climatology for the drought indices (39 years) was shorter than that of the USDM, which contained a much longer record of ground-based observations [27, 41] . Additionally, the drought indices were based solely on precipitation, soil moisture, and baseflow conditions, whereas the USDM combined various input variables, even including subjective inputs from local climatologists [41] .
The dataset for the VIC model [56] was calibrated by the previous study [5] . Additionally, the SWAT model was not calibrated, but there were no significant differences between the calibrated VIC and uncalibrated SWAT model for the drought estimation during the retrospective period. The main intent was to evaluate how each of these two models was able to perform in capturing the drought and, interestingly, it was found that the results of uncalibrated model are valid for the CONUS region. Figure 7 shows comparisons of soil moisture percentiles from the U.S. Climate Reference Network (USCRN), weekly precipitation and temperature, and USDM drought categories at several sites in the California (CA1), Arizona (AZ1), Kansas (KS1), Alabama (AL1), and Virginia (VA1). Extreme to exceptional drought events (D3 to D4 category) from the results of soil moisture percentile are highlighted by blue boxes, and weekly precipitation and temperature and USDM categories at the corresponding times are highlighted by red boxes. Additionally, Table 4 shows some properties of the USCRN sites. These five sites were selected because various drought severities occurred during the retrospective period, and long-term soil moisture observations were available for these locations. As shown in Figure 7 , extreme to exceptional drought events normally occurred under conditions of lower precipitation and higher temperature. However, even though the weekly soil moisture percentile was less than 2% (standard of D4; Table 1), it was not commonly judged as D4 by the USDM for these five sites. However, in the case of other drought categories and total drought events, more drought events occurred at the three sites (AZ1, KS1, and AL1 sites) (Figure 8 ). Thus, it can be inferred that the USDM maps were usually conservative in designating the exceptional drought conditions (D4), which was the reason that DA values for extreme drought conditions were lower than the abnormal or moderate drought. In this study, model-estimated drought occurrences were evaluated by comparisons with weekly USDM maps for the retrospective period (January 2012 to July 2017), and two performance matrices were used. The matrices are:
Discussions of Drought Categories and USCRN Observation Sites
(a) Index of agreement (IA, Unit: %): Percent of drought occurrences that correctly captured a drought severity of USDM for the total weeks in the watershed. (b) Index of disagreement (ID, Unit: %): Percent of drought occurrences that failed to capture a drought severity of USDM for the total weeks in the watershed. Figure 9 shows a classification of Hydrologic Unit Code 6 (HUC6) watersheds for which IA and ID were estimated. All of the HUC6 watersheds in the CONUS were divided into twelve groups, and each group was assigned a number from one to twelve. Each sub-watershed from the VIC and SWAT models was aggregated to HUC6 resolution, and the X-axis of Figure 9 represents the code numbers of HUC6. As shown in Figure 9 , high numbers represent southwestern regions, whereas low numbers indicate northeastern regions in the CONUS. Additionally, Figures 10 and 11 show the IA and ID assessments of MSDI from the two models for five drought severities including abnormal (D0 and 
Comparisons with USDM Drought Maps (Drought Occurrence-Based)
In this study, model-estimated drought occurrences were evaluated by comparisons with weekly USDM maps for the retrospective period (January 2012 to July 2017), and two performance matrices were used. The matrices are:
(a) Index of agreement (IA, Unit: %): Percent of drought occurrences that correctly captured a drought severity of USDM for the total weeks in the watershed. (b) Index of disagreement (ID, Unit: %): Percent of drought occurrences that failed to capture a drought severity of USDM for the total weeks in the watershed. Figure 9 shows a classification of Hydrologic Unit Code 6 (HUC6) watersheds for which IA and ID were estimated. All of the HUC6 watersheds in the CONUS were divided into twelve groups, and each group was assigned a number from one to twelve. Each sub-watershed from the VIC and SWAT models was aggregated to HUC6 resolution, and the X-axis of Figure 9 represents the code numbers of HUC6. As shown in Figure 9 , high numbers represent southwestern regions, whereas low numbers indicate northeastern regions in the CONUS. Additionally, Figures 10 and 11 show the IA and ID assessments of MSDI from the two models for five drought severities including abnormal (D0 and drought indices < −0.5), moderate (D1 and drought indices < −0.8), severe (D2 and drought indices < −1.3), extreme (D4 and drought indices < −1.6), and exceptional drought conditions (D4 and drought indices < −2.0). The categorization of drought severities provides a relative accuracy of the drought indices in capturing the USDM of a given severity. The results of IA and ID from MSDI and SSI estimation from two models indicate that the mean values of IA were found to be approximately 70% for D0 category (Table 5) for both the SWAT and VIC models, and the results of the two models were similar. Overall, the IA values in the central to southwestern regions were normally higher than in the northeastern areas. Figure 12a ,b show the total drought occurrences suggested by the USDM and annual precipitation during the retrospective period (January 2012 to July 2017, 291 weeks). The amount of precipitation was understandably low in areas where a higher number of droughts occurred, and certain areas were affected by droughts for the entire period (e.g., California). Additionally, it was found that the ID values were higher in areas with high precipitation, and there was a linear relationship between annual precipitation and ID values. The correlation coefficient obtained from Pearson's correlation test was 0.54 (p-value < 0.05), and the R 2 value was 0.29 (p-value < 0.05) with a 95% of confidence interval (Figure 12c ). The results of IA and ID from MSDI and SSI estimation from two models indicate that the mean values of IA were found to be approximately 70% for D0 category (Table 5) for both the SWAT and VIC models, and the results of the two models were similar. Overall, the IA values in the central to southwestern regions were normally higher than in the northeastern areas. Figure 12a ,b show the total drought occurrences suggested by the USDM and annual precipitation during the retrospective period (January 2012 to July 2017, 291 weeks). The amount of precipitation was understandably low in areas where a higher number of droughts occurred, and certain areas were affected by droughts for the entire period (e.g., California). Additionally, it was found that the ID values were higher in areas with high precipitation, and there was a linear relationship between annual precipitation and ID values. The correlation coefficient obtained from Pearson's correlation test was 0.54 (p-value < 0.05), and the R 2 value was 0.29 (p-value < 0.05) with a 95% of confidence interval (Figure 12c ). All of the HUC6 watersheds in the CONUS were classified into twelve groups, and each group was assigned a number from one to twelve. For example, HUC6 watersheds starting with the numbers "12" and "13" were assigned to group number "9", which is highlighted with the red box and arrow. All of the HUC6 watersheds in the CONUS were classified into twelve groups, and each group was assigned a number from one to twelve. For example, HUC6 watersheds starting with the numbers "12" and "13" were assigned to group number "9", which is highlighted with the red box and arrow.
Sustainability 2018, 10, x FOR PEER REVIEW 17 of 28 Figure 9 . Classification of Hydrologic Unit Code 6 (HUC6) watersheds. The X-axis represents the code numbers of HUC6. All of the HUC6 watersheds in the CONUS were classified into twelve groups, and each group was assigned a number from one to twelve. For example, HUC6 watersheds starting with the numbers "12" and "13" were assigned to group number "9", which is highlighted with the red box and arrow. D0  D1  D2  D3  D4   SWAT   MSDI  70  53  43  28  12  SSI  71  56  46  29  12  SBI  64  48  37  21  7   VIC   MSDI  72  56  48  32  13  SSI  74  60  52  35  17  SBI  71  56  47  28  12 In addition, the results indicated that the performances of MSDI were the worst in Region 4 (Ohio River Valley), Region 1 (New England), Region 3 (Great Lakes), and Region 2 (Southeastern U.S.) where drought occurrences were low and annual precipitation was high. This was because the drought indices used in this study were based on the empirical probabilistic method, and they were calculated from a relative comparison of a specific week in each year [27] . Thus, even if the actual precipitation was higher than in other regions (e.g., Region 4), it would be declared as a drought-hit area when the precipitation at a certain time was lower than the mean precipitation.
Model Drought Indices
Evaluation of Drought Forecasting with Weekly Maps of USDM
In this study, seasonal drought forecasts leading up to nine months into the future using two hydrologic models and the CFSv2 meteorological dataset were developed and analyzed, and forecasted drought areas from drought indices were evaluated with USDM maps. The forecasting period was August 2017 to April 2018, but the drought area evaluation with USDM maps was performed during August 2017 to January 2018, which was expected to serve as a hindcast validation. After July 2017, an increase in drought areas was reported by the USDM (Figure 13a ) over a period of six months, and results of all drought indices showed an increase in total drought areas. Compared to the last week of July 2017, there was a 2% increase in the first week of October, a 48% increase in the third week of December, and a 59% increase in the second week of January 2018 from the USDM results. Table 6 shows the mean DA values for all drought indices and categories from the two models, and Figure 14 shows the time series of DA values for two models and drought indices. Overall, the results of MSDI were the highest among the drought indices, and the abnormal drought category (D0) was the highest. The DA values of MSDI from the SWAT model were 64, 60, 47, 34, and 25% for all drought categories, and 62, 61, 48, 35, and 25% for the VIC model. Thus, the results of the MSDI implied that the MSDI was better than the other drought indices for forecasting purposes, and the performances of the two models were similar since the mean value of differences for all drought categories was less than 2%. Additionally, DA values for SSI were 42, 35, 16, 2, and 1% for the SWAT model and were 35, 27, 9, 2, and 0% for the VIC model. Finally, DA values for SBI were 25, 13, 6, 2, and 0% for the SWAT model and were 29, 22, 9, 2, and 0% for the VIC model. Thus, results of drought forecasting imply that the predictability of drought forecasting using only one variable (i.e., soil moisture and baseflow) was more uncertain than multiple variables.
The mean DA values of MSDI were the highest in the two models, and DA values decreased as the drought severity increased. These results imply that a drought index considered by one hydro-meteorological variable is more uncertain in forecasting drought conditions. Additionally, the disagreement rates of simulated drought conditions increase with increasing lead-time of the forecast (Figure 14) , which would be closely associated with increasing meteorological uncertainty from CFSv2 with increasing lead time. [27] described the properties of the MSDI, and the MSDI was able to capture the drought onset comparable to the precipitation pattern and was able to capture drought persistence similar to the soil moisture, which implied the improved performance of drought monitoring compared to the SPI or SSI. Additionally, the MSDI showed advanced achievements in certain areas where the SPI or SSI did not properly represent the drought conditions. Thus, it can be said that these properties of the MSDI also lead to better performances of drought forecasting with mitigating uncertainties. said that these properties of the MSDI also lead to better performances of drought forecasting with mitigating uncertainties. Figure 15a shows the spatial maps for grids where the absolute values of differences between monthly CPC observations and CFSv2 exceed 20 mm for the forecasting period (August 2017 to January 2018). If a value obtained by subtracting the CPC observation from CFSv2 is less than −20 mm, it is symbolized as red, and represents an underestimation of precipitation by CFSv2. However, if a value is more than 20 mm, it is displayed in green, and indicates an overestimation by CFSv2. Additionally, Figure 15b shows the total number of grids that exceed −20 or 20 mm for each month of the forecasting period. Figures 15c,d show the Figure 15 shows spatial maps and bar charts that indicate increases in precipitation and temperature uncertainty with increasing lead time. Figure 15a shows the spatial maps for grids where the absolute values of differences between monthly CPC observations and CFSv2 exceed 20 mm for the forecasting period (August 2017 to January 2018). If a value obtained by subtracting the CPC observation from CFSv2 is less than −20 mm, it is symbolized as red, and represents an underestimation of precipitation by CFSv2. However, if a value is more than 20 mm, it is displayed in green, and indicates an overestimation by CFSv2. Additionally, Figure 15b shows the total number of grids that exceed −20 or 20 mm for each month of the forecasting period. Figure 15c,d show the results of monthly temperature with the same approach, but the exceedance level is 1 • C. As shown in Figures 15d and 16b , the total number of grids increased with lead time for both precipitation and temperature, which indicated increasing meteorological uncertainty from CFSv2. In addition, another possible uncertainty was the resolution of the CFSv2 dataset (0.937 • ) and the kriging interpolation because it downscaled 926 grids (0.937 • ) to 3275 grids (0.5 • ). results of monthly temperature with the same approach, but the exceedance level is 1 °C. As shown in Figures 16b and 15d , the total number of grids increased with lead time for both precipitation and temperature, which indicated increasing meteorological uncertainty from CFSv2. In addition, another possible uncertainty was the resolution of the CFSv2 dataset (0.937°) and the kriging interpolation because it downscaled 926 grids (0.937°) to 3275 grids (0.5°). results of monthly temperature with the same approach, but the exceedance level is 1 °C. As shown in Figures 16b and 15d , the total number of grids increased with lead time for both precipitation and temperature, which indicated increasing meteorological uncertainty from CFSv2. In addition, another possible uncertainty was the resolution of the CFSv2 dataset (0.937°) and the kriging interpolation because it downscaled 926 grids (0.937°) to 3275 grids (0.5°). Figure 16 shows drought severity maps for the CONUS that indicate forecasted drought conditions from the drought indices from August 2017 to January 2018. During the first two months (August and September 2017) with the MSDI estimation, the mean values of DA for all drought categories were 68% and 63% for the SWAT and VIC models, respectively. Thus, it can be said that drought areas and all severities were relatively comparable with the USDM for the first two months. However, during the next two months (October and November 2017), the mean DA values were 42% and 43% for the SWAT and VIC models. Additionally, the mean DA values were 26% and 33% for the last two months (December 2017 to January 2018). More specifically, from November 2017 through January 2018, there were overestimations of predicted droughts (e.g., California, Oregon, and Washington) by the two models, and some of the actual drought conditions from the USDM were not captured by the two models (e.g., Arizona). These results also imply that simulating drought conditions with increasing lead-time of the forecast is dependent on the accuracy of temperature and precipitation forecasts derived from the climate models.
Additionally, an analysis of drought occurrence probabilities for the forecasting period was carried out. Figure S2 in the Supplementary Materials shows the comparisons of drought probability from the USDM, VIC-MSDI, and SWAT-MSDI. Due to the meteorological uncertainties from the CFSv2 (Figure 15 ), some drought areas were not captured by the MSDI estimations, and some drought areas were overestimated by the MSDI. Figure 16 shows drought severity maps for the CONUS that indicate forecasted drought conditions from the drought indices from August 2017 to January 2018. During the first two months (August and September 2017) with the MSDI estimation, the mean values of DA for all drought categories were 68% and 63% for the SWAT and VIC models, respectively. Thus, it can be said that drought areas and all severities were relatively comparable with the USDM for the first two months. However, during the next two months (October and November 2017), the mean DA values were 42% and 43% for the SWAT and VIC models. Additionally, the mean DA values were 26% and 33% for the last two months (December 2017 to January 2018). More specifically, from November 2017 through January 2018, there were overestimations of predicted droughts (e.g., California, Oregon, and Washington) by the two models, and some of the actual drought conditions from the USDM were not captured by the two models (e.g., Arizona). These results also imply that simulating drought conditions with increasing lead-time of the forecast is dependent on the accuracy of temperature and precipitation forecasts derived from the climate models.
Additionally, an analysis of drought occurrence probabilities for the forecasting period was carried out. Figure S2 in the Supplementary Materials shows the comparisons of drought probability from the USDM, VIC-MSDI, and SWAT-MSDI. Due to the meteorological uncertainties from the CFSv2 (Figure 15 ), some drought areas were not captured by the MSDI estimations, and some drought areas were overestimated by the MSDI. Finally, we carried out an analysis of the box and whisker charts for each category of the drought areas for the forecasting period (August 2017 to April 2018) ( Figure S1 in the Supplementary Materials). As shown in Figure S1a -e, blues boxes indicate the results of the USDM drought categories, and other boxes indicate the results of drought indices from the SWAT and VIC models. The range of boxes from the MSDI closely overlapped with USDM for the D0 category, which showed the highest DA values during the forecasting period. Finally, we carried out an analysis of the box and whisker charts for each category of the drought areas for the forecasting period (August 2017 to April 2018) ( Figure S1 in the Supplementary Materials). As shown in Figure S1a -e, blues boxes indicate the results of the USDM drought categories, and other boxes indicate the results of drought indices from the SWAT and VIC models. The range of boxes from the MSDI closely overlapped with USDM for the D0 category, which showed the highest DA values during the forecasting period.
Conclusions
A reliable drought monitoring and forecasting framework is essential for water resource management and drought mitigation strategies. This study investigated a retrospective drought simulation and near-real-time drought forecasting method using simulated hydrometeorological variables using the SWAT and VIC models with CFSv2 for the CONUS. The retrospective analysis was performed for January 2012 to July 2017, and drought forecasting was performed for August 2017 through April 2018 with a weekly time step of drought indices. The accuracies of the retrospective and forecasting methods is evaluated by comparisons of the weekly USDM maps and simulated drought maps of drought indices for the CONUS region. The important findings of this study are as follows:
(1) For the retrospective period, the mean DA values were 63% and 66% for the MSDI simulation from the SWAT and VIC models and were 65% and 66% for SSI simulation (D0 category). In addition, the mean IA values were 70% and 72% for the MSDI simulation and were 71% and 72% for the SSI simulation (D0 category). The results imply that drought simulations with two models and multiple drought indices are useful in monitoring overall drought conditions for the CONUS. (2) For the forecasting period, the mean DA values were 65% and 62% for the MSDI simulation for the SWAT and VIC models, which indicates that a forecast using the MSDI estimation in the SWAT and VIC models with CFSv2 is capable of reliable real-time drought forecasting. However, the mean DA values were 42% and 35% for the SSI estimation and were 25% and 29% for the SBI simulation from the SWAT and VIC models. Thus, an evaluation of drought forecasting using multiple hydrometeorological components (e.g., precipitation and soil moisture) from multiple hydrologic models would provide an advanced understanding of the characteristics of drought and would reduce uncertainties that arise from using only one model and variable. (3) Drought forecasting by the MSDI estimation for two months of lead time was relatively reliable (68% and 63% for the SWAT and VIC models). However, drought forecasting with increasing lead-times would be associated with increasing meteorological uncertainty. Additionally, drought forecasting using only one variable (i.e., SSI and SBI) was not predictable even in the first two months (23% and 10% for SSI; 7% and 7% for SBI). (4) The USDM is commonly conservative in judging an exceptional drought condition (D4), even though percentiles of soil moisture observation were less than 2% (D4 category). However, in the case of other drought categories (D0 to D3), some drought events predicted by the USDM commonly exceeded the results of soil moisture percentiles. Thus, these results would imply an underestimation of exceptional drought area monitoring from the USDM. (5) For the results of retrospective and forecasting periods, the sources of uncertainties can be manifold; (a) USDM uses a more complicated method than the drought indices; (b) USDM may use other meteorological inputs, not just precipitation and temperature from CPC or CFSv2; (c) there are increasing meteorological uncertainties from CFSv2 with increasing lead time; and (d) the spatial resolutions of CFSv2 and CPC are different. (6) The proposed method provides weekly drought maps, which is better than the current approach which only provides an overall, seasonal outlook on drought trends (e.g., CPC drought outlook). Additionally, weekly forecasting maps for the entire CONUS can contribute to water resource management, crop planning, drought risk management, and adopting drought mitigation strategies in advance.
Since the proposed approach has some uncertainties associated with estimating drought forecasting, combination with a remote sensing dataset (e.g., NDVI) and multiple climate indices (e.g., North Atlantic Oscillation) would provide a better assessment of drought forecasting in the future [74] .
Supplementary Materials: The following are available online at http://www.mdpi.com/2071-1050/10/6/1799/s1, Figure S1 : Box and whisker charts for each category of the drought areas. Each color of boxes represents the results of USDM and drought indices for the forecasting period (August 2017 to April 2018). The blue box shows the results of USDM, the green box represents SWAT-MSDI, orange boxes represent VIC-MSDI, the blue-green box represents SWAT-SSI, the brown box represents VIC-SSI, light green represents SWAT-SBI, and yellow box represents VIC-SBI. The upper and lower whiskers represent maximum and minimum values, first quartile represents 25%, median represents 50%, and third quartile represents 75% of the values. Figure S2 : Spatial maps of drought probability for the USDM, VIC-MSDI, and SWAT-MSDI during the forecasting period (August 2017-April 2018). Yellow, orange, and red areas represent the higher drought probability, while green areas represent lower drought probability. Funding: This research received no external funding.
