To reduce random access memory (RAM) requirements and to increase speed of recognition algorithms we consider a weight discretization problem for trained neural networks. We show that an exponential discretization is preferable to a linear discretization since it allows one to achieve the same accuracy when the number of bits is 1 or 2 less. The quality of the neural network VGG-16 is already satisfactory (top5 accuracy 69%) in the case of 3 bit exponential discretization. The ResNet50 neural network shows top5 accuracy 84% at 4 bits. Other neural networks perform fairly well at 5 bits (top5 accuracies of Xception, Inception-v3, and MobileNet-v2 top5 were 87%, 90%, and 77%, respectively). At less number of bits, the accuracy decreases rapidly.
INTRODUCTION
Present-day neural networks include millions parameters and their sizes become larger and larger. This is a global problem preventing deployment of neural networks on mobile devices and different chips. For example, even a relatively small pre-trained neural network VGG16 [1] designed to image classification [2] occupies about 553 MB in the device's memory.
There are different methods allowing us to decrease the size of the pre-trained neural network. In particular, one of these methods is a discretization that is a reduction of bit width of the neural network weights by dividing the weight distribution interval into discrete values. Applying the discretization to pretrained neural networks, we significantly decrease the sizes of the weights and "lighten" the neural network making it applicable for realization and launch on mobile devices. In the papers [3] [4] [5] [6] , they examined clipping operations and quantization of matrix weights of neural networks and obtained analytic estimates for an optimal discrete representation for the Hopfield neural network weights as well as formulas for probabilities of errors in the obtained model. For the Hopfield model based on binary neurons, it was shown that the optimal discretization of the connection weights corresponded to maximization of correlations between the input and the discretized weights. In the present paper, we use the same idea, but for feedforward deep neural networks.
The most realizations of discretization of neural networks weights include the neural networks retraining in the course of the discretization; however, this process requires a huge computing power [7] [8] [9] . In contrast to the cited works, we examine discretization methods where the re-training is not necessary.
In other words, we analyze the discretization of the weights of already trained neural networks. In the framework of such approach, the huge computing power is not necessary. The similar method was discussed in paper [10] where the authors proposed an approach known as a logarithmic discretization. They partitioned the weights into groups where the values of the logarithm to base 2 of the weights were equal to an integer from the interval [-7; 0]. In the present paper, we propose a more general approach in the framework of which we can vary the base of logarithm as well as the initial value. We called it an exponential discretization.
DESCRIPTION OF DISCRETIZATION PROCEDURE
Let us assume initially that the neural network weights we have to discretize are distributed symmetrically over the interval , where is maximum absolute value of the weights. When we keep the signs of the weights in a separate array (providing one bit for the sign) absolute values of the numbers are distributed over the range . For simplicity, we divide all of them by . Consequently, in what follows that all the numbers are distributed over the interval . When discretizing our goal is to decrease the variety of numbers by means of dividing the interval into intervals whose ends are at the points
Note, the first interval is and the last interval is ; all the other intervals are defined as . The number of bits necessary to store the discretized weight define the number of intervals :
(2) at that we hold one bit for the sign of the number.
Although an arbitrary partition into intervals (1) is possible, we examined the two most popular ways only: the linear and the exponential partition (see Fig. 1 ).
Linear Partition
In this case, we divide the interval of distribution into the same intervals:
Here is the first point (a parameter of variation), is the number of intervals, and the length of the intervals we determine from the equality :
(4)
Exponential Partition
In the case of the exponential partition, the subsequent intervals increase exponentially with respect of first interval: 0
As before, the first point is the parameter of variation and from the equality we derive the formula for the length of the intervals (6)
The Value of
When implementing the both linear and exponential discretization algorithms it is necessary to define the initial number . We do this maximizing the correlation between the 32-bit (the full precision) weights and the discretized weights. Let be the initial values of the weights in a layer and let be the discretized values. The expression for the correlation has the form (7) Optimal value corresponds to the maximal correlation. We suppose that the higher correlation between the discretized and initial weights the less the error in the work of the trained network.
Rounding of Numbers
For a given number of bits the discretization procedure is defined by the position of the end of the initial interval (the value of ) as well as by the rounding method. There are different variants of rounding of numbers. We examined three of them: the floor, the ceiling, and the mean method.
When we use the rounding floor we replace all the numbers inside the interval by the lower boundary of the interval .
When we use the rounding ceil we replace all the numbers inside the interval by the upper boundary of the interval . In the case of the rounding mean, we replace all the numbers inside the interval by the mean value of the numbers inside this interval.
In Fig. 2 we show the full code of the discretization procedure. 
DISCRETIZATION RESULTS FOR RANDOM NUMBERS
We tested the discretization procedure on the two types of distributions, namely the Gaussian and the Laplacian distribution. In both cases we used 10000 numbers from the given distribution to generate a vector and then performed the discretization using one of the abovementioned methods. We ranged the parameter from 0 to 1 and changed the number of bits from 2 to 6. The obtained results we collected in Tables 1 and 2 0.99 ± 0.0005 0.9882 ± 0.0005 0.987 ± 0.0006 0.9715 ± 0.004 0.9557 ± 0.0045 0.94 ± 0.0075 5 0.9971 ± 0.0001 0.9965 ± 0.0001 0.9964 ± 0.0002 0.9908 ± 0.0016 0.9822 ± 0.0027 0.9791 ± 0.0035 6 0.99914 ± 0.00004 0.99898 ± 0.00004 0.99895 ± 0.00004 0.9974 ± 0.0005 0.9943 ± 0.001 0.9938 ± 0.0012 Fig. 3 we show how the correlation value changes when we vary the parameter . The maximal value of the correlation depends significantly on this parameter as well as on the discretization method. The values of maximums we collected in Table 1 .
For comparison, we were able to implement an optimization algorithm providing an optimal partition into arbitrary intervals that did not use formulas (3) or (5). In Fig. 3 , the horizontal point lines "optimal" correspond to the results obtained with the aid of this algorithm. Unfortunately, they define the optimal solution only if the number of the intervals is small (when equals to 2 or 3). When the number of the intervals is larger ( ) the algorithm often stucks and does not allow to obtain the optimal solution. In Fig. 3 , we see that for the exponential_mean method provides a slightly better solution then this algorithm.
We found that the value fluctuates significantly from experiment to experiment. Next, we saw almost linear dependence between and the standard deviation of the numbers (see Fig. 4 ). The fluctuations of the normalized value are much less (see Table 2 ). This value is exponentially dependent on the number of bits (see Fig. 5 ) and that is why we can obtain the following approximate formula for the optimal value of :
Our analysis allowed us to draw the following conclusions. First, when the number of bits increases the correlation approaches 1; at that the approach speed depends exponentially on the number of bits (Table 1) .
Second, the maximal correlation is achieved at a finite value of . The right choice of allows us to reduce the difference significantly. Third, the optimal value also depends on the number of bits significantly. It tends to zero exponentially when the number of bits increases (see Eq. (8)).
Finally, as we see from Table 1 the linear (uniform) discretization is 1 bit behind the exponential discretization. This means that the maximal correlations obtained in the framework of the linear partition is achieved by exponential partition when the number of bits is one bit less. Until now, we do not find the reason for this. However, this result means that the exponential discretization provides a one-bit gain.
DISCRETIZATION OF TRAINED NEURAL NETWORKS
We tested the above-described algorithms on neural networks pre-trained on the problem of recognition of photos from the database ImageNet [2] . The test set of photos of this database contains 50000 pictures corresponding to 1000 classes. However, to reduce the computational complexity we used 1000 random images only and measured the classification accuracy prior and after discretization. Such tests allowed us to draw general conclusions about how the algorithm works.
For this analysis, we exploited ready for use models of neural networks from the library Keras Framework (tensorflow backend), namely VGG16, MobileNet-v2, Inception-v3, Xception, and ResNet-50 [11] . The work was done in the python language and the discretization procedure used the methods from the standard library numpy only.
When examining the trained neural networks such as VGG-16, ResNet-50, and so on, we found evident regularities in the distributions of the weights. For example, most frequently, the weight distributions There are layer parameters that are not weights (for example, biases). We do not discretize them, because on the one hand, their number is not so large, and on the other hand, frequently their distributions differ from the Gaussian or Laplacian distributions.
Then the number of the weights we have to discretize decreases and we can estimate what percentage of the neural network will be discretized. For this purpose, we simply calculate the ratio of the weights we have to discretize to the total number of the weights. After excluding all the "unfitted" weights, we obtained the mobilenet-v2 neural network discretized by 95.7%. Other neural networks (Xception, Incep-tionv3, ResNet-50) are discretized by 99%.
In Fig. 6 , we show the procedure of the neural network discretization. Special attention should be paid to the next-to-last row. The point is that the maximization of the correlation is not the only one criterion of accurate discretization. We can multiply the discretized numbers by an arbitrary number without changing the correlation value. This was the reason why in our studies we additionally multiplied the discretized weights so that their dispersion remained the same prior and after the discretization.
As we see from Tables 3 and 4 , when number of bits is equal to 6, the exponential discretization provides practically the same accuracy as the full precision weights. For some VGG-16 and ResNet50 neural networks, we obtain the comparable quality even using 4 bit exponential discretization. The same cannot be said for the linear discretization. 
MobileNet-v2
From Figs. 7 and 8 we see that the quality of the linear discretization is one and in some cases two bits behind the exponential discretization (the VGG-16 is an example).
CONCLUSIONS
We worked out the approach to the neural network discretization, which does not need the neural network retraining. The method does not demand sufficient computational resources but it provides a good recognition accuracy with 6 bit and sometimes, even with 4 bit (for example, in the case of VGG-16 neural network) weights. Consequently, it allows us to "lighten" the neural network approximately 5-8 times and in the same time to hold the classification accuracy. 
