ABSTRACT The purpose of this paper is to study the short-term demand prediction for online car-hailing services problem. Prediction of short-term network car demand can provide many benefits such as an increase in the income of network car drivers. In addition, demand prediction is an important resource for recommendation systems, carpooling systems, and network car scheduling; and therefore, predicting the demand for network cars has great significance. In the last few decades, scholars have studied various problems related to short-term demand prediction for online car-hailing services based on clustering algorithms and regression algorithms. However, these studies are still problematic because the accuracy of demand prediction is not high enough. Therefore, this paper studies a method of improving the accuracy and the efficiency of demand prediction. Due to the high prediction accuracy and the fast training efficiency of least squares support vector machine (LS-SVM), a short-term demand prediction method for online car-hailing services based on LS-SVM is proposed. The modeling process involves selecting the dependent and independent variables, the basic principles of the LS-SVM, the kernel function and superparameter, model training, and prediction. In a numerical experiment, we use network car order data as the network car demand data to test the model. We show that the experimental results with the LS-SVM method implemented in this paper and then compare the model with lasso linear regression, nearest neighbor regression, decision tree regression, and neural network. The experimental results show that the short-term demand prediction model for online car-hailing services based on LS-SVM performs better than the other methods.
I. INTRODUCTION
As a country urbanizes, its urban population increases and people's income increases. Taxis are convenient and comfortable and offer point-to-point service; therefore, taxis have become a competitive travel option in urban public transport systems. The purpose of taxis is to provide people with fast and convenient travel service. However, in real-world situations, people who want to take a taxi are often unable to find a taxi. In contrast, taxi drivers often spend considerable time cruising and unable to find passengers.
In 2015, the Chinese government designated ''internet plus'' as an important action plan. Additionally, with the rapid increase in the number of smart phones, mobile internet use has increased. With the development of the internet, many network car platforms were born, such as DiDi, Uber, CAR, and Yongche [1] . The emergence of network car platforms have provided an effective solution to the passengers' difficulty of finding a taxi and the drivers' difficulty of finding passengers. Through network car platforms, passengers can conveniently make reservations for taxis, special cars or express cars. Drivers can also locate passengers quickly and conveniently. On the network car platform, users who need cars can submit demand information through a mobile app. Demand information includes the start point, end point and time of the trip. The platform sends the user's demand information to the driver, and the driver can conveniently pick up the passengers through the grab order function of the mobile app, thus achieving the purpose of matching the driver with the user. The network car platform improves the overall operational efficiency of the network car system.
In this article, the network car is a general name that covers network taxis, online cars and express cars. Network car demand refers to the number of user orders on network car platforms in each region at each time period. Short-term demand prediction for online car-hailing services involves accurately providing the network car demand of a given geographical area at a future time according to feature variables, such as the demand of the area in past time periods. Shortterm refers to a short prediction time step, which is usually 5-15 minutes [2] , [3] . The purpose of ''short-term'' addition before demand prediction is to distinguish the problems in this paper from long-term prediction.
An increasing number of passengers in cities depends on network car platforms when they travel. Taxi drivers, especially new drivers, lack travel demand information, which is very important to drivers. In fact, predicting travel demand can enable drivers to attract passengers faster, earn more money and reduce cruise time and energy consumption [4] . Therefore, predicting travel demand efficiently is important to the transportation industry.
The network car market is huge, but its service quality needs to be improved because of the long waiting times of passengers. According to some studies [5] , if the supply and demand of the network car market match perfectly, market inefficiency will decrease by more than 60%. Many scholars have devoted their efforts to solving this problem, such as by designing a recommendation system [6] , carpooling similar passengers [7] and establishing dynamic price adjustment strategies [8] . A common database of these studies is the future of network car demand. Moreover, this concept can prove the importance of short-term demand prediction for online car-hailing services.
Demand prediction for online car-hailing services is important for network car dispatch. If we can accurately predict that there will be a large demand in a certain area at a certain period of time, we can dispatch a certain number of vehicles to these areas in advance to increase the capacity of these areas. Thus, accurate prediction can improve the travel experience of users, shorten the no-load waiting time of vehicles, and economically benefit the network car platform. Accurate travel demand prediction can benefit users, drivers and platforms.
Due to the importance of demand prediction, this paper studies short-term demand prediction for online car-hailing services. Many scholars in China and abroad have conducted in-depth research on short-term demand prediction based on various prediction models, including Bayesian methods and recurrent neural networks. Some scholars have also studied hot spot prediction, which involves predicting future demand hot spots based on GPS data or recommending candidate hot spots for drivers. There are some similarities between hot spot prediction and demand prediction.
Chang [9] predicted the distribution of demand by mining historical data, including time, weather and taxi location. The process of prediction includes data filtering, clustering and semantic annotation. This research provides useful demand distribution information for drivers. Xu et al. [10] , [11] treated demand as a time series and applied an Long Short-Term Memory (LSTM) model of a recurrent neural network to short-term demand prediction. Lin et al. [12] studied demand prediction based on taxi GPS data and taxi financial data, proposed a grid cell division method and designed short-term demand prediction based on a neural network. Zhang et al. [4] clustered demand data in time and space, then predicted hot spots and recommended waiting places for drivers based on the clustering results. Davis et al. [13] studied short-term demand prediction modeling using time-series processing technology. Qian et al. [14] proposed a Gaussian conditional random field model and applied it to short-term demand prediction. Some scholars have studied traffic cell division methods and traffic cell grouping methods [15] . Based on these methods, traffic cells can be divided into several homogeneous groups, and then a prediction model is established for each group. At present, the existing methods mainly include: machine learning based method [4] , neural network [12] and LSTM based method [10] , [11] , time series processing based method [13] , [14] and clustering based method [9] , [4] . These studies have promoted short-term demand prediction solutions. However, short-term demand prediction still has problems such as insufficient prediction precision. Therefore, this paper focuses on the study of efficient prediction models for short-term demand prediction to improve prediction accuracy.
Support vector machine (SVM) [16] , [17] is a popular general model for machine learning. In the field of machine learning, an SVM is a supervised learning model, usually used for pattern recognition, classification and regression analysis. In recent years, SVMs have been used in many applications such as text classification, image classification, traffic flow prediction, travel time prediction and other fields [18] , [19] . Least squares SVM (LS-SVM) [20] is an extension and improvement of the SVM model. The difference between LS-SVM and SVM is that LS-SVM changes the inequality constraint of the original method into an equality constraint, which greatly facilitates the solution of the Lagrange multiplier. SVM is a quadratic programming problem, while LS-SVM is a linear equation problem. By this method, the insensitive loss function is avoided, computational complexity is reduced, problem solving speed is accelerated, and the ability to solve large-scale problems is enhanced. Due to the many advantages of the LS-SVM, this paper will propose a short-term demand prediction model based on an LS-SVM model to improve the performance and effectiveness of short-term demand prediction for online carhailing services.
In this paper, we propose a short-term demand prediction method for online car-hailing services, which mainly includes the following points:
1. This paper studies the problem framework of short-term demand prediction for online car-hailing services. 2. A short-term demand prediction model for online car-hailing services is established. According to the characteristics of demand prediction for online car-hailing services, several concepts are studied, including the independent and dependent variables of the model, the basic principles of the model, the kernel function and calibration methods of superparameters, and the training, prediction and evaluation criteria. 3. The method presented in this paper is compared with many classical machine learning methods to prove the excellent performance of the algorithm. The rest of the paper is organized as follows. In the second part, the method will be introduced, including the overall framework of the model, the determination of dependent and independent variables, the basic principles of the LS-SVM model, the kernel functions and calibration of superparameters, and the training, prediction and evaluation criteria of the model. In the third part, numerical experiments are carried out. First, network car demand data are analyzed. Then, the prediction results of this method are provided. Finally, the method is compared with several classical machine learning methods to prove the excellent performance of the algorithm.
II. METHOD
In this paper, we study the problem of short-term demand prediction for online car-hailing services by proposing a short-term demand prediction method for online car-hailing services based on LS-SVM. To establish the model, we must determine the dependent variables and independent variables of demand prediction for online car-hailing services, study the basic principle of the LS-SVM model, select the kernel function, determine the superparameters of the model via cross-validation, train the LS-SVM model with the best parameters, and then perform prediction and evaluation using the test set. The flowchart for modeling is shown in Figure 1 .
A. DEPENDENT AND INDEPENDENT VARIABLES
The problem that we will study in this paper is demand prediction for online car-hailing services. Spatially, a city is divided into a plurality of traffic regions; the time domain is divided into a plurality of time intervals. In this paper, 10 minutes is used as a time interval. Network car demand refers to the number of network car platform orders in various regions at various time intervals. In this paper, the network car demand of time t and area i is recorded as:
where t is the time index, i is the number of traffic regions, T is the total number of time intervals, and I is the total number of traffic regions. The demand value of each region at the next moment will be predicted based on the historical demand value of each region. The change law of demand in each region is essentially determined by the amount of demand generated by each region itself. The correlation of different regional demand is not obvious. The reason why there is no correlation and causality between the demand of different regions is that these regions are relatively large and independent. This determines the difference between the demand prediction for online car-hailing service and other traffic prediction that need to consider the information of neighboring areas, such as traffic flow prediction and travel time prediction. Therefore, this paper only uses the historical demand value of the region itself as a feature. That is, a model will be established as follows:
where f i is the model established for region i through the training process. To consider the differences of each region, a model is established for each region. K is the historical time step, which controls how much past data is used to make predictions. To construct the training set, for region i, we denote the output vector of the training set as:
where Y is a column vector of (N -K ) × 1 dimensions. The input vector of the training set is:
where N-K is the total number of training set time intervals.
We will use training sets D and Y to find the parameters of the model f i for the region i. Then, the effect of prediction is tested on the test set.
B. BASIC PRINCIPLES OF LS-SVM MODEL
The demand prediction method for online car-hailing services is based on LS-SVM [21] , [22] because of its many advantages. In this section, we introduce our model in detail. In the feature space, the expression of the model is as follows:
where ω is a model coefficient and it is a column vector. ϕ(.) is a nonlinear mapping function and it is a column vector.
where d ∈ R K is the input vector of the model, d(t, i) ∈ R is the output of the model. Given training sets D and Y , the corresponding optimization problem of LS-SVM parameter estimation is as follows:
The equality constraints of optimization problems are:
where
The Lagrange dual problem of this problem is:
The optimization conditions are as follows:
Next, the following linear equations are solved:
, and
By applying the Mercer conditions:
The training process of the model corresponds to the above optimization problem. The parameters of the model can be obtained by solving the above linear equations. After finding α and b in the optimization model, given a new data point d, this model estimates the prediction value as follows:
C
. KERNEL FUNCTION AND SUPERPARAMETER CALIBRATION
To establish the LS-SVM model, the kernel function must be determined. The kernel function transforms the nonlinear feature space into a high-dimensional linear space that fits a nonlinear function. Common nonlinear kernel functions include the polynomial kernel function, the radial basis kernel function and the sigmoid kernel function. In this paper, the radial basis kernel function is used as the kernel function of the LS-SVM model. The radial basis kernel function is defined as follows:
When building a LS-SVM model, model parameter selection is a problem worth studying. γ is the parameter that balances regularization and empirical risk. Parameter σ is the width parameter of the radial basis kernel function, and its size directly determines the number of model support vectors.
In some studies [23] on establishing prediction models using LS-SVM, researchers often use cross-validation and grid search to determine the super-parameters. How to determine parameters is a common problem in LS-SVM modeling. Using grid search method to determine parameters, the search scope is limited and the time is long. To determine γ and σ , the logarithmic coordinate grid search method is used. Logarithmic coordinate method can reduce the time complexity of search, and logarithmic coordinate method can search both small numbers and large numbers. If a general two-dimensional search is adopted, the step size will be difficult to set and the time will be very long. Part of the data are used as the training set and part is used as the verification set. The search points of both parameters are set to {10 −8 , 10 −7 , . . . , 1, . . . , 10 7 , 10 8 }.
D. MODEL TRAINING PREDICTION AND EVALUATION CRITERIA
After obtaining the best parameters of the model, the data are divided into a training set and a test set. For the training set, the optimal parameters γ and σ obtained above are used to train the demand prediction model for online car-hailing services; then, an evaluation index is established to test the VOLUME 7, 2019
prediction effect on the test set. Because the demand curves of each region are quite different, a model is established for each region. Then, the model of each region is used to predict the demand curve on the test set of each region. The prediction accuracy of the proposed method and other methods are tested as follows. At present, there are many evaluation criteria [21] , [22] used to evaluate the error between real data and prediction data. In this paper, the following three evaluation criteria are adopted.
(1) Mean absolute error (MAE):
(2) Root mean square error (RMSE):
(3) Mean absolute percentage error (MAPE)
d(t, i) is the real demand value,d(t, i) is the prediction demand value, and
T is the total number of intervals. These three indices are used to evaluate the prediction accuracy of regression models.
III. NUMERICAL EXPERIMENT
In this paper, the performance of the model is verified using network car order data [26] . The network car data are from January 1 to January 21, 2016, for a total data time of three weeks. Each order record contains the order ID, passenger ID, departure area ID, arrival area ID, departure time and driver ID. In the map data, the city map contains several cell-level objects. Each cell-level object can be described by a polygon. The community-level objects are used as the basis for the division of urban traffic communities. If the coordinates of the departure point and the arrival point are within this polygon, the departure point and the arrival point will be marked as the ID of this cell. Based on the order record data, we slice the data by region number and time interval number. In addition, we can obtain the network car demand in each region at each time interval. The network car demand refers to the number of orders in a region at a time interval. We denote the network car demand as d(t, i), where t ∈ [1, T ] is the subscript of the time interval and i ∈ [1, I ] is the subscript of the region. Time interval can be set to a quantitative value, such as 10 minutes. For short-term prediction problems, 5 minutes, 10 minutes and 15 minutes are chosen as the time intervals. Experimental experiences [27] show that the prediction results of these three time intervals are similar. Due to space constraints, only 10 minutes is chosen as the time interval in most of our experiments. The demand matrix we obtain through statistics will be the data basis of the demand prediction for online carhailing services in the following section.
A. DATA ANALYSIS
We use part of the data to show the change law of the network car demand. Figure 2(a) is the change curve of the demand in area 20 on the 21st day. Figure 2(b) shows the demand in area 1 on January 1, 2016, for the entire day. It can be seen from the figure that the one-day network car demand curve is M-shaped. The demand reaches the peak in the early and late peak hours. For noon and evening, the demand reaches valley. Additionally, it can be seen that the demand curve has strong randomness and mutation. Figure 2 (c) is a diagram that shows network car demand in different areas at the same time. As seen from the figure, there are great differences in network car demand by region: some regions have a demand value of more than 200 and others have a demand value of less than 10. Figure 3 shows a comparison of the network car demand curve in the middle of the week (Friday) and on the weekend (Sunday) in area 1. It can be seen from the figure that there are obvious differences in the network car demand curve of at the middle week and on the weekend. Figure 4 shows a graph that compares the network car demand curves of different regions. This paper takes area 1, area 2, area 3 and area 4 as examples to study. As seen from Figure 4 , there are great differences in the change patterns of the demand curves in different regions. Therefore, in this study, a model will be established for each region, rather than establishing one model to cover all regions.
B. EXPERIMENTAL RESULTS
The network car order data are from January 1 to January 21, 2016, for a total of three weeks of data. There are 66 regions in the order data. From the order data, we can extract the network car demand in each time interval in each region. Data from January 1 to January 14 are used for training; data from January 15 to January 21 are used for testing. Because the curves of each region are very different, in order to consider the differences of each region, a model is established for each region separately. The model of each region is used to predict the demand curve of each region in the test set. The logarithmic grid search method finally determines that the model superparameters are γ = 10, σ = 1. For the historical demand length parameter K , K = 5 is used.
In this part, the prediction effectiveness of the method in this paper is tested. The results are shown as the difference between the real value and the predicted value. Figure 5 shows the difference between the predicted value and the actual value of area 1. In order to further test the model performance, the multistep demand prediction experiments is conducted. In the experiment, the feature variable is the same as the one-step prediction. However, we set the prediction step size as 1 to 6, that is, we will predict the demand value in the next 10 to 60 minutes. Taking Area 1 as the research area, the experimental results are as Table 1 . Experimental results show that the proposed method can still achieve relative good results in multi-step prediction. As the prediction step length increases, the prediction accuracy decreases.
Previous research experience on prediction shows that the number of features (historical demand step K) is usually a compromise value. Too large or too small a number of features is not conducive to improving the prediction accuracy. In this method, the historical demand step K is an important parameter, so the selection and sensitivity of this parameter VOLUME 7, 2019 will be discussed. In this paper, take Area 1 as an example, set the K parameter from 1 to 10. MAE, RMSE and MAPE are used as evaluation criteria to evaluate the results under different K values. The results are shown in Table 2 . If the K parameter is too small, it does not use all the useful historical data, resulting in poor results. However, if the K parameter is too large, it contains the historical demand for a long time ago. These variables are not related to the predicted variables. Adding these variables will lead to a decrease in the result. This is why the K parameter is set to K = 5 in this article.
Running time is an important index to evaluate the performance of the method. The running time is mainly divided into training time and testing time. We take area 1 to 10 as an example to test the training time and test time of the algorithm. There are 2016 data points in the training set and 1004 data points in the test set. The method in this paper is implemented by MATLAB. The CPU frequency is 3.5 GHz, the memory is 16GB, and the operating system type is 64 bits. The running time results are shown in Table 3 . It can be seen from the table that the training time and prediction time of the method in this paper are both fast enough. Due to the periodic law of demand curve, it is necessary to study whether the periodic feature can improve the prediction accuracy. The demand for online car-hailing may demonstrate a periodic pattern in certain regions. And we study whether adding this feature can improve the prediction accuracy. We selected several regions with large demand value as experimental regions, and the results are shown in Table 4 . It can be seen from the table that the results of some regions decreased slightly after the introduction of the periodic feature, while some regions increased slightly. That is the reason why the periodic feature is not used in this paper. We will study in depth how to consider the periodic characteristics of demand in future studies.
In order to verify whether adding information from other regions can improve the prediction accuracy, we design a numerical experiment to add other regions. In the training set, we calculate the correlation coefficient between the target region and other regions. Then, the features of the first 5 time step of the area with the largest correlation coefficient are added to the model input. On the selected 12 regions, the method of adding other region features is compared with the results of method of this paper. The results are shown in Table 5 . It can be seen from Table 5 that the results decrease after adding other regional features. Therefore, this article does not consider adding features of other regions. However, how to consider the information of other regions is a problem worthy of in-depth study, and we will study this problem in future work.
C. CONTRAST EXPERIMENT
In this section, we compare LS-SVM with several other models. Lasso linear regression, nearest neighbor regression, decision tree regression and a neural network are used as comparison models [29] , [30] . The parameter calibration of the four comparison models is shown in Appendix. To visually compare the prediction error at each prediction point, the error cumulative distribution is shown. Figures 8 and 9 show cumulative distributions of prediction errors in regions 1 and 51, respectively. Tables 6 and 7 show the MAE, RMSE and MAPE of the prediction results for regions 1 and 51, respectively. From Figure 8 , Figure 9 , Table 6 , and Table 7 , it can be seen that the LS-SVM model in this paper achieves better results than the other models.
To further prove the excellent performance of the algorithm, this paper compares regions other than region 1 and region 51. We select regions in which the average demand value is greater than 50 in the whole dataset for training and prediction. Then, the MAE indexes of this method and the four comparison methods are compared. The results of the comparison are shown in Table 8 . It can be seen from the table that LS-SVM achieved the best prediction results in all areas except the yellow areas.
In order to further study the prediction effect of each model. We choose area 12 as the research object. We show the observation demand curve of test set in area 12. The prediction error of each method is then shown along the time axis. As can be seen from fig. 10 , the error distribution of different models is somewhat different. LS-SVM model do not get good results at several abrupt time points, and got good results at most time points. From the overall MAE index, LS-SVM still achieved the best results in the 12th region.
IV. CONCLUSION
This paper studies short-term demand prediction for online car-hailing services. Network car demand is the number of user orders received by the network car platform in a certain region within a certain time interval. Based on the network car order data, we can obtain the network car demand of each region at each time interval. Finally, we obtain a network car demand matrix, which is the basis of studying demand prediction for online car-hailing services.
Demand prediction for online car-hailing services is a key technology of the network car platform. For example, when scheduling a network car, the network car platform usually needs to allocate capacity to meet the network car demand in various regions. Therefore, demand prediction is the first step of network car scheduling. In addition, we can predict the network car demand and visually show drivers the areas where network car demand is high so that drivers can find passengers quickly. From the above two applications, we can see the importance of accurate demand prediction for online car-hailing services.
When we build a model, we need to determine which input variables to use to predict demand. When predicting the demand in a certain region during a certain time interval, the demand at the past K steps in the region is used as the feature variable. In this paper, the LS-SVM model is first applied to the problem of demand prediction for online car-hailing services, and a demand prediction model for online car-hailing services based on LS-SVM is proposed. In addition, the kernel function and superparameter calibration of the demand prediction model are studied. The radial basis function is used as the kernel function and the logarithmic grid search method is used to determine the superparameters of model training. Part of the data of each region is used to train the model, and another part is used to test the prediction effect of the model.
In the numerical experiment, we test the prediction performance of the model based on the network car order record. Data from January 1 to January 14, 2016, are used as the training set, and data from January 15 to January 21 are used as the test set. The MAE, RMSE and MAPE are used as the evaluation indices of prediction accuracy. For the time interval and prediction length, a time interval of 10 minutes is set. We compared the prediction performance of the model with the prediction performances of lasso linear regression, nearest neighbor regression, decision tree regression, and neural network. Experiments show that the model in this paper has better performance in terms of prediction accuracy than the other models.
Because of the periodic characteristics of the network car demand time series, the introduction of trend modeling will help to improve the predictive ability of the model. In a future study, we will consider using a trend model to improve demand prediction for online car-hailing services. Demand prediction for online car-hailing services is important for network car dispatch. An accurate demand prediction method for online car-hailing services will help build a better network car dispatch system. If the model can accurately predict that there is a large network car demand in a certain area in a certain time interval, network cars can be dispatched to these areas in advance. In a future study, based on demand prediction for online car-hailing services, the construction of a network car scheduling system will be studied.
APPENDIX
See Table. 9. 
ACKNOWLEDGMENTS
The data in the example of this paper are network car order data from DiDi travel company.
