Internet-based applications and their resulting multitier distributed architectures have changed the focus of design for large-scale Internet computing. Internet server applications execute in a horizontally scalable topology across hundreds or thousands of commodity servers in Internet data centers. Increasing scale and power density significantly impacts the data center's thermal properties. Effective thermal management is essential to the robustness of mission-critical applications. Internet service architectures can address multisystem resource management as well as thermal management within data centers.
T
hermal management is an increasingly prominent architectural consideration for high-performance computing. It presents challenges that can apply to chips, servers, racks, and data centers. New classes of applications, such as Internet services and distributed scientific processing, have exacerbated the situation by using horizontal scaling techniques that result in high-density computing environments. [1] [2] [3] Powerful processors dissipate increasing amounts of waste heat for a given package size. Recent research demonstrates that dynamic thermal management (DTM) can respond to thermal conditions by adaptively adjusting a chip's power-consumption profile on the basis of feedback from temperature sensors. 4, 5 Research also shows how to extend DTM to improve processor energy efficiency (see the "Related Work in Dynamic Thermal Management" sidebar, p. 47). 6 These techniques are key elements of thermal design for next-generation server environments, but they address only one aspect of the problem. Several factors are driving the migration of computational power to large arrays (or racks) of servers aggregated in data centers, primarily for Internet-based application services. Power dissipation has grown tremendously in these data centers, and their architecture presents difficult thermal engineering challenges that stem from increasing size and density. 7 Moreover, Internet data centers might use thousands of such racks in the next decade to exploit economies of scale in management, power supply, and security. 1 We address this challenge by applying DTM at the granularity of a complete data center rather than individual servers or chips. Our proposed policies for workload placement promote uniform temperature distribution using active thermal zones. Our detailed computational fluid dynamics (CFD) model of a typical data center can help evaluate the effectiveness of thermal policies through fault-injection simulations and dynamic variations in computational load. To our knowledge, we're the first to deal directly with the interaction of data center thermal architecture and software-resource-management functions.
Background and Overview
Our approach is part of a broader framework for managing a data center as a utility whose server, router or switch, and storage resources are automatically provisioned and sold according to demand, much as electricity is today. In previous research we described an architecture for largescale on-demand Internet computing infrastructure. 8 Rather than physically wiring each resource into a static topology, the programmable data center (PDC) treats computing, storage, and networking components as shared, virtualized resources that can be dynamically partitioned and allocated across hosted applications on the basis of quality-of-service (QoS) requirements. Example applications include Web-based services, computational batch schedulers, and database services for decision support, data mining, or other applications. Because server and storage resources are generic and interchangeable, the resource manager can reconfigure workload placement to respond to changing load and resource conditions. 8 Features such as service migration, 9 security, and performance isolation 10 let us construct automated data centers with dynamic and adaptive resource provisioning that maintain service levels despite changes in perapplication workload intensity and variety.
PDC Thermomechanical Architecture
PDCs are assembled following a regular, horizontally scalable topology built of service cores comprising server storage and networking racks. Each service core has about 1,000 compute nodes and a commensurate-sized storage subsystem connected via a high-speed Ethernet (layer 2) switched fabric. We can aggregate service cores to achieve vast computing and storage capabilities. The PDC architecture supports close to 50,000 rack-mounted servers, petabytes of storage, and tens of terabits per second of ingress and egress traffic.
8 Figure 1 shows a typical small PDC with a standard cooling layout based on under-floor cold air distribution. Our simulations use racks arranged back-to-back and laid out in rows on a raised floor over a shared plenum, an air-filled space in the airdistribution system. Computer room air conditioning (CRAC) units along the walls circulate warm air from the machine room over cooling coils and direct the cooled air into the shared plenum. From here, it enters the machine room through floorvent tiles in alternating aisles between the rows of racks. Equipment in the racks is oriented so that their intakes draw inlet air from cool aisles. Hot aisles -those without vent tiles -provide access to the exhaust air and, typically, the equipment's rear panels.
Thermal-Load Distribution
Fundamentally, the effectiveness of a server's thermal management depends on external environmental controls to maintain inlet air temperature within a safe operating range -below a specified redline temperature. Various factors can cause temperature variations and thermal hot spots in a data center. Nonuniform equipment loads cause some areas to heat more than others, and irregular air flows cause some areas to cool less than others. In high-heat-density data centers ( tribution across different regions in the plenum and machine room, resulting in high temperatures in thermal zones dominated by the failed CRAC. Thermal imbalances interfere with efficient cooling operation, and hot spots could redline servers by exceeding the specified maximum inlet air temperature, thus damaging electronic components and causing them to fail prematurely. We correct thermal imbalances by incorporating thermal-monitoring and workload-placement policies into the PDC resource manager. The resource manager can predict thermal load by monitoring server and storage-component use and determining the real-time temperature distribution from the sensors dispersed throughout the PDC.
Motivation
Data center cooling designs are currently guided by simplistic rules rather than a detailed understanding of the physics of air flow and heat transfer. Data center operators frequently overprovision the data centers to provide a margin for the uncertainty in design and operation, increasing both capital and operating costs. Recent work at Hewlett-Packard has investigated using CFD models for static provisioning of data center cooling systems and compared the results with physical measurements in a data center environment to verify the modeling technique's accuracy. 11 We subsequently conducted similar CFD modeling studies to create guidelines for effective infrastructure design. 7 However, these approaches to static design presuppose that the cooling system has a fixed, known, balanced thermal load and stable behavior. In practice, thermal loading is dynamic and difficult to predict due to component heterogeneity within the data center, workload fluctuations of up to an order of magnitude, 12 cooling unit failures, and the incremental deployment or upgrading of components (sometimes exceeding a data center's initial design parameters). The resulting changes in thermal load motivate dynamic, continuous thermal-load balancing and optimization of cooling resources.
Thermal Modeling Methodology
Our proposed approach to temperature modulation is based on migrating workload between servers to achieve a thermally balanced load distribution across a PDC. To test this, we performed a study on a typical data center model in HP Labs in early 2002. In this study, we used a commercially available tool to create computational fluid dynamics models of a conventional data center (11.7 m ´8.5 m ´3.1 m), with a 0.6 m deep raised-floor plenum (see Figure 1 ). The data center contains standard racks, each with 20 2U-high (1U equals 45 mm) Hewlett-Packard A-Class servers. We arranged four rows of seven racks back to back to create the cold and hot aisles. Four CRAC units, located along each wall, cool the data center. The domain is discretized into 434,000 cells. As a part of the modeling work, grid-sensitivity studies were carried out to verify the integrity of the numerical solution. Hewlett-Packard A-Class servers were modeled based on power dissipation specified in product datasheets. We modeled the CRAC units as heat-extraction devices with a characteristic outlet temperature and a limiting cooling capacity of 90 kilowatts. We modeled the cooling system's energy efficiency on the CRAC units' performance using thermodynamic constraints and refrigerant properties.
Base-case simulation results were obtained from the model with uniformly loaded servers dissipating heat at 75 percent of their rated capacity (252 kW). We maintained the heat load per row at 63 kW during all runs with or without workload redistribution. The discharged air from the CRAC was fixed at 15°C for all units. The simulation's output is a temperature and airflow distribution through time within the PDC. Figure 2 shows the contour plot of temperatures 1.85 m above the floor in a steady state. It illustrates that uniform workload distribution doesn't necessarily yield a uniform temperature distribution. Although the temperature is balanced near the middle of the rows, hot spots of varying magnitude and severity are apparent at the ends.
Regions of moderately high temperature also exist along the hot aisles. The maximum temperature in the data center was 36.5°C.
Thermal-Load Balancing
Temperature variance leads to reduced energy efficiency and can have significant effects, such as redlining. From this viewpoint, thermal-load balancing aims to
• avoid subcooling inlet air for each rack below a specified redline temperature (in our case 25 o C) to improve energy efficiency;
• maintain uniformity in inlet air temperature distribution to improve thermal management and reduce the risk of redlining in localized hot spots; and • dynamically respond to thermal emergencies that result in reduced energy efficiencies and uneven temperature.
We propose two workload-redistribution approaches to achieve these thermal management goals and show how they help improve the cooling infrastructure's robustness and energy efficiency. The row-wise approach focuses on thermal control on a row-to-row basis without affecting the entire PDC. We can implement this approach easily, and it can resolve local thermal imbalances from uneven mixing of hot and cold air, thus enabling safe operation at higher average temperatures for better energy efficiency. A regional approach generalizes DTM to larger regions of the data center and can handle larger imbalances -for example, hot spots resulting from CRAC failure.
Row-Wise Thermal Management
In Figure 2 , the exhaust air temperatures of racks at the end of the row are approximately 10°C higher than the row's center rack, even though the computational load on the servers is uniformly distributed. Recirculation of hot air from the exhaust of the racks is responsible for this imbalance. The complex airflow patterns that cause this imbalance are a function of thermomechanical architecture and are difficult to modify on a case-to-case basis. Row-wise thermal management can resolve these imbalances by redistributing workload locally in a row on the basis of measured temperature to equalize temperature variation in the hot aisles. We can implement this concept among servers in a rack or among rows in a PDC, but here we consider load distribution among racks in a row because it's easier to represent. To obtain uniform exhaust temperatures for a given total load, we propose scaling the compute load on the basis of excess temperature increase in each rack. We define the excess temperature rise of a row's ith rack as the difference between its exhaust temperature (T i ) and the temperature of the cold air entering the room (T ref ). Higher excess temperature rise indicates a lower effectiveness in dissipating heat. Because center racks have the lowest exhaust temperatures, and hence the lowest excess temperature rise, they can dissipate the most power among all the racks in that row. The power that can be safely dissipated from the ith rack in the row after load redistribution (P i ) is inversely proportional to the excess temperature rise. We represent this as
where i = -n to +n for a row with 2n + 1 racks. Power dissipation and, consequently, airflow are equal through all the racks, so we can assume that the proportionality in Equation 1 is identical for all racks in the row. Thus, we can represent P i in terms of P 0 as , where ,
where i = 0 denotes the row's central rack and i represents the thermal multiplier for the ith rack. Summing up the power dissipation in a row, ,
where P row is the total heat dissipation from all the racks in the row. Based on P row , we can calculate individual rack power (P i ) from Equation 3. In the present case, each row had equal power dissipation of 63 kW. The set of P i , thus determined, rep- Balance of Power resents the power profile for the row that's related to the row-wise workload distribution.
To evaluate row-wise redistribution's effectiveness, we conducted CFD policy simulations for the same data center and workload used in the base case. Figure 3 shows the exhaust temperatures before and after row-wise thermal-load balancing in this scenario. Hot aisle temperature variation dropped markedly from 10°C to 2°C. The absolute temperature values also dropped several degrees. In this experiment, we reduced maximum temperature by 3°C to 33.5°C without increasing refrigeration or airhandling capacity. We also significantly reduced air temperature in other hot aisle regions of the data center. By selectively implementing the workload redistribution among the worst-affected outer rows, we reduced the maximum temperature to 32.4°C without affecting cooling demand on the CRAC unit.
Thermal-load balancing can promote energy efficiency by letting us safely operate CRAC units at a higher discharge temperature for a given computing load. Increasing this temperature improves the refrigeration system's energy efficiency. Although this raises the average air temperature within the PDC, the thermally optimized PDC ensures a more uniform rack inlet temperature distribution that's safely below redline. Our test results indicate that we can save 25 percent in energy if we match the CRAC discharge temperatures to the optimized temperature distribution, which requires workload redistribution and careful manipulation of the cooling infrastructure.
In this example, additional simulations indicate that increasing the CRAC discharge temperature by 3°C without increasing the maximum temperature in the base case above 36.5°C yields a cooling energy savings of 6.6 kW (9.6 percent).
Regional Thermal Management
The regional thermal-management approach depends on a workload redistribution mechanism's ability to move large compute loads around the PDC. This might be necessary in the event of infrastructural problems (such as cooling failures, power delivery failures, and so on) or a major increase in computational load. Regions can span sections of rows with a shared chilled-air supply. This technique generalizes the workloadredistribution policy in the row-wise approach.
To evaluate regional rebalancing's effectiveness in responding to thermal emergencies, we conducted fault-injection experiments for a CRAC unit failure using the CFD model. As before, all the servers worked with a uniform load distribution at 75 percent capacity, dissipating 450 W each when CRAC unit B stopped functioning. Figure 4 shows the temperature contour plot 1.2 m above the floor shortly after the failure. As expected, the temperature around the unit rose, increasing the maximum temperature to 49.4°C, with rack inlet temperatures above redline. Transient simulations indicated that the data center would reach this condition within 90 seconds of CRAC unit B's failure. The first three racks in each row closest to the unit were among the worst affected, with severe hot spots covering a significant area of the PDC. Figure 4 shows the identified regions for workload redistribution and the magnitude of the workload assigned for rebalancing.
As a result of this rebalancing, the PDC was free of high-temperature zones and steep temperature gradients, barring a few minor hot spots, and the maximum room temperature dropped by 8°C. Additionally, shifting computational load away from the failed CRAC unit significantly reduced the temperature variation in the hot aisles.
To evaluate the energy savings generated by workload distribution as opposed to cooling redistribution, we must obtain identical maximum temperatures by modifying only the airflow and temperature rather than the workload to avoid a thermal disaster. We increase the airflows in the operating CRAC units from 4.72 m 3 /second to 7.1 m 3 /second. The discharge air temperatures for CRAC units A and D is reduced from 15°C to 10°C.
Comparing these PDC case results shows that workload distribution saves 11 kW (14.4 percent) of energy. The analysis demonstrates that workload distribution is an energy-efficient method for thermal management and disaster recovery of PDCs.
Implications for the Data Center Operating System
The data center operating system (OS) that manages resources deployed and applications running in the data center must provide the resource manager to implement DTM policies. Although we used CFD models to simulate the thermo-fluid airflow behavior, our results show that you can derive and implement simple heuristics in the data center OS to minimize the cost of computing workloadplacement decisions. On the basis of our results, we propose using the measured server-exhaust temperature, based on a uniform workload, to calculate new load distributions. We can implement row-wise thermal management using the following workload-placement algorithm:
• Initiate a uniform workload placement.
• Measure the exhaust temperature (T i ) for all racks.
• Use the exhaust temperature (T i ) to calculate the thermal multiplier ( i ) for all racks (Equation 2).
• Create the power profile (P i ) using Equation 3.
• Place the workload according to the power profile, yielding the optimum workload placement.
• Place new workloads entering the data center on racks with higher thermal multipliers prior to racks with lower thermal multipliers, until In contrast, we propose modulating temperature by migrating workload among servers to thermally balance the load distribution across a programmable data center.Controltheoretic techniques can improve the precision and reduce the need for built-in margins of error in feedback-controlled DTM. 3 We expect that similar techniques would apply to our approach as well.
Our approach complements the existing work 4 on server performance by addressing the efficiency of the cooling systems rather than of the servers. A growing body of research uses softwaredriven, DTM-related approaches to address other aspects of the data center automation problem.
A majority of these systems are designed to facilitate efficient multiplexing of shared server and storage resources in server utilities.WebQoS first introduced serverbased mechanisms that automated server QoS scheduling and admission control based on policies. 5 Oceano proposes policy-driven management of a shared computing utility. 6 Muse supports adaptive provisioning of Internet server resources to respond to dynamic load, using reconfiguarable redirecting switches to ensure a target level of service quality for the current load. 4 all the racks are fully used.
• Take the reverse course of action when workload is completed.
We can accomplish regional thermal management by placing workload into predefined regions outside the influence of failed CRAC units. The data center OS must be able to obtain in situ temperature measurements in the data center, either through server self-measurement or external measurement. Implementing the resource manager for dynamic thermal management assumes that we can achieve workload placement at an arbitrary granularity in data centers operating below saturation. In practice, QoS constraints, storage placement, and workload-rebalancing granularity might constrain thermal-rebalancing policies.
A lthough we based our thermal management proposition on a specific data center infrastructure definition (see Figure 1) , we're currently trying to develop geometry-independent correlations that can be implemented in the data center OS. Moreover, further research using a combination of distributed measurements and flexible air conditioning resources is in progress. 7 Hewlett-Packard Labs is conducting further studies to formulate scalable, dimensionless parameters to characterize these variations in geometry and infrastructures vis-à-vis their implications for temperature-distribution patterns 8 for static design and dynamic operation. 13 Given the increase in power density in data centers and the need for always-on infrastructures, techniques such as DTM OS are necessary for efficiently managing future large-scale programmable data centers.
By selectively implementing the workload redistribution, we reduced the maximum temperature without affecting cooling demand.
