An (n, d)-matching game is a game in which the player wins when the d balls he draws from a bag of balls with n different colors are of the same color. The game is fair when the chances of winning or losing are equal. In this paper we find all fair (2, d)-matching games for d = 3, 4, and 5 by completely solving the corresponding diophantine equations. In the case d = 3 this boils down to solving a quadratic equation, and in the other two cases we reduce the problem to finding all integer points on a curve of genus 1.
Introduction
Consider a game in which the player draws d balls from a bag of balls with n different colors. The player wins if the balls drawn are of the same color, otherwise he loses. We call this an (n, d)-matching game or briefly an (n, d)-game. A game is fair if the winning and losing chances for the player are equal. Let a i be the number of i-th color balls in the bag. It is easy to see that (a 1 , ..., a n ) represents a fair (n, d)-game if it satisfies the following equation:
(1.1)
Conversely, a solution (a 1 , ..., a n ) of the equation above is a fair game if the a i 's are non-negative and their sum is at least d. The quadratic case, i.e. d = 2, of equation (1.1) has been solved in [HP11] . We believe that equation (1.1) is hard to solve in full generality. In this paper we will only deal with the "curve" case, i.e. n = 2. But even with this restriction, we only can handle cases of degree at most 5. We use x, y instead of x 1 , x 2 for the two variables and equation (1.1) becomes (1.2)
We shall completely solve the three cases d ∈ {3, 4, 5}, and although for a solution (x, y) of (1.2) to represent a fair (2, d)-game we require both x and y to be non-negative and x + y ≥ d, it takes little extra effort to consider all integral values of x and y satisfying the diophantine equation (1.2). Therefore we need the binomial to be defined by (1, 11) and (2, 19) are the representatives. We suspect that there are no others, but we are unable to prove this. Our methods do not work for the cases d ≥ 6.
The degree 3 case
In this section we completely solve equation (1.2) for d = 3, in particular, we will find all fair (2, 3)-games. Clearing denominators in (1.2) yields (2.1)
where s = x + y. Observe that x(x − 1)(x − 2) ≡ −y(y − 1)(y − 2) modulo s−2. In other words, x+y−2 is a factor of both sides of equation (2.1). Note here that this is not only true in this special case, but something similar happens for all odd values of d. In fact, for d odd, the line x + y = d − 1 is a component of the variety defined by equation (1.2). Canceling x + y − 2 on both sides of (2.1) and rearranging terms yields (2.2)
First note that xy ≥ 0 for all solutions (x, y) ∈ Z 2 of equation (2.2). To be more precise, either x ≥ 0 and y ≥ 0, or x < 0 and y < 0. First consider the non-negative case. Suppose b ≥ 0 is a coordinate of a fair (2, 3)-game. Substituting y by b in equation (2.2) yields (2.3)
Since b is a coordinate of a fair game, equation (2.3) must have another integer solution. In fact, it has two distinct integer solutions since 4b + 1 is an odd integer. Let us call the solutions a and c. Since ac = b 2 − b ≥ 0, a and c have the same sign and since a + c = 4b + 1 > 0, both a and c are nonnegative and cannot both be zero. (1, 2), (1, 7), (2, 0), (2, 1), (3, 0), (7, 1) and no others.
As a consequence, there is only one fair (2,4)-game, namely the one represented by (1, 7) .
A quick search with the computer algebra package Maple14 reveals no other solutions (x, y) with −1000 ≤ x, y ≤ 1000. Other software packages we shall repeatedly use are SAGE 4.5.3 and PARI/gp 2.3.5. With the help of the Maple package algcurves we find that equation (1.2) with d = 4 represents a non-singular rational curve of genus 3. Therefore, by Faltings' theorem (see [Fa83] ), there can only be finitely many rational solutions and thus also at most finitely many integral ones. What we need to do is find an upper bound for the size of these solutions. Unfortunately, no general method is known for computing such an upper bound. We can however associate a rational curve E of genus 1 with (1.2), and for such curves a method does exists that may succeed in computing all rational integer solutions, namely Ellog (see [ST94] , [ST03] ). See for general information also [Sm98, Chapter XIII] . Every integral solution of (1.2) with d = 4 maps to an integral solution of the associated curve E of genus 1 by
Clearly, this means that the rational integral solutions of (1.2) can be recovered from those of the elliptic equation. We shall closely follow [ST03] and [Tz96] in presenting and combining the necessary calculations.
Putting s = x + y and p = xy into (1.2) with d = 4 yields
Another quick search shows that equation (3.1) has the 14 rational integral solutions (s, p) = (−10, 15), (−10, 286), (0, 0), (0, 11), (1, 0), (1, 4), (2, 0), (2, 1), (3, 0), (3, 2), (4, 1), (4, 6), (8, 7), (8, 60) and no others in the range −1000 ≤ s, p ≤ 1000. It is easily established that our work is done if it can be shown that (3.1) has no other rational integer solutions. Hence we may assume that |s| > 1000 for a solution (s, p) ∈ Z 2 of (3.1). In order to get an idea in which parts of the (s, p)-plane large solutions of (3.1) may be expected, we look at its graph. The visible integer solutions are shown in figure 1. It appears that there are four infinite branches. We can check this by considering Puiseux series. We find, again with the assistance of algcurves, that
Here α is one of the roots of 4t 2 − 8t + 1 = 0, that is α = 1 ± 1 2 √ 3. The curve represented by equation (3.1) is a non-singular curve E of genus 1 over Q with a distinguished point and hence an elliptic curve. Its short Weierstraß model is and this also happens to be a minimal equation for E. This is a well known curve, it has Cremona label 4572b1. The birational transformation equations are
All this can be quickly computed with the Maple package algcurves. Now as s tends to ±∞, we know from (3.2) how any point (s, p) moves along its branch of the curve (3.1) and from (3.4) and (3.5) we have similar information about the point (u, v) on the Weierstraß model (3.3). Hence for each one of the parameterizations given by the Puiseux series (3.2) (3.6)
is a point on (3.3). This gives two points, one on each of the two components of this curve (see figure 2). Therefore we have to consider two separate cases. We turn to SAGE to find information on the structure of the curve (3.3). As it turns out this is an elliptic curve E over Q with trivial torsion and of rank 2. A basis for the Mordell-Weil group is {(−4, 6), (−3, 7)}; this is a certified basis, computed by John Cremona's mwrank which is incorporated in SAGE. Also with SAGE we calculated several height values that we shall need shortly; they are given in table 1 below.
The functions h andĥ are the naive logarithmic height and the canonical height functions respectively. Let us have a further look at equation (3.3). The cubic polynomial q(u) := u 3 − 24u + 4 has three distinct real roots, e 1 , e 2 , e 3 , say with e 1 > e 2 > e 3 . Let Q i = (e i , 0) (i = 1, 2, 3) be the corresponding points on the curve. These points are torsion points of order 2 of the curve E defined over a cubic number field generated by a zero of q. The group E(R) has two components (see figure 2b ), E 0 (R) containing the identity element and the bounded component E 1 (R). If R ∈ E(R) does not belong to E 0 (R) then R := R+Q 2 ∈ E 0 (R). The group isomorphism (see [ST94] and [Za87] )
can be extended to a two-to-one epimorphismφ bỹ
for any point Q ∈ E(R), depending on whether Q ∈ E 0 (R) or not. By the way, the basis elements of the Mordell-Weil group given above do not belong to E 0 (R). Now, if ω is the fundamental real period then
is the elliptic logarithm of Q or of Q whichever makes sense. Any point Q ∈ E(Q) can be written as Q = m 1 P 1 +m 2 P 2 where {P 1 , P 2 } is the Mordell-Weil basis given above. As P i ∈ E 0 (R), we add Q 2 to each of them, so that Q = m 1 P 1 + m 2 P 2 + T where T is the identity or a torsion point of order 2. We do the same for Q 0 in case this point happens to lie on the compact component of E. As 2φ(T ) ≡ 0(mod 1) we havẽ
where m 0 is a rational integer with |m 0 | ≤ 2 max(|m 1 |, |m 2 |) + ε)ω + m 1 ωφ(P 1 ) + m 2 ωφ(P 2 ). Now suppose Q = (s, p) is an integral point of (3.1), s > res p (F, ∂F ∂p ) = 3.2368, and (u, v) is the birationally corresponding point on (3.3). Further, let us denote the right-hand side of (3.8) by L(Q). The elliptic integral of (3.8) is connected to one of the elliptic integrals corresponding with the model (3.1) by means of the birational transformations (3.4) and (3.5) in the obvious way, that is (3.9)
depending on the point Q, where
Specializing p as a Puiseux series (see (3.2)) and hence via (3.4) and (3.5) u and v as well, we find the following Puiseux expansion for G in terms of powers of s. G = ( Combining (3.10) with (3.11) leads to calculated c 4 = 0.995 · 10 118 , c 5 = 2.80, c 6 = 15.1. Observe that the points Q 0 and P 1 , P 2 are defined over a number field of degree 6. As the right-hand side of (3.13) is larger than the right-hand side of (3.12) for large M this gives an upper bound for M . Our calculations give the initial upper bound 0.622 · 10 64 for M .
The final step is to reduce this large upper bound to a manageable size. We use the LLL algorithm as implemented by de Weger; we closely follow the detailed description in [Tz96, section 5]. General information on the LLL method can be found in [Sm98, Chapter V.4]. The calculations were done by PARI/gp. Observe that here we are in the inhomogeneous case because of the first term in L(Q) (see (3.8)). This makes the reduction process slightly more complicated. The first reduction gives an upper bound of 49, the second gives 14 and the third reduction gives an upper bound of 13 for M ; no further reduction of the bound was obtained. Considering the range [−13, 13] for m 1 , m 2 with Q = m 1 P 1 + m 2 P 2 we get precisely the expected values. The results are contained in table 2. Observe that (s, p) = (0, 0) is missing from the table; this point comes from the group identity (the point at infinity) of the Weierstraß model (3.3).
The degree 5 case
This case is very similar to the degree 4 case. Also the shapes of the curves look very much the same. Therefore we can shorten this section considerably, and refer to the corresponding description in the previous section. We shall prove the following together with all integer pairs on the line x + y − 4 = 0, and no others.
As a consequence, there is only one fair (2,5)-game, namely the one represented by (1, 9). Now equation(1.2) is reducible, and we first factor out the linear factor x + y − 4. The remaining irreducible factor again gives a curve of genus 3. Putting s = x + y and p = xy in the equation for this curve yields (compare with (3.1)) (4.1) F = 0, with F = s(s − 1)(s − 2)(s − 3) + 10p(−s 2 + 4s + p − 5).
This time we find the 12 integer solutions (s, p) = (−10, 13), (−10, 132), (0, 0), (0, 5), (1, 0), (1, 2), (2, 0), (2, 1), (3, 0), (3, 2), (10, 9), (10, 56) in the range −1000 ≤ s, p ≤ 1000 and no others, and so we may assume |s| > 1000 for a solution (s, p) ∈ Z 2 of (4.1). The curve F = 0 is a curve of genus 1 so that we may apply the elliptic logarithm method Ellog in this case too. The real graph of F = 0 reveals four infinite branches and the corresponding Puiseux series begin as follows: 
where α is a root of 10t 2 − 10t + 1 = 0, so that α = three distinct real roots, e 1 , e 2 , e 3 , say with e 1 > e 2 > e 3 . As before, the Q i = (e i , 0), i = 1, 2, 3, are the corresponding points on the curve; Q i is a torsion point of E of order 2 over the cubic number field Q(e i ). In order to work out the upper bound for the linear form in elliptic logarithms we follow exactly the same argument that was used in the previous section, starting with the definition of the group isomorphism (3.7). The only difference is the rank of E, which results in an extra term in this linear form. All three group generators correspond with points in the compact part E 0 (R). We now find
where
for |s| > 1000 and both values of α, and we therefore can take c 1 = 0. (4.9) |L(Q)| > exp(−c 4 (log(3M + 1) + c 5 )(log log(3M + 1) + c 6 ) 6 ).
We calculated c 4 = 0.443 · 10 166 , c 5 = 2.8, c 6 = 20.6. The points Q 0 and P 1 , P 2 , P 3 are defined over a number field of degree 6. As the right-hand side of (4.9) is larger than that of (4.8) for large M this gives an upper bound for M . Our calculations give the initial upper bound 0.301 · 10 89 for M . The first LLL reduction step brings this large bound down to 37, the next one gives 10 and finally the reduction stops at 9. Considering all rational points 
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