Abstract: Corona discharge could be a serious hazard to the outdoor insulation of a high-voltage (HV) system and also is an important detection issue for insulation status diagnosis. In this study, a double-helix-ultrasonic-array (DHUA) sensor was developed for corona positioning, which showed a good sensitivity to the ultrasonic signal originating from corona discharge and a satisfied directional response in static beam patterns. Based on the matting-based image fusion method, the acoustic intensity matrix was fused to a visual scene in real-time. This ultrasonic visualization technology was then evaluated with a simulation test and performed in a real air insulated substation (AIS), and showed a satisfied performance in terms of sensitivity and spatial location resolution.
Introduction
Corona discharge, which occurs when the local electric field is high enough, is not only a significant cause of power loss in power transmission, but also a serious hazard to the outdoor insulation of a high-voltage (HV) power system. To prevent the insulation system of electrical equipment from corona discharge activity, the source of a corona discharge should be positioned in a timely and convenient way.
Some sensing technologies have been developed in recent years for partial discharge (PD) detection, such as ultra-high-frequency (UHF) electromagnetic (EM) wave detection, acoustic emission (AE) detection and ultra-violet (UV) imaging detection. The UHF method has been proven to be an effective tool in detecting PD occurring inside power equipment, especially in gas-insulated substations (GIS) [1, 2] and power transformers [3, 4] . However, UHF detection is strongly influenced by the EM noise distributed in the very high frequency (VHF) range (30-300 MHz), which is overlapped by the EM waves of corona in air [5, 6] . UV imaging detection has been proven to be effective in positioning external corona [7] , but it must be implemented in the sun blind region of the UV spectrum (200-280 nm), which increases the difficulty of optical coupling and its cost. In addition, UV cannot detect the discharge when there is confusion between the UV detection device and the discharge source. With the development of the piezoelectric sensing technique, acoustic sensors can be produced with high sensitivities, good anti-interference abilities as well as micro-scale packaging; these sensors have great potential in many applications, including PD detection [8] [9] [10] [11] . The acoustic waves excited by corona discharge have frequencies of up to 300 kHz with strong directivities, and they can result in different responses from the sensors placed in various positions in a plane. The Azimuth angle and elevation angle of the PD position can be obtained by calculating the time-delay of signals from each sensor [12] . Based on this principle, the direction of the corona discharge source can be determined using a two-dimensional ultrasonic sensor array. The above concept drew on phased array technology used in the radar antenna field and has been gradually applied in PD detection since Luo and Li first used a 16 × 16 planar rectangle array sensor in the PD location [13] [14] [15] [16] . So far, ultrasonic array sensors have been developed with different arrangements for the PD location, including an equality line [17] , circular ring [18] , and cross-shaped ultrasonic array [19] [20] [21] , but most of them have been designed for coupling the acoustic signals caused by PD inside the equipment. To determine the external corona location in a more intuitive and efficient way, an idea of corona visualization is proposed, based on ultrasonic detection and image fusion technology, which essentially emphasizes not only the sensitivity and response of the ultrasonic sensor unit, but also the spatial resolution of the two-dimensional array arrangement.
In this study, a new ultrasonic sensor array was designed for signal frequencies of 20-80 kHz, with 31 micro-ultrasonic sensor units, aligned in a double-helix arrangement, to obtain a good acoustic performance of the half-power point bandwidth at 24.7 • , with high-sensitivity and high-spatial resolution. In addition, image fusion technology was developed, to make the ultrasonic signal originating from corona source visible in a dynamic real-scene. In this paper, the principle and the algorithm of the positioning and imaging, based on an acoustic sensor array, are described in Section 2. Then, the arrangement of the sensor array is analyzed in Section 3. To evaluate the practical applications of our ultrasonic visualization technology, a simulation test for corona detection was carried out (Section 4). Then, a practical test was performed in a substation (Section 5). Finally, the conclusions drawn from the investigation are stated at the end in Section 6.
Acoustic Detection and Imaging Fusion Method

Acoustic Detection Method
The frequency band of the corona discharge ultrasonic signal received by the sensors ranged from 20 kHz to 80 kHz, which can be expressed by the sum of signal source and noise, as follows:
where x l (t) is the signal collected by the sensor; s i (t) is the signal emitted by the discharge source; N is the total number of discharge sources; i is the serial number of discharge sources; l is the serial number of the sensor; M is the total number of sensors; τ l is the time delay for number; l is the sensor and n l (t) is the noise signal. The acquisition time for a signal can be separated into K parts, and each part has j samples. The time of each part needs to be long enough to ensure that the signal and noise have no correlation after discrete Fourier transform (DFT). Then, DFT is performed to j samples of the collected signal. So, the model of the k-th part of the broadband signal can be expressed in the frequency domain. The received signal, discharge source signal, and noise correspond to the frequency (f j ), where j = 1, 2, . . . , J. Thus, the bandwidth (20-80 kHz) of the broadband signal is divided into J elements, as shown in Equation (2) .
where X(f ) represents the DFT for x l (t); S(f ) represents the DFT for s i (t); N(f ) represents the DFT for n l (t); A(f ) is the direction matrix and f 0 is the focus frequency. After that, X(f j ) should be focused into one frequency (f 0 ), to obtain narrow-band signals for the positioning algorithm [22] . Using a two-sided correlation transformation (TCT) focusing method, the transform matrix T β is created. The broadband signal can be focused into one central frequency (f 0 ) as shown in Equation (3):
where T β is the transform matrix. After the above processing, the covariance matrix, R = E[XX H ], can be built. In this study, the multiple signal classification (MUSIC) was used as a spatial spectrum estimation algorithm to get the direction of arrival (DOA) because it is a fast and mature method in discharge two-dimension positioning, and it is mainly influenced by the relationship between the time of arrival (TOA) of each sensor [23, 24] . The direction of arrival (DOA) of the signal can be obtained by the MUSIC algorithm. For the MUSIC algorithm, the covariance matrix, R, should be disposed, following the Eigen-decomposition:
where U S and U N are the signal subspaces for discharge source and noise. According to the theory, the steering vector a(θ,ϕ) is orthogonal with noise subspace U N H , i.e.,
where θ is the Azimuth angle and ϕ is the elevation angle. The definitions of the Azimuth angle and the elevation angle are shown in Figure 1 .
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where Tβ is the transform matrix. After the above processing, the covariance matrix, R = E[XX H ], can be built. In this study, the multiple signal classification (MUSIC) was used as a spatial spectrum estimation algorithm to get the direction of arrival (DOA) because it is a fast and mature method in discharge two-dimension positioning, and it is mainly influenced by the relationship between the time of arrival (TOA) of each sensor [23, 24] . The direction of arrival (DOA) of the signal can be obtained by the MUSIC algorithm. For the MUSIC algorithm, the covariance matrix, R, should be disposed, following the Eigendecomposition:
where US and UN are the signal subspaces for discharge source and noise. According to the theory, the steering vector a(θ,φ) is orthogonal with noise subspace UN H , i.e.,
where θ is the Azimuth angle and φ is the elevation angle. The definitions of the Azimuth angle and the elevation angle are shown in Figure 1 . Supposing the sensor array is at the original point of the coordinate in the plane, XOY, the Azimuth angle θ and elevation angle φ are shown in Figure 1 , showing the two-dimension position of discharge. The spatial spectrum PMUSIC estimation algorithm can be obtained, as follows:
Finally, the DOA of the signal can be determined from the spatial spectrum. Figure 2 shows the main flowchart of the above signal processing. Supposing the sensor array is at the original point of the coordinate in the plane, XOY, the Azimuth angle θ and elevation angle ϕ are shown in Figure 1 , showing the two-dimension position of discharge. The spatial spectrum P MUSIC estimation algorithm can be obtained, as follows:
Finally, the DOA of the signal can be determined from the spatial spectrum. Figure 2 shows the main flowchart of the above signal processing. 
Image Fusion Method
In this work, we applied image fusion technology to ultrasonic corona discharge detection and location with array sensors. Using this approach, the corona positioning signal can be observed intuitively on the video. As for image fusion, it is necessary to get the pixel and phase of the discharge from a video, timely, and generate the same size ultrasonic signal frame F(z) from the signal, where z is the pair of x and y fitting in the image. In this paper, the video camera had a limited elevation angle (φ), from 0° to 40°, and Azimuth angle (θ), from 0° to 360°. Thus, the ultrasonic signal frame F(z), which shows the discharge position on the video, and is combined with the video phase-tophase, can be generated from the spatial spectrum, PMUSIC, by φ and θ, as shown in Figure 3 . The essential aim of image fusion is rapidly extracting foreground objects from a given image and compositing them to a new background seamlessly. Matting-based image compositing, which has the advantage in real-time, is utilized in our timely image fusion [25] . Supposing the foreground is F(z), the background is B(z), and the opaqueness for foreground is α(z), the matting-based image fusion method based on α(z) can be realized by the linear compositions of F(z) and B(z) as follows: 
In this work, we applied image fusion technology to ultrasonic corona discharge detection and location with array sensors. Using this approach, the corona positioning signal can be observed intuitively on the video. As for image fusion, it is necessary to get the pixel and phase of the discharge from a video, timely, and generate the same size ultrasonic signal frame F(z) from the signal, where z is the pair of x and y fitting in the image. In this paper, the video camera had a limited elevation angle (ϕ), from 0 • to 40 • , and Azimuth angle (θ), from 0 • to 360 • . Thus, the ultrasonic signal frame F(z), which shows the discharge position on the video, and is combined with the video phase-to-phase, can be generated from the spatial spectrum, P MUSIC , by ϕ and θ, as shown in Figure 3 . 
In this work, we applied image fusion technology to ultrasonic corona discharge detection and location with array sensors. Using this approach, the corona positioning signal can be observed intuitively on the video. As for image fusion, it is necessary to get the pixel and phase of the discharge from a video, timely, and generate the same size ultrasonic signal frame F(z) from the signal, where z is the pair of x and y fitting in the image. In this paper, the video camera had a limited elevation angle (φ), from 0° to 40°, and Azimuth angle (θ), from 0° to 360°. Thus, the ultrasonic signal frame F(z), which shows the discharge position on the video, and is combined with the video phase-tophase, can be generated from the spatial spectrum, PMUSIC, by φ and θ, as shown in Figure 3 . The essential aim of image fusion is rapidly extracting foreground objects from a given image and compositing them to a new background seamlessly. Matting-based image compositing, which has the advantage in real-time, is utilized in our timely image fusion [25] . Supposing the foreground is F(z), the background is B(z), and the opaqueness for foreground is α(z), the matting-based image fusion method based on α(z) can be realized by the linear compositions of F(z) and B(z) as follows: The essential aim of image fusion is rapidly extracting foreground objects from a given image and compositing them to a new background seamlessly. Matting-based image compositing, which has the advantage in real-time, is utilized in our timely image fusion [25] . Supposing the foreground is F(z), the background is B(z), and the opaqueness for foreground is α(z), the matting-based image fusion method based on α(z) can be realized by the linear compositions of F(z) and B(z) as follows:
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where I(z) is the fusion image after linear composition. In this study, the foreground is the signal image and the background is the video image. For image fusion, the signal value is added to the red color of the video by opaqueness (z) and the blue and green colors are multiplied by (z). Equations for image fusion are shown below:
where F(z) is the foreground image that equals the signal strength. The fusion results are shown in Figure 4 . where I(z) is the fusion image after linear composition. In this study, the foreground is the signal image and the background is the video image. For image fusion, the signal value is added to the red color of the video by opaqueness (z) and the blue and green colors are multiplied by (z). Equations for image fusion are shown below:
where F(z) is the foreground image that equals the signal strength. The fusion results are shown in Figure 4 . After image fusion, the fusion image is continuously shown on the computer monitor frame by frame, which realizes the real-time video detection on corona discharge.
Ultrasonic Sensor Array Design
Until now, the configuration of ultrasonic arrays could be divided into several types, including line, rectangle, and circle [26] [27] [28] . Beam pattern analysis can provide the relationship between the sum absolute value of the output of the sensor array G(θ,φ) (dB) and the direction, including the Azimuth angle and the elevation angle of the input signal. The absolute value of the output changes with the different signal direction, and it generates a pattern of the Azimuth angle (θ), the elevation angle (φ) and the absolute value of the output, which is called the beam pattern.
In order to acquire a good acoustic performance of the sensor in determining the position of the corona discharge source, the alignment or match between the source and the sensor beam pattern should be considered. The beam pattern can be calculated by using Equation (11) .
where Y(θ,φ) (dB) is the sum of the output value of each sensor and is calculated by Equation (12): After image fusion, the fusion image is continuously shown on the computer monitor frame by frame, which realizes the real-time video detection on corona discharge.
Until now, the configuration of ultrasonic arrays could be divided into several types, including line, rectangle, and circle [26] [27] [28] . Beam pattern analysis can provide the relationship between the sum absolute value of the output of the sensor array G(θ,ϕ) (dB) and the direction, including the Azimuth angle and the elevation angle of the input signal. The absolute value of the output changes with the different signal direction, and it generates a pattern of the Azimuth angle (θ), the elevation angle (ϕ) and the absolute value of the output, which is called the beam pattern.
where Y(θ,ϕ) (dB) is the sum of the output value of each sensor and is calculated by Equation (12):
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1 − m stands for the m sensors. In this study, a double-helix-arrangement was designed and is shown in Figure 5 , m = 31; the reference point is at the center of the sensor array.
As shown in Figure 5 Figure 6 .
As shown in Figure 6 , the beam patterns of a specific array strongly depend on its arrangement. The directivity of the sensor array can be improved by increasing the number of sensors, which is indicated by the variation in its beam patterns. Especially for the circle array, the directivity can be effectively improved by increasing the number of sensors as well as the ring of the circle, as shown in Figure 6c -e. By comparing Figure 6e ,g, the directivity of the sensor array can be also improved while the concentric circles are made staggered with a certain rotating angle. As shown in Figure 5 , 31 sensors were arranged in a double-helix-pattern. In order to analyze and compare the acoustic performance of sensor arrays, static beam patterns (ω l = 1) of several kinds of ultrasonic arrays were plotted and are shown in Figure 6 .
As shown in Figure 5 , 31 sensors were arranged in a double-helix-pattern. In order to analyze and compare the acoustic performance of sensor arrays, static beam patterns (ωl = 1) of several kinds of ultrasonic arrays were plotted and are shown in Figure 6 .
As shown in Figure 6 , the beam patterns of a specific array strongly depend on its arrangement. The directivity of the sensor array can be improved by increasing the number of sensors, which is indicated by the variation in its beam patterns. Especially for the circle array, the directivity can be effectively improved by increasing the number of sensors as well as the ring of the circle, as shown in Figure 6c -e. By comparing Figure 6e ,g, the directivity of the sensor array can be also improved while the concentric circles are made staggered with a certain rotating angle. The sectional drawing of beam patterns for each array are the sectional drawings of beam patterns at the most significant angle. As for the circle array, like in Figure 6c ,e,g, the angle is usually at an Azimuth angle of 90°, and for rectangle arrays, like Figure 6a , the angle is usually at an elevation angle of 180°. The sectional drawing of beam patterns for each array are shown in Figures 6b, d , f and h and the beam widths at zero point (BW0) and half-power point (BW0.5) are shown in Table 1 . The main lobe of the beam pattern sectional drawing for the DHUA is the smallest among all the arrays investigated, and the side-lobe holds a smaller proportion, compared to the circle and concentric circles arrays, which means the double-helix-array has a better acoustic performance, compared to the conventional arrays. Finally, the picture of the sensor array's printed circuit board (PCB) was made according the above design and is shown in Figure 7 . As shown in Figure 6 , the beam patterns of a specific array strongly depend on its arrangement. The directivity of the sensor array can be improved by increasing the number of sensors, which is indicated by the variation in its beam patterns. Especially for the circle array, the directivity can be effectively improved by increasing the number of sensors as well as the ring of the circle, as shown in Figure 6c -e. By comparing Figure 6e ,g, the directivity of the sensor array can be also improved while the concentric circles are made staggered with a certain rotating angle.
The sectional drawing of beam patterns for each array are the sectional drawings of beam patterns at the most significant angle. As for the circle array, like in Figure 6c ,e,g, the angle is usually at an Azimuth angle of 90 • , and for rectangle arrays, like Figure 6a , the angle is usually at an elevation angle of 180 • . The sectional drawing of beam patterns for each array are shown in Figure 6b ,d,f and h and the beam widths at zero point (BW 0 ) and half-power point (BW 0.5 ) are shown in Table 1 . The main lobe of the beam pattern sectional drawing for the DHUA is the smallest among all the arrays investigated, and the side-lobe holds a smaller proportion, compared to the circle and concentric circles arrays, which means the double-helix-array has a better acoustic performance, compared to the conventional arrays. Finally, the picture of the sensor array's printed circuit board (PCB) was made according the above design and is shown in Figure 7 . As shown in Figure 7 , a camera lens was placed on the PCB of the sensor array, and 31 SPU0410LR5H-QB piezoelectric sensors (Co. Knowles Acoustics Model, response frequency is from 10 kHz to 70 kHz and center frequency is 20 kHz) were aligned in a double-helix-arrangement.
Experimental Evaluation of the DHUA Sensor
The pulse current from the corona PD measurement was used to evaluate the effectiveness of the visualized acoustic detection, in terms of sensitivity and accuracy. The discharge source was a needle-plate defect, and the discharge pulse was collected by a Rogowski coil [29] and shown by an oscilloscope.
Measurement System
In this study, the properties of the DHUA sensor were evaluated by carrying out the pulse current PD detection, according to IEC 60270 [30] . The diagram of the experimental setup is shown in Figure 6 .
The PD source was a needle-plate electrode, as shown in Figure 8 . The distance between the needle and plate was 30 mm; the curvature radius of the needle point was 0.5 mm. The ultrasonic signal was collected by DHUA and then gathered by a 31-channel AD acquisition card into a laptop. The sampling rate of AD was 100 kS/s, cut-off frequency was 50 kHz, sampling precision was 16 bits, and synchronization precision of 31 channels was less than 1 ns. The bandwidth of the oscilloscope was 600 MHz, and the sampling rate was 10 GS/s. The corona discharge current was collected by a Rogowski coil, which had a frequency band of up to 200 MHz and a sensitivity of 5 V/A. A 50 Hz AC voltage was applied to the test object. The inception voltage of the corona discharge was 9.7 kV. The array sensor could respond to PDs as the applied voltage exceeded 12.5 kV. The test conditions, including the applied voltage, the PD charge identified by current pulse method, and the test distance, are shown in Table 2 . As shown in Figure 7 , a camera lens was placed on the PCB of the sensor array, and 31 SPU0410LR5H-QB piezoelectric sensors (Co. Knowles Acoustics Model, response frequency is from 10 kHz to 70 kHz and center frequency is 20 kHz) were aligned in a double-helix-arrangement.
Experimental Evaluation of the DHUA Sensor
Measurement System
The PD source was a needle-plate electrode, as shown in Figure 8 . The distance between the needle and plate was 30 mm; the curvature radius of the needle point was 0.5 mm. The ultrasonic signal was collected by DHUA and then gathered by a 31-channel AD acquisition card into a laptop. The sampling rate of AD was 100 kS/s, cut-off frequency was 50 kHz, sampling precision was 16 bits, and synchronization precision of 31 channels was less than 1 ns. The bandwidth of the oscilloscope was 600 MHz, and the sampling rate was 10 GS/s. The corona discharge current was collected by a Rogowski coil, which had a frequency band of up to 200 MHz and a sensitivity of 5 V/A. A 50 Hz AC voltage was applied to the test object. The inception voltage of the corona discharge was 9.7 kV. The array sensor could respond to PDs as the applied voltage exceeded 12.5 kV. The test conditions, including the applied voltage, the PD charge identified by current pulse method, and the test distance, are shown in Table 2 . 
Examples of the signals coupled by the ultrasonic sensors at 1.5 m are shown in Figure 9 . The signals from different channels have different TOA. The DOA spectra can be drawn with the TOA of 31 channel signals by using the algorithm which is described in Section 2. Figure 10 shows the DOA spectra obtained from different test distances.
Then, the positioning image can be realized by using the acoustical image data transformed from DOA spectra and video data, based on the matting-based image compositing method. 
Then, the positioning image can be realized by using the acoustical image data transformed from DOA spectra and video data, based on the matting-based image compositing method. (a) (b) 
Error of the Detection System
In principle, both the acoustic performance of sensor array and the detection position can be the main error sources. The error of the detection system is shown in Table 3 . In Table 3 , the root-mean-square (RMS) of the error decreases with the increase of the detection distance up to the distance of 2.5 m. The relationship between RMS of error and the test distance is shown as the broken-line in Figure 11 .
Energies 2017, 10, 2105 11 of 14 In Table 3 , the root-mean-square (RMS) of the error decreases with the increase of the detection distance up to the distance of 2.5 m. The relationship between RMS of error and the test distance is shown as the broken-line in Figure 11 . In the positioning algorithm, the DOA of each sensor should be the same, but in reality they are not, because of the differences in the sensor positions in a plane. The differences in DOA can be ignored when the detection distance is much greater than the size of the array. However, when the detection subject is close to the array, the difference of DOA gets larger, giving rise to an obvious error in positioning. In this paper, the ultrasonic array sensor had an error less than 10° when the detection distance exceeded 2.5 m. The maximum test distance in lab was 5 m due to the space limit of the lab, and the maximum acquisition distance was detailed in Section 5. In the positioning algorithm, the DOA of each sensor should be the same, but in reality they are not, because of the differences in the sensor positions in a plane. The differences in DOA can be ignored when the detection distance is much greater than the size of the array. However, when the detection subject is close to the array, the difference of DOA gets larger, giving rise to an obvious error in positioning. In this paper, the ultrasonic array sensor had an error less than 10 • when the detection distance exceeded 2.5 m. The maximum test distance in lab was 5 m due to the space limit of the lab, and the maximum acquisition distance was detailed in Section 5.
Practical Application of Acoustical Visual Detection in an Air Insulated Substation (AIS)
Measurement in AIS
To facilitate practical application of this technique in outdoor insulation detection, the new visualization detection was performed in a 500 kV air insulated substation (AIS) substation in Shanghai and was compared with UV imaging detection.
In outdoor insulation detection, the results will be influenced by the interference from animals and machines, which could make a sound in the frequency band of 20 kHz to 80 kHz. Therefore, the detection experiments must clear the interference, such as keeping the animals at least 50 m away or closing the machines when the detection is carried out. Figure 12 shows the results of acoustic and UV detections. There is a limit for the elevation angle (ϕ), from 0 • to 40 • , and for the Azimuth angle (θ), from 0 • to 360 • , due to the camera. The discharge position was around the center of the image because the detection system was portable. The corona discharge occurred at the connection between the insulator and the line, and the detection distances were 25 m and 30 m, respectively. 
Error of the Detection System
The positioning errors of the corona PD obtained by the acoustic visual detection and UV imaging detection are listed in Table 4 . 
The positioning errors of the corona PD obtained by the acoustic visual detection and UV imaging detection are listed in Table 4 . The RMS (px) of error is the distance (px) between the positioning result and the real corona PD position in the video, physically. Table 4 shows that the acoustic method had a lower error of 5.32% comparing to that of UV. The results indicate that corona discharge position, identified by the ultrasonic method, was more accurate than the UV method in the effective distance. Moreover, the ultrasonic signal decayed significantly with distance and frequency band. Following this consideration, the ultrasonic sensor with its low response frequency (10-70 kHz) was selected to couple the PD signal, which makes the detection distance exceed 30 m.
Conclusions
In this study, a new DHUA was designed for the corona discharge detection of an outdoor AIS. The visualization of corona discharge was realized by using an array positioning algorithm and image fusion technology. Based on this new approach, the system was successfully built, by incorporating the marked ultrasonic corona discharge signal onto video, timely and directly, and the system was designed to be portable, with a size of 36 × 25 × 8 (mm). The frequency responses of the system were 10 kHz to 70 kHz, which realizes the maximum acquisition distance exceeding 30 m.
Evaluation tests were carried out in the laboratory and in AIS, respectively and successfully. The positioning errors of the system could be less than 10 • as the detection distance exceeded 2.5 m, and the maximum acquisition distance exceeded 30 m, with an error of 5.32%. In general, the system was designed with a lower cost and higher accuracy, compared to the UV method. In the future, the system can be not only used in corona PD positioning detection, but also in sound field distribution measurement, vibration monitoring, etc.
