A new methodology is proposed for generating realizations of a random vector with values in a finite-dimensional Euclidean space that are statistically consistent with a data set of observations of this vector. The probability distribution of this random vector, while a-priori not known, is presumed to be concentrated on an unknown subset of the Euclidean space. A random matrix is introduced whose columns are independent copies of the random vector and for which the number of columns is the number of data points in the data set. The approach is based on the use of (i) the multidimensional kernel-density estimation method for estimating the probability distribution of the random matrix, (ii) a MCMC method for generating realizations for the random matrix, (iii) the diffusion-maps approach for discovering and characterizing the geometry and the structure of the data set, and (iv) a reduced-order representation of the random matrix, which is constructed using the diffusion-maps vectors associated with the first eigenvalues of the transition matrix relative to the given data set. The convergence aspects of the proposed methodology are analyzed and a numerical validation is explored through three applications of increasing complexity. The proposed method is found to be robust to noise levels and data complexity as well as to the intrinsic dimension of data and the size of experimental data sets. Both the methodology and the underlying mathematical framework presented in this paper contribute new capabilities and perspectives at the interface of uncertainty quantification, statistical data analysis, stochastic modeling and associated statistical inverse problems.
Introduction
The construction of a generator of realizations from a given data set related to a R n -valued random vector, for which the probability distribution is unknown and is concentrated on an unknown subset S n of R n , is a central and difficult problem in uncertainty quantification and statistical data analysis, in stochastic modeling and associated statistical inverse problems for boundary value problems, in the design of experiments for random parameters, and certainly, in signal processing and machine learning. Two fundamental tools serve as building blocks for addressing this problem. First, nonparametric statistical methods [1, 2] can be effectively used to construct probability distribution on R n of a random vector given an initial data set of its samples. Multidimensional Gaussian kernel-density estimation is one efficient subclass of these methods. Markov chain Monte Carlo (MCMC) procedures can then be used to sample additional realizations from the resulting probability model, and which are thus statistically consistent with the initial data set [3, 4, 5] . The second building block consists of manifold embedding algorithms, where low-dimensional structure is characterized within a larger vector space. Diffusion maps [6, 7, 8] is a powerful tool for characterizing and delineating S n using the initial data set and concepts of geometric diffusion. The first tool described above, consisting of using nonparametric density estimation with MCMC, does not allow, in general, the restriction of new samples to the subset S n on which the probability distribution is concentrated. The scatter of generated samples outside of S n is more pronounced the more complex and disconnected this set is. The second tool consisting of diffusion maps, while effectively allowing for the discovery and characterization of subset S n on which the probability distribution is concentrated, does not give a direct approach for generating additional realizations in this subset that are drawn from a target distribution consistent with the initial data set. These two fundamental tools have been used independently and quite successfully to address problems of sampling from complex probability models and detecting low-dimensional manifolds in high-dimensional settings. An analysis of MCMC methods on Riemann manifolds has been presented recently [9] where the manifold is the locus of density functions and not of the data itself. This paper addresses the still open challenge of efficient statistical sampling on manifolds defined by limited data. It should be noted that the PCA [10] yields a statistical reduction method for second-order random vectors in finite dimension, similarly to the Karhunen-Loève expansion (KLE) [11, 12] , which yields a statistical reduction method for secondorder stochastic processes and random fields, and which has been used for obtaining an efficient construction [13, 14] of the polynomial chaos expansion (PCE) of stochastic processes and random fields [15] , and for which some ingredients have more recently been introduced for analyzing complex problems encountered in uncertainty quantification [16, 17] . A priori and in general, the PCA or the KLE, which use a nonlocal basis with respect to the data set (global basis related to the covariance operator estimated with the data set) does not allow for discovering and characterizing the subset on which the probability law is concentrated. The present work can be viewed as an extension and generalization of previous work by the authors where the low-dimensional manifold was unduly restricted [18, 19, 20] . After formalizing the problem in Section 2, the proposed methodology is presented in Section 3 and developed in Section 4. Section 5 deals with three applications: the first two applications correspond to analytical examples in dimension 2 with 230 given data points and in dimension 3 with 400 data points. The third application is related to a petro-physics database made up of experimental measurements for which the dimension is 35 with 13, 056 given data points. 
Problem set-up
The following four ingredients serve to set the stage for the mathematical analysis required for constructing the target probability distribution and sampling from it. (i) Let x = (x 1 , . . . , x n ) be a generic point in R n and let dx = dx 1 . . . dx n be the Lebesgue measure. A family of N vectors in R n will be written as {x 1 , . . . , x N }.
(ii) Let X = (X 1 , . . . , X n ) be a random vector defined on a probability space (Θ, T , P), with values in R n , for which the probability distribution is defined by a probability density function (pdf) on R n (a priori and in general, the probability distribution is not Gaussian). This pdf is unknown but is assumed to be concentrated on an unknown subset S n of R n . A specific realization of random vector X will be denoted by X(θ) where θ ∈ Θ.
(iii) The available information consists of a given set of N data points specified by N vectors x d,1 , . . . , x d,N in R n . These will be assumed to constitute N statistically independent realizations (or samples) X(θ 1 ), . . . , X(θ N ) of random vector X. For j = 1, . . . , N , the vector
(iv) The local structure of the given data set is captured via random matrix [X], defined on (Θ, T , P), with values in M n,N . Specifically,
in which the columns X 1 , . . . , X N are N independent copies of random vector X. Consequently, matrix [x d ] can be viewed as one realization of random matrix [X] The objective of this paper then is to construct a generator of realizations of random matrix [X] in M n,N , for which the unknown probability distribution is di-rectly deduced from the unknown probability distribution of random vector X, which is concentrated on the unknown subset S n of R n , and for which only one
The unknown subset S n of R n can be viewed as a manifold, which corresponds to the structure of data [x d ], and on which the unknown probability measure is concentrated. Consequently, the objective of the paper is to perform "data-driven probability concentration and sampling on a manifold".
Summary of the methodology proposed
To enhance the utility of the present paper and to clarify the inter-relation between a number of intricate mathematical steps, the proposed methodology is summarized in the following seven steps.
1. In general, the given data are heterogeneous and badly conditioned. Consequently, the first step consists in performing a scaling of the given data, which yields the matrix [x d ] in M n,N of the scaled given data (the matrix introduced in Section 2), and simply called the given data set (removing the word "scaled"). The given data set are then normalized by using a principal component analysis (but without trying to introduce a statistical reducedorder representation). Therefore, the random matrix
is written as an affine transformation of a random matrix [H] with values in M ν,N with 1 < ν ≤ n (in general, ν = n, but sometimes some eigenvalues (of the empirical estimate of the covariance matrix of X) exhibits zeros eigenvalues that are removed, yielding ν < n). 
2. The second step consists in constructing the nonparametric statistical estimate p H of the probability density function of H using data
This is an usual problem that will be performed by using the classical multidimensional Gaussian kernel-density estimation method. Nevertheless, we will use the modification proposed in [21] [22, 23] (that requires the definition of a good proposal distribution), the Gibbs sampling [24] (that requires the knowledge of the conditional distribution) or the slice sampling [25] (that can exhibit difficulties related to the general shape of the probability distribution, in particular for multimodal distributions). This adapted generator will be the one derived from [21] , which is based on a nonlinear Itô stochastic differential equation (ISDE) formulated for a dissipative Hamiltonian dynamical system [26] , which admits
as an invariant measure, and for which the initial condition depends on matrix [η d ]. 4. The fourth step of the methodology consists in characterizing the subset S ν from scaled and normalized data [η d ]. This will be done using the formulation of the diffusion maps, which is a very powerful mathematical tool for doing that. It should be noted that the diffusion-maps method is a local approach with respect to given data while the PCA is a global approach that, in general, cannot see the local geometric structure of the given data set. However, the diffusion distance, which has been introduced in [6] for discovering and characterizing S ν , and which is constructed using the diffusion maps, does not allow for constructing a generator of realizations of random matrix [H] for which data [η d ] are given but for which its probability measure and the subset S ν of concentration are unknown. This step is introduced for constructing an algebraic vector basis {g 1 , . . . , g N } of R N , depending on two parameters that are a smoothing parameter ε > 0 and an integer κ related to the analysis scale of the local geometric structure of the data set. For α = 1, . . . , N , the vectors g α = (g α 1 , . . . , g α N ) ∈ R N are directly related to the diffusion maps. A subset of this basis will be able to characterize the subset S ν of R ν on which the probability measure of H is concentrated. We will then introduce the matrix 
Formulation
In this section, a detailed presentation of the methodology is given that parallels the steps described in Section 3.
Scaling and normalizing the given data set
Let [x uns d ] be the matrix in M n,N of the unscaled given data set. The matrix [x d ] in M n,N of the scaled given data set (simply called the given data set) is constructed (if the data effectively require such a scaling, which will be the case for the third application presented in Section 5.3) such that, for all k = 1, . . . , n and j = 1, . . . , N ,
The quantity s is added to the scaled data in order to avoid the scalar 0 in the nonparametric statistical estimation of the pdf. Let m and [c] be the empirical estimates of the mean vector E{X} and the covariance matrix
We consider the eigenvalue problem
columns are the associated orthonormal eigenvectors ϕ 1 , . . . , ϕ ν . Consequently, random matrix [X] can be rewritten as
in which [x] is the matrix in M n,N for which each column is vector m and where
Let
. It can easily be seen that the empirical estimates m of the mean vector E{H} and [c ] of the covariance matrix
Construction of a nonparametric estimate p H of the pdf of H
The estimation p H on R ν of the pdf of random vector H is carried out by using the Gaussian kernel-density estimation method and the N independent realizations
with Eq. (4). As proposed in [21] , a modification of the classical Gaussian kernel-density estimation method is used in order that the mean vector and the covariance matrix (computed with the nonparametric estimate p H ) are equal to 0 and [ I ν ] respectively (see Eq. (5)). The positive-valued function p H on R ν is then defined, for all η in R ν , by
in which π ν, sν is the positive function from
with
ν and where the positive parameters s ν and s ν are defined by
Parameter s ν is the usual multidimensional optimal Silverman bandwidth (in taking into account that the empirical estimate of the standard deviation of each component is unity), and parameter s ν has been introduced in order that the second equation in Eq. (5) holds. Using Eqs. (6) to (8), it can easily be verified that
A nonparametric estimate p [H] on M ν,N of the probability density function of random matrix [H] is then written as
in which p H is defined by Eqs. (6) to (8).
Construction of an ISDE for generating realizations of random matrix [H]
The probability density function defined by Eqs. (6) to (8) is directly used for constructing the Itô stochastic differential equation. Let {([U(r)], [V(r)]), r ∈ R + } be the Markov stochastic process defined on the probability space (Θ, T , P),
with the initial condition
In Eqs. (13) and (14), the different quantities are defined as follows.
in which the potential V(u ) defined on R ν with values in R + , is defined by
where
From Eqs. (16) and (17), it can be deduced that,
(ii) The stochastic process
(iii) The probability distribution of the random matrix (iv) The free parameter f 0 > 0 allows the dissipation term of the nonlinear secondorder dynamical system (dissipative Hamiltonian system) to be controlled.
Since the columns H 1 , . . . , H N of random matrix [H] are independent copies of random vector H, and since the pdf of random matrix
, using Theorems 4 to 7 in pages 211 to 216 of Ref. [27] , in which the Hamiltonian is taken as H(u, v) = v 2 /2 + V(u), and using [28, 29] for proving the ergodic property, it can be proved that the problem defined by Eqs. (12) to (14) admits a unique invariant measure and a unique solution {([U(r)], [V(r)]), r ∈ R + } that is a secondorder diffusion stochastic process, which is stationary (for the shift semi-group on R + defined by the positive shifts r → r + τ , τ ≥ 0) and ergodic, and such that, for all r fixed in R + , the probability distribution of random matrix
is defined by Eq. (11).
Remarks.
1. It should be noted that the invariant measure is independent of f 0 . ] ). In such a case, the free parameter f 0 > 0 allows the transient response generated by the initial condition to be rapidly killed in order to get more rapidly the asymptotic behavior corresponding to the stationary and ergodic solution associated with the invariant measure. (14)). Then additional realiza- 
If the initial condition
in which ∆r is the sampling step of the continuous index parameter r used in the integration scheme (see Section 4.7.1) and where M 0 is a positive integer:
• If M 0 = 1, then ρ = ∆r and the n MC additional realizations are dependent, but the ergodic property of {[U(r)], r ∈ R + } can be used for obtaining the convergence of statistics constructed using [η • If integer M 0 is chosen sufficiently large (such that ρ is much larger than the relaxation time of the dissipative Hamiltonian dynamical system), then [η 
Construction of a diffusion-maps basis [g]
Let k ε (η, η ) be the kernel defined on R ν × R ν , depending on a real smoothing parameter ε > 0, which verifies the following properties:
• k ε (η, η ) ≥ 0 (positivity preserving).
• k ε is positive semi-definite.
A classical choice (that we will use in Section 5) for the kernel that satisfies the above three properties is the Gaussian kernel specified as,
Let [K] be the symmetric matrix in M N with positive entries such that
Let [b] be the positive-definite diagonal real matrix in M N such that
and let [P] be the matrix in M N such that
Consequently, matrix [P] has positive entries and satisfies N j=1
[P] ij = 1 for all i = 1, . . . , N . It can thus be viewed as the transition matrix of a Markov chain that yields the probability of transition in one step. Let [P S ] be the symmetric matrix in M N such that
We consider the eigenvalue problem [P S ] φ α = λ α φ α . Let m be an integer such that 1 < m ≤ N . It can easily be proved that the associated eigenvalues are real, positive, and such that
Let 
and consequently, the matrix
which defines the normalization of the right eigenvectors of [P].
We then define a "diffusion-maps basis" by
in which κ is an integer that is chosen for fixing the analysis scale of the local geometric structure of the data set. It should be noted that the family {Ψ κ } κ of diffusion maps are defined [6, 7] by the vector Ψ κ = (λ κ 1 ψ 1 , . . . , λ κ m ψ m ) in order to construct a diffusion distance, and integer κ is thus such that the probability of transition is in κ steps. However, as we have previously explained, we do not use such a diffusion distance, but we use the "diffusion-maps basis" {g T .
Since the matrix
In particular, matrix
Estimating dimension m of the reduced-order representation of random matrix [H]
Because an estimation of the value of the order-reduction dimension m must be known before beginning the generation of additional realizations of random matrix [Z] using the reduced-order representation of random matrix [H], we propose a methodology which is only based on the use of the known data set represented by matrix [η d ] that is a realization of random matrix [H].
For a given value of integer κ and for a given value of smoothing parameter ε > 0, the decay of the graph α → λ α of the eigenvalues of transition matrix [P], yields a criterion for choosing the value of m that allows the local geometric structure of the data set represented by [η d ] to be discovered. Nevertheless, this criterion can be misleading as it does not capture statistical fluctuations around the embedded manifold. An additional mean-square convergence must be verified, and if necessary, the value of m must be increased. However, if the value of m is chosen too large, the localization of the geometric structure of the data set is lost. Consequently, a compromise must be applied between the very small value of m given by the decreasing criteria of the eigenvalues of matrix [P] ∈ M N and a larger value of m which is necessary for obtaining a reasonable mean-square convergence.
Using Eqs. (30) to (32) allows for calculating the reduced-order representa-
In such a case, the "reduced-order" representation would correspond to a simple change of vector basis in R N and the localization of the geometric structure of the data set would be lost. This implies that m must be much more less than N for preserving the capability of the approach to localize the geometric structure of the data set, and must be chosen as the smallest possible value that yields a reasonable mean-square convergence. Let [x red (m)] ∈ M n,N be the matrix [x d ] of the data set, calculated using Eq. (3) with 
The mean-square convergence criterion is then defined by 
in which the random matrices [L([Z(r)])] and [dW(r)] with values in
From Section 4.3, it can be deduced that the problem defined by Eqs. (37) 
4.7. Solving the reduced-order ISDE and computing the additional realizations for random matrix [X] For numerically solving the reduced-order ISDE defined by Eqs. (37) to (39), a discretization scheme must be used. For general surveys on discretization schemes for Itô stochastic differential equations, we refer the reader to [30, 31, 32] . Concerning the particular cases related to Hamiltonian dynamical systems (which have also been analyzed in [33] using an implicit Euler scheme), we propose to use the Störmer-Verlet scheme, which is a very efficient scheme that preserves energy for nondissipative Hamiltonian dynamical systems (see [34] for reviews about this scheme in the deterministic case, and see [35] and the references therein for the stochastic case).
Discretization scheme of the reduced-order ISDE
We then propose to reuse hereinafter the Störmer-Verlet scheme, introduced and validated in [36, 37, 21] ] kj } kj are independent, Gaussian, second-order, and centered random variables such that
. . , M − 1, the Störmer-Verlet scheme applied to Eqs. (37) and (38) yields
with the initial condition defined by (44), where b = f 0 ∆r /4, and where
in which, for all (i) Parameter ∆r is written as ∆r = 2π s ν /Fac in which Fac > 1 is an oversampling that has to be estimated for getting a sufficient accuracy of the Störmer-Verlet scheme (for instance, Fac = 20) . This means that a convergence analysis of the solution must be carried out with respect to Fac.
(ii) As the accuracy of the Störmer-Verlet scheme is finite, a small numerical integration error is unavoidably introduced. Although that the initial conditions are chosen in order to directly construct the stationary solution (associated with the unique invariant measure), a small transient response can occur and be superimposed to the stationary stochastic solution. Therefore, f 0 is chosen in order that the damping in the dissipative Hamiltonian system is sufficiently large to rapidly kill such a small transient response (a typical value that is retained in the applications presented in Section 5 is f 0 = 1.5).
(iii) Using an estimation of the relaxation time of the underlying linear secondorder dynamical system, and choosing an attenuation of 1/100 for the transient response, parameter M 0 must be chosen larger than 2 log(100)Fac/(πf 0 s ν ). A typical value that is retained in the applications presented in Section 5 is M 0 = 110 or 330).
Applications
Three applications are presented for random vector X with values in R n for which:
• the dimension is n = 2 and there are N = 230 given data points in subset S n , for which the mean value is made up of two circles in the plane).
• the dimension is n = 3 and there are N = 400 given data points in subset S n , for which the mean value is made up of a helix in three-dimensional space).
• the third example corresponds to a petro-physics database that is made up of experimental measurements (downloaded from [38] ) and detailed in [20] , for which the dimension is n = 35 and for which N = 13, 056 given data points are concentrated in an unknown "complex" subset S n of R n , which cannot be easily described once it is discovered.
5.1. Application 1: Dimension n = 2 with N = 230 given data points For this first application, two cases are considered: small (case 1.1) and medium (case 1.2) statistical fluctuations around the two circles. For every case, the number of given data points is N = 230, no scaling of data is performed, but the normalization defined in Section 4.1 is done and yields ν = 2. In Figs. 1 to 5 , the left figures are relative to case 1.1 and the right ones to case 1.2. Fig. 1 displays the 230 given data points for random vector X = (X 1 , X 2 ) of the data set represented by matrix 2, 230 , and shows that the given data points are concentrated in the neighborhood of two circles, with small (case 1.1) and medium (case 1.2) statistical fluctuations. The kernel is defined by Eq. (21), the value of the smoothing parameter that is retained is ε = 2.7318, κ is chosen to 1, and the graph of the eigenvalues of the transition matrix for random vector H is displayed in Fig. 2 . These two graphs show that dimension m can be chosen to 3, and for m = 3, the value of e red (m) (defined by Eq. (36) mean-square convergence is reached for these two cases. Fig. 3 displays the pdf for random variables X 1 and X 2 computed with a nonparametric estimation from the data points. For all the computation, the numerical values of the parameters for generating 9, 200 additional realizations are ∆r = 0.1179, M 0 = 110, and n MC = 40, yielding M = 4, 400. The results obtained with the reduced-order ISDE (for which the first m = 3 vectors of the diffusion-maps basis are used) are displayed in Fig. 4 , which shows the 230 given data points and the 9, 200 additional realizations generated using the reduced-order ISDE. It can be seen that the additional realizations are effectively concentrated in subset S n . Fig. 5 displays the 230 given data points and the 9, 200 additional realizations generated using a direct simulation of the ISDE presented in Section 4.3. It can be seen that the realizations are not concentrated in subset S n , but are scattered.
Application 2:
Dimension n = 3 with N = 400 given data points As previously, two cases are considered: small (case 2.1) and medium (case 2.2) statistical fluctuations around the helical. For every case, the number of given data points is N = 400, no scaling of data is performed, but the normalization defined in Section 4.1 is done and yields ν = 3. In Figs. 6 to 10, the left figures are relative to case 2.1 and the right ones to case 2.2. Fig. 6 displays the 400 given data points for random vector X = (X 1 , X 2 , X 3 ) of the data set represented by matrix [x d ] in M 3,400 . Fig. 6 shows that the given data points are concentrated in the neighborhood of the helical, with small (case 2.1) and medium (case 2.2) statistical fluctuations.
The kernel is defined by Eq. (21), the value of the smoothing parameter that is retained is ε = 1.57, κ is chosen to 1, and the graph of the eigenvalues of the transition matrix for random vector H is displayed in Fig. 7 . These two graphs show that dimension m can be chosen to 4, and for m = 4, the value of e red (m) (defined by Eq. (36)) is 5.53 × 10 −4 for case 2.1 and 4.28 × 10 −4 for case 2.2. It can thus be considered that a reasonable meansquare convergence is reached for these two cases. Fig. 8 displays the pdf for random variables X 1 , X 2 , and X 3 computed with a nonparametric estimation from the data points. For all the computation, the numerical values of the parameters for generating 9, 200 additional realizations are ∆r = 0.1196, M 0 = 110, and n MC = 20, yielding M = 2, 200. The results obtained with the reduced-order ISDE (for which the first m = 4 vectors of the diffusion-maps basis are used) Figure 10 : 400 given data points (blue symbols) and 8, 000 additional realizations (red symbols) generated using the ISDE: case 2.1 (left), case 2.2 (right).
are displayed in Fig. 9 , which shows the 400 given data points and the 8, 000 additional realizations generated using the reduced-order ISDE. It can be seen that the additional realizations are effectively concentrated in subset S n . Fig. 10 displays the 400 given data points and the 8, 000 additional realizations generated using a direct simulation with the ISDE presented in Section 4.3. It can be seen that the realizations are not concentrated in subset S n , but are scattered. The data base used corresponds to a petro-physics data base of experimental experiments. The dimension of random vector X is n = 35 and the number of given data points is N = 13, 056. The scaling and the normalization defined in Section 4.1 are necessary, have been done, and yield ν = 32. 13, 056 given data points viewed from coordinates x 16 and x 28 , from coordinates x 27 and x 28 , and from coordinates x 30 , x 32 , and x 33 . Although only a partial representation of the 13, 056 data points for the R n -valued random vector X is given, this figure shows that S n is certainly a complex subset of R n . The kernel is defined by Eq. (21), the value of the smoothing parameter that has been used is ε = 100, and κ has also been chosen to 1. The graph of the eigenvalues (of the transition matrix relative to random vector H) displayed in Fig. 12 (left) shows that the value m = 8 could potentially be a good choice for the value of m. However, for m = 8, the value of e red (m) is 0.99 that shows that the mean-square convergence is not reached. Consequently, an analysis has been performed in constructing the graph of function m → e red (m) in order to identify the smallest value of m for which the mean-square convergence is reasonably reached. The graph displays in Fig. 12 (right) clearly shows that a good choice is m = 50 for which the value of e red (m) is 3.08 × 10 −3 that can thus be considered as a reasonable mean-square convergence. For all the computation, the numerical values of the parameters for generating 39, 168 additional realizations are ∆r = 0.06142, M 0 = 330, and n MC = 3, yielding M = 990. For the same coordinates that those introduced in Fig. 11 , the left figures in Fig. 13 display the pdf of the considered components of random vector X obtained by a nonparametric estimation from the data points and the simulated data points obtained with the reduced-order ISDE, and the right figures display the 13, 056 given data points and the 39, 168 additional realizations generated using the reducedorder ISDE using the first m = 50 vectors of the diffusion-maps basis. It can be seen that the additional realizations are effectively concentrated in subset S n . Fig. 14 displays the 13, 056 given data points and the 39, 168 additional realiza- tions generated using a direct simulation with the ISDE presented in Section 4.3. It can be seen that the realizations are not concentrated in subset S n , but are scattered. In particular, the positivity of random variable X 16 is not satisfied. Figure 14 : 13, 056 given data points (blue symbols) and 39, 168 additional realizations (red symbols) generated without using the reduced-order representation, viewed from different components of random vector X.
Conclusions
A new methodology has been presented and validated for generating realizations of an R n -valued random vector, for which the probability distribution is unknown and is concentrated on an unknown subset S n of R n . Both the probability distribution and the subset S n are constructed to be statistically consistent with a specified data set construed as providing initial realizations of the random vector. The proposed method is robust and can be used for high dimension and for large initial data sets. It is expected that the proposed method will contribute to open new possibilities of developments in many areas of uncertainty quantification and statistical data analysis, in particular in the design of experiments for random parameters.
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