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Abstract 
This thesis has two aims: (1) find a speaker-specific feature or combination of features of filled pauses 
that is the same for speakers’ first and second languages and (2) test the robustness of this feature or 
combination of features over time. Some studies have shown language-specific characteristics of filled 
pauses, while other studies have shown that these characteristics are carried over from the first language 
to the second. Research has focused on the similarities and differences of the filled pause type (uh and 
um) and the duration of filled pauses between two languages. It has focused on the phonetic content of 
filled pauses within a language but has not compared the phonetic content between languages. Therefore, 
this thesis researched the distribution (number of filled pauses) and phonetic features (the total duration of 
the filled pause, the vowel duration, the nasal duration, the mean F0, the mean and SD of F1, F2 and F3, 
the static midpoint of F1, F2 and F3 and the dynamic trajectories of F1, F2 and F3). ANOVAs were 
conducted to test for significant effects of both language and speaker and interactions between language 
or speaker and filled pause type. ANOVAs revealing low language-specificity and high speaker-
specificity were pursued in order to find the optimal language-independent speaker-specific feature.  
Linear discriminant analyses were conducted to determine which individual feature and combinations 
of features could best classify the speakers. Almost all features showed some speaker-specificity, but the 
mean F0 returned the highest classification rate. The ideal feature combination was mean F0, vowel 
duration, nasal duration, the mean and SD of F1, F2 and F3. Linear discriminant analyses conducted 
using only information from one language returned high classification rates. More importantly, linear 
discriminant analyses done across two languages returned moderate to high classification rates. In 
addition, a linear discriminant analysis conducted with features taken from the first recording session to 
classify features from the recording session three years later revealed moderate classification rates. These 
results mean that (1) filled pauses contain language-independent speaker-specific information and (2) 
these speaker-specific features remain robust and consistent over time. In addition to other factors, these 
features in filled pauses can be used effectively in forensic speaker comparisons.  
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Introduction 
 
The Netherlands is a good example of a country where speaking at least one second language is 
becoming more common. Many Dutch speakers also speak English and all high school students receive at 
least four years of English at school. Even though the level of instruction undoubtedly varies across 
schools, the average level of English in the Netherlands is considered quite high: according to the EF 
English Proficiency Index the Netherlands is the non-Anglophone country with the highest level of 
English (de Bruin, 2017; EF EPI, 2017). This reflects that speaking English as a second language is a 
normal occurrence in the lives of the Dutch people (de Jong, 2017; Heyer, 2017). Not all speakers of two 
languages are bilingual, meaning that they speak both two languages with high proficiency, but rather 
they are users of a second language. In this study, we will use the term ‘second language users’, to refer 
to users who speak (at least) one other language with some proficiency.  
The increasing number of second language users in the Netherlands may have consequences for 
forensic cases. A tapped phone line can result in recordings of two or more languages; therefore, a 
Forensic Speaker Comparison or Forensic Voice Comparison (henceforth FSC1) may include speech 
samples in several languages. This is not entirely unproblematic, since researchers in phonetics and 
specifically those working in FSC, first need to have a more thorough understanding of the features of a 
speakers’ speech, namely in in the distribution and phonetic content in both her first and also her second 
languages. The consequences have not yet been investigated, despite the potential for multilingual speech 
samples. In FSCs, recordings, such as bomb threats, are compared to recordings of the suspect to 
determine whether they are more likely to be from the suspect or from another speaker (Cambier-
Langeveld, 2007; Reed, 2002; Rose, 2002).  
The ultimate goal of any research into FSC is to make a decisive and robust assessment about 
speakers. To do so, we must assume that there is variability in the speech of speakers. The individuality in 
speech was mentioned as early as 1916 by de Saussure, who made the distinction between langue, the 
social aspect of language, and parole, which he defined as the more individual aspects of a person’s 
speech (de Saussure, 1916). To make a quantifiable measure to discriminate between speakers, we must 
find a feature or a combination of features that has high between-speaker and low within-speaker 
variability, i.e. a feature that can be considered speaker-specific (Firth, 1950; Garvin & Ladefoged, 1963; 
Sapir, 1927).  
                                                
1 It is common to speak of FSC and not of Forensic Speaker Identification (FSI) or Forensic Speaker Recognition (FSR) 
because that would imply speaker identification and that is, as of yet, not possible in forensic speech science (Cambier-
Langeveld, 2007). 
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An example of a speaker-specific feature is the distribution of silence (Igras-Cybulska, Ziółko, Żelasko 
& Witkowski, 2016). Two speakers could have the same duration of silence in one minute, though one 
speaker could have five short silences, while the other could have one extremely long silence. The 
difference in distribution could be used to ascertain which recording is from speaker 1 and which from 
speaker 2.  
Recent research has revealed a feature that might contain useful speaker-specific information about a 
specific speaker: disfluencies (e.g. Braun & Rosin, 2015; Cicres, 2013; Hughes, Wood & Foulkes, 2016; 
Kolly, Leemann, de Mareüil, & Dellwo, 2015). Disfluencies, or hesitations in speech, often used as 
synonyms in the literature, are unmistakably present in the everyday speech of every language 
(Armbrecht, 2015; Fehringer & Fry, 2007). Disfluencies in speech consist of filled pauses, silent pauses 
and lengthened vowels or consonants (e.g. Clark & Fox Tree, 2002; De Jong, 2016); however, this thesis 
focuses only on filled pauses since evidence has revealed that some features of filled pauses are robust 
within a speaker, but highly varied across speakers. This property of filled pauses, coupled with the fact 
that filled pauses are readily available in everyday speech, makes it an ideal candidate for speaker-
specificity purposes. This thesis will test robust and established speaker-specific features and potential 
speaker-specific features in filled pauses. 
Research suggests that the distributional patterns and durational patterns of filled pauses vary both 
among different languages and between speakers’ first and second language (De Jong, 2016; de Leeuw, 
2007). Distributional patterns refer to the number and place in the sentence. This difference can partially 
be explained by an inherent difference in planning and different lexical access in the different languages 
(Clark & Fox Tree, 2002; Costa & Santesteban, 2004; De Jong, 2016; Fehringer & Fry, 2007). Other 
research has provided evidence that the distributional and durational patterns of filled pauses are subject 
to carryover effects within the same speaker from one language to another (Armbrecht, 2015; Fehringer 
& Fry, 2007). This unique combination of language-specificity and speaker-specificity would suggest that 
filled pauses could potentially reveal information about a specific speaker across languages.  
The number, duration and distributional patterns of filled pauses differ between languages but are 
similar enough to be considered language-specific (e.g. Armbrecht, 2015; de Leeuw, 2007). Acoustic 
features of filled pauses have not yet been compared between languages. This thesis investigates whether 
a specific feature in both the distribution and phonetic content of filled pauses remains stable within 
speakers across languages and can potentially be used for FSC across two languages. In other words, is 
there a characteristic or feature in the filled pause that exists at the intersection of language- and speaker-
specificity? 
In Chapter 1, a literature review will firstly address the different methods currently employed in FSCs. 
In section 1.2, we will more specifically define second language users for the purpose of this thesis, and 
FILLED PAUSES IN FIRST AND SECOND LANGUAGE USERS 
 
7 
in section 1.3, we will outline the relevant research about possible causes of filled pauses and their 
applications in FSCs. In section 1.4, we will present different features that could be informative regarding 
speaker-specificity. Finally, in section 1.5, we will present the research questions of this thesis.  
In Chapter 2, we will cover the methods used in this thesis. In Chapter 3, we will present the results. In 
Chapter 4, we will discuss the results and compare them with the already existing body of research. 
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Chapter 1 – Literature review 
 
1.1 Forensic Speaker Comparisons 
Crimes are committed daily, but the severity of the crime may vary. In some of these crimes, the use of 
methods stemming from linguistics and phonetics can help solve the crime and bring justice to the 
victim(s) involved. Threatening letters or messages can be analyzed in multiple ways, for example, 
syntactically, phonologically or acoustically to determine from whom they originated. In other words, 
phonetic and distributional analysis can be performed on recordings to determine the possible speakers 
(Houses of Parliament, 2015). Researchers are as of yet unable to determine whether a recording or 
message is from the same person as the reference sample recording or message. Not enough is known 
about the human speech signal and its possible uniqueness to state without reasonable doubt whether two 
recordings are from the same speaker (Cambier-Langeveld, 2007). Nonetheless, forensic phoneticians are 
able to accurately and reliably profile a speaker. For instance, when nothing is known about the offender 
except a recording of the voice, forensic phoneticians can give indications of the accent and other 
socioeconomic aspects of the offender’s voice. Moreover, forensic phoneticians are often tasked to 
provide voice line-ups, help decipher the content of a recording (content identification) and establish 
whether a recording was altered (recording authentication) (Rose, 2002). How forensic phoneticians work 
without 100% certainty will be discussed later in this thesis. 
This thesis will focus on forensic phonetics and will make use of methods employed in this particular 
field. The following sections will discuss the different methods (section 1.1.1) and the conclusion 
framework (section 1.1.2) that are currently used in the field of forensic phonetics.  
1.1.1 Methods 
Generally speaking, an FSC, as the name implies, entails the comparison of two or more speech 
recordings of the perpetrator and the suspect, to investigate whether they originate from the same speaker 
(Cambier-Langeveld, 2007; Reed, 2002). To accomplish this, different methods of analysis are employed 
in FSC to compare the two sets of recordings, even though the ultimate goal of any method in FSC 
remains the same: to compare features that are considered characteristics of a speaker, i.e. speaker-
specific (Cambier-Langeveld, 2007; Gold & French, 2011).  
Researchers within crime investigation bodies in different countries completed a collaborative exercise 
in FSC, set up by T. Cambier-Langeveld. This exercise revealed similarities, but also many differences in 
the framework chosen to express the conclusions, the importance given to particular speech features and 
the methodology in general. The methods employed by the participants in the survey were categorized 
into ‘fully automatic’, ‘auditory-acoustic’ and ‘semi-automatic’ (Cambier-Langeveld, 2007). Later, in a 
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follow-up international survey, Gold & French (2011) categorized the different methods into: Auditory 
Phonetic Analysis Only (AuPA), Acoustic Phonetic Analysis Only (AcPA), Analysis by Automatic 
Speaker Recognition System (ASR) and Analysis by Automatic Speaker Recognition System with 
Human Analysis (HASR).  
All methods in the four categories above compare reference speech from one speaker, most often the 
suspect, with disputed speech samples from the perpetrator. This procedure, if done correctly, results in 
accurate comparisons and classifications of speech samples (Cambier-Langeveld, 2007; 2010a; Houses of 
Parliament, 2015). Most methods look at the same phonetic and non-phonetic, behavioral and 
idiosyncratic features, but in different ways, when a feature analysis is performed (Morrison, 2013; 
Nolan, 2001). The phonetic features can be divided into segmental features, such as analyses of vowels 
and consonants, and suprasegmental features, such as analyses of fundamental frequency (F0), voice 
quality, intonation (both tonality, how the division into intonation units is done, and tonicity, where the 
nuclear accent is placed (Wells, 2006), tempo, speaking rate, and articulation rate (Cambier-Langeveld, 
2007; Gold & French, 2011). For the purpose of this thesis, only analyses reported in the survey that are 
performed on fundamental frequency (a suprasegmental feature) and on vowels and consonants 
(segmental features) will be discussed. 
All researchers look at some aspect(s) of F0 (Gold & French, 2011). F0 can best be defined as the 
lowest frequency at which the vocal folds of a speaker vibrate during a particular sound, which matches 
the repeated frequency of the waveform. In other words, F0 is the rate at which the whole waveform of a 
sound repeats itself. The perceptual correlate of F0 is pitch, with the F0 reflecting how high or low a 
speaker’s voice sounds to a listener. The F0 in hertz is the reflection of the number of times the vocal 
folds’ vibration is repeated per second. In general, a bass voice has a lower fundamental frequency than, 
for example, a soprano or alto voice (Ashby & Maidment, 2005; Chen, 2018; Rose, 2002).  
F0 is of interest for this thesis, as it is a suitable candidate feature that might reveal speaker-specificity. 
Like formants, F0 is highly dependent upon an anatomical aspect: the size of the vocal chords, moreover, 
within a speaker the length of the vocal chords seems to correlate with F0 (Braun & Rosin, 2015; 
Carbonell, Lansford, Utianski, Kirchhübel, 2010; Liss & Lotto, 2011; Mennen, Schaeffler & Docherty, 
2011; Rose, 2002). Thus, F0 reflects the anatomical properties of an individual speaker (Rose, 2002). 
Additionally, F0 is a very robust feature in speech and can be extracted without much difficulty (Rose, 
2002). Furthermore, even telephone speech does not pose a problem, as F0 is generally not noticeably 
manipulated during the transmission (Künzel, 2001). Given its speaker-specific nature, F0 has 
successfully been used in FSCs (LaRiviere, 1975; Nolan, 1983). Researchers in the survey reported 
considering all, or some combination of the following aspects of F0: mean, median, mode, standard 
deviation, baseline, range, coefficient of variation, first and third quartiles, and kurtosis/skew.  
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With regard to vowels, most researchers reported undertaking some form of formant analysis. 
Formants are best described as the amplitude peaks (maxima) in the spectrum, with their placing 
determined by the vocal tract resonances. The shape of the cavity determines which particular frequency 
in the signal will be strengthened or weakened, resulting in different spectra for vowels in human 
language. This means that the formants are dependent on the individual shape of the supralaryngeal vocal 
tract and are therefore speaker-specific (Greisbach, Esser & Weinstock, 1995; Ingram, Prandolini & Ong, 
1996; McDougall, 2006; Morrison, 2009; Rose, 2002). As Ladefoged and Broadbent (1957) showed for 
the vowels in the sentence ‘Please say what this word is’ speaker-specific information in vowels is at least 
partially conveyed through the absolute values of formants. The anatomical properties of one’s vocal 
tracts cannot be changed, and formants are resonances caused by the specific shape of vocal tracts and 
cavities. This means that formants are inherently dependent on the individual (Ladefoged & Broadbent, 
1957). Researchers declared in the above-mentioned survey that they all measured the first four formants 
(F1, F2, F3, F4), but different aspects of them. Different aspects include: the center frequencies of 
formants (in the case of monophthongs), the place where the strengthening is at its maximum, the formant 
trajectories (in the case of dynamic diphthongs), formant bandwidth, and formant densities (Gold & 
French, 2011; Rietveld & Van Heuven, 2009).  
With regard to consonants, all respondents reported performing some kind of analysis on consonants. 
Some looked at the auditory quality, whereas others looked at timing aspects and a few looked at the 
frequencies of energy loci (which describe the transition within a consonant [Rietveld & Van Heuven, 
2009]). As this thesis focuses on filled pauses, which sometimes contain nasal consonants, we specifically 
concentrated on the examination of nasals. However, the respondents reported only sometimes looking at 
nasals, represented as 4 on a Likert scale, (1 = ‘never’, 6 = ‘always’). Nonetheless, nasal consonants are 
considered highly speaker-specific, as the nasal cavity in the human body is rather rigid in structure. 
Furthermore, its structure and proportions are intricate enough to have high between-speaker variation 
(Rose, 2002). In section 1.4, we will discuss other candidates for possible features in filled pauses with 
high speaker-specificity that are not already employed in FSCs and originated from other fields of 
phonetics. 
1.1.2 Conclusion framework 
As mentioned before, the collaborative exercise also revealed different frameworks that were chosen 
to express the conclusions. An issue in all forensic casework is the inability to express 100% certainty. 
Therefore, most researchers in forensic phonetics use a specific paradigm to express the results of the 
findings: the likelihood ratio framework. This framework is part of the Bayes’ Theorem, which states the 
following: 
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P(A|B) = P(B|A) x P(A) 
P(B) 
 
In Bayes’ Theorem, P stands for probability, the letters A and B stand for events A and B. Thus, P(A) and 
P(B) mean the probability of event A or B occurring, also called the prior probabilities, since it is 
possible to know the probabilities without any extra information. P(A|B) is the probability of A given B 
and P(B|A) the probability of B given A, also referred to as conditional probabilities, since the 
probabilities depend on another event occurring (Bayes, 1718).  
The need for the likelihood framework arises from the idea that experts can be subject to a positive or 
negative bias. Most often, the prior odds influence the expert and thereby cause this bias. For example, an 
expert might be biased to give the similarities between the disputed and reference samples more weight 
than is justified and consequently, the differences in the speech samples might go overlooked (Cambier-
Langeveld, 2017; Solan, 2010). To avoid this, more and more researchers argue that the evidence should 
be expressed in terms of the likelihood ratio. This tasks the forensic phonetician to give a strength-of-
evidence statement by answering the question: How much more likely is it that this evidence was found if 
the disputed recording A and reference recordings B and C are from the same speaker, than if disputed 
recording A and reference recording B and C are from different speakers?  
This framework, called the likelihood ratio, enables the phonetician to give a statement about her own 
findings in regard to the recordings, while avoiding being influenced by a possible positive or negative 
bias and by external factors, such as the prior probabilities, which would happen if she were to use Bayes’ 
Theorem in its entirety. This likelihood ratio is already incorporated in Bayes’ Theorem, so we can 
disassemble the prior odds from the likelihood ratio and the posterior odds (Morrison, 2009; Nolan, 
2001). A new formula, taken from Cambier-Langeveld (2017), could be stated as follows: 
 
P(Hs)        x   P(E|Hs)         =  P(Hs|E) 
P(Hd)     P(E|Hd)        P(Hd|E) 
 
Prior odds    x  Likelihood ratio    =  Posterior odds 
 
The prior odds are the probability of the hypothesis that the speech samples are from the same speaker 
(Hs) divided by the probability of the hypothesis that the speech samples are from a different speaker 
(Hd). The likelihood ratio consists of the probability of the evidence (E), which is the ratio of the 
probability of getting the evidence given the same speaker hypothesis to the probability of getting the 
evidence given the different speaker hypothesis. In a judicial setting, a forensic expert would give a 
testimony about how strong a specific piece of evidence is. Ideally, different experts of different fields 
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would all give the weight of their specific piece of evidence, enabling the judge to use her prior odds, e.g. 
‘going in with a blank mind’, to ultimately calculate the posterior odds and give her final decision. Thus, 
a forensic (speech) expert will never be compelled to use the prior odds in her statement, and will only 
state the strength of the evidence and not give a statement about the likelihood of the hypothesis itself 
(Bayes, 1718; Hughes, Foulkes & Wood, 2016; Morrison, 2009; Nolan, 2001).  
This new framework illustrates the reason why we cannot use the words identification or recognition, 
since that would entail having a posterior probability. ‘Comparison’ instead, is a more suitable term. In 
FSCs, we compare different properties of the disputed and reference speech recordings and thereby 
indirectly the characteristics of the voice. We do not compare the voices themselves (Morrison, 2009).  
1.2 Second language users 
Notwithstanding the fact that not all people speaking a second language are bilingual, an increasing 
number of people do speak a second language to some level of proficiency. This is true at least for the 
Netherlands and several other European countries (e.g. Devlin, 2015; Nardelli, 2014). Second language 
users are different from bilinguals in the sense that they learned the second language later in life, via 
formal instruction, regardless of the level of proficiency. Moreover, they have already acquired one 
language, which influences their “cognitive maturity and metalinguistic awareness” (Lightbown & Spada, 
2013:36). The metalinguistic awareness changes the way a language is learned, as the learner will 
compare the second language with the first and, even more importantly, will learn the second language 
using their first language (Lightbown & Spada, 2013). For example, second language users may learn 
vocabulary lists by translating the word into their first language. Even though some second language 
users can become quite proficient in their second language, their competence in their second language 
will always be weaker, as the degree of involvement is different (Bialystok, 2017). The degree of 
involvement can best be defined with an example: most children in the Netherlands start learning a 
second language, English, from the age of 12 (to 16-18) during high school. Most often they are tasked to 
learn vocabulary, grammar rules and sentences for every class. Not many students like to do these tasks, 
but see them as necessary thing if they want to graduate. This situation is very different from learning 
one’s first language as we don’t think about liking to learn the language or not, we just do. To sum up, 
second language users are speakers who (1) learned a second language through formal instruction and (2) 
at the time of learning the second language, had already acquired a first language. In this section, we 
discuss the concept of bilingualism in more detail, delving into the differences between bilinguals and 
second language users. Bilingualism is most often defined as being able to speak two languages 
competently and fluently (Harley, 2010). However, these notions are considered highly subjective and 
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most researchers in the field of bilingualism therefore agree that bilingualism is best seen as a continuum 
(Harley, 2010; Hoff, 2009).  
Bilinguals seem to possess proficiency in at least two language systems and conceivably a third one: a 
combination of the two. They use these different language systems, either independently or combined, in 
completely different everyday situations. Therefore, an individual speaking two languages should be 
considered a bilingual when she has achieved a stable level of bilingualism, i.e. consistently using one 
language in a particular situation, regardless of the level of proficiency in either of the two languages 
(Grosjean, 1989). Bilinguals can roughly be divided into two groups: early bilinguals versus late 
bilinguals. The general consensus concerning bilingualism is: early bilinguals are considered to be those 
that have completely acquired two languages by the age of five to seven; late bilinguals are those that 
have completely acquired two languages after these ages through informal use (Harley, 2010).  
Bilinguals also display differences in their brain activity and brain function compared to second 
language users (Kemmerer, 2014; Paradis, 1998). For example, the damaged areas in in languages in 
aphasic bilinguals are very different from the damaged areas in language(s) in monolinguals and second 
languages users (Paradis, 1998).  
As can be deduced from the definitions above, second language users are noticeably different from 
bilinguals. This thesis will focus only on highly proficient second language users of English who learned 
English in a later stage of life. We will avoid the term ‘(late) bilinguals’ to prevent confusion. Second 
language users are readily available in the Netherlands, since all high school students have had at least 
four years of formal English instruction. 
1.3 Filled pauses 
In this thesis we will research filled pauses used by second language users, which we orthographically 
represent as uh2 , a vocalic filled pause, and um, a vocalic-nasal filled pause. The phonological 
representation of filled pauses can vary, but the vocalic part is often comprised of a mid-vowel, /ɑ, ɛ, ə, 
æ/, or /r/ and the nasal part, of /n/ or /m/ (Braun & Rosin, 2015; Goldman-Eisler, 1961). Different 
researchers have offered different interpretations as to what filled pauses precisely entail (cf. Clark & Fox 
Tree, 2002; De Jong, 2016; Goldman-Eisler, 1961). In the next section we will describe the two most 
relevant views on the nature of filled pauses, since we must first understand what filled pauses are and 
where they come from before we can use them as a tool. 
                                                
2 Some researchers represent a filled pause as er/erm. However to avoid confusion because of the use of ‘r’, this current paper 
follows Hughes, Foulkes & Wood, 2016 and uses the representations uh, um and uhm. 
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1.3.1 Origin and function of filled pauses 
Some studies suggest that a filled pause is a disfluency: when something goes wrong in one of the first 
two stages of Levelt’s model of speech production, namely the conceptualizer or the formulator, the 
utterance ‘crashes’ and disfluency occurs (Armbrecht, 2015; de Jong, 2016; Levelt, Roelofs & Meyer, 
1999). Other studies have suggested that they facilitate speech planning (Clark & Fox Tree, 2002), 
whereas still others have suggested that filled pauses are just pauses that are used as fillers (Goldman-
Eisler, 1961). In the next paragraphs we will outline the first two above-mentioned views. First, to 
understand the origin and function of filled pauses according to the first view, we provide a brief 
overview of the process of speech production, then delve deeper into each part of Levelt’s model.  
Speech production is a complex process, as encapsulated under Levelt’s model of speech production, 
which was a refinement of Dell et al.’s (1997) lexical network model. Levelt’s model consists of three 
stages: (1) the conceptualizer, where people conceptualize what they want to say, (2) the formulator, 
where people formulate how they are going to say it and (3) the articulator, where people articulate the 
necessary sounds (Levelt, Roelofs & Meyer, 1999). This view of the nature of filled pauses can be 
defined as an outing of underlying cognitive processes of speech production in one’s first language (L1), 
as they seem to reflect different internal processes (de Leeuw, 2007; Goldman, 1961).  
In the first stage, the conceptualizer, speakers start in the conceptual preparation stage, where the 
intention of the speaker is converted into lexical concepts. Then the speakers need to access the 
corresponding word forms, or lemmas, from the mental lexicon, which is done in the lexical selection 
stage. Upon retrieving the correct lemmas, the word is prepared through stages of morphological, 
phonological and phonetic encoding in the second stage of the model, the formulator. The phonetic 
gestural scores are then sent to the third stage, the articulator, for the word to be articulated (Levelt, 
Roelofs & Meyer, 1999).  
When an utterance is halted because of a problem in one of the three stages, disfluency occurs, 
manifested for instance as a silent pause, lengthening of the previous phoneme or filled pause. Factors 
that play an important role in whether an utterance is fluent are either global or local. Global factors are 
age, personality, gender and the topic of the utterance, as talking about a familiar topic results in less 
disfluency. Local factors can be divided into two syntactic sites: outside or inside a clause. Speakers tend 
to have more silent or filled pauses outside syntactic clauses just before constitutions or at syntactic 
boundaries, while they tend to have more disfluencies inside clauses before low-frequency words, open-
class words, less predictable lexical items and new referents in the discourse (De Jong, 2016).  
When we define a filled pause according to the first view, namely as the outing of underlying 
cognitive processes, a filled pause is the audible representation of such a crash somewhere in the three 
stages of the speech model. In other words, the filled pause is a symptom of a cognitive process. This 
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hypothesis is referred to as the symptom hypothesis, which diverges from the signal hypothesis, which 
will be explained below (de Leeuw, 2007).  
Clark and Fox Tree (2002) put forth another view on the nature of filled pauses that focused on both 
production and perception. They researched uh and um in native English spontaneous speech and hey 
concluded that uh and um are not solely filled pauses, but rather actual English words. Uh and um adhere 
to English phonology, prosody, syntax, semantics and are used as English words. A filled pause should be 
treated as an interjection, which is “(1) a conventional lexical form (sometimes phrase) that (2) 
conventionally constitutes an utterance on their own and (3) does not enter into constructions with other 
word classes” (Clark & Fox Tree, 2002:76). This view follows the filler-as-word hypothesis, originally 
formulated by James (1972), which states that interjections are used to comment on the on-going 
performance of the speaker by the speaker herself. The difficulty in treating uh and um as words lies in 
the fact that uh or um is most often inserted into an already on-going utterance. As mentioned above, an 
utterance is planned in three steps: conceptualizing, formulating and articulating (Levelt, Roelofs & 
Meyer, 1999). Nevertheless, it seems complex, and in some ways redundant, for a speaker to (1) 
conceptualize “I am now initiating what I expect to be a minor delay”, then express this delay by (2) 
formulating uh and then actually (3) articulating uh during an utterance that is already on-going. The 
question that arises is: why does a speaker articulate uh? We must keep in mind that our brains will try to 
be as efficient as possible (Achard & Bullmore, 2007). So, how is it efficient for a speaker to produce an 
uh while at the same time planning a complete utterance?  
The authors explain this as follows: the production of uh and um is part of the so-called collateral track 
in the model of production. This collateral track, which is the counterpart of the primary track, contains 
the non-primary information in utterances and is not part of the sentence’s syntactical structure. The 
merging of primary and collateral messages is done via inserts (inserting “I mean”), juxtapositions (“Bob 
said Bob was”), modifications (“I.. I couldn’t”) and concomitants (signals in a non-speech modality, e.g. 
head nods). The main use of uh and um is that they signal an upcoming delay in speech: uh when the 
speaker expects a minor delay and um when she expects a major delay. Filled pauses are therefore verbal 
manifestations of speakers monitoring their speech. All speakers have a process that (1) merges the 
collateral track with the primary track and (2) monitors and detects the upcoming delays. In the 
monitoring stage, it must first discover a problem, then select uh or um and lastly decide whether the 
interjection should be separate or cliticized and whether it will have a normal or extended length (uh/um 
versus u:h/u:m).  
We can define a filled pause according to the second view: a filled pause signals either a minor or 
major delay. In other words, the filled pause is a signal of a cognitive process. This hypothesis is referred 
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to as the signal hypothesis, which is in contrast to the symptom hypothesis discussed above (de Leeuw, 
2007).  
1.3.2 Realization of filled pauses 
We have now outlined the two most relevant views on what filled pauses are and how they occur in 
natural speech. We will now discuss a characteristic of filled pauses relevant to this thesis: their 
realization. De Leeuw (2007) found that filled pauses appear to have a different realization in different 
languages. The author studied English, German and Dutch filled pauses and found significant differences 
between the three languages. English and German speaker were found to use more vocalic-nasal filled 
pauses, contrary to Dutch speakers who used vocalic filled pauses more often. However, within the three 
languages there was variation as not all speakers conformed to the three language trends. This variation is 
clear evidence that not only is there language-specificity, but within a language there is speaker-
specificity in the realization of filled pauses. This is one of the points that this thesis further builds on.  
Additionally, the results of de Leeuw (2007) indicate that neither of the views discussed above can 
explain the differences in the three languages for a number of reasons. First, since speakers of English 
used significantly more vocalic-nasal filled pauses (um) than speakers of Dutch, who used more vocalic 
filled pauses (uh), this would have consequences when signaling a delay. It raises the question: do 
English speakers hardly ever signal a minor delay? Or, in other words, does the use of an um (major 
delay) have less of a significant effect on English listeners? This seems unlikely, since contrasting 
behavior was found in the speakers of American and British English in their use of filled pauses (de 
Leeuw, 2007). Clark and Fox Tree’s (2002) American English participants only used a vocalic-nasal 
filled pause when indicating a major delay, with a vocalic filled pause used in other instances. This is in 
contrast to their British English counterparts in de Leeuw’s study who had an overall preference for 
vocalic-nasal filled pauses and, following Clark and Fox Tree’s (2002) view, thus seldom seem to signal a 
minor delay. Second, the language-specificity of filled pauses cannot be explained by underlying 
cognitive processes. One would expect there to be a uniform way of using a filled pause; yet, this is 
evidently not the case. Also, thirdly, speakers showed variation in their use of filled pauses, even in very 
similar situations, and this would be unlikely if filled pauses exclusively operated as words (de Leeuw, 
2007).  
These reasons result in the consensus that filled pauses function as both signals of delay and as 
symptoms of cognitive processes. If the listener interprets the filled pauses as symptoms of the underlying 
cognitive processes of the speaker, the listener will act accordingly and wait for the speaker to finish her 
delay and sentence. This phenomenon would be explained by a combination of the symptom and signal 
hypothesis (de Leeuw, 2007). Nevertheless, the idea that filled pauses display both language- and 
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speaker-specificity suggests that there are grounds for further research on the speaker-specificity of filled 
pauses. 
 Filled pauses are also known to contribute to the pragmatically important notion of turn-taking, i.e. 
holding the floor and giving the floor to someone else in a conversation (Benus, 2013; Clark, 2004; 
Engelhardt, Nigg & Fereirra, 2013; Fox Tree, 2002). However, this pragmatic use of filled pauses will not 
be further discussed in this thesis, as turn-taking is an application of the filled pauses and not a 
description of its origin and nature. While people could vary in how they apply filled pauses in turn-
taking, and thus it could be a speaker-specific feature, it is not one we are focusing on in this thesis.  
This thesis does not aim to find evidence for either of the two views on what filled pauses are, 
symptoms of underlying cognitive processes or signals for delays. Rather we follow de Leeuw (2007) in 
her view that filled pauses can best be treated as both symptoms and signals.  
1.3.3 Use of filled pauses in FSCs 
As discussed in section 1.3.1, in first language research, disfluencies might reveal the underlying 
cognitive processes of speech production. In contrast, disfluencies in the second language are often 
viewed as an aspect of second language (L2) proficiency, because they decrease when the proficiency in 
the second language increases (De Jong, 2016). For that reason, the number, distribution and type of 
disfluencies in the second language of speakers have been used as indicators of proficiency (Armbrecht, 
2015; De Jong, 2016; Fehringer & Fry, 2007). Disfluencies in speech have also been used to assess the 
speakers’ fluency (e.g. Bosker, Quené, Sanders & De Jong, 2014; De Jong, Groenhout, Schoonen & 
Hulstijn, 2015; De Jong, 2016; McDougall & Duckworth, 2017).  
Early experimental researchers on voice recognition have already stated that hesitancy could 
contribute to the recognition of a speaker (Shearme & Holmes, 1959). In other words, it can be seen as 
speaker-specific. Moreover, Goldman-Eisler (1961) found that the choice between filled or silent pause is 
very individual and dependent upon one’s personal speaking style. De Jong et al. (2015) found that 
pausing behavior also depends on personal speaking style and personality. For example, personal 
speaking style affects the number of silent and filled pauses one uses in general, thus confounding the L2 
measure. The authors proposed that measures of L2 fluency should therefore be corrected using fluency 
measures in the first language. One such measure revolves around the use and distribution of filled 
pauses, often orthographically represented as uh, um or uhm. The finding that individual personality is 
reflected in his or her pausing behavior can be seen as a very strong indication that pausing could be 
treated as a speaker-specific feature in speech. Over the years, other researchers have also provided 
evidence for the speaker-specific nature of filled pause use (e.g. Blankenship & Kay, 1964; Duez, 1982; 
Henderson, Goldman-Eisler & Skarbek, 1966; Goldman-Eisler, 1961; Kolly et al., 2015; Maclay & 
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Osgood, 1959; Shriberg, 2001). Some studies have specifically focused on the implications of using filled 
pauses in FSC. We will discuss some relevant studies below.  
Braun and Rosin (2015) reported that their participants showed different patterns in using filled 
pauses. They found that the speech of participants showed differences in the number as well as type of 
filled pause. The authors analyzed filled pause use and found that speakers would consistently use only 
four to five filled pause realizations out of seven pre-established realizations people tend to use. The 
intra-speaker consistency was moderate to high. This, combined with the fairly large inter-speaker 
differences, means that we can cautiously state that a speaker’s filled pause’ pattern might help classify 
recordings from different speakers. The authors also calculated the mean fundamental frequency (F0) of 
all participants’ filled pauses as an extra feature. They also calculated the F0 of the total text, which was 
the mean F0 of all utterances per speaker averaged over the different sessions. This mean text F0 served 
as a reference point with which to compare the F0 of the filled pause. The authors found that the F0 of 
filled pauses was significantly lower than that of normal speech of the total text. This was also a 
contribution for the research into how filled pauses are embedded into phrases. In sum, this study showed 
(1) a speaker-specific frequency in the occurrence of filled pauses, (2) a rather consistent distribution of 
filled pauses within speakers, and (3) a consistent lowering of the F0 in filled pauses. The authors 
concluded that this research should be treated as a pilot and other features, such as the formant structure 
of filled pauses, should be taken into account as well (Braun & Rosin, 2015). This research will be used 
as one of the starting points for this thesis, since it combines the number, distribution and F0 of filled 
pauses into one possible combination to assess speaker-specificity.  
Hughes, Foulkes & Wood (2016) also found that filled pauses show little intra-speaker variance 
however, how much variance will a speaker across two languages show? To the best of my knowledge 
only two studies have in some way addressed this issue.  Kolly et al. (2015) investigated the use of silent 
pausing behavior in Zürich German-French/English bilingual individuals. This study investigated whether 
this silent pausing behavior remained speaker-specific if the speakers spoke in their non-native 
language(s). The authors found that number and duration of silent pauses showed low within-speaker and 
high between-speaker variation and could therefore be considered speaker-specific. They concluded that 
temporal characteristics of silent pauses could be used with caution in forensic casework. A benefit of this 
method in FSC is that spectral features are often lost in the recordings of telephone conversations, but 
temporal features are not (Kolly et al., 2015). 
Another study also researched a bilingual situation, additionally focusing on filled pauses. Armbrecht 
(2015) found similarities in the hesitation phenomenon (filled and silent pauses) between two languages 
(English and Spanish), suggesting that hesitation aspects of one’s L1 can be carried over to their L2. The 
author attributed the similarities to the use of the same planning aspects in the languages. The recordings 
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of twenty participants were analyzed for pause-to-speaking ratios, number of filled pauses and differences 
in planning style (in both frequency and duration). The author concludes that filled pauses should be used 
as a speaker-specific feature, as long as the speaker is fluent in both languages, since speakers tend to 
have a higher number of filled pauses in their second language (Armbrecht, 2015). 
Armbrecht’s study addresses a very important point: proficiency. This current study will make use of 
recordings where all participants are native speakers of Dutch and have an English proficiency of C1 or 
higher (Entrance Requirements University College Utrecht, 2018, Jan 05). This ensures a commensurate 
degree of homogeneity in our speaker’s English proficiency. Becoming more proficient in a language has 
been shown to affect the amount of hesitation, since the use of filled pauses decreases (Fehringer & Fry, 
2007). This increase in proficiency might ultimately result in a more similar distribution of filled pauses 
across one’s L1 and L2 (Armbrecht, 2015; De Jong, 2016).  
Taken together, existing research suggests that filled pauses can be used as robust variables in FSC. 
They are indeed used as variables in FSC and phonetic research in general (Braun & Rosin, 2015; Cicres, 
2013; Hughes, Wood & Foulkes, 2016). Some research has found that filled pauses are language-specific 
(de Leeuw, 2007; Wieling, Grieve, Bouma, Fruehwald, Coleman & Liberman, 2016), whereas other 
research has provided evidence that filled pauses are subject to carryover effects from one language to 
another (Armbrecht, 2015; Fehringer & Fry, 2007). The studies by Armbrecht (2015), Braun and Rosin 
(2016) and Kolly et al. (2015), all have given us different insights that contribute to a better 
understanding of a possible speaker-specific characteristic or feature of filled pauses.  
Filled pauses in a first and second language are apparently different, since they are realized differently 
in each language (de Leeuw, 2007). However, they might be indicative of the same processes, but with 
different realizations (Armbrecht, 2015). These realizations are influenced by proficiency and can 
therefore change over time when the speaker develops her competence in the second language (Fehringer 
& Fry, 2007). The implications leave us with the following question: if FSC looks at filled pauses, and 
these pauses have language-specific characteristics, what can a filled pause actually tell us about a 
speaker across L1 and L2? Is a cross-language FSC even possible in a second language user context, 
where proficiency can change over time and thus influence the filled pause use?  
We will use these findings and the remaining questions along with distributional and phonetic features 
that have already shown speaker-specificity (section 1.4), to determine which features could best classify 
filled pauses of speakers across their two languages.  
1.4 Speaker-specific phonetic features in filled pauses 
The previous sections have already shown that the number, duration and distribution of filled pauses 
can show high within-speaker variability. Over the years, much research has focused on which features 
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can be considered speaker-specific (e.g. Albers, 2017; Braun & Rosin, 2015; Dahan, 2005; Liss & Lotto, 
2011). In this section we will discuss two more features that will be used to further analyze the phonetic 
content of filled pauses.  
A suitable candidate for a feature that might reveal speaker-specificity, according to some, is F0, since 
it reflects the anatomical properties of an individual speaker (Braun & Rosin, 2015; Carbonell, Lansford, 
Utianski, Kirchhübel, 2010; Liss & Lotto, 2011; Mennen, Schaeffler & Docherty, 2011). However, not all 
researchers agree that F0 is speaker-specific, as this feature is subject to some external factors that might 
influence its speaker-specificity. For example, raised vocal effort (Harwardt, 2009), emotion (Braun, 
1995) and disguise (Künzel, 2000) can change F0 and result in less correct recognition. Since F0 is 
closely related to the anatomical properties of a person’s vocal folds, physical changes affect F0 greatly. 
For example, hitting puberty for males and menopause for females can result in great variety within a 
speaker over time (Loakes, 2006). Furthermore, the type of speech, either spontaneous or read speech, 
also affects F0 (Lindh, 2006; Rose, 2002). Nonetheless, the general consensus is that F0 shows high 
between-speaker variation (Rose, 2002). This thesis might give insight into whether the F0 measures can 
contribute to classifying speakers using a combination of different phonetic features. We do not expect F0 
to correctly classify speakers by itself. Rather we expect a combination of features of filled pauses, 
including F0 to enable the filled pauses to be traced back to their speaker with a high degree of accuracy.  
German and English show differences in the F0 of filled pauses versus the F0 of phrase patterns, and, 
moreover, these differences stem from the underlying acoustic rules of that particular language (Mennen, 
Schaeffler & Docherty, 2011). However, whether these differences are also measurable in Dutch 
compared to English remains understudied. 
Tschäpe et al. (2005) found evidence for speaker-specificity in F0 both in normal speech recordings 
and synthetic telephone recordings, which were created with the use of Lombard speech. This particular 
kind of speech, also called the Lombard Reflex, can be best explained as the situation where speakers 
speak more loudly, and thus have an increased vocal effort, to compensate for poor audio transmission in 
telephone conversations or loud background noises (Kirchhübel, 2010). The recorded participants in the 
corpus used by Tschäpe et al. (2005) were asked to read and speak while hearing 80 dB noise through 
their headphones (Jesser, Köster & Gfroerer, 2005). Tschäpe et al. (2005) compared the variation of F0 
within filled pauses with the variation of F0 within intonation phrases when performing a picture 
description task. The importance of this comparison lies in the fact that FCSs often involve the 
comparison of disputed samples with Lombard speech and known samples with normal speech. In their 
study, speakers and their filled pauses varied only slightly in. Another part of their study suggests that 
filled pauses are a promising feature for an FSC, as the variation in F0 is higher in the intonation phrases 
compared to the normal and Lombard speech recordings (Tschäpe et al., 2005).  
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Other evidence for the language-specificity of F0 can be found in the differences between F0 
stabilizing, which is the time it takes for the F0 mean and F0 SD to normalize and thus become stable 
(Rose, 1991; 2002). Nolan (1983) reported that 60 seconds were the minimum for achieving a stable F0, 
while Rose (1991) found that the measures of F0 Chinese speakers became reliable much earlier.  
Another promising feature that might reveal speaker-specificity is the dynamic trajectory of formants 
(Duckworth, McDougall, De Jong & Shockey, 2011; Hughes, Foulkes & Wood, 2016; McDougall, 
2006). Using dynamic analysis methods rather than using static midpoint formant frequencies might 
result in more robust discrimination of speakers (Hughes Foulkes & Wood, 2016). However, Brander 
(2014) showed that vocalic and nasal F1-F3 frequencies also show speaker-specificity; therefore, some of 
the static frequencies will be measured as well. The F3 will be of particular interest, since Foulkes et al. 
(2004) found that it had the least variability within speakers. However, formants are affected by the 
transmission of the phone, since higher frequencies, like those found in formants higher than F3, are not 
available in telephone speech. Hence, caution must be taken when using high formant measures, as they 
might not always be usable in FSCs that involve telephone speech (Coulthard & Johnson, 2010; Byrne & 
Foulkes, 2004). Moreover, another thing that must be examined with caution is the gender differences in 
formants. Some research has proposed that the gender differences are due to gender itself, while other 
research has proposed that the gender differences are caused by the influence of F0 (cf. Maurer, Suter, 
Friedrichs & Dellwo, 2015; Whiteside, 2001), while still other research stresses that the differences are 
due to social gender constructs (Pépoit, 2013).  
In sum, features that will be analyzed for language- and speaker-specificity are: vowel and nasal 
duration3 (Hughes, Foulkes & Wood, 2016), number of filled pauses (Braun & Rosin, 2015; De Jong, 
2016) and the distribution of filled pauses (Braun & Rosin, 2015). Though we know that filled pauses 
seem to occur more often before lexical words than function words and more often at phrase boundaries 
than within clauses, this thesis will focus on every occurrence of a filled pause and not take into account 
the placement in the sentence (Goldman-Eisler, 1961; Hughes, Foulkes & Wood, 2016). 
1.5 Statement of Purpose 
Lately, research into language- and speaker-specific features with regard to filled pauses has increased 
(Armbrecht, 2015; Cambier-Langeveld, 2007; Gold & French, 2011; Kolly et al., 2015; Reed, 2002). 
Some researchers focused on two languages (Armbrecht, 2015; Kolly et al., 2015), but only researched 
the distribution and duration. Others (Brain & Rosin, 2015; Hughes, Foulkes & Wood, 2016) looked at 
                                                
3  Due to practical and time constraints, this thesis will only consider vowel, vowel + nasal and/or nasal as filled pauses. 
Contrary to Braun and Rosin (2015) initial vowel/consonant lengthening and final vowel/consonant lengthening will not be 
taken into account, but final vowel/consonant endings that seamlessly become filled pauses (e.g. Dutch: en-uh, English: and-
uh) will be taken into account.   
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some phonetic features, but focused only on one language. The question that remains is what the 
differences and similarities between the two languages are regarding the phonetic content of the filled 
pauses. To this end, this thesis aims to answer the following research questions:  
 
1. What are the language-specific distribution and/or phonetic features of filled pauses in the speech 
of L1 Dutch and L2 English speakers? 
 
2. Which feature of the distribution and/or of the phonetic content of L1 and L2 filled pauses can be 
considered speaker-specific and to what extent? 
 
3. Which feature of the L1 and L2 filled pause can be considered most speaker-specific across the 
two languages? 
 
4. Which feature of the L1 and L2 filled pause, if any, remains the most robust over time? 
 
If we assume that the realizations of filled pauses differ between languages, which makes it more 
difficult to do a successful FSC, we can also assume that a place or feature where the languages are more 
similar is the best place to compare the two languages for speaker-specificity. Therefore, this thesis aims 
to test the robustness of features that exist at the intersection of language- and speaker-specificity, 
considering the increasing number of second language users in the world. This combination would 
hypothetically result in measures that would be speaker-specific. This thesis compares (the nature of) 
filled pauses in second language users across languages in order to explore the consequences and 
implications for forensic investigations. 
We hypothesize that the number and distribution will show the most variation across languages and 
speakers (Armbrecht, 2015). With regard to duration, we expect to find some speaker-specificity in the 
vocalic duration (Hughes, Foulkes & Wood, 2016; Kolly et al., 2015). Likewise, we hypothesize that F0 
will show speaker-specificity, as most of the external factors that could influence F0 are controlled for, 
including differences in raised vocal effort, emotion, disguise and age-related factors. Lastly, we also 
hypothesize that F3 will be the most speaker-specific, since it stays the most robust within a speaker 
(Foulkes et al., 2004). With regard to speaker classification, we expect that a combination of formants 
coupled with duration features will give the best classifying results. Moreover, we hypothesize that um 
will give better classification rates compared to uh, since the added nasal contains some extra speaker-
specific information (Hughes, Foulkes & Wood, 2016). However, the opposite pattern has also been 
found, which might be due to the lack of duration and dynamic features, since Foulkes et al. (2004) only 
considered the midpoint values of um.  
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Furthermore, we will use a subset of the speakers, recorded again three years later, to see which 
features stay comparable and are robust over time. The speakers in the LUCEA database have been 
heavily exposed to English during their degree and are expected to have increased English proficiency. 
Research has shown that speakers exhibit different patterns in filled pause use across languages due to 
low proficiency in their second languages. However, these differences will start to disappear when the 
speakers reach a higher level of proficiency (Fehringer & Fry, 2007). Along that line, researchers have 
found speakers from different dialects and accents that confer with each other, to have converging accents 
(Evans & Iverson, 2007). Using recordings of a subset of speakers three years after their first recording 
will give insight into the robustness of the features that were found and tested. 
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Chapter 2 – Methodology 
 
In this thesis we aimed to find language- and speaker-specific characteristics of distributional, durational 
and acoustic variation (fundamental frequency and formant structure) in the phonetic content of filled 
pauses. To achieve this aim, we tested four different categories of features to find significant effects of 
the following factors: language and speaker. This chapter will firstly describe the databases, its speakers 
and the procedures used to record the speakers (section 2.1.1-2.1.2), the extraction of the features from 
the recordings and the annotated TextGrids (section 2.2), the statistical analyses (section 2.3) and lastly, 
our use of linear discriminant analyses (section 2.4).  
2.1 Materials 
2.1.1 LUCEA database 
In this section we will firstly describe the speakers in the LUCEA database and secondly the 
procedures used to record the speakers. The speakers from the LUCEA database (Orr et al., 2011) were 
recruited in their first semester at University College Utrecht (UCU) in September 2010, 2011 and 2012 
and were asked to come back for more recording sessions over the course of their three year Bachelor’s 
degree. The first recording was made six weeks after their arrival at UCU (recording session 1); three 
more recordings were made over the course of the following 2.5 years and the final recording was made 
at the end of the sixth semester (recording session 5, before graduation). Not all speakers were recorded 
five times. Most of the speakers do not speak English as a native language. Their accents in English can 
be best described as mainly influenced by, and therefore somewhat resembling, British and US English 
accents. This information was gathered using a language background questionnaire. In this database the 
group of native Dutch students is the largest, compared to groups of other language backgrounds, and can 
therefore this group had the most influence on the overall accent of the UCU group (Orr et al., 2011).  
In the September 2010 cohort of the LUCEA database, 60% of the speakers were native Dutch. In this 
thesis we analyzed a group of 40 of those speakers. This group consisted of 11 male speakers and 29 
female speakers of Standard Dutch (ABN), approximately 17–24 years old. They had no history of 
speech or hearing problems. Their English level was measured as at least C1, since that is an UCU entry 
requirement. The C1 level is part of the internationally acknowledged Common European Framework of 
Reference for Languages (CEFR) to quantify a student’s language level. C1 is the second highest level a 
second language user can achieve, since the scale ranges from A1-A2 (basic user), B1-B2 (independent 
user) and C1-C2 (proficient user). According to the official global scale provided by the Council of 
Europe, C1 speakers are expected to be able to: “[..] understand a wide range of demanding, longer texts, 
and recognize implicit meaning. Can express him/herself fluently and spontaneously without much 
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obvious searching for expressions. Can use language flexibly and effectively for social, academic and 
professional purposes. Can produce clear, well-structured, detailed text on complex subjects, showing 
controlled use of organizational patterns, connectors and cohesive devices” (Council of Europe, 
2018:24).  
Almost every recording consisted of an interview divided into seven parts, which were recorded as a 
single sound file: (1) reading part of the Rainbow passage, (2) reading “The boy who cried wolf” an 
Æsop’s fable, (3) reading five sentences aloud, (4) reading three clusters of sentences, (5) giving a 
monologue (‘prepared speech’) in Dutch on an informal topic, (6) giving a monologue (‘prepared 
speech’) in English on an informal and a formal topic, and (7) having a conversation in English with the 
interlocutor about the topics in 6 (see Orr et al., 2011 for a more detailed description). The order of the 
parts was not always as outlined above because the seven parts of the recording overlapped slightly. For 
this thesis we only used two parts of the seven: the Dutch and English informal prepared speech, as the 
participants were tasked to talk about the same topic in both languages in these parts. Having the same 
topics in both languages resulted in a relatively homogenous sample. Each session lasted about an hour. 
 For the recording sessions, the speakers were asked to sit in a quiet office room lined with isolation 
screens to absorb the sound and to reduce echoing. The speakers were seated at a desk with the 
experimenter opposite of them and were recorded with eight different microphones. For the purpose of 
this thesis, we only used the recordings made by microphone 1, the headset microphone, since it picked 
up the strongest and clearest speech signal. The two parts (the Dutch and English informal prepared 
speech) used in this thesis lasted about two minutes each on average. 
 To assess the robustness of the speaker-specificity of a filled pause over time, we compiled a subset of 
recordings that consisted of ten female speakers. These ten female speakers were the only ones that had 
been recorded five times over the course of the experiment. The fifth and final recording session was used 
to test how robust the speaker-specific features in the filled pauses are over time. 
2.1.2 CASLA database  
In this section we will first explain our reason for choosing an additional database, then describe the 
speakers in the CASLA database and lastly describe the procedure used to record the speakers.  
It was decided to perform some analyses on another database to test the general usability of these 
features in filled pauses. Students created this database as an assignment for the Cognitive Approaches to 
Second Language Acquisition (CASLA) graduate course where, in late 2017, Saito’s (2017) and De Jong 
et al.’s (2015) studies were partially replicated. De Jong et al. (2015) showed that fluency measures alone 
revealed information about the personal speaking style of a speaker, in addition to his or her proficiency. 
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Saito (2017) was one of the first to examine how aspects of language learning aptitude affect speech 
production achievements in adult L2 learners and found that explicit aptitude (specifically sound, 
vocabulary and grammar learning) plays a significant beneficial role in L2 speech production. The author 
tested this with a commonly used speaking task: a picture narrative. The CASLA replication of the two 
studies used this picture narrative as well.  
The CASLA database consisted of 36 native Dutch speakers, with varying levels of English 
proficiency (16 male, 20 female; M = 33.89, SD = 16.52, range = 20–71). All students who took part in 
the CASLA course recruited the participants through their personal networks via social networks, such as 
Facebook, Instagram and Twitter. The recordings were carried out at the participants’ homes or another 
place where the participants felt comfortable and at ease with the speaking tasks. None of the participants 
received payment for their participation in the experiment.  
For the purpose of this thesis, only 19 speakers (9 male, 10 female; M = 30.53, SD = 14.25, range = 
20–64) of the total set were included in the analysis, as some of the recordings were excluded due to bad 
recording quality or misplacement.  
The five parts of the experiment were all conducted in the same order for all participants: (1) the first 
set of three speaking tasks was conducted in either the L1 or L2, introduced by a familiarization task; (2) 
all four subtests of the LLAMA aptitude tasks were administered (Meara, 2005); (3) the second set of 
three speaking tasks in the remaining language was conducted; (4) the online LexTALE questionnaire 
(Lemhöfer & Boersma, 2012) was filled out to test the participant’s English proficiency; and (5) the 
LEAP-Questionnaire (Marian, Blumenfeld & Kaushanskaya, 2007) was filled out as a language 
background questionnaire. 
The language background questionnaire revealed information about the language history and 
background of the participants (see Appendix A). They were asked to rate their proficiency of English 
from 1 to 10. The mean score was 7.12, with a standard deviation of 1.82 and a range of 3 to 10. The 
participants were also asked to state their age of acquisition. The mean age of acquisition was 9.32, with a 
standard deviation of 2.75 and a range of 5 to 13 years. Furthermore, they were asked to rate the 
percentage of current exposure to English. The mean percentage of current exposure to English was rated 
as 25.68%, with a standard deviation of 16.06% and a range from range 3% to 65%.  
The participants were asked to perform six speaking tasks to elicit their L1 and L2 speech. The tasks 
were originally from the De Jong et al.’s (2012a) and (2015) and Hulstijn et al.’s (2012) studies. The set-
up of the task was as follows: simple vs. complex, formal vs. informal and descriptive vs. persuasive, to 
have as many different speaking conditions as possible. Due to time constraints, the replication 
experiment only consisted of six (three per language) of the sixteen original tasks (see Appendix B for the 
overview and descriptions of the six tasks). Only two speaking tasks were chosen for the purpose of this 
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thesis, since participants gave as feedback that they thought the other tasks required them to act out of 
character during the recording. Therefore, only the English speaking task about traffic jams in the 
Netherlands and the Dutch speaking task about global warming, were used. 
All tasks were designed in such a way that every speaker, without any background knowledge of the 
topic, would be able to perform the task with the provided information. The speakers, however, were told 
to keep in mind that they had to act like the situation they had seen in the picture(s) had actually happened 
to them and they were instructed to alter their speech accordingly.  
The oral tasks were displayed using PowerPoint (version 14.7.2) on a PC laptop or computer. The 
participants navigated through the experiment using the mouse. First, the participants received written 
instructions on the screen, which explained to them what they were about to do and stated that their 
answers would be recorded. After reading the instructions, the participants were able to familiarize 
themselves with the picture narrative through a familiarization task. This task was only provided during 
the first set of speaking tasks and was skipped during the second set. For every task, including the 
familiarization task, the participants had 30 seconds to prepare by reading the explanations of what 
happened and scanning the pictures that displayed the situation. The combination of text and pictures was 
chosen to help the participants understand the situation better so that they would be able to act like it had 
truly happened to them. A bar in the bottom left corner showed the remaining preparation time. 
Participants were able to click ‘next’ to start talking about the depicted situation, with the pictures 
remaining visible on the screen, until the 120 seconds of speaking time had passed. This procedure was 
repeated three or four times for each speaking task, depending on the familiarization task, before the 
participants were allowed a short break. 
The six speaking tasks were recorded using a voice recorder, which recorded the tasks in stereo, with a 
sample rate of 44.1 kHz and either MP3 or WAV format, depending on the student’s recorder. All six 
tasks and familiarization tasks were recorded separately, since the aptitude tests were conducted between 
the clusters of speaking tasks. 
2.2 Feature extraction of filled pauses 
The filled pauses were extracted from the recordings in Praat (Praat version 6.0.39, Boersma & 
Weenink, 2018). For the CASLA database, if necessary, the recordings were converted to WAV format4 
in order for Praat to read the sound file, then mono and then filtered for background noise using the 
Remove noise function (bandwidth at 50.0 Hz). The speech recordings from both databases were 
                                                
4 MP3 format was originally created to filter out and delete parts of sounds the human ear cannot hear to save space. In 
contrast, WAV format keeps all the recorded information and is therefore more suited for phonetic research. Some students in 
the CASLA database recorded their participants in MP3 format, which means that the acoustic information would not have 
been recorded in the first place, so we do not expect the conversion to WAV format to affect the analyses. 
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manually annotated only once by one of two experimenters. We specified (i) the language, (ii) which part 
of the experiment was used and (iii) the filled pause on separate levels of Praat TextGrids. The boundaries 
were manually placed at the onset and offset of the whole filled pause and, in case of a nasal filled pause, 
the vocalic part of the filled pause was annotated as well. Cues for the beginning and end of the filled 
pause were taken from the waveform, the spectrogram, the formants and by carefully listening to the 
recordings. The boundary between the vocalic and the nasal part of the vocalic-nasal filled pause was 
defined in the spectrogram by an overall decrease of the amplitude and an increase in F1 and F2 
(Johnson, 2012).  
One issue we ran into while annotating the filled pauses in the speech recording was the ambiguous 
use of conjunctions as filled pauses and filled pauses that sounded like conjunctions. A few of the 
speakers pronounced their filled pause similar to ‘and’ (English) or ‘en’ (Dutch). We decided to annotate 
these instances as uh and um, only when the filled pauses were surrounded by silences on one or either 
side and/or when the sentences could still be considered syntactically correct. This was done to avoid 
annotating instances of ‘and’ or ‘en’ when they were used as conjunctions. For example, in the sentence: 
“Maar het feest was daarintegen wel heel erg gezellig, ik heb leuke cadeautjes gekregen ook –um/en- nou 
ja ik heb misschien wel een klein beetje wat gedronken, maar dat hebben ook meer mensen gedaan, dus 
dat was hartstikke leuk” [But the party was a lot of fun. I got some nice presents too –um/and- well, I 
might have had a bit too much to drink, but so did a lot of other people, so it was a lot of fun]. The filled 
pause um/en can be deleted without making the sentence syntactically incorrect. Therefore this instance is 
considered a filled pause. This is in contrast to the example in the following sentence: “It was wonderful 
to be able to be enrolled in that project -and/um- with that we went to […]”. In this case the speaker 
clearly pronounced the [d].  
 Another issue we encountered was the difficulty with segmenting the previous word and the filled 
pause. All lengthened vowels and consonants were discarded and not analyzed to begin with, but that still 
left cases such as ‘en-um’ or ‘and-uh’. Only instances where the filled pauses could be easily delimited 
were included in the annotation to be analyzed later. We estimate that this choice caused us to discard 
roughly 1% (approximately 16 tokens) of all the instances of uh and um present in the recordings and 
expect this to not have affected the distribution analyses much. Approximately 50% of the discarded 
instances were vocalic-nasal filled pauses, and the other 50% were vocalic filled pauses.   
An example of an annotated nasal filled pause in the speech recording can be seen below in Figure 1: 
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Figure 1. Example of annotated filled pause um, with the vowel part (uh) also annotated, and the matching spectrogram of 
speaker 06. 
 
All features required for the statistical analyses were extracted from the annotated TextGrids and 
WAV-files using a Praat script. Two types of measures were taken from each instance of either uh or um 
per language and speaker: distributional and acoustic ones. In terms of distributional measures, the 
number of uh and um occurrences were counted in order to assess differences in the number of filled 
pauses between the L1 and L2 of the speakers overall and individually. In terms of acoustic measures, the 
following durational properties (in seconds) were taken from the annotated speech recordings: the total 
duration, the vocalic duration and the nasal duration (only in the case of um) of the filled pause. Other 
acoustic measures (in Hertz) were: the mean fundamental frequency of the filled pause, the mean 
fundamental frequency of the speech one second to the left and one second to the right of the filled pause 
(henceforth text F0), dynamic formant trajectories of F1, F2 and F3 and lastly, the static midpoint 
frequencies of F1, F2 and F3. To extract the dynamic formant trajectories, the three formants were 
extracted at equal steps of +10% over the course of each filled pause using the burg function (with 3 
formants in 3500 kHz for female speakers and 3000 kHz for male speakers, the Window length was 0.025 
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seconds and the pre-emphasis was set at 50 Hz). The static midpoints were represented as the +50% 
frequencies, the exact center of each instance of one of the F1-F3 formants in each filled pause. 
All recordings in both Dutch and English were longer than 60 seconds per speaker, as some 
researchers have found that it takes at least this length of time for a speaker’s F0 to stabilize (Nolan, 
1983). While other research has shown that the F0 can stabilize quickly (Rose, 1991), we ensured that the 
recordings were long enough, in case this stabilization difference is language dependent and 
thus/therefore only occurs in some languages but in others (Rose, 2002). 
2.3 Statistical analyses 
All filled pauses were analyzed for effects of the factors language and speaker. The filled pauses were 
analyzed for four different features: distribution of filled pauses, i.e. the number of uh versus um; the 
total, vocalic and nasal durations; the fundamental frequency; and the structure of the first three formants. 
We decided to separate the analyses for female and male speakers in the F0 and formant measurements, 
as the differences in the vocal tracts can affect the results. Since the recordings in the CASLA database 
were not consistently recorded in a high-quality format, only the first two features of filled pauses were 
statistically analyzed.  
Initially, the 40 annotated speech recordings of the LUCEA database resulted in a dataset of 1519 
instances of uh and um. The 19 annotated speech recordings from the CASLA database resulted in an 
initial dataset of 435 instances. We checked the data for extreme values that were significant outliers and 
had to be discarded to meet the assumptions of the statistical analyses. For example, durations above 3.0 
seconds were removed, since they were likely due to an erroneous measurement. For males, F0 values 
above 350 Hz were removed from the dataset, since they were also likely due to an erroneous 
measurement and not an actual F0 value for a male. Formant values were also checked for extreme 
values, but no other instances had to be removed. A further 23 tokens were deleted, because they were 
missing all duration values, all F0 measurements and more than five different data points along the 
formant trajectories. These missing data were likely due to an error in annotation by one of the two 
annotators.  
We decided to use subsets of the original dataset to perform our statistical analyses because some 
tokens were not suitable for all four analyses. The original dataset of 1492 tokens was subjected to two of 
the four statistical analyses: the distribution and duration analyses. For the fundamental frequency 
analyses, 17 tokens were excluded due to missing F0 measurements of the filled pause and an additional 
22 of the instances of uh and um could not be used in this analyses since they lacked the F0 measurement 
on both the left and right side of the filled pause. Thus, 1459 tokens were still suitable to be analyzed for 
their fundamental frequency, even though some of them were missing the static midpoint frequency, i.e. 
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the 50% step, of one or more of the three formants. Only 838 instances of uh and um were statistically 
analyzed for their formant structure analyses. Not all formant measurements along the formant trajectory 
were correctly extracted from the acoustic signal, which was shown when values were returned as 
‘undefined’ or with unlikely values (e.g. 300 Hz as 70% of F3). Therefore, we chose two speakers with 
the most filled pauses for uh and for um. This resulted in formant trajectories that included most of the 
nine steps across the original trajectory, which is visually displayed only.  
All data were assessed to see whether they were normally distributed, since for example the mean F0 
does not always show a normal distribution (Patterson, 2000). Firstly, we created histograms and Q-Q-
plots to display a possible normal distribution. Moreover, we used the Shapiro-Wilk test in SPSS 25.0 
(IBM Corp. 2017) to test for deviations from normality, if the graphs did not give a clear enough picture 
of the distribution. If the variable was not normally distributed, they were transformed (with log 10) for 
better normalcy. 
All variables were averaged per type of filled pause and speaker to be analyzed using Paired T-tests, 
ANOVAs and Repeated Measures ANOVAs, since this thesis has a within-subject design. For some 
instances, separate paired t-tests were run, to assess differences in the variables across languages and 
speakers, as for example the total number of filled pauses across languages. However, other variables 
were tested using the RM-ANOVA to assess (1) interactions between languages and filled pauses and (2) 
interactions between filled pauses and speakers. The fixed factors for the ANOVA were language (DU, 
EN) and filled pause (uh, um), whereas the random factor was set to speaker (40).  
2.4 Linear discriminant analysis 
A subset of the dataset (consisting of 838 tokens), since we discarded the dynamic formant features, 
was analyzed with a linear discriminant analysis (LDA) in SPSS. This method searches for a linear 
combination of characteristics that best divides the given dataset into two (or more) different classes (see 
e.g. Adler, 2010; Crawley, 2007 and Fisher, 1936 for more detailed information). In short, an LDA uses a 
dataset comprised of multiple observations where each observation is known to be from one predefined 
class with similar (or identical) characteristics to generate a classification rate, based on the 
characteristics of the observations that were part of the predefined classes (Izenman, 2013). In this thesis, 
the observations are the instances of filled pauses, which were discriminated and assigned to the 
predefined classes (the speakers and the languages) using the characteristics (the extracted features).  We 
investigated how each individual measure contributes to correctly classifying the speakers. Ideally, the 
LDA would also be able to classify a new dataset with new instances of filled pauses, which in this case 
is the ten-speaker subset. The classification rate would then be able to assign each of the filled pauses to 
one of the ten female speakers.  
FILLED PAUSES IN FIRST AND SECOND LANGUAGE USERS 
 
32 
We treated uh and um as separate variables in the analyses, since the nasal has been shown to affect 
formant structure (Foulkes et al., 2004). We decided to start the LDA with the acoustic measures that 
came back as most significant in the statistical analyses, to see which one or which combination would 
best discriminate between speakers. We also tested to see whether the different features correlated with 
each other to ensure that each individual feature and the aspect it represents (its underlying 
representation) had the optimal classifying power. Correlated features would most likely represent the 
same influencing factor, which would overrepresent one particular aspect of the features. When certain 
features were highly correlated, separate LDAs were run to see which one was better at classifying the 
speakers and the remaining one was discarded. 
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Chapter 3 – Results 
 
This thesis studied features in filled pauses in second language users, across languages in two 
databases: LUCEA and CASLA. First, we will present the data for the LUCEA database (section 3.1, 3.2, 
3.3 and 3.4, then the CASLA database (section 3.5) and lastly the linear discriminant analyses (section 
3.6). For each different category of features we will first present the descriptive data and then present the 
results of the statistical analyses performed.  
Table 1 displays all means and standard deviations of the features (for N = 40 participants), arranged 
by filled pause type of the LUCEA database. All four categories of measures will be discussed separately.  
 
Table 1         
         
Mean values and standard deviations for each feature per filled pause types Dutch and English 
 Dutch    English    
Feature Uh  Um  Uh  Um  
 Mean SD Mean SD Mean SD Mean SD 
Number of 11.7 7.2 8.2 5.8 8.0 5.7 9.2 4.9 
filled pauses         
         
Duration (ms) 306.46 142.10 475.37 186.06 320.29 134.35 510.43 234.87 
    Vowel   256.05 104.21   274.33 175.98 
    Nasal   219.32 146.31   236.10 141.22 
         
F0 (Hz)         
    Female 186.4 26.3 199.0 34.1 180.3 26.4 195.3 28.1 
    Male 107.5 16.7 111.2 25.4 108.2 16.3 111.1 22.7 
         
F0text (Hz)         
    Female 169.5 41.9 152.9 45.9 177.8 39.1 153.2 42.2 
    Male 230.5 17.1 225.1 26.9 237.3 19.9 227.4 23.2 
         
F1 (Hz)         
    Average 600.3 38.5 638.6 29.0 628.7 39.0 670.1 31.6 
    SMP 579.9 178.2 591.8 128.8 604.0 148.7 615.5 124.8 
         
F2 (Hz)         
    Average 1611.3 56.4 1622.9 61.1 1555.2 60.2 1558.3 57.3 
    SMP 1620.5 205.0 1558.0 188.9 1548.4 185.9 1453.5 203.1 
         
F3 (Hz)         
    Average 2611.1 84.3 2649.5 79.1 2612.4 85.9 2667.4 86.5 
    SMP 2598.8 287.7 2561.9 138.3 2583.6 226.3 2694.2 184.6 
         
 
FILLED PAUSES IN FIRST AND SECOND LANGUAGE USERS 
 
34 
3.1 Distribution of filled pauses 
A descriptive quantitative analysis revealed the distribution of filled pauses per language, gender and 
filled pause, as shown in Figure 2 and 3 below. The stacked bar charts in these figures below show the 
distribution of filled pause use per speaker across languages. These figures display all the raw data of the 
filled pause use of 40 speakers split up by gender. Uh is represented by the blue bar, um by the red. 
 
 
 
 
Figure 2. Stacked bar chart of the number of filled pauses (percentages) produced by male speakers and languages (Dutch 
upper, English bottom) 
 
 
  
Figure 3. Stacked bar chart of the number of filled pauses (percentages) produced by female speakers and languages (Dutch 
upper, English bottom) 
 
 
An RM-ANOVA was performed to test if the factors language (Dutch and English) and filled pause 
type (uh and um) affected the number of filled pauses used. There was a significant interaction between 
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language and filled pause: F(1, 39) = 15.178, p < .001. None of the main effects were significant 
(language: F(1, 39) = 3.188, p = .082, filled pause type F(1, 39) = 2.242, p = 0.142). 
An ANOVA was performed to test if the factors speaker (N=40) and filled pause type (uh and um) 
affected the number of filled pauses used. There was a significant main effect of speaker in Dutch (F(39, 
759) = 5.163, p < .001) and in English: F(39, 658) = 3.971, p < .001. 
 
3.2 Duration 
We will first present the descriptive and statistical analyses per language and per speaker for the total 
duration, then those of the vowel duration and lastly those of the nasal duration of the filled pauses.  
3.2.1 Total duration 
The boxplots in Figure 4 below display the raw of the total durations (s) of the filled pause per speaker 
and per language. 
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Figure 4. Boxplots (mid line = median, filled box = interquartile range (50% of the data), whiskers = outside 50%, dots = 
outliers) of the raw total durations (sec) for uh (upper) and um (bottom) per speaker. Dutch is displayed in the upper row; 
English is displayed in the bottom row. 
 
The data for total duration was normally distributed for Dutch uh but not for Dutch um, English uh and 
um. This was solved with a transformation5. An RM-ANOVA was performed on the transformed data to 
test if the factors language (Dutch and English) and filled pause type (uh and um) affected the total 
duration of filled pauses. There was no significant interaction between language and filled pause: F(1, 34) 
= 1.78, p = .191. There was no significant main effect of language: F(1, 34) = .549, p = .464, but there 
was of filled pause: F(1, 34) = 230.699, p < .001. 
An ANOVA was performed to test if the factors speaker (N=40) and filled pause type (uh and um) 
affected the total duration of filled pauses. In Dutch, there was a significant interaction between speaker 
and filled pause: F(36, 721) = 3.496, p < .001. There was no significant main effect of speaker F(39, 
34.686) = 1.692, p = .059, but there was of filled pauses: F(2, 63.097) = 49.919, p < .001. In English, 
there was a significant interaction between speaker and filled pause: F(38, 618) = 1.866, p = .002 and a 
significant main effect of speaker (F(39, 37.048) = 2.428, p = .004) and of filled pauses: (F(2, 105.594) = 
57.334, p < .001).  
Some speakers show very different patterns across filled pause type and language (speaker 63), while 
others show more robust patterns across filled pause type and language (speaker 06), though the 
significance of these patterns was not tested.  
                                                
5 The results for the Shapiro-Wilk test before and after transformation are displayed in Appendix C, if they initially returned a 
significant p-value. 
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3.2.2 Vowel duration 
The boxplots in Figure 5 below display the raw data of the vowel durations (s) of the filled pauses per 
speaker and per language. 
 
 
Figure 5. Boxplots of raw vowel durations (sec) for uh (upper) and um (bottom) per speaker. Note: the Y-axes are not the same 
for Dutch and English.  
 
The data for vowel duration was normally distributed for Dutch uh and um, but not for English uh and 
um. This was solved with a transformation. An RM-ANOVA was performed on the transformed data to 
test if the factors language (Dutch and English) and filled pause type (uh and um) affected the vowel 
duration of filled pauses. There was no significant interaction between language and filled pause: F(1, 32) 
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= .227, p = .637. There were no significant main effect of language: F(1, 32) = .002, p = .964, but there of 
filled pause: F(1, 32) = 8.773, p = .006. 
An ANOVA was performed to test if the factors speaker (N=40) and filled pause type (uh and um) 
affected the vowel duration of filled pauses. In Dutch, there was a slight significant interaction between 
speaker and filled pause: F(36, 721) = 1.467, p = .040. There was a significant main effect of speaker 
F(39, 32.907) = 2.610, p = .003, but not of filled pauses: F(1, 51.760) = 3.488, p = .067. In English, there 
was a significant interaction between speaker and filled pause: F(38, 618) = 1.587, p = .015. There was a 
significant main effect of speaker F(39, 36.882) = 2.497, p = .003, but not of filled pause: F(1, 60.904) = 
1.349, p = .250.  
Some speakers show very different patterns across filled pause type and language (speaker 25), while 
others show more robust patterns across filled pause type and language (speakers 35 and 73), though the 
significance of these patterns was not tested.  
3.2.3 Nasal duration 
The boxplots in Figures 6 below display the raw data of the nasal durations of filled pause use per 
speaker across languages. 
 
FILLED PAUSES IN FIRST AND SECOND LANGUAGE USERS 
 
39 
 
Figure 6. Boxplots of durations (sec) of the nasal duration for and um per speaker. Dutch is displayed in the upper boxplot; 
English is displayed in the bottom boxplot. 
 
The data for nasal duration was distributed normally for Dutch and English (W = .954, p = .132 and W 
= .967, p = .328 respectively). A Paired Samples T-test was conducted to compare the nasal duration of 
filled pauses in Dutch and English. There was no significant difference in the nasal duration of vocalic-
nasal filled pauses between Dutch (M=0.205, SD=0.063) and English (M=0.221, SD=0.603); t(10)=-
1.873, p = .069. 
An ANOVA was performed to test for significant effects of random factor speaker on the nasal 
duration of filled pauses. There was a significant main effect of speaker in Dutch (F(37, 268) = 3.278, p < 
.001) and in English (F(39, 329) = 6.645, p < .001). 
 Some speakers show very different patterns across filled pause type and language (speakers 7 and 
62), while others show more robust patterns across filled pause type and language (speakers 06 and 60), 
though the significance of these patterns was not tested.  
 
3.3 Fundamental frequency (F0) 
3.3.1 F0 text  
This section presents the results of the descriptive and statistical analyses per language and per speaker 
for the filled pause F0 and the F0 of the text (F0 extracted from 1 sec to the left and right of the filled 
pause). As the F0 is very different for females and males, the analyses were split by gender.  
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Figure 7. Boxplots of F0 (Hz) of the text and filled pause. Dutch is displayed on the left; English is displayed on the right.  
 
The data for filled pause F0 was not distributed normally for Dutch uh, Dutch um, English uh and 
English um, nor for the left F0 or the right F06. As a transformation did not solve the non-normality, a 
Paired Samples T-test was conducted nonetheless to compare the filled pause F0 with the F0 of the text to 
the left and right of the filled pause. All samples t-tests were significant at p < .0017, except for female 
English uh (M=181.047, SD=25.405 [left] and M=180.171, SD=27.297 [right]) compared to both left 
(M=175.171, SD=37.723); t(208)=-1.367, p = .173 and right (M=182.206, SD=44.403); t(192)=-.311, p = 
.756. 
3.3.2 Filled pause F0 
We also conducted analyses on the mean F0 of filled pauses. First, we will give the descriptive 
analyses then we will present the results of the statistical analyses of language and speaker. We conducted 
separate analyses for females and males. 
 
  
                                                
6 We conducted tests for normality, split for language, gender and filled pause, but this did not make a difference for normality. 
7 All significant results and their corresponding mean values and standard deviations are displayed in Table 3 in Appendix C.  
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Figure 8. Boxplots of F0 means (Hz) across filled pauses. Female is displayed on the left; male is displayed on the right.  
 
 The data for filled pause F0 was distributed normally for females: Dutch uh, Dutch um, English uh and 
English um (W = .966, p = .500, W = .955, p = .287, W = .940, p = .124 and W = .941, p = .130 
respectively) and for males: Dutch uh, Dutch um, English uh and English um (W = .897 p = .274, W = 
.984, p = .979, W = .910, p = 355 and W = .970, p = .899 respectively).  
An RM-ANOVA was performed to test if the factors language (Dutch and English) and filled pause 
type (uh and um) affected the mean F0 of filled pauses. For females, there was no significant interaction 
between language and filled pause: F(1, 26) = .199, p = .659. There was no significant main effect of 
language: F(1, 26) = .721, p = .404, but there was of filled pause: F(1, 26) = 19.958, p < .001. For males, 
there was no significant interaction between language and filled pause: F(1, 7) = .358, p = .568. None of 
the main effects were significant (language: F(1, 7) = .003, p = .956, filled pause: F(1, 7) = 3.245, p = 
.115).  
An ANOVA was performed to test if the factors speaker (N=40) and filled pause type (uh and um) 
affected the F0 of filled pauses. In females in Dutch, there was no significant interaction between speaker 
and filled pause: F(26, 508) = .907, p = .599. There was a significant main effect of speaker F(28, 
22.318) = 11.740, p < .001, and of filled pause: F(1, 42.324) = 12.837, p = .001. In females in English, 
there was a slight significant interaction between speaker and filled pause: F(28, 419) = 1.529, p = .043. 
There was a significant main effect of speaker F(28, 28) = 4.948, p < .001, but not filled pause: F(1, 
39.066) = 12.279, p = .001. In males in Dutch, there was no significant interaction between speaker and 
filled pause: F(9, 195) = .759, p = .655. There was a significant main effect of speaker F(10, 7.326) = 
29.517, p < .001, but not of filled pause: F(1, 18.784) = .633, p = .436. In males in English, there was no 
significant interaction between speaker and filled pause: F((8, 182) = 1.533, p = .149. There was a 
significant main effect of speaker F(10, 7.533) = 11.036, p = .002, but not of filled pause: F(1, 18,308) = 
2.240, p = .152.  
 
3.4 Formant structure 
First, the results of the descriptive and statistical analyses of the static features (mean and standard 
deviations) of F1-F3 (section 3.4.1) will be presented, then those of the dynamic trajectories of F1-F3 
(section 3.4.2). 
3.4.1 Static features of formants 
First, we will give the descriptive analyses then we will present the results of the statistical analyses of 
language and speaker. 
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Figure 9. Scatterplots of F1, F2 and F3 means (Hz) across filled pauses. Dutch is displayed on the top; English is displayed on 
the bottom.  
 
Not all static midpoints returned a value, which resulted in an unequal number of uh (38) versus um 
(7). As this would not give representative results, we decided to discard this feature from statistical 
analyses and from the LDAs. Another problem with unequal numbers arose when we split the mean and 
SD formant measurements by gender. Therefore, we decided to focus on the separate analyses for 
language and filled pause type instead.   
The data for mean F1 was distributed normally for Dutch uh, Dutch um and English um but not for 
English uh. As a transformation did not achieve normality, the analysis was carried out despite this non-
normal distribution. The data for mean F2 and F3 was distributed normally for all instances (W = .990, p 
= .984, W = .978, p = .678, W = .981 p = .793 and W = .966, p = .341, W = .978, p = .697, W = .976, p = 
.616, W = .981 p = .791 and W = .955, p = .166 respectively). 
 An RM-ANOVA was performed on the data to test if the factors language (Dutch and English) and 
filled pause type (uh and um) affected the mean F0 of filled pauses. For the mean F1, there was no 
significant interaction between language and filled pause: F(1, 34) = 1.239, p = .273. There was a 
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significant main effect of language and of filled pause (F(1, 34) = 8.825, p = .005, F(1, 34) = 26.357, p < 
.001). For the mean F2, there was no significant interaction between the effects language and filled pause: 
F(1, 34) = .151, p = .700. There was a significant main effect of language: F(1, 34) = 13.371, p = .001, 
but not of filled pause: F(1, 34) = .000, p = .999. For the mean F3, there was no significant interaction 
between the effects language and filled pause: F(1, 34) = 1.970, p = .170. None of the main effects were 
significant (language: F(1, 34) = .717, p = .403, filled pause type: F(1, 34) = 2.517, p = .122). 
The data for SD F1 was not distributed normally in any of the instances; however, as a transformation 
did not achieve normality, the analysis was carried out despite this non-normal distribution. The data for 
SD F2 was not distributed normally in any of the instances, but a transformation resulted in a normal 
distribution. The data for SD F3 was distributed normally for Dutch uh, but not for Dutch um, English uh 
or English um. As a transformation did not achieve normality, the analysis was carried out despite this 
non-normal distribution.  
For the SD F1, there was no significant interaction between language and filled pause: F(1, 34) = .043, 
p = .838. There was no significant main effect of language: F(1, 34) = .921, p = .344, but there was of 
filled pause: F(1, 34) = 4.476, p = .042. For the transformed SD F2, there was no significant interaction 
between language and filled pause: F(1, 34) = 2.216, p = .146. None of the main effects were significant 
(language: F(1, 34) = .043, p = .836, filled pause: F(1, 34) = .031, p = .861). For the SD F3, there was no 
significant interaction between language and filled pause: F(1, 34) = .306, p = .584. None of the main 
effects were significant (language: F(1, 34) = .400, p = .531, filled pause: F(1, 34) = 1.534, p = .224).  
An ANOVA was performed to test if the factors speaker (N=40) and filled pause type (uh and um) 
affected the F1, F2 and F3 of filled pauses. For the mean F1, in Dutch, there was no significant 
interaction between speaker and filled pause: F(36, 703) = 1.239, p = .273. Both main effects were 
significant (speaker: F(39, 31.958) = 16.067, p < .001, of filled pause: F(1, 56.216) = 22.124, p < .001) In 
English, there was a significant interaction between speaker and filled pause: F(37, 601) = 1.586, p = 
.017. Both main effects were significant (speaker: F(39, 35.868) = 7.447, p < .001, filled pause: F(1, 
58.264) = 22.987, p < .001).  
For the mean F2, in Dutch, there was a significant interaction between speaker and filled pause: F(36, 
703) = 1.818, p = .003. There was a significant main effect of speaker: F(39, 34.414) = 14.189, p < .001, 
but not of filled pause: F(1, 48.323) = .049, p = .825. In English, there was no significant interaction 
between speaker and filled pause on the F2: F(37, 601) = 1.335, p = .092. There was a significant main 
effect of speaker: F(29, 35.656) = 15.944, p < .001, but not of filled pause: F(1, 62.741) = .024, p = .877. 
For the mean F3, in Dutch, there was no significant interaction between speaker and filled pause on the 
F3: F(36, 654) = 1.150, p = .254. There was a significant main effect of speaker: F(39, 33.020) = 26.891, 
p < .001, but not filled pause: F(1, 59.937) = .005, p = .942. In English, there was no significant 
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interaction between the effects speaker and filled pause on the F3: F(37, 552) = 1.137, p = .270. There 
was a significant main effect of speaker: F(39, 35.090) = 22.450, p < .001, but not filled pause: F(1, 
68.481) = 3.050, p = .085.  
An ANOVA was performed to test if the factors speaker (N=40) and filled pause type (uh and um) 
affected the SD of F1, F2 and F3 of filled pauses. For the SD F1, in Dutch, there was no significant 
interaction between speaker and filled pause: F(36, 701) = .772, p = .830. Both main effects were 
significant (speaker: F(39, 30.018) = 4.977, p < .001, filled pause: F(1, 67.219) = 4.859, p = .031). In 
English, there was no significant interaction between the effects speaker and filled pause: F(37, 600) = 
1.155, p = .247. There was a significant main effect of speaker: F(39, 35.435) = 3.413, p < .001, but not 
of filled pause: F(1, 67.087) = 3.497, p = .062.  
For the SD F2, in Dutch, there was a significant interaction between speaker and filled pause: F(36, 
701) = 1.923, p = .001. There was a significant main effect of speaker: F(39, 33.535) = 2.584, p = .003, 
but not of filled pause: F(1, 47.483) = .783, p = .381. In English, there was no significant interaction 
between the effects speaker and filled pause: F(37, 600) = .966, p = .528. There was a significant main 
effect of speaker: F(39, 35.134) = 3.990, p < .001, but not of filled pause: F(1, 73.822) = 1.380, p = .244. 
For the SD F3, in Dutch, there was a significant interaction between speaker and filled pause: F(36, 
635) = 1.640, p = .012. There was a significant main effect of speaker: F(39, 33.918) = 2.464, p = .004, 
but not of filled pause: F(1, 52.401) = 1.021, p = .317. In English, there was a significant interaction 
between speaker and filled pause: F(37, 542) = 1.502, p = .033. There was a significant main effect of 
speaker: F(39, 35.393) = 2.555, p = .003, but not of filled pause: F(1, 60.378) = .001, p = .974. 
3.4.2 Dynamic formant trajectories 
As not all formant measurements along the formant trajectory were correctly extracted from the 
acoustic signal, we chose the two speakers per filled pause type with the most filled pauses to show the 
potential of using dynamic formant trajectories. This choice resulted in formant trajectories that included 
most of the nine steps across the trajectory.  
For uh, speakers 07 and 61 both had at least ten instances of uh (speaker 07: five Dutch and seven 
English, speaker 61: four Dutch and six English) with correctly extracted values for seven of the nine 
steps. For um, speakers 46 and 61 had at least five instances of um with correctly extracted values for five 
of the nine steps. This is not enough data to establish a reliable picture of language and speaker effects on 
the formant trajectories, so we decided to not run an LDA (N = 2, chance-level = 50%). Therefore, we 
chose to only visually display the results of the three speakers using polynominal curves. A cubic 
polynominal curve fit the instances of uh best (r2 > .175).  
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Figure 10. Seven raw measurements across the F1 trajectory of uh by speakers 7 and 61 (Dutch left, English right).  
  
These figures indicate that speaker 61 shows a somewhat consistent pattern of F1 uh across languages: 
the F1 starts at around 700 Hz and slopes downward to approximately 500 Hz. Speaker 07 shows a 
different pattern both from speaker 61 and between his L1 and L2. The F2 and F3 of both speakers show 
a similar pattern to the F1 values.  
 We also displayed the F1 formant curve of um for speaker 46 (Dutch only) and 61 (Dutch and 
English). A cubic polynominal curve fit the instances of um best (speaker 46: r2 > .04; speaker 61: r2 > 
.600). 
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Figure 11.  Five raw measurements across the F1 trajectory of um by speakers 46 and 61 (Dutch left, English right). 
 
The figures above indicate that speaker 46 shows a rather linear pattern in three out of five curves of 
F1 Dutch. Furthermore, speaker 61 shows a consistent pattern across languages: the F1 starts at around 
750 Hz and then slopes downward. Taken together, speaker 61 shows a consistent pattern across 
languages and across filled pause type. There is not enough data from these three speakers and their 
instances of uh and um to perform any reliable LDAs on, so the dynamic formant trajectories are 
therefore not included in the LDAs.  
3.5 CASLA database 
In order for us to generalize our results, we extracted features from 19 participants from another 
database (the CASLA database) and conducted analyses on those features. We compared the distribution 
of filled pauses and the duration (dependent variables) across languages and across filled pauses 
(independent variables). We will first present the descriptive analyses and the statistical analyses of the 
distribution, then those of the duration features.  
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3.5.1 Distribution 
The stacked bar charts in Figure 12 below show the distribution of filled pause use per speaker and 
across languages. These figures display all the raw data of the filled pause use of 19 speakers split up by 
gender. Uh is displayed with the blue bar, um in the red. 
 
  
Figure 12. Stacked bar chart of the number of filled pauses (percentages) across speakers and languages (Dutch upper, English 
bottom). 
 
A Paired Samples T-test was conducted to compare the total number of filled pauses used in Dutch and 
English. There was no significant difference in the number of filled pauses for Dutch (M=13.11, 
SD=7.307) and English (M=10.44, SD=8.234); t(17)=1.430, p = .171. 
An RM-ANOVA was performed to test if the factors language (Dutch and English) and filled pause 
type (uh and um) affected the number of filled pauses used. There was a significant interaction between 
language and filled pause: F(1, 17) = 12.110, p = .003. There was no significant main effect of language 
F(1, 17) = 2.045, p = .171, but there was of filled pause: F(1, 17) = 8.493, p = .010.  
An ANOVA was performed to test if the factors speaker (N=19) and filled pause type (uh and um) 
affected the number of filled pauses used. There was a significant main effect of speaker in Dutch (F(18, 
223) = 2.683, p < .001) and in English (F(14, 177) = 4.569, p < .001). 
 
3.5.2 Duration 
In this section we will present the results from the analyses conducted on the duration features 
extracted from the CASLA database. First, we will show the analyses of the total duration, then the vowel 
duration and finally the nasal duration. 
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3.5.2.1 Total duration 
The boxplots in Figure 13 below display the means of the total durations of the filled pauses per 
language. 
 
  
Figure 13. Boxplots of mean total duration (sec) for uh (left) and um (right). Dutch is displayed in the left boxplot; English in 
the right boxplot. 
 
The data for total distribution was distributed normally for Dutch uh, Dutch um, English uh and 
English um (W = .933, p = .447, W = .909, p = .238, W = .905 p = .215 and W = .927, p = .380 
respectively). An RM-ANOVA was performed to test if the factors language (Dutch and English) and 
filled pause type (uh and um) affected the total duration of filled pauses. There was no significant 
interaction between language and filled pause: F(1, 10) = .122, p = .734. There was no significant main 
effect of language F(1, 10) = .013, p = .912, but there was of filled pause: F(1, 10) = 764.841, p < .001. 
An ANOVA was performed to test if the factors speaker (N=19) and filled pause type (uh and um) 
affected the total duration of filled pauses. In Dutch, there was no significant interaction between speaker 
and filled pause: F(14, 204) = .484, p = .940. Both main effects were significant (speaker: F(18, 13.987) 
= 3.197, p = .016, filled pauses: F(1, 43.952) = 91.766, p < .001). In English, there was no significant 
interaction between speaker and filled pause: F(13, 162) = .789, p = .671. Both main effects were 
significant (speaker F(14, 13.325) = 2.795, p = .035, filled pauses: F(1, 42.991) = 77.136, p < .001).  
3.5.2.2 Vowel duration 
The data for vowel distribution was distributed normally for Dutch uh, Dutch um, English uh and 
English um (W = .933, p = .447, W = .925, p = .359, W = .905 p = .215 and W = .938, p = .499 
respectively). An RM-ANOVA was performed to test if the factors language (Dutch and English) and 
filled pause type (uh and um) affected the vowel duration of filled pauses. There was no significant 
interaction between language and filled pause: F(1, 10) = .409, p = .537. None of the main effects were 
significant (language F(1, 10) = .009, p = .926, filled pause: F(1, 10) = .773, p = .400).  
FILLED PAUSES IN FIRST AND SECOND LANGUAGE USERS 
 
49 
An ANOVA was performed to test if the factors speaker (N=19) and filled pause type (uh and um) 
affected the vowel duration of filled pauses. In Dutch, there was no significant interaction between 
speaker and filled pause: F(14, 204) = .316, p = .992. There was a significant main effect of speaker F(18, 
13.981) = 3.750, p = .008, but not of filled pause: F(1, 63.704) = .479, p = .491. In English, there was no 
significant interaction between speaker and filled pause: F(13, 162) = .992, p = .461. None of the main 
effects were significant (speaker: F(14, 13.258) = 2.125, p = .090, filled pauses: F(1, 35.936) = .286, p = 
.596). 
3.5.2.3 Nasal duration 
The boxplot in Figure 14 below displays the means of the nasal durations per language.  
 
Figure 14. Boxplot of mean nasal duration (sec) of filled pauses across speakers and languages (Dutch left, English right). 
 
The data for nasal duration was distributed normally for English, but not for Dutch. A transformation 
was done to achieve normality, which resulted in a normal distribution for all instances. A Paired Samples 
T-test was conducted on the transformed data to compare the nasal duration of filled pauses in Dutch and 
English. There was no significant difference in the nasal duration for Dutch (M=-.618, SD=.096) and 
English (M=-.588, SD=.108); t(13)=-.795, p = .441. 
 An ANOVA was performed to test if the factors speaker (N=19) and filled pause type (uh and um) 
affected the nasal duration of filled pauses. None of the main effects were significant (Dutch: F(16, 38) = 
1.287, p = .255, English: F(13, 65) = 1.556, p = .122). 
3.6 Linear discriminant analyses 
The results of both the LUCEA and CASLA database above led to the following summary of 
language- and speaker-specificity (p < 0.05), displayed in Table 3: 
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Table 2     
Overview of significant differences/effects for language and speaker across all features for LUCEA and CASLA database 
Feature Language LUCEA Language CASLA Speaker LUCEA Speaker CASLA 
Distribution No  No Yes Yes 
Total duration No No Yes (English only) Yes 
Vowel duration No No Yes Yes (Dutch only) 
Nasal duration No No Yes Yes 
F0 female No  Yes  
F0 male No  Yes  
F1 Yes  Yes  
F2 Yes   Yes  
F3 No  Yes  
SD F1 No  Yes  
SD F2 No  Yes  
SD F3 No  Yes  
 
An LDA run with all features resulted in high correlations (r > .800) between different features and 
they could therefore not be included in the analyses together (see Appendix C for the correlation table). If 
possible, we conducted separate analyses for uh and um. 
As hypothesized in the first chapter, we were interested in the features that were not significantly 
affected by language, but were significantly affected by speaker. This assumption resulted in the 
following combination of features: F0, vowel duration, nasal duration, mean F1, mean F2 and mean F3, 
SD F1, SD F2 and SD F3. An LDA run with this combination resulted in 42.8% correctly classified cases 
of uh and 51.4% of um (N = 40, chance-level = 2.5%). An LDA model developed from this combination 
on the selected language Dutch to classify the English cases, i.e. using Dutch feature information to 
classify English filled pauses, resulted in 33.3% (uh) and 40.6% (um) correctly classified cases and vice 
versa in 31.8% (uh) and 42.3% (um) correctly classified cases. As stated above, we also conducted the 
LDAs separately for every duration and phonetic feature. The results are displayed in Table 4 below: 
 
Table 3       
Percentages of cross-validated correct classifications in LDAs for all individual features divided by uh and um  
Feature LDA overall 
uh 
LDA overall 
um 
LDA D-E 
uh 
LDA D-E 
um 
LDA E-D 
uh 
LDA E-D 
um 
Total duration 2.4% 2.9% 5.4% 4.7% 2.9% 4.6% 
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Vowel duration 2.4% 4.7% 5.4% 5.0% 2.9% 4.0% 
Nasal duration X 5.3% X 5.8% X 4.6% 
F0 female (N=29) 9.5% 9.7% 8.1% 6.4% 9.6% 8.8% 
F0 male (N=11) 32.8% 30.1% 33.0% 30.2% 30.1% 23.8% 
F1 2.8% 6.3% 3.8% 6.6% 6.3% 7.6% 
F2 11.8% 9.8% 11.4% 4.1% 6.3% 6.9% 
F3 9.5% 8.8% 9.1% 4.2% 10.0% 7.8% 
SD F1 4.2% 4.7% 3.2% 4.2% 2.9% 3.3% 
SD F2 4.3% 4.9% 2.5% 5.8% 4.2% 3.7% 
SD F3 3.3% 4.1% 4.3% 3.4% 3.5% 6.0% 
Note. The column LDA overall displays all classification rates for LDAs run with all information from both languages. The 
column LDA D-E uh/um displays all classification rates for English using Dutch feature information; the column LDA E-D 
uh/um displays classification rates for Dutch using English feature information (chance-level = 2.5%). 
3.6.1 Linear discriminant analysis CASLA 
On top of using LDAs to classify the speakers in the LUCEA database, LDAs were used to classify the 
speakers in the CASLA database, in order to test the generalizability of this approach.  
An LDA run with this combination resulted in 3.4% correctly classified cases of uu and 6.6% of um (N 
= 19, chance-level = 5.3%). An LDA run with this combination on the selected language Dutch to 
classify the English cases, i.e. using Dutch feature information to classify English filled pauses, resulted 
in 2.7% (uh) and 15.0% (um) correctly classified cases and vice versa in 5.4% (uh) and 12.3% (um). We 
also conducted the LDAs separately for every distribution and duration feature. The results are displayed 
in Table 5 below: 
 
Table 4       
Percentages of correct classifications in LDAs for all individual features divided by uh and um 
Feature LDA overall uh LDA overall um LDA D-E 
uh 
LDA D-E 
um 
LDA E-D 
uh 
LDA E-D 
um 
Total duration 3.4% 5.3% 2.7% 8.3% 5.4% 7.0% 
Vowel duration 3.4% 4.4% 2.7% 15.0% 5.4% 6.6% 
Nasal duration  8.1%  10.1%  5.3% 
Note. Chance-level = 5.3%.  
 
The results in Tables 4 and 6 for both databases indicate that speakers are more often correctly 
classified in the Dutch to English direction. This means that Dutch feature information can better classify 
English than vice versa. 
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3.6.2 Linear discriminant analysis over time 
In this thesis, we were also interested in how robust speaker-specific features or combinations of 
speaker-specific features are over time. We therefore extracted the features from 10 female speakers to 
assemble a subset8. We specified to the LDA to use the features extracted from the first session (selected 
features) to classify the features extracted from the last session (unselected features). An LDA run with 
the LDA model from recording session 1 on the filled pauses in recording session 5 resulted in 48,8% 
correctly classified cases. The table below reveals when taking only 1 feature, the F0 correctly classifies 
the most cases.  
 
Table 5  
Percentages of correct classifications in LDAs for all individual features divided by uh and um 
Feature LDA RS 1- RS 5 
Vowel duration 5.2% 
Nasal duration 2.7% 
F0 female 9.9% 
F1 5.5% 
F2 6.4% 
F3 4.3% 
SD F1 2.0% 
SD F2 2.9% 
Note. The column LDA RS1-RS5 displays all classification rates for LDAs run per feature from recording session 1 to classify 
recording session 5 (N = 10, chance-level = 10.0%). 
 
 
 
 
 
 
 
 
 
 
 
                                                
8 This subset contained the following speakers: 07, 15, 17, 23, 24, 28, 29, 35, 37 and 45. 
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Chapter 4 – Discussion 
 
This thesis aimed to find a feature or a combination of features in filled pauses that could classify 
speakers across languages and over time. To this end, we examined features from four different 
categories (distribution, duration, fundamental frequency and formant) to find situations in which features 
in filled pauses could contribute to FSCs. We hypothesized that features that were not language-specific 
would be the best place to test for speaker-specificity, as these sites could potentially carry less language-
specific information, leaving room for speaker-specificity.   
This chapter will discuss the results that were presented in Chapter 3 to answer the research questions 
in this thesis (see section 1.5). In this chapter, we will firstly summarize our results regarding the 
language-and speaker-specificity and relate them to previous research and to our hypotheses (section 
4.1.1-4.1.2), then we will discuss our results regarding speaker-specificity over time (section 4.1.3). Next, 
we will discuss our results and their implications (section 4.2). Then, the strengths and limitations of this 
thesis as well as potential future directions in this field of research (section 4.3-4.4) will be addressed. 
Lastly, this chapter will conclude with a short summary (section 4.5).  
4.1 General findings 
4.1.1 Language-specificity 
Our results revealed the characteristics of filled pauses in four categories of features per language 
(Dutch and English). These characteristics are summarized in Table 1 in Chapter 3.  
Distribution – The results revealed no effect of language on the number of filled pauses. The mean 
number of filled pauses was lower in English than in Dutch, which is contrary to what was expected. 
Fehringer and Fry (2007) stated that the number of filled pauses of second language users is higher in the 
language with the lowest proficiency. The lack of effect found in this research might be an indication that 
our speakers were such highly proficient users of English that their proficiency did not affect the number 
of filled pauses they used in their two languages. There was no difference in the total number of filled 
pauses across languages. This means that the language in which people speak, either L1 or L2, did not 
affect the total number of filled pauses that was used. This is contrary to the findings of Armbrecht 
(2015), who found that there was a significant difference between the number of filled pauses between 
English and Spanish. It must be noted that her speakers were recorded speaking spontaneously, whereas 
our speakers had at least a few minutes of time to prepare their informal speech. In this thesis an 
interaction effect of language and filled pause was found. This showed that the number of uh’s in Dutch 
is significantly higher than both uh in English and um in either of the two languages and this 
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consequently means that the distribution of filled pauses is different across languages. This interaction 
effect had a consequence for this investigation: the distribution was not usable for the LDAs.  
 Duration – The results showed no difference in total duration of filled pauses across languages. The 
total duration of um is longer than uh in either language, which is not surprising as the vocalic-nasal filled 
pause contains an extra phoneme. The statistical tests revealed no significant effect across languages, but, 
as expected, there was a significant effect of filled pause on the total duration. The vowel duration 
revealed no significant interaction effect and no significant effect of language. However, a significant 
effect of filled pauses was found, showing that the vowel duration was significantly longer for uh than for 
um in both Dutch and English. The nasal duration revealed no significant difference across the two 
languages, meaning that the duration of /m/ is not affected by the language spoken. This is in line with the 
conclusion drawn by Armbrecht (2015), who found no significant differences of duration across 
languages. 
 Fundamental frequency – Regarding F0 of filled pauses compared to F0 of the text on the left and 
right, the results revealed a somewhat similar pattern across languages. In both Dutch and English, uh 
was significantly lower in F0 than the surrounding text. Similarly, in both Dutch and English, um was 
higher in F0 than the surrounding text. This difference was significant in all instances, except for the 
English F0 filled pause compared to F0 right. 
 With regard to F0 of filled pauses across languages, the RM-ANOVAs revealed no significant 
interaction or main effect for language or filled pause in males. Females, however, had significantly lower 
F0 in the vocalic filled pauses compared to the vocalic-nasal filled pauses in both Dutch and English. This 
difference of F0 for gender is something that must be taken into account when doing FSCs, since not only 
is the F0 of males lower, but the pattern of filled pause F0 across gender is also different.  
 Static formant features – The static features of formants, i.e. the mean F1 and F2, showed an effect of 
language. The mean F1 also showed an effect of filled pause, whereas the mean F3 showed neither. This 
result indicated that the mean F1 and F2 might be unsuitable for an LDA; however, the classification rate 
improved when these two features were added to the LDAs. None of the SDs of the formants showed a 
significant effect of language, and only SD F1 showed a slight significant effect of filled pause. Similarly, 
none of the static midpoints of the formants showed a significant effect of language, except for uh F2 and 
um F3 who did differ across languages. If one were to use these features for FSCs across languages it 
would be important to do so cautiously, as there is some language-specificity in the static features of 
formants. 
Dynamic formant features – The dynamic features of formants were discarded from the conducted 
LDAs, as many values returned as “undefined” and others were unreliable. There is considerable potential 
in the dynamics of formant structure; however, more reliable measurements must be made in order for 
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this type of analysis to work within the LDA framework. Since other research involving the speaker-
specificity of dynamic formant trajectories has only focused on intra-language (Hughes, Foulkes & 
Wood, 2016), future research should focus on dynamic formant trajectories across languages. Based on 
the dynamic trajectories in Figure 13 and Figure 14, we can cautiously state that speakers show a 
consistent pattern across languages. We expect other speakers to show similar behavior in their dynamic 
formant trajectories, which would open up a new category of potentially speaker-specific features with 
low language-specificity.  
4.1.2 Speaker-specificity 
In most experimental research using participants, we expect at least some between-speaker variation, 
as we do not expect two people to talk or behave in exactly the same way. We expect the speakers to 
show consistent patterns in their speech and behavior, but we also expect there to be some within-speaker 
variation. In this thesis, we were interested in discriminating speaker based on their between-speaker 
variation. To this end, we tested the features for a significant effect of speaker and therefore determined 
that our cut-off point would be p < .05. Speaker affected all features in this thesis. Only one of the 
features showed a language-dependent effect of speaker: the total duration, which was only affected by 
speaker in English. This could be explained by the difference in proficiency of the speakers in their L1 
and L2, as no features showed the opposite pattern and Armbrecht (2015) also found a difference in 
duration of the filled pause across languages.  
Distribution – In contrast to what was hypothesized the number and distribution did not show the most 
variation across languages and speakers (Armbrecht, 2015). The distribution feature showed that speakers 
used significantly different numbers of filled pauses.  
Duration – The hypotheses about vowel duration, F0 and F3 were, however, proven to be mostly 
correct. Speaker-specificity in vowel duration was indeed found, as in Hughes, Foulkes and Wood (2016) 
and Kolly et al., (2015). However, in contrast to those studies, our results showed consistently higher 
classification rates (> 4.5%) for nasal duration across the different LDAs.  
Fundamental frequency – Regarding F0, the F0 in female speaker was consistently lower in uh versus 
um, whereas the F0 in male speakers had a similar pattern across the different filled pauses. Overall, as 
expected, the F0 of the males was lower than that of the females.  Speaker-specificity and high 
classification rates (> 6.4%) across all different LDAs and across gender were found. This result is 
partially due to the type of speech in the experiment, which was prepared, and the exclusion of all 
external factors, such as raised vocal effort, emotion, disguise and age-related factors (Braun & Rosin, 
2015; Rose, 2002).  
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Static formant features – We hypothesized that F3 would be the most speaker-specific feature, as it 
stays the most robust within a speaker. In line with Brander (2014) and Foulkes et al. (2004), the mean F3 
showed some encouraging classification rates ranging between 9.0% and 32.4% for uh, but more variety 
(0.0%-9.6%) for um. The SD F3 showed more moderate rates, ranging between the chance-level and 
5.8%. Because the F3 can be affected by transmission in telephone speech, performing an FSC with F3 
measures must be done with caution (Coulthard & Johnson, 2010; Byrne & Foulkes, 2004). 
Other hypotheses – The hypothesis that um would give better classification rates than uh, since the 
added nasal contains some extra speaker-specific information was disproven (Hughes, Foulkes & Wood, 
2016). Of the 13 possible comparisons of uh versus um, the vocalic-nasal filled pause outperformed the 
vocalic pause six times on the overall LDA. The same trend can be seen for the Dutch-to-English and 
English-to-Dutch LDAs. As the um does not outperform uh more than half the time, we cannot give a 
conclusive answer. As this pattern in our results shows aspects of studies by both Hughes, Foulkes & 
Wood (2016) and Foulkes et al. (2004), our results could be explained through the addition of duration 
features and the lack of dynamic formant features. Regarding FSCs, this means that both uh and um 
should be included in every analysis, as they both contain important speaker-specific information. Further 
research into this difference is necessary to determine the origin of this changing pattern.  
Contrary to what was expected, the LDAs did not get the best classification rates with a combination 
of formant and duration features, but rather with a combination of formants, duration and F0 features. 
Considering the high individual classification rate of F0 and the anatomical correlation of F0, this is a 
justifiable addition to the combination of features. 
To answer the third research question of this thesis (which feature of the L1 and L2 filled pause can be 
considered most speaker-specific across the two languages), a special version of an LDA was conducted. 
If it were possible to have speaker-specific features that can be used across languages, we would be able 
to use the feature information from L1 and use it to classify the speakers’ extracted L2 features and 
possibly vice versa. To achieve this, we specified to the LDA to use the features extracted from the Dutch 
filled pauses (selected features) to classify the features extracted from the English filled pauses 
(unselected features) and to assign them to their respective speakers. This gave a classification rate of 
33.3% (uh) and 40.6% (um). Then, the LDA was instructed to select the English instances of filled pauses 
and assign the Dutch instances to their respective speakers. This gave a classification rate of 31.8% (uh) 
and 42.3% (um). This means that it is possible to use speaker-specific features across languages. Separate 
LDAs were conducted to see which individual feature constituted the highest percentage and could 
therefore be considered the most speaker-specific. All individual features contributed to classifying 
speakers, but several features returned individual classification rates above 8.0%. In the Dutch-to-English 
LDA, we found F3 for uh, male F0 for both uh and um and female F0 for uh. In the English-to-Dutch 
FILLED PAUSES IN FIRST AND SECOND LANGUAGE USERS 
 
57 
LDA, we found F3 for uh, female and male F0 for both uh and um. These features contribute the most to 
classifying speakers across languages. The features of F0 are somewhat expected, as they have been 
shown to be robust and highly speaker-specific (Foulkes et al., 2002). Hughes, Foulkes & Wood (2016) 
showed that all combinations of features that included an F2 value consistently surpassed any other 
combination. This could explain why the mean of F2 returns such a high classification rate in this thesis. 
4.1.3 Speaker-specificity over time 
Second languages users become more proficient in their second language through extensive use and 
often through formal instruction (Lightbown & Spada, 2013). The increase of proficiency has 
consequences for their filled pause use, which in turn could have consequences for the applicability of 
filled pauses in FSCs (Armbrecht, 2015; Fehringer & Fry, 2007). To address this last consequence, the 
last research question (which feature of the L1 and L2 filled pause, if any, remains the most robust over 
time), was answered with the use of an LDA. We assembled a subset of ten female speakers recorded 
several times over the course of the LUCEA experiment and extracted features from the speech 
recordings of the first and last session. We then specified to the LDA to use the features extracted from 
the first session (selected features) to classify the features extracted from the last session (unselected 
features). This resulted in a classification rate of 48.8% of the unselected recordings. This is a promising 
result: almost half of the features taken from the last session could be classified using the information 
from the first session.  
F0 contributed to this percentage the most by having a classification rate of almost 10% (9.9%) when  
using only that particular feature. The feature with the second to highest classification rate was the mean 
F2 (classification rate 6.4%). As the classification rate of F0 (female) was 10.6% and of F2 9.8% in the 
first session, it seems that these features are the most robust over time and thus the most suitable for FSCs 
in situations with changing proficiency. More research is necessary to precisely investigate the extent of 
this robustness and to consider other features, for example dynamic formant trajectories, which could 
contribute to a higher classification rate and increase the number of correctly classified cases. Ultimately, 
the fact that already 48.8% of the cases were correctly classified is promising for future research. 
4.2 General discussion and implications of results 
In a world where speaking a second language is becoming more common, it is important to understand 
the strengths and limitations of FSCs. One of the potential limitations is the inter-language variation: a 
particular feature could be very different in two languages, which could prove problematic for FSCs. 
Thus, in FSCs experts would prefer features that are not language-specific, i.e. language-independent, and 
that can be used across languages.    
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Most features in the filled pauses of second language users are not entirely language-specific, given 
the fact that only the mean F2 and F3 were affected by language. Still, the results indicate that some 
features are language-specific. This is evidenced by the instances where the LDA was tasked to do two 
things: train on features from Dutch filled pauses and test this classification model on features from 
English filled pauses. We found that the Dutch-to-English direction resulted in higher classification rates 
than vice versa.  
To further test the suitability of the features in filled pauses as a classifying method, the features were 
tested for their speaker-specificity. Almost all features of filled pauses were language-independent, except 
for the total duration, which was language-dependent in its speaker-specificity, which is in line with 
Armbrecht (2015). This was further evidenced by a decrease of classification rate whenever the total 
duration was included in the LDA. These findings indicate that the language and the speaker’s 
proficiency in said language clearly influences the extent of speaker-specificity.  
All features, except for the total duration and SD of F3, contributed to successful cross-language 
classification. Explanations as to why have been given in the previous sections. The implication for FSCs 
is that this fruitful classification across languages can be considered as the first step to consistent cross-
language classification. However, as stated above, some language-dependency was found. A comparison 
of the sum and mean of classification rates for the four different LDA categories revealed that the Dutch-
to-English LDAs resulted in the highest rates. This is an indication that the Dutch filled pause features 
inherently contain more information that can be used to classify filled pauses than in the English filled 
pause features. This might be a reflection of proficiency, illustrating that there is more speaker-specific 
information in L1 than in L2 (Fehringer & Fry, 2007). This is further evidenced by the results from the 
LDAs on the CASLA database. To test the generalizability of our results, LDAs were performed on 
features extracted from another database. The CASLA database revealed similar classification rates as the 
LUCEA database. The most prominent result was the trend for better classification rates using Dutch 
features to classify English. This tendency was found in the LUCEA database LDAs as well, but to a 
more moderate degree. Since there was much more variation in English proficiency, and in particular 
lower proficiency, across the CASLA speakers, we could explain this difference in results. If the L1 of a 
speaker contains the most speaker-specific information compared to the L2 of the same speaker, we 
would expect the cross-language LDA to show different results. Further research should focus on this 
type of LDA in order to research this asymmetrical phenomenon across other language-pairs. 
The fact that it is possible to use speaker-specific features across languages has interesting 
implications regarding the speaker as well. Apparently, speakers are not limited in their uniqueness to one 
language only. It remains to be researched whether this is due to carry-over effects (Fehringer & Fry, 
2007) or whether this inherently is present in all speakers in all languages. Yet, the lack of difference in 
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effects found in our lower proficient speakers (CASLA database), can be seen as indication that speaker-
specificity is more likely to be language-independent in all speakers and in all instances.  
The speaker-specificity of the features over time was reflected through the subset’s moderate to high 
classification rate with a model trained on data from three years prior. Our results show that it is possible 
to train a model to classify speakers over time with a high success rate. This thesis is the first9 to test the 
robustness of features in filled pauses over time.  There is great potential to further develop how these 
features can be applied. Ultimately, high-quality recordings from several years ago could still be used as 
evidence, even if they have to be compared to recordings that were made in 2018.  
The robust cross-language and longitudinal results regarding F0, which showed the highest 
classification rate in LDA, are supported by evidence from another study by Foulkes et al. (2002). This 
indicates that F0 is indeed the most robust feature, both across languages and over time, which is not 
completely surprising. The anatomical properties that contribute to F0 do not change very easily and the 
F0 values are therefore less fickle (Rose, 2002). 
Additionally, the fact that almost all F0 statistical tests with F0 left/right seemed to be significantly 
different can be seen as further evidence for the hypothesis that filled pauses are indeed different chunks 
that have to be incorporated into the intonational phrase (Braun & Rosin, 2015). Other research has 
shown a consistent lowering of F0 of the filled pause in different languages (e.g. Braun & Rosin, 2015; 
Shriberg & Lickley, 1993). In this thesis, the same pattern was found for uh, but not for um. This is 
consistent with Braun and Rosin (2015), who also found a consistent rising of F0 in nasal filled pauses. 
This particular result in the thesis can be considered as a preliminary pilot for the F0 behavior of filled 
pauses in Dutch, since more research is required to gain a more complete understanding of this 
phenomenon. It is possible, however, to cautiously speculate that this consistent difference in F0 could be 
evidence for the hypothesis put forth by Clark and Fox Tree (2002) that filled pauses are planned on a 
collateral track and then later merged into the primary speech signal. 
On top of being able to use filled pauses as a speaker-specific cross-language cue, there are several 
advantages to using filled pauses in FSCs. As filled pauses are frequently present in everyday language, 
they are readily available in almost all recordings of spontaneous speech. Another advantage of filled 
pauses is their duration: filled pauses are often longer in duration than other vowels within words 
(Shriberg, 2001). Furthermore, as filled pauses are planned but unconsciously uttered they are less likely 
to be susceptible to voice disguise (Clark & Fox Tree, 2002; de Leeuw, 2007; Hughes, Foulkes & Wood, 
2016; Levelt, Roelofs & Meyer, 1999). In sum, features of filled pauses have great potential to be used in 
FSCs both across languages and in longitudinal situations.  
                                                
9  To the best of our knowledge, this is true in June 2018.   
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4.3 Strengths and improvements 
The two most important strengths of this thesis will be briefly summarized so they can be used in 
further research. Firstly, we showed that an FSC across languages is possible. Using features of filled 
pauses in one language to classify the instances of filled pauses in another language, we tested a new 
method of classifying speakers. Our hypothesis that a feature with low language-specificity would be the 
best place to start looking for high speaker-specificity proved correct. A second strength of this project is 
that it showed that some features of filled pauses are robust over time. Using features from the first 
recording session, the LDA was able to classify speakers by the features extracted from the last recording 
session.  
Over the course of this project, we encountered some elements that could be improved. Some were due 
to limitations of the acoustic signal; others were due to time constraints. In this section the limitations will 
be briefly outlined along with ways they could be improved.  
Firstly, this thesis could be improved by using a better quality of recordings in the second database. 
The CASLA database was originally solely set up to conduct analyses on the number and duration of 
pauses (filled and silent), and the quality was not good enough to extract other features. This prevented us 
from extracting the F0 and formant features reliably from the acoustic signal. In addition, some of the 
durations of the recordings were not always longer than sixty seconds, which could have had negative 
consequences for the F0 stabilizing in the speakers. In addition to this, there was some variation in 
English proficiency between speakers, which could have influenced the results. However, this might have 
given some extra insight into the effect of proficiency on the applicability of filled pauses in FSCs, as 
discussed above. Although we found that all durational features contributed to the correct classification of 
speakers, the generalizability of the research could be improved by improving the recording quality in the 
second database.  
 A second limitation of this thesis is the fact that the F0 of the vocalic part of the vocalic-nasal filled 
pause was not measured separately. The vocalic-nasal filled pause’s F0 was consistently higher than the 
F0 of the immediate context, whereas the vocalic filled pause’s F0 showed a consistent lowering. As we 
did not separately measure the F0 of the two parts of the vocalic-nasal filled pause, the specific reason for 
this difference between uh and um is not yet clear. The fact remains, however, that the filled pauses show 
a different pattern in F0 compared to the context, which could be traced back to the merging of the 
collateral and primary track (Braun & Rosin, 2015; Clark & Fox Tree, 2002).  
 A third limitation of this thesis is the lack of different analyses for gender across formants. Since the 
original formant subset was not large to begin with, the extra split by gender (on top of the split by 
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language and filled pause type) would have resulted in non-representatively small subsets of data. 
Therefore the choice was made to only separate the analyses for language and filled pause type. We 
acknowledge that this choice might have affected our results, so therefore we advise future research to 
separate the analyses for females and males. However, some research has suggested that this difference is 
not caused by gender per se, but rather caused by social gender construction (Pépiot, 2013). 
4.4 Future research 
This thesis has revealed new information about the language- and speaker-specific features of filled 
pauses. We have uncovered new cross-language speaker-specific information in duration, F0 and formant 
means and SDs. On top of the recommendations for future research already specified in this chapter, 
future research into speaker-specificity in filled pauses could be improved by considering the following 
improvements and future directions. 
Firstly, there is much potential in speaker-specific dynamic formant trajectories, but this thesis has not 
been able to incorporate these features fully. Other research has shown good classifying results using 
dynamics especially in the case of um (Hughes, Foulkes & Wood, 2016). Future research should focus on 
using the speaker-specificity in dynamics to increase the classification rate of the LDA. 
Secondly, the position of the filled pauses in a sentence must be taken into account. The  position of 
filled pauses in a sentence could contribute to identifying speakers (Braun & Rosin, 2015; de Leeuw, 
2007). This could possibly help to classify speakers, or, on the contrary, make it more difficult, in which 
case it must be researched and taken into account during the FSCs.  
Thirdly, the result that an LDA is possible with a model trained on data that was recorded three years 
prior to the data that it was tested on, is very promising. However, the participants in this subset were all 
female, of post-pubertal age and consequently their voice change had most likely already happened 
(Leedberg, n.d.). These potential longitudinal possibilities for LDAs must therefore be tested on people 
who are pre-pubertal/pre-menopausal or pubescent/pre-menarcheal or are undergoing/have undergone 
other (surgical) changes that can influence (the anatomy of) the human voice. 
 Lastly, future research should focus on within-speaker variation and its influence on classifying 
speakers correctly. As expected, speakers will always differ in their own speech; what is important, 
however, is to investigate the maximum within-speaker variation that can still give reliable results in 
classifying methods. In other words, how much within-speaker variation is allowed in a classification 
model before it classifies it as a completely different speaker. When running an LDA that returns low 
classification rates, we should make sure it is because of features with low-classifying power, but not 
because the within-speaker variation was too high. A possible within-speaker variation cut-off point could 
prove necessary when using filled pauses as a stable speaker-specific cue.   
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In general, more filled pauses must be researched in different languages, different speech situations 
and uttered by different speakers in order to fully understand the nature of the filled pause in all its 
instances. Furthermore, filled pauses must never be the only measure used to classify a speaker. 
4.5 Conclusion 
Despite the limitations discussed in section 4.3, we found significant differences and effects of 
language and speakers. In sum, this thesis builds on the existing evidence that filled pauses can help in 
forensic speaker comparisons. However we must be cautious and only employ vowel duration, nasal 
duration, F0, mean F1, F2 and F3 and SD F1, F2 and F3 conjointly with other features in speech, such as 
the features discussed in section 1.1. We can conclude that almost all features are to some degree speaker-
specific, but this speaker-specificity manifests itself in different ways in different features. More research 
is needed to address the reason this is the case.  
Although there is a better understanding of using filled pauses across native Dutch speakers and 
second language English users, more research is needed concerning the applicability of these features 
across other languages that are not from the same language family (Germanic). This method has revealed 
a correct classification rate of more than 30%, but a refinement of the method, with new features and 
possible prerequisites to the input, is necessary. Still, filled pauses possess excellent speaker-specific 
features that can provide information about the speaker and, used in addition to other factors, could 
certainly provide more insight into whether a particular suspect has committed a crime.  
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Appendix B 
 
Table B1   
   
Short description of six speaking tasks used for CASLA database (De Jong et al., 2015) 
 English Dutch 
Simple – 
formal – 
descriptive  
The participant, who has just witnessed a 
crime/accident occur on the street, describes what 
happened to a police officer. 
The participant, who witnessed a road accident, some 
time ago, is in a courtroom, describing the accident to 
the judge. 
   
Simple – 
formal – 
persuasive  
The participant is present at a neighborhood 
meeting in which an official has just proposed 
building a new casino at a location near a school. 
The participant speaks up, suggesting another 
location that would be more acceptable. 
The participant is present at a neighborhood meeting 
in which an official has just proposed to build a school 
playground across the street from the school itself. 
The participant takes the floor and argues against the 
planned location of the playground. 
   
Complex – 
informal – 
persuasive  
After watching a movie about global warming, the 
participant discusses the issue with a friend and 
tries to convince him that more solar/wind energy 
production is the best solution. 
The participant discusses the pros and cons of three 
means of transportation (public transportation, 
bicycles, and automobiles) in solving the problem of 
traffic congestion. 
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Table C1         
         
Normality tests LUCEA database 
 Before After (if solved) 
Feature Dutch  English  Dutch  English  
 uh um uh um uh um uh um 
Total duration W = 973,  
p = .521 
W = .917  
p = .012 
W = .929  
p = .026 
W = 929 
 p = .005 
W = .974 
p = .563 
W = .968 
p = .390 
W = .981  
p = .803 
W = 956 
p = .176 
         
Vowel duration W = .973 
p = .567 
W = .945 
p = .095 
W = .899 
p = .005 
W = 929 
p = .033 
W = .964 
p = .326 
W = .963 
p = .311 
W = .968 
p = .428 
W = 970 
p = .481 
         
F0 filled pause W = .947 
p < .001 
W = .973 
p < .001 
W = .933 
p < .001 
W = .950 
p < .001 
    
         
F0 Left W = .956 
p < .001 
W = .953 
p < .001 
W = .981 
p = .001 
W = .969 
p < .001 
    
         
F0 Right W = .952 
p < .001 
W = .936 
p < .001 
W = .981 
p = .001 
W = .957 
p < .001 
    
         
Mean F1 W = .967 
p = .370 
W = .962 
p = .266 
W = .926 
p = .022). 
W = .970 
p = .430 
    
         
SD F1 W = .992 
p = .001 
W = .697 
p < .001 
W = .725 
p < .001 
W = .757 
p < .001 
    
         
SD F2 W = .919 
p = .014 
W = .702 
p < .001 
W = .810 
p < .001 
W = .852 
p < .001 
W = .970 
p = .439 
W = .970 
p = .439 
W = .970 
p = .439 
W = .964 
p = .293 
         
SD F3 W = .947 
p = .095 
W = .913 
p = .009 
W = .79 
p < .001 
W = .927 
p = .023 
    
 
Table C2     
     
Normality tests CASLA database 
 Before After 
Feature Dutch English Dutch English 
Nasal duration W = .872 
p = .045 
W = .913 
p = .172 
W = .943 
p = .453 
W = .957 
p = .678 
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Table C3          
          
Mean values and standard deviations and statistics of paired samples t-test F0 
Language Filled 
pause 
Gender  Mean N SD t df Sign. 
Dutch uh f f0_left 166.1569149 324 41.68013587    
f0_FP 186.3977742 324 26.32849351 -5.421 323 .000 
f0_FP 186.2703321 295 26.63562739    
f0_right 172.8505910 295 45.64962854 3.385 294 .001 
m f0_left 237.8744510 89 19.15064048    
f0_FP 118.5278420 89 11.88167760 38.007 88 .000 
f0_FP 107.2970896 151 16.75027330    
f0_right 203.8505903 151 43.22519820 -31.780 150 .000 
um f f0_left 150.9872991 240 45.40353817    
f0_FP 199.0421998 240 34.12719554 -9.734 239 .000 
f0_FP 200.2393832 223 34.17402163    
f0_right 155.9769987 223 49.38810707 8.466 222 .000 
m f0_left 234.5119315 37 36.79966273    
f0_FP 125.7499046 37 22.66938691 11.570 36 .000 
f0_FP 110.5763768 59 25.86821416    
f0_right 200.6544663 59 47.78620306 -15.153 58 .000 
English uh m f0_left 245.4509374 71 25.16530752    
f0_FP 115.7328695 71 14.08256258 29.059 70 .000 
f0_FP 107.9076457 104 16.21141173    
f0_right 212.9543102 104 39.10720237 -30.731 103 .000 
um f f0_left 152.4581189 265 40.86522621    
f0_FP 195.6149275 265 27.53111267 -10.445 264 .000 
f0_FP 195.8407849 246 28.58987520    
f0_right 155.1430752 246 45.64035510 9.007 245 .000 
m f0_left 234.4766726 58 27.48574702    
f0_FP 123.4463379 58 20.72783176 18.192 57 .000 
f0_FP 110.8769582 88 23.59011741    
f0_right 206.3788812 88 38.08739973 -23.305 87 .000 
 
 
Table C4 
 
Pooled Within-Groups Matrices for LDA 
 mDuration F1 F2 F3 SD_F1 SD_F2 SD_F3 duration 
Correlation mDuration 1,000 -,188 -,179 ,040 ,749 ,709 ,701 ,818 
F1 -,188 1,000 ,296 -,038 ,115 -,066 ,025 ,140 
F2 -,179 ,296 1,000 -,314 ,339 ,392 ,187 ,173 
F3 ,040 -,038 -,314 1,000 -,118 -,351 -,317 -,019 
SD_F1 ,749 ,115 ,339 -,118 1,000 ,929 ,687 ,953 
SD_F2 ,709 -,066 ,392 -,351 ,929 1,000 ,788 ,871 
SD_F3 ,701 ,025 ,187 -,317 ,687 ,788 1,000 ,703 
duration ,818 ,140 ,173 -,019 ,953 ,871 ,703 1,000 
vDuration ,774 ,178 ,213 -,026 ,954 ,869 ,685 ,997 
f0_FP ,609 -,218 -,531 ,255 ,173 ,124 ,219 ,332 
F1_50 -,773 ,633 ,154 ,009 -,555 -,624 -,479 -,551 
F2_50 -,904 ,144 ,373 -,066 -,676 -,599 -,594 -,738 
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F3_50 ,164 ,167 -,143 ,237 ,016 ,066 ,450 ,170 
 
 vDuration f0_FP F1_50 F2_50 F3_50 
Correlation mDuration ,774 ,609 -,773 -,904 ,164 
F1 ,178 -,218 ,633 ,144 ,167 
F2 ,213 -,531 ,154 ,373 -,143 
F3 -,026 ,255 ,009 -,066 ,237 
SD_F1 ,954 ,173 -,555 -,676 ,016 
SD_F2 ,869 ,124 -,624 -,599 ,066 
SD_F3 ,685 ,219 -,479 -,594 ,450 
duration ,997 ,332 -,551 -,738 ,170 
vDuration 1,000 ,288 -,509 -,698 ,167 
f0_FP ,288 1,000 -,381 -,604 ,243 
F1_50 -,509 -,381 1,000 ,618 ,002 
F2_50 -,698 -,604 ,618 1,000 -,135 
F3_50 ,167 ,243 ,002 -,135 1,000 
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