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RESUMEN 
La presente monografía contiene la experiencia, las bases teóricas y los 
resultados obtenidos del desarrollo de una aplicación en la que se realizó 
aprendizaje automáticos supervisado, a través de la implementación de Algoritmos 
Genéticos y Programación Genética siguiendo la aproximación de Michigan, con lo 
cual se logró obtener reglas de clasificación considerablemente buenas y 
comprensibles que determinan el estado y uso del pescado crudo. 
INTRODUCCION 
Hoy en día una de las aplicaciones de la Inteligencia Artificial más explotada 
comercialmente y en muchas áreas son los sistemas expertos o sistemas basados 
en conocimiento. En estas aplicaciones se intenta organizar y codificar las ideas, 
conceptos y experiencias de un experto en un dominio determinado y almacenarlo 
en una base de conocimiento. El principal objetivo de estas aplicaciones es 
brindar soporte en la toma de decisiones. 
La elaboración de una base de conocimiento está comprendida por varias 
operaciones entre las cuales tenemos las siguientes: 
Extracción del conocimiento exteriorizándolo de tal manera que quede 
disponible para su inspección y manipulación. 
Volverlo explicito acumulando suficientes detalles para hacerlo claro y darle 
plena expresión. 
Registrarlo de manera simbólica. 




La etapa de la adquisición del conocimiento es una de las más díficiles en la 
elaboración de una base de conocimiento, en muchos casos existe poca 
comprensión entre los expertos humanos y el desarrollador o Ingeniero; esto 
conlleva a la inversión de mucho tiempo de desarrollo y disponibilidad de los 
expertos. Una vez se ha logrado la elaboración de la base de conocimiento nos 
podemos encontrar con otro inconveniente, algunas de éstas son muy sensibles a 
los cambios o surgimientos de nuevos casos dentro de su dominio, debido a que 
están muy sujetas a las condiciones o casos previstos por las personas 
involucradas en su desarrollo y su actualización es costosa en tiempo y dinero. 
Este trabajo de grado tiene como objetivo ilustrar una nueva alternativa para 
automatizar el proceso de extracción de conocimiento, con una aplicación que 
genera reglas para la clasificación del pescado crudo que llega a la Planta Piloto 
Pesquera de Taganga, el cual es utilizado en los diferentes procesos que allí se 
llevan a cabo, como son la elaboración de embutidos, enlatados, etc; según el 
estado en que se encuentre. Los diferentes estados en que se puede encontrar 
un pescado crudo son: etapa posterior al rigor mortis, el pescado conserva las 
características de cuando estaba vivo; etapa post-rigor, el pescado está fresco y 
su apariencia general es buena; apenas fresco, la apariencia del pescado es solo 
aceptable; y por último no apto para el consumo humano 
En la Planta Piloto Pesquera de Taganaga actualmente se determina el uso que 
se le puede dar a un lote de pescado, estableciendo su estado de acuerdo a 
conformación de una base de conocimiento, se llevó a cabo mediante la 
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ciertas propiedades organolépticas, entre las que tenernos: la apariencia de la 
piel, la apariencia de los ojos, la textura general del pescado, el estado de los 
opérculos, el olor de las branquias, el color de las branquias, la apariencia del 
músculo, el color del músculo y la textura del músculo. Cada una de estas 
propiedades toma valores que van desde la mejor condición a la peor condición en 
que se puedan encontrar, por ejemplo: para el estado de los opérculos se tienen 
los siguientes valores posibles: 
Muy bien adheridos al cuerpo, húmedos, libres de manchas. 
Bien adheridos al cuerpo, húmedos, libres de manchas. 
Adheridos al cuerpo, ligero hundido, color propio. 
Ligero abiertos, secos, decolorados. 
Abiertos, decolorados. 
Totalmente abiertos, decolorados. 
Para cada uno de los diferentes estados en que se encuentre el pescado, cada 
una de estas propiedades pueden tomar uno o más valores de su lista de valores 
posibles, por ejemplo: Un pescado en la etapa posterior al rigor mortis, puede 
tener opérculos muy bien adheridos al cuerpo, húmedos, libres de manchas o, 
bien adheridos al cuerpo, húmedos, libres de manchas. 
La automatización de la generación de reglas de clasificación para la 
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Genéticos y Programación Genética, buscando establecer el mejor desempeño y 
eficiencia de estos procedimientos, en el dominio de clasificación seleccionado. 
Para la generación de las reglas se tuvieron en cuenta algunos conceptos de Data 
Mining y Knowledge Discovery, la meta no solo fue encontrar reglas de 
clasificación lo más exactas posibles, si no también reglas comprensibles, fáciles 
de entender; por lo tanto el conocimiento extraído, a partir de una base de datos 
de ejemplares debidamente clasificados (pescados crudos, sus propiedades 
organolépticas, su estado y el uso que se le pueda dar), está representado por 
reglas de condición de la forma If — Then, la cual es la representación del 
conocimiento más simple y parecida al razonamiento humano 
Entre las principales ventajas de la generación de reglas de clasificación con un 
Algoritmo Evolutivo para una base de conocimiento se pueden citar: 
Este planteamiento consta de un proceso automático que genera reglas de 
clasificación, sin necesidad de mucha interacción entre el desarrollador y 
expertos. 
Implica menor tiempo en la generación de reglas de producción, en 
comparación con un procedimiento manual. 
Puede permitir la elaboración de sistemas basados en conocimiento 
fácilmente adaptables a cambios en su dominio o fácilmente actualizables. 
Puede representar menor costo tanto de construcción como de 
mantenimiento de una base de conocimiento. 
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Además este trabajo de grado puede llegar a constituirse como una herramienta 
de apoyo para determinar el estado y uso de pescado crudo que llega a la Planta 
Piloto Pesquera de Taganga de la Universidad del Magdalena, de acuerdo a los 
diferentes productos que se elaboran allí; de una manera rápida y eficiente. 
En general, este trabajo puede ser adaptado a la realización de una Base de 
Conocimiento en cualquier dominio o tarea de clasificación. 
1. ALGORITMOS EVOLUTIVOS 
1.1 DEFINICION 
Se le llama Algoritmo Evolutivo (AE) a cualquier procedimiento estocástico de 
búsqueda basado en el principio de la evolución. Estos procedimientos hacen 
parte de un reciente campo bastante amplio, de la Ciencia de la Computación 
llamado Computación Evolutiva (CE). 
Al ejecutar un AE una población de individuos, que representan un conjunto de 
candidatos a soluciones de un problema, es sometida a una serie de 
transformaciones con las que se actualiza la búsqueda, y luego a un proceso de 
selección que favorece a los mejores individuos. Cada ciclo de transformación 
mas selección constituye una generación. Se espera del AE que, tras cierto 




1.2 ESTRUCTURA GENERAL DE UN ALGORITMO EVOLUTIVO 
BeginAlgorithm 
P[0] = InitPop(); 1/Población inicial 
FitP[0] = EvalPop(P[0]); 1/Aptitudes iniciales 
for( t = O; t! MaxNumGen; t++) 
Q[t] = SelectBreedersFrom(P[t]); //Selección de reproductores 
Q[t] = Transform(Q[t]); 1/Reproducción 
FitQ[t] = EvalPop(Q[t]); 
P[t] = SelSurv(P[t],Q[t],FitP[t],FitQ[t]); 
FitP[t] = EvalPop(P[t]); //Se evalúa la nueva población 
if( ChkTermCond(P[t], FitP[t]) ) //Condición de terminación 
returna 
EndAlgorithm 
1.3 ALGORITMOS EVOLUTIVOS Y APRENDIZAJE 
Los algoritmos Evolutivos se han aplicado a diversos problemas dentro del 
aprendizaje automático, como por ejemplo, solucionando tareas que van de la 
21 
planificación al desarrollo de topología neuronales. Entre todas las aplicaciones la 
que ha sido, más prometedora es la del aprendizaje supervisado, es decir, a partir 
de una serie de ejemplos de uno o varios conceptos, generar un conjunto de 
reglas que permitan, dado un elemento, decidir la clase a la cual pertenece. Las 
aplicaciones de este tipo pueden pertenecer a una de dos grandes 
aproximaciones, dependiendo de como se codifiquen las reglas en la población de 
individuos del Algoritmo Evolutivo, estas son: 
1.3.1 Aproximaciones de Michigan y Pittsburgh. En la aproximación de 
Michigan los individuos de la población representan reglas individuales, por lo que 
la solución del problema consiste en toda la población; en este enfoque se 
destacan los sistemas clasificadores, considerados un paradigma de la CE, son 
arquitecturas que aprende reglas sintácticamente simples, que en su conjunto 
resuelven un problema determinado. Todos los sistemas que siguen este enfoque 
tienen un problema adicional cuya solución es crítica para su funcionamiento: la 
solución del problema es toda la población, ¿cómo se evalúa la bondad de sus 
individuos?. 
En la aproximación de Pittsburgh, la población está constituida por conjuntos de 
reglas de cardinalidad variable, por tanto, cada individuo representa una posible 
solución del problema a resolver. Las aplicaciones que siguen esta segunda 
tendencia siguen muy fácilmente el esquema clásico de los AE, ya que la 
población consiste en diferentes soluciones que compiten entre sí. 
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La selección entre estas dos aproximaciones depende de qué tipo de regla se 
desea descubrir. Para la tarea de clasificación parece natural utilizar la 
aproximación de Pittsburgh ya que se busca un conjunto de reglas que son 
evaluadas como un todo más que como una regla individual. La aproximación de 
Michigan es más aplicable cuando se necesita un conjunto de reglas 
independientes entre sí y evaluadas separadamente. 
No obstante, la aproximación de Pittsburgh conlleva a tener individuos más largos 
lo cual tiende a hacer el procedimiento y el cálculo del "fitness" 
computacionalmente muy costoso, además esta forma de representación implica 
algunas modificaciones en los operadores genéticos tradicionales para los 
individuos relativamente complejos. Como ejemplo de la aplicación de AE con la 
aproximación de Pittsburgh se puede citar GABIL, GIL y HDPDCS. Por lo 
contrario en la aproximación de Michigan los individuos son más simples y 
sintácticamente más cortos, esto implica menor tiempo en el computo de la 
función fitness y simplifica el diseño de los operadores genéticos; sin embargo el 
problema está en que con esta aproximación es más dídficil evaluar la calidad del 
conjunto de reglas como un todo. Otro problema es que normalmente un AE 
converge hacía un solo individuo, en este caso regla y no hacia un conjunto de 
ellas. Este problema se soluciona corriendo el AE varias veces y por cada corrida 
descubrir una regla diferente. Esta solución tiene como incoveniente que tiende a 
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ser computacionalmente costosa. Como ejemplo de la aplicación de AE con la 
aproximación de Pittsburgh se puede citar GOGIN y REGAL. 
1.4 TIPOS DE ALGORITMOS EVOLUTIVOS 
Sobre el esquema de un AE se han desarrollado cinco paradigmas fundamentales: 
Los Algoritmos Genéticos, las Estrategias Evolutivas, la Programación Genética, 
los Clasificadores Genéticos, la programación evolutiva. 
Los Algoritmos Genéticos y Programación Genética, son los procedimientos que 
fueron seleccionados entre todos los anteriores, para el desarrollo de la aplicación 
de este trabajo de grado; por lo tanto se realizará una explicación más detallada 
de estos dos procedimientos a continaución,... en las secciones 1. 5 y 1. 6... 
1.5 ALGORITMOS GENETICOS (AG) 
Los Algoritmos Genéticos son métodos estocásticos de búsqueda ciega, de 
soluciones casi óptimas. En ellos se mantiene una población de cadenas de 
caracteres que representan un conjunto de posibles soluciones, las cuales son 
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sometidas a ciertas transformaciones con las que se tratan de obtener nuevos 
candidatos y a un proceso de selección sesgado a favor de los mejores individuos. 
Los AGs Se pueden entender como una estrategia más de búsqueda, al igual que 
las conocidas. En este procedimiento no es necesario disponer de un 
conocimiento profundo del problema a resolver, se parte de estructuras simples 
que interactúan, dejando que sea la evolución quien haga el trabajo. Unicamente 
basta con identificar cualitativamente en que casos los patrones se acercan o se 
alejan de la solución buscada. 
1.5.1 Operaciones y componentes básicos para la implementación de un 
Algoritmo Genético. Los criterios más importante que necesariamente se deben 
definir para plantear o utilizar un A. G. son los siguientes: 
a. Esquema de representación: en el AG convencional, los individuos de la 
población son cadenas de caracteres de longitud fija. El primer paso para 
especificar el esquema de representación es determinar la longitud L de las 
cadenas y el tamaño del alfabeto K que se utilizará. Normalmente el alfabeto es 
binario, es decir, K es igual a dos. 
Lo más importante del esquema de representación es la capacidad de 
representar cada posible punto del espacio de búsqueda del problema como una 
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cadena de caracteres de longitud fija (como un cromosoma), y cada cromosoma 
como un punto en el espacio de búsqueda del problema. 
El esquema de representación debe satisfacer el requisito de "sufficiency", en el 
sentido, que debe ser capaz de expresar una solución para el problema. 
Función de evaluación o de aptitud. Es la encargada de evaluar cada individuo 
de la población, su cálculo dirige el proceso evolutivo del AG, ya que gracias a ella 
se puede determinar que individuo es mejor que otro como solución del problema 
a resolver. 
Esta función debe cumplir el requisito de "fulry defined, en el sentido que debe ser 
capaz de evaluar cualquier cadena de caracteres de longitud fija que se encuentre 
en cualquier generación de la población. 
b. Principales parámetros de control. El tamaño de la población y el 
número de generaciones, son parámetros que principalmente hay que tener en 
cuenta en la implementación de un AG. Una cantidad pequeña de individuos 
puede llevar al AG a una convergencia prematura y una cantidad muy grande 
puede retardar la convergencia y traducirse en un gasto innecesario de recursos 
de computo. Lo mismo sucede con el número de generaciones, este debe ser tal, 
que no frustre la búsqueda antes de que el AG pueda converger a una solución 
26 
óptima; pero tampoco es conveniente que implique iteraciones innecesarias del 
algoritmo. 
Criterio de parada del AG. Para implementar un A G. se debe definir una 
condición o condiciones que permitan determinar cuando se ha encontrado una 
solución aceptable o en su defecto cuando el procedimiento no converge a ningún 
valor. Los dos tipos de condición de parada más conocidos son: Criterio de 
terminación enfocada al costo. Consiste en terminar el procedimiento cuando se 
alcanza el número máximo de iteraciones fijado. Criterio de terminación enfocada 
a la calidad. Consiste en tratar de detectar la convergencia del algoritmo a una 
solución, independientemente del número de generaciones en que se encuentre. 
Esto se puede hacer evaluando el progreso que obtiene el algoritmo en un número 
determinado de iteraciones teniendo en cuenta una tolerancia, o determinando 
cuando un alto porcentaje de la población converge a un valor. 
La mejor elección es utilizar un mecanismo de parada híbrido, es decir, terminar el 
procedimiento cuando se ha alcanzado el número máximo de generaciones, para 
evitar un ciclo infinito cuando el algoritmo no converja, y a la vez verificar la 
convergencia del algoritmo y terminarlo si se ha logrado obtener la deseada, para 
evitar las iteraciones innecesarias. 
Operadores genéticos. Los operadores genéticos consisten en aquellas 
operaciones por medio de las cuales se lleva a cabo la reproducción de nuevos 
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individuos en la población, los que normalmente se utilizan en un AG. son el cruce 
y la mutación: Cruce. Este operador actúa sobre los individuos o cromosomas 
generando dos nuevos descendientes, los cuales estarán conformados por una 
combinación de las características de sus progenitores. Existen diferentes formas 
de realizar el cruzamiento de dos individuos como son: el cruce clásico o con un 
solo punto de cruzamiento, en el cual se selecciona un punto de corte y se 
intercambia los segmentos que se encuentren a la derecha del punto. El cruce 
multipunto, consiste en seleccionar dos o más puntos de cortes en los 
progenitores o padres; la ventaja de esta alternativa de cruce está en que se 
aumenta la exploración en el espacio de búsqueda y la desventaja está en que se 
pierde velocidad de convergencia al aumentar la probabilidad de dañar buenos 
individuos. El cruce uniforme, consiste en seleccionar aleatoriamente de que 
progenitor se heredará cada uno de los bits del primer descendiente; el segundo 
descendiente heredará el bit del progenitor que no fue seleccionado, por lo general 
este procedimiento se realiza por medio de una máscara de cruce, generada 
aleatoriamente. Observe la figura uno para ilustración. 
La Mutación. Se lleva a cabo sobre un solo individuo, consiste en realizar un 
pequeño cambio en algún bit, seleccionado aleatoriamente, según una 
probabilidad de mutación. 
1 1 1 1 1 o o o OtO Padres 
Descendientes 1 o O 1 1 1 1 O o 
1 O 1 o 1 o o 1 1 •1 1 1 
Un solo ponto de cruce 
Descendientes 
Padres 1 1 o 1 O O 
1 o o o 1 o 1 o 1 
Dos puntos de crece 
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Mascara o 1 1 o 
Padres 1 0 ci 1 o 1 1 o o 1 1 
Descendientes 
Cruce Unitorre 
Figura 1. Tipos de cruces para AG 
1.5.2 Algoritmos Genéticos propuestos. A partir de la estructura genérica de 
los Algoritmos Genéticos, se han planteado algunas modificaciones para mejorar 
su desempeño, esto ha conllevado al surgimiento de diferentes tipos de 
Algoritmos Genéticos, entre los cuales tenemos: 
El Algoritmo Genético Simple. Fue propuesto por Goldberg y descrito en su 
libro básico, se puede utilizar elitismo, el cual es un mecanismo que permite que el 
mejor individuo de cada generación pase directamente a la próxima generación; 
no utiliza "overlap" de la población, es decir, los descendientes reemplazan 
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inmediatamente a sus progenitores. En este procedimiento se crea una nueva 
población en cada generación, seleccionando de la previa población parejas de 
individuos que se reproducen y originan nuevos descendientes. 
El Algoritmo Genético Steady-State. Descrito por DeJong, utiliza "overlap" 
de la población, es decir los nuevos descendientes generados se adicionan a la 
población previa, luego, de ésta se van extayendo los peores individuos, hasta 
recobrar su tamaño normal. El prorcentaje de reproducción es pequeño, alrededor 
del 10% de la población, aunque se permite que esta cantidad sea escogida según 
las preferencias del usuario. 
El Algoritmo Genético Incremental. Esta basado en el modelo Genitor, 
también utiliza "overlap" de la población; pero normalmete solo dos o un inidividuo 
son generados por reproducción en cada generación, el método de reemplazo 
para retornar la población a su tamaño normal, puede ser, por ejemplo, eliminando 
los peores individuos de la población, eliminando los progenitores en cada 
generación, o eliminando a individuos seleccionados aleatoriamente, o cualquier 
otro especificado por el usuario. 
El Algoritmo Genético Deme. En esta propuesta evolucionan multiples 
poblaciones en paralelo, utilizando un algoritmo Steady-State, en cada generación 
algunos de los individuos migran de una población a otra. 
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1.6 PROGRAMACION GEN ETICA (PG) 
La programación Genética es una extensión de los Algoritmos Genéticos, en este 
paradigma de la Computación Evolutiva, las estructuras sometidas a adaptación 
son programas dinámicos de computadora que varían de tamaño y de forma 
representados por medio de arboles. 
La Programación Genética intenta dar respuesta a uno de los interrogantes 
centrales de la Ciencia de la Computación, ¿cómo puede un computador aprender 
a solucionar problemas sin ser programados explicitamente?. 
1.6.1 Operaciones básicas de un PG. En la aplicación de Programación 
Genética para solucionar problemas, existen cinco pasos principales a seguir, los 
cuales consisten en determinar: un conjunto de terminales, un conjunto de 
funciones, una función de aptitud, los parámetros de control del procedimiento, un 
método para designar el resultado de la corrida y un criterio de terminación. 
En el primer paso, determinar el conjunto de terminales, éstos corresponden a los 
parámetros de entrada del todavía desconocido programa de computador, no 
tienen argumentos y conforman las hojas de los arboles. 
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En el segundo paso, el conjunto de funciones, puede ser operaciones aritméticas, 
funciones de programación, funciones matemáticas, funciones lógicas, o funciones 
especificas del dominio de aplicación. 
Para solucionar un problema con Programación Genética se debe cumplir con las 
condiciones de "sufficiency", es decir, los conjuntos de terminales y funciones 
deben ser capaces de representar una solución para el problema; y el requisito de 
"closure", el cual consiste en que cada función del conjunto de funciones debe 
estar habilitada para aceptar como argumento algún valor que posiblemente 
pueda ser retrornado por alguna otra función del conjunto de funciones, o que 
posiblemente pueda ser asumido por algún terminal de conjunto de terminales. 
Los dos pasos anteriormente explicados corresponden a la especificación del 
esquema de representación en un AG convencional, los tres pasos restantes 
corresponden exactamente a la especificación de la función de aptitud, de los 
parámetros de control y el criterio de parada de los AGs, vistos.., en la sección 
1 
Para la inicialización de la población de programas para un PG, exiten varios 
métodos, entre los cuales tenemos: "full", "grow", y "ramped half-and-haff". Con el 
método "full" se van seleccionando funciones para ir construyendo un árbol hasta 
que se llega a una profundidad determinada, luego, se seleccionan terminales 
para conformar sus nodos hojas; con este método se construyen arboles• 
- 
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completamente balanceados. Con el método "grow", se van seleccionando 
funciones o terminales y se van incertando para ir conformando cada rama del 
árbol, si un terminal es seleccionado, la rama para la que se seleccionó termina en 
ese punto y entonces se comienza con una nueva rama del árbol. El método 
"ramped half-and-half' es una combinación del método "full" y el "grow", la mitad 
de los programas es generado utilizando el método "grow", y la otra mitad 
utilizando el método "full". 
En cuanto a los operadores genéticos, el operador de cruce combina 
aleatoriamente el material genético de dos padres, es decir, subarboles. Al aplicar 
este operador se intercambia un subárbol de un progenitor, con un subárbol de 
otro progenitor, como se muestra en la figura 2. 
Figura 2. Cruce entre dos arboles con un solo punto 
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El operador de mutación normalmente opera sobre un solo árbol seleccionado, 
removiendo de este un subarbol y colocando un nuevo árbol en reemplazo del 
subarbol removido. 
2. DATA MINING 
2.1 DEFINICION 
Data Mining es un campo interdiciplinario que utiliza métodos de muchas áreas de 
investigación, especialmente de aprendizaje de máquinas y estadísiticas, para la 
semiextracción automática de conocimiento a partir de datos almacenados del 
mundo real. 
Data Mining hace parte de un amplio campo llamado Knowledge Discovery, el cual 
integra metodos de preprocesamiento que facilitan la extracción de conocimiento a 
partir de grandes bases de datos y de postprocesamiento que ayudan a refinar el 
conocimiento descubierto. Por ejemplo: Data Cleaning, Data Integration, la 
selección de atributos para aplicar Data Mining, son algunos metodos de 
preprocesamiento. En la siguiente figura se puede observar un esquema del 
proceso de Knowledge Discovery. 
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Figura 3. El Proceso completo de Knowlodge Discovery 
En el contexto de Data Mining, el conocimiento descubierto debe reunir tres 
caracterisiticas principales: debe tener un alto acierto predictivo, debe ser 
comprensible, esto es necesario sobre todo si el conocimiento descubierto será 
utilizado para brindar soporte en la toma de decisiones, esto se logra utilizando 
reglas de condición, de la forma: IF <condición> THEN <valor para un atributo>, la 
tercera característica que debe reunir el conocimiento descubierto es que debe ser 
interesante, esto es dificil de definir y cuantificar, es algo muy subjetivo, sin 
embargo algunos aspectos del conocimiento interesante son definidos en terminos 
objetivos. 
2. 2 DATA MINIG Y PROBLEMAS DE CLASIFICACION 
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Data Mining se aplica para resolver ciertos tipos de problemas, tales como: 
clasificación, "dependece modeling", "clustering", y descubrimiento de reglas de 
asociación. La clasificación es probablemente una de las aplicaciones más 
estudiadas, el objetivo es predecir el valor (la clase) de un atributo objetivo o meta, 
con base en los valores de otros atributos que reciben el nombre de atributos de 
predicción. Por ejemplo: un atributo meta puede ser el crédito de un cliente en un 
banco, el cual puede tomar los valores "bueno" o "malo" y los atributos de 
predicción podría ser la edad del cliente, el salario, el balance de su cuenta actual, 
créditos pendientes, etc. 
La parte antecedente de las reglas obtenidas por la aplicación de Data Mining en 
problemas de clasificación, contienen una combinación de valores de los atributos 
de predicción y en la parte antecedente un valor para el atributo meta, ejemplo: 
IF (creditos_pendientes = "no") AND (balance_cuenta_actual = $3. 000. 000. oo) 
THEN (credito = "bueno"). 
IF (creditos_pendientes = "si") THEN (credito = "malo"). 
En los problemas de clasificación los datos sometidos a Data Mining, son divididos 
en un conjunto de entrenamiento y en un conjunto de prueba. El algoritmo 
seleccionado para Data Mining, descubre reglas a partir del conjunto de 
entrenamiento unicamente, accediendo a los valores tanto de los atributos de 
predicción como atributo meta. Una vez el proceso de entrenamiento termina y se 
ha obtenido un conjunto de reglas de clasificación, se debe evaluar el desempeño 
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de este, obteniendo un porcentaje de confianza o de acierto predictivo, el cual se 
determina en el conjunto de datos reservado como conjunto de prueba. Este 
cálculo es muy importante en Data Mining, ya que es trivial obtener un 100% de 
predicción o clasificación en el conjunto de entrenamiento, es decir, las regla 
generadas pueden clasificar correctamente a cada uno de los ejemplares de 
entrenamiento y sin embargo ser inútiles para clasificar correctamente el conjunto 
de prueba o cualquier otro ejemplar. Por ejemplo, supóngase el caso en que un 
conjunto de entrenamiento contenga n ejemplares y el algoritmo de Data Minig 
encuentre n reglas, una regla por cada ejemplar, tal que, para cada regla 
descubierta la parte consecuente o condición contenga exactamente los mismos 
valores de atributos que el respectivo ejemplar. 
En un caso como el mencionado anteriormente solo se estaría memorizando el 
conjunto de entrenamiento, en problemas de clasificación se necesita que haya 
generalización por parte de las reglas generadas, para que no suceda lo que en el 
lenguaje de máquinas de aprendizaje se conoce como "overfitting" de los datos de 
entrenamiento. 
2.3 UN ALGORITMO GENETICO PROPUESTO PARA DATA MINING 
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La principal motivación para utilizar AGs para Data Mining, es que ellos efectúan 
una búsqueda global y se tienen un mejor desempeño con la interacción de los 
atributos, en comparación con los codiciosos algoritmos de reglas de inducción 
que usualmente se utilizan. 
En esta sección se detallará un AG propuesto para descubrir comprensibles reglas 
de clasificación, aplicado en dos dominios de la medicina: en dermatología y en 
Cáncer de Mama. Este trabajo sirvió como base para el planteamiento y 
desarrollo de la aplicación, tema central de esta monografía, el cual será descrito 
en el capítulo tres. 
La propuesta fue desarrollada por M.V. Fidelis, Heitor Lopes y Alex Freitas, 
utilizaron dos conjuntos de datos de dominio público, los cuales fueron obtenidos a 
través de la UCI (University of California at lrvine), con el objetivo de obtener 
reglas de clasificación capaces de diagnosticar seis diferentes enfermedades 
dermatológicas las cuales son: "Psoriasis, Seboreic Dermatitis, Lichen Planos, 
Pityríasis Rosea, Dermatitis Cronica y Pityriasis Rubra Pilaris". El mismo AG 
propuesto fue aplicado para generar reglas de clasificación que ayudarán a 
determinar la re — ocurrencia del Cáncer de Mama en pacientes que fueron 
sometidos a cirugía por esta enfermedad'. 
Este trabajo se puede consultar en: FIDELIS, M.; LOPES H.S.; FREITAS A.A. Discovering 
comprhensible classification rules with a Genetic Algorithm. Proc. Conference on Evolutionary 
Computation 2000 (CEC-2000). 
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2.3.1 Esquema de representación de la propuesta. El esquema de 
representación de la propuesta, sigue la aproximación de Michigan. En este 
esquema, los cromosomas están divididos en n genes, donde cada gen 
corresponde a una condición que involucra un atributo, y n es el número de 
atributos de predicción que se tienen en cuenta. El primer gen del cromosoma 
representa el primer atributo, el segundo gen el segundo y así sucesivamente. 
Cada i-th gen i = 1,..,n es subdividido en tres campos: peso (W,), operador (0,) y 
un valor (Va. Cada gen corresponde a una condición de la parte IF de la regla, de 
tal forma que el cromosoma entero corresponde a toda. La parte THEN no 
necesita ser codificada dentro del cromosoma. 
El campo peso es una variable de valor real que toma valores en el rango [OI], 
esta variable indica si el correspondiente atributo se encuentra presente en la 
regla; cuando W, es más pequeño que un valor definido, llamado limite, la i-th 
condición no es tomada en cuenta. Por lo tanto entre más grande sea este valor, 
menos probabilidad habrá de que la correspondiente condición haga parte de la 
regla. En esta propuesta se trabajó con un valor límite de 0.3. 
El campo O, es una variable que indica el operador relacional empleado en la i-th 
condición. Sí, el atributo A, es categórico o nominal este campo puede contener 
los operadores "=" o Si el atributo Al es continuo, este campo puede contener 
los operadores> ó <. 
Los atributos pueden ser de tipo continuo o nominal, es continuo cuando es 
númerico y toma valores en un rango de números determinado, y es nominal 
cuando solo toma un valor de una lista de posibles valores. 
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El campo valor (V,) contiene uno de los posibles valores perteneciente al dominio 
del atributo correspondiente. El valor de V, es codificado en una cadena binaria, el 
cual es decodificado para propósito del cálculo del "fitness", el número de bits 
usado para codificar V, es proporcional al número de valores en el dominio del 
atributo A. 
Por otra parte, en cada corrida del AG se genera una regla que predice si un 
elemento pertenece o no a una clase dada. Por lo tanto el AG se correrá por lo 
menos una vez por cada valor de clase, es decir si se está trabajando con un 
dominio que contiene seis diferentes clases, el AG se deberá correr seis veces, en 
la primera corrida se buscará la clase uno, en la segunda la clase dos y así 
sucesivamene. Por esta razón no es necesario codificar la parte THEN dentro del 
genotipo de cada individuo. 
Este esquema de representación, es muy flexible con respecto a la longitud de las 
reglas; aunque cada cromosoma tiene una longitud fija, los genes son 
interpretados (con base en el valor del campo W1), de tal forma que el fenotipo de 
un individuo tiene una longitud variable. 
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Figura 4. Esquema del genoma del AG para Data Mining. 
2.3.2 Función "fitness" o de aptitud. En la función que mide la aptitud de cada 
individuo, se tienen en cuenta cuatro posibles casos que se presentan al utilizar 
una regla para clasificar un ejemplar de la muestra, los cuales dependen de la 
clase predecida por la regla y la verdadera clase a la que pertenece el ejemplar. 
Observe el cuadro uno. Estos cuatro posibles casos se encuentran listados en el 
cuadro uno. 
Cuadro 1. Casos que se presentan al clasificar un ejemplar con una regla. 
Evaluación de una Regla 
Clase Regla Explicación 
TP Verdadero Verdadero El dato es clasificado como perteneciente a la clase, 
correctamente. 
TN Verdadero Falso El dato es clasificado como que no pertenece a la clase, 
correctamente. 
FP Falso Verdadero El dato es clasificado como perteneciente a la clase, 
equivocadamente. 
FN Falso Falso 
El dato es clasificado como que no pertenece a la clase, 
equivocadamente. 
En esta propuesta se trabajo con una función de aptitud conformada por dos 
indicadores comúnmente utilizados: un indicador de sensibilidad se, que 
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representa una proporción de los ejemplares pertenecientes a la clase y que son 
correctamentes clasificados, y un indicador de especificidad sp, que representa 
una proporción de los ejemplares que no pertenecen a la clase y no son cubiertos 
por la regla. 
La función de aptitud es la siguiente ecuación: 
fitness = se x sp Ecuación 1., 
donde, se - TP Ecuación 2. (TP + FN ) 
TN 
y sp - Ecauación 3. 
TN + FP 
2.3.3 Parametros de control y criterio de parada. Cada corrida del AG contó 
con una población de cincuenta individuos que evolucionaron durante cincuenta 
generaciones. El criterio de parada del AG fue enfocado al costo, cincuenta 
generaciones. 
2.3.4 Operadores genéticos. Se utilizaron los operadores de selección y 
cruzamiento convencionales, selección por torneo con z igual tres y dos puntos de 
cruce con probabilidad de cruce del 100%. También se utilizaron estrategia de 
reproducción con elitismo, donde el mejor individuo de una población pasa sin 
modificación a la siguiente población. Se desarrollaron tres operadores de 
mutación para la representación del genoma, uno para cada campo explicado.., en 
la sección 2.3.1.... Para el campo peso se genera aleatoriamente un pequerld,, 
`107^cCII' C,•" 
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valor real que se añade o se sustrae del peso actual de la condición. Por lo tanto 
este operador es el causante de que una condición sea añadida o removida de 
una regla. Para el campo O, el operador de mutación modifica el actual valor 
reemplazándolo por otro tomado aleatoriamente del conjunto de operadores 
válidos para el gen1.2 Para el campo V,, el operador de mutación reemplaza el 
actual valor dependiendo; sí, el atributo es nominal se toma aleatoriamente un 
valor de su conjunto de posibles valores para efectuar el reemplazo; si es continuo 
se comporta como el operador de mutación para el campo W, teniendo en cuenta 
que no se puede exceder del límite superior e inferior del dominio del atributo. 
2.3.5 Resultados obtenidos. En la aplicación del AG propuesto, en los dominios 
de la Dermatología y del Cáncer de Mama, el AG fue ejecutado tres veces por 
cada clase (las seis enfermedades dermatológicas, mencionadas en... la sección 
2.3... y la re-ocurrencia o no re-ocurrencia del Cáncer de Mama). De estas 
corridas fueron seleccionadas las mejores reglas según la aptitud, medida en el 
conjunto de entrenamiento y conformado un conjunto de reglas que fue evaluado 
en el conjunto de prueba de dos formas distintas: individualmente, calculando la 
aptitud de cada regla en este conjunto y como un todo, dividiendo el número de 
ejemplares de prueba correctamente clasificados sobre el tamaño del conjunto. 
Acierto predictivo de las reglas. Para la dermatología, en la evaluación 
individual se obtuvieron valores de aptitud entre (0.78, 1.00) muy cercanos a los 
El conjunto de operadores validos depende de, sí el atributo es categorico o continuo. 
44 
obtenidos a partir de la evaluación en el conjunto de entrenamiento. En cuanto a 
la evaluación en su totalidad se obtuvo un porcentaje de confianza de todo el 
conjunto de reglas de un noventa y cinco por ciento. Igual suerte no se tuvo con 
las reglas obtenidas para el Cáncer de Mama, cuyas evaluaciones individuales 
estuvieron entre 0.365 y 0.564 y en la evaluación como un todo se obtuvo un 
sesenta y siete por ciento de confiabilidad. 
2.4 UNA PROPUESTA DE PROGRAMACION GENETICA PARA DATA MINING 
En esta sección se explicará la propuesta, que se tomó como base para la 
implementación de PG en la aplicación desarrollada en este trabajo de grado, 
explicada con detalles en el capítulo tres. 
En esta propuesta se descubren reglas de clasificación, para el diagnóstico de 
doce patologías diferentes, cuya característica principal es el dolor en el pecho, las 
doce enfermedades son: "Stable Angina, Unstable Angina, Acute Myocardial 
Infarction, Aortic Dissection, Cardiac Tamponade, Pulmonar)/ Embolísm, 
Pneumothorax, Acute Pericarditis, Peptic Ulcer, Esophageal Pain, Musculoskeletal 
Disoeders y Psychogenic Chest Paín". Esta propuesta fue desarrollada por Celia 
Bajarczuk, Heitor Lopes y Alex Freitas, sigue también la aproximación de 
Michigan3. 
3 Más detalles acerca de esta se puede consultar en: Bojarczuk CC, Lopes HS, and Freitas AA. 
Genetic Programming for Knowledge Discovery in Chest Pain Diagnosis. IEEE Engineering in 
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2.4.1 Conjuntos de terminales y funciones. El conjunto de terminales para la 
aplicación está conformado por ciento sesenta y cinco atributos de predicción, a 
partir de los cuales se determina si un paciente padece una de las doce 
enfermedades anteriormente mencionadas. El conjunto de funciones está 
conformado por tres funciones lógicas, estas son: "AND", "OR" y "NOT". 
Cada individuo representa unicamente la parte IF o antecedente de una regla. En 
una corrida del PG, todos los individuos representan reglas de condición para una 
misma clase, por lo tanto no es necesaio incluir la parte THEN de la regla en la 
codificación de cada individuo de la población. 
2.4.2 Funcion "fitness" o de aptitud. Se trabajó con la misma función de 
aptitud, presentada en la ecuación 1. ... sección 2.3.2..., agregándole un término 
más. La ecuación para calcular el "fitness" de cada individuo es: 
,fitness = se x sp x sy ecuación 5. 
donde, sp = ecuación 2 y se = ecuación 3. 
Sy = (maxnodos — 0.5 x numnodos — 0.5) 
maxnodos —1 
ecuación 6. 
Medicine and Biology Magazine — Special lssue on Data Mining and Knowlodge Discovery, 19(4), 
38-44, July/Aug. 2000. 
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El término sy, es un término de simplicidad, que ayuda al PG a generar reglas tan 
cortas como sea posible, es una forma de penalizar aquellos individuos de gran 
tamaño. En la ecuación 6., numnodos es el actual número de nodos (funciones y 
terminales) de un individuo y maxnodos es el máximo número de nodos permitidos 
en un árbol, esta ecuación produce su máximo valor de 1.0 cuando la regla es tan 
simple que solo consta de un atributo, y toma su mínimo valor de 0.5 cuando el 
número de nodos es el máximo permitido, de esta manera se penalizan los 
individuos de gran tamaño; pero no se desaparecen de la población, evitando así 
que se pierdan individuos que puedan tener un valioso material que pueda ser 
aprovechado por los operadores genéticos. 
2.4.3 Parámetros de control y criterio de parada. El tamaño de la población 
fue de 500 individuos, y el número de generación fue de 50 individuos, la 
población incial se generó con el conocido método ramped-half-and-ha1f4. El 
criterio de terminación fue el máximo número de generaciones, enfocado al costo. 
2.4.4 Operadores genéticos. Se aplicó el operador de cruce tradicional para PG 
y no se aplicó mutación. 
2.4.5 Resultados otenidos. Para cada una de las enfermedades mencionadas... 
en la sección 2.4..., el PG fue ejecutado diez veces, de cada corrida se tomarán 
las mejores reglas. Al final se seleccionaron las mejores reglas para cada clase, es 
4 Ramped-half-and-half, fue explicado.., en la sección 1.6.1... - a i 
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decir, se conformó un conjunto final de doce reglas, teniendo en cuenta su aptitud, 
calculada en el conjunto de entrenamiento. 
Acierto de las reglas. El conjunto de reglas conformado por las mejores, 
fue evaluado en el conjunto de prueba de igual forma a como se realizó.., en la 
sección 2.3.5..., se evaluaron las reglas individualmente y se obtuvo: altos valores 
de aptitud mayores de 0.9 para siete de las clases, un valor de aptitud bajo, de 
0.47 para una de las clases y valores de aptitud aceptables para cuatro de las 
clases. También se evaluó el conjunto de reglas en su totalidad, se obtuvo una 
tasa de confianza de un 87.5%. 
La comprensibilidad de las reglas. Para evaluar la comprensibilidad de 
las reglas se siguió el siguiente principio: "...rule comprehensibility is associated 
with syntatical complexity. Usual/y, the smaller the number of rules and the shorter 
(the smaller the number of condition ot) the rules, the better..." 5 . Con este principio 
se puede decir que se obtuvieron reglas comprensibles, ya que solo se generaron 
las reglas necesarias para cubrir todas las enfermedades del pecho 
mencionadas... en la sección 2.4..., doce reglas una para cada clase y los valores 
5 BOJARCZUK, C.C.; LOPRS H.& y FREITAS A.A. Genetic Programming for Knowledge 
Discovery in Chest Pain Diagnosis. En: IEEE : Engineering in Medicine y Biology IEEE Engineering 
in Medicine and Biology Magazine. Vol. 19, No. 4, (jul. — ago. 2000); p. 38-44. 
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calculados para el termino de simplicidad (sy) fueron considerablemente altos para 
todas las reglas, fue mayor de 0.95. 
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3. DESARROLLO DE LA APLICACION PARA LA GEN ERACION DE 
REGLAS DE CLASIFICACION PARA EL PESCADO CRUDO DE LA 
PLANTA PILOTO PESQUERA DE TAGANGA 
En el presente capítulo se realizará una descripición de la aplicación desarrollada 
como objetivo general de este trabajo de grado, la cual genera reglas de 
clasificación que conforman una base de conocimiento, para determinar el estado 
del pescado crudo de la Planta Piloto Pesquera de Taganga de la Universidad del 
Magdalena, de acuerdo a sus propiedades organolépticas. 
3.1 ACERCA DEL DESARROLLO DE LA APLICACION 
A la aplicación se le dio el nombre de GRAE, fue desarrollada bajo el Sistema 
Operativo Linux (Red Hat 4.5), con el compilador GNU para C++ y la librería de 
dominio público GALib, la cual es una librería especialmente diseñada para la 
implementación de AG. 
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Se trató de desarrollar una aplicación lo más generalmente posible, de tal forma 
que pudiera, no solamente ser utilizada para la extracción de reglas de 
clasificación del pescado crudo; si no también en otros dominios de clasificación; 
esto es posible siempre y cuando los atributos de predicción del nuevo dominio 
sean de tipo nominal o semicontinuo6. Para trabajar con nuevos dominios de 
clasificación, primero que todo se debe detallar los atributos de predicción y sus 
respectivos valores, la forma de hacer esto será vista más adelante. 
Al ejecutar GRAE, se debe especificar un nombre de fichero, en el que se 
encuentre contenida la muestra, a partir de la cual se realizará el entrenamiento y 
las debidas pruebas para las reglas generadas; un nombre de fichero en el que se 
almacenarán las reglas resultantes, y se debe seleccionar uno de cinco AEs 
implementados para la generación de las reglas, los cuales son: un AG Simple, 
un AG Steady State, un AG Incremental, un PG Steady State y un PG Incremental. 
GRAE está conformado por tres módulos que serán detallados a continuación, ... 
en la sección 3.2... se hablará del Módulo de Tratamiento de la Muestra, ...en la 
sección 3.3 y 3.4 ... se detallará el Módulo de Generación de Reglas, con AG y 
PG respectivamente; y por último... en la sección 3.5... se hablará del Módulo de 
Evaluación de las Reglas. En la siguiente figura se puede observar un pequeño 
esquema con los componentes de GRAE. 
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Figura 5. Componentes de GRAE 
3.2 MODULO DE TRATAMIENTO DE LA MUESTRA 
Este módulo trabaja con la información de entrada a GRAE, la cual consiste en 
una estructura de atributos, los valores de cada uno de ellos y una muestra de 
pescado. La estructura de atributos, es la especificación de los atributos de 
predicción y meta, estos se ingresan a la aplicación por medio de un fichero de 
texto que se encuentra contenido en el subdirectorio "Muestra", cuyo nombre es 
"infoatributo.txr, en ete fichero se encuentran registrados los nombres de todos los 
atributos que participan en la conformación de las reglas, junto con su tipo (meta, 
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continuo, nominal o semicontinuo) y el nombre de un respecitvo fichero en donde 
se encuentra registrada una lista de sus posibles valores. En el anexo A, se 
encuentra una ilustración del fichero "infoatributo.txr, acompañado del esquema 
de un fichero de valores de uno de los atributos de predicción del problema. 
La muestra de pescado crudo se encuentra contenida en un fichero de texto 
llamado "propiedades_pescado.txr, el cual se encuentra especificado en el 
parámetro "F1LEMUESTRA", en el fichero "parametros.h". Este fichero contiene 
registrados doscientos veintiseis ejemplares que fueron tomados en Planta Piloto 
Pesquera de Taganga; a partir de él, se extraen los conjuntos de entrenamiento y 
de prueba para la generación y medición de las reglas; la partición se realiza en 
forma completamente aleatoria, tomando un setenta por ciento de la muestra para 
entrenamiento y el resto para prueba, este porecentaje está especificado en el 
parámetro "PTRAINING" en el fichero "parametros.h". Los conjuntos de prueba y 
de entrenamiento se guardan en ficheros de formato binario, cuyos nombres se 
encuentran en los parámetros "FileTest" y "FileTrain", estos son: "prueba.grg" y 
"entrenamiento.grg" respectivamente; se garantiza que en ambos ficheros se 
encontrarán ejemplares de todas las clases tratadas y en caso que una nueva 
muestra introducida no permita que así sea se originará un menasje de error. 
GRAE siempre verifica sintacticamente la muestra con la que va a trabajar. Cada 
atributo detallado en el fichero "infoatributo.txt" debe tener un valor válido, es decir 
7 Atributos semicontinuos, observar... sección 3.2.1... 
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que se encuentre en la lista de sus posibles valores, en cada uno de los 
ejemplares de la muestra, separados por comas y sin espacios; sí se detecta 
algun error de concordancia, se mostrará un mensaje indicando la falla. La forma 
como se encuentran regsitrados cada uno de los ejemplares en el fichero 
"propiedades_pescado.txr , se puede apreciar en el anexo B y en el cuadro dos, 
se pueden observar los mensajes y errores tenidos en cuenta. 
Los ficheros de códigos correspondientes a este primer módulo son "muestra.h" y 
"info.h". 
Cuadro 2. Mensajes de errores emitidos por GRAE 
Mensaje: Explicación 
No se especificó el tipo del atributo 
nombreatributo. 
Cada nombre de atributo se le debe 
específicar que tipo de atributo es, 
seguido de cómo después del nombre. 
Se esperaba una coma en la linea n. En el fichero donde se específica la 
muestra, cada atributo debe ir 
separado por coma. 
No se esperaban más caracteres. La aplicación espera que cada ejemplar 
de la muestra tenga exactamente la 
misma cantidad de atributos que los 
especificados en "infoatributo.h". 
Se esperaba un valor válido para el Los valores dado a cada atributo en 
atributo "nombre atributo". cada ejemplar, deben coincidir con los 
posibles valores asociados al atributo 
en su respectivo fichero de valores. 
En la muestra "FILEMUESTRA", no La muestra introducida contiene uno o 
hay suficientes ejemplares para la menos de un ejemplar, pertenecientes 
clase "nombreclase" a una clase, por lo tanto no se podría 
garantizar que en los ficheros de 
entrenamiento y de prueba se 
encuentren representantes de todas las 
clases. 
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3.3 DESCRIPCION DEL MÓDULO DE GEN ERACION DE REGLAS CON AG 
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Los respectivos ficheros de código para este módulo son "agbase.h","agsimple.h", 
"agsteadystate.h" y "agincremental.h". 
A continuación se describirán los criterios y parámetros con los que trabaja este 
módulo. 
3.3.1 Esquema de representación. En este trabajo de grado se ha definido un 
tipo de atributo más a los vistos.., en la sección 2.3.1..., con el fin de poder 
manejar la situación que se presenta con las nueve propiedades organolépticass 
tenidas en cuenta como atributos de predicción, la cual consiste, en que estas 
propiedades pueden presentar más de un grado de descomposición en 
ejemplares pertenecientes a una misma clase; pero siempre varían su valor dentro 
de un determinado subrango de valores de una lista de sus posibles estados que 
van desde el mejor hasta el peor. Por ejemplo, para un pescado descompuesto 
todas sus propiedades organolépticas deben presentar los peores estados, tal vez 
siempre tomen los tres o los dos últimos valores de su lista de posibles valores. El 
nuevo atributo definido, ha sido llamado atributo semicontinuo y su representación 
en la condición de una regla es la siguiente: valorl <Atributo valor2, donde 
valorl y valor2 deben ser números enteros entre (1,m); m es el número de 
posibles valores nominales del atributo involucrado y cada uno de estos es 
representado por un valor entero del rango. 
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El esquema de representación utilizado para este módulo con AG, es parecido al 
presentado... en la sección 2.3.1..., cada condición de la regla es un gen en el 
cromosoma que involucra un atributo, el primer gen al primer atributo, el segundo 
al segundo atributo y asi sucesivamente; cada gen está dividido en tres campos: 
un campo peso (W), un campo valor (V1) y por último un campo (V21 ) que trabaja 
como un comodín, en caso que el atributo, sea de tipo nominal se convierte en un 
operador y en caso que sea continuo trabaja como un campo valor más; en este 
último caso no hay cabida para un campo operador, debido a que como se puede 
observar en el párrafo anterior en la representación de una condición con un 
atributo semicontinuo, siempre está implicado un solo operador: _ El presente 
esquema de representación se encuentra graficado en la siguiente figura. 
Gen i Genr, 
Wi  Vli V2i 
 Wn V1,112 
Figura 6. Esquema del genoma del AG para GRAE. 
Los tres campos (W, VI, V2) son números decimales representados en forma 
binaria, para ello se utilizó la clase GABin2DecGenome de la librería GALib, la 
cual implementa el método tradicional de conversión de binario a decimal, la 
utilización de esta clase es acompañada por la clase GABin2DecPhenotype que 
permite la especificación del rango en que tomarán valores y la longitud binaria de 
cada fenotipo del genoma. Cada campo de un gen es un fenotipo; el campo W 
S Las nueve propiedades organolépticas del pescado crudo son mencionadas en la Introducción y 
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toma valores entre (0,1) y su tamaño depende de una tolerancia9 especificada en 
el parámetro "TOLW' que se encuentra en el fichero "parametros.h" con un valor 
de 0.005; para el campo V1 su rango de valores y su longitud binaria dependen 
del número de posibles valores del atributo involucrado en la condición de la cual 
hace parte; para el campo V2 su longitud y rango de valores dependen del tipo de 
atributo; si es nominal, tomará valores entre (0,1) y su longitud binaria será de uno, 
es decir solamente tomará valor de cero ó de uno, que en este caso para GRAE 
significa un "=" ó un V, respectivamente; si se trata de un atributo continuo es 
tratado de igual forma que el campo V/. 
3.3.2 Función de aptitud. La función para medir la aptitud de los individuos, es 
la siguiente: 
ftness = wl(se x sp)+ w2(simp), ecuación 7. 
donde, se = ecuación 2, sp = ecaución 3 y simp =!, donde c es el número de 
condiciones presentes en la regla 10 
Como se puede observar, la ecuación 7 es muy parecida a la ecuación 1 
presentada... en la sección 2.3.2..., con la diferencia de que aquí se han añadido, 
un término más y dos constantes de peso. Con el término simp se mide la 
en el anexo C. 
9 La tolerancia es el espacio existenete entre cada valor, es la presición de los valores, con ella se 
obtiene facilmente el tamaño en bits que debe tener cada fenotipo del genoma. 
lo las condiciones presentes en las reglas son aquellas cuyo (140 es mayor que un valor límite 





simplicidad de la regla, relacionada con su tamaño, entre menos condiciones 
contenga más simple se puede considerar esta. w/ y w2 son constantes de pesos 
para el producto (sp x se) y el término de simplicidad. La suma de w1 y w2 debe 
ser igual a uno. El nuevo término y las constantes fueron incluidos por 
generalización de la aplicación desarrollada; pero en realidad se trabajó con w1 
igual a uno (100%) y w2 igual a cero; el valor de w2 está dado en el parámetro 
"PESO_SIMP " en el fichero "parametros.h" y el valor para w1 está dado por (1-
PESO SIMP), la razón por la cual no se está teniendo en cuenta la simplicidad es, 
que en el caso de las reglas para clasificar el estado y uso del pescado crudo, 
entre más atributos (propiedades organolépticas) sean tenido en cuenta para la 
predicción, esta será más segura y confiable. 
3.3.3 Parámetros y variables de control. A continuación en la tabla uno se listan 
algunos parámetros y variables de control tenidos en cuenta para este módulo, la 
mayoría de ellos se encuentran declarados en el fichero de código "parametros.h". 
Tabla 1. Parámetros de control para GRAE con AG. 
Parámetros Principales: 
Tamaño de la población = 50 individuos 
Máximo número de generaciones = 500 
Parametros númericos de menor importancia: 
Probabilidad de cruce = 100% 
Probabilidad de mutación = 30% 
Parámetros cualitativos: 
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Método de selección = Por torneo 
Elitismo = si 
3.3.4 Criterio de parada. Se utilizó un criterio de parada híbrido, el AG se 
detiene al cumplirse una razón de convergencia, que es igual a: 1 — ErrorConverg, 
el valor del parámetro "ErrorConverg" que se encucuentra en el fichero 
"parametros.h" es de (-0.0001), es decir la tasa de convergencia es de 0.999 y en 
caso de que para el AG sea imposible encontrar individuos cuya aptitud sea 
superior o igual a este valor, entonces el procedimiento se detendrá cuando llegue 
al máximo número de generaciones, el cual es de quinientos, como se puede 
observar en la tabla uno. 
3.3.5 Operadores genéticos. En este trabajo se utilizaron los operadores 
genéticos tradicionales, dos punto de cruce y mutación clásica, debido a que se 
trata de un genoma completamente binario, en el que se representan valores 
decimales para los campos pesos y valores enteros para los otros dos campos. 
3.4 DESCRIPCION DEL MÓDULO DE GENERACION DE REGLAS CON PG 
Los ficheros de código relacionados con este módulo son "pgbase.h", 
"pgsteadystate.h" y "pgincremental.h". 
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Los criterios y parámetros de control para este módulo son los siguientes: 
3.4.1 Conjuntos de terminales y funciones. El conjunto de terminales está 
conformado por todos los posibles subrangos que se pueden obtener de todos los 
rangos de posibles valores de cada uno de los atributos de predicción tenidos en 
cuenta, los cuales se siguen tratando como atributos semicontinuos. Cada nodo 
terminal representa una condición de la regla y se encuentra conformado por: un 
valor númerico que identifica el atributo implicado en la condición y dos valores 
entero, que en el caso de atributos semicontinuos conforman un subrango de 
valores para ese atributo y para atributos nominales representan un valor y un 
operador. Estos dos valores enteros se encuentran codificados de forma binaria, 
para ello se volvió a utilizar la clase GABin2DecGenome, esta vez como una forma 
de representación y no como un genoma. Como se puede ver los nodos 
terminales en su estructura son muy parecidos a los genes del cromosoma para 
AG, según lo expuesto... en la sección 3.3.1... 
El conjunto de funciones está conformado por los operadores lógicos "AND" y 
"OR" unicamente. 
Para la representación de los individuos de PG, se utilizó la clase GATreeGenome 
de la librería GALib para conformar los arboles. 
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Para ilustración en la siguiente figura se puede observar el esquema de un 
individuo que representa la regla, en notación postorden (1 s Atributo 7 (2 
Atributo 3 35 Atributo 2 9 OR) AND). 
Figura 7. Representación de una regla como un árbol. 
3.4.2 Función de aptitud. La función de aptitud utilizada es simplemente la 
ecuación 1, vista.., en la sección 2.3.2... Con la ecuación 5, presentada ....en la 
sección 2.4.2..., que incluye un término de simplicidad de las reglas, que penaliza 
a los individuos de gran tamaño, no se obtuvo buenos resultados, debido que, al 
correr el PG con esta ecuación como función de aptitud, el mejor individuo de la 
población siempre tendía a ser el más pequeño posible, es decir de tamaño uno, 
lo que significaba una regla con una sola condición, de un solo atributo y como se 
había mencionado anteriormente, en el presente caso de clasificación, entre más 
atributos se tengan en cuenta más segura y confiable será la predicción; una sola 
propiedad organoléptica no es suficiente para determinar el estado de un pescado 
crudo. En lugar del término de simplicidad, se penalizan a los individuos que 
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exceden un número máximo de nodos especificado en el parámetro 
"MAX NODOS", cuyo valor es diecisiete y se encuentra en el fichero 
"parametros.h"; reduciéndole a una tercera parte la aptitud calculada; de igual 
forma se procede con aquellos individuos que contengan un número de nodos 
menor al especificado en el parámetro "MIN NODOS" cuyo valor es cinco, el cual 
se encuentra también en el fichero "parametros.h", para evitar que reglas muy 
cortas que impliquen pocas propiedades organolépticas puedan sobresalir como 
las mejores. 
3.4.3 Parámetros de control. En la siguiente tabla se muestran los valores de 
algunos de los parámetros tenidos en cuenta para las corridas del PG: 
Tabla 2. Parámetros de control para GRAE con PG. 
Parámetros Principales: 
Tamaño de la población = 50 individuos 
Máximo número de generaciones = 500 
Parametros númericos de menor importancia: 
Probabilidad de cruce = 100% 
Probabilidad de mutación = 25% 
Máximo nivel de profundidad = 5 
Máximo número de nodos permitidos = 17 
Mínimo número de nodos permitidos = 5 
Parámetros cualitativos: 
Método de generación de la población inicial = 
Ramped Half-an-Halfll  
Método de selección = Por torneo 
Vease ...sección 1.6.1... párrafo sexto. 
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Elitismo = si 
3.4.4 Criterio de terminación. El criterio de terminación es el mismo al utilizado 
para AG,... vease la sección 3.3.4... 
3.4.5 Operadores genéticos. El operador de cruce utilizado es el clásico 
operador de cruce para arboles, explicado.., en la sección 1.6.1, párrafo séptimo. 
En cuanto al operador de mutación implementado, se diseñó un propio operador 
genético que recorre los arboles desde la raíz hasta sus hojas y en caso de que 
algún nodo corresponda ser mutado, se cambiará su contenido dependiendo de, si 
se trata de una función o un terminal; en el caso de un terminal solo se mutan los 
valores de atributo que contenga; pero el atributo que representa sigue siendo el 
mismo. 
3.5 MÓDULO DE EVALUACION DE LAS REGLAS 
Los ficheros de código correspondientes a este módulo son: "agevalua.h", 
"pgevalua.h" y "parametros_evaluacion.h" 
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El módulo de generación de reglas, ya sea con AG o con PG, interactúa tres veces 
por cada clase, este valor se encuentra en el parámetro "NCLASIF1CADORES" en 
el fichero "parametros.h"; el número de clases (posibles estados del pescado 
crudo12) es cuatro, lo que significa que luego de ejecutarse el módulo de 
generación de reglas se obtiene un conjunto de doce reglas. De este conjunto se 
obtiene un subconjunto, el que evaluado como un todo mejor desempeño 
presente en el conjunto de prueba, para ello se utiliza nuevamente un Algoritmo 
Genético, cuyo objetivo es explorar el espacio de búsqueda de todos los posibles 
subconjuntos del conjunto de las doce reglas obtenidas, lo ideal es que ese 
subconjuto este conformado por las cuatro mejores reglas que identifiquen los 
cuatro estados del pescado crudo, siguiendo el principio de comprensibilidad 
mencionado... en la sección 2.4.5..., en el párrafo tercero, referente al tamaño del 
conjunto de reglas; pero a veces sucede que con más de una regla que clasifiquen 
una misma clase, se logra mejor desempeño en el conjunto de prueba al evaluar 
el conjunto de reglas finales como un todo. Lo que se persigue es encontrar el 
subconjunto más pequeño posible entre las doce reglas generadas, que logren el 
mayor porcentaje de clasificacion correcta en el conjunto de prueba. El resultado 
de este módulo, el conjunto de reglas finales, es almacenado en un fichero 
llamado "clasificadores.reg", este nombre se encuentra registrado en el parámetro 
"FILERULE", en el fichero "parametros.h". 
12 Los cuatro posibles estados son mencionados en el cuarto párrafo de la Introducción y también 
se pueden observar en el anexo C. 
wi w2 
genn cieni cien2 
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A continuación, en las subsecciones siguientes se detallará el AG utilizado en este 
módulo. 
3.5.1 Esquema de representación. Cada individuo del AG es una cadena 
binaria de longitud doce13, en la que cada gen del cromosoma representa una 
regla del conjunto de reglas resultante del módulo de generación de reglas, el 
primer gen representa la primera regla, el segundo gen la segunda regla y asi 
sucesivamente. Cada gen es un valor real entre cero y uno, el cual es comparado 
con un valor límite, de forma similar a como se hace con el campo peso (W) del 
genoma de representación del módulo de generación de reglas con AG. Sí, el 
valor del gen, es menor que el valor límite, significa que la regla, del conjunto de 
doce reglas no está presente en el subconjunto representado; sí por el contrario 
es mayor quiere decir que la regia, sí está presente en el subconjunto. El valor del 
límite es 0.35, se encuentra contenido en el parámetro "LIMEVAL", en el fichero 
"parametros evaluación.h". En la siguiente figura se ilustra este esquema de 
representación. 
Figura. 8 El genoma del AG para el módulo de evaluación. 
13 ("NCLASIFICADORES" X número de clases) 
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3.5.2 Función de aptitud. El valor de aptitud para cada individuo, es la 
evaluación como un todo del subconjunto de reglas que representa, en el conjunto 
de prueba, esto es, el resultado de la división entre el número de ejemplares 
correctamente clasificados y el número total de ejemplares del conjunto de prueba. 
La ecuación es la siguiente: 
fitness = wl x casos _clasificados _correctamente + w2 x simp 
tama'ño _conjunto _prueba Ecuación 8., 
donde simp es igual a nClases , nClases, es el número de clases tratadas y nc es 
nc 
el número de reglas presentes en el individuo. Este es un término de simplicidad 
igual al presentado... en la sección 2.3.2..., y de igual forma w/ y w2 son 
porcentajes de importancia como en esta misma sección. En la aplicación wi, es 
igual a 0.8 y w2 es igual a 0.2. simp toma su mayor valor cuando el número de 
clasificadores es igual al número de clases tratadas, este término nos ayuda a 
obtener el conjunto de regla más mínimo posible como resultado final. Los 
individuos, que no contienen por lo menos una regla de clasificación para cada 
una de las clases, son penalizados reduciéndose su aptitud a una tercera parte. 
3.5.3 Parametros de control. En la tabla tres se muestran algunos de los 
parámetros de control del AG implementado para este módulo, la mayoría se 
encuentran en el fichero "parametros evaluacion.h". 
Tabla 3. Parámetros de control para el AG del módulo de evaluación. 
Parámetros Principales: 
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Tamaño de la población = 50 individuos 
Máximo número de generaciones = 50 
Parámetros númericos de menor importancia: 
Probabilidad de cruce = 60% 
Probabilidad de mutación = 10% 
Parámetros cualitativos: 
Método de selección = Por torneo 
Elitismo = si 
3.5.4 Criterio de terminación. Es el mismo fijados para AG y PG, explicado... 
en la sección 3.3.4... 
3.5.5 Operadores genéticos. Se utilizaron los tradicionales, dos puntos de cruce 
y mutación clásica. 
3.6 RESULTADOS OBTENIDOS 
3.6.1 Resultados obteneidos con AG. En el módulo de generación de reglas 
con AG, se probaron tres de los tipos de AG mencionados.. en la sección 1.5.2..., 
el incremental, el simple y el steady — state, con las clases GASimpleGA, 
GASteadyStateGA y GAIncrementalGA de la librería GALib; cada una de ellos 
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fueron ejecutados cinco veces y escogidos los mejores resultados para 
compararlos entre si. Los criterios y parámetros de control para cada 
procedimiento fueron los expuestos en el módulo de generación de reglas con AG 
en secciones anteriores. 
Acierto predictivo de las reglas individualmente y como conjunto. 
Para medir el desempeño obtenido con cada una de las corridas, se evaluaron 
cada una de las reglas resultantes individualmente y en su conjunto como un todo; 
se obtuvieron porcentajes de confiabilidad entre un noventa y cinco porciento y un 
cien por ciento. Las tres corridas seleccionadas, correspondientes a las tres 
variaciones de AG implementadas, tienen un porcentaje de confiabilidad de un 
cien por ciento y las medidas de aptitud individual de las reglas fueron también 
altas y muy parecidas entre sí; la diferencia entre los resultados tal vez está en el 
tiempo aproximado que cada procedimiento tardó para arrojarlos. 
A continuación, se muestra un resumen de los mejores resultados seleccionados 
de los tres tipos de AG implementados. En la tabla cinco, en el anexo C, se puede 
observar cada una de las nueve propiedades organolépticas tenidas en cuenta 
para la clasificación y sus respectivos posibles valores, aquí solo se muestra por 
comodidad, el número entero que los representan. 
- Resultados con el AG Simple. 
Conjunto de Entrenamiento: 173 Ejemplares 
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Conjunto de Prueba: 53 Ejemplares 
Reglas obtenidas: 
IF O -'APARIENCIA_PIEL 1 AND O - APARIENCIA_ OJOS <1 AND O < 
COLOR BRANQUIAS 4 AND O COLOR MUSCULO AND O 
TEXTURA_MUSCULO 1 THEN 




* En conservas (compotas para bebes). 
* Procesos de conservación ligeros (Guisado, 
sancochado). 
* Todos los demás procesos 
Aptitud conjunto entrenamiento = 0.992481 
Aptitud conjunto prueba = 1.000000 
IF 1 APARIENCIA PIEL _s-- 3 AND 1 APARIENCIA_OJOS <3 AND 1 
TEXTURA_GENERAL 3 AND 1 < ESTADO_OPERCULOS 2 AND 1 _< 
OLOR BRANQUIAS 6 AND O APARIENCIA_MUSCULO 3 AND O 
COLOR MUSCULO 4 THEN Etapa_post- 
rigor es fresco y su apariencia_general es buena. 
No debe consumirse: 
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* Crudo (con salsas). 
* En compotas para bebes. 
Puede consumirse: 
* En conservas (enlatados). 
* Después de procesos de conservación ligeros 
(guisado, sancochado, frito). 
* En semiconservas (embutidos). 
* Ahumado. 
* Salado con sal minera. 
* Todos los demás procesos. 
Aptitud conjunto entrenamiento = 0.961240 
Aptitud conjunto prueba = 0.926829 
3) IF 3 .-APARIENCIA_OJOS 7 AND O _ESTADO_OPERCULOS 4 AND O 
OLOR BRANQUIAS 8 AND 2 iiIDARIENCIA_MUSCULO 4 AND 2 
COLOR MUSCULO 4 AND 3 TEXTURA_MUSCULO 6 THEN 
Apenas_fresco_su apariencia_es_solo_aceptable 
Es apto para: 
* Tratamientos fuertes (frituras prolongadas). 
* Salados (pila seca y húmeda). 
* Harina para consumo animal. 
* Procesos fuertes (ensilaje). 
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* Harina para abono. 
Aptitud conjunto entrenamiento = 1.000000 
Aptitud conjunto prueba = 1.000000 
4) IF 1 _COLOR BRANQUIAS ANO 4 <APARIENCIA_MUSCULO <5 
THEN No_apto_para_el consumo_humano. 
Se puede utilizar solamente para: 
* Procesos fuertes (ensilaje). 
* Harina para abono. 
Aptitud conjunto entrenamiento = 0.924028 
Aptitud conjunto prueba = 1.000000 
Porcentaje de confiabilidad = 100.000000%. 
El conjunto de reglas clasificó correctamente 53 de 53 ejemplares del conjunto de 
prueba. 
Tiempo total empleado: 350 segundos aproximadamente. 
- Resultados con el AG Steady — State. 
Conjunto de Entrenamiento: 167 Ejemplares. 
Conjunto de Prueba: 59 Ejemplares. 
Porcentaje de población reemplazada: 50%. 
Reglas obtenidas: 
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IF O _APARIENCIA_PIEL AND O TEXTURA_GENERAL AND O 
COLOR BRANQUIAS AND O - /IPARIENCIA_MUSCULO AND O 
COLOR MUSCULO 5:4 THEN 




* En conservas (compotas para bebes). 
* Procesos de conservación ligeros (Guisado, 
sancochado). 
* Todos los demás procesos 
Aptitud conjunto entrenamiento = 1.000000 
Aptitud conjunto prueba = 1.000000 
IF O .- APARIENCIA_PIEL _s-3 AND 1 - -IIPARIENCIA_OJOS AND 1 
TEXTURA_GENERAL AND 1 ESTADO_OPERCULOS 2 AND 1 
OLOR BRANQUIAS AND 1 COLOR BRANQUIAS <=5 AND 1 
APARIENCIA_MUSCULO 5;3 THEN Etapa_post- 
rigor es fresco_y su_apariencia_general es buena. 
No debe consumirse: 
* Crudo (con salsas). 
* En compotas para bebes. 
Puede consumirse: 
* En conservas (enlatados). 
* Después de procesos de conservación ligeros 
(guisado, sancochado, frito). 
* En semiconservas (embutidos). 
* Ahumado. 
* Salado con sal minera. 
* Todos los demás procesos. 
Aptitud conjunto entrenamiento = 0.976562 
Aptitud conjunto prueba = 1.000000 
3) 1F O _APARIENCIA_OJOS _< 6 AND 2 TEXTURA_GENERAL <6 AND 3 
APARIENCIA MUSCULO 5 AND 2 COLOR MUSCULO 5 AND 2 
TEXTURA_MUSCULO 6 THEN 
Apenas_fresco_su apariencia_es solo_aceptable. 
Es apto para: 
* Tratamientos fuertes (frituras prolongadas). 
* Salados (pila seca y húmeda). 
* Harina para consumo animal. 
* Procesos fuertes (ensilaje). 
* Harina para abono. 
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Aptitud conjunto entrenamiento = 1.000000 
Aptitud conjunto prueba = 1.000000 
4) IF 3 APARIENCIA OJOS < 8 AND 5 _s- COLOR MUSCULO 6 THEN 
No_apto_para_el consumo humano 
Se puede utilizar solamente para: 
* Procesos fuertes (ensilaje). 
* Harina para abono. 
Aptitud conjunto entrenamiento = 1.000000 
Aptitud conjunto prueba = 1.000000 
Porcentaje de confiabilidad = 100.000000%. 
El conjunto de reglas clasificó correctamente 59 de 59 ejemplares del conjunto de 
prueba. 
Tiempo total empleado: 109 segundos aproximadamente. 
- Resultados con el AG Incremental. 
Conjunto de Entrenamiento: 155 Ejemplares. 
Conjunto de Prueba: 71 Ejemplares. 
Reglas obtenidas: 
1) 1F O APARIENCIA PIEL <1 AND O ill3ARIENCIA_OJOS 7 AND O 
TEXTURA_GENERAL 4 AND O ESTADO_OPERCULOS AND O 
TEXTURA MUSCULO 1 THEN 
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* En conservas (compotas para bebes). 
* Procesos de conservación ligeros (Guisado, 
sancochado). 
* Todos los demás procesos 
Aptitud conjunto entrenamiento = 0.982759 
Aptitud conjunto prueba = 1.000000 
2) IF O APARIENCIA_PIEL AND 1 _<TEXTURA_GENERAL <6 AND 1 _< 
ESTADO_OPERCULOS _s - 4 AND 1 OLOR BRANQUIAS _<8 AND O 
COLOR BRANQUIAS <4 AND 1 TEXTURA_MUSCULO _<4 THEN 
Etapa_post-rigor es_fresco_y su apariencia general es buena 
No debe consumirse: 
* Crudo (con salsas). 
* En compotas para bebes. 
Puede consumirse: 
* En conservas (enlatados). 
* Después de procesos de conservación ligeros 
(guisado, sancochado, frito). 
* En semiconservas (embutidos). 
* Ahumado. 
* Salado con sal minera. 
* Todos los demás procesos. 
Aptitud conjunto entrenamiento = 0.964912 
Aptitud conjunto prueba = 0.910714 
3) IF O -1kPARIENCIA_PIEL 8 AND 1 JAPARIENCIA_OJOS AND 2 
ESTADO_OPERCULOS AND 1 _< OLOR BRANQUIAS _<6 AND 3 
APARIENCIA_MUSCULO <5 AND O <COLOR MUSCULO AND 3 < 
TEXTURA_MUSCULO 8 THEN 
Apenas fresco_su apariencia_es solo_aceptable. 
Es apto para: 
* Tratamientos fuertes (frituras prolongadas). 
* Salados (pila seca y húmeda). 
* Harina para consumo animal. 
* Procesos fuertes (ensilaje). 
* Harina para abono. 
Aptitud conjunto entrenamiento = 1.000000 
Aptitud conjunto prueba = 1.000000 
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4) IF 5 _APARIENCIA_OJOS _8 AND 4 ,JiliARIENCIA_MUSCULO AND 
5 COLOR MUSCULO THEN No_apto_para_el consumo humano. 
Se puede utilizar solamente para: 
* Procesos fuertes (ensilaje). 
* Harina para abono. 
Aptitud conjunto entrenamiento = 1.000000 
Aptitud conjunto prueba = 1.000000 
Porcentaje de confiabilidad = 100.000000%. 
El conjunto de reglas clasificó correctamente 71 de 71 ejemplares del conjunto de 
prueba 
Tiempo total empleado: 31 segundos aproximadamente. 
Según lo que se puede observar en los resultados anteriores, se puede considerar 
que el mejor desempeño se logró con el AG Incremental, con el que se obtuvo un 
conjunto de reglas con un 100% de confiabilidad, en tan solo 31 segundos 
aproximadamente. 
Un detalle alentador observado en las diferentes corridas de los AGs 
implementados, es que la clase para la cual el módulo de generación de reglas, 
mostró mayor dificultad para converger a un porcentaje de acierto máximo fue la 
clase dos, correspondiente al estado del pescado crudo etapa post rigor. Para esta 
clase como se puede observar no se llegó a obtener en el entrenamiento una 
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aptitud por encima de la razón de convergencia, por lo tanto el AG siempres se 
detuvo por el criterio de la máximia generación en todas las corridas efectuadas. 
En la vida real, los límites que marcan la diferencia entre la referida clase y la 
clase uno, correspondiente a la etapa posterior al rigor mortis, son muy débiles, lo 
cual dificulta un poco la identificación precisa de los ejemplares de estas clases. 
Comprensibilidad de las reglas obtenidas. Teniendo en cuenta lo expuesto... 
en la sección 2.4.5..., acerca de la comprensibilidad de las reglas, se tiene que la 
mayoría de las reglas generadas no contienen en sus condiciones a todos los 
nueve atributos de predicción considerados; sin embargo los porcentajes de 
predicción individual de las reglas en el conjunto de prueba fueron altos y en 
muchos casos mayores que los obtenidos en el entrenamiento. En cuanto al 
número de clasificadores generados, con los tres AG se logró obtener una regla 
para cada clase y una alta tasa de confiabilidad del conjunto como un todo. 
3.6.2 Resultados obtenidos con PG. Para el desarrollo del módulo de 
generación de reglas con PG, se implementó un PG Steady - State y un PG 
Incremental, con las clases GASteadyStateGA y GAIncrementalGA de GALlb; 
cada uno de ellos fue ejecutado cinco veces, con los parámetros y criterios 
expuestos para el módulo de generación de reglas con PG,... en la sección 3.4... 
79 
Acierto predictivo de las reglas individualmente y como conjunto. Con 
PG, los resultados obtenidos no fueron tan buenos como con AG, el máximo 
porcentaje de confiabilidad del conjunto de reglas generado, no alcanzó a ser de 
un cien por ciento en ninguna de las corridas, como sucedió con AG; sin embargo 
los porcentajes obtenidos fueron considerablemente altos. Las medidas de acierto 
individual de cada regla, en muchos casos no fueron las mejores; pero en muchos 
otros alcanzaron un máximo valor de uno. 
A continuación se presentan los mejores resultados obtenidos. 
- Resultados obtenidos con el PG Steady State. 
Conjunto de Entrenamiento: 148 Ejemplares 
Conjunto de Prueba: 78 Ejemplares 
Porcentaje de población reemplazada: 50% 
Reglas obtenidas: 
1) ( ( ( ( (0 _APARIENCIA_MUSCULO 4 .OLOR BRANQUIAS OR) 
o ESTADO_OPERCULOS 5 AND) O _<.APARIENCIA_MUSCULO AND) 
O ESTADO_OPERCULOS 5 AND) ( ( O APARIENCIAMUSCULO 2 4 
OLOR BRANQUIAS OR) O _ESTADO_OPERCULOS AND) AND) 
THEN 





* En conservas (compotas para bebes). 
* Procesos de conservación ligeros (Guisado, 
sancochado). 
* Todos los demás procesos 
Aptitud conjunto entrenamiento= 0.552632 
Aptitud conjunto prueba = 0.421053 
2) ( ( ( ( ( / TEXTURA_GENERAL 2 2 _< COLOR MUSCULO _<5 AND) ( 2 .< 
COLOR BRANQUIAS 6 0 TEXTURA_GENERAL _< O OR) AND) O _< 
ESTADO_OPERCULOS _< 3 AND) ( O ESTADO_OPERCULOS 3 1 < 
COLOR BRANQUIAS _< 2 OR) OR) ( O _< OLOR BRANQUIAS _< 3 1 < 
TEXTURA_GENERAL _< 4 AND) AND) THEN Etapa_post- 
rigor es_fresco y su apariencia_general es buena. 
No debe consumirse: 
* Crudo (con salsas). 
* En compotas para bebes. 
Puede consumirse: 
* En conservas (enlatados). 
* Después de procesos de conservación ligeros 
(guisado, sancochado, frito). 
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* En semiconservas (embutidos). 
* Ahumado. 
* Salado con sal minera. 
* Todos los demás procesos. 
Aptitud conjunto entrenamiento= 0.610619 
Aptitud conjunto prueba = 0.631579 
3) ( ( ( 5 .COLOR MUSCULO 5 2 APARIENCIA_MUSCULO AND) ( ( 1 
COLOR MUSCULO 2 ESTADO_OPERCULOS 4 AND) 1 
OLOR BRANQUIAS OR) OR) 4 APARIENCIA_PIEL AND) THEN 
Apenas fresco_su_apariencia_es_solo_aceptable. 
Es apto para: 
* Tratamientos fuertes (frituras prolongadas). 
* Salados (pila seca y húmeda). 
* Harina para consumo animal. 
* Procesos fuertes (ensilaje). 
* Harina para abono. 
Aptitud conjunto entrenamiento= 1.000000 
Aptitud conjunto prueba = 1.000000 
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4) ( 7 PARIENCIA_OJOS 8 ( ( ( ( ( ( O TEXTURA_GENERAL O_< 
TEXTURA_GENERAL AND) 2 AtPARIENCIA_MUSCULO _s- 2 AND) 5 
TEXTURA_GENERAL AND) 7 APARIENCIA_OJOS _<8 AND) 2 
APARIENCIA_MUSCULO AND) O _s'OLOR BRANQUIAS AND) OR) 
THEN No_apto_para_el consumo_humano. 
Se puede utilizar solamente para: 
* Procesos fuertes (ensilaje). 
* Harina para abono. 
Aptitud conjunto entrenamiento= 1.000000 
Aptitud conjunto prueba = 1.000000 
Porcentaje de confiabilidad = 74.3590%. 
El conjunto de reglas clasificó correctamente 58 de 78 ejemplares del conjunto 
de prueba. 
Tiempo total empleado, aproximadamente: 1913 segundos. 
- Resultados obtenidos con PG Incremental. 
Conjunto de Entrenamiento: 170 Ejemplares. 
Conjunto de Prueba: 56 Ejemplares. 
Reglas obtenidas: 
1) ( ( ( ( 1 COLOR MUSCULO 1 _<ESTADO_OPERCULOS OR) O< 
APARIENCIA_MUSCULO _<3 AND) O _<ESTADO_OPERCULOS AND) ( O 
TEXTURA GENERAL 3 PARIENCIA_MUSCULO OR) AND) THEN 
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* En conservas (compotas para bebes). 
* Procesos de conservación ligeros (Guisado, 
sancochado). 
* Todos los demás procesos 
Aptitud conjunto entrenamiento= 0.454400 
Aptitud conjunto prueba = 0.795455 
2) ( ( ( ( 4 _<COLOR_BRANQUIAS <8 6 <OLOR BRANQUIAS _<6 AND) ( O 
APARIENCIA_MUSCULO - 4 O . - TEXTURA_MUSCULO 1 AND) OR) ( O 
ESTADO_OPERCULOS <2 1 <APARIENCIA_PIEL <6 OR) AND) O_< 
APARIENCIA_MUSCULO _s-1 AND) THEN Etapa_post- 
rigor es fresco_y su_apariencia_general es_buena 
No debe consumirse: 
* Crudo (con salsas). 
* En compotas para bebes. 
Puede consumirse: 
* En conservas (enlatados). 
* Después de Procesos de conservación ligeros 
(guisado, sancochado, frito). 
* En semiconservas (embutidos). 
* Ahumado. 
* Salado con sal minera. 
* Todos los demás procesos. 
Aptitud conjunto entrenamiento= 0.310327 
Aptitud conjunto prueba = 0.413712 
3) (3 ,,APARIENCIA_OJOS ( ( ( 2 APARIENCIA_OJOS 6 5 
APARIENCIA_MUSCULO AND) ( 1 COLOR BRANQUIAS ( 4 
APARIENCIA PIEL 3 - /419ARIENCIA_PIEL OR) AND) OR) 3 
OLOR BRANQUIAS . -E1 OR) AND) THEN 
Apenas fresco_su apariencia_es solo_aceptable 
Es apto para: 
* Tratamientos fuertes (frituras prolongadas). 
* Salados (pila seca y húmeda). 
* Harina para consumo animal. 
* Procesos fuertes (ensilaje). 
* Harina para abono. 
Aptitud conjunto entrenamiento= 0.992063 
Aptitud conjunto prueba = 1.000000 
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4) ( ( ( 2 
_APARIENCIA_MUSCULO 2 ( 5 J.4,9ARIENCIA_OJOS <5 O < 
COLOR BRANQUIAS s - 1 AND) AND) 2 _ESTADO_OPERCULOS AND) 5 
''COLOR MUSCULO OR) THEN No_apto_para_el consumo_humano 
Se puede utilizar solamente para: 
* Procesos fuertes (ensilaje). 
* Harina para abono. 
Aptitud conjunto entrenamiento= 1.000000 
Aptitud conjunto prueba = 1.000000 
Porcentaje de confiabilidad = 83.9286%. 
El conjunto de reglas clasificó correctamente 47 de 56 ejemplares del conjunto 
de prueba. 
Tiempo total empleado 198 segundos, aproximadamente. 
El mejor resultado en cuanto a porcentaje de confiabilidad de las reglas como un 
todo y tiempo empleado por el procedimiento para generar los resultados, fue el 
del PG Incremental con un porcentaje de confiabilidad de un 83.9286%, en 198 
segundos. 
En las diferentes corridas de los PG implementados, también se pudo observar 
que para la clase dos (etapa post-rigor), el módulo de generación de reglas no 
encontró una regla de clasificación tan rapidamente como lo hizo para las demás 
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clases, la posible razón de esto fue comentada... en la sección 3.5.1.... en la parte 
en que se habla del acierto predictivo de las reglas generadas con AG 
individualmente y como conjunto. 
Comprensibiliad de las reglas obtenidas. Las reglas obtenidas con PG 
en su mayoría tampoco involucraron los nueve atributos de predicción para la 
clasificación del pescado crudo; sin embargo, en algunos casos como por ejemplo 
las reglas generadas para identificar la clase uno y dos, no se obtuvo un alto poder 
predictivo individual en los conjuntos de entrenamiento y de prueba. Por otra parte, 
las reglas generadas, conformadas por la agrupación de varias condiciones con 
los operadores lógicos "OR" y "AND" son sintácticamente más complejas y díficiles 
de comprender a simple vista, en la mayoría de los casos se puede ver que hay 
repetición innecesaria de condiciones que involucran un mismo atributo, lo que 
hace pensar, que este tipo de reglas necesita ser sometidas a algún tipo de post-
procesamiento, para obtener más claridad de ellas. En cuanto al tamaño de los 
conjuntos de reglas obtenido, fue el mínimo posible en ambos casos, solamente 
se generaron cuatro reglas, una para cada una de las clases tenidas en cuenta. 
4. CONCLUSIONES 
Con el desarrollo de GRAE, se logró obtener comprensibles reglas de 
clasificación, con alto acierto predictivo para cada uno de los cuatro diferentes 
estados en que se puede encontrar un pescado crudo. 
La mejor alternativa entre todos los ensayos que se realizaron con diferentes tipos 
de AEs, parece ser el AG Incremental por su rápido tiempo de respuesta y 
convergencia a un conjunto de reglas aceptables; sin embargo cabe anotar que en 
la experiencia realizada con cada uno de los AEs, cuando cada procedimiento 
implementado fue ejecutado cinco veces para escoger el mejor resultado, con el 
AG Steady-State fue casí siempre seguro obtener una tasa de confiabilidad del 
100% y porcentajes de acierto individuales para cada regla, mejores que los 
obtenidos con el AG Incremental; quizás la única diferencia entre este último y el 
Steady-State es la gran diferencia en sus tiempos de respuesta. Lo mismo 
sucedió con el PG Steady-State y el PG Incrementa', cada una de las corridas del 
primero siempre tardó más tiempo que las del segundo para dar respuesta; sin 
embargo la larga espera era recompensada con los buenos resultados casi 
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siempre obtenidos; por el contrario el PG incremental siempre demoró menos en 
sus corridas pero algunos de sus resultados finales parecian ser apresurados. 
Por otra parte, se puede asegurar que el módulo de generación de reglas con AG 
tuvo un mejor desempeño que el implementado con PG, no solo porque las reglas 
generadas fueron más comprensibles y sencillas, si no que también, como se 
puede observar en los resultados, en la última sección, se obtuvieron mejores 
porcentajes de confiabilidad y acierto predictivo individual de las reglas obtenidas, 
en un tiempo relativamente menor. 
Los resultados obtenidos de GRAE, son realmente alentadores, sería conveniente 
volver a ejecutar la aplicación con otras muestras de pescado crudo, al igual que 
realizar más pruebas de confiabilidad y predicción de las reglas obtenidas, con 
diferentes conjuntos de datos; Sí se llegara a tener tan buenos resultados como 
los aquí presentado, se podría llegar a pensar en el diseño e implementación de 
un sistema basado en conocimiento, que se autoalimente y sirva de soporte en la 
clasificación de pescado crudo según su estado para ser utilizado en los diferentes 
procesos que se llevan a cabo en la Planta Piloto Pesquera de Taganga. 
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Anexo A. Esquema de los ficheros que contienen la información de los 
atributos utilizados en GRAE. 
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APARIENCIA PIEL semicontinuo 















Nom de Nuestra/estado.txt bre  Tipo de 
atributo 
Fichero en el que 















V9i0f eS del Atributo 
Olor_ktusculo, 
 eniclos en el 
fichero 
"olorbranquitxt" 
Figura 10. Un fichero de valores de un atributo. 
Anexo B. El fichero que contiene la muestra 
Figura 11. Dos ejemplares del fichero "propiedades_pescado.bd" 
Etapa posterior_al_rigor mortis_el_pescado_conserva_las_caracteris 












Etapa posterior al _rigor mortis el_pescado_comserva_las_caracteris 
ticaside_cuandoIestaba vivo,Muy-brillante_e_iridiscente_color_prop 
io_escareas_firmemente_adheridas mucus_abundante_y transparente,Con 
vexos_muy_prominente cornea transparente pupila negra y brillante, 
_ _ _ _ 
Firme elastica al tacto flexible,Bien adheridos al cuerpo humedo 1 
ibre Cie_manchaS,F-Zesco_í_algas_marinaS,Rojo_brillarite_muJis_abunSa 
nte_y transparente,Lisa_uniforne,Brillante_traslucido_uniforme,Fir 
me elastica flexible 
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Anexo C. Formato utilizado en la Planta Piloto Pesquera de Taganga para 
registrar la muestra de pescado crudo. 
Tabla 4. Propiedades organolépticas y sus respectivos valores. 
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APARIENCIA DE LA PIEL 
O. Muy brillante e iridiscente color propio, 
escamas firmemente adheridas, mucus 
abundante y transparente. 
Brillante e iridiscente color propio, 
escamas firmemente adheridas, mucus normal 
y transparente. 
Ligeramente menor brillo color propio, 
escamas firmemente adheridas, poco mucus 
ligero opalescente. 
Ligeramente menor brillo color propio, 
escamas bien adheridas, poco mucus ligero 
opalescente. 
Poco brillo color aun propio algo opaco, 
escamas adheridas, mucus opaco. 
Sin brillo color algo opaco, escamas se 
salen con facilidad, mucus opaco. 
Empañadas decoloradas, escamas se 
salen con facilidad, mucus lechoso y opaco. 
Sin brillo rota decolorada, escamas se 
salen con facilidad, mucus alterado 
amarillento. 
Totalmente sin brillo, rota decolorada, sin 
escamas, mucus alterado amarillento. 
APARIENCIA DE LOS OJOS 
O. Convexos (muy prominente, cornea 
transparente), pupila negra y brillante. 
Convexos (prominente, cornea 
transparente), pupila negra y brillante. 
Convexos cornea transparente, pupila 
algo nubosa. 
Convexos cornea aun transparente, pupila 
algo nubosa. 
Algo planos cornea opaca, pupila negra 
empañada. 
Planos cornea opaca, pupila opaca. 
Planos cornea opalescente, pupila opaca.  
Concavo (hundido), cornea lechosa, 
pardo sucia. 
Concavo (hundido), cornea muy lechosa, 
pardo sucia. 
TEXTURA GENERAL 
O. Muy firme, elastica al tacto flexible. 
Firme, elastica al tacto flexible. 
Contraída, dura, rigida, inflexible. 
Aun contraida, dura, rigida, inflexible. 
No muy firme menos elastica. 
No firme menos elastica. 
Blanda (flacida), magullado, miomeros se 
separan. 
Blanda (flacida), miomeros separados 
pastosa. 
Muy blanda (flacida), miomeros 
separados pastosa. 
ESTADO DE LOS OPERCULOS 
O. Muy bien adheridos al cuerpo húmedo, 
libre de manchas. 
Bien adheridos al cuerpo húmedo, libre 
de manchas. 
Adheridos al cuerpo ligero hundido color 
propio. 
Ligero abiertos, secos decolorados. 
Abiertos, decolorados. 
Totalmente abiertos, decolorados. 
OLOR DE LAS BRANQUIAS 
O. Muy fresco a algas marinas. 
Fresco a algas marinas. 
Neutro ligero a pescado. 
Aun neutro ligero a pescado. 
Ligero ácido a pescado. 




Muy desagradable repulsivo. 
COLOR DE LAS BRANQUIAS 
O. Rojo brillante intenso, mucus abundante 
y transparente. 
Rojo brillante, mucus abundante y 
transparente. 
Rojo menos brillante, mucus ligero 
opalescente. 
Rojo aun brillante, mucus ligero y 
transparente. 
Decolorado rojo grisaceo, mucus ligero 
opaco. 
Decolorado color grisaceo, mucus opaco. 
Decolorado color grisaceo oscuro, mucus 
opaco, lechoso turbio. 
Decolorado marron grisaceo, mucus 
amarillento. 
Totalmente decoloradas, marron 
grisaceo, mucus amarillento. 
APARIENCIA DEL MUSCULO 





Surcada se desmeduza. 
COLOR DEL MUSCULO 
O. Muy brillante traslucido uniforme. 




Opaco totalmente decolorado. 
Muy opaco totalmente decolorado. 
TEXTURA DEL MUSCULO 
O. Muy firme elastica flexible. 
I. Firme elastica flexible. 
Contraida rigida inflexible. 
Aun contraida rigida inflexible. 
Ligeramente menos elastica. 
Algo blanda miomeros resquebrajados. 
Blanda miomeros resquebrajados, 
magulladuras. 
Blanda pastosa. 
Muy blanda pastosa. 
ESTADO DEL PESCADO 
O. Etapa posterior al rigor monis, el pescado 
conserva las características de cuando estaba 
vivo. 
Etapa post-rigor, es fresco y su apariencia 
general es buena. 
Apenas fresco, su apariencia es solo 
aceptable. 
No apto para el consumo humano. 
Cuadro 3. Planilla en la que se registró manualmente la muestra de pescado. 
No. Apañen 
cia 
Piel 
Apañen 
cia 
Ojos 
Textura 
General 
Estado 
Opere 
Olor 
Branqui 
as 
Color 
Branqui 
as 
Apañen 
cia 
Musculo 
Color 
Musculo 
Textura 
Musculo 
Estado 
del 
Pescado 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
