An adaptive receiver which uses multiple antennas to provide diversity against fading is developed for operation in an impulsive noise environment. The noise components at each sensor are assumed to be correlated. A mixture of multivariate Gaussian distributions is used to model the noise. Using a training sequence, model parameters are estimated by iterative procedures derived from the expectation-maximization (EM) algorithm. These estimated parameters are then used in a likelihood ratio test to recover the transmitted signals. Simulations show that the proposed adaptive receiver is robust, and near optimum performance can be achieved when su cient training data is available.
where r = r 1 ; :::; r N ] y is an N 1 vector of fading coe cients, denotes the Kronecker product, and w is formed by stacking the w k vectors in the same manner as x is formed by stacking the x k vectors. Further details on the model are as follows:
(a) During normal receiver operation, s is a discrete random vector that takes the J-ary signal values S 1 ; :::; S J with probabilities 1 ; :::; J and our receiver attempts to determine s. During training, s is known.
(b) The vector r of fading coe cients is modeled as an N 1 complex vector which will be estimated during training. These complex coe cients describe the amplitude scaling and phase shift experienced by the transmitted signal at each antenna. Although the probability distribution of r a ects the system performance, our processing is not based on assuming any particular distribution for r.
(c) The additive noise vector w has components that are correlated, with the probability density function (pdf) of the mN 1 noise vector w modeled as a L-term mixture of multi-dimensional complex Gaussian pdfs. In particular, the pdf of w is f W (w) = L X l=1 l mN jR l j exp(?w H R ?1 l w); (3) where H denotes Hermitian, l 0, l = 1; :::; L, and P L l=1 l = 1. The weights 1 ; 2 ; :::; L and covariance matrices R 1 ; R 2 ; :::; R L determine the \impulsiveness" of the noise.
If the fading coe cients vector r and the noise pdf parameters are known exactly, then the detection problem based on the model in (2) reduces to detecting one of J known signals in additive noise. The decision rule that maximizes the probability of correct decision is the maximum a posteriori (MAP) detector, which chooses the signal S j that maximizes the posterior probability Pr(S = S j jR = r; X = x). Our approach is to apply the MAP test using the estimates for r and 1 ; :::; L , R 1 ; :::; R L in place of the true values for these parameters. An iterative algorithm for parameter estimation using the EM algorithm is developed in Section 2. Section 3 gives the simulation results for the proposed adaptive receiver.
Estimation of Model Parameters
In this section, we outline the derivation of an iterative algorithm for obtaining approximate maximum likelihood estimates for the unknown parameters using the EM algorithm 1]. A more detailed derivation can be found in 3]. Consider a training sequence of length T. The transmitted known signals are denoted by s(t), t = 1; :::; T, and the received signals x(t) obey (2) with x = x(t), s = s(t) and w = w(t), t = 1; :::; T. To use the EM algorithm, we treat x(t) as incomplete data. Imagine that we have a set of labels l(t); t = 1; :::; T; which indicate the term in (3) producing x(t), then the complete data y(t) is formed by y(t) = (x(t); l(t)); t = 1; :::; T; where l(t) is an integer between 1 and L. Note that for our model, the parameters to be estimated, denoted by , are the fading coe cient vector r, the mixing ratios l and the covariance matrices R l , l = 1; :::; L:
Using the received signal model de ned in Section 1, and assuming x(t), t = 1; :::; T, are independent, the pdf of the incomplete data X = fx(t); t = 1; :::; Tg is then
For simplicity, denote P l (x(t)) = 1 mN jR l j exp(?(x(t) ? r s(t)) H R ?1 l (x(t) ? r s(t))); (5) and
(6) then g(Xj ) can be written as g(Xj ) = Q T t=1 P(x(t)), and the pdf of the complete data y is then f(yj ) = Q T t=1 l(t) P l(t) (x(t)). As de ned in 1], the EM algorithm produces a maximum likelihood estimate by attempting to maximize
where ! l (t) = The primed values denote the quantities computed using the current parameter values 0 . For simplicity, we denote the rst and second term of (7) as Q 1 and Q 2 respectively in the following discussion.
The maximization problem now separates into two maximization problems, the rst involving 1;:::; L alone and the second involving only the remaining parameters r and R 1 ,...,R L . We rst nd l , l = 1; :::; L, that maximize the rst term Q 1 in (7). Solving @Q 1 @ l = 0 with the constraint P L l=1 l = 1, we nd
where + l denotes the updated value for l .
Next we nd R l , l = 1; :::; L, that maximize Q 2 in (7). Since R l and r are coupled in Q 2 , it is di cult to obtain the R l and r that jointly maximize Q 2 . 
To nd r + , consider R l being xed now, as in the appropriate SAGE algorithm. Our goal is to vector with all 1 elements. Using chain rule, we have r r log P l (x(t)) = 1 mP r log P l (x(t));
whereP is a N mN matrix such that for each row n, n = 1; :::; N, the elements from column (n ? 1)m + 1 to column nm are all 1's, and all other elements are zero. r log P l (x(t)) is found to be 3] r log P l (x(t)) = (R ?1 l ) x (t) s(t) ? (R ?1 l ) R (t) ;
wheres(t) = (1) N 1 s(t),R(t) =s(t)s(t) H , * denotes complex conjugate and denotes elementwise multiplication.
Using (12) and (13) in (11) with some algebra, we nally obtain
Thus, (8) (10) and (14) .
For better comparison, Table 1 lists the normalized sample standard deviation of some parameters.
In all the tables, BER denotes the sample mean value of BER. The sample variance of 1 is de ned as ( 1 ? 1 ) 2 .
We suggest choosing the initial values of the EM algorithm to describe an "impulsive" noise environment. For example, one can use 1 = 0:7, 2 = 0:3. A simple way to initialize the covariance matrices R 1 and R 2 is using the maximum likelihood estimate for Gaussian noise to get an estimation R, then let R 1 = R=10 and R 2 = R 10. Finally, we suggest r = 0:5+0:5j; 0:5+0:5j] y as the initial value. Actually, the EM algorithm is so robust that in most cases we studied, starting from this rather arbitrarily chosen \impulsive" initial condition, the algorithm will converge rapidly to the correct values. Using the estimated model parameters in place of the true parameters, we are able to implement the adaptive MAP receiver proposed in Section 1. The BER performance for the above example is given in Table 2 . Table 3 gives the performance of our receiver in a mismatched environment where the true Gaussian mixture noise has 3 terms in its pdf, but our receiver uses 2 terms in its mixture pdf. The same slow fading and binary signaling are assumed for all the simulations in this paper. The parameters for the noise are N = 2, m = 1, 1 = 0:9, Other parameters are N = 2, m = 1, S 1 = ?S 2 = 1]. Performance is given in Table 4 and Table   5 respectively. All the simulation results are based on 500 runs with each run involving 1,000 bits.
In all the examples, performance of the optimum receiver using the true parameters is also given for comparison. For sub-Gaussian noise, the receiver suggested in 5] is used as comparison. It can be seen that in all cases, performance improves as T increases. Near optimum performance is achieved when enough training data is available (T = 1000). The robustness of our adaptive receiver is easily explained by the fact that Gaussian mixture densities with enough mixing terms can approximate many non-Gaussian distributions with high accuracy. Table 5 : Simulation results for the BER of the adaptive receiver (BER EM ) and Cauchy receiver 5] (BER Cau ) in sub-Gaussian noise.
