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Abstract The evolution of the semiconductor technology caters for the increase in the
System-on-Chip (SoC) complexity. In particular, this complexity appears in the commu-
nication infrastructures like the Network-on-Chips (NoCs). However many complex SoCs
are becoming increasingly hard to manage. In fact, the design space, which represents all
the concepts that need to be explored during the SoC design, is becoming dramatically large
and difficult to explore. In addition, the manipulation of SoCs at low levels, like the Register
Transfer Level (RTL), is based on manual approaches. This has resulted in the increase of
both time-to-market and the development costs. Thus, there is a need for developing some
automated high level modeling environments for computer aided design in order to handle
the design complexity and meet tight time-to-market requirements. The extension of the
UML language called UML profile for MARTE (Modeling and Analysis of Real-Time and
Embedded systems) allows the modeling of repetitive structures such as the NoC topologies
which are based on specific concepts. This paper presents a new methodology for modeling
concepts of NoC-based architectures, especially the modeling of topology of the intercon-
nections with the help of the repetitive structure modeling (RSM) package of MARTE pro-
file. This work deals with the ways of improving the effectiveness of the MARTE standard
by clarifying and extending some notations in order to model complex NoC topologies. Our
contribution includes a description of how these concepts may be mapped into VHDL. The
generated code has been successfully evaluated and validated for several NoC topologies.
Keywords SoC  NoC  RTL  RSM  UML/MARTE
1 Introduction
Systems-on-chips (SoCs) provide integrated solutions to meet the challenging design prob-
lems in the areas of embedded systems and consumer electronic. Much of the progress in
these fields allows the designers to conceive complex electronic engines and reduce time-
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emerged as a new solution for designing embedded systems in order to increase perfor-
mance and reduce power consumption. The on-chip communication paradigm is introduced
as a Network-on-Chip (NoC) by Benini and DeMicheli [1], Dally [2] and Sgroi [3]. Many
propositions of NoC architectures for SoC design have been presented in literature, such as
Spin [4], Hermes [5], Xpipes [6], Octagon [7], Mesh [8], Honeycomb [9].
The designer is empowered with a level of abstraction that focuses more on the system
functionality rather than on the low level design details. There is also a demand for develop-
ing high level modeling environments for computer-aided design. The modeling of highly
repetitive structures such as the network on chip topologies in graphical forms poses a par-
ticular challenge. The Model Driven Engineering is a software development methodology in
which the complete system is modeled at a high abstraction level allowing several abstrac-
tion stages. UML is now the most widespread modeling language used by both industry and
research communities.
The field of real-time embedded software systems is a domain for which extensions
to UML are required to provide a more precise expression of domain-specific phenomena.
Consequently, the OMG (Object Management Group) has adopted a new UML profile for
real-time and embedded systems, called MARTE [10]. MARTE [11] was required to sup-
port modeling and analysis of component-based architectures. The main objective of the
development of these software approaches and tools is the automatic generation of acceler-
ators in a HDL (Hardware Description Language) at RTL. However, the design of hardware
accelerators is generally error-prone as it is directly dependent on the designer’s expertise.
Due to the necessity of functional validation of each component in the hardware architec-
tures, the required development time increases exponentially.
For these reasons, deducing and automating the VHDL code generation from UM-
L/MARTE, precisely from the repetitive structure modeling (RSM) concepts of MARTE,
seems to be of crucial importance for developing time reduction and code optimization.
The RSM package of the MARTE profile is based on the Array-OL language, which
was developed at Thales Underwater Systems [12] to fulfill the needs for the specification
of multidimensional signal processing applications. Array-OL has been extended with de-
lays [13] and these concepts have been generalized in RSM to model repetitive hardware
architectures and regular mappings of parallel applications to repetitive hardware. In this
paper, we present a methodology for modeling NoCs using the MARTE profile and the
Gaspard2 tool to generate VHDL codes for many NoC topologies.
Gaspard2 [14] is a CAD tool that aims at providing a new method for SoC design and is
dedicated to the visual co-design for embedded systems based on MARTE. It is based on the
extensive use of the RSM package of MARTE at the specification level. It allows to model
multidimensional data accesses without compromising the usability of the specification and
provides ways to statically schedule these applications on parallel hardware platforms. All
the regularity in the application, hardware architecture and mapping, can be modeled in
a compact way. By adopting the Gaspard2 strategy, the massive reuse of a few existing
components is guaranteed. For example, to generate a VHDL code of an MN grid we
just need to change the value of M or N and reuse the same model. This approach can
significantly reduce the time-to-market, facilitates redesign when a new SoC needs to be
developed and presents a way for fast development. We evaluate our approach using the
quality of solution in terms of mapping and space complexity.
The structure of the paper is as follows. After a discussion of related works, we recall
some background on NoCs, Gaspard2 and MARTE RSM.We then present our methodology
and the VHDL code generation. We conclude our paper with a discussion of our results.
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2 Related Work
We note that in literature there are a few works that deal with NoC modeling via the MARTE
profile, defining methodology or providing the effectiveness of notation to model all NoC
concepts like topology. In [15], authors identified two main characteristics of NoCs that are
useful to design, analyze and understand the structure and behavior of NoCs: the topology
of the network and the routing algorithm.
Furthermore, in the RTL level, the method of describing hardware architectures is per-
formed via VHDL or VERILOG language. Thus, to bridge the gap between RTL and system
level many works try to propose new approaches for making a link between both levels.
For NoCs, at RTL level, there are many works that describe new architectures and
topologies. In [1], authors describe NoC as a new paradigm for the SoC communication.
Other works are based on manual methods for modeling new architectures and topologies
of NoC-based HDL [4–6,16].
Some efforts are presented in the literature to generate an RTL code from a NoC speci-
fication. For instance, the Xpipes compiler tool that generates the entire design is intended
to xpipe NoC. This automates some of the most critical and time intensive NoC design steps
such as topology synthesis and core mapping. Also the SUNMAP tool is used to design only
a standard topologies like a mesh and torus [17].
Other design flows have been proposed in the research community like: Arteris [18]
iNoCs [19], Silistix [20] and Spider [21]. They provide some design automation tools for
NoCs. For instance, in the iNoCs the tool flow starts from the constraints of both the archi-
tecture and the application to go from input specifications all the way to the RTL description
of the topology.
In order to handle the design complexity and meet the tight time-to-market constraints,
it is not sufficient to automate most of these NoC design phases. For example, mapping
routers to a topology is time consuming and can require a large number of developers. In
our work, one can model, in a compact way, the topology using the MARTE RSM package
and use the Garpard tool to generate the corresponding VHDL code.
However, the design of hardware accelerators at RTL level is error-prone and time-
consuming. Therefore, tools that are based on automated methodologies have been pro-
posed, which aids in the design of hardware accelerators. In [22], the generation of hardware
accelerators at RTL level is proposed by ALPHA0 and ALPAHRD. Other techniques based
on Synchronous Data Flow (SDF) are presented in [23], where the VHDL code generation
is carried out via SDF. Authors in [24]presented a Simulink-based HDL for VHDL code
generation. In [25], the authors used the Array-OL language, which is the basis of the RSM
package of the MARTE profile, in order to map the structure into VHDL. However, the gen-
erated VHDL code is not completely correct. [26] proposes a methodology for generating
a VHDL code via Array-OL and using an MDE approach. Several recent works propose
the use of high level abstraction mechanisms based on UML for the VHDL code generation.
In [27], a metamodel, which is strongly related to VHDL syntax, has been proposed for code
generation. The design of embedded systems based on a high level modeling approach, has
become more and more attractive. Designers can achieve higher levels of abstraction by
focusing on a particular area, enjoying a form of visual expression that enhances the com-
prehensibility of systems. According to [28], any system can be viewed as a model. A model
is an abstraction of a system made from a specific point of view.
In [29], authors describe an approach for high-level synthesis that can be used for VHDL
code generation from UML behavioral models. It is based on the transformation of UML
models into a textual code by using a formal language called SMDL. The SDML code is
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then translated into automata and finally this finite state machine is described in VHDL.
Thus, this approach goes through several intermediate manual steps that could result in a
code with some errors. This leads to a long production delay, without a real possibility of
reuse.
In [30], an approach to automatically generate VHDL source codes from UML is pre-
sented. The GenERTiCA tool is used in this work to generate VHDL codes. The presented
approach follows the Aspect-Oriented Model-Driven Engineering for Real Time systems
(AmoDER-RT) flow. UMLmodels are transformed to other formal models based on DERCS
(Distributed Embedded Compact Specification). In the UML modeling step, the MARTE
profile is used to annotate models with a suitable stereotype to specify real-time characteris-
tics of some elements. In this work several model elements that represent the same element
can be mapped in a single DERCS element. In the code generation step, the UML concepts
are mapped to VHDL syntax. In [31], an approach to map UML to VHDL is presented. It
is based on a simple translation of UML concepts into VHDL ones. Therefore, it could be a
source of errors and not offer a real possibility of reuse.
These cited approaches are strongly related to an abstraction of the system using high-
level models and without a real possibility of reuse. However, the drawback is that the trans-
lations from an abstraction level to a lower one are very tedious and error-prone. Different
to these approaches, in our work we focus on modeling the NoC topologies by using the
MARTE RSM package and generating the VHDL code of the interconnection between the
ports of the routers of the NoC. The main originality is the compactness of the way we
deal with the regularity in the NoC, taking into account the reuse and the genericity of the
models.
3 Background
Our design framework is based on MDE techniques which allow to reduce the efforts of
development and maintainability of design tools. At each abstraction level, the concepts and
the relations between these concepts are specifically defined. This leads to managing the
complexity of the tools by dividing the various compilation steps and by formally defining
the concepts associated with each step.
We first present the Gaspard2 co-modeling environment, then the particular problem of
NoC modeling and the RSM package that we will use to model the regularity in the NoC
topologies.
3.1 Gaspard2 Co-Modeling Environment
The Gaspard2 tool set is provided as an Eclipse plug-in allowing the designer to define SoC
and explore the design space based on synthesis, simulation and verification of automatically
generated codes[34]. The entry point which corresponds to the high-level abstraction is a
MARTE-compliant model. This kind of model is identified by the user with UML modeling
tools such as Papyrus. The design of SoCs in Gaspard2 is particularly related to the repetitive
Model of Computation (MOC) [35], which is an appropriate way to express the potential
parallelism in a system. This MOC is inspired by a domain-specific language, ArrayOL [36],
originally dedicated to intensive signal processing applications. It includes the basic notions
of this language and is an attractive and expressive model to describe the task and the data
parallelism, as well as a combination of both.
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In Gaspard2, the use of the repetitive MOC involves the MARTE standard profile and
more precisely its RSM package, to describe parallel computations in the application, par-
allel structure of the hardware architecture part and the association of both parts. It is a con-
sequence of the UML SPT profile evolution [37] whose concepts are deduced from SysML
profile [38]. Moreover, the resulting abstract models in Gaspard2 are improved with specific
information related to the target technologies. Finally, according to the MDE paradigm,
different automatic refinements from the highest abstraction levels to the lowest ones are
defined. Various aims are targeted: hardware synthesis with VHDL [26], formal valida-
tion with synchronous languages [39], high-performance computing with OpenMP Fortran,
C [40] and simulation at different abstraction levels with SystemC [41]. Gaspard2 partly re-
lies on MARTE packages, with additional MDE corresponding to two concepts: metamodel
and transformation. A metamodel is a collection of concepts and relations for describing
a model. A model transformation explains how to produce a model conforming to a target
metamodel from another model similar to a source metamodel. The target metamodel is
usually more specific than the original one and manipulates concepts similar to the code.
The transformation chain results from a successive application of several model transforma-
tions and allows code generation from high-level models. These chains have already been




































Fig. 1 Gaspard2 transformation chains
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Figure 1 shows an overview of these chains in Gaspard2. The top of this figure exhibits
the high-level modeling concepts allowing the modeling of application, architecture, associ-
ation, and deployment. Then, the bottom side of figure 1 defines different transformational
chains, which transform the high-level models towards specific technologies. From a prac-
tical point of view, the generated code in synchronous language, e.g., SystemC, OpenMP
Fortran, and VHDL, corresponds to the same high-level system model. This is ensured by
the fact that all functional dependencies specified at the highest modeling level in Gaspard2,
are entirely preserved by each transformational chain.
3.2 Network-on-Chip Characteristics
The NoC is based on the repetition of connected routers. Its concept provides an excellent
groundwork for such standard interfaces. From a predictability perspective, the regularity of
a NoC layout provides well characterized electrical and physical properties. The topology
refers to the physical structure of the network graph, i.e., how network s are physically
connected. It defines the connectivity or the routing possibility between nodes, thus having
a fundamental impact on the network performance as well as the switch structure (e.g. the
number of ports and port width). The tradeoff between generality and customization is an
important issue to determine a network topology. The NoC topology can be described by a
direct graph NT (U, F) where each vertex ui 2U represents a node in the topology and the
directed edge (ui;u j), denoted as fi j 2 F , represents a direct communication between the
vertices ui and u j. Each topology can be characterized by a few properties.
The degree of a topology is the number of links connecting a router to its neighbor
vertices. A topology is considered as regular when all routers have the same degree, if not it
is considered as irregular. For example, Spidergon from STMicroelectronics, GEXspidergon
NoC [16] and Honeycomb [9] are considered as irregular. Spidergon [33] is one of the NoCs
developed by STMicroelectronics and is being proposed as an evolution of the STNoC. It is
inspired from the Octagon topology. The 2D-mesh and the torus are the most used topologies
due to their simplicity. The mesh consists of horizontal and vertical lines with nodes placed
at their intersections. This specific structure is often used because the inter-node delay can
be predicted at a high level. Figure 2 shows some of these topologies.
In this paper, the topologies are divided into two groups: standard topologies (e.g. Spi-
dergon, hexagon, star, mesh and torus...) and hierarchical topologies shown respectively in
figures 2and 3. Hierarchical topologies (e.g. hierarchical star, honeycomb and GEXspider-
gon) consist of local and global network topologies where a local topology can be of any
type of standard topologies.
3.3 MARTE Repetitive Structure Modeling Package
The repetitive structure modeling (RSM) is based on a Model of Computation (MoC) known
as Array-OL with delays [13,32] which aims at describing the potential parallelism in a
system. RSM allows the description of the regularity of a system structure and topology in
a compact manner. Formally, with MARTE RSM, an architecture is described as a set of
tasks connected through ports, representing multidimensional arrays characterized by their
shape (the number of elements) and their direction. The tasks are equivalent to mathematical
functions reading data on their input ports and writing data on their output ports. The tasks
are of three kinds: elementary, compound and repetitive. An elementary task is atomic (a
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a) STAR b) HEXAGON c) SPIDERGON
d) MESH e) TORUS
Fig. 2 Examples of standard topologies
a) GEXspidergon b) Hierarchical star c) Honeycomb
Fig. 3 Hierarchical topologies
black box), it can come from a library for example. A compound is a dependence graph
whose nodes are tasks connected via their ports and it allows expressing task parallelism.
A repetition is a task expressing how a single sub-task is repeated; each instance of the
repeated task operates with sub-arrays of the inputs and outputs of the repetition. Making
the repetitions independent and therefore parallel by construction, it allows expressing data
parallelism. For a given input or output, all the sub-array instances have the same shape, are
composed of regularly spaced elements and are regularly placed in the array.
The RSM constructions can be used to compactly model repetitive architectures. It is
especially useful for architectures with a large number of identical components, like a rep-
etition of routers, where a compact representation both simplifies the modeling stage and
concretely identifies the components with identical properties.
The available modeling mechanisms in RSM are directed towards two aspects. The first
aspect is that RSM helps specify the shape of a repetition using a multidimensional form
and allows the representation of the potential instances as a multidimensional array. This
repetition can be specified for an instance or a port of a component. RSM also provides
a mechanism for expressing the potentially complex topologies of the links between these
arrays of ports or instances. Complex, regular and repetitive structures such as cubes and
grids can be modeled easily in a compact manner via the RSM package. We will show
later how to model the complex NoC topologies presented in the previous section. Figure 4
shows the basic core concepts of the RSM package.
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Fig. 4 RSM package of the MARTE profile
A shape can be specified for an instance of a repeated component. For example a shape
of 2;4 indicates that the task or component is repeated 2 4 times. This concept is also
called the repetition space of this task or component. The shape concept is inspired from the
bound notion of the parallel nested loops which are present in high-performance computing
languages.
The tiler concept represents the mathematical expression of the elements of the patterns
as tiles of the array, and is composed of: a fitting matrix F , whose column vectors represent
the regular spacing between the elements of a pattern in the array; o, the origin of the ref-
erence element (for the reference repetition) and a paving matrix P, whose column vectors
represent the regular spacing between the patterns.
From a reference element (ref) in the array, one can extract a pattern by enumerating
its other elements relatively to this reference element. The fitting matrix is used to compute
the other elements. The coordinates of the elements of the pattern (ei) are built as the sum
of the coordinates of the reference element and a linear combination of the fitting vectors as
follows:
8i;0 i< spattern;ei = ref+F:i mod sarray (1)
where spattern is the shape of the pattern, sarray is the shape of the array and F is the fitting
matrix.
In the following example of fitting matrice and tile, the tile is drawn from a reference
element in a 2D array. The array elements are labeled by their index in the pattern, i, illus-
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There are here 3 elements in this tile because the shape of the pattern is 3. The indices of
these elements are thus (0), (1) and (2). Their positions in the tile relatively to the reference
point are thus F:(0) = (0;0), F:(1) = (3;0), F:(2) = (6;0).
A key element one has to remember when using Array-OL is that all the dimensions of
the arrays are toroidal. This means that all the coordinates of the tile elements are computed
modulo the size of the array dimensions. The following more complex examples of tiles are

























For each repetition, one needs to design the reference elements of the input and output
patterns. A similar scheme as the one used to enumerate the elements of a pattern is used
for that purpose. The reference elements of the reference repetition are given by the origin
vector, o, of each tiler. The reference elements of the other repetitions are built relatively to
this one. As above, their coordinates are built as a linear combination of the vectors of the
paving matrix as follows:
8r;0 r< srepetition;refr = o+P:r mod sarray; (2)
where srepetition is the shape of the repetition space, P the paving matrix and sarray the shape
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This figure represents the tiles for all the repetitions in the repetition space, indexed by
r. The paving vectors drawn from the origin o indicate how the coordinates of the reference
element refr of the current tile are computed. Here the array is tiled row by row.
We can summarize all these explanations with one formula. For a given repetition index
r, 0  r < srepetition and a given index i, 0  i < spattern in the pattern, the corresponding
element in the array has the coordinates o+(P F):( ri ) mod sarray, where sarray is the shape
of the array, spattern is the shape of the pattern, srepetition is the shape of the repetition space,
and o are the coordinates of the reference element of the reference pattern, also called the
origin.
Inter-repetition dependence (IRD): The inter-repetition dependence connects an out-
put port (pout) of a repeated component with one of its input ports (pin). The shapes of
the connected ports must be identical. The inter-repetition dependence connector is tagged
with a dependence vector d that defines the dependence distance between the dependent
repetitions.
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For example, the tiles are single points. The uniform dependence vector d = (1) tells
that each repetition r depends on repetition rdep = r d = r 1. In this example the inter-
repetition dependence is used to express that the output value of a repetition is used as input
by the following repetition. Each repetition will take, as input, two values on its two ports,
an input value from the tile and the result of the previous repetition. These values are added
and provided on the output port which will serve as an input for the next repetition, and so
on. To start the process, a default value is provided via a default link.
Another simple example for the applicability of such a construction is a two dimensional
repetition (grid, Mesh topology) space for which repetitions can have different default values
in function of the direction in which we exit the repetition space (north, south, east or west).
Reshape: This stereotype extends the UML connector metaclass and is equivalent to two
tilers acting on the same pattern, one indicating how to fill the tiles from the source array and
the other one showing how to map these tiles in the destination array. Its purpose is to allow
the representation of more complex topologies in which the elements of a multidimensional
array are redistributed or reorganized in another array.
A Reshape connector represents a relationship between the points of two multidimen-
sional arrays. It is composed of four elements: a repetition space r, the shape of the pattern
m, and two tilers. Each of the tilers is composed of a vector o, called origin, and two ma-
trices F and P for fitting and paving. The reshape connector, as so defined, describes a
mathematical relation Â, between the points of the source (As) and destination (Ad) arrays.
Consequently, two points ps 2 As and pd 2 Ad are in relation psÂpd if and only if there
exists a repetition index, r 2Ndr , r< sr, and an index in the pattern, i 2Ndm , i< sm, which
designates them via their respective tilers:
psÂpd ,9i 2 Ndm ; i< sm;9r 2 Ndr ;r< sr,
8>>>><>>>>:














Where As (Ad) represents a multidimensional array, which is characterized by its dimen-
sion ds(dd) 2 Ndm , and its shape ss(sd) 2 (N[¥)ds(dd).


























































Note that, in principle, such a reshape relation can relate only a part of the elements of
the source array with part of the elements of the destination array and that the source array
can be the same as the destination array. We will use this possibility a lot in the following.
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4 NoC Modeling Methodology
Designing an efficient NoC architecture, while satisfying the application performance con-
straints, is a complex process. The design issues require several abstraction levels, ranging
from high level modeling to physical layout level. Among the important phases in the NoC
design is the choice of topology. This paper focuses mainly on this concept.
4.1 Methodology flow
In this paper, we focus on the modeling of some complex topologies for evaluating the
MARTE profile, validate the methodology, clarify some notations and generate the VHDL
code of the topology. Topologies can be broadly classified into two main categories: standard
and hierarchical topologies, as presented in section 3. The construction of a hierarchical
topology from a basic one, which is purported regular, can create some problems with the
regularity of the constructed architecture. Therefore we define a new concept, which is a
globally irregular locally regular (GILR) topology such as GEXspidergon and honeycomb
depicted in figure 3. In order to model complex NoC systems, we propose the design flow
shown in figure 5. This flow will be able to model all the NoC concepts. This work focuses






















Fig. 5 Design flow for NoC modeling
Our aim is to explain the phase of designing NoC at a high level of abstraction and
help designers use tools in the design of a system. This methodology can be expressed
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in two phases. In the first phase, we begin by detailing concepts relating to NoCs, such as
mathematical studies of topology, routing algorithm, communication protocol and switching
technique. In the second phase, we specify the package we will use and make the relation be-
tween hardware architecture concepts and the notations that allow the modeling via MARTE
profile.
Several topologies have been modeled in MARTE profile such as hypercube, star and
ring [42]. In this paper we will divide the work into two parts. The first part is the modeling of
topologies (e.g. Mesh, Torus, GEXspidergon and Honeycomb), whose objective is to explain
some notations for modeling topologies with the help of the RSM package of the MARTE
profile. This can be achieved with a never published before use of the reshape stereotype.
The complexity of modeling in MARTE appears when the topology is not perfectly regular
or hierarchical. So it is difficult to extract regularity for modeling this topology in a compact
manner. The modeling method is described as follows:
1. Choose the modeling tool which is Gaspard2 in this work.
2. Identify the topology by extracting some information of the graph such as the degree,
the valence, the number of links, and the number of input/output ports.
3. Classify routers by their number of ports, factorize routers if it is possible and provide a
representative for each type of routers.
4. Specify the type of the connector that exists between routers and which can be a Re-
shape, an inter-repetition dependence or a Tiler.
5. Modeling, which can constructed in a compact manner after selecting the connector.
The activity diagram in figure 6 explains our methodology for modeling all topologies;
regular or globally irregular locally regular.
After modeling in this high level of abstraction, a second part of the work proposes a
view for the construction of the notation used in the modeling, which appears important for
the automation of the VHDL code generation. This will be explained in the next section.
4.2 Case study
In this section we present some modeling examples of NoCs that can be described via
the MARTE profile. In particular, we take advantage of the RSM package since several
topologies can be modeled in the MARTE profile with the help of this package. We validate
the proposed methodology with some examples of NoCs, from the simple mesh and torus
topologies to more complex topologies, namely GEXspidergon and Honeycomb.
4.2.1 Modeling of the Mesh and Torus Topologies
A mesh topology consists of m columns and n rows. The addresses of routers and resources
can be easily defined as x-y coordinates in a mesh or torus topology. These two types of
topologies are often proposed in the literature in order to represent topologies for on chip
networks. For modeling mesh and torus topologies, we use the IRD concepts allowing the
construction of complex dependences like NoC topologies. The connector can be connected
to a port of the component containing the inter-repetition dependence and then we can es-
tablish a connection between dependences and connections between ports with different
shapes. The mesh and torus topologies are good examples to demonstrate the applicability
of these concepts. The construction is based on two-dimensional repetition space in which
repetitions can have different values.
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Fig. 6 Methodology for modeling NoC topologies
Therefore, the RSM dependencies allow the modeling of the mesh or torus in a compact
manner. The shape of (3;3) on the router component illustrates that this component is re-
peated 9 times. The value of (1;0) is related to the ”repetitionSpaceDependence” vector to
determine the dependency between the repetitions. In the torus topology all kinds of ports
(East, West, North, and South) establish a connection with all other ports of other routers,
unlike that of the mesh topology. Thus, to express a full connection of the topology, ”mod-
ulo” information must be true. Figure 7 shows the modeling of mesh and torus topologies.
4.2.2 Modeling of the Honeycomb Topology
The honeycomb topology, based on a hexagonal plan tessellation, is considered as a hier-
archical interconnection network. It is based on a combination of hexagonal routers. This
topology is used in literature for various applications such as cellular phones. The honey-
comb is obtained by joining the center of each triangle in the hexagonal mesh with the center
of the neighboring triangle. The hexagon is a honeycomb of size 1. A honeycomb of size 2 is
obtained by adding six hexagons to the boundary edge of the size 1 honeycomb. Therefore,
a honeycomb of size m is obtained from size m 1 honeycomb. The concerned topology is
formed by a repetition of a single router element. Each potential instance of this element is
connected to the other potential instances of the same element. In our case, each instance
is connected to the neighbors that are located at north, south, east and west sides. The in-
ter repetition topology enables to specify the position of every neighbor of every potential
instance of a model element with a multidimensional shape. In this architecture, it is worth
mentioning that it is the first time in literature that Reshape is used on a connector connect-
ing two ports of the same component (part in the UML terminology). It should be noted
that this topology link specifies the set of the runtime links connecting the multidimensional































Fig. 7 Compact modeling of Torus(Left) and Mesh (Right) topologies: one component and inter repetition
dependences
array. It defines the tiling of the arrays by an identical pattern. Figure 8 shows the modeling
of a honeycomb topology.
The proposed mathematical models for reshape and inter repetition are described below:
– The InterRepetition describes the horizontal connections with a repetitionSpaceDepen-
dence= (1;0)
– The Reshape describes the vertical connections. Its attributes are
– patternShape = (), denoting a point
– repetitionSpace = ( n=2m 1)
– sourceTiler = forigin=(00), fitting=(), paving=(2 10 1)g
– destinationTiler = forigin=(01), fitting=(), paving=(2 10 1)g
The reshape has been built using a tile of a single point, hence the empty (of dimension
0) patternShape and fitting matrices. The origins of the tilers express the connection between
the router of index (00) and the router of index (
0
1), i.e. the lower left vertical connector. All
the other connectors can be deduced from this one by a translation of vector (20) for the
first row and by a translation of vector (11) to reach all the rows with an horizontal shift
of 1. These two vectors are the column vectors of both paving matrices and the number of
repetitions of the translations in the repetitionSpace, ( n=2m 1), where n is the number of routers
in a row and m the number of rows.
Through this topology, we have shown first how to use the reshape connector to connect
two ports of the same part, and secondly that the RSM package is used for modeling this
topology in a compact manner, which enhances its applicability.
4.2.3 Modeling of the GEXspidergon Topology
The GEXspidergon can be seen as a hierarchical topology. It is an academic topology for
NoC. This study presents a generic NoC architecture based on a configurable and generic
router. This topology is constructed using an elementary polygon network, which is a com-
bination of the star and the ring architectures. This elementary network is composed of
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Fig. 8 Modeling of a honeycomb topology using a single component
4R+ 1(R = 1;2; :::) routers including a central router, which is connected with the 4R pe-
ripherals routers via point to point links. The peripheral routers are connected to each other
in the form of a ring. The elementary network is characterized by its valence (m= 4R) that
represents the number of the peripheral routers. These routers need 2m links to be connected
to the central router. Each peripheral router is connected to 4 input/output ports and the cen-
tral router is connected to m+1 input/output ports.
In our case the GEXspidergon is irregular. Thus, the routers of this topology are catego-
rized into four groups in this analysis:
– Corner Routers.
– Middle Routers.
– Horizontal Routers, package of two.
– Vertical Routers, package of two.
The modeling of the GEXspidergon topology is provided in figure 9. It has been carried
out in a compact manner with the help of the reshape stereotype between arrays of different
shapes.
When expressing the link between vertical/horizontal routers and middle routers, we
have had to use two reshapes since the considered tiles are not formed by regularly spaced
points. Indeed, for a given reshape, the points of the tile must be regularly spaced because
they are built from the reference point of the tile by a linear combination of the column































Fig. 9 Compact modeling of the GEXspidergon topology: one component by router degree and reshape
connectors
vectors of the fitting matrix. We have found that it’s possible to use two reshapes in order
to express the link topology and hence we can extract the regularity. The description stays
compact because it uses a constant number of modeling elements to model networks of any
size.
For space reason, we will only detail one of the reshapes of this model: the reshape from
the middle routers to the vertical ones on their right (the other reshape between those two
kinds of routers models the connections from the middle routers to the vertical routers on
their left).
The shape of the source array is ( nm) for nm cells in the network and one middle router





for (n+1)n sets of 2 routers on the
vertical sides of the cells.
The attributes of the reshape are
– patternShape = (2)
– repetitionSpace = ( nm), for one set of links per cell
– sourceTiler = forigin=(00), fitting=(00), paving=(1 00 1)g













The reshape has been built using a tile of two points denoting the two routers on the
vertical side to the right of a cell. The source fitting matrix expresses that these two vertical
routers are both connected to the same middle router. The destination router is iterated on
the third dimension of the destination array, namely the one that corresponds to the routers
on the same vertical side of a cell. Thus, depending on the connection end of the reshape,
the tile represents the middle router of a cell or the two vertical routers on the right side of
this same cell.
The origins of the tilers express the connection between the middle router of the cell (00)










, i.e. the right vertical routers of the cell (00). All
the other connectors can be deduced from this one by a translation of the vector (10) for the
first row and by a translation of the vector (01) to reach all the rows. These two vectors are
the column vectors of the source paving matrix and they are completed by a 0 in the third
dimension of the destination router. Finally the number of repetitions of the translations in
the repetitionSpace is ( nm), where n is the number of routers in a row and m the number of
rows to enumerate all the cells.
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Through all these case studies we have shown that we can model, in a compact manner,
irregular topologies (with routers of different degrees) with RSM by extracting the spacial
regularity that exists in the topology.
5 Model to VHDL Code Generation
5.1 Transformation Chain from MARTE to VHDL
The first step in each transformation chain of Gaspard2 is always the same and it consists in
a transformation from the UML + MARTE profile metamodel to the deployed metamodel.
Indeed this metamodel corresponds to an intrinsic definition of the concepts identified in the
MARTE profile. A chain of transformations then targets an RTL metamodel from which the
VHDL code can be generated (see figure 10).
Usually, each accelerator must be customized separately without a possible reuse. This
leads to long production delays and high design costs. Using this transformation chain, it
is possible to automatically produce hardware architectures that solve these two issues and
reduce the errors resulting from human intervention. The generation of a hardware accelera-
tor relies on the hardware-software partitioning specified in high-level MARTE models. The
RTL metamodel, defined in the RTL package of Gaspard2, collects the necessary concepts
to describe hardware architecture at the RTL (Register Transfer Level) level, which allows
the hardware execution of functionality. The RTL metamodel is not related to any Hardware
Description Languages (HDL) such as VHDL or Verilog. However, it is precise enough to
enable the generation of a synthesizable VHDL code.
As shown in the previous section, the RSM package includes some information such as
the shape of the pattern and the number of repetitions of the pattern or the tile. In this section,
we present a matching semantic of the concepts of the RSM package in VHDL. In model
driven engineering, a code generation is usualy done from a metamodel that is independent
of any concrete syntax. In our tool, the RTL metamodel is indeed independent of any HDL
syntax.
The MARTE2RTL transformation converts this model into two output models: an RTL
model and an RTL port type model. The basic information at the RTLmodel are the concepts
related to the hardware accelerator. A repetitive task is transformed into a hardware repet-
itive component. In order to convert the deployment information presented in the MARTE
model, the RTL model also contains equivalent concepts which help the code generation.
Actually the code generation is carried out using model-to-text transformation. Based on the
MDE concepts, the code generation is viewed in textual form. Therefore, it can be viewed
as one-to-one transformation, in which each concept in the model generates a certain part
of the overall text. The RTL model is not a direct input of synthesis or simulation tools con-
trary to the output generated code. Thus, by taking advantage of our design flow, the code
generation can be directly performed from the RTL model. The abstraction level of the RTL
model is sufficient enough for the generation of HDL that can be VHDL or Verilog. One
of the objectives of our design flow is the generation of a correct and synthesizable VHDL
code that can be implemented on ASIC or FPGA technologies. In hardware design, a com-
ponent represents a hierarchy level and describes a specific functionality. In our case, the
router component is instantiated in order to allow the use of such a functionality in a NoC
component. The communications between components are established with the help of the
interfaces which are composed of ports. A port can be a receiver or a sender, an input or an
output.


















Fig. 10 The MARTE2RTL model transformation in the Gaspard2 environment.
Fig. 11 Entity of the hardware router and related metamodel concept.
Figure 11 illustrates a set of concepts in the Hw metamodel that can be used to model
the component at RTL level. The component concept contains a clock and a reset as input
ports, and four ports as in/out ports. Hardware router contains an arbitrary number of ports.
Hw port contains information on the organization of the data and their types. The Hw shape
defines the dimension of the port by means of the ’dim’ link. The generated code from the
Hw-metamodel is executed within a template in the objective to find concepts it is associated
with. The template contains a VHDL syntax related to the Hw component.
In our case study, the operation performed by IRD can be considered as being equiv-
alent to a ”port map” instruction used in VHDL architecture description. This allows the
development of a VHDL implementation of the repetitive structure based upon its RSM
description.
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To generate the required VHDL code of the top level architecture of the topology, we
first require a template. It contains information used in the modeling. This will provide a
library of templates for Gaspard2.
The following code shows the generic VHDL implementation of the top level of the
repetitive router referred to (x,y) direction. The architecture structure is completely generic.
The parameters of the repetition are referenced from the declaration in the entity.







port(Clk,Rst, in std_logic; s: out std_logic_vector(0 to repetition-1));
end Repetition;
architecture Behavioral of Repetition is
type tab_3_3 is array (0 to ArraysizeinXdirection-1)
of std_logic_vector(0 to ArraysizeinYdirection-1);
signal tab_h, tab_v: tab_3_3;
signal clk,rst:std_logic;




generate1: for i in 0 to repetition-1 generate
generate2: for j in 0 to reprition-1 generate






The repetition is carried out by an iterative port map instruction of the elementary com-
ponent. The number of iterations is derived from the number of required repetitions. The
architecture of the component, which is a router in our case study, is described in its VHDL
file. The structure of the code will now be explained in stages.
Entity: The VHDL code is a description of a hardware component. The first part of this
code describes the appearance of the component. The entity allows the declaration of the
in/out ports, their size and generic parameters. The description of the ports and the generic
parameters will be derived from numeric values defined in the modeling.
Architecture: The architecture describes the construction of the top level and its opera-
tion. It defines the use of the elementary component within its structure with the necessary
signals required to establish the interconnection between each component. A component is
declared as a reference to an existing entity by the same parameters, i.e. the same name and
its ports in exactly the same way. For example to use an elementary component like router,
in our case, a component called router is defined as:
Component Router port( Clk,Rst,West,East,North,South:
inout std_logic_vector);
end component;
The input/output ports are of the same name, type and size as these declared in its entity.
After the declaration of the component and the required signals, the mapping of the repetitive
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component can be achieved. Thus, the architecture describes how the repetitive structure is
built by mapping ports of the repeated elementary component. The following code explains
this process.
generate1: for i in 0 to repetition-1 generate
generate2: for j in 0 to repetition-1 generate
dependancecyclique: router port map(Clk, Rst, tab_h(i)(j),
tab_h(i)((j+1) mod 3), tab_v((i+1) mod 3)(j),tab_v(i)(j));
end generate generate1;
end generate generate2;
Each increment of i,j instantiates the next elementary component, in both directions. The
generate instruction allows the repetition and provides the reference of the ports that are to be
mapped to that repetition. The input/output ports are mapped using the intermediate signals
which represent the links. This includes the description of the hardware architecture by the
description of the VHDL code of the entire structure.
5.2 Torus and mesh Examples
As an example, we demonstrate the relationship between the IRD description and synthe-
sizable VHDL code for torus and mesh topologies.
--Behavioral Torus
architecture Behavioral_Torus of Torus is
--Array that contains links




port(Clk,Rst: in std_logic; North, South, West, East:
inout std_logic_vector(31 downto 0));
end component;
Begin
--instantiation in both direction
GenerateX: for i in 0 to 2 generate
GenerateY: for i on 0 to 2 generate






The torus topology is obtained by only one type of router. The difference between the
two topologies modeling (Mesh and Torus) appears in the use of the ”modulo” concept. The
tagged value of this concept is ”false” in mesh topology, and hence ports of the routers are
not all connected. That’s why we must describe each router as a specific component. Further-
more, to obtain a synthesizable code of NoC-based UML/MARTE concepts we must extract
all the information that describes the topology. As is mentioned in the previous section, for
modeling torus or mesh topology we have instantiated routers in both directions (x,y) with
the help of two generate instructions respecting the VHDL semantics. The communication
between ports is achieved by making a link and using a port map instruction.
To obtain the VHDL code of the mapped NoC topology of the mesh, we can apply the
methodology detailed in section 4. In fact, this methodology facilitates the generation and
the mapping, thus we can classify the routers into three kinds for a (N, N) mesh topology:
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1. Four routers that have 2 ports;
2. N.(N-2) routers that have 3 ports;
3. (N-2).(N-2) routers that have 4 ports.
The verification of the VHDL code generated in this study has been achieved by simu-
lation and it is validated by synthesis results. The following section explains this.
5.3 Case of complex topologies
As an example of complex topologies that use a Reshape and IRD connectors, we demon-
strate the generated VHDL code of the Honeycomb topology.
The Honeycomb topology is obtained by only one type of router. We notice that in such
case it is possible to integrate the information which are extracted from the mathematical
model of the reshape, in the generate statement. We showed in the generated VHDL code
of the Honeycomb that the reshape gives the index of connected or non-connected routers,
the number of routers in a row and the number of rows. In this example, this information
is combined with the generalized VHDL code of the ”Inter-Repetition” that is presented in
previous section. The generate statement describes the horizontal connections with a repe-
titionSpaceDependence= (1, 0) and the reshape describes the conditional vertical connec-
tions. This is transformed by the help of a conditional generate statement. The following
code shows an extract of the generated VHDL code of the Honeycomb topology.
component router is
port
(P1 :inout std_logic; P2 :inout std_logic; p3:inout std_logic );
end component ;
begin
G1: for i in 0 to 6 generate
-- instantiation of connected routers
-- index of connected routers
gen1: if ((i=0) or (i=2) or (i=4) or (i=6)) generate
--- connection between routers of row 1
row1: router port map(links(i) ,links(i+1), sig(i));
-- connection between routers of row 2
row2: router port map(links2(i) ,links2(i+1), sig(i));
-- connection between routers of row 3
row3: router port map(links3(i) ,links3(i+1), sig2(i));
-- connection between routers of row 4
row4: router port map(links4(i) ,links4(i+1), sig2(i));
end generate gen1;
gen2: if ((i/=0) and (i/=2) and (i/=4) and (i/=6)) generate
row1: router port map(links(i) ,links(i+1) , open) ;
-- index of connected routers in y direction
row2: router port map(links2(i) ,links2(i+1), sigrow2_3(i));
row3: router port map(links3(i) ,links3(i+1), sigrow2_3(i));
row4: router port map(links4(i) ,links4(i+1), open);
end generate gen2;
end generate G1;
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Table 1 Synthesis results of the torus topology
Generated code Manual code
FPGA/Performances. Virtex5 Virtex5
Slice 9% 9%
Flip Flop 35% 35%
Lut 23% 23%
Frequency(Mhz) 100 100
5.4 Synthesis Results of Torus and Mesh Examples
5.4.1 Design metrics
One of the objectives of the design flow is the generation of a correct and synthesizable
VHDL code. This code, which derives from the modeling, allows the verification of the
connections of the topology with the help of the RTL schematic. When generating this RTL
schematic from the synthesis tool, we can verify if the connections between routers are
rightly established or not. In addition, it can be verified by simulation and validated by the
design metrics. If connections between routers are not well established you must revised the
UML MARTE model of the topology.
The generated code can be implemented with different commercial tools targeting ASIC
or FPGA technologies. In the previous section, we have detailed the mapping of the repet-
itive architectures and the way in which we describe the dependencies in the VHDL de-
scription generated from our design flow. The obtained code has been successfully validated
by the Modelsim tool and was synthesized with the use of the Xilinx ISE9.1. Figure 12 il-
lustrates the synthesis results for the mapping of the torus and mesh topologies. This RTL
schematic, which derives from the generated code and the MARTE model of these topolo-
gies, verifies that the model is correct.
The simulation is achieved by a simple scenario, in which we tested the transfer of
parquets in the NoC.
To evaluate the generated code in terms of design metrics, the used router is inspired
from [43]. The NoC performances have been evaluated in terms of speed and area. Ta-
bles 1and 2 show these results for a mapped torus and mesh topologies using our design
flow. The generated code has been prototyped using the xc5vfx30t-2ff665 device of virtex5
FPGA technology. Based on a manual method to map the N M torus topology we use
NM code lines. However, in our approach we use usually a two nested generate instruc-
tion to map any NM mesh topology.
Taking into account the efficiency of GASPARD2 for modeling repetitive structure, this
study has revealed that the generated code is more efficient in comparison to a manually
written code. In fact, with a reduced code lines number the generated code provides the
same performance as the manual approach in terms of hardware resources independently of
the used topologies type.
Results in tables 1 and 2 are exactly the same for the manual and generated codes,
because the generate instruction allows to express a set of port map instruction. So, for the
synthesis tools, this is expressed by using the same hardware resources.




















































































Fig. 12 RTL schematic of the synthesized codes.
Table 2 Synthesis results of the mesh topology
Generated code Manual code
FPGA/Performances. Virtex5 Virtex5
Slice 7% 7%




Design effort is considered as the time required, in designer-hours, to design and implement
a given system. Design effort is equivalent to design time when the project has a single de-
veloper. It is possible to minimize the required time by increasing the number of developers.
However, increasing the number of designers may lead to decreases in the overall produc-
tivity per person. Hence, the solution could be the use of an environment to automate the
code generation.
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To measure the effort of general design, estimates of the effort for each repetitive com-
ponent must be obtained and then added into required time to design system. However, com-
ponents may be instantiated several times through any given design, which greatly impacts
the time required for the design. Some components may also be parameterized, and different
sized instances could be generated. To address these cases, used Gaspard2 environment and
MARTE profile can provide the following two advantages.
Account for a single model of each component: When a design reuses a model of compo-
nent, we only count the design effort of one instance of it. In accordance with the principles
of modular design, the model of component is designed and verified, it can be re-used else-
where with negligible effort and time.
Parameterize a model: To estimate the design effort we encourage the reuse of model by
using a parameterized component. It facilitates access to the model and subsequently gener-
ating a new product with negligible effort time. As the values of the parameters may change,
such as , the value of the component instance, it is not difficult to generate code for large
topologies, rather than writing by hand. Moreover, with the help of the Gaspard2 flow we
can easily change the generic parameters of our NoC, such as the number of nodes, or com-
pletely change the router architecture without modifying the UML/MARTE model.
Also, there are several metrics that may be related to design effort. Examples include the
number of logic gates or the number of code lines in the design description. Consequently,
in the design, we measure these metrics. In our case study, we showed that to map torus
topology or mesh of size NM, the number of code lines is always reduced compared to
code written by hand.
The reason is that, to map this topology an NM lines of code are required. By exploit-
ing the concepts of modeling, referred to the RSM package of MARTE profile, the code
generated (illustrates in the paper) by GASPARED2 is reduced to four line of code, case of
torus, for establish connection. When compared to a hand code we must write NM lines
of code to port map the topology (e.g. 100 lines for 1010 Torus ). In the case of complex
topologies, usually the code generated is reduced because in our approach we use the gen-
erate instruction, in which we can integrate the concepts of MARTE model (Origin, Paving,
Fitting) to express repetitions and connections between routers.
This gives the MARTE profile model an advantage of reducing the development costs,
while at the same time minimizing the time-to-market.
6 Conclusion
System design based on a high level oriented approach for modeling becomes more and
more attractive and important for the rapid development of SoCs. That’s why designers
need to increase the level of abstraction in order to address the problem of high cost of
the layout and to decrease the time-to-market of SoCs. In this paper two contributions have
been proposed: the first deals with the modeling via the MARTE profile and the second is
the generation of the VHDL code of the correponding hardware architectures.
We have started by presenting the modeling of NoC topologies; the repetitive structure
modeling with MARTE has been successfully used to model some kinds of architectures.
Several topologies have been proposed in the literature and we have shown that the RSM
package of MARTE is powerful enough to model the simple regular topologies as as well the
more complex ones. To achieve this, we have proposed the first use of the reshape connector
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to connect some ports of the same part, enabling the description of regular but non uniform
connections between repeated parts. The proposed modeling methodology enables to take
full advantage of the regularity in the topology to factorize the model, and hence reduce the
complexity of the modeling process. Such a factorization could then be used to generate a
synthesis code and therefore tackle large networks with several hundreds or thousands of
routers as easily as small ones.
We have also given a flow based on the Gaspard2 tool for automating the VHDL code
generation from UML/MARTE models. This code has been successfully evaluated and val-
idated for the design and the mapping of NoC topologies like mesh and torus.
The use of modeling concepts promotes a separation of concerns during the system
design. Different aspects are distinguished: the functionality system, the hardware architec-
ture, the mapping, and the deployment on target platforms. Through the modeling of NoCs
topologies, we have also demonstrated how the already defined concepts are reused due to
the component-oriented design adopted in our approach. This is very important in order to
reduce time to market. The separation between the functionality system, the hardware archi-
tecture, and their mapping is also an important benefit of Gaspard2-based design. Besides,
when switching from an architecture to another, the programmer needs only to modify the
functionality part (functionality of the router in our case study). Then the designer can reuse
the existing model for generating new code and this significantly reduces time to market.
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