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Abstract— Set invariance in the presence of uncertainty and
disturbance is of central importance for the safety of control sys-
tems. This article proposes a data-driven method to compute an
approximation of a minimal robust control invariant set (mRCI)
from experimental data. For a given dynamical model with
additive and multiplicative uncertainty, the proposed method
is able to compute a polytopic mRCI with fixed complexity
via linear programming (LP). Moreover, the method can be
combined with model selection to enable mRCI computation
directly from experiment data when the system dynamics are
unknown. Specifically, given a model structure, our algorithm
begins by identifying the set of admissible models with constraints
extracted from the experimental data. Each model in the set of
admissible models contains information about the nominal model
and the characterization of the model uncertainties. Then, two
iterative algorithms based on robust optimization are proposed
to compute an mRCI while simultaneously searching for a
model “optimal” with regard to the mRCI computation and the
corresponding invariance-inducing controller. Finally, the method
is demonstrated in an experiment with an autonomous vehicle
lane-keeping control example.
Index Terms— Automotive control, learning, robust con-
trol invariant (RCI) set, safety-critical control, system
identification.
I. INTRODUCTION
SAFETY is critical in many industrial applications ofautonomy, such as autonomous/semiautonomous vehicles,
robotics, and manufacturing. To achieve guaranteed safety,
correct-by-construction control synthesis has attracted increas-
ing interest over the past decade with the promise that,
through rigorous reasoning of system behavior, the closed-
loop system can be guaranteed to satisfy the design specifica-
tions. A fundamental concept related to safety specifications
is robust control invariant (RCI) sets. By definition, if an
initial condition lies within an RCI, then there exist control
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inputs that keep the state trajectory inside the set indefinitely,
despite all possible disturbances and uncertainties. In addition
to providing a safety certificate, set invariance can be used in
a supervisory control structure on top of a legacy controller
[1], thus guaranteeing safety with minimal intervention.
Our motivation comes from autonomous driving. In par-
ticular, we consider the vehicle lane-keeping problem where
the goal is to ensure that the vehicle remains within the
lane boundary and as close to the lane center as possible
unless it intends to leave the lane, e.g., in the case of a
lane change. One challenge in providing safety guarantees
is that such guarantees rely on the existence of a precise
model, whereas this article presents a data-driven algorithm
that computes invariant sets starting from experimental data
applicable in case a precise model does not exist. For instance,
in the context of driving, loading of the vehicle, surface/road
conditions, or weather can affect the ability to obtain a precise
model. While our algorithm can be useful in a broad range
of applications, we present experimental validation of our
approach on the vehicle lane-keeping example on a rainy day
and demonstrate its efficacy.
A. Background and Literature Review
Set invariance has been a central topic in control and
dynamical systems since early days both in continuous time
(e.g., Nagumo’s theorem [2] and viability theory [3]) and
discrete time [4]. Existing methods for computing invariant
sets include, on the one hand, LMI-based Lyapunov type
analysis [5]–[7] and sum of squares programming [8]–[10],
which results in invariant sets with smooth boundaries, and
on the other hand, Minkowski type methods [11]–[14], poly-
topic projection [1], [15], and linear programming (LP)
[16], which result in polytopic invariant sets. Although poly-
topes are commonly used to represent invariant sets for
discrete-time dynamical systems, the complexity of the poly-
topic representation grows quickly within many iterative algo-
rithms. To overcome this problem, several techniques are
proposed to compute low-complexity robust invariant sets
(see [16]–[18]). In this article, inspired by the one-shot
approach proposed in [16] for low-complexity invariant set
computation for autonomous systems (i.e., systems without a
control input), we propose an iterative algorithm that computes
an RCI with constant representation complexity, where one
can leverage the available control authority for enforcing
invariance.
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Two types of control invariant sets may be useful for
control synthesis—the maximal control invariant set and a
minimal control invariant set. Typically, the maximal control
invariant set is related to the region of attraction with a limited
control authority. The formal definition of the maximal control
invariant set can be traced back to [4] under the name “infinite-
time reachable set.” The definition of the maximum is in the
set inclusion sense, that is, every control invariant set within
a compact subset of the state space is a subset of the maximal
control invariant set. The existence and uniqueness of the
maximal control invariant set are guaranteed under some mild
assumptions. For linear discrete-time systems, the maximal
control invariant set can be computed via polytopic projection
[1], [19]. On the other hand, an mRCI describes how small
an RCI set can be under disturbance and uncertainty. It can
be used to provide safety and other performance guarantees
when the objective is to closely follow a desired trajectory
while staying inside the desired set or away from an unsafe
set. In particular, when assume-guarantee reasoning [20], [21]
is adopted, an mRCI is useful since it minimizes the bound
on the states of one part of the system, thus reducing the
disturbance due to dynamic coupling for other parts of the
system. In general, however, a unique mRCI that is a subset
of every RCI does not exist.
The computation of invariant sets depends on a model
of the system, and uncertainty characterization is critical
for RCI computation. Among the abovementioned methods,
while some can handle modeling uncertainties and exogenous
disturbances, they all assume that the model is given, both
the nominal model and the uncertainty characterization. The
problem, however, is that an a priori uncertainty character-
ization might be too loose or too tight, leading to control
designs that may fail to satisfy the specifications due to
underestimating the uncertainty or designs that are too con-
servative due to overestimating the uncertainty. In addition,
if the environment or the dynamical system itself is changing,
the assumption about the bound of uncertainty must be large
enough to cover all possible changes, thus possibly rendering
the synthesized controllers unnecessarily conservative or even
infeasible.
Although, for some control applications, the model is built
based on the underlying physical laws, the majority of engi-
neering systems depend on system identification to obtain a
practical model of the system dynamics. Even physics-based
models require the analysis of experimental data for charac-
terizing the uncertainty. The most classic system identification
method is the least-squares regression, including many exten-
sions that incorporate various filtering structures [22]. Control
relevant identification, studied since the 1980s, is dedicated to
model identification for control design. This type of methods
includes H∞ identification [23], generalized predictive control
[24], and stochastic embedding [25]. However, the H∞ iden-
tification and stochastic embedding approaches are for model
identification in the frequency domain, and the generalized
predictive control focuses on optimality rather than robustness.
In terms of the identification of a model for an uncertain
system that suits the need for correct-by-construction control
synthesis, there is a gap to be filled. Another important line of
work consists of set membership methods, which identifies the
set of admissible model parameters via set intersection [26].
The majority of this type of method assumes a fixed bound
on the uncertainty, which might be hard to obtain or even be
nonexistent. System identification with unknown bounds for
uncertainty is studied in [27]–[29] and in [30]. The latter arti-
cle proposes an identification method that uses mixed-integer
programming to identify a piecewise linear model with a
bound on the disturbance for formal synthesis. The works in
[31] and [32] discuss data-driven stability analysis centered
around Lyapunov functions but without any consideration for
control synthesis. What is clear, in all of the abovementioned
articles, however, is that system identification and control
synthesis are undertaken separately, and the identified model
is not necessarily “optimal” for control synthesis.
B. Article Contributions and Organization
In this article, we present a framework based on robust LP
for approximating a minimal RCI set while simultaneously
selecting the optimal admissible uncertain model. An admis-
sible model, which is not unique, is defined as a model that
explains a finite measurement history. The novelty of the
proposed method lies in the following. First, we extend the
LP-based method in [16] to controlled systems. Second,
the mRCI algorithm directly identifies the set of admissible
models from data, thus not relying on a known model.
Third, an optimal model for computing an mRCI is selected
simultaneously by the proposed algorithm while computing an
mRCI.
A conference version of this article appeared in [33]. The
current version extends the conference version in the following
respects: 1) the algorithm is applied to a practical lane-keeping
problem and validated with real vehicle experiments; 2) details
on implementation issues, such as the computation complexity
and the hyperplane orientation selection process, are discussed;
and 3) some of the proofs missing in the conference version
are fully presented.
The remainder of this article is organized as follows.
We first present the parameterization and construction of the
set of admissible models in Sections II and III. Section IV
presents the main robust optimization method for computing
an mRCI. Section V discusses the practical issues regarding
the implementation and presents experimental results. Finally,
we conclude this article in Section VI.
C. Nomenclature
R is the set of real numbers, Rn is the n-dimensional Euclid-
ean space, and Rn>0 and R
n
≥0 are the open (and closed) positive
orthants of Rn . For two vectors x, y ∈ Rn, the inequality
x ≤ y is defined elementwise: x ≤ y ⇔ y − x ∈ Rn≥0. Z and
Z≥0 represent the sets of integers and nonnegative integers,
respectively. Z1:T denotes the sequence 1, 2, . . . , T of natural
numbers. For x ∈ Rn, x by default denotes the 2-norm of
x , and |x | = [|x1|, . . . , |xn|]ᵀ is the entrywise absolute value
of x . For a matrix A, Ai denotes its i th row, A j denotes its
j th column, Ai j denotes the entry on the i th row, j th column,
and |A| denotes its entrywise absolute value. x(t1 : t2) denotes
a sequence of vectors, indexed by time, starting from t1 ∈ Z
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and ending at t2 ∈ Z. For simplicity, we use P(P, q) to denote
the polyhedron {x | Px ≤ q}.
II. MODEL PARAMETERIZATION
In this article, we consider discrete-time linear models with
uncertainty
x+ = Âx + B̂u + Êd + Ãx + Ẽd + e (1)
where x ∈ Rn is the state of the system, with x+ being the
state at the next sampling time, u ∈ U ⊆ Rm is the control
input, d ∈ D ⊆ Rl is the exogenous measured disturbance,
Â, B̂, and Ê are the nominal model matrices, Ã and Ẽ are
the matrices for the multiplicative uncertainty with respect to x
and d , and e ∈ Rn is the additive uncertainty. Here, we assume
that B̂ is fixed, no multiplicative uncertainty is allowed for the
input matrix B , and we shall explain the reason in Section IV.
This assumption is not too restrictive since one can first use
other existing system identification methods to obtain a B̂
before applying the algorithm proposed in this article, and
the uncertainty associated with the input dynamics can always
be lumped into other uncertainty terms.
Remark 1: The model structure in (1) can be used to
represent nonlinear systems as well with the proper choice
of the uncertainty terms to cover the nonlinearity. However,
if the required uncertainty terms are too large, the proposed
algorithm might fail to find an RCI set.
Note that (1) can be represented by the standard linear













where the subscript i denotes the i th row of the matri-
ces. Then, it can be seen that (1) is simply n uncertain
linear parameterizations, one per state dimension, stacked
together. Taking the i th dimension as an example and defining
zi = x+i − B̂i u, we have
zi = ϕᵀi θ̂i + ϕᵀi θ̃i + ei . (2)
For the uncertainty characterization, we use (unknown) hyper-
boxes to bound the uncertainties
|θ̃i | ≤ iM , |ei | ≤ iA. (3)
That is, the bounds iM ∈ Rn+m+l≥0 and iA ∈ R≥0 are part of
the variables to be identified from data, unlike the majority of
the set membership methods, which assumes that the bounds
for uncertainties are known. An uncertain linear model is
determined by the value of [θ̂ , M ,A], which contains the
information of both the nominal model and the uncertainty
characterization.
In what follows, we assume that u and d belong to bounded
polytopes, known a priori
d ∈ D .= P(G, g)
u ∈ U .= P(R, r). (4)
This assumption is satisfied in many practical problems since u
and d are often determined by system specifications or physics;
for example, in the vehicle lane-keeping case, the bound on
steering angle is determined by the tire friction limit, and the
bound on road curvature is given as a specification of the
environment. The proposed mRCI algorithm can be extended








ᵀ ≤ r̄ . (5)
However, for simplicity, we stick to the case shown in (4).
The extension to the case with state-dependent bounds is
straightforward.
While determining the values for [θ̂ , M ,A] would solve
the identification problem, in many cases, the model to be
identified has additional structures. For example, due to the
underlying physics, some of the model parameters may be
known to be a constant, with some entries of the system matri-
ces possibly being linearly dependent. To impose additional
structure, we assume that the model parameters are affinely
parameterized by a hyperparameter π ∈ Rs (π contains the
independent parameters of the model), and we have
θ̂ = ̂(π)
M = M(π)
A = A(π) (6)
where we use bold font to denote the predefined affine
mapping from π to the model parameters, e.g., Â = Â(π).
When no additional structure is imposed, these mappings can
be chosen to be the trivial ones.
III. IDENTIFICATION OF ADMISSIBLE MODELS
In this section, we present a procedure for generating the
set of admissible models from the measurement data.
Given a sequence of measurements x(1 : T + 1), the output
and regressor for time step t are defined as





A model [θ̂ , M ,A] is called admissible if for t =
1, 2, . . . , T
∃e(t), θ̃ (t), s.t. |e(t)| ≤ A, |θ̃ (t)| ≤ M
z(t) = θ̂ + θ̃ (t)ᵀϕ(t)+ e(t). (8)
Note that since, in (3), the uncertainties are assumed to be
bounded by hyperboxes, condition (8) is equivalent to the
following constraint in the parameter space:
|z(t)− ϕ(t)ᵀ̂(π)| ≤ |ϕ(t)|ᵀM(π)+A(π). (9)
Therefore, the set of admissible models can be represented as
a polyhedral set of admissible parameter values π :
 =





In Fig. 1, we conceptually demonstrate the relation between
an admissible uncertain model as described above and a simple
linear regression model. Given a data set, depicted as the black
dots, the center red line represents the nominal model. On top
of that, the uncertain model on the right introduces the bound
on additive uncertainty (the parallel blue dotted lines) and
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Fig. 1. Comparison of regression and the uncertainty model used in this
work.
the bound on multiplicative uncertainty (the orange radiating
dotted lines). With additive and multiplicative uncertainties,
the model on the right covers all data points, and therefore,
it is an admissible model.
If  is nonempty, then all models in  explain the
measurement data. In fact, under mild assumptions,  is
guaranteed to be nonempty by essentially making the additive
uncertainty bound large enough. Naturally, there is a tradeoff
between different types of uncertainty. When the additive
uncertainty bound is large, the bound on multiplicative
uncertainty can be smaller, and vice versa. This is the direct
result of (9). The set of admissible models  gives the
domain from which the model should be selected. Among
the admissible models, the one deemed “the best” depends
on how the model is to be used. If the goal is to find a model
with the least-squared error, then the least-squares regression
gives the best model, with corresponding uncertainty
characterizations. However, since our goal is to compute an
mRCI, the incorporation of the model selection process into
the mRCI computation, as shown in Section IV, may result
in a more desirable invariant set.
IV. ROBUST LP FOR MRCI
In this section, an iterative algorithm based on robust LP,
which simultaneously selects an optimal model and approxi-
mates an mRCI, is proposed. Before presenting the algorithm,
we briefly review the robust optimization approach, which
is the main computation engine for the proposed mRCI
algorithm.
A. Robust Optimization
Robust optimization is widely studied in the operation
research field. We start by presenting a lemma that adapts
the results in [34] by accounting for a bilinear term needed in
our problem.




s.t. ∀β ∈ P(F, f )
H i1β + αᵀ H i2β + H i3α ≤ hi , i = 1, . . . ,M (11)
where α is the decision variable, J (·) is a convex cost function,
β is the uncertain variable, P(F, f ) is the set describing uncer-




3 are constant matrices of appro-
priate dimensions. The robust optimization problem in (11)















λi ≥ 0, i = 1, . . . ,M. (12)
See Appendix VI for the proof.
B. Background on Minimal RCI Sets
Next, we review some of the backgrounds on minimal RCI
sets. First, we start with the definition of an RCI set.
Definition 1: A set S ⊆ Rn is called RCI for the system
described by (1), (3), and (4) if there exists a control strategy
μ : Rn × D → U such that, for all d ∈ D and for all x ∈
S, we have x+ ∈ S with u = μ(x, d) under all possible
uncertainty given by (3).
As mentioned in Section I, the existence of a minimal con-
trol invariant set in the set inclusion sense is not guaranteed.
One way to get around this difficulty is to define an mRCI
with respect to the set inclusion partial order.
Definition 2: An RCI set S is a minimal RCI set (mRCI)
if there does not exist an S   S, s.t. S  is an RCI set.
However, even with this definition, finding an mRCI is
nontrivial. Typically, one tries to find an (approximate) mRCI
by minimizing a certain measure of size, such as volume [14],
[17]. We propose a method that computes a polytopic RCI that
minimizes a linear objective function.
We draw inspiration from [16], where the author proposed
a one-step LP approach to compute a robust invariant set
for an autonomous system (i.e., system without control). The
key idea is to fix the orientation of the candidate supporting
hyperplanes that define a polytopic invariant set. Since the
method in [16] can deal only with autonomous systems, for
systems that are not open-loop stable, the problem becomes
infeasible. One can design a feedback controller and search for
the invariant set of the closed-loop, but there is no guarantee
that the feedback input respects the input bounds for all states
inside the RCI. Moreover, the prechosen feedback controller
reduces the set of hyperplane orientations that would lead to
an RCI. In addition, the uncertainty is assumed to be purely
additive in [16], and no measured disturbance is included.
We adopt the idea of fixing the hyperplane orientation and
propose an iterative approach based on robust LP, where
we search for the feedback control gains and mRCI at the
same time, while respecting all the input constraints and
providing robustness against the uncertainty model under
consideration.
C. One-Step Propagation
Our method begins by choosing a set of L hyperplanes
with fixed orientation Pi and varying offset qi , i = 1, . . . , L.
The selection of the hyperplane orientations is application-
dependent, and we shall present the heuristic that we use
for the hyperplane orientation selection in Section V-A. Let
P = [Pᵀ1 , Pᵀ2 , . . . , PᵀL ]ᵀ and q = [q1, . . . , qL ]ᵀ. Without
loss of generality, assume that Pi  = 1. If S = P(P, q)
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has a nonempty interior, then Pi is the normalized nor-
mal vector pointing outward the corresponding supporting
hyperplane.
Assumption 1: The hyperplanes are chosen such that {x |
Px ≤ 1L} is a compact set, where 1L ∈ RL denotes the column
vector consisting of all ones.
One can show that Px ≤ 1L is compact if and only
if Px ≤ q is compact for all q > 0. Assumption 1
simply guarantees that the set S = P(P, q) is compact for
all q > 0.
The offset q is initialized with q0 ∈ Rn>0 so that the origin
is contained in P(P, q0). Given a polytope S = P(P, q),
we consider the following one-step propagation that searches




s.t. ∀x ∈ P(P, q) ∀d ∈ D
∃u ∈ U, s.t. ∀|e| ≤ A ∀|θ̃ | ≤ M
x+ ∈ PP, q+. (13)
The set S+ = P(P, q+) satisfies the following condition: for
any x ∈ S and d ∈ D, there exists u ∈ U such that all possible
x+’s under u are contained in S+. It is clear that, if S+ ⊆ S,
S is control invariant. The cost cᵀq+ represents a measure of
the size of S+, which we try to minimize.
Remark 2: The choice of the cost function cᵀx is not
unique. The simplest choice is to set c = 1L . If ci is set
to be the area of the facet corresponding to Pi , then (13) is
minimizing the linear approximation of the volume of mRCI
although the computation of the area without knowing the
polytope itself is difficult. One can also set c such that a
particular dimension of the mRCI is penalized more than
others.
Next, we discuss a few simplifications so that the one-step
propagation is solvable by convex optimization. First, as men-
tioned at the beginning of this section, there is no minimum
RCI that is a subset of every RCI. Therefore, the RCI
obtained depends on a specific control strategy. For the linear
discrete-time system discussed in this article, we impose the
following control structure:
u = K ᵀff d + K ᵀfbx (14)
where Kff and Kfb are constant matrices, representing the
feedforward and feedback gain, respectively.
Remark 3: Since Kff and Kfb are part of the optimization
variables, we need to fix B̂ without multiplicative uncertainty
on B to get rid of the cross product terms between the
controller gain and the input matrix. This simplification is
possible since we can always lump the actuation uncertainty
into other uncertainty terms with overapproximations.
Second, the one-step propagation should be robust against
the model uncertainty, i.e., S+ should contain all possible x+
under the uncertain model. This is enforced by considering
the worst case uncertainty, captured by the “for all” quanti-
fiers for e and θ̃ in (13). Since the uncertainty bounds are




Pi Ãx = max| Ã|≤Ã
Tr
|x Pi || Ã| = |Pi | Ã|x |
max
|Ẽ |≤Ẽ
Pi Ẽd = max|Ẽ |≤Ẽ
Tr
|d Pi ||Ẽ| = |Pi |Ẽ |d|
max|e|≤A
Pi e = |Pi |A (15)
where  Ã ∈ Rn×n and Ẽ ∈ Rn×l are the bounds on | Ã| and
|Ẽ| induced from M , respectively. Note that the expressions
in (15) are not yet linear in x and d due to the constraints with
absolute values, which can be converted to linear constraints
using standard LP techniques of enumerating the orthants.
However, for the sake of keeping the notations simple, we will
keep the absolute value form for the remainder of this article.
With these simplifications, the one-step propagation




s.t. π ∈  ∀x ∈ P(P, q) ∀d ∈ D
P

Â(π)x + B̂K ᵀff d + K ᵀfbx + Ê(π)d	
+ |P|Ã(π)|x | + |P|Ẽ(π)|d| + |P|A(π) ≤ q+
K ᵀff d + K ᵀfbx ∈ U . (16)
The optimization problem in (16) concurrently searches for:
1) a controller that satisfies the input bound for all x ∈ S and
all d ∈ D; 2) an admissible model from ; and 3) a set S+
that contains all possible x+ under the controller and the model
selected.
The problem in (16) is a robust linear program in the sense
that the constraints have to be satisfied for all x ∈ S and all
d ∈ D. In particular, if we take α = [Kff, Kfb, q+, π ] and
β = [x, d], it follows the robust optimization form of (11).
Therefore, by Lemma 1, it can be transformed to a LP problem
and solved efficiently.
D. Iterative Algorithm
With the one-step propagation efficiently solvable via LP,
in this section, we devise algorithms to find an RCI set S,
i.e., a set S that satisfies S+ ⊆ S. In the invariant set
computation literature [1], [14], [19], two iterative algorithms
can be found—the inside-out algorithm and the outside-in
algorithm. With the robust LP-based one-step propagation,
the inside-out algorithm is used to solve for an RCI, and the
outside-in algorithm is used to shrink a known RCI to a smaller
size.
1) Inside-Out Algorithm: The inside-out algorithm starts
with a small initial S, iteratively solves for S+ with the
one-step propagation, and replaces S with S+, until S+ ⊆ S
is satisfied. The overall procedure is given in Algorithm 1,
where 0 <   1 is a small constant.
Proposition 1: If Algorithm 1 terminates, S = P(P, q) is
an RCI set.
Proof: By construction, S+ = P(P, q+ − 1L) contains
all possible x+ with x ∈ S, d ∈ D, and since q+ ≤ q + 1L ,
S+ ⊆ S; therefore, S is an RCI.
With  > 0, the algorithm searches for an S+ slightly
larger than that in (16) so that we can allow  tolerance
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Algorithm 1 Inside-Out Algorithm for mRCI
Algorithm 2 Outside-In Algorithm for mRCI
for the termination condition S+ ⊆ S, which accelerates the
convergence of the algorithm.
The optimal choice of the hyperparameter π changes in
every iteration, allowing the algorithm to choose a model
based on S in each iteration. For a small S, more uncertainty
may be lumped into multiplicative terms since |x | is relatively
small; for a large S, a smaller multiplicative uncertainty bound
may be preferred, which is automatically adjusted by the
optimization process.
2) Outside-In Algorithm: On the other hand, if an initial
RCI is known for some admissible model, the outside-in
algorithm can further shrink the initial RCI with a convergence
guarantee. The algorithm iteratively solves for S+ ⊆ S and
replaces S with S+ until S cannot be further shrunken.
Algorithm 2 shows the outside-in algorithm, which is
similar to the inside-out algorithm but differs in two ways.
First, the one-step propagation has an additional constraint
q+ ≤ q , which ensures that S+ ⊆ S. Second, the termination
condition is on the norm of the difference between q and q+.
Theorem 1: If, for a certain admissible model π0, a poly-
topic RCI P(P, q0) is known and satisfies the following: 1) it
can be rendered invariant with a controller of the form shown
in (14) and 2) ∀x ∈ P(P, q0), d ∈ D, K ᵀff d + K ᵀfbx ∈ U , then
the outside-in algorithm is guaranteed to terminate in finite
time.
See Appendix VI for proof.
A comparison of the properties of the two algorithms is
shown in Table I. In summary, the inside-out algorithm solves
for an RCI from scratch, whereas the outside-in algorithm
shrinks the size of a known RCI.
TABLE I
COMPARISON OF ITERATIVE ALGORITHMS
E. Computational Complexity
Due to the iterative nature of the overall approach, it is
hard to analyze the computational complexity. In what follows,
we briefly talk about the complexity of the linear programs
solved in each iteration. The complexity largely depends on
two factors: the dimension of multiplicative uncertainty θ̃
and the size of the hyperplane pool L. The impact of the
dimension of θ̃ is due to (15), which requires the enumeration
of all the orthants of the θ̃ -space. The number of constraints,
thus, scales exponentially with the dimension of θ̃ . However,
in practice, the dimension of θ̃ is usually determined by the
problem setup. Therefore, the hyperplane pool size L is the
dominating parameter affecting the complexity of the robust
linear program in the mRCI algorithm. The dual variable λ’s
dimension is roughly L2 (ignoring the constraint enforcing
d ∈ D), and the number of equality and inequality constraints
in the robust linear program also scales quadratically with L.
To conclude, the variable dimension of the linear program
solved in the mRCI algorithm scales quadratically with L;
the number of constraints of the linear program is roughly
∼ O(2[θ̃ ]·L2), where [θ̃] is the dimension of θ̃ . The complexity
per iteration, then, follows standard complexity results for
LP, which is polynomial in the number of variables and
constraints.
V. IMPLEMENTATION AND EXPERIMENTAL VALIDATION
The overall procedure from mRCI computation to vehicle
deployment is depicted in Fig. 2. The algorithm starts with
collecting data, possibly under some legacy controller if the
system is open-loop unstable. The state and input traces are
then used to identify the set of admissible models given
the model structure by extracting linear constraints from the
measurement data. The hyperplane orientation selection step
selects the orientations of the hyperplanes of the polytopic
invariant set, i.e., the P matrix, which is explained in detail
in Section V-A. With the hyperplane orientations selected,
the set of admissible models  is then used to run the
iterative one-step propagation algorithm (either the inside-out
algorithm in Algorithm 1 or the outside-in algorithm shown in
Algorithm 2) to obtain the mRCI and the controller enforcing
this mRCI, which is then implemented on the vehicle in our
experiments.
In what follows, we first discuss a practical issue:
hyperplane orientation selection. Then, we present implemen-
tation details on the vehicle lane-keeping problem and the
experimental results.
A. Selection of Hyperplane Orientations
The selection of the hyperplane orientations for the RCI is
critical to the success of the mRCI computation. A large num-
ber of hyperplanes may cause a heavy computation load, while
a small number of hyperplanes may cause undue conservatism.
Authorized licensed use limited to: CALIFORNIA INSTITUTE OF TECHNOLOGY. Downloaded on April 19,2021 at 18:00:46 UTC from IEEE Xplore.  Restrictions apply. 
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
CHEN AND OZAY: DATA-DRIVEN COMPUTATION OF RCI SETS 7
Fig. 2. Flowchart showing the overall procedure from mRCI computation
to vehicle deployment.
Unfortunately, it is not yet clear how to select the hyperplane
orientations systematically except for the low-dimensional
state space. It should be noted that the mRCI algorithm
automatically selects the hyperplanes that are useful for the
mRCI via minimizing the cost function; here, we are simply
selecting the pool of hyperplane orientations for the mRCI
algorithm. For a 1-D state space, there is only one choice of
hyperplane orientation, that is, P = [1; −1]. In [16], the author
shows a 2-D example, where the L hyperplanes are selected
so that P(P, 1L ) is an L-sided regular polygon. However,
this approach is not applicable when the state space is of
higher dimensions. There exist random sampling strategies
for choosing hyperplane orientations in higher dimensional
space; for example, using quaternions [35], [36], but uniform
sampling is, in general, inefficient for computing RCI since the
shape of RCI is strongly influenced by the dynamical system.
Certain dimensions or orientations may require a denser patch,
while others can be covered with a sparser set of hyperplane
orientations. We develop a particle simulation approach to
generate the hyperplane orientations for the RCI computation.
To be specific, an uncertain model is identified from
the experimental data, with the nominal model being the
least-squares regression result and having only additive uncer-
tainty
x+ = Ax + Bu + Ed + e, |e| ≤ A. (17)
Note that, when fixing the nominal model to be the
least-squares regression result, the minimum bounds for addi-
tive uncertainty can be uniquely identified. A default controller
is then used to keep the system stable. As an example, in the
lane-keeping case to be discussed later, a saturated LQR
controller is used as the default controller
u = SatU (K x) (18)
where SatU is the saturation function under the input set U .
Then, M particles with random initial state are simulated
following this control law. The external disturbance and
Fig. 3. Experimental platform at Mcity.
additive uncertainty are chosen in the following fashion: with
probability λ, d , and e being chosen such that x+ is
maximized; with probability 1 − λ, d , and e being uniformly
sampled from their domains.
After T sampling times, the convex hull of the M particles
is computed, denoted as H
H = {x |H x ≤ 1}. (19)
H can be roughly seen as an invariant set of the dynamical
system under the default controller, which captures the shape
information determined by the dynamical system. Then, P is
chosen to be [H,−H ].
Remark 4: If the specification requires that the RCI is
inside a polytope given as P(P0, q0), it is straightforward to
encode this constraint. First, the hyperplane orientation matrix
P is augmented as P = [P0; P]. Then, upper bounds are
enforced on q+ on the corresponding dimensions; that is,
suppose that P0 corresponds to the first N0 hyperplanes, and
then, q+1:N0 ≤ q0 is enforced in the optimization. This would
ensure that P(P, q+) ⊆ P(P0, q0).
B. mRCI for Vehicle Lane-Keeping Control
An mRCI is relevant for lane keeping since the objective
is to keep the vehicle inside the lane boundaries, and a
tight tracking of the lane center is preferred. To evaluate
the proposed mRCI algorithm in this context, experiments
were conducted in the Mcity test facility of the University
of Michigan on the OpenAV platform, as shown in Fig. 3,
which is an autonomous vehicle test platform built based on
a Lincoln MKZ sedan [37]. First, measurement data were
collected when the vehicle followed the lane with a default
lane-keeping algorithm that has no performance or safety
guarantees. The data were then used to compute an mRCI
with the proposed method. Finally, the computed mRCI was
validated by experiments on the OpenAV platform.
1) Model Structure: Recent work has demonstrated the util-
ity of linear models obtained via system identification for vehi-
cle lateral dynamics [38]. While it is typical to approximate
the vehicle lateral dynamics by a linear model, uncertainty
exists in such models due to factors, such as nonlinear tire
properties and parameter uncertainties. Moreover, the nominal
Authorized licensed use limited to: CALIFORNIA INSTITUTE OF TECHNOLOGY. Downloaded on April 19,2021 at 18:00:46 UTC from IEEE Xplore.  Restrictions apply. 
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
8 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY
model and the model uncertainty vary with vehicle conditions
and environmental factors, making them hard to model or
predict.
The model to be identified for the lateral dynamics is called
the lateral-yaw model, or bicycle model, which has four states
x = y, vy, ψ, rᵀ (20)
where y is the lateral displacement from the lane center, vy
is the sideslip velocity, ψ is the heading angle with respect
to the lane direction, and r is the yaw rate. The model is
linear, yet the model parameters may change with longitudinal
speed vx , road conditions, and vehicle conditions, such as
mass, inertia, and tire properties. A linear discrete-time model
with uncertainty is to be learned from data to describe the
dynamics. The input is the steering angle on the front axle δ f ;
the measured disturbance is road curvature rd .
To reduce the complexity of the uncertainty characteriza-
tion, a certain structure is imposed on the model based on the
properties of the dynamics. The dynamics for ẏ and ψ̇ are





























After time-discretizing the model in (21), the entries in the
nominal model that corresponds to the parameters from the
kinetic relationship are fixed. As a result, all entries of Ê are
now fixed (the first and third entries of Ê are determined by the
discretization of (21) and rest are zero). To prevent overfitting,
when there is a correlation between the entries of the nominal
model matrix, it is not necessary to parameterize all the entries








1 0 vx Ts 0
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0 0 1 Ts





0 ∗ 0 ∗
∗ ∗ ∗ ∗
0 0 0 0
∗ ∗ ∗ ∗
⎤
⎥⎥⎦ (22)
where { Āi} is a basis for Â − Â0. This linear parameterization
reduces the parameters for Â from 10 (ten nonzero entries in
Āi ) to n1.
Remark 5: The basis was obtained with the following pro-
cedure. First, multiple simulations under different scenarios
were conducted on the high fidelity simulator Carsim,1 each
generating an Â via least-squares regression of the measure-
ment following the structure shown in (22). Then, the basis
vectors are selected with the principal component analysis
(PCA) [39] on the multiple Â obtained from each simulation
run. The number n1 of basis vectors is chosen to be 5.
Since the kinetic relationship in (21) is precise, the multi-
plicative uncertainty terms on the corresponding entries of the
nominal model are assumed to be zero; additive uncertainty
terms are used to represent the sensor error. Then, the overall
1CarSim is a vehicle simulation package that is widely used in industry. It is
a registered trademark of Mechanical Simulation Corporation, Ann Arbor, MI,
USA.
Fig. 4. Generalized dynamical system.
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The bounds on uncertainties are
 Ã22  Ã24  Ã42  Ã44ᵀ ≤ M(π), |e| ≤ A(π).
(24)
The overall π parameterization appears as
Â(π) = A0 +
n1
i=1




















, π = πᵀ1 , πᵀ2 , πᵀ3 ᵀ. (25)
The parameterization is indeed affine.
2) Experimental Setup: We conducted experiments on a
hardware platform built based on a Lincoln MKZ sedan.
Multiple sensors, such as Lidars, radars, cameras, and GPS
units, are installed on the car, and the vehicle can be controlled
by wire, using commands including its throttle, braking, trans-
mission shift, and steering. We used a high-precision real-time
kinematic (RTK) GPS as the main sensor in our experiments;
the model onboard is OXTS RT3003. The GPS gives measure-
ments of the position, heading angle, and velocity. Together
with a map of the desired path, the states for lane keeping can
be calculated.
Among the measurements, the position and heading angle
measurements are extremely accurate; the measurements of
vy and r , however, are noisy. To get a better estimation of
the states, a Kalman filter is used to filter out the noise. The
design of the Kalman filter follows the standard procedure
with a crude model of the vehicle dynamics (the Kalman
filter is robust against inaccurate models) and is omitted here.
To this end, the model identified from the measurement and
used for mRCI computation actually describes the generalized
dynamical system shown in Fig. 4. Since the RTK GPS
uses the same kinetic relationship to obtain velocity mea-
surements, the model structure in (22) remains unchanged
for the generalized model. Note that, in our implementation
of the controllers, the same Kalman filter is used to generate
the state estimation, so, indeed, the controller is dealing with
the generalized dynamical system shown in Fig. 4.
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Fig. 5. Convergence of the inside-out algorithm.
3) Experimental Results: The first step is to collect data.
We let the vehicle follow a sinusoidal-shaped path with the
default lane-keeping controller equipped by the OpenAV plat-
form, which is a preview lane-keeping controller, as introduced
in [40]. The path was recorded in advance by a human driver,
which was in the form of trajectory points consisting of X ,
Y coordinates, heading angle, and curvature. During the data
collection process, the GPS signal is compared to the recorded
path to obtain the lane-keeping states in (20), which are then
filtered by the Kalman filter. Then, the output of the Kalman
filter was used to formulate the set of admissible models 
following the procedure in (9). With the set of admissible
models ready, the iterative algorithm was used to compute
an mRCI. Since no existing RCI was available, the inside-
out algorithm was used. The specification include keeping the
vehicle within the lane boundaries (|y| ≤ 0.9 m) while driving
at vx = 5 m/s with maximum road curvature 0.025 rad/m.
To make sure that the steer-by-wire actuator was able to
keep up with the steering command, the following bound was
enforced on the control gains in the mRCI computation:K 1fb ≤ 0.3, K 3fb ≤ 1.2. (26)
The inside-out algorithm converged after 123 iterations,
as shown in Fig. 5, returning an admissible model, an mRCI
[denoted by P(PLK, qLK)], and a set of control gains
depending on the states x and the measurable disturbance rd
u = [−0.30,−0.061,−0.85,−0.05]x + 0.03rd . (27)
This controller was used onboard as the lane-keeping
controller for validating the computed mRCI.
Then, the computed mRCI was validated with experiments.
A sinusoidal-shaped path was used, with a 1.5-m amplitude,
a wavelength at 49 m, and a maximum road curvature of
0.025 rad/m, which is assumed to be the maximum allowed
road curvature. Fig. 6 shows the plots of PLKi x/q
LK
i for
different hyperplanes indexed by i . The initial condition was
outside the invariant set as it was not possible to arbitrarily
initialize the real vehicle and the vehicle was not aligned with
the prerecorded path. Though, after the initial convergence,
all trajectories are below 1, indicating that the state is, indeed,
contained in the mRCI. A video of the experimental validation
Fig. 6. Relative position with respect to the different hyperplanes i in the
computed mRCI P(PLK, qLK).
Fig. 7. Projection of the 4-D mRCI on 3-D space for visualization.
can be found at https://youtu.be/gl4rLJm3RcQ. We also note
that the experiments were run on a rainy day as can be seen
from the video.
A more intuitive plot is shown in Fig. 7. The pink polytopes
are four projections of the mRCI to 3-D space, and the blue
curves are the projections of the state during the experiment.
Indeed, the state trajectory is contained in the mRCI.
Remark 6: As a benchmark, the mRCI algorithm was tested
with the undetermined entries of (22) fixed to be the linear
regression model identified from the experiment data. We did
a similar comparison in [33], where the data came from
the Carsim simulation, and the regression model resulted
in a much larger RCI than the optimal model. When real
experimental data were used, the uncertainties were stronger,
and the mRCI algorithm failed to obtain an RCI with the
regression model. This indicates that, although the linear
regression model minimized model uncertainty, it is not the
optimal model for mRCI computation. One of the strengths of
the proposed algorithm is that the model and the mRCI are
optimized simultaneously, resulting in a better result than a
preselected nominal model.
Remark 7: Experiments were conducted on sinusoidal
paths with sharper (40-m wavelength) and milder (80-m
wavelength) turns, and the state was contained in the mRCI
in both cases. However, when the longitudinal speed vx of
the vehicle was changed, the performance deteriorated signif-
icantly, indicating that the proposed method is quite sensitive
Authorized licensed use limited to: CALIFORNIA INSTITUTE OF TECHNOLOGY. Downloaded on April 19,2021 at 18:00:46 UTC from IEEE Xplore.  Restrictions apply. 
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
10 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY
to vx . Since vx is an important parameter in the nominal
model, the model may not be admissible once vx is changed.
One possible solution is to parameterize the model with vx ,
but some modification will then be needed in the one-step
propagation, as the model will no longer be linear.
VI. CONCLUSION
This article presents a data-driven algorithm to approxi-
mately compute a minimal robust invariant set by simulta-
neously selecting an admissible model and minimizing the
size of the RCI. The algorithm has two steps: first, the set
of all admissible models with uncertainty characterization is
identified from the measurement data; then, a robust linear
program is formulated to iteratively search for an mRCI. The
robust LP-based algorithm is able to simultaneously select an
appropriate model, finding a good tradeoff between the nom-
inal model and different types of uncertainties, and minimize
the size of an mRCI. The algorithm is used to construct an
mRCI using data from a real vehicle, and the corresponding
controller is deployed on the vehicle at Mcity for validation
purposes. Our experiments show that the obtained controller
successfully keeps the vehicle within a small distance from
the lane center, where our algorithm also provides a guarantee
on the worst case tracking error bounds in the form of an
invariant set.
There are several interesting directions for future research
in simultaneously learning the system models and enforcing
safety. For instance, the proposed algorithm depends on a
finite sequence of data collected from the system; therefore,
in theory, it does not provide any invariance guarantees against
unseen data if the additional data invalidate the admissible
model set. Analyzing the reliability of the computed mRCI
in a stochastic setting will be considered in our future
work.
APPENDIX A
PROOF OF LEMMA 1
Proof: The robust optimization problem in (11) is equiv-






H i1β + αᵀ H i2β + H i3α

≤ hi , i = 1, . . . ,M
(28)
where the maximum is taken over the uncertainty set. Consider
now one of the inner primal problems
pi = max
β∈P(F, f )










( f − Fβ).
If both problems are feasible, then, by strong duality, we have
di = pi . Note that
max
β

















Thus, the dual is written as
di = min






Plugging this expression into (28), the original robust
optimization problem (11) is transformed to the following:
min J (α)










λi ≥ 0, i = 1, . . . ,M. (31)
Note that, due to the duality, di is always an upper bound of the
right-hand side of the constraint in (11); therefore, a solution
to (31) is always a feasible solution to (11), and when strong
duality holds, the two formulations are equivalent.
APPENDIX B
PROOF OF THEOREM 1
Before proving Theorem 1, we present two lemmas related
to convex compact polytopes.
Lemma 2: For a nonempty compact polytope P(P, q), sup-
pose that one moves the i th hyperplane from qi to q̄i and
leaves the rest unchanged, resulting in the following polytope
P(P, q ), where q  = [q1, . . . , q̄i , qi+1, . . . , qL ]ᵀ. Then, there
exists a constant ci such that, if q̄i < ci , P(P, q ) = ∅.
Proof: Since P(P, q) is compact, f (x) = Pi x is a
continuous function, and it always achieves its minimum value
on a compact set. Let ci = min
x∈P(P,q)
Pi x . It is obvious that ci ≤
qi . Note that, if q̄i ≤ qi , P(P, q ) = P(P, q)∩{x | Pi x ≤ q̄i}.
Therefore, when q̄i < ci , P(P, q ) = ∅.
Lemma 3: Let P(P, q) be a nonempty compact polytope.
Define ci = min
x∈P(P,q)
Pi x . For any q  ≤ q and c =
[c1, c2, . . . , cL ]ᵀ, if the set P(P, q ) is nonempty, then q  ≥ c.
Proof: The proof follows from Lemma 2 and the fact
that ci = minx∈P(P,q ) Pi x ≥ ci .
Now, we can prove Theorem 1.
Proof of Theorem 1: First, we show that the one-step prop-
agation is always feasible, and every q+ during the iteration
leads to an RCI. For clarity, denote the offset q found in
the i th iteration as qi . We show this by induction. For the
first iteration, by assumption, q0 is a feasible solution to the
one-step propagation. Assuming the nth iteration is feasible,
and the optimal solution for q+ is qn, then
∃Kff, Kfb, π, q+ s.t. π ∈ 
∀x ∈ PP, qn−1 ∀d ∈ D ∀| Ã| ≤ Ã(π)
∀|Ẽ | ≤ Ẽ(π) ∀|e| ≤ A(π)
P

Â(π)x + B̂K ᵀff d + K ᵀfbx
+Ê(π)d + Ẽd + Ãx + e

≤ q+
K ᵀff d + K ᵀfbx ∈ U, q+ ≤ qn . (32)
Note that we replace the last constraint q+ ≤ qn−1 with
q+ ≤ qn since qn is a feasible solution. Consider the one-step
propagation in the n + 1th iteration. The only difference
between the robust LP solved in the n + 1th iteration and
the constraints in (32) is that the uncertainty set of x changes
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from P(P, qn−1) to P(P, qn). Since P(P, qn) ⊆ P(P, qn−1),
the uncertainty set for the n + 1th iteration is a subset of
that in the nth iteration; therefore, qn is still a solution
to the one-step propagation in the n + 1th iteration, and
the one-step propagation is still feasible. By induction, the
one-step propagation in the outside-in algorithm is always
feasible, and for all qn, P(P, qn) is always an RCI.
Next, let ci = min
x∈P(P,q0)
Pi x . Since, for all n ∈ Z≥0, qn ≤ q0,
by Assumption 1, P(P, q0) is compact. Then, by Lemma 3,
for all n ∈ Z≥0, qn ≥ c. Note that, in every iteration, 0 ≤
qn+1 ≤ qn, 1ᵀqn+1 < 1ᵀqn −. Then, we have 1ᵀqn < 1ᵀq0−
n, and 1ᵀqn is lower bounded by 1ᵀc; therefore, the iteration
will terminate in finite time.
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