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Abstract
We consider the nonsymmetric algebraic Riccati equationXM12X+XM11+M22X+M21=0, whereM11,M12,
M21,M22 are real matrices of sizes n× n, n×m,m× n,m×m, respectively, and M =[Mij ]2i,j=1 is an irreducible
singular M-matrix with zero row sums. The equation plays an important role in the study of stochastic ﬂuid models,
where thematrix−M is the generator of aMarkov chain. The solution of practical interest is theminimal nonnegative
solution. This solution may be found by basic ﬁxed-point iterations, Newton’s method and the Schur method.
However, these methods run into difﬁculties in certain situations. In this paper we provide two efﬁcient methods
that are able to ﬁnd the solution with high accuracy even for these difﬁcult situations.
© 2005 Elsevier B.V. All rights reserved.
MSC: 15A24; 15A48; 65F30; 65H10
Keywords: Nonsymmetric algebraic Riccati equation; M-matrix; Minimal nonnegative solution; Schur method; Latouche–
Ramaswami algorithm
1. Introduction
In [7] we studied the nonsymmetric algebraic Riccati equation (ARE)
XM12X + XM11 + M22X + M21 = 0, (1)
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where M11,M12,M21,M22 are real matrices of sizes n × n, n × m,m × n,m × m, respectively, and
M =
[
M11 M12
M21 M22
]
(2)
is a nonsingular M-matrix or an irreducible singular M-matrix. (A square matrix A is called an M-matrix
if A= sI −B with B0 (elementwise order) and s(B), where (·) is the spectral radius. It is called a
singular M-matrix if s = (B); it is called a nonsingular M-matrix if s > (B).) Nonsymmetric AREs of
this type appear in the study of ﬂuid models through Wiener–Hopf factorization of Markov chains (see
[23] and the references therein). The solution of practical interest is the minimal nonnegative solution. In
this paper we limit our attention to the most important situation thatM is an irreducible singularM-matrix
with Me = 0, where e is a column vector with all components equal to one. The dimension of e is often
clear from the context. Otherwise, we use e(k) to indicate that the dimension is k.
The following result is a special case of the results established in [7]. (The main results of [7] have
been summarized and updated in [11].)
Theorem 1. LetM be an irreducible singularM-matrix withMe=0.Then (1) has a minimal nonnegative
solution S and See.
It has been shown in [9] that the minimal nonnegative solution S is positive.
Let Sˆ be the minimal nonnegative solution of
XM21X + XM22 + M11X + M12 = 0, (3)
the dual equation of (1). Then we also have Sˆee and Sˆ > 0. It has been shown in [7] that the matrices
Z = M11 + M12S and Zˆ = M22 + M21Sˆ are irreducible M-matrices and that Ze0 and Zˆe0.
Three types of methods for ﬁnding the minimal nonnegative solution S have been studied in [7]. They
are basic ﬁxed-point iterations, Newton’s method and the Schur method. The most difﬁcult situation
for these methods occurs when uT1 e = uT2 e, where u1 ∈ Rn and u2 ∈ Rm are positive vectors such
that (uT1 u
T
2 )M = 0. (The vectors u1 and u2 are uniquely determined if we assume uT1 e + uT2 e = 1, for
example.) In this situation, the convergence of the ﬁxed-point iterations is sublinear and the convergence
of Newton’s method is typically linear with rate 12 . Difﬁculties also arise when u
T
1 e ≈ uT2 e. The Schur
method also runs into difﬁculties when uT1 e ≈ uT2 e, as we will explain later.
On the other hand, the difﬁcult situation is also an important situation. In the study of Markov chains,
−M is the generator of the Markov chain. Since M has a zero eigenvalue, the chain will live forever.
(If M were an irreducible nonsingular M-matrix with nonnegative row sums, the chain would die out.)
In the Wiener–Hopf factorization of the Markov chain (see [23]), we get two new Markov chains with
generators −Z and −Zˆ, respectively. The difﬁcult situation (uT1 e = uT2 e) is precisely the situation where
both chains will live forever.
In this paper we present two efﬁcient methods for ﬁnding the solution S. The ﬁrst one is a modiﬁed
Schur method presented in Section 3. To put this method in a proper setting, the original Schur method
is discussed in Section 2. The modiﬁed Schur method is expected to have high accuracy even when
uT1 e ≈ uT2 e. However, there is not much we can do if the accuracy is not high enough when uT1 e ≈ uT2 e,
since Newton’s method (the standard tool for iterative reﬁnement) runs into difﬁculties in this case. The
second method is based on an important observation by Ramaswami [22] that the Eq. (1) is closely related
to a quadratic matrix equation arising in quasi-birth-death processes (QBDs), for which the powerful
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Latouche–Ramaswami (LR) algorithm [18] can be applied. The LR algorithm is an iterative procedure
and is much easier to use than the Schur method. However, a direct application of the LR algorithm
would require about [400/3]n3 ﬂops each iteration when m = n, while the Schur method (modiﬁed or
not) only requires roughly 200n3 ﬂops for thewhole computation. In Section 4, we present a simpliﬁed LR
algorithm using the special structure of the QBD. The simpliﬁed algorithm requires about [124/3]n3 ﬂops
each iteration when m = n. The (simpliﬁed) LR algorithm has quadratic convergence when uT1 e = uT2 e.
In many cases, the LR algorithm requires only a small number of iterations, so the computational work
of the simpliﬁed LR algorithm is comparable to that for the (modiﬁed) Schur method. When uT1 e = uT2 e,
however, the convergence of the LR algorithm is expected to be linear with rate 12 . In this case, the
simpliﬁed LR algorithm is still much more expensive than the Schur method. In Section 5, for the case
uT1 eu
T
2 e, we use a modiﬁcation of a shift technique proposed in [14] to speed up the convergence of the
simpliﬁed LR algorithm without increasing the computational work per iteration. In particular, quadratic
convergence is recovered for the (simpliﬁed) LR algorithm for the case uT1 e = uT2 e. In Section 6, we
present some numerical results to show the efﬁciency and accuracy of the modiﬁed Schur method and
the simpliﬁed LR algorithm with a shift.
2. The Schur method
It has been pointed out in [20] that the Schur method can be used to ﬁnd solutions of general non-
symmetric AREs. In particular, the Schur method can ﬁnd the minimal solution S of (1) by using an
appropriate invariant subspace of the matrix
R =
[
M11 M12
−M21 −M22
]
. (4)
So we ﬁrst provide some information about the eigenvalues of the matrix R. We denote the open left
half-plane and the open right half-plane by C< and C>, respectively. The next result is an update of
some results in [7] and [11]. See also [23] for relevant results in the context of Markov chains, which are
obtained using probabilistic arguments and interpretations.
Theorem 2. With previous notations, we have
(1) If uT1 e=uT2 e, then R has n−1 eigenvalues in C>,m−1 eigenvalues in C<, and two zero eigenvalues
with only one linearly independent eigenvector. Moreover, Se = e and Sˆe = e.
(2) If uT1 e >uT2 e, then R has n − 1 eigenvalues in C>, m eigenvalues in C<, and one zero eigenvalue.
Moreover, Se = e, Sˆee and Sˆe = e.
(3) If uT1 e <uT2 e, then R has n eigenvalues in C>, m − 1 eigenvalues in C<, and one zero eigenvalue.
Moreover, See, Se = e and Sˆe = e.
Remark 3. In [7] and [11], the conclusion Se = e (Sˆe = e) was made under the additional assumption
that M12 (M21) has no zero columns. The additional assumption can be removed by using a continuity
argument. We shall not give the argument here since the conclusion also follows from Theorem 6 and
Propositions 7 and 8 in Section 4.
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We can easily verify the so-called Wiener–Hopf factorization for the matrix (2) (see [7,23]):[
M11 M12
−M21 −M22
] [
I Sˆ
S I
]
=
[
I Sˆ
S I
] [
Z 0
0 −Zˆ
]
. (5)
It is shown in [7] that the eigenvalues of Z are the n eigenvalues of R with largest real parts and that the
eigenvalues of Zˆ are the negative of the m eigenvalues of R with smallest real parts, even when the matrix[
I Sˆ
S I
]
is singular. Recall that the matrices Z and Zˆ are irreducible M-matrices. Thus, by the Perron–Frobenius
theory (see [4,24]), for case (2) in Theorem 2 the eigenvalue of R that is in C< and closest to the imaginary
axis must be real and simple; for case (3) in Theorem 2 the eigenvalue of R that is in C> and closest to
the imaginary axis must be real and simple. We can also see from (5) that the column space of (I ST)T
is the unique n-dimensional invariant subspace of R corresponding to the n eigenvalues of R with largest
real parts. This means that the solution S may be obtained by the Schur method as described below (see
[7] for a slight different presentation).
Theorem 4. Let U be an orthogonal matrix such that
UTRU = N
is a real Schur form of R, where the 1 × 1 or 2 × 2 diagonal blocks of N corresponding to eigenvalues
in C> come before the 1 × 1 block(s) corresponding to the zero eigenvalue(s), which is (are) followed by
the diagonal blocks corresponding to eigenvalues in C<. If U is partitioned as[
U11 U12
U21 U22
]
, (6)
where U11 ∈ Rn×n, then U11 is nonsingular and S = U21U−111 .
In the theorem, the solution S is found by solving SU11 =U21. The accuracy of S is thus dependent on
(U11), the condition number of the matrix U11. An upper bound for the 2-norm condition number can
be obtained by applying the next result, noting that an upper bound for ‖S‖2 can be obtained from See
(see Theorem 1).
Proposition5. LetUbeanorthogonalmatrix partitionedas in (6). IfU11 is nonsingular andW=U21U−111 ,
then
2(U11)1 + ‖W‖22.
The proof of this result is essentially the same as that of corresponding results in [15] and [16], where
the results are stated for speciﬁc matrix equations.
We use subroutines DGEHRD, DORGHR, DHSEQR, and DTREXC from LAPACK [1] to compute in
double precision an ordered real Schur form described in Theorem 4. The 1× 1 or 2× 2 diagonal blocks
in the real Schur form obtained by DHSEQR do not generally have the required ordering. The subroutine
DTREXC is used to reorder the diagonal blocks by using orthogonal transformations to interchange
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consecutive diagonal blocks (see [2]). To keep the number of interchanges of consecutive blocks at a
minimum, we use the original ordering within the group of diagonal blocks associated with eigenvalues
in C> and within the group of diagonal blocks associated with eigenvalues in C<.
When uT1 e= uT2 e, zero is a double eigenvalue of R with index two (see Theorem 2). Thus, without any
special treatment, we can only expect half of themachine precision for the two computed eigenvalues near
zero when uT1 e = uT2 e. (For a discussion of perturbation of a multiple eigenvalue, see [17], for example.)
When uT1 e ≈ uT2 e, the exact Schur form ofR should contain 1×1 diagonal blocks (0) and (), where  ≈ 0
is a real number. In the computed Schur form, however, the accuracy of the two approximate eigenvalues
is in general far lower than the level of the machine precision. We make the reasonable assumption that,
in the computed real Schur form, n−1 of the remaining eigenvalues are in C> andm−1 of the remaining
eigenvalues are in C< (as is the case for the exact Schur form). If the computed Schur form displays a
2×2 diagonal block for the two approximate eigenvalues, we will not attempt to compute an approximate
minimal solution from the Schur form. If the computed Schur form displays two 1 × 1 diagonal blocks
for the two approximate eigenvalues 12, an approximate solution will be computed in the following
way: (a) If 1 > 0 and 20, then we can compute the minimal solution as described in Theorem 4.
(b) If 10, then we replace the nth column of U by (1, 1, . . . , 1)T/
√
n + m, a normalized eigenvector
corresponding to the exact zero eigenvalue, and then compute the minimal solution as in Theorem 4. (c)
If 2 > 0, we use DTREXC to bring(2) to the (n + 1, n + 1) position (If 1 = 2, we assume that 2 is
closer to the (n+ 1, n+ 1) position than 1 is.) and then compute the minimal solution as in Theorem 4.
Therefore, when uT1 e ≈ uT2 e the Schur method as described in Theorem 4 may still provide an ap-
proximate solution, but the accuracy of the approximate solution is very much in doubt. This kind of
inaccuracy has already been reported for symmetric AREs when the Hamiltonian matrix has eigenvalues
on the imaginary axis (see [3], for example).
In order to ﬁnd an accurate solution,wewill provide a newprocedure based on the Schur decomposition.
We will separate the known zero eigenvalue from the rest of eigenvalues of R in the beginning, and bring
the tamed zero eigenvalue back into play only when necessary.
3. A modiﬁed Schur method
Our ﬁrst step is to separate the known zero eigenvalue of the matrix R in (4) from the rest of its
eigenvalues. Let Pk (k =m, n) be Householder transformations such that Pke(k) = −
√
ke
(k)
1 (k =m, n),
where e(k)1 = (1, 0, . . . , 0)T is k-dimensional. Thus,
Pk = Ik − 2wkwTk
with
wk = (e(k) +
√
ke
(k)
1 )/‖e(k) +
√
ke
(k)
1 ‖2.
Note that P−1k = P Tk = Pk . Let
T =
[
In 0
−
√
m
n
Im×n Im
][
Pn 0
0 Pm
]
.
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Then we have
T
[
e(n)
e(m)
]
=
[−√ne(n)1
0
]
and thus
T RT −1
[−√ne(n)1
0
]
= T R
[
e(n)
e(m)
]
= 0. (7)
The matrix
V = T RT −1 =
[
V11 V12
V21 V22
]
can be formed by computing in O((n + m)2) ﬂops the matrices
V11 = M˜11 +
√
m
n
M˜12Im×n, V12 = M˜12,
V21 = −M˜21 −
√
m
n
(Im×nM˜11 + M˜22Im×n) − m
n
Im×nM˜12Im×n,
V22 = −M˜22 −
√
m
n
Im×nM˜12,
where
M˜11 = PnM11Pn, M˜12 = PnM12Pm, M˜21 = PmM21Pn, M˜22 = PmM22Pm.
By (7), the ﬁrst column of V is zero. So we can write
V =
[
0 z
0 V˜
]
, (8)
where V˜ is of size (n+m− 1)× (n+m− 1). Note that V and R have the same eigenvalues. So the zero
eigenvalue of R has been separated from the rest of its eigenvalues.
Next we explain how the solution S of (1) can be obtained from a proper solution of the Riccati equation
corresponding to the matrix V, i.e., the equation
XV 12X + XV 11 − V22X − V21 = 0. (9)
Recall that the column space of (I ST)T is the unique n-dimensional invariant subspace ofR corresponding
to its n eigenvalues with largest real parts. Let the column space of (ST1 S
T
2 )
T
, where S1 ∈ Rn×n, be the
invariant subspace of V corresponding to these same eigenvalues. Since the column space of (ST1 S
T
2 )
T is
the same as the column space of T (I ST)T, there exists a nonsingular n × n matrix W such that
[
S1
S2
]
= T
[
I
S
]
W =
[
PnW(
PmS −
√
m
n
Im×nPn
)
W
]
.
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Therefore, (9) has a solution
S˜ = S2S−11 =
(
PmS −
√
m
n
Im×nPn
)
P−1n = PmSPn −
√
m
n
Im×n.
Thus, the solution S of (1) can be obtained from S˜ by using
S = Pm
(
S˜ +
√
m
n
Im×n
)
Pn. (10)
Our task is then to ﬁnd S˜ accurately.
Let Q˜TV˜ Q˜ = N˜ be a real Schur form of the matrix V˜ in (8). Since one zero eigenvalue of V has been
left out, the remaining eigenvalues of V can (normally) be found accurately by the real Schur form for V˜ .
Therefore, we know all eigenvalues ofR and thus all eigenvalues ofZ=M11+M12S and Zˆ=M22+M21Sˆ.
We arrange the 1 × 1 or 2 × 2 diagonal blocks of N˜ in such a way that diagonal blocks associated with
eigenvalues in C> appear in the top left corner. As before, the ordered real Schur form for V˜ is computed
by using the subroutines DGEHRD, DORGHR, DHSEQR, and DTREXC. A Schur form forV is obtained
by using
Q(1) =
[
1 0
0 Q˜
]
.
By Theorem 2, N˜ has either n − 1 or n eigenvalues in C>. If N˜ has n − 1 eigenvalues in C>, then the
separated zero eigenvalue is one of the n eigenvalues of V with largest real parts. Therefore, the solution
S˜ is determined by the ﬁrst n columns of the orthogonal matrix Q(1). If n = 1 then S˜ = 0. For n> 1,
we let
Q˜ =
[
Q˜11 Q˜12
Q˜21 Q˜22
]
with Q˜11 ∈ R(n−1)×(n−1), and let
L =
[
1 0
0 Q˜11
]
.
Then
S˜ = [0 Q˜21]L−1 = [0 Q˜21(Q˜11)−1].
Note that the invertibility of L is guaranteed by the existence of the solution S˜. Moreover, by Proposition 5,
2(Q˜11)2(L)1 + ‖S˜‖22. (11)
If N˜ has n eigenvalues in C>, then the zero eigenvalue is not one of the n eigenvalues of V with largest
real parts. So, for the Schur form of V, we use DTREXC to move the zero eigenvalue from the (1, 1)
position to the (n + 1, n + 1) position. If uT1 e ≈ uT2 e then, at one stage in this process, we need to swap
the zero eigenvalue with a very small positive eigenvalue. The swapping can be performed with high
360 C.-H. Guo / Journal of Computational and Applied Mathematics 192 (2006) 353–373
accuracy since we swap two 1 × 1 blocks (see [2]). Let Q(2) be the orthogonal matrix used to move the
zero eigenvalue to the right position and let Q = Q(1)Q(2). Then
QTVQ = N
is a new real Schur form with the n eigenvalues in C> appearing ﬁrst in N. Let Q be partitioned as
Q =
[
Q11 Q12
Q21 Q22
]
with Q11 ∈ Rn×n. Then S˜ = Q21Q−111 . Again, the invertibility of Q11 is guaranteed by the existence of
the solution S˜. Moreover,
2(Q11)1 + ‖S˜‖22. (12)
After S˜ has been computed, the solution S is found by (10) in O((n + m)2) ﬂops. The whole procedure
described in this section will be called the modiﬁed Schur method.
The upper bound in (11) and (12) involves ‖S˜‖2. We note that the difference between ‖S˜‖2 and ‖S‖2
is not too big. Indeed, we have by (10) that
‖S‖2 −
√
m
n
‖S˜‖2‖S‖2 +
√
m
n
.
Since See by Theorem 1, we have ‖S‖∞1. Thus,
‖S‖2√m‖S‖∞√m
and
‖S˜‖2‖S‖2 +
√
m
n

√
m
(
1 + 1√
n
)
.
4. A simpliﬁed Latouche–Ramaswami algorithm
Recall that the matrix M in (2) is an irreducible singular M-matrix with Me = 0. Ramaswami [22]
made an interesting observation that the matrix Eq. (1) is closely related to a quadratic matrix equation
arising in QBDs.
Choose a number max1 im+nmii , wheremii are the diagonal elements ofM; let P =I −(1/)M .
Then P is nonnegative with Pe = e, i.e., P is a stochastic matrix. Let
P =
[
P11 P12
P21 P22
]
,
where the partitioning is conformable with that for the matrix M. Thus,
P11 = I − 1

M11, P12 = −1

M12, P21 = −1

M21, P22 = I − 1

M22. (13)
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Ramaswami [22] constructed three matrices from the matrix P:
A0 =
[
P11 0
1
2P21 0
]
, A1 =
[
0 P12
0 12P22
]
, A2 =
[
0 0
0 12I
]
. (14)
Note that the nonnegative matricesA0, A1, A2 are such thatA=A0 +A1 +A2 is irreducible andAe= e.
We can associate a QBD process with the matrices A0, A1, A2. Let  be the stationary probability vector
of A, i.e., > 0, Te = 1 and TA = T. The QBD is called positive recurrent if TA0e > TA2e, null
recurrent if TA0e = TA2e, and transient if TA0e < TA2e.
By (13), we know that TA = T is equivalent to
T
[
M11 M12
1
2M21
1
2M22
]
= 0.
Thus, T =[uT1 2uT2 ]/(uT1 e+2uT2 e). It then follows that TA0e− TA2e= (uT1 e−uT2 e)/(uT1 e+2uT2 e). In
other words, the QBD is positive recurrent, null recurrent, or transient according as uT1 e >uT2 e, uT1 e=uT2 e,
or uT1 e <u
T
2 e.
The matrix equation
G = A0 + A1G + A2G2 (15)
has a minimal nonnegative solution G. Likewise, the dual equation
F = A2 + A1F + A0F 2 (16)
has a minimal nonnegative solution F. Moreover, the following result is well known (see [19] and [21]).
Theorem 6. If the QBD is positive recurrent, then G is stochastic and F is substochastic with spectral
radius (F )< 1. If the QBD is transient, then F is stochastic and G is substochastic with (G)< 1. If the
QBD is null recurrent, then G and F are both stochastic.
The following result is a slight different presentation of Theorem 4.1 of [22]. We provide an algebraic
proof for completeness.
Proposition 7. The minimal nonnegative solution of (15) is
G =
[
P11 + P12S 0
S 0
]
,
where S is the minimal nonnegative solution of (1).
Proof. Using block matrix multiplications and the relations (13), we can see that a matrix of the form[
A 0
B 0
]
is a solution of (15) if and only if A = P11 + P12B and
BM12B + BM11 + M22B + M21 = 0.
This completes the proof. 
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We will also need the following result.
Proposition 8. The minimal nonnegative solution of (16) is
F =
[
0 Sˆ
0 (2I − P22 − P21Sˆ)−1
]
, (17)
where Sˆ is the minimal nonnegative solution of (3).
Proof. Using block matrix multiplications, we see that[
0 C
0 D
]
is a solution of (16) if and only if
C = (P12 + P11C)D (18)
and
(2I − P22 − P21C)D = I . (19)
Equation (19) implies D(2I − P22 − P21C) = I . So post-multiplying (18) by 2I − P22 − P21C gives
CP 21C + CP 22 + P11C + P12 = 2C,
which is equivalent to
CM21C + CM22 + M11C + M12 = 0
in view of (13). For the minimal solution Sˆ of (3), we have Sˆee and (2I −P22 −P21Sˆ)e2e− (P22 +
P21)e = e. Thus, 2I − P22 − P21Sˆ is a nonsingular M-matrix and (2I − P22 − P21Sˆ)−10 (see [4], for
example). Therefore, the minimal nonnegative solution of (16) is given by (17). 
The solution G can be computed by the LR algorithm [18]:
Algorithm 1. Set
L(0) = (I − A1)−1A0,
H(0) = (I − A1)−1A2,
G(0) = L(0),
T (0) = H(0).
For k = 0, 1, . . ., compute
U(k) = H(k)L(k) + L(k)H (k),
L(k+1) = (I − U(k))−1(L(k))2,
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H(k+1) = (I − U(k))−1(H (k))2,
G(k+1) = G(k) + T (k)L(k+1),
T (k+1) = T (k)H (k+1).
It is shown in [18] that the matrices H(k) and L(k) are well deﬁned and nonnegative and that the
(monotonically increasing) sequence {G(k)} converges quadratically to the matrixG for positive recurrent
QBDs and for transient QBDs. The convergence is expected to be linear with rate 12 for null recurrentQBDs (see [8]). We also note that a reﬁned implementation of the LR algorithm has been given in [25]
to have better numerical stability.
The computational work involved in each iteration of Algorithm 1 is about [50/3](m + n)3 ﬂops.
However, in our case, the matrices A0, A1, A2 have very special structures, and it is possible to reduce
the computational work signiﬁcantly.
For this purpose, we partition the matrices L(k),H (k),G(k), T (k) as
L(k) =
[
L
(k)
1 L
(k)
3
L
(k)
2 L
(k)
4
]
, H (k) =
[
H
(k)
1 H
(k)
3
H
(k)
2 H
(k)
4
]
,
G(k) =
[
G
(k)
1 G
(k)
3
G
(k)
2 G
(k)
4
]
, T (k) =
[
T
(k)
1 T
(k)
3
T
(k)
2 T
(k)
4
]
,
conformably with the partitioning of M (or that ofA0, A1, A2). It is easily seen by block matrix computa-
tions that L(k)3 , L
(k)
4 , H
(k)
1 , H
(k)
2 , G
(k)
3 , G
(k)
4 , T
(k)
1 , T
(k)
2 are all zero matrices for each k0. Moreover, the
matrices G(k)1 and T
(k)
3 are not needed in ﬁnding the solution S. The LR algorithm can thus be simpliﬁed
to the following.
Algorithm 2. Set
[
L
(0)
1 H
(0)
3
L
(0)
2 H
(0)
4
]
=
[
I −P12
0 I − 12P22
]−1 [
P11 0
1
2P21
1
2I
]
,
G
(0)
2 = L(0)2 ,
T
(0)
4 = H(0)4 .
For k = 0, 1, . . ., compute
U(k) =
[
H
(k)
3 L
(k)
2 L
(k)
1 H
(k)
3
H
(k)
4 L
(k)
2 L
(k)
2 H
(k)
3
]
,
[
L
(k+1)
1 H
(k+1)
3
L
(k+1)
2 H
(k+1)
4
]
= (I − U(k))−1
[
(L
(k)
1 )
2 H(k)3 H
(k)
4
L
(k)
2 L
(k)
1 (H
(k)
4 )
2
]
,
364 C.-H. Guo / Journal of Computational and Applied Mathematics 192 (2006) 353–373
G
(k+1)
2 = G(k)2 + T (k)4 L(k+1)2 ,
T
(k+1)
4 = T (k)4 H(k+1)4 .
The solution S is approximated by the sequence {G(k)2 }. The computational work involved in each
iteration of Algorithm 2 is about 4m3 + 8m2n + 6mn2 + 2n3 + 8/3(m + n)3 ﬂops. When m = n,
Algorithm 1 requires [400/3]n3 ﬂops and Algorithm 2 requires [124/3]n3 ﬂops. The simpliﬁed LR
algorithm is also less expensive than Newton’s method, which requires roughly 60n3 ﬂops each iteration
when m = n.
In [8] it is shown, using the formulation in [5], that the LR algorithm can be obtained by using a cyclic
reduction algorithm combined with proper block diagonal scaling. In particular, we have for each k0
−L(k) + G2k − H(k)G2k+1 = 0, (20)
−H(k) + F 2k − L(k)F 2k+1 = 0 (21)
and
G = G(k) +
⎛
⎝ ∏
0 ik
H (i)
⎞
⎠G2k+1 . (22)
Remark 9. It is important to note that the derivation of the above three equations does not need any
special properties of the matrices A0, A1, A2,G, and F, as long as the LR algorithm is well deﬁned and
G and F are solutions of (15) and (16), respectively.
Using the special properties of the matrices involved, we have the following error estimate (see [8]):
0G − G(k)F 2k+1−1G2k+1, k0. (23)
It follows that
lim sup
k→∞
2k+1
√
‖S − G(k)2 ‖∞ lim sup
k→∞
2k+1
√
‖G − G(k)‖∞(F )(G). (24)
The next result suggests that we should take = max1 im+nmii in (13) to have faster convergence for
the (modiﬁed) LR algorithm.
Proposition 10. For max1 im+nmii , (G) and (F ) are nondecreasing functions of .
Proof. By Propositions 7 and 8, relation (13) and the Perron–Frobenius theorem,
(G) = (P11 + P12S) = 
(
I − 1

(M11 + M12S)
)
= 1 − 1

,
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where 0 is the smallest real eigenvalue of M11 + M12S, and
(F ) = ((2I − P22 − P21Sˆ)−1)
= 
((
I + 1

(M22 + M21Sˆ)
)−1)
=
(
1 + 1


)−1
,
where 0 is the smallest real eigenvalue of M22 + M21Sˆ. The result follows immediately. 
5. A shift technique for the Latouche–Ramaswami algorithm
We start with a nice property of the matrix G in Proposition 7.
Proposition 11. For the matrix G, 0< (G)1 and (G) is a simple eigenvalue of G. Moreover, (G)
is the only eigenvalue of G of modulus (G).
Proof. Since M11 + M12S is irreducible, P11 + P12S = I − 1 (M11 + M12S) is also irreducible. Thus,
by the Perron–Frobenius theorem, (G)= (P11 +P12S)> 0 and (G) is a simple eigenvalue of G. That
(G)1 is already known. Since P12 = 0 and S > 0, P11 + P12S has at least one positive row. Thus,
P11 +P12S cannot be cyclic. So, it is primitive, i.e., (P11 +P12S) is the only eigenvalue of P11 +P12S
with modulus (P11 + P12S) (see Section 2.2 of [24], for example). 
We now limit our attention to the case uT1 eu
T
2 e. So the QBD associated with the matrices A0, A1, A2
in (14) is positive recurrent or null recurrent. We know by Theorem 6 that G is stochastic. It follows from
Proposition 11 that the only eigenvalue of G on the unit circle is the simple eigenvalue 1.
The shift technique introduced in [14] is H = G − evT, where v > 0 and vTe = 1. For our purposes
here, we only require that v0 and vTe = 1. Then the eigenvalues of H are those of G except that in H
the eigenvalue 1 of G is replaced by 0, and H is a solution of the new equation
H = B0 + B1H + B2H 2, (25)
where
B0 = A0(I − evT), B1 = A1 + A2evT, B2 = A2. (26)
Let
A() = −A0 + (I − A1) − A22
be the matrix polynomial corresponding to (15), and let
B() = −B0 + (I − B1) − B22
be the matrix polynomial associated with (25). In general, the eigenvalues of a matrix polynomial L()=
L0+L1+L22 are the zeros of det(L()). However, if 0 is an eigenvalue of 2L(1/)=L2+L1+L02
with multiplicity p, we also say that ∞ is an eigenvalue of L() with multiplicity p. Note that A() and
B() have eigenvalues at ∞ since A2 is singular.
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The following result is a generalization of Theorem 3.1 in [14] and Lemma 2.1 in [10]. The proof of
Lemma 2.1 of [10] carries over without change.
Lemma 12. The eigenvalues of B() are obtained from the eigenvalues of A() by replacing one eigen-
value 1 by 0.
The next result is a special case of Theorem 4 in [6].
Lemma 13. Counting multiplicities for all eigenvalues and including eigenvalues at ∞, we have
(1) If the QBD is positive recurrent, then A() has m + n − 1 eigenvalues inside the unit circle, one
eigenvalue 1, and m + n eigenvalues outside the unit circle.
(2) If theQBD is null recurrent, thenA() hasm+n−1 eigenvalues inside the unit circle, two eigenvalues
1, and m + n − 1 eigenvalues outside the unit circle.
Corollary 14. If the QBD is positive recurrent then B() has m + n eigenvalues inside the unit circle
and no eigenvalues on the unit circle; if the QBD is null recurrent then B() hasm+n eigenvalues inside
the unit circle, one (simple) eigenvalue 1 on the unit circle, and m + n − 1 eigenvalues outside the unit
circle.
To ﬁnd the solution H of (25), we can apply Algorithm 1 with the triple (A0, A1, A2) replaced by the
triple (B0, B1, B2). To avoid confusion, we will put a “hat” on each sequence generated. The matrix G
can be recovered by G=H + evT. Once again, we can get a simpliﬁed LR algorithm when (A0, A1, A2)
is replaced by (B0, B1, B2). To reduce computational work, the last m components of v are taken to be
zero. We partition the matrix H and the vector v (conformably with the matrices A0, A1, A2) as
H =
[
H1 0
H2 0
]
, v =
[
p
0
]
, (27)
where p> 0 and pTe = 1.
The simpliﬁed LR algorithm with a shift is as follows.
Algorithm 3. Set
[
L
(0)
1 H
(0)
3
L
(0)
2 H
(0)
4
]
=
[
I −P12
−12epT I − 12P22
]−1 [
P11(I − epT) 0
1
2P21(I − epT) 12I
]
,
and proceed as in Algorithm 2.
Thus, the computational work for each iteration of Algorithm 3 is about [124/3]n3 ﬂops when m= n.
If we took v > 0, we could still get a simpliﬁed LR algorithm, but the computational work each iteration
would be about [208/3]n3 ﬂops when m = n.
To avoid confusion, we will put a “hat” on each sequence generated by Algorithm 3. We expect the
sequence Gˆ(k)2 produced by Algorithm 3 to approximate the matrixH2. OnceH2 is computed, the solution
S of (1) is obtained by S = H2 + epT.
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As in [14] and [10], to study the convergence of the LR algorithm with a shift, we need to show that
there is a matrix K with (K)1 such that
K = B2 + B1K + B0K2. (28)
Lemma 15. When the QBD is positive recurrent, I − evTF is nonsingular and
K = (I − evTF)F(I − evTF)−1 (29)
is a solution of (28).
Proof. We only need to show that I − evTF is nonsingular. The rest is shown as in [14]. By (17), (27)
and Theorem 2 (2), vTFe=pTSˆe <pTe=1. Therefore, (I − evTF)e> 0 and I − evTF is a nonsingular
M-matrix. 
When the QBD is null recurrent, we have Fe = e by Theorem 6. As a result, (I − evTF)e = 0 and
I − evTF is singular. However, we can show that the matrix K in Lemma 15 is bounded independent of
the nearness to null recurrency.
Lemma 16. If the QBD is positive recurrent, then for the matrix K in (29)
‖K‖∞ < 3 + 2
min1 inpi
,
where pi is the ith component of p. In particular, ‖K‖∞ < 3 + 2n if p = (1/n)e.
Proof. As in the proof of Lemma 2.5 in [10], we get
‖K‖∞ < 3 + 2‖e − Fe‖∞
vT(e − Fe) .
Since (2I − P22 − P21Sˆ)ee, we have (2I − P22 − P21Sˆ)−1ee and ‖(2I − P22 − P21Sˆ)−1‖∞1.
Moreover,
‖e − (2I − P22 − P21Sˆ)−1e‖∞
= ‖(2I − P22 − P21Sˆ)−1((2I − P22 − P21Sˆ)e − (2I − P22 − P21)e‖∞
= ‖(2I − P22 − P21Sˆ)−1P21(e − Sˆe)‖∞
‖(2I − P22 − P21Sˆ)−1‖∞‖P21‖∞‖e − Sˆe‖∞
‖e − Sˆe‖∞.
Therefore,
‖e − Fe‖∞ =
∥∥∥∥
[
e − Sˆe
e − (2I − P22 − P21Sˆ)−1e
]∥∥∥∥∞ = ‖e − Sˆe‖∞.
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Thus,
‖e − Fe‖∞
vT(e − Fe) =
‖e − Sˆe‖∞
pT(e − Sˆe)
1
min1 inpi
.
This completes the proof. 
When the QBD is positive recurrent, (28) has a solution given by (29). Note that (K)=(F )< 1. For
the null recurrent case, we have the following result.
Theorem 17. If the QBD is null recurrent, then (28) has a solution K having one eigenvalue 1 and
m + n − 1 eigenvalues inside the unit circle.
Proof. For any  with 0< < 1, deﬁne
A0() = A0, A1() =
[
0 P12
0 12 (P22 + I )
]
, A2() =
[
0 0
0 12 (1 − )I
]
.
Since TA0()e > TA2()e, where  is the stationary probability vector of A=A0 +A1 +A2 =A0()+
A1() + A2(), the QBD corresponding to (A0(), A1(), A2()) is positive recurrent. We now deﬁne
B0() = A0()(I − evT), B1() = A1() + A2()evT, B2() = A2()
and let F be the minimal nonnegative solution of
F = A2() + A1()F + A0()F 2 .
As in Proposition 8, we can show that
F =
[
0 Sˆ
0 (1 − )((2 − )I − P22 − P21Sˆ)−1
]
, (30)
where Sˆ is the minimal nonnegative solution of
XM21X + XM22 + (1 − )M11X + (1 − )M12 = 0.
Since [
1
1 − u
T
1 u
T
2
] [
(1 − )M11 (1 − )M12
M21 M22
]
= 0
and [1/(1−)]uT1 e >uT2 e, we have Sˆee and Sˆe = e by Theorem 2(2). Thus, as in Lemma 15, I−evTF
is nonsingular and K = (I − evTF)F(I − evTF)−1 is a solution of
K = B2() + B1()K + B0()K2 .
Let the sequence {n} be such that 0< n < 1 and lim n = 0. Since the sequence {Kn} is bounded by
Lemma 16, it has a limit point K. It is clear that this matrix K is a solution of (28). Since (F)< 1 by
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Theorem 6, we have (K)1. Since the eigenvalues of the matrix polynomial
Bˆ() = −B2 + (I − B1) − B02
are the reciprocals of the eigenvalues of B() and the eigenvalues of K are part of the eigenvalues of
Bˆ(), we know from Corollary 14 that K has m + n − 1 eigenvalues inside the unit circle and one
eigenvalue 1. 
We are now ready to study the convergence of Algorithm 1 when the triple (A0, A1, A2) is replaced
by (B0, B1, B2), assuming that no breakdown occurs, i.e., assuming that I − Uˆ (k) is invertible for each
k0. Note that the matrix
I − B1 =
[
I −P12
−12epT I − 12P22
]
in the initialization step is always invertible. In fact, for the irreducible matrix
C =
[
P11 P12
1
2 (P21 + epT) 12P22
]
,
we have Ce = e. So, by the Perron–Frobenius theorem, (B1)< (C) = 1.
Let K be the solution of (28) given by Lemma 15 for the positive recurrent case and given by Theorem
17 for the null recurrent case. Now, by (20)–(22) and Remark 9, we have for each k0
−Lˆ(k) + H 2k − Hˆ (k)H 2k+1 = 0, (31)
−Hˆ (k) + K2k − Lˆ(k)K2k+1 = 0 (32)
and
H = Gˆ(k) +
⎛
⎝ ∏
0 ik
Hˆ (i)
⎞
⎠H 2k+1 . (33)
From (31) and (32) we get
Hˆ (k)(I − H 2k+1K2k+1) = (I − H 2kK2k )K2k , (34)
Lˆ(k)(I − K2k+1H 2k+1) = (I − K2kH 2k )H 2k . (35)
For any ﬁxed > 0, we let ‖ · ‖ be a submultiplicative matrix norm such that ‖K‖(K) + . Since
limk→∞H 2
k = 0 and {K2k } is bounded, we know from (34) that ‖Hˆ (k)‖c‖K2k‖c((K) + )2k for
all k0 and a constant c. Thus, by (33)
‖H − Gˆ(k)‖ck+1((K) + )2k+1−1‖H 2k+1‖.
Therefore,
lim sup
k→∞
2k+1
√
‖H − Gˆ(k)‖∞ = lim sup
k→∞
2k+1
√
‖H − Gˆ(k)‖((K) + )(H).
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Since > 0 is arbitrary, we have
lim sup
k→∞
2k+1
√
‖H − Gˆ(k)‖∞(K)(H) = (F )(H)< 1. (36)
Therefore, {Gˆ(k)} converges to H quadratically.
Approximations Sˆ(k) to the matrix S can be obtained using Sˆ(k) = Gˆ(k)2 + epT, where Gˆ(k)2 are from
Algorithm 3, and we have by (36)
lim sup
k→∞
2k+1
√
‖S − Sˆ(k)‖∞ = lim sup
k→∞
2k+1
√
‖H2 − Gˆ(k)2 ‖∞(F )(H)< 1.
For Algorithm 2, S(k) = G(k)2 are approximations to S and we see from (24) that
lim sup
k→∞
2k+1
√
‖S − S(k)‖∞ lim sup
k→∞
2k+1
√
‖G − G(k)‖∞(F )(G)1.
Since (H)< (G), the shift technique has improved the rate of convergence. In particular, Sˆ(k) converges
to S quadratically for both positive recurrent and null recurrent QBDs (i.e., whenever uT1 euT2 e).
Since He= (G− evT)e=0, it follows from (33) that Gˆ(k)e=0 for each k0. Since Gˆ(k) has the form
[
Gˆ
(k)
1 0
Gˆ
(k)
2 0
]
,
we have Gˆ(k)2 e = 0 and Sˆ(k)e = e for each k0. This means that ‖(Sˆ(k) − S)e‖∞ = 0 for each k0. On
the other hand, we have S(k)S for Algorithm 2 and thus ‖(S(k) − S)e‖∞ = ‖S(k) − S‖∞.
If the matrices I − Uˆ (k) are all invertible in Algorithm 3, we can show that I − Uˆ (k) converges to I
quadratically. In fact, by (34) and (35) we have
lim sup
k→∞
2k
√
‖Uˆ (k))‖ = lim sup
k→∞
2k
√
‖Hˆ (k)Lˆ(k) + Lˆ(k)Hˆ (k)‖(K)(H)< 1.
Whether the matrices I − Uˆ (k) could be singular for small k remains an open question. We believe that
breakdown in Algorithm 3 is extremely unlikely. If a breakdown were detected, we could simply abandon
Algorithm 3 and apply Algorithm 2 instead.
6. Numerical results
In this section we present some numerical results to show the efﬁciency and accuracy of the modiﬁed
Schur method the simpliﬁed LR algorithm with a shift (Algorithm 3).
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For each of our test examples the exact solution S is not known. To check the accuracy of an approximate
solution S′, we may compute the residual ‖R(S′)‖, whereR(X)=XM12X+XM11 +M22X+M21 and
‖ · ‖ is the ∞-norm throughout this section. However, the relation between ‖R(S′)‖ and ‖S′ − S‖ is not
always easy to determine. On the one hand, we have
‖R(S′)‖ = ‖R(S′) −R(S)‖
= ‖S′M12(S′ − S) + (S′ − S)M12S + (S′ − S)M11 + M22(S′ − S)‖
(‖S′‖‖M12‖ + ‖M12‖‖S‖ + ‖M11‖ + ‖M22‖)‖S′ − S‖
and thus a rough upper bound for ‖R(S′)‖ is (2‖M12‖+‖M11‖+‖M22‖)‖S′ − S‖ since ‖S′‖ is close to
‖S‖ and ‖S‖1. On the other hand, a very small residual does not imply a very small actual error when
uT1 e ≈ uT2 e since the Fréchet derivative of the Riccati functionR at the solution S is a singular map when
uT1 e = uT2 e (see [7]).
When uT1 eu
T
2 e, we may sometimes use ‖S′e− e‖ as an indicator for the accuracy of S′. Since Se= e
in this case (see Theorem 2), we have ‖S′e− e‖=‖(S′ −S)e‖‖S′ −S‖. If S′ is computed by Newton’s
method or basic ﬁxed-point iterations starting with the zero matrix (see the discussions in [7]), or if S′ is
computed by Algorithm 2, we have S′S and thus ‖S′e − e‖ = ‖S′ − S‖. When S′ is computed by the
(modiﬁed) Schur method, we do not generally have S′S or S′S and thus ‖S′e− e‖ is usually smaller
than ‖S′ − S‖. In theory, ‖S′e − e‖ can be arbitrarily smaller than ‖S′ − S‖. In practice, however, it is
unlikely that ‖S′e− e‖ is smaller than ‖S′ − S‖ by a large factor. It should be emphasized that ‖S′e− e‖
is not an indicator for the accuracy of S′ when S′ is computed by Algorithm 3 since we always have
‖S′e − e‖ = 0 (in exact arithmetic) in that case.
Example 18. Consider (1) with n = m = 100, M12 = M21 = −I , and
M11 = M22 =
⎛
⎜⎜⎝
2 −1
2 . . .
. . . −1
−1 2
⎞
⎟⎟⎠ .
For this example, we have case (1) of Theorem 2. So zero is a double eigenvalue of R. For the Schur
method, the two computed eigenvalues near the origin are 0.24·10−7 and−0.24·10−7. For the approximate
solution S′ obtained by the Schur method, we have ‖R(S′)‖ = 0.81 · 10−13. However, the accuracy of S′
is not very high. Indeed, we ﬁnd that ‖S′e − e‖ = 0.24 · 10−7 and thus ‖S′ − S‖0.24 · 10−7. For the
modiﬁed Schur method, the two eigenvalues near the origin are found to be 0, −0.10 · 10−15 (the zero
eigenvalue is obtained without computation). For the approximate solution S′ obtained by the modiﬁed
Schur method, we have ‖R(S′)‖ = 0.21 · 10−12 and ‖S′e − e‖ = 0.25 · 10−13.
As judged by ‖S′e − e‖, the modiﬁed Schur method provides a much more accurate approximate
solution. Note, however, that we have a smaller residual for the Schur method. The sharp difference
between ‖R(S′)‖ and ‖S′e − e‖ for the Schur method is not too surprising since the difference for
Newton’s method can be more dramatic. If S′ is obtained after 22 Newton iterations starting with the zero
matrix, we have ‖R(S′)‖ = 0.57 · 10−13 and ‖S′ − S‖ = ‖S′e − e‖ = 0.24 · 10−6.
For Newton’s method, the convergence of the Newton sequence {Xk} is observed to be linear and we
have an explanation for the sharp difference between the residual and the actual error. In fact, the results
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in [7,13] imply that
lim
k→∞
‖Xk+1 − S‖
‖Xk − S‖ =
1
2
, lim
k→∞
‖R(Xk+1)‖
‖R(Xk)‖ =
1
4
.
Thus, ‖R(Xk)‖ = O(‖Xk − S‖2) as k → ∞. So, it is quite natural to have ‖R(S′)‖ = 0.57 · 10−13 and
‖S′ − S‖ = 0.24 · 10−6 for S′ = X22.
We also note that the performance of Newton’s method can be improved by using a double Newton
step (see discussions in [12,13]). If S′ is obtained by six Newton iterations (withX0 =0) followed by one
double Newton step, then we have ‖R(S′)‖=0.46 ·10−14. The improvement in the accuracy of S′ is much
more signiﬁcant than the decrease in the residual suggests. In fact, we ﬁnd that ‖S′e− e‖= 0.27 · 10−14.
Unfortunately, the double Newton strategy works well only when uT1 e and u
T
2 e are equal or very close.
Moreover, the computational work for the Schur method or the modiﬁed Schur method is no more than
that for four Newton iterations.
Nowwe applyAlgorithms 2 and 3 to this example.We use =max1 im+nmii for both algorithms and
takep=(1/n)e for Algorithm 3. For Algorithm 2, we get after 22 iterations S′=S(22) as an approximation
for S. We have ‖R(S′)‖ = 0.57 · 10−13 and ‖S′ − S‖ = ‖S′e − e‖ = 0.24 · 10−6. For Algorithm 3, we
get after 6 iterations S′ = Sˆ(6) as an approximation for S. We have ‖R(S′)‖ = 0.22 · 10−13. We also
compute Sˆ(7) and Sˆ(8), and ﬁnd that ‖Sˆ(6) − Sˆ(7)‖ = 0.11 · 10−13 and ‖Sˆ(7) − Sˆ(8)‖ = 0. This suggests
that ‖Sˆ(6) − S‖ ≈ 0.11 · 10−13. So Algorithm 3 efﬁciently compute an accurate approximation.
Example 19. The example is obtained from Example 18 by changing the last diagonal element of M21
and M22 to −1 −  and 2 + , respectively. So we have uT1 e ≈ uT2 e, but uT1 e = uT2 e.
We ﬁrst consider the case with  = 10−4. For the Schur method, the two computed eigenvalues near
the origin are 0.20 · 10−9 and −0.10 · 10−5. For the modiﬁed Schur method, the two eigenvalues near
the origin are 0 and −0.10 · 10−5. So, by Theorem 2, this is a case with uT1 e >uT2 e and we have Se = e
for the exact solution S. Let S′a and S′b be approximate solutions obtained by the Schur method and
the modiﬁed Schur method, respectively. We have ‖R(S′a)‖ = 0.76 · 10−13, ‖S′ae − e‖ = 0.20 · 10−9,‖R(S′b)‖ = 0.23 · 10−12, and ‖S′be − e‖ = 0.25 · 10−13. Again, S′b is much more accurate than S′a , as
judged by ‖S′ae − e‖ and ‖S′be − e‖. We also ﬁnd that ‖S′a − S′b‖ = 0.20 · 10−9, which indicates that
‖S′a − S‖ ≈ ‖S′ae − e‖ and ‖S′b − S‖>‖S′a − S‖. For Algorithm 2, we have ‖R(S(22))‖ = 0.17 · 10−13
and ‖S(22) − S‖ = ‖S(22)e − e‖ = 0.15 · 10−7. For Algorithm 3, we have ‖R(Sˆ(6))‖ = 0.33 · 10−13and
‖Sˆ(6) − S‖ ≈ 0.63 · 10−13. Again, Algorithm 3 efﬁciently compute an accurate approximation.
We next consider the case with  = −10−4. For the Schur method, the two computed eigenvalues
near the origin are 0.10 · 10−5 and 0.16 · 10−9. For the modiﬁed Schur method, the two eigenvalues
near the origin are 0.10 · 10−5 and 0. So, this is a case with uT1 e <uT2 e and we have Se = e. For
this case, the residual is the only available measure for accuracy. We have ‖R(S′a)‖ = 0.77 · 10−13 and‖R(S′b)‖ = 0.21 · 10−12. As in the previous case, the residual for the Schur method is slightly smaller.
However, we believe that S′b is much more accurate than S′a , as in the previous case. For Algorithm
2, we have ‖R(S(22))‖ = 0.17 · 10−13, but ‖S(22) − S‖‖S(22) − S(23)‖ = 0.15 · 10−7. The use of
Algorithm 3 is not theoretically justiﬁed for this case. However, if we apply Algorithm 3 anyway, we get
‖R(Sˆ(6))‖ = 0.40 · 10−13 and ‖Sˆ(6) − S‖ ≈ 0.63 · 10−13.
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