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We present microscopic definitions of both the F -symbol and R-symbol – two pieces of algebraic data that
characterize anyon excitations in (2+1)-dimensional systems. An important feature of our definitions is that
they are operational; that is, they provide concrete procedures for computing these quantities from microscopic
models. In fact, our definitions, together with known results, provide a way to extract a complete set of anyon
data from a microscopic model, at least in principle. We illustrate our definitions by computing the F -symbol
and R-symbol in several exactly solvable lattice models and edge theories. We also show that our definitions
of the F -symbol and R-symbol satisfy the pentagon and hexagon equations, thereby providing a microscopic
derivation of these fundamental constraints.
I. INTRODUCTION
It is generally believed that every (2+1)-dimensional many-
body system with local interactions and an energy gap can be
associated with a corresponding anyon theory (also known as
a unitary braided fusion category). This anyon theory con-
sists of a collection of algebraic data characterizing the anyon
excitations of the many-body system. More specifically, an
anyon theory consists of three pieces of data: (i) a set of anyon
types {a, b, c, ...}; (ii) a collection of “fusion rules” describing
the outcomes of fusing pairs of anyons a, b; and (iii) an “F -
symbol” and an “R-symbol”, which can be thought of as col-
lections of complex numbers that describe fusion and braiding
properties of anyons [1–4].
The mapping between gapped many-body systems and
anyon theories has proven to be a powerful tool in the the-
ory of topological phases of matter and it has been applied
successfully in many different contexts [5–9]. Nevertheless,
this mapping is still missing an important ingredient, namely a
systematic procedure for extracting anyon data from a micro-
scopic model. Another way to say this is that we are lacking
microscopic definitions of the anyon data, i.e. definitions that
express each piece of data in terms of the underlying quan-
tum many-body system. The goal of this paper is to find such
definitions.
Our main results are microscopic definitions of both the F -
symbol and the R-symbol. These definitions, together with
the known definitions of anyon types and fusion rules1, pro-
vide a way to extract a complete anyon theory from a micro-
scopic model, at least in principle. To illustrate our defini-
tions, we compute the F -symbol and R-symbol for several
exactly solvable lattice models and edge theories. We also
show that our definitions of the F -symbol andR-symbol have
all the expected properties. In particular, we show that these
quantities obey the pentagon and hexagon equations – alge-
braic relations that hold in any consistent anyon theory.
To get a sense of the problem that we address, consider one
of the simplest pieces of anyon data: the exchange statistics of
an Abelian anyon, a. Naively, one might try to define the ex-
change statistics, which we denote by R(a, a), by considering
1 See Secs. II and VI A.
FIG. 1. Two processes involving two identical Abelian anyons mov-
ing along three paths 1, 2, 3. In the first process (M1M2M3), the
anyon on the left travels to point A and the anyon on the right trav-
els to point B, and vice-versa in the second process (M3M2M1).
The final states of the two processes differ by R(a, a), the exchange
statistics of the anyons.
an adiabatic process in which two identical a particles are ex-
changed with one another in the counterclockwise direction.
One could then defineR(a, a) as the Berry phase accumulated
during this exchange process. The problem with this defini-
tion is that the Berry phase for such a process will generally
include a geometric phase, which depends on the details of
the paths that the particles traverse, in addition to the statisti-
cal phase of interest. For example, if the anyon a is charged
and there is an external magnetic field, then the Berry phase
will contain a contribution coming from the Aharonov-Bohm
effect.
To deal with this problem, Ref. 10 proposed a more care-
ful definition which ensures that all geometric phases cancel.
The idea is to start with an initial state, |i〉, with two iden-
tical a particles, and then apply three “movement operators”
M1,M2,M3 that move the anyons along the three paths, la-
beled 1, 2, 3 in Fig. 1. By applying these operators to |i〉
in two different orders, namely M1M2M3 vs. M3M2M1,
one obtains two final states that differ from one another by
an exchange. The relative phase between M1M2M3|i〉 and
M3M2M1|i〉 defines the exchange statistics R(a, a):
M1M2M3|i〉 = R(a, a) ·M3M2M1|i〉 (1.1)
Note that this definition is manifestly independent of the
phases of the three movement operators since each operator
appears on both the left and right hand side of (1.1). Thus,
this definition succeeds in isolating the exchange statistics,
R(a, a), from extraneous geometric phases. In this paper, we
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2present microscopic definitions of F and R that are similar in
spirit to the above example.
Previous work on the problem of defining anyon data can be
divided into two categories depending on whether the authors
considered Abelian or non-Abelian anyons. In the Abelian
case, most work has focused on computing the exchange
statistics and mutual statistics of anyon excitations – i.e., the
statistical phases associated with exchanging two identical
anyons or braiding one anyon around another. This line of
work has been very successful: exchange statistics and mutual
statistics have been computed for many microscopic models
(see e.g. Refs. 5 and 7), and a general procedure for comput-
ing/defining these quantities was presented in Ref. 10. More-
over, all other anyon data is determined by the exchange and
mutual statistics (Proposition 2.5.1 of Ref. 11) so one could
argue that the problem of computing Abelian anyon data has
already been solved. This case is further supported by Refs. 12
and 13, which showed how to rigorously define and compute
a complete set of Abelian anyon data.
The situation for non-Abelian anyons is different, however.
In the non-Abelian case, most work has focused on the “topo-
logical S-matrix” and the “topological T -matrix”[1] – two
pieces of data that reduce to the mutual statistics and exchange
statistics in the Abelian case. Several methods have been pro-
posed that allow one to extract S or T directly from ground
state wave functions [14–19]. The problem is that S and T
carry some, but not all, of the physical information in the F
and R symbols. Therefore, these methods do not provide a
way to compute the complete set of anyon data. This paper
fills in this gap in the literature by showing how to compute
the F andR symbols (and hence all other data) in the general,
non-Abelian case.
Although the generality of our approach is one of its most
important features, we will first present our definition of F
and R in the context of Abelian anyons and only later discuss
non-Abelian anyons. The reason that we organize the paper in
this way is that the main subtlety in defining F and R has to
do with the U(1) phases of these quantities, and this subtlety
is the same in the Abelian and non-Abelian cases. Indeed, we
will see that the generalization from the Abelian to the non-
Abelian case is straightforward.
This paper is organized as follows. In Sec. II, we review the
basic data in Abelian anyon theories. Section III presents our
microscopic definition of the F -symbol in the case of Abelian
anyons. In Sec. IV, we illustrate our definition by computing
the F -symbol in several lattice models and edge theories. This
leads into Sec. V, where we present our microscopic definition
of the R-symbol in the case of Abelian anyons. We extend
both definitions to the non-Abelian case in Sec. VI. We present
our conclusions in Sec. VII. Technical details are contained in
the appendices.
II. REVIEW: ABELIAN ANYON DATA
We begin by reviewing some basic aspects of Abelian
anyon theories [1, 2]. These theories consist of four pieces
of data:
1. Set of anyon types: a finite set of anyon types,
A = {a, b, c, ...}.
2. Fusion product: an associative and commutative mul-
tiplication law on A, denoted a× b or ab.
3. F -symbol: a function F : A×A×A → U(1), denoted
F (a, b, c).
4. R-symbol: a function R : A × A → U(1), denoted
R(a, b).
We now explain the physical meaning of this data in the con-
text of two-dimensional many-body systems with local inter-
actions and an energy gap.
We begin with the idea of “anyon types.” At an intuitive
level, the set of anyon types A is simply the set of topolog-
ically distinct particle-like excitations of the many-body sys-
tem. More precisely, to define the anyon types associated with
some many-body Hamiltonian H , consider all Hamiltonians
of the form H + V that have a unique gapped ground state,
where H is defined on an infinite plane geometry and V is
supported on a finite region of the plane. (We can think of V
as a trapping potential for particle-like excitations.) Denote
the set of all ground states generated in this way as {|Ψ〉}.
We define an equivalence relation on the set {|Ψ〉} as follows:
|Ψ′〉 ∼ |Ψ〉 if there exists a unitary operator, U , supported in a
finite region of the plane with |Ψ′〉 = U |Ψ〉. Under this equiv-
alence relation, the collection of states {|Ψ〉} breaks up into
equivalence classes. These equivalence classes define the set
of anyon types A = {a, b, c, ...}. The infinitely many states
contained within each equivalence class describe the infinitely
many ways to realize an anyon excitation of type a, type b,
type c, etc.
This discussion leads naturally to the idea of the “fusion
product.” Let a, b be any pair of (Abelian) anyons. We say
that a × b = c if a pair of anyons a, b can be converted into c
and vice-versa, by applying a unitary operator supported in a
finite region around a, b. It is clear from this definition that the
fusion product is both associative and commutative, as men-
tioned above.
To complete the picture, we need to explain the physical
meaning of the F and R symbols. This is the main subject
of this paper, so we will say much more about this below.
For now, we only mention that the F -symbol describes U(1)
phases associated with fusing three anyons in different orders,
while the R-symbol describes U(1) phases associated with
braiding or exchanging two anyons. In particular, the quantity
R(a, a) can be interpreted as the exchange statistics of anyon
a, whileR(a, b)R(b, a) is the mutual statistics of a and b – that
is, the phase associated with braiding anyon a around anyon
b.
III. DEFINING F FOR ABELIAN ANYONS
A. Abstract definition of F
Before explaining our microscopic definition of the F -
symbol, we first review the abstract definition [1, 2]. We say
3FIG. 2. Spacetime diagrams for two processes in which an anyon abc
splits into anyons a, b, c. The horizontal and vertical axes denote the
space and time directions while the lines denote anyon worldlines.
The final states produced by these processes, |1〉, |2〉, are equal up to
the U(1) phase F (a, b, c).
that this definition is “abstract” because it captures the math-
ematical properties of the F -symbol but it is not obvious, a
priori, how to make sense of it in a microscopic lattice model.
The basic idea is to consider two different physical pro-
cesses in which an anyon of type abc splits into three anyons
of types a, b, c (Fig. 2). In one process, abc splits into ab and
c, and then ab splits into a and b; in the other process, abc
splits into a and bc and then bc splits into b and c. By con-
struction, the final states |1〉, |2〉 produced by these processes
contain the same anyons a, b, c, at the same three positions.
Therefore, the two final states |1〉, |2〉 must be the same up to
a phase. The F -symbol F (a, b, c) is defined to be the phase
difference between the two states:
|1〉 = F (a, b, c)|2〉. (3.1)
The abstract definition of the F -symbol has two important
implications. First, the F -symbol has an inherent ambiguity:
it is only well-defined up to transformations of the form
F (a, b, c)→ F (a, b, c)e
iν(ab,c)eiν(a,b)
eiν(a,bc)eiν(b,c)
(3.2)
where ν(a, b) ∈ R. To understand where this ambiguity
comes from, it is helpful to think about the physical processes
in Fig. 2 as being implemented by a sequence of two “splitting
operators” applied to an initial state, |abc〉. The key point is
that the phases of these splitting operators are arbitrary. If we
multiply each of the four splitting operators by a correspond-
ing phase, namely, eiν(ab,c), eiν(a,b) for the two splitting op-
erators in the first process and eiν(a,bc), eiν(b,c) in the second,
F changes by exactly the above transformation (3.2). We will
call the transformations in (3.2) “gauge transformations.”
The second implication of the above definition is that F
must satisfy a non-trivial constraint known as the “pentagon
identity”:
F (a, b, c)F (a, bc, d)F (b, c, d) = F (ab, c, d)F (a, b, cd)
(3.3)
To derive this identity, consider the 5 processes shown in Fig.
3. The first step is to note that the final states produced by
these processes, namely {|1〉, ..., |5〉}, are all the same up to a
phase. Next, we compute the phase difference between states
FIG. 3. The pentagon identity: consistency requires that the product
of the three F -symbols on the upper path is equal to the product of
the two F -symbols on the lower path.
|1〉 and |5〉 in two different ways. In the first way, we compute
the relative phases between (|1〉, |2〉), (|2〉, |3〉), and (|3〉, |5〉)
using (3.1); in the second way, we compute the relative phases
between (|1〉, |4〉) and (|4〉, |5〉). Demanding consistency be-
tween the two calculations gives the pentagon identity (3.3).
Below, we will show that our microscopic definition of F also
obeys the pentagon equation.
B. Microscopic definition of F
The main problem with applying the above definition to a
microscopic lattice model is that some of the anyon splittings
in Fig. 2 occur at different points in space. This means that the
corresponding splitting operators are distinct operators which
can be multiplied by independent phases. For example, the
two splitting operators in the first process in Fig. 2 can be mul-
tiplied by two independent phases eiν1(ab,c), eiν2(a,b). This
leads to a larger ambiguity in F (a, b, c) than (3.2). To solve
this problem, we need to perform all anyon splittings using the
same set of splitting operators, defined at the same location in
space. However, this introduces another problem: to do this,
we need to move anyons in addition to splitting them. The
operators that move anyons have arbitrary phases, just like
the splitting operators; so, unless we are careful, the arbitrary
choice of these phases will introduce additional ambiguities
into F , beyond the ones in Eq. (3.2). In this section, we over-
come this problem by constructing two microscopic processes
in which these extraneous phases cancel out.
To begin, we introduce some notation for labeling anyon
states. The first step is to fix a line in the 2D plane, say the
x-axis. We will only consider states with anyons living along
this line. Next, for each anyon type a and for each point x on
the line, we let |ax〉 denote a state containing a single2 anyon
2 Although anyons can only be created in pairs, it is possible to have a state
containing a single anyon where the partner is located far away (i.e. “at
infinity”); this is the setup envisioned here.
4a located at point x.3 Similarly, we let
|ax1 , bx2 , cx3 , ...〉
be the (normalized) multi-anyon state with the anyon a at
point x1, the anyon b at point x2, and so on. Here we assume
that the points are ordered left to right as x1 < x2 < · · · .
We also assume that x1, x2, ... are well-separated: every pair
of neighboring anyons is separated by a distance that is much
larger than the correlation length ξ of the ground state. Given
this assumption, we will neglect finite size corrections that are
exponentially small in the distance between the anyons.
For reasons that will become clear below, it is useful to have
a precise definition of multi-anyon states in terms of the sin-
gle anyon states. To this end, we define |ax1 , bx2 , cx3 , ...〉 to
be the unique4 state that has the same expectation values as
the ground state for local operators supported away from all
the anyons, the same expectation values as |ax1〉 for opera-
tors supported near x1, the same expectation values as |bx2〉
for operators supported near x2, and so on. In other words,
multi-anyon states are characterized by the fact that
〈..., ax, ...|O|..., ax, ...〉 = 〈ax|O|ax〉 (3.4)
for every operatorO supported in the neighborhood of a single
anyon ax.
Having fixed our definitions of anyon states, the next step is
to define movement operators. For any anyon, a, and any pair
of points, x, x′, we say that Max′x is a movement operator if it
satisfies two conditions: (i) Max′x obeys
Max′x|ax〉 ∝ |ax′〉 (3.5)
where the proportionality constant is a U(1) phase; (ii) Max′x
is local in the sense that it is supported in the neighborhood of
the interval containing x, x′.
The locality condition on Max′x is important because it
guarantees that Max′x acts the same way on any multi-anyon
state of the form |..., ax, ...〉: that is,
Max′x|..., ax, ...〉 ∝ |..., ax′ , ...〉 (3.6)
as long as the other anyons in |..., ax, ...〉 are well-separated
from the interval containing x and x′. Indeed, to derive Eq. 3.6
from Eq. 3.5, consider the expectation value of any operator,
O, supported in the neighborhood of ax′ , in the two states
|..., ax′ , ...〉 and Max′x|..., ax, ...〉. Using (3.4) and (3.5), we
can see thatO has the same expectation value in the two states:
〈..., ax′ , ...|O|..., ax′ , ...〉 = 〈ax′ |O|ax′〉
= 〈ax|(Max′x)†OMax′x|ax〉
= 〈..., ax, ...|(Max′x)†OMax′x|..., ax, ...〉 (3.7)
3 This step involves an arbitrary choice since there are infinitely many states
that contain an anyon a at point x, differing in their microscopic details;
we will check that our definition of F does not depend on these choices.
4 In this discussion, multi-anyon states are unique because the anyons are
assumed to be Abelian. In the non-Abelian case, multi-anyon states come
in multiplets, as discussed in Sec. VI.
FIG. 4. The two processes that are compared in the microscopic
definition of the F -symbol.
This is also true for operators supported near any other anyon,
since Max′x is supported away from those anyons. It follows
that these two states must be the same, up to a phase.
In addition to the movement operators, we also define split-
ting operators for our anyons. Fix two well-separated points
on the line, which we will call ‘1’ and ‘2’. For any pair of
anyons a, b, we say that S(a, b) is a splitting operator if it sat-
isfies two conditions: (i) S(a, b) satisfies
S(a, b)|ab1〉 ∝ |a1, b2〉 (3.8)
where the proportionality constant is a U(1) phase; (ii)
S(a, b) is supported in the neighborhood of the interval [1, 2].
Again, the second condition guarantees that the splitting op-
erators can be applied to any multi-anyon state of the form
|..., ab1, ...〉 provided that the other anyons are located far
from the interval [1, 2]:
S(a, b)|..., ab1, ...〉 ∝ |..., a1, b2, ...〉 (3.9)
where the proportionality constant is a U(1) phase. Note that,
unlike the movement operators, we only define splitting oper-
ators that act at a single location ‘1’ on the x-axis.
With this setup, we are now ready to define the F -
symbol. The first step is to fix some choice of anyon states
|ax〉 and some choice of movement and splitting operators
Max′x, S(a, b). Next, consider the initial state |abc1〉, i.e. the
state with a single anyon abc at position 1. We then apply
two different sequences of movement and splitting operators
to |abc1〉, denoting the final states by |1〉 and |2〉:
|1〉 = M b12Ma01S(a, b)M c32S(ab, c)|abc1〉
|2〉 = M c32S(b, c)M bc12Ma01S(a, bc)|abc1〉 (3.10)
These two processes are shown in Figure 4. By construction,
the final states |1〉, |2〉 produced by these processes both con-
tain anyons a, b, c at positions 0, 1, 3, respectively. In partic-
ular, this means that |1〉, |2〉 are the same up to a phase. We
define the F -symbol F (a, b, c) to be this phase difference:
F (a, b, c) = 〈2|1〉 (3.11)
5C. Checking the microscopic definition
To show that our microscopic definition is sensible, we need
to establish two properties of F : (i) F is well-defined in the
sense that different choices of anyon states and movement and
splitting operators give the same F up to a gauge transforma-
tion (3.2); and (ii) F obeys the pentagon identity (3.3). We
prove property (ii) in Appendix A; the goal of this section is
to prove property (i).
As a warm-up, let us see how F transforms if we change
the phase of the movement and splitting operators. That is,
suppose we replace
Max′x → eiθx′x(a)Max′x, S(a, b)→ eiφ(a,b)S(a, b) (3.12)
for some real-valued θ, φ. Substituting these transformations
into (3.10-3.11) gives
F (a, b, c)→ F (a, b, c) e
iφ(ab,c)eiφ(a,b)eiθ12(b)
eiφ(a,bc)eiφ(b,c)eiθ12(bc)
(3.13)
Crucially, this transformation is identical to a gauge transfor-
mation (3.2) with
ν(a, b) = φ(a, b) + θ12(b) (3.14)
This is exactly what we want: different phase choices lead
to the same F , up to a gauge transformation. Although the
above calculation is very simple, we would like to emphasize
that this is actually a non-trivial test of our definition of F . In
fact, the two processes in (3.10) were designed specifically to
pass this test.
With this warm-up, we are now ready to consider the gen-
eral case where we change the movement and splitting oper-
ators in an arbitrary way (for a fixed choice of anyon states
|ax〉). Denoting the new movement and splitting operators by
Max′x → M˜ax′x, S(a, b)→ S˜(a, b), (3.15)
it follows from properties (3.6), (3.9) that
M˜ax′x|..., ax, ...〉 = ω1 ·Max′x|..., ax, ...〉 (3.16)
S˜(a, b)|..., ab1, ...〉 = ω2 · S(a, b)|..., ab1, ...〉 (3.17)
where ω1, ω2 are U(1) phases. These U(1) phases are highly
constrained: taking the inner product of the two sides of (3.16)
withMax′x|..., ax, ...〉 and using property (3.4), we can see that
ω1 can only depend on a, x, x′. By the same reasoning, ω2 can
only depend on a, b. Hence, we must have
M˜ax′x|..., ax, ...〉 = eiθx′x(a)Max′x|..., ax, ...〉
S˜(a, b)|..., ab1, ...〉 = eiφ(a,b)S(a, b)|..., ab1, ...〉 (3.18)
for some real-valued θ, φ. Substituting these relations into
(3.10), we again see that F changes by a gauge transforma-
tion with ν given by (3.14).
At this point, we have shown that different choices of move-
ment and splitting operators lead to the same F , up to a gauge
transformation. To complete the proof of property (i), we need
to check that different choices of representative anyon states
|ax〉 also lead to the same F , up to a gauge transformation.
In order to investigate this issue, we make a physical assump-
tion which is inspired by the definition of anyon types given in
Sec. II: we assume that different choices of anyon states are re-
lated to one another by a local unitary transformation, U . (By
a ‘local unitary transformation’, we mean a unitary operator
generated by the finite time evolution of a local Hamiltonian
that is supported near the x-axis [20]). Given this assumption,
our task is to understand how F changes if we replace
|ax1 , bx2 , cx3 , ...〉 → |ax1 , bx2 , cx3 , ...〉′ (3.19)
where
|ax1 , bx2 , cx3 , ...〉′ = U |ax1 , bx2 , cx3 , ...〉 (3.20)
for some local unitary transformationU . To understand the ef-
fect on F , observe that we can choose movement and splitting
operators for the states {|ax1 , bx2 , cx3 , ...〉′} however we like,
changing F by at most a gauge transformation. The simplest
choice is
(Max′x)
′ = UMax′xU
†, S′(a, b) = US(a, b)U† (3.21)
where Max′x and S(a, b) are movement and splitting operators
for {|ax1 , bx2 , cx3 , ...〉}. With this choice, it is clear that |1′〉 =
U |1〉, and |2′〉 = U |2〉. It follows that F ′ = 〈2′|1′〉 = 〈2|1〉 =
F . Thus, we conclude that F is invariant under a replacement
of the anyon states, |ax1 , bx2 , cx3 , ...〉 → |ax1 , bx2 , cx3 , ...〉′.
This completes the proof of property (i) above.
IV. EXAMPLES OF F -SYMBOL CALCULATIONS
In this section, we illustrate our definition by computing the
F -symbol for several lattice models and edge theories.
A. Toric code model
1. Hamiltonian
The toric code model is an exactly solvable spin-1/2 model
where the spins live on the links of the square lattice [7]. The
Hamiltonian is
H = −
∑
v
Av −
∑
p
Bp (4.1)
where the two sums run over the vertices, v, and plaquettes, p,
of the square lattice. The two operators Av, Bp are defined by
Av =
∏
`∈v
σx` , Bp =
∏
`∈∂p
σz` (4.2)
where the first product runs over the four links, `, that are
adjacent to the vertex v, and the second product runs over the
four links, `, that belong to the boundary of the plaquette p
(Fig. 5).
6FIG. 5. The two operators Av and Bp in the toric code Hamiltonian.
To find the ground state of this model in an infinite plane
geometry, notice that the Av, Bp operators commute with one
another and have eigenvalues ±1. From this, one can deduce
that the state |Av = Bp = 1〉 is the ground state since this
state minimizes the energies of all the terms in the Hamilto-
nian.
As for excitations, the toric code model supports four dif-
ferent (anyon) types, which we denote by {1, e,m, em}. All
four anyon types have simple realizations on the lattice: the
‘e’ anyon corresponds to an excitation where Av = −1 for
a single vertex v; the ‘m’ anyon corresponds to an excitation
where Bp = −1 for a single plaquette p; the ‘em’ anyon cor-
responds to an excitation where Av = −1 and Bp = −1 for
both a vertex v and nearby plaquette p; finally the ‘1’ anyon
(also known as the “trivial” anyon) corresponds to having no
excitation at all. The fusion rules for these anyons are
e× e = m×m = 1, e×m = em (4.3)
2. F -symbol calculation
We now illustrate our definition of F by computing
F (e, e, e). First, we define some notation for labeling anyon
states. Following the procedure outlined in Sec. III B, we fo-
cus on anyon states where the anyons live along a line, specif-
ically the x-axis. We then label the vertices along the x-axis
by integers, n = 0,±1,±2, ... (Fig. 6), and we define |en〉 to
be the state with Av=n = −1, and all other Av’s and Bp’s
equal to +1.
Next, we need to construct movement and splitting opera-
tors for the e anyons. We define the movement operator be-
tween neighboring vertices n and n+ 1 by
Me(n+1)n = σ
z
n,n+1 (4.4)
Here σzn,n+1 denotes the σ
z operator on the link ` = 〈n(n +
1)〉 (Fig. 6). It is easy to check that this movement operator
obeys the required property, Me(n+1)n|en〉 ∝ |en+1〉 using the
fact that σzn,n+1 anticommutes with theAv operators on vertex
n and vertex n+ 1.
We define the reverse movement operator in the same way:
Men(n+1) = σ
z
n,n+1 (4.5)
Also, we define the splitting operator for the e anyon to be
(Fig. 6)
S(e, e) = σz1,2 (4.6)
FIG. 6. Movement and splitting operators for e anyons. The splitting
operator for e is S(e, e) = σz1,2. The movement operator that moves
e from vertex 3 to 4 is Me4,3 = σz3,4.
Again, one can check that S(e, e) has the required property,
S(e, e)|11〉 ∝ |e1, e2〉, using the fact that σz1,2 anticommutes
with Av on vertex 1 and vertex 2.
We will also need the splitting operator S(1, e), which we
define as
S(1, e) = σz1,2 (4.7)
Finally, we will need the movement operator M1n′n and the
splitting operator S(e, 1), which we take to be the identity
operator:
M1n′n = S(e, 1) = 1 (4.8)
(The reason why we can take S(e, 1) = 1 is that S(e, 1) is
defined by the condition S(e, 1)|e1〉 ∝ |e1, 12〉, which is sat-
isfied by the identity operator S(e, 1) = 1.)
With these definitions, we are now equipped to calculate
F (e, e, e). Following Eq. (3.10), we have
|1〉 = Me12Me01S(e, e)Me32S(1, e)|e1〉
= σz1,2σ
z
0,1σ
z
1,2σ
z
2,3σ
z
1,2|e1〉 (4.9)
Similarly,
|2〉 = Me32S(e, e)M112Me01S(e, 1)|e1〉
= σz2,3σ
z
1,2σ
z
0,1|e1〉 (4.10)
Comparing the two expressions, we see that |1〉 = |2〉, so that
F (e, e, e) = 〈2|1〉 = 1 (4.11)
More generally, one can check that all the F -symbols are 1
for this model, i.e.
F (a, b, c) = 1 (4.12)
for all a, b, c ∈ {1, e,m, em} for an appropriate choice of
movement and splitting operators.
B. Doubled semion model
1. Hamiltonian
The doubled semion model is an exactly solvable spin-1/2
model where the spins live on the links of the honeycomb lat-
tice [21]. The Hamiltonian is
H = −
∑
v
Qv −
∑
p
Bp (4.13)
7FIG. 7. The two operators Qv and Bp in the doubled semion Hamil-
tonian: Qv is a product of σx operators acting on the three blue links
adjacent to the vertex v, while Bp involves a product of σz opera-
tors on the six red links adjacent to the plaquette p and a product of
i(1−σ
x)/2 on the six pink “legs” of the plaquette p.
where the two sums run over the vertices, v, and plaquettes, p,
of the honeycomb lattice. The operator Qv is defined by
Qv =
1
2
(
1 +
∏
`∈v
σx`
)
(4.14)
Likewise, Bp is defined by
Bp =
1
2
1− ∏
`∈∂p
σz`
∏
`∈legs of p
i
1−σx`
2
Pp (4.15)
where the second product runs over the six links, `, that form
the “legs” of the plaquette p (Fig. 7) and Pp is the projector
Pp =
∏
v∈∂p
Qv (4.16)
Like the toric code model, the Qv, Bp operators commute
with one another. Also, one can check that Qv and Bp have
eigenvalues 0 and 1 so that the ground state in an infinite plane
geometry is the state |Qv = Bp = 1〉.
As for excitations, it is known that the doubled semion
model supports four types of anyons, which we denote by
{1, s, s¯, ss¯}. The fusion rules for these anyons are
s× s = s¯× s¯ = 1, s× s¯ = ss¯ (4.17)
Similarly to the toric code model, these anyon excitations cor-
respond to defects where Qv = 0 or Bp = 0 for some col-
lection of vertices and plaquettes. However, unlike the toric
code model, the excitations are not completely characterized
by their Qv and Bp eigenvalues due to degeneracies in the si-
multaneous eigenspaces of {Qv, Bp}. Therefore, we cannot
define these excitations unambiguously in terms of their Qv
andBp eigenvalues; instead, we will define/construct them by
writing down explicit (string-like) creation operators.
2. F -symbol calculation
To illustrate our definition, we now compute the F -symbol
F (s, s, s). As before, we focus on anyon states where the s
FIG. 8. (a) Definition of semion creation operator a†n: the operator
a†n acts on all (m,U), (m,L) and (m,R) links with m < n. (b)
Movement and splitting operators for semions: the splitting operator
S(s, s) acts on the blue links near 1 and 2 according to Eq. 4.22,
while the movement operator Ms43 acts on the blue links near 3 and
4 according to Eq. 4.20.
anyons live along the x-axis. More specifically, we focus on
states where the s anyons live at vertices of type ‘⊥’ along
the x-axis (Fig. 8b). We label these vertices by integers n =
0,±1,±2, · · · . We then define |sn〉 to be a particular state
with an s anyon at vertex n. More specifically, we define
|sn〉 = a†n|0〉 (4.18)
where |0〉 ≡ |Qv = Bp = 1〉 denotes the ground state, and
where a†n is the following string-like creation operator for s
anyons:
a†n =
∏
m<n
σzm,Lσ
z
m,R ·
∏
m<n
(−1) 14 (1+σxm,L)(1−σxm,R)
·
∏
m<n
i
1−σxm,U
2 (4.19)
Here, we have introduced some notation: we denote the three
links near vertex m by the labels (m,U), (m,L), (m,R) (see
Fig. 8a). The justification for this string operator comes from
Ref. 21, where it was argued that string operators of the form
(4.19) create semion excitations at their endpoints.
Next we need to construct movement and splitting operators
for s. We define the movement operator between vertices n
and n+ 1 as (see Fig. 8b):
Ms(n+1)n = σ
z
n,Lσ
z
n,R(−1)
1
4 (1+σ
x
n,L)(1−σxn,R)i
1−σxn,U
2
(4.20)
It is clear that Ms(n+1)n obeys the required property
Ms(n+1)n|sn〉 ∝ |sn+1〉 since Ms(n+1)na†n ∝ a†n+1. Likewise,
we define the reverse movement operator by
Msn(n+1) = (M
s
(n+1)n)
−1 (4.21)
As for the splitting operator, we define
S(s, s) = σx0,Rσ
z
1,Lσ
z
1,R(−1)
1
4 (1+σ
x
1,L)(1−σx1,R)i
1−σx1,U
2
(4.22)
(see Fig. 8b). Notice that
S(s, s) = Ms21σ
x
0,R (4.23)
8The extra factor of σx0,R is necessary to make sure that the two
excitations created by S are the same as those created by a†n,
i.e.
S(s, s)|0〉 ∝ a†1a†2|0〉 (4.24)
(see Appendix C for a derivation). Equation (4.24) guarantees
that S(s, s) has the required property for a splitting operator:
S(s, s)|11〉 ∝ |s1, s2〉.
We will also need the splitting operator S(1, s), which we
define as
S(1, s) = Ms21 (4.25)
Finally, we will need the movement operator M1n′n and the
splitting operator S(s, 1), which we define as
M1n′n = S(s, 1) = 1 (4.26)
We are now ready to compute the F -symbol F (s, s, s). Us-
ing Eq. (3.10), we have:
|1〉 = Ms12Ms01S(s, s)Ms32Ms21|s1〉
|2〉 = Ms32S(s, s)Ms01|s1〉 (4.27)
To proceed further, we note that all movement operators com-
mute with one another since they act on non-overlapping
spins. We also note that the splitting operator S(s, s) anti-
commutes with Ms01 and M
s
10 but commutes with every other
movement operator, as one can see from (4.23). Using these
facts, we can simplify |1〉 to
|1〉 = −Ms32S(s, s)Ms01|s1〉 (4.28)
Hence, |1〉 = −|2〉 so
F (s, s, s) = 〈2|1〉 = −1 (4.29)
In fact, using the same movement and splitting operators,
one can show that all the other F -symbols involving 1 and s
are trivial:
F (1, 1, 1) = F (1, 1, s) = F (1, s, 1) = F (1, s, s) = 1
F (s, 1, 1) = F (s, 1, s) = F (s, s, 1) = 1
In particular, this means that
F (s, s, s)F (s, 1, s) = −1 (4.30)
The latter result is significant because one can check that
F (s, s, s)F (s, 1, s) is invariant under the gauge transforma-
tion (3.2). Therefore we have shown that the F -symbol for the
doubled semion model is not gauge equivalent to F (a, b, c) =
1. A corollary of this result is that the toric code model and the
doubled semion model must belong to different phases since
they have different F -symbols.
C. Semion edge theory
We now show how to compute the F -symbol using an edge
theory of a topological phase. Specifically, we consider the
simplest non-trivial topological phase, namely the Laughlin
ν = 1/2 bosonic fractional quantum Hall state. This topolog-
ical phase supports two types of anyon excitations, which we
denote by {1, s}. Here, s can be thought of as the charge 1/2
quasihole (which happens to be a semion), while 1 denotes
the trivial anyon. The anyons obey the following fusion rule:
s× s = 1.
Our goal is to compute the F -symbol for this topological
phase using its edge theory. The edge theory consists of a
single chiral boson field φ obeying commutation relations [6]
[φ(x), ∂yφ(y)] = piiδ(x− y) (4.31)
The Hamiltonian for the edge theory is
H =
∫
dx
v
4pi
(∂xφ)
2 (4.32)
where v describes the velocity of the chiral boson edge mode.
To fully define the edge theory, it is important to specify the
set of local operators. For the above edge theory, the funda-
mental local operators are e±i2φ, which can be thought of as
the creation/annihilation operators for the (charge 1) boson on
the edge, respectively. All other local operators can be con-
structed by taking derivatives and products of e±i2φ.
We now compute the F -symbol F (s, s, s). The first step is
to define the anyon states that we will manipulate. Following
the standard edge theory formalism [6], we define the anyon
state |sx〉 by
|sx〉 = a†x|0〉 (4.33)
where |0〉 denotes the ground state of the edge theory, and a†x
is defined by
a†x = e
i
∫ x
−∞ ∂yφ(y)dy (4.34)
Here, ax can be thought of as a (string-like) creation operator
for s at position x along the edge.
Next we define movement and splitting operators for s. We
define the movement operator by
Msx′x = e
i
∫ x′
x
∂yφ(y)dy (4.35)
Notice that Msx′xa
†
x ∝ a†x′ which guarantees that Msx′x obeys
the required property Msx′x|sx〉 ∝ |sx′〉.
Likewise, we define the splitting operator for s by
S(s, s) = Ms21e
i2φ(1)
= ei
∫ 2
1
∂xφ(x)dxei2φ(1) (4.36)
Here the extra factor of e2iφ(1) is necessary to ensure that
S(s, s)|0〉 ∝ a†1a†2|0〉 (4.37)
9The other splitting and movement operators that we need
are S(1, s), which we define by
S(1, s) = Ms21 (4.38)
and M1x′x and S(s, 1) which we define as
M1x′x = S(s, 1) = 1 (4.39)
We are now ready to compute the F -symbol F (s, s, s). Fol-
lowing the definition (3.10), we have
|1〉 = Ms12Ms01Ms21ei2φ(1)Ms32Ms21|s1〉
|2〉 = Ms32Ms21ei2φ(1)Ms01|s1〉 (4.40)
To compare these two expressions we need to rearrange the
order of these operators. We can do this with the help of
the following relations, which can be derived from the Baker-
Campbell-Hausdorff formula:
Msx′′x′M
s
x′x = e
ipi/2Msx′xM
s
x′′x′ , x < x
′ < x′′
ei2φ(1)Ms1x = −Ms1xei2φ(1), x 6= 1 (4.41)
With these formulas and the identity Msxx′ = (M
s
x′x)
−1, we
can rewrite |1〉 as:
|1〉 = −Ms32Ms21ei2φ(1)Ms01|s1〉 (4.42)
Hence,
F (s, s, s) = 〈2|1〉 = −1 (4.43)
In exactly the same way, one can show that F (a, b, c) = 1 for
every other choice of a, b, c ∈ {1, s}.
Before concluding, we need to address a question that may
worry some readers: our microscopic definition of the F -
symbol assumes a finite correlation length ξ, so what is the
justification for applying it to a gapless edge theory? Our an-
swer is that, in some edge theories, the anyon states in the bulk
can be transformed into anyon states at the edge by a local
unitary transformation. If this is the case, an edge calculation
is guaranteed to give the same answer as a bulk calculation
where our definition is on firmer ground. We believe that the
edge theory analyzed above (and in the next section) has this
property.
D. General chiral boson edge theory
We now extend the calculation of the previous section to
a general bosonic Abelian topological phase. According to
the K-matrix formalism, every bosonic Abelian topological
phase can be described by a multi-component U(1) Chern-
Simons theory of the form [6]
L =
∑
ijµν
Kij
4pi
λµνaλi∂µaνj (4.44)
where Kij is a non-degenerate N ×N integer symmetric ma-
trix with even elements on the diagonal. Our goal will be
to compute the F -symbol corresponding to any given Kij .
(The example in the previous section corresponds to the case
K = 2).
A word about notation: in the standard K-matrix for-
malism, anyon excitations are parameterized by equivalence
classes of N -component integer vectors, where the equiva-
lence relation is defined by l ∼ m if l −m = KΛ for some
integer vector Λ. Here, we use a slightly different notation:
instead of working with equivalence classes of integer vec-
tors, we choose a single representative from each equivalence
class, and we label each anyon by the corresponding represen-
tative l. In this notation, the set of anyons is given by a finite
collection of integer vectors {l,m, n, ...}. The fusion rules are
given by
l ×m = [l +m] (4.45)
where [l + m] denotes the unique representative that belongs
to the same equivalence class as l +m.
As in the previous section, we will compute the F -symbol
using an edge theory. In particular, we will use the standard
chiral boson edge theory consisting of N chiral boson fields,
Φ1, ...,ΦN , obeying the commutation relations [6]
[Φi(x),Φj(y)] = piiK
−1
ij sgn(y − x) + pii(K−1XK−1)ij
(4.46)
with an edge Hamiltonian of the form
H =
∫
dx
∑
ij
Vij
4pi
∂xΦi∂xΦj
In the above commutation relation, X is (any) skew-
symmetric integer matrix with X ≡ K (mod 2). The
K−1XK−1 term in (4.46) is not included in standard treat-
ments of chiral boson edge theories [6] but it plays the same
role as the more well-known Klein factors[22]: it guarantees
that non-overlapping local operators commute with one an-
other (see Eq. 4.47 below).
To complete the edge theory, we need to specify the set of
local operators. In this case, the fundamental local operators
are those of the form
exp(iΛTKΦ) ≡ exp
i∑
ij
ΛiKijΦj
 (4.47)
where Λ is an N component integer column vector. All other
local operators can be constructed by taking derivatives and
products of eiΛ
TKΦ. Physically, exp(iΛTKΦ) can be thought
of as a product of boson creation/annihilation operators acting
on the different edge modes.
We now compute the F -symbol F (l,m, n). The first step
is to define the anyon states that we will manipulate. For each
anyon type, l, we define a state with anyon l at position x, by
|lx〉 = (alx)†|0〉 (4.48)
where |0〉 denotes the ground state of the edge theory and
(alx)
† = eil
T
∫ x
−∞ ∂yΦ(y)dy (4.49)
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As in the previous example, (alx)
† can be thought of as the
string-like creation operator for anyon l at position x.
Next we define movement and splitting operators. We de-
fine the movement operator for l by
M lx′x = e
ilT
∫ x′
x
∂yΦ(y)dy (4.50)
Likewise, we define the splitting operator by
S(l,m) = Mm21 · C(l,m) (4.51)
where C(l,m) denotes the operator C(l,m) =
ei(l+m−[l+m])
TΦ(1). As in the previous example, the
extra factor of ei(l+m−[l+m])
TΦ(1) is necessary to ensure that
S(l,m)|[l +m]1〉 ∝ (al1)†(am2 )†|GS〉 (4.52)
We are now ready to compute the F -symbol F (l,m, n).
From the definition (3.10) we have:
|1〉 = Mm12M l01Mm21C(l,m)Mn32Mn21
· C([l +m], n)|[l +m+ n]1〉
|2〉 = Mn32Mn21C(m,n)M [m+n]12 M l01M [m+n]21
· C(l, [m+ n])|[l +m+ n]1〉 (4.53)
To simplify these expressions we use the following commuta-
tion relations:
M lx′′x′M
m
x′x = e
iα(l,m) ·Mmx′xM lx′′x′ , x < x′ < x′′
M lx1e
iΛTKΦ(1) = eiα(l,KΛ) · eiΛTKΦ(1)M lx1 x 6= 1
(4.54)
where
α(l,m) = pilTK−1m. (4.55)
We also use the relation
eiΛ
TKΦ(1)eiΞ
TKΦ(1) = e−iβ(KΛ,KΞ) · ei(Λ+Ξ)TKΦ(1)
(4.56)
where
β(Λ,Ξ) =
pi
2
ΛT (K−1XK−1)Ξ. (4.57)
All of these relations follow from Eq. 4.46, together with the
Baker-Campbell-Hausdorff formula.
Using the above relations, together with the identity
M lxx′ = (M
l
x′x)
−1, we simplify |1〉, |2〉 to:
|1〉 = eiα1M l01Mn32Mn21ei(l+m+n−[l+m+n])
TΦ(1)
· |[l +m+ n]1〉
|2〉 = eiα2M l01Mn32Mn21ei(l+m+n−[l+m+n])
TΦ(1)
· |[l +m+ n]1〉 (4.58)
where
α1 = α(l,m) + α(n, l +m− [l +m])
− β(l +m− [l +m], [l +m] + n− [l +m+ n])
α2 = α(l,m)
− β(m+ n− [m+ n], l + [m+ n]− [l +m+ n])
(4.59)
FIG. 9. Spacetime diagrams for two processes in which an anyon ab
splits into anyons a, b. The final states |1〉, |2〉 are equal up to a U(1)
phase, R(a, b).
We conclude that
F (l,m, n) = 〈2|1〉 = exp[i(α1 − α2)] (4.60)
To complete the calculation, we simplify the expression for F
by making a gauge transformation (3.2) with
ν(l,m) = β(l +m− [l +m], [l +m]) + β(m, l) + α(m, l)
(4.61)
After this gauge transformation, we obtain
F (l,m, n) = exp[ipilTK−1(K−X)K−1(m+n− [m+n])]
(4.62)
V. DEFINING THE R-SYMBOL FOR ABELIAN ANYONS
A. Abstract definition of R
We begin by reviewing the abstract definition of the R-
symbol in the case of Abelian anyons [1, 2]. According to
this definition, R is defined by comparing two different phys-
ical processes (Fig. 9). In one process, an anyon of type ab
splits into two anyons of type a, b, with a on the left and b on
the right, and then a, b are exchanged in the counterclockwise
direction; the other process, ab splits into a, bwith b on the left
and a on the right, without any subsequent exchange. By con-
struction, the final states |1〉, |2〉 produced by these processes
contain the same anyons a, b in the same positions. Therefore,
|1〉, |2〉 are the same up to a phase. The R-symbol R(a, b) is
defined to be the phase difference between the two states:
|1〉 = R(a, b)|2〉 (5.1)
Two properties of theR-symbol follow from this definition.
First, R has an inherent ambiguity: it is only well-defined up
to gauge transformations of the form
R(a, b)→ R(a, b)e
iν(a,b)
eiν(b,a)
(5.2)
where ν(a, b) ∈ R. As with F , this ambiguity comes about
because the phases of splitting operators can be varied arbi-
trarily. In particular, if we multiply the two splitting operators
in Fig. 9 by two phases, eiν(a,b), eiν(b,a), this changes R by
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FIG. 10. The second hexagon equation (5.3). Consistency requires
that the product of the U(1) phases along the upper path is equal to
the product along the lower path.
exactly the above transformation (5.2). An important point is
that the ν(a, b) in (5.2) is the same as the ν(a, b) that appears
in the gauge transformation (3.2): that is, R and F transform
under the same gauge transformation ν.
The second property of the R-symbol is that it obeys two
constraints, known as the hexagon equations:
R(a, b)F (b, a, c)R(a, c) = F (a, b, c)R(a, bc)F (b, c, a)
R(b, a)−1F (b, a, c)R(c, a)−1 = F (a, b, c)R(bc, a)−1
· F (b, c, a) (5.3)
To derive the second equation, consider the 6 processes shown
in Fig. 10. Denote the final states produced by these processes
by {|1〉, ..., |6〉}. We can compute the phase difference be-
tween states |1〉 and |6〉 using either the upper or lower path
of Fig. 10. Demanding consistency between the two calcula-
tions gives the second hexagon equation. The first hexagon
equation follows in the same way by considering the 6 pro-
cesses shown in Fig. 25. In Appendix B, we will show that
our microscopic definitions of F andR also obey the hexagon
equations.
B. Microscopic definition of R
As with the F -symbol, the first step in the microscopic def-
inition of the R-symbol is to choose a representative anyon
state, |ax〉, for each anyon type a and each point x. The only
new element here is that we need to consider a larger set of
positions for x: specifically, in addition to the anyon states
{|ax〉}, where the position x is located on the x-axis, we also
include the anyon states |aY 〉 for some point, labeled Y , that is
not on the x-axis. For concreteness, we will use a convention
where the y-coordinate of Y is negative and larger in magni-
tude than the correlation length of the ground state, ξ, while
the x-coordinate of Y lies between the two points ‘1’ and ‘2’
where our splitting operators are defined (Fig. 11a).
FIG. 11. (a) To defineR, we include an additional set of anyon states
{|aY 〉} located at a point Y that is not on x-axis. We assume that Y
has a negative y-coordinate and an x-coordinate between 1 and 2. (b)
The two processes that are compared in the microscopic definition of
the R-symbol.
Moving on to multi-anyon states, we use the same no-
tation as in our definition of F : we label these states as
|ax1 , bx2 , cx3 , ...〉, where a, b, c, ... are the different anyons in
the state and x1, x2, x3... are their positions. Like before, we
assume that x1, x2, x3, ... are ordered according to their x-
coordinate and that every pair of xi’s is separated by a distance
of at least ξ.
Likewise, we use the same movement and splitting oper-
ators as before, but with one addition: we include two ad-
ditional movement operators MaY 1 and M
a
1Y which move an
anyon, a, from point 1 to point Y and vice-versa. Formally,
these operators are defined by the condition
MaY 1|a1〉 ∝ |aY 〉, Ma1Y |aY 〉 ∝ |a1〉 (5.4)
where both proportionality constants are U(1) phases. Note
that we do not include any movement operators between Y
and any other point on the x-axis: all anyon movements occur
within the T -junction geometry shown in Fig. 11a.
With this setup we are now ready to give our definition of
R. Consider the initial state |ab1〉, i.e. the state with a sin-
gle anyon of type ab at position 1. Starting with this state,
we apply two different sequences of movement and splitting
operators, denoting the final states by |1〉 and |2〉:
|1〉 = M b01M b12MaY 1S(a, b)|ab1〉
|2〉 = MaY 1Ma12M b01S(b, a)|ab1〉 (5.5)
These two processes are shown in Figure 11b. By construc-
tion, the final states |1〉, |2〉 produced by these processes both
contain anyons a, b at positions Y, 0, respectively. In partic-
ular, this means that |1〉, |2〉 are the same up to a phase. We
define R(a, b) to be this phase difference:
R(a, b) = 〈2|1〉 (5.6)
At this point, one can check that our definition of R(a, a)
matches the definition from Ref. 10 reviewed in the introduc-
tion.
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C. Checking the microscopic definition
To show that the microscopic definition is sensible, we need
to establish two properties of R: (i) R is well-defined in the
sense that different choices of anyon states and movement and
splitting operators give the same R up to a gauge transforma-
tion; and (ii) R obeys the hexagon equations (5.3). We prove
property (ii) in Appendix B; the goal of this section is to prove
property (i).
To start, we analyze how R transforms if we change the
phase of the movement and splitting operators:
Max′x → eiθx′x(a)Max′x, S(a, b)→ eiφ(a,b)S(a, b) (5.7)
Substituting these transformations into (5.5-5.6) gives
R(a, b)→ R(a, b) e
iφ(a,b)eiθ12(b)
eiφ(b,a)eiθ12(a)
(5.8)
We conclude that R changes by a gauge transformation (5.2)
with
ν(a, b) = φ(a, b) + θ12(b) (5.9)
Notice that the above expression for ν is the same as in Eq.
(3.14). In other words, when we change the phases of the
movement and splitting operators, the F and R-symbols un-
dergo gauge transformations generated by the same ν(a, b).
This is exactly what we want from our microscopic definition,
as explained in Sec. V A.
Next, consider the more general situation where the move-
ment and splitting operators are changed in an arbitrary way
(for fixed choice of anyon states |ax〉). Denoting the new
movement and splitting operators by
Max′x → M˜ax′x, S(a, b)→ S˜(a, b), (5.10)
it follows from the same arguments as in Sec. III C, that
M˜ax′x|..., ax, ...〉 = eiθx′x(a)Max′x|..., ax, ...〉
S˜(a, b)|..., ab1, ...〉 = eiφ(a,b)S(a, b)|..., ab1, ...〉 (5.11)
for some real-valued θ, φ. Substituting these relations into
(5.5-5.6), we again see that R(a, b) changes by a gauge trans-
formation (5.2) with ν given by (5.9).
To complete the proof of property (i), we need to check
how R transforms if we choose different representative anyon
states |ax〉. As in Sec. III C, we will assume that different
choices of anyon states are related to one another by a local
unitary transformation, U . Given this assumption, our task is
to understand how R changes if we replace
|ax1 , bx2 , cx3 , ...〉 → |ax1 , bx2 , cx3 , ...〉′ (5.12)
where
|ax1 , bx2 , cx3 , ...〉′ = U |ax1 , bx2 , cx3 , ...〉 (5.13)
for some local unitary transformation U . To answer this ques-
tion, notice that we can choose movement and splitting oper-
ators for the states |ax1 , bx2 , cx3 , ...〉′ however we like since
FIG. 12. R-symbol calculation for the toric code model. Vertices
and plaquettes are labeled by n and nˆ respectively. The σz operators
applied for Me or S(e,m) are colored in red. The σz operators
applied for Mm, S(m, e) are colored in blue.
we have already checked that this choice does not affect R,
except by a gauge transformation. The simplest choice is
(Max′x)
′ = UMax′xU
†, S′(a, b) = US(a, b)U† (5.14)
where Max′x and S(a, b) are movement and splitting operators
for the states |ax1 , bx2 , cx3 , ...〉. With this choice, it is clear
that |1′〉 = U |1〉, and |2′〉 = U |2〉. It follows that R′ =
〈2′|1′〉 = 〈2|1〉 = R. Thus, we conclude that R is invariant
under a replacement of the anyon states, |ax1 , bx2 , cx3 , ...〉 →
|ax1 , bx2 , cx3 , ...〉′.
D. Examples
We now illustrate our microscopic definition by computing
the R-symbol of several different systems.
1. Toric code
We begin by computing theR-symbolR(m, e) for the toric
code. The first step is to label the anyon states that we will ma-
nipulate. For our calculation, we need the states correspond-
ing to the e, m, and em anyons. In the case of the e anyons,
we use the same notation as in Sec. IV A 2: we label the ver-
tices along the x-axis by integers n = 0,±1,±2, ... and we
define |en〉 to be the state with Av=n = −1. Similarly, for the
m anyons, we label the plaquettes that lie just above the x-
axis by nˆ = 0ˆ,±1ˆ,±2ˆ, ... and we define |mnˆ〉 to be the state
with Bp=nˆ = −1 (Fig. 12). Likewise, for the em anyons,
we define |emn〉 to be the state with Av=n = Bp=nˆ = −1.
Lastly, we will need two more anyon states, which we denote
by |eY 〉 and |mYˆ 〉. Here, Y denotes a vertex, and Yˆ denotes
an adjacent plaquette, both of which are just below the x-axis
(Fig. 12).
Next, we need to choose the movement operators for the
two types of anyons. For the e anyons, we use the same move-
ment operators as in Sec. IV A 2: we define Men′n = M
e
nn′ =
σzn,n′ where σ
z
n,n′ denotes the σ
z operator on the link between
adjacent vertices n and n′. Likewise, for the m anyons, we
define
Mmnˆnˆ′ = M
m
nˆ′nˆ = σ
x
nˆ,nˆ′ (5.15)
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FIG. 13. To compute R from a chiral boson edge theory, we choose
Y to be the point 3 located on the edge of the topological phase. This
choice is acceptable because we can think of the movement operator
MY 1 as being supported along an arc which only touches the edge at
points 1 and 3.
where σxnˆ,nˆ′ denotes the σ
x operator on the link between ad-
jacent plaquettes nˆ and nˆ′.
Finally we need the splitting operators S(e,m) and
S(m, e), which we define by
S(e,m) = σx
1ˆ,2ˆ
S(m, e) = σz1,2 (5.16)
With this setup, we are now ready to computeR(m, e). Us-
ing the definition (5.5), we have
|1〉 = Me01Me12MmY 1S(m, e)|em1〉
= σz0,1σ
z
1,2σ
x
1ˆ,Yˆ
σz1,2|em1〉
= σz0,1σ
x
1ˆ,Yˆ
|em1〉 (5.17)
and
|2〉 = MmY 1Mm12Me01S(e,m)|em1〉
= σx
1ˆ,Yˆ
σx
1ˆ,2ˆ
σz0,1σ
x
1ˆ,2ˆ
|em1〉
= σx
1ˆ,Yˆ
σz0,1|em1〉 (5.18)
To compare the two states, we note that the operators σz0,1 and
σx
1ˆ,Yˆ
act on the same link and therefore anticommute with one
another. We conclude that |1〉 = −|2〉; so
R(m, e) = −1 (5.19)
Repeating the calculation for R(e,m), one finds that
R(e,m) = +1 due to the absence of anticommuting opera-
tors. More generally, with a suitable choice of conventions, it
is easy to check that R(a, b) = 1 for all a, b ∈ {1, e,m, em}
except for
R(m, e) = R(em, e) = R(m, em) = R(em, em) = −1
2. Chiral boson edge theory
Next, we compute the R-symbol for a general bosonic
Abelian topological phase described by an N ×N K-matrix,
Kij . As in Sec. IV D, our calculation is based on the chiral
boson edge theory (4.46).
The first step is to specify our conventions for anyon states
and movement and splitting operators. For this step, we use
exactly the same definitions as in Sec. IV D. The only new
element of this calculation is that we need to define an addi-
tional set of anyon states in which the anyons are located at
the special point Y shown in Fig. 11a. There is some subtlety
in choosing the point Y : it is tempting to choose Y to be in
the bulk, as suggested by the geometry in Fig. 11a, but such
a choice is not convenient since our calculation is based on
an edge theory. Instead, we take Y to be the point 3 on the
edge5 shown in Fig. 13. With this choice the movement op-
erator M lY 1 is simply the operator M
l
31 defined in Eq. 4.50.
This movement operator can be thought of as being supported
along an arc in the bulk which meets the edge only at points 1
and 3 (Fig. 13).
Having fixed our conventions, we are now ready to compute
R(l,m). Using the definition (5.5) together with the expres-
sion for the splitting operator (4.51), we obtain:
|1〉 = Mm01Mm12M l31Mm21C(l,m)|[l +m]1〉
|2〉 = M l31M l12Mm01M l21C(m, l)|[l +m]1〉 (5.20)
To find the phase difference between these two states, we first
rearrange the order of the movement operators using the com-
mutation relations (4.54) and M l31M
m
21 = e
iα(l,m) ·Mm21M l31:
|1〉 = M l31Mm01C(l,m)|[l +m]1〉e2iα(l,m)
|2〉 = M l31Mm01C(m, l)|[l +m]1〉eiα(l,m) (5.21)
where α(l,m) is given by definition (4.55). Then using the
fact that C(l,m) = C(m, l) we obtain |1〉 = eiα(l,m)|2〉 so
that
R(l,m) = eiα(l,m) (5.22)
Making the gauge transformation (5.2) with ν given as in
equation (4.61), we obtain
R(l,m) = exp[ipilTK−1(K −X)K−1m] (5.23)
Together with the F -symbol in Eq. (4.62), this gives the com-
plete anyon data for the bosonic Abelian topological phase
with K-matrix Kij .
We can check these results in two ways. First, it is easy
to verify that F and R obey the pentagon identity (3.3) and
hexagon equations (5.3). Second, we can compute the two
gauge invariant quantities
R(l, l) = exp[ipilTK−1l]
R(l,m)R(m, l) = exp[2piilTK−1m] (5.24)
which describe the exchange statistics and mutual statistics of
the anyons. These expressions agree with standard K-matrix
theory [6].
VI. NON-ABELIAN ANYONS
In this section, we explain how our microscopic definitions
of F and R generalize to non-Abelian anyons.
5 The point Y = 3 should not be confused with the point ‘3’ that appears in
the definition of the F -symbol: in that context it should be thought of as
the point ‘1000’ – i.e. far from the region where anyons are manipulated.
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A. Review: non-Abelian anyon data
We begin by reviewing some basic aspects of non-Abelian
anyon theories [1, 2]. These theories consist of four pieces of
data:
1. Set of anyon types: a finite set of anyon types,
A = {a, b, c, ...}.
2. Fusion product: an associative and commutative mul-
tiplication law on A of the form
a× b =
∑
c
Nabc c (6.1)
where Nabc are non-negative integers called “fusion
multiplicities.”
3. F -symbol: a complex tensor, (F abcdef )κλµν , where
a, b, .., f ∈ A, while µ runs over the set {1, ..., Nabe }
with κ, λ, ν indexed similarly (see Fig. 14).
4. R-symbol: a complex tensor, (Rabc )µν , where a, b, c ∈
A, while µ, ν run over the set {1, ..., Nabc } (see Fig. 16).
The definition of “anyon types” is the same as in the
Abelian case, so we begin by explaining the non-Abelian fu-
sion product. Given any pair of anyons a, b, we say that an
anyon of type c is a “fusion product” of a and b if c can be
converted into a pair of anyons a, b by applying a unitary op-
erator supported in a finite region around c. We then define the
“fusion multiplicity” of c, denoted Nabc , as follows: N
ab
c = 0
if c is not a fusion product of a and b. Otherwise, Nabc = m
wherem is the largest integer such that there existm orthonor-
mal states, |a, b; c; 1〉, ..., |a, b; c;m〉, consisting of two anyons
a, b, and satisfying the following properties. First, each state
|a, b; c;µ〉 can be obtained from a single anyon of type c by ap-
plying a unitary operator supported in a finite region around c.
Second, the |a, b; c;µ〉 states are “locally indistinguishable”:
that is, they obey
〈a, b; c;µ′|O|a, b; c;µ〉 = (const.) · δµµ′ (6.2)
for any local operator, O. Having defined Nabc , we define the
fusion product of a and b by a× b = ∑cNabc c.
All that remains is to explain the meaning of the F and R
symbols. We will discuss this in detail below, but the rough
picture is as follows: the F -symbol can be interpreted as a
collection of (unitary) change of basis matrices relating multi-
anyon states obtained by splitting anyons in different orders.
Likewise, the R-symbol is a collection of (unitary) matrices
that describe the non-Abelian Berry phases associated with
braiding or exchanging anyons. For example, (Raac )
µ
ν can be
interpreted as the unitary matrix associated with exchanging
two a particles in the fusion channel c.
B. Abstract definition of F
We now review the abstract definition of the F -symbol in
the non-Abelian case [1, 2]. The basic idea is to consider two
FIG. 14. Two processes in which an anyon d splits into anyons a, b, c.
The inner product of the final states |1, e, µ, ν〉, |2, f, κ, λ〉 defines
the non-Abelian F -symbol.
different physical processes in which an anyon, d, splits into
three anyons, a, b, c (Fig. 14). In one process, d splits into
anyons e and c and then e splits into a and b; in the other
process, d splits into a and f and then f splits into b and c. In
general, there will be more than one way to split the anyons
if the fusion multiplicities are larger than 1. That is, there
are multiple “locally indistinguishable” final states which can
be obtained by each splitting. Therefore, we label the four
splittings by additional indices µ, ν, κ, λwhere µ = 1, ..., Nabe
and the others are indexed similarly. We then denote the final
states of these processes by |1, e, µ, ν〉 and |2, f, κ, λ〉. By
construction, the set of states {|1, e, µ, ν〉} and {|2, f, κ, λ〉}
are both orthonormal bases for the same subspace — namely
the subspace of states consisting of three anyons a, b, c fusing
to d. It follows that these states must be related by a unitary
matrix. The F -symbol (F abcdef )
κλ
µν is defined to be this unitary
matrix:
|1, e, µ, ν〉 =
∑
f,κ,λ
(F abcdef )
κλ
µν · |2, f, κ, λ〉 (6.3)
As in the Abelian case, the above definition implies two
properties of the F -symbol. The first property is that the
F -symbol is only well-defined up to gauge transformations.
These transformations take the form
(F abcdef )
κλ
µν →
∑
κ′λ′µ′ν′
(F abcdef )
κ′λ′
µ′ν′
· (αecd )ν
′
ν (α
ab
e )
µ′
µ (α
d
af )
λ
λ′(α
f
bc)
κ
κ′ (6.4)
where (αabc )
µ′
µ is a family of unitary matrices of dimension
Nabc × Nabc , parameterized by triplets of anyons, a, b, c, and
αcab ≡ (αabc )−1 is the inverse matrix. To understand where
these gauge transformations come from, it is useful to think of
each splitting, c→ a, b, as being implemented by a collection
of splitting operators, Sabc,µ , where µ = 1, ..., N
ab
c . We are
free to mix different splitting operators with one another by
multiplying by a unitary matrix, (αabc )
µ′
µ :
Sabc,µ →
∑
µ′
(αabc )
µ′
µ S
ab
c,µ′ (6.5)
If we make this replacement for each of the four splittings,
then F changes by exactly the above gauge transformation
(6.4).
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FIG. 15. The two microscopic processes that define the non-Abelian
F -symbol.
The second property of the F -symbol is that it obeys the
pentagon identity. In the non-Abelian case, this identity takes
the form∑
hλ′µ′ρ
(F abcgfh)
λ′µ′
λµ (F
ahd
egk )
ρσ
µ′ν(F
bcd
khl )
τρ′
λ′ρ =∑
κ
(F fcdegl )
τκ
µν(F
abl
efk)
ρ′σ
λκ (6.6)
This identity follows from the same reasoning as in the
Abelian case.
C. Microscopic definition of F
The microscopic definition of F follows the same basic
steps as is in the Abelian case. As before, we fix a line in
the 2D plane and we only consider states with anyons living
along this line. For each anyon a and each position x, we let
|ax〉 denote a state that contains a single anyon a located at
point x. Likewise, for any finite set of well-separated points
x1 < x2 < x3 < ... we let
|ax1 , bx2 , cx3 , ...; t;µ〉, µ = 1, ..., Nabc...t (6.7)
denote an orthonormal basis of “locally indistinguishable”
multi-anyon states that contain an anyon a at point x1, anyon b
at point x2, etc., and that can be obtained from a single anyon
t by applying a unitary operator supported in a finite region
around t. Here, Nabc...t denotes the fusion multiplicity of t
in the fusion product a × b × c · · · . Also, when we say that
these states are “locally indistinguishable” we mean that they
satisfy
〈µ′|O|µ〉 = (const.) · δµµ′ (6.8)
where O is any local operator, and where we are using the
abbreviation
|µ〉 ≡ |ax1 , bx2 , cx3 , ...; t;µ〉 (6.9)
As in the Abelian case, it is useful to give a precise defi-
nition of the multi-anyon states in terms of the single anyon
states: we define the multi-anyon states to be the set of all
states that have the same expectation values as the ground
state for local operators supported away from all the anyons,
and the same expectation values as |ax1〉 for local operators
near x1, the same expectation values as |bx2〉 for local oper-
ators near x2, and so on. That is, the multi-anyon states are
characterized by the fact that
〈..., ax, ...; t;µ|O|..., ax, ...; t;µ〉 = 〈ax|O|ax〉 (6.10)
for every operatorO supported in the neighborhood of a single
anyon ax.
With this setup, we are now ready to define movement op-
erators. For any anyon a and any pair of points x, x′, we say
thatMax′x is a “movement operator” if it obeys two conditions:
first,
Max′x|ax〉 ∝ |ax′〉 (6.11)
where the proportionality constant is a U(1) phase; second,
Max′x is supported in a neighborhood of the interval contain-
ing x and x′. As in the Abelian case, the second condition,
together with (6.10), guarantees that Max′x has a similar effect
on any multi-anyon state of the form |..., ax, ...〉 that does not
contain any other anyons between x and x′:
Max′x|..., ax, ...; t;µ〉 =
∑
µ′
V µ
′
µ |..., ax′ , ...; t;µ′〉 (6.12)
where V µ
′
µ is a unitary matrix.
We now move on to define splitting operators. First, we fix
two (well-separated) points on the line, ‘1’ and ‘2.’ Let a, b
be any pair of anyons and let c be any anyon that appears in
the product a × b with multiplicity Nabc ≥ 1. We say that
a collection of operators {Sabc,µ}, where µ = 1, ..., Nabc , are
“splitting operators” if Sabc,µ satisfies two conditions: first,
Sabc,µ|c1〉 =
∑
µ′
Qµ
′
µ |a1, b2; c;µ′〉, (6.13)
whereQµ
′
µ is a unitary matrix; second, S
ab
c,µ is supported in the
neighborhood of the interval [1, 2]. As in the Abelian case, the
second condition guarantees that the splitting operators have
a similar effect when applied to any multi-anyon state of the
form |..., c1, ...〉, as long as the other anyons are located far
from [1, 2]: that is,
Sabc,µ|..., c1, ...; t; ν〉 =
∑
λ
Wλµν |..., a1, b2, ...; t;λ〉 (6.14)
for some complex coefficients, Wλµν . These coefficients are
guaranteed to have the orthonormality property∑
λ
(Wλµν)
∗Wλµ′ν′ = δµµ′δνν′ (6.15)
An equivalent way to say this is that the states
Sabc,µ|..., c1, ...; t; ν〉 are orthonormal.
For any choice of movement and splitting operators, we
define a corresponding F -symbol as follows. First, starting
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with a single anyon d at position 1, we apply two different
sequences of movement and splitting operations:
|1, e, µ, ν〉 = M b12Ma01Sabe,µM c32Secd,ν |d1〉
|2, f, κ, λ〉 = M c32Sbcf,κMf12Ma01Safd,λ|d1〉 (6.16)
These two processes are shown in Figure 15. Next, we con-
sider the collection of states {|1, e, µ, ν〉}. By construction,
all of these states contain anyons a, b, c at positions 0, 1, 3. In
fact, the collection of states {|1, e, µ, ν〉} forms an orthonor-
mal basis for the topologically degenerate subspace spanned
by {|a0, b1, c3; d;σ〉 : σ = 1, ..., Nabcd }. The same is true
for the second collection of states, {|2, f, κ, λ〉}. It follows
that the overlaps between these two collections of states form
a unitary matrix. The F -symbol is defined to be this unitary
matrix:
(F abcdef )
κλ
µν = 〈2, f, κ, λ|1, e, µ, ν〉 (6.17)
D. Checking the definition of F
As in the Abelian case, we need to check two properties
of F to establish that our definition is sensible: (i) different
choices of anyon states and movement and splitting operators
give the sameF up to a gauge transformation; and (ii)F obeys
the pentagon identity (6.6). In this section, we prove property
(i). As for property (ii), this follows from arguments that are
almost identical to those in the Abelian case, discussed in Ap-
pendix A.
To prove property (i), we first consider how F transforms
if we change the splitting and movement operators by a trans-
formation of the form
Max′x → eiθ
a
x′xMax′x
Sabc,µ →
∑
µ′
(βabc )
µ′
µ S
ab
c,µ′ (6.18)
where (βabc )
µ′
µ is an N
ab
c ×Nabc unitary matrix and θax′x ∈ R.
Substituting (6.18) into the definition of F (6.17), it is easy to
see that F changes by a gauge transformation with
(αabc )
µ′
µ = (β
ab
c )
µ′
µ · eiθ
b
12 (6.19)
Next, consider the more general situation where M and S
are changed in an arbitrary way (for a fixed choice of single6
anyon states |ax〉). Denoting the new movement and splitting
operators by
Max′x → M˜ax′x, Sabc,µ → S˜abc,µ, (6.20)
it follows from the definition that
M˜ax′x|..., ax, ...; t;µ〉 =
∑
µ′
Tµ
′
µ ·Max′x|..., ax, ...; t;µ′〉
S˜abc,µ|..., c1, ...; t; ν〉 =
∑
µ′ν′
Uµ
′ν′
µν S
ab
c,µ′ |..., c1, ...; t; ν′〉
6 Fixing the single anyon states guarantees that the subspace of locally in-
distinguishable multi-anyon states is also fixed.
FIG. 16. Two processes in which an anyon c splits into anyons a, b.
The inner product of the final states |1, ν〉, |2, µ〉, defines the non-
Abelian R-symbol.
where Tµ
′
µ and U
µ′ν′
µν are unitary matrices. These matrices are
highly constrained: first, the topological degeneracy property
(6.8) implies that Tµ
′
µ = Tδ
µ′
µ for some phase factor T , and
likewise, Uµ
′ν′
µν = U
µ′
µ δ
ν′
ν for some unitary matrix U
µ′
µ . Next,
since both movement operators are supported in a neighbor-
hood of the interval containing x and x′, it follows from prop-
erty (6.10) that T can only depend on a, x, x′. Likewise, Uµ
′
µ
can only depend on a, b, c. Putting this all together, we con-
clude that
M˜ax′x|..., ax, ...; t;µ〉 = eiθx′x(a)Max′x|..., ax, ...; t;µ〉
S˜abc,µ|..., c1, ...; t; ν〉 =
∑
µ′
(βabc )
µ′
µ S
ab
c,µ′ |..., c1, ...; t; ν〉
for some real-valued θxx′(a) and some unitary matrix
(βabc)µ
′
µ . Substituting these relations into (6.17), we again
see that F changes by a gauge transformation (6.4) with α
given by (6.19).
To complete our proof of property (i), we need to check that
F changes at most by a gauge transformation if we choose
different anyon states |ax〉. This can established using nearly
identical arguments to the Abelian case (see Sec. III C).
E. Abstract definition of R
We now explain the abstract definition of R in the case of
non-Abelian anyons [1, 2]. As always, the basic idea is to
compare two different physical processes (Fig. 16). In one
process, an anyon, c, splits into two anyons a, b, with a on
the left and b on the right, and then a, b are exchanged in the
counterclockwise direction; the other process, c is splits into
a, b with b on the left and a on the right, without any subse-
quent exchange. If the fusion multiplicityNabc is larger than 1,
then are multiple ways to split c into a, b. Therefore, we label
the two splittings by additional indices µ, ν, which run from 1
to Nabc . Denoting the two final states by |1, ν〉 and |2, µ〉, it is
clear, by the same logic as in Sec. VI B, that these two sets of
states are related by a unitary matrix. The R-symbol (Rabc )
µ
ν
is defined to be this unitary matrix:
|1, ν〉 =
∑
µ
(Rabc )
µ
ν |2, µ〉 (6.21)
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FIG. 17. The two processes that are compared in the microscopic
definition of the non-Abelian R-symbol.
Similarly to the Abelian case, two properties of the R-
symbol follow from this definition. First, R is only well-
defined up to gauge transformations of the form
(Rabc )
µ
ν →
∑
µ′ν′
(Rabc )
µ′
ν′ (α
ab
c )
ν′
ν (α
c
ba)
µ
µ′ (6.22)
where (αabc )
µ′
µ is the same family of unitary matrices of di-
mension Nabc ×Nabc that appears in the gauge transformation
for F (6.4). (As before, we use the notation αcab ≡ (αabc )−1
to denote the inverse matrix).
The second property of the R-symbol is that it obeys the
hexagon equations. In the non-Abelian case, these take the
form∑
µ′κ
(Rabe )
µ′
µ (F
bac
def )
κλ
µ′λ′(R
ac
f )
κ′
κ =∑
gσττ ′
(F abcdeg )
στ
µλ′(R
ag
d )
τ ′
τ (F
bca
dgf )
κ′λ
στ ′∑
µ′κ
(Reba)
µ′
µ (F
bac
def )
κλ
µ′λ′(R
f
ca)
κ′
κ =∑
gσττ ′
(F abcdeg )
στ
µλ′(R
d
ga)
τ ′
τ (F
bca
dgf )
κ′λ
στ ′ (6.23)
where we use the notation Rabc ≡ (Rbca )−1 to denote the in-
verse matrix. These equations follow from the same reasoning
as in the Abelian case.
F. Microscopic definition of R
The microscopic definition of the R-symbol for non-
Abelian anyon theories is similar to the one in the Abelian
case. The first step is to choose a representative anyon state
|ax〉 for each anyon a and each point x. As in the Abelian
case, we include both the usual anyon states |ax〉, where the
position x is located on the x-axis, as well as an additional
collection of anyon states {|aY 〉} for some specific point Y
that has a negative y-coordinate (Fig. 11a).
We then use the same notation for multi-anyon states as
in Sec. V B: we label them as |ax1 , bx2 , cx3 , ...; t;µ〉 where
a, b, c, ... are the different anyons in the state and x1, x2, x3, ...
are their well-separated positions, ordered according to their
x-coordinate. Also, as in the Abelian case, we introduce two
additional movement operators MaY 1 and M
a
1Y which move
an anyon a from point 1 to point Y and vice-versa.
To define R, consider the initial state |c1〉, i.e. the state
with a single anyon c at position 1. Starting with this state,
we apply two different sequences of movement and splitting
operators, denoting the final states by |1, ν〉 and |2, µ〉:
|1, ν〉 = M b01M b12MaY 1Sabc,ν |c1〉
|2, µ〉 = MaY 1Ma12M b01Sbac,µ|c1〉 (6.24)
These two processes are shown in Figure 17. By construction,
the final states, |1, ν〉, |2, µ〉, produced by these processes both
contain anyons a, b at positions Y, 0, and form an orthonormal
basis for the subspace of two anyon states at these positions.
It follows that |1, ν〉 and |2, µ〉 are related by a unitary matrix.
We define (Rabc )
µ
ν to be this unitary matrix:
(Rabc )
µ
ν = 〈2, µ|1, ν〉 (6.25)
G. Checking the definition of R
We need to check two properties of R to show that our def-
inition is sensible: (i) different choices of anyon states and
movement and splitting operators give the same R up to a
gauge transformation (6.22); and (ii) R obeys the hexagon
equations (6.23). In this section, we prove property (i). As
for property (ii), this follows from arguments that are almost
identical to those in the Abelian case discussed in Appendix B.
The first step in proving property (i) is to consider how R
transforms if we replace the movement and splitting operators
by
Max′x → eiθ
a
x′xMax′x
Sabc,µ →
∑
µ′
(βabc )
µ′
µ S
ab
c,µ′ (6.26)
where (βabc )
µ′
µ is an N
ab
c ×Nabc unitary matrix and θax′x ∈ R.
Substituting this into (6.24-6.25) we conclude that R changes
by a gauge transformation (6.22) with
(αabc )
µ′
µ = (β
ab
c )
µ′
µ · eiθ
b
12 (6.27)
Importantly, the above expression for α is the same as in Eq.
(6.19): thus, the F andR-symbols undergo gauge transforma-
tions generated by the same α, as desired.
Next, consider the more general situation where the move-
ment and splitting operators are changed in an arbitrary way
(again for a fixed choice of single anyon states |ax〉). Denot-
ing the new movement and splitting operators by
Max′x → M˜ax′x, Sabc,µ → S˜abc,µ, (6.28)
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the same arguments as in the previous section imply that
M˜ax′x|..., ax, ...; t;µ〉 = eiθx′x(a)Max′x|..., ax, ...; t;µ〉
S˜abc,µ|..., c1, ...; t; ν〉 =
∑
µ′
(βabc )
µ′
µ S
ab
c,µ′ |..., c1, ...; t; ν〉
for some real-valued θxx′(a) and some unitary matrix
(βabc)µ
′
µ . Substituting these relations into (6.24-6.25), we
again see that R changes by a gauge transformation with α
given by (6.19).
At this point we have almost proved property (i): all that
remains is show that different representative anyon states |ax〉
lead to the same R, up to a gauge transformation. This re-
sult follows from the same argument as in the Abelian case
(Sec. V C).
VII. CONCLUSION
In this paper, we have proposed microscopic definitions of
both the F -symbol and the R-symbol. These definitions are
quite general: they apply to arbitrary bosonic or fermionic
many-body systems with local interactions and an energy gap.
We have also shown that our definitions obey the pentagon and
hexagon equations, thereby providing a microscopic deriva-
tion of these fundamental constraints.
Throughout this paper, we have emphasized that our defi-
nitions provide concrete procedures for computing anyon data
from microscopic models. It is natural to wonder: can we go a
step further and turn these procedures into experimental pro-
tocols? In other words, do our definitions provide a way to
measure F and R?
The answer to this question is ‘yes,’ at least in principle. For
example, consider the Abelian F -symbol F (a, b, c). To mea-
sure this quantity, one could first prepare an initial state of the
form 1√
2
|(abc)1〉 ⊗ (| ↑〉 + | ↓〉), where |(abc)1〉 denotes an
anyon state, and | ↑〉, | ↓〉 are (orthogonal) states of an ancilla
qubit. Next, one could perform the sequence of movement
and splitting operations in process ‘1’ (3.10), with each oper-
ation conditioned on the ancilla qubit being in the state | ↑〉,
followed by the operations in process ‘2,’ each conditioned on
the ancilla qubit being in the state | ↓〉.7 This sequence of op-
erations produces the final state 1√
2
(|1〉 ⊗ | ↑〉 + |2〉 ⊗ | ↓〉).
Finally, by measuring the expectation values 〈σx〉 and 〈σy〉
for the ancilla qubit, one could extract the real and imaginary
parts of 〈2|1〉 = F (a, b, c). A similar scheme could be used
to measureR; thus, in principle one can measure the complete
set of anyon data. These schemes also generalize easily to the
non-Abelian case.
That said, these schemes, both theoretical and experimen-
tal, suffer from a serious limitation: they assume a detailed
7 Here, we assume that the movement and splitting operators are chosen so
that they are unitary.
microscopic understanding of anyon excitations. An impor-
tant problem is to find other methods of extracting a com-
plete set of anyon data that do not require as much informa-
tion about the underlying many-body system. For example,
several authors have proposed methods for computing vari-
ous pieces of anyon data from a ground state wave function
alone[14–19, 23, 24]; it would be interesting if one could de-
velop methods of this kind for the F -symbol or R-symbol.
Another interesting direction would be to consider many-
body systems with symmetries. These systems are character-
ized by a richer set of data that describes both the topological
properties of anyon excitations as well as how they transform
under the symmetries [25–28]. A natural extension of this
work would be to find microscopic definitions and measure-
ment schemes for this “symmetry-enriched” data.
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Appendix A: Pentagon identity
In this appendix, we show that the Abelian F -symbol, de-
fined in Eq. 3.11, satisfies the pentagon identity. Here, the
main reason we focus on Abelian anyons is to simplify the
presentation: the generalization to the non-Abelian case is
straightforward.
The first step in the proof is to pick a nice phase convention
for the movement operatorsMax′x. Specifically, we choose the
phases of the movement operators so that
Maxx′M
a
x′x|ax〉 = |ax〉
Max′′x′M
a
x′x|ax〉 = Max′′x|ax〉 (A1)
With this phase convention, our space-time diagrams satisfy
the following “topological invariance” property: consider any
process, P , composed out of a sequence of movement and
splitting operators acting on an initial state
|i〉 = |..., ax, bx′ , cx′′ , ...〉. (A2)
For any such process, we can draw a corresponding space-
time diagram. Next, consider a second process, P ′, that acts
on the same initial state, |i〉, and that leads to the same final
configuration of anyons. Again, we can draw a correspond-
ing space-time diagram. The topological invariance property
says that if these two space-time diagrams can be continu-
ously deformed into one another while fixing the endpoints,
then the two processes produce the same final states with the
same phases. That is,
P |i〉 = P ′|i〉 (A3)
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FIG. 18. Five microscopic processes used to derive the pentagon
identity.
FIG. 19. Graphical proof of |1〉 = F (a, b, c)|2〉: the two processes
are related by a microscopic F -move.
We prove this result at the end of this section.
Using the above topological invariance property (A3), it is
easy to show that the F -symbol defined in (3.11) satisfies the
pentagon identity. The proof follows the same line of reason-
ing as the argument in Sec. III A. Consider the five processes
shown in Fig. 18. Let us denote the final states of these pro-
cesses by |1〉, |2〉, |3〉, |4〉, |5〉. Notice that these states are the
same up to a phase since they contain the same four anyons,
a, b, c, d, at the same four points. The idea of the proof is to
compute the relative phase between states |1〉 and |5〉 in two
different ways. In the first calculation, we note that
|1〉 = F (a, b, c)|2〉
|2〉 = F (a, bc, d)|3〉
|3〉 = F (b, c, d)|5〉 (A4)
Here, the first relation follows by noting that the diagrams cor-
responding to |1〉 and |2〉 differ by a microscopic F -move (see
Fig. 19). Likewise, the second relation follows in two steps
(see Fig. 20): in the first step, we use topological invariance to
redraw the space-time diagram corresponding to |2〉, while in
the second step we related the modified diagram to |3〉 using
an F -move. The third relation follows in a similar way (Fig.
21).
For the second calculation of the relative phase between
=
FIG. 20. Graphical proof of |2〉 = F (a, bc, d)|3〉. The first equal-
ity follows from topological invariance, while the second equality
follows from a microscopic F -move.
=
FIG. 21. Graphical proof of |3〉 = F (b, c, d)|5〉. The first equality
follows from topological invariance, while the second follows from
a microscopic F -move.
|1〉, |5〉, we observe that
|1〉 = F (ab, c, d)|4〉
|4〉 = F (a, b, cd)|5〉 (A5)
Similarly to (A4), both of these relations follow from the topo-
logical invariance property (A3) together with the definition of
F (3.11). (See Figs. 22-23 for graphical proofs). Combining
(A4) and (A5), gives the desired pentagon identity:
F (a, b, c)F (a, bc, d)F (b, c, d) = F (ab, c, d)F (a, b, cd)
To complete the argument, we now prove the topological
invariance property (A3). We begin by considering some spe-
cial cases. First, we consider processes that (i) are composed
only out of movement operators and (ii) return all anyons to
their initial positions. We claim that any process, P , of this
kind is equivalent to the identity operator in the sense that
P |i〉 = |i〉 (A6)
This claim follows from two properties of the movement oper-
ators. The first property is that movement operators commute
when acting on non-overlapping intervals:
[Mx1x2 ,Mx3x4 ] = 0 (A7)
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FIG. 22. Graphical proof of |1〉 = F (b, c, d)|4〉. The first equality
follows from topological invariance, while the second follows from
a microscopic F -move.
The second property is a multi-anyon generalization of (A1)
which follows from the locality of the movement operators:
Maxx′M
a
x′x|..., ax, ...〉 = |..., ax, ...〉 (A8)
Max′′x′M
a
x′x|..., ax, ...〉 = Max′′x|..., ax, ...〉 (A9)
Here |..., ax, ...〉 is any multi-anyon state that does not have
any additional anyons in the interval containing x, x′ or x′, x′′.
To establish (A6), it suffices to show that for any nontriv-
ial process P , we can find a simpler process P ′ — i.e. a
process with strictly fewer movement operators — such that
P |i〉 = P ′|i〉. Once we establish the existence of P ′, Eq. (A6)
follows immediately since we can then simplify P repeatedly
until we reduce it to the identity. To construct P ′, it is con-
venient to make two simplifying assumptions about P : (i) the
positions x of the anyons are always integer-valued and (ii) all
movements are of the formMax′x, where x
′ = x±1. (The sec-
ond assumption can be made without loss of generality given
Eq. A9). Next, consider the leftmost anyon, a, with the prop-
erty that, at some point during the process, a performs a move-
ment to the right, i.e. Max′x with x
′ > x, followed later by a
reverse movement Maxx′ with no movements of this anyon a
in between. Since a is the leftmost anyon with this property,
it is easy to see that there cannot be any movement operators
that appear between Max′x and M
a
xx′ whose region of support
overlaps the interval [x, x′]. Therefore, we can use (A7) to
reorder the movement operators so that Max′x and M
a
xx′ ap-
pear one after the other. The two movement operators can
then be removed from P using the identity (A8). This gives
the desired process P ′. If there are no anyons with the above
property, then we follow the same reasoning as above but we
consider the rightmost anyon a that performs a movement to
the left, i.e. Max′x with x
′ < x, followed later by a reverse
movement Maxx′ with no movements of this anyon, a, in be-
tween. Again, this allows us to construct a simpler process
P ′.
Having established (A6), the next step in the proof is to
consider a slightly more general set of processes: namely,
processes that are composed out of movement operators but
do not necessarily return the anyons to their initial positions.
We claim that P |i〉 = P ′|i〉 for any two “movement-only”
processes P, P ′ with the same initial state and same final con-
= =
FIG. 23. Graphical proof of |4〉 = F (b, c, d)|5〉. The first and third
equalities follow from topological invariance, while the second fol-
lows from a microscopic F -move.
figuration of anyons. To see this, consider the process P invP ′,
where P inv is the inverse process to P — that is, the process
obtained by reversing the order of the movement operators
and replacing Max′x → Maxx′ . By construction, P invP ′ has
the property that it returns all anyons to their original posi-
tions so we can use (A6) to deduce that P invP ′|i〉 = |i〉. It
then follows that P |i〉 = P ′|i〉, proving the claim.
We are now ready to consider general processes with both
splitting and movement operators. We claim that P |i〉 = P ′|i〉
for any two processes P, P ′ whose spacetime diagrams can
be continuously deformed into one another while fixing end-
points and preserving the time-ordered sequence of splittings.
To prove this claim, it is useful to decompose P into a product
P = P1S1P2S2 · · · (A10)
where S1, S2, ... are splitting operators and P1, P2, ... are
movement-only processes. We decompose P ′ in a similar
fashion, denoting the splitting operators by S′1, S
′
2, ... and
movement-only processes by P ′1, P
′
2, · · · . By assumption,
Sj = S
′
j for every j. On the other hand Pj 6= P ′j in general.
Consider the special case where Pj and P ′j share the same
initial anyon configuration and the same final anyon config-
uration for each j. In this case, it follows immediately that
P |i〉 = P ′|i〉 using the above property of movement-only pro-
cesses. Next, observe that the general case – where Pj and P ′j
do not share the same initial and final anyon configurations –
can always be reduced to this special case: given any P, P ′
obeying our assumption, it is not hard to construct modified
processes, P˜ and P˜ ′ with P |i〉 = P˜ |i〉 and P ′|i〉 = P˜ ′|i〉
such that the corresponding movement-only processes, P˜j and
P˜ ′j , do share the same initial and final anyon configuration for
each j. These modified processes P˜ and P˜ ′ can be obtained
by inserting appropriate movement operatorsMaxx′ just before
each splitting operator, along with their reverse movements
Max′x just after the splitting operator, and using the fact that
movement operators commute with splitting operators when
acting on non-overlapping intervals.
At this point, we have almost proved the general topological
invariance property (A3), but we need one more result: we
need to show that the order of splitting operators does not
21
=
FIG. 24. (a) Graphical representation of the identity (A11). (b)
Schematic representation of the two unitary operators UL, UR which
are supported in the regions x ≤ 0 and x ≥ 3, respectively, and
satisfy UL|i〉 = SL|i〉 and UR|i〉 = SR|i〉.
matter, i.e
SLSR|i〉 = SRSL|i〉 (A11)
where SL and SR are the two splitting processes shown in
Fig. 24a. The identity (A11), together with the claim in the
previous paragraph implies topological invariance.8
To prove the identity (A11), we note that neither |i〉 nor
SL|i〉 contain any anyons in the region x > −1, which means
in particular that |i〉 and SL|i〉 share the same expectation val-
ues for any operator supported in x > 0. It then follows from
the properties of the Schmidt decomposition that there exists a
unitary operator, UL, supported in the complementary region
x ≤ 0 such that
UL|i〉 = SL|i〉 (A12)
By the same reasoning, there exists a unitary operator, UR,
supported in the region x ≥ 3 such that
UR|i〉 = SR|i〉 (A13)
Next, we observe that
[UL, UR] = [SL, UR] = [UL, SR] = 0 (A14)
since each pair of operators is supported on non-overlapping
regions. Combining these identities, we derive
SLSR|i〉 = SLUR|i〉 = URSL|i〉 = URUL|i〉 = ULUR|i〉
SRSL|i〉 = SRUL|i〉 = ULSR|i〉 = ULUR|i〉
(A15)
This proves the reordering identity (A11) and completes our
proof of the topological invariance property (A3).
8 Strictly speaking, to establish general topological invariance, one needs to
prove a slight generalization of (A11) in which SL, SR contain additional
“spectator” anyon worldlines that do not participate in the splittings; how-
ever, this generalization of (A11) can be proved using the same arguments
as the special case (A11).
FIG. 25. Graphical derivation of the first hexagon equation (5.3).
Appendix B: Hexagon equations
In this appendix, we show that our definitions of the
Abelian F and R symbols obey the hexagon equations (5.3).
Our proof closely follows the derivation of the pentagon iden-
tity given in Appendix A and like that derivation it is straight-
forward to generalize it to non-Abelian anyons.
We will focus on the first hexagon equation since it is
slightly easier to prove with our conventions. The first step of
the proof is to construct microscopic processes that have the
same structure as the six abstract processes shown in Fig. 25.
This step is analogous to the first step of the proof in Ap-
pendix A, in which we constructed the microscopic processes
shown in Fig. 18. Just as in Fig. 18, we draw out explicit dia-
grams for these microscopic processes in Fig. 26. These pro-
cesses are constructed so that they satisfy the following prop-
erties: (i) all six processes start in the same initial state and
end with the same final particle positions; (ii) all anyon move-
ments occur between either nearest neighbor integer points n
and n±1 or between 1 and Y ; and (iii) each crossing in Fig. 25
is implemented, microscopically in Fig. 26, by a particle sit-
ting at Y and another particle moving between 2 and 1.
Let us denote the final states produced by these six micro-
scopic processes by |1〉, ..., |6〉. By construction, |1〉, ..., |6〉
have the same anyons in the same positions, so they only dif-
fer by a phase. The main idea of the proof is to compute the
phase difference between |1〉 and |6〉 in two different ways.
The first calculation proceeds along the top path of Figure 25:
we claim that
|1〉 = R(a, b)|2〉
|2〉 = F (b, a, c)|3〉
|3〉 = R(a, c)|6〉 (B1)
Each of these three equalities follow from a property that we
call “weak topological invariance.” To state this property, let
P, P ′ be any two processes composed out of movement and
splitting operators, and suppose that P, P ′ start in the same
initial state, |i〉, and end in the same anyon configuration. The
weak topological invariance property states that P |i〉 = P ′|i〉
22
FIG. 26. Six microscopic processes used to derive the first hexagon
equation.
as long as the spacetime diagrams corresponding to P, P ′ –
which we regard as decorated planar graphs – can be continu-
ously deformed into one another while fixing the endpoints
and preserving the time-ordered sequence of splittings and
crossings.
Assuming weak topological invariance, which we will
prove below, it is easy to derive the first equality in (B1). The
argument is similar to that in Fig. 23: one starts with the two
microscopic processes P1, P2 that produce states |1〉, |2〉. One
then constructs two modified processes P ′1, P
′
2 whose space-
time diagrams are equivalent to P1, P2 according to weak
topological invariance, and which are related to one another
by a microscopic R-move. By weak topological invariance,
we know that P ′1, P
′
2 must produce the same final states as
P1, P2. At the same time, since the P ′1, P
′
2 are related to one
another by a microscopic R-move, we know that their final
states differ by R(a, b); hence we deduce |1〉 = R(a, b)|2〉.
The other two equalities in (B1) are derived similarly.
Next, we calculate the phase difference between |1〉 and |6〉
by going along the bottom path of figure 25. We claim that
|1〉 = F (a, b, c)|4〉
|4〉 = R(a, bc)|5〉
|5〉 = F (b, c, a)|6〉 (B2)
As in the previous calculation, the first and third equalities
in (B2) follow immediately from weak topological invari-
ance. The second equality however requires an additional
identity beyond weak topological invariance, namely the iden-
tity shown schematically in Figure 27. This identity, to-
gether with weak topological invariance, is sufficient to show
|4〉 = R(a, bc)|5〉.
Combining (B1) and (B2) gives the desired hexagon equa-
tion:
R(a, b)F (b, a, c)R(a, c) = F (a, b, c)R(a, bc)F (b, c, a)
To complete the argument we need to establish two proper-
ties that we used above: (1) weak topological invariance and
(2) the identity in Fig. 27. We begin by proving weak topo-
logical invariance.
As in Appendix A, the first step of the proof is to consider
the special class of processes that (i) are composed only out
of movement operators; (ii) have spacetime diagrams that do
FIG. 27. Graphical representation of the identity that is needed to
relate states |4〉 and |5〉 in Fig. 25.
not contain any crossings; and (iii) return all anyons to their
initial positions. We claim that any process, P , of this kind
obeys P |i〉 = |i〉. The proof is virtually identical to the corre-
sponding claim in Appendix A, so we will not repeat it here.
The next step is to consider a slightly more general set of
processes, namely processes that are composed out of move-
ment operators and have spacetime diagrams without cross-
ings, but do not necessarily return the anyons to their initial
positions. We claim that P |i〉 = P ′|i〉 for any two processes
of this kind. Again, the proof is the same as the corresponding
claim in Appendix A.
We are now ready to prove weak topological invariance.
Suppose that P, P ′ are two processes that can be deformed
into one another while fixing the endpoints and preserving the
time-ordered sequence of splittings and crossings. We wish to
show P |i〉 = P ′|i〉. Similarly to Appendix A, we decompose
P into a product
P = P1V1P2V2 · · · (B3)
where P1, P2, ... are movement-only processes without any
crossings and where V1, V2, ... are ‘vertex operators’ consist-
ing of either a splitting operator S(a, b) or a crossing operator
(i.e. a movement operator Ma12 or M
a
21 in the presence of a
particle at position Y ). We decompose P ′ in a similar fash-
ion, denoting the movement-only processes by P ′1, P
′
2, ... and
vertex operators by V ′1 , V
′
2 , · · · . By assumption, Vj = V ′j for
every j, but Pj and P ′j may be different. Consider the special
case where Pj and P ′j share the same initial anyon configu-
ration and the same final anyon configuration for each j. In
this case, it follows immediately that P |i〉 = P ′|i〉 using the
above property of movement-only processes. Next note that
the general case – where Pj and P ′j do not share the same ini-
tial and final anyon configurations – can always be reduced
to this special case: given any P, P ′ it is not hard to con-
struct modified processes, P˜ and P˜ ′, with P |i〉 = P˜ |i〉 and
P ′|i〉 = P˜ ′|i〉 such that the corresponding movement-only
processes P˜j and P˜ ′j do share the same initial and final anyon
configuration for each j. These modified processes P˜ , P˜ ′ can
be obtained in the same way as in Appendix A, i.e. by insert-
ing appropriate movement operators Maxx′ just before each
splitting operator, along with their reverse movements Max′x
just after the splitting operator, and using the fact that move-
ment operators commute with splitting operators when acting
on non-overlapping intervals.
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FIG. 28. (a) The relation |Ψ〉 = |Ψ′〉 is the first step in our proof
of the identity in Fig. 27. (b) Regions of support of the operators
Ua1 , U
b,c
1 used in proof of |Ψ〉 = |Ψ′〉.
All that remains is to prove the identity shown in Fig. 27.
We will do this in two steps. First we will show that |Ψ〉 =
|Ψ′〉 where |Ψ〉, |Ψ〉′ are the two final states produced by
the processes shown in Fig. 28a. Next we will show that
|Ψ′〉 = |Ψ′′〉 where |Ψ′′〉 is the final state produced by the
second process in Fig. 29a. Taken together, these two equali-
ties imply that |Ψ〉 = |Ψ′′〉. This last result is the microscopic
analog of the identity in Fig. 27.
To prove |Ψ〉 = |Ψ′〉, we note that
|Ψ〉 = P a2 P b,c2 P a1 P b,c1 |i〉
|Ψ′〉 = P a2 P b,c2 P b,c1 P a1 |i〉 (B4)
where |i〉 is the initial state and P b,c1 , P a1 , P b,c2 , P a2 are the
processes shown in Fig. 28a. Given these two expressions,
our problem reduces to showing that P a1 P
b,c
1 |i〉 = P b,c1 P a1 |i〉.
We prove this in the same way that we proved the identity
(A11) in Appendix A. The first step is to note that there ex-
ists a (unitary) operator, Ua1 , with a region of support, shown
in Fig. 28b, such that Ua1 |i〉 = P a1 |i〉. Likewise, there exists
a (unitary) operator, U b,c1 , with a region of support shown in
Fig. 28b, such that U b,c1 |i〉 = P b,c1 |i〉. Given that these opera-
tors have non-overlapping regions of support we know that:
[Ua1 , U
b,c
1 ] = [P
a
1 , U
b,c
1 ] = [U
a
1 , P
b,c
1 ] = 0 (B5)
Combining these identities, the claim follows easily:
P a1 P
b,c
1 |i〉 = P a1 U b,c1 |i〉 = U b,c1 P a1 |i〉 = U b,c1 Ua1 |i〉
= Ua1U
b,c
1 |i〉 = Ua1 P b,c1 |i〉 = P b,c1 Ua1 |i〉 = P b,c1 P a1 |i〉,
To prove that |Ψ′〉 = |Ψ′′〉, we use similar reasoning. First
FIG. 29. (a) The relation |Ψ′〉 = |Ψ′′〉 is the second step in our proof
of the identity in Fig. 27. (b) Regions of support of the operators
Ua2 , U
b,c
3 used in proof of |Ψ′〉 = |Ψ′′〉.
we note that
|Ψ′〉 = P a2 P b,c3 (M bc01M bc12P a1 )|i〉
|Ψ′′〉 = P b,c3 P a2 (M bc01M bc12P a1 )|i〉 (B6)
as one can see in Fig. 29a. Given these expressions, our prob-
lem is equivalent to showing that P a2 , P
b,c
3 commute with each
other when acting on the state |m〉 = M bc01M bc12P a1 |i〉. To show
this commutation relation, we note that there exists a unitary
operator, U b,c3 , with a region of support shown in Fig. 29b,
such that U b,c3 |m〉 = P b,c3 |m〉. Likewise, there exists a uni-
tary operator, Ua2 , with a region of support shown in Fig. 29b
such that Ua2 |m〉 = P a2 |m〉. Using the same manipulations as
above, the claim follows immediately:
P a2 P
b,c
3 |m〉 = P a2 U b,c3 |m〉 = U b,c1 P a2 |m〉 = U b,c3 Ua2 |m〉
= Ua2U
b,c
3 |m〉 = Ua2 P b,c3 |m〉 = P b,c3 Ua2 |m〉 = P b,c3 P a2 |m〉,
This completes the proof of the first hexagon equation.
Appendix C: Derivation of Eq. 4.24
In this appendix, we derive the identity (4.24) that we used
in our analysis of the doubled semion model, that is:
S(s, s)|0〉 ∝ a†1a†2|0〉 (C1)
where S(s, s) is the splitting operator in the doubled semion
model and a†n is the semion creation operator.
The derivation follows from straightforward algebra. First
we write the semion creation operator a†n as a product
a†n = WnTnUn (C2)
24
where
Wn =
∏
m<n
σzm,Lσ
z
m,R,
Tn =
∏
m<n
(−1) 14 (1+σxm,L)(1−σxm,R)
Un =
∏
m<n
i
1−σxm,U
2 (C3)
It follows that
a†1a
†
2 = (W1T1U1)(W2T2U2)
= (W1T1W2T2)(U1U2)
= (W1W2)(W2T1W2T2)(U1U2) (C4)
where the second equality follows from the fact that the Ui
operators commute with Wj , Tj .
Next, we note that
W1W2 = σ
z
1,Lσ
z
1,R
U1U2 = i
1−σx1,U
2
∏
m<1
σxm,U (C5)
Also,
W2T1W2 =
∏
m<1
(−1) 14 (1−σxm,L)(1+σxm,R)
so
W2T1W2T2 = (−1) 14 (1+σx1,L)(1−σx1,R)
∏
m<1
σxm,Lσ
x
m,R (C6)
Substituting (C5) and (C6) into (C4) gives
a†1a
†
2 = σ
x
0,Rσ
z
1,Lσ
z
1,R(−1)
1
4 (1+σ
x
1,L)(1−σx1,R)i
1−σx1,U
2
∏
m<1
Qm
(C7)
where
Qm ≡ σxm,Lσxm,Uσxm−1,R. (C8)
denotes the Qv operator on vertex m.
Acting both sides of (C7) on the ground state |0〉 and using
the fact that Qm|0〉 = |0〉, we obtain
a†1a
†
2|0〉 = S(a, a)|0〉 (C9)
as we wished to show.
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