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Introduction
Ce travail a pour objectif l’approximation numérique des solutions faibles des systèmes hyper-
boliques de lois de conservation par des méthodes de volumes ﬁnis. Dans différents contextes,
on se concentre sur la construction de schémas numériques possédant des « bonnes propriétés
» de précision, de robustesse et de stabilité. La propriété de précision correspond généralement
à demander que les schémas développés soient d’ordre élevé. Pour que le schéma soit robuste,
il doit préserver l’ensemble des états physiquement admissibles. Enﬁn, la stabilité est le plus
souvent comprise en termes d’inégalités d’entropie discrètes. En effet, les solutions faibles des
systèmes hyperboliques doivent vériﬁer des inégalités d’entropie pour être physiquement ad-
missibles. Pour avoir un bon comportement, un schéma numérique doit donc vériﬁer un équi-
valent discret de ces inégalités.
Lorsque l’on rajoute un terme source à un système de lois de conservation, une autre pro-
priété de précision est requise : il est souhaitable que le schéma numérique préserve le plus
précisément possible les états d’équilibres du système.
On considère dans un premier temps un système hyperbolique de lois de conservation en
une dimension d’espace, sans terme source, de la forme
∂tw + ∂xf(w) = 0, x ∈ R, t ∈ R+. (1)
La fonction inconnue w : R × R+ → Ω est à valeurs dans un ensemble convexe Ω ⊂ Rd d’états
physiquement admissibles et f : Ω→ Rd est la fonction ﬂux.
On suppose que le système (1) est hyperbolique, c’est-à-dire que la matrice jacobienne
∇wf(w) est diagonalisable dans R. Les solutions de (1) pouvant développer des discontinuités
(voir [56, 80]), on considère les solutions au sens faible, c’est-à-dire au sens des distributions.
Par ailleurs, aﬁn d’écarter les solutions non physiques, on a besoin d’un critère supplémentaire :
les inégalités d’entropie (voir [76, 77, 93]). On dit qu’une fonction convexe η : Ω → R est une
entropie pour le système (1) s’il existe une fonction G : Ω → R, appelée ﬂux d’entropie, telle
que ∇wf∇wη = ∇wG. Une solution faible w du système (1) est alors dite entropique si pour
tout couple d’entropie (η,G), w vériﬁe au sens des distributions l’inégalité d’entropie
∂tη(w) + ∂xG(w) ≤ 0. (2)
On s’intéresse alors à l’approximation numérique des solutions de (1). De nombreuses mé-
thodes de volumes ﬁnis d’ordre un existent dans la littérature. Le lecteur pourra trouver en dé-
tail les méthodes usuelles dans [56, 80, 20, 100, 59]. Considérons une discrétisation uniforme de
R en cellules Ki = [xi−1/2, xi+1/2[, avec ∆x = xi+1/2 − xi−1/2 le pas d’espace supposé constant.
En notant wni une approximation de w(xi, t
n), la mise à jour au temps tn+1 = tn + ∆t par un
schéma volumes ﬁnis d’ordre un s’écrit
wn+1i = w
n
i −
∆t
∆x
(
F
(
wni , w
n
i+1
)− F (wni−1, wni )) , (3)
où F : Ω→ Ω→ Rd est un ﬂux numérique consistant (F (w,w) = f(w), pour tout w ∈ Ω).
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Le schéma (3) est dit entropique s’il vériﬁe les inégalités d’entropie discrètes
η(wn+1i ) ≤ η(wni )−
∆t
∆x
(
G
(
wni , w
n
i+1
)−G (wni−1, wni )) ,
pour tout couple d’entropie (η,G), où G : Ω → Ω → R est un ﬂux numérique d’entropie
consistant (G(w,w) = G(w)).
La robustesse et la stabilité sont des notions relativement simples à obtenir pour des sché-
mas d’ordre un. En effet, de nombreux schémas d’ordre un préservent l’ensemble Ω et/ou sont
entropiques, par exemple, le schéma HLL [64], les extensions aux solveurs de Riemann simples
[52, 53, 29], le schéma HLLC [101, 7, 100], le schéma de relaxation de Suliciu [20, 11], le schéma
de Roe et son extension VFRoe [91, 64, 50, 26, 17]... Notons que pour obtenir ces propriétés, il
est nécessaire de limiter le pas de temps selon une condition introduite par Courant, Friedrichs
et Lewy (condition CFL).
Les schémas d’ordre un contiennent beaucoup de viscosité numérique et par conséquent,
ils sont peu précis, notamment au voisinage des discontinuités. Pour réduire ce défaut, de
nombreuses méthodes ont été introduites au cours des dernières décennies aﬁn d’augmenter
l’ordre de précision. On peut mentionner une stratégie s’appuyant sur la résolution exacte du
problème de Riemann généralisé (GRP) [8, 22, 23, 19]. L’inconvénient de cette approche est
que la résolution exacte du problème de Riemann n’est possible que pour des systèmes très
simples. On lui préfère donc souvent une méthode moins précise, mais plus facile à mettre en
œuvre, consistant à utiliser une approximation d’ordre élevé de la fonction ﬂux de la forme
F (wn,+i , w
n,−
i+1). Ici, les états w
n,±
i sont des reconstructions d’ordre élevé de la solution dans la
cellule Ki aux interfaces xi±1/2. Le schéma d’ordre élevé ainsi obtenu s’écrit
wn+1i = w
n
i −
∆t
∆x
(
F
(
wn,+i , w
n,−
i+1
)
− F
(
wn,+i−1 , w
n,−
i
))
. (4)
Plusieurs techniques existent pour reconstruire les étatswn,±i , parmi lesquelles onmentionne la
reconstruction MUSCL [102, 86, 73, 21, 37, 80, 72, 12, 33], les approches cinétiques d’ordre deux
[86, 73], la reconstruction ENO/WENO [88, 108, 109], la reconstruction PPM [35], la reconstruc-
tion MOOD [34, 47]...
Il n’est généralement pas très difﬁcile de rendre robuste ces méthodes en introduisant une
limitation adaptée dans la technique de reconstruction. Par exemple, dans [80, 20], les auteurs
montrent que les méthodes MUSCL basiques préservent l’ensemble Ω, dans [88], la robustesse
est établie dans le cadre de la méthode WENO et dans [12], la robustesse de méthodes plus
complexes est étudiée. Dans tous ces travaux, la robustesse est obtenue sous une condition
plus restrictive que la condition CFL du schéma d’ordre un (au moins deux fois plus restric-
tive). D’autre part, pour toutes ces méthodes, la procédure de limitation permettant d’obtenir
la robustesse est effectuée a priori. Ces limitations globales peuvent s’avérer trop fortes et en-
gendrer une perte de précision. Pour corriger ce défaut, la méthode MOOD a été récemment
introduite dans [34, 47]. En activant la limitation a posteriori, seulement localement sur les cel-
lules où cela s’avère nécessaire, cette technique permet de diminuer la viscosité numérique du
schéma. Par ailleurs, la méthode MOOD est naturellement robuste par construction sous la
condition CFL d’ordre un, ce qui représente un gain en temps de calcul.
Il est beaucoup plus délicat de montrer la stabilité des méthodes d’ordre élevé. Plusieurs
stratégies ont été proposées mais se révèlent peu concluantes. Une première approche a été
proposée par [8, 22, 23] pour les méthodes GRP, mais reste limitée par la difﬁculté de la réso-
lution exacte du problème de Riemann généralisé. De nouvelles techniques de projection ont
été introduites dans [21, 37, 36], mais les méthodes numériques qui en résultent sont délicates à
implémenter. Une autre méthode a été introduite dans [12] et des inégalités d’entropie discrètes
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sont obtenues, mais pour un opérateur de dérivée discrète en temps non classique. Il n’est ce-
pendant pas clair que la solution convergée au sens du théorème de Lax-Wendroff, obtenue
avec cette technique, vériﬁe les inégalités d’entropie (2) attendues.
On s’intéresse maintenant aux systèmes de lois de conservation en deux dimensions d’es-
pace, qui s’écrivent sous la forme
∂tw + ∂xf(w) + ∂yg(w) = 0, (x, y) ∈ R2, t ≥ 0, (5)
oùw : R2×R+ → Ω est le vecteur des inconnues, f, g : Ω→ Rd sont les fonctions ﬂux respective-
ment dans la direction x et y et Ω ⊂ Rd désigne l’ensemble convexe des états admissibles. L’hy-
perbolicité revient dans ce cadre à demander que pour tout vecteur unitaire ν = (νx, νy)T ∈ S1,
la matrice
νx∇wf(w) + νw∇wg(w)
soit diagonalisable dans R. On demande que les solutions faibles vériﬁent les inégalités d’en-
tropie
∂tη(w) + ∂xF(w) + ∂yG(w) ≤ 0, (6)
pour tout triplet de fonctions (η,F ,G), avec η convexe et
∇f∇η = ∇F , ∇g∇η = ∇G.
On présente brièvement le formalisme permettant de décrire les schémas volumes ﬁnis en
deux dimensions d’espace (voir [56, 80, 100]). On considère une discrétisation (Ki)i∈Z de R2.
Pour chaque cellule Ki, on note γ(i) l’ensemble des indices des cellules voisines de Ki. Pour
tout i ∈ Z et j ∈ γ(i), on introduit alors eij le côté commun entre Ki et Kj et νij la normale
extérieure à eij . Enﬁn, on note respectivement |eij | et |Ki| la longueur du côté eij et l’aire de la
cellule Ki.
En notant wni une approximation constante de la solution de (5) au temps t
n sur la cellule
Ki, la mise à jour au temps tn +∆t par un schéma volumes ﬁnis d’ordre un est donnée par
wn+1i = w
n
i −
∆t
|Ki|
∑
j∈γ(i)
|eij |ϕ(wni , wnj , νij), (7)
où ϕ(·, ·, ν) est un ﬂux numérique 1D dans la direction ν.
Pour montrer la robustesse et la stabilité du schéma (7), les techniques classiques consistent
à réécrire se schéma comme une combinaison convexe de schémas 1D (voir [87, 88, 12]). Cepen-
dant, la condition CFL usuelle permettant d’obtenir ces propriétés n’est pas du tout optimale
dès que le maillage considéré est non structuré. Cela peut entraîner des coûts de calcul exces-
sifs.
On s’intéresse maintenant aux méthodes d’ordre élevé en deux dimensions d’espace. De la
même manière qu’en une dimension d’espace, les méthodes usuelles consistent à utiliser des
reconstructions d’ordre élevé dans l’évaluation des ﬂux numériques. Ainsi, les schémas d’ordre
élevé s’écrivent en 2D :
wn+1i = w
n
i −
∆t
|Ki|
∑
j∈γ(i)
|eij |ϕ (wij, wji, νij) , (8)
où l’état wij est une reconstruction d’ordre élevé de la solution sur la cellule Ki au milieu du
côté eij .
Plusieurs méthodes existent pour reconstruire les états wij . On se concentre ici sur la mé-
thodeMUSCL d’ordre deux qui consiste à reconstruire une approximation du gradient de la so-
lution sur chaque cellule. Sur des maillages cartésiens, les reconstructions de gradients sont fa-
cilement déﬁnies par extension du cas 1D. Quand des maillages non structurés sont considérés,
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l’évaluation précise des gradients est un problème plus délicat. Plusieurs techniques existent
pour des cellules triangulaire (voir par exemple [83, 56, 82, 24, 27, 28]), mais ne s’étendent pas
à des volumes de contrôle plus généraux.
L’autre difﬁculté concerne la limitation de la pente qui est nécessaire pour éviter l’appa-
rition d’oscillations non physiques. Certains auteurs, comme dans [6, 103, 45], proposent des
limiteurs globalement 2D aﬁn de reconstruire des solutions plus précises. Pour diminuer la
viscosité numérique dans les régions où la solution est régulière, il est possible d’utiliser un
limiteur supplémentaire (voir [84, 74]). Une autre possibilité consiste à modiﬁer les limiteurs
usuels aﬁn de satisfaire des conditions de stabilité du type principe du maximum (par exemple
[69, 9, 81]). Enﬁn, plutôt que de reconstruire une pente unique sur chaque cellule, les auteurs
de [24, 33] proposent d’introduire une pente pour chaque côté de la cellule.
La procédure de limitation permet aussi d’assurer que le schéma préserve Ω (voir [86, 87,
88, 43, 14]). La robustesse du schéma d’ordre élevé étant obtenue à partir de celle du schéma
d’ordre un, les conditions CFL permettant d’assurer la robustesse de (8) sont souvent trop res-
trictives. Comme en 1D, la méthode MOOD, récemment introduite par Diot et al. [34, 47], pré-
serve naturellement l’ensemble Ω sous la condition CFL d’ordre un.
On considère enﬁn des systèmes de lois de conservation avec un terme source de la forme
∂tw + ∂xf(w) = s(w)∂xZ, (9)
où s : Ω → Rd est un terme source et Z : R → R est une fonction régulière donnée. La
particularité de ce type de système est l’existence de solution stationnaires non triviales, c’est-
à-dire indépendantes du temps. Il est souhaitable que les schémas numériques construits pour
approcher les solutions faibles de (9) capturent avec précision ces solutions stationnaires (ou
certaines d’entre elles). On parle alors de schémas well-balanced (voir [10, 60, 61, 58]).
On s’intéresse à trois systèmes de la forme (9) : les équations de Saint-Venant avec topogra-
phie, les équations de Ripa avec topographie et les équations d’Euler avec gravité.
Le système de Saint-Venant est maintenant bien étudié. Il n’admet qu’un seul état d’équi-
libre au repos (avec une vitesse nulle), à constante près : le lac au repos. Cette solution est
particulièrement simple, car elle est caractérisée par une relation algébrique linéaire. De nom-
breux schémas well-balanced existent pour le système de Saint-Venant (voir par exemple [25,
5, 20, 85, 15, 46]).
Pour le système de Ripa avec topographie, les états d’équilibre au repos sont gouvernés
par une équation aux dérivées partielles non intégrable. Autrement dit, les états d’équilibre ne
sont pas tous donnés par une relation algébrique explicite. Cela rend beaucoup plus compli-
quée la construction d’un schéma numérique préservant tous ces états stationnaires. Dans [32],
les auteurs construisent un schéma numérique préservant deux états d’équilibre particuliers
généralisant le lac au repos.
Enﬁn, la difﬁculté est encore plus grande pour les équations d’Euler avec gravité. Les états
d’équilibre, comme ceux de Ripa sont décrits par une équation différentielle non intégrable.
Par ailleurs, le système en lui-même est plus non linéaire que Saint-Venant ou Ripa, ce qui
complique encore la dérivation de schémawell-balanced. Onmentionne les travaux de Käppeli
et Mishra [71] où un schéma préservant tous les états d’équilibre isentropiques est proposé.
Plan de la thèse
Premier chapitre : généralités sur les méthodes de volumes finis
Ce premier chapitre ne contient pas de nouveau résultat. Il présente un état de l’art des mé-
thodes de volumes ﬁnis les plus classiques. On commence par introduire le formalisme général
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des schémas volumes ﬁnis conservatifs et les propriétés usuelles de robustesse et de stabilité
qu’ils doivent vériﬁer. On décrit ensuite le premier schéma volumes ﬁnis historique : le schéma
de Godunov. Bien que l’on montre facilement que ce schéma est entropique, il présente plu-
sieurs défauts qui le rendent de nos jours peu attractif. On s’intéresse alors à une classe de
schémas qui généralise le schéma de Godunov. Il s’agit des schémas de type Godunov, intro-
duits par Harten, Lax et van Leer [64]. Ces schémas sont basés sur l’utilisation de solveurs de
Riemann approchés, contrairement au schéma de Godunov qui utilise la solution exacte du
problème de Riemann. On exhibe aisément des conditions simples pour assurer qu’un schéma
de type Godunov est robuste et entropique.
On s’intéresse ensuite aux schémas d’ordre élevé MUSCL introduits par van Leer [102].
Après avoir donné quelques exemples de limiteurs intervenant dans la procédure de recons-
truction, on donne un lemme assurant la robustesse du schéma MUSCL dès que la reconstruc-
tion préserveΩ. On conclut en détaillant la méthodeMOOD, présentée dans [34, 47]. Contraire-
ment aux techniques MUSCL classiques, la procédure de limitation de la méthode MOOD est
effectuée a posteriori et uniquement sur les cellules problématiques vis à vis de certains critères
comme l’appartenance à Ω ou le respect d’un principe du maximum.
Deuxième chapitre : schémas MUSCL basés sur une reconstruction de gradients par
maillages duaux (DMGR)
Ce chapitre est dédié à la construction de schémas d’ordre élevé performants sur des maillages
2D non structurés. Dans la première partie, on étudie la robustesse des schémas d’ordre élevé
en deux dimensions d’espace. Des résultats similaires existent (voir [87, 88, 14]), mais sous
des conditions CFL très restrictives qui peuvent être améliorées. Après avoir présenté de façon
générale les schémas volumes ﬁnis en deux dimensions d’espace, on restreint notre étude à une
famille de schémas particulièrement agréables à manipuler : les schémas de type Godunov 2D.
Dans ce cadre, on établit une condition CFL optimale permettant d’assurer la robustesse des
schémas 2D d’ordre un. On déduit alors par des techniques classiques que le schéma MUSCL
d’ordre élevé est robuste sous une nouvelle condition CFL, qui, elle, n’est pas optimale, mais
est moins restrictives que celles intervenant dans [87, 88, 14].
On présente ensuite la technique DMGR qui est inspirée des méthodes Discrete Duality
Finite Volume (DDFV), utilisées dans le cadre des problèmes elliptiques et paraboliques (voir
par exemple [65, 66, 49, 3]). L’idée de base consiste à écrire deux schémas MUSCL distincts
sur deux maillages de R2 se recouvrant, un maillage primal et son maillage dual associé. On
s’attend à ce que l’augmentation du nombre d’inconnues numériques qui en résulte permette
de reconstruire des gradients très précis. Pour faciliter la compréhension, on décrit dans un
premier temps la méthode DMGR en une dimension d’espace. On construit ensuite le maillage
dual, avant de donner la procédure de reconstruction/limitation DMGR. À ce stade, l’intérêt
de l’utilisation des deux maillages n’est pas ﬂagrante. On précise donc comment les inconnues
des deux schémas MUSCL nous permettent de reconstruire des états très précis aux sommets
des cellules.
Dans la dernière partie, on montre plusieurs expériences numériques réalisées pour les
équations d’Euler. Les résultats prouvent que le schéma DMGR est très précis et qu’il est ca-
pable de capturer des structures complexes très ﬁnes.
Troisième chapitre : Schémas MOOD entropiques d’ordre élevé pour les équations
d’Euler
Le but de ce chapitre est de construire des schémas d’ordre élevé entropiques. Comme men-
tionné précédemment, plusieurs inégalités d’entropie discrètes ont été prouvées pour des sché-
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mas d’ordre élevé (voir [21, 12]). Malheureusement, on ne sait pas si ces inégalités d’entropie
sont sufﬁsantes pour assurer que la solution convergée, au sens du théorème de Lax-Wendroff,
soit entropique. Par conséquent, la notion de schéma d’ordre élevé entropique est ambigüe. La
première partie est donc dédiée à l’étude du comportement des inégalités d’entropie discrètes
dans un régime de convergence. On commence par rappeler le théorème de Lax-Wendroff pour
des schémas d’ordre élevé en temps et en espace. On en proﬁte pour exhiber des inégalités d’en-
tropie discrètes « fortes » qui assurent que la solution convergée est entropique. On analyse
ensuite le comportement des inégalités d’entropie discrètes « faibles » vériﬁées par les sché-
mas d’ordre élevé en espace et en temps. On montre que celles-ci coïncident dans le régime de
convergence avec les inégalités fortes à une mesure positive près. Une conjecture énoncée dans
[67], ainsi que de nombreuses expériences numériques, nous incitent à penser que cette mesure
est concentrée (et strictement positive) sur les courbes de discontinuité de la solution conver-
gée. Il en résulte que les inégalités d’entropie discrètes « faibles » ne sont pas l’outil approprié
pour assurer le caractère entropique de la solution convergée.
Puisqu’il ne semble pas possible dans l’état actuel d’assurer la stabilité des schémasMUSCL
classiques, on propose de rajouter une procédure de limitation a posteriori de type MOOD. Le
principe est d’activer cette limitation uniquement sur les cellules qui ne vériﬁent pas les in-
égalités d’entropie discrètes « fortes ». Dans le cas des équations d’Euler, il y a une inﬁnité
d’entropies et bien entendu, il n’est pas question de toutes les tester. On montre alors qu’il est
possible, pour certains schémas, d’obtenir toutes les inégalités d’entropie discrètes requises à
partir d’une seule inégalité d’entropie discrète bien choisie.
En utilisant ce résultat essentiel, on peut maintenant donner l’algorithme de la procédure
e-MOOD qui se base sur la techniqueMOOD, en utilisant l’inégalité d’entropie discrète particu-
lière précédente comme critère d’activation de la limitation a posteriori. Plutôt qu’un schéma à
part entière, la procédure e-MOOD est plutôt uneméthode de stabilisation des schémas d’ordre
élevé classiques. Pour conclure, la précision et la stabilité de cette procédure sont validées par
plusieurs tests numériques.
Quatrième chapitre : Schémas well-balanced pour des systèmes de lois de conserva-
tion avec terme source
On s’intéresse ici à la dérivation de schémas well-balanced pour plusieurs systèmes avec terme
source : les équations de Saint-Venant avec topographie, les équations de Ripa avec topogra-
phie et les équations d’Euler avec gravité. On commence par décrire ces systèmes en détails.
On s’attache en particulier à décrire les solution stationnaires qui sont en général régies par une
équation différentielle. Aﬁn de déﬁnir de façon claire le caractère well-balanced d’un schéma,
on choisit dans un premier temps de donner une interprétation locale des solutions station-
naires. On introduit ainsi, pour chaque système, une notion d’équilibre local entre deux états
qui correspond à une discrétisation à l’ordre un de l’équation différentielle décrivant les états
stationnaires.
Dans la deuxième partie, on présente de manière générale les schémas volumes ﬁnis en pré-
sence d’un terme source. On introduit ensuite les schémas de type Godunov dans ce cadre. Puis
on déﬁnit une notion globale d’équilibre discret : une approximation discrète de la solution est
une solution discrète stationnaire constante par morceaux si tous les couples d’états consécu-
tifs vériﬁent l’équilibre local déﬁni précédemment. La déﬁnition de schéma well-balanced suit
alors naturellement : un schéma est dit well-balanced s’il préserve exactement toutes les solu-
tions discrètes stationnaires constantes par morceaux.
On cherche ensuite à construire des schémas de type Godunov well-balanced en suivant
les idées de [64, 52, 53, 30]. On considère des solveurs de Riemann approchés simples, c’est-à-
dire constitués de N états intermédiaires constants. On commence par dériver un solveur de
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Riemann approché pour le système de Ripa en faisant intervenir une linéarisation de l’équa-
tion décrivant l’équilibre local. Le premier schéma vériﬁe les propriétés requises, mais l’ap-
proche s’avère difﬁcile à étendre aux équations d’Euler avec gravité. On introduit alors une
modiﬁcation du solveur pour Ripa en ne faisant pas intervenir la linéarisation de l’équilibre
local. Cette modiﬁcation rend possible l’extension aux équations d’Euler avec gravité. Les sché-
mas construits par cette méthode sont well-balanced et préservent l’ensemble Ω. Cependant,
la robustesse est obtenue au prix de vitesses d’ondes potentiellement très grandes, ce qui peut
rendre le schéma très diffusif.
On développe une autre approche basée sur les méthodes de relaxation. Dans un premier
temps, on présente le formalisme de ces méthodes, en suivant les travaux de [31, 16]. On se
concentre ensuite sur le système de Saint-Venant en commençant par rappeler le modèle de
relaxation de Suliciu (voir [20]). Ce modèle présente des difﬁcultés liées à la résolution du pro-
blème de Riemann : d’une part, l’ordre des valeurs propres n’est pas ﬁxé a priori et d’autre
part, l’onde stationnaire liée au terme source contient de fortes non-linéarités. Pour contourner
ce problème, on suggère d’introduire une modiﬁcation de ce système en « transportant » ar-
tiﬁciellement le terme source à la vitesse du ﬂuide. Cette modiﬁcation fait disparaitre les non
linéarités précédentes mais rend le problème de Riemann sous-déterminé. Aﬁn de fermer le
système d’équations régissant le problème de Riemann, on rajoute une linéarisation de l’équa-
tion décrivant l’équilibre local. On justiﬁe ce choix a priori arbitraire en écrivant la solution du
« problème de Riemann » obtenue comme la solution d’un nouveau système de relaxation com-
plètement déterminé. On montre ﬁnalement que le schéma obtenu est well-balanced et robuste.
Cette approche est ensuite étendue au système de Ripa et aux équations d’Euler avec gravité.
On propose ensuite une extension MUSCL à l’ordre deux du schéma de relaxation déve-
loppé pour les équations d’Euler avec gravité. Il est nécessaire, dans un premier temps, de
modiﬁer la déﬁnition de schéma well-balanced pour l’adapter aux schémas d’ordre deux. Pour
cela, on introduit une notion de solution discrète stationnaire afﬁne par morceaux qui prend en
compte les pentes de la reconstruction. Le schéma MUSCL est alors dit well-balanced s’il pré-
serve exactement toutes les solutions discrètes stationnaires afﬁnes par morceaux. Le schéma
MUSCL est ensuite dérivé en suivant des techniques classiques. On prouve aisément qu’il est
well-balanced et robuste. Pour conclure cette section, on donne quelques arguments expliquant
pourquoi cette extension à l’ordre deux est beaucoup plus délicate à réaliser pour le système
de Ripa.
On conclut ce chapitre en présentant plusieurs résultats numériques pour le système de
Ripa et les équations d’Euler avec gravité.
Liste de publications
Plusieurs publications sont issues de ce travail : un article accepté pour publication dans une
revue internationale :
• C. Berthon, Y. Coudière, V. Desveaux, Second-order MUSCL schemes based on dual mesh
gradient reconstruction (DMGR), accepté pour publication dansMath.Model. Numer. Anal.
(disponible en ligne),
un article soumis :
• C. Berthon, V. Desveaux, An entropic MOOD scheme for the Euler equations
et un proceeding pour une conférence avec comité de lecture :
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• C. Berthon, Y. Coudière, V. Desveaux,Development of DDFVmethods for the Euler equations,
Finite Volume for Complex Application VI, Springer Proceedings inMathematics 4 (2011),
pp. 117-124.
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Généralités sur les méthodes de
volumes finis
Ce chapitre présente un état de l’art des méthodes numériques de type volumes ﬁnis pour
approcher les solutions des systèmes de lois de conservation. Les méthodes et les résultats pré-
sentés ici sont tous bien connus. On choisit de les rappeler brièvement par souci de complétude.
On considère un système de lois de conservation
∂tw + ∂xf(w) = 0, x ∈ R, t ∈ R+, (1.1)
où w : R × R+ → Ω est le vecteur des inconnues, f : Ω → Rd est une fonction ﬂux supposée
régulière et Ω ⊂ Rd désigne un ensemble d’états physiquement admissibles, supposé convexe.
Ce système est complété par une condition initiale
w(x, t = 0) = w0(x), x ∈ R. (1.2)
On suppose que le système (1.1) est hyperbolique, c’est-à-dire que la matrice jacobienne
∇wf(w) est diagonalisable dans R, pour tout vecteur w ∈ Ω.
Le système (1.1) traduit la conservation des différentes quantités composant le vecteur w.
En effet, en intégrant l’équation (1.1) sur le segment [a, b] en espace, on obtient
d
dt
∫ b
a
w(x, t)dx = f(w(a, t)) − f(w(b, t)).
Autrement dit, la variation de la quantité
∫ b
a w(x, t)dx est égale au ﬂux entrant au point amoins
le ﬂux sortant au point b.
Il est bien connu que les solutions des systèmes hyperboliques peuvent développer des
discontinuités, même pour une donnée initiale très régulière (voir par exemple [56, 80]). Par
conséquent, il est nécessaire de considérer des solutions faibles, c’est-à-dire des fonctions véri-
ﬁant (1.1)–(1.2) au sens des distributions. Les discontinuités pouvant apparaître dans les solu-
tions faibles sont caractérisées par les relations de Rankine-Hugoniot :
f(wR)− f(wL) = σ(wR − wL),
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où wL et wR sont les valeurs de l’inconnue de part et d’autre de la discontinuité et σ est la pente
de la discontinuité dans le plan (t, x).
Les solutions faibles ne sont pas toujours physiquement admissibles et l’on a besoin d’un
critère supplémentaire permettant d’écarter les solutions non physiques. C’est le rôle de l’en-
tropie que nous introduisons maintenant. Une entropie pour le système (1.1) est une fonction
convexe η ∈ C2(Ω;R) telle qu’il existe une fonction G ∈ C2(Ω;R), appelée ﬂux d’entropie, et
vériﬁant
∇wf∇wη = ∇wG.
Une solution faible w est alors dite entropique si elle vériﬁe au sens des distributions l’inégalité
d’entropie
∂tη(w) + ∂xG(w) ≤ 0, (1.3)
pour toute paire d’entropie (η,G).
1.1 Présentation des méthodes de volumes finis
On s’intéresse ici à l’approximation numérique des solutions faibles du système (1.1). Pour cela,
on discrétise l’espace R en une suite croissante de points (xi+1/2)i∈Z. Pour simpliﬁer la pré-
sentation, on suppose que cette discrétisation est uniforme, c’est-à-dire xi+1/2 − xi−1/2 = ∆x,
où ∆x est le pas d’espace supposé constant. On déﬁnit alors les volumes de contrôle
Ki = [xi−1/2, xi+1/2[ et l’on note xi = (xi−1/2 + xi+1/2)/2 le milieu de la cellule Ki. On dis-
crétise également le temps de la façon suivante, tn = n∆t, où ∆t est le pas de temps. On note
alors wni une approximation de la solution exacte de (1.1)–(1.2) sur la cellule Ki et au temps t
n.
Dans les méthodes de volumes ﬁnis, on cherche à approcher la moyenne de la solution w
de (1.1) sur chaque cellule Ki :
wni ≈
1
∆x
∫
Ki
w(x, tn)dx.
En intégrant l’équation (1.1) sur le rectangleKi × [tn, tn+1] et en divisant par ∆x, on obtient
1
∆x
∫
Ki
w(x, tn+1)dx =
1
∆x
∫
Ki
w(x, tn)dx
− 1
∆x
(∫ tn+1
tn
f(w(xi+1/2, t))dt−
∫ tn+1
tn
f(w(xi−1/2, t)dt
)
. (1.4)
Cette relation nous donne la mise à jour exacte des moyennes au pas de temps suivant, mais
les intégrales en temps des ﬂux sont en général difﬁciles à évaluer exactement. L’équation (1.4)
nous suggère de considérer des méthodes numériques de la forme
wn+1i = w
n
i −
∆t
∆x
(
Fi+1/2 − Fi−1/2
)
,
où Fi+1/2 est une approximation de la moyenne du ﬂux le long de l’interface x = xi+1/2 :
Fi+1/2 ≈
1
∆t
∫ tn+1
tn
f(w(xi+1/2, t))dt.
L’information se propageant à vitesse ﬁnie dans un système hyperbolique, il est raisonnable de
considérer que l’approximation Fi+1/2 peut être obtenue à partir des deux valeurs wni et w
n
i+1
de l’inconnue de part et d’autre de l’interface, c’est-à-dire
Fi+1/2 = F
(
wni , w
n
i+1
)
,
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où la fonction F : Ω×Ω→ Rd est appelée ﬂux numérique. Cela nous amène à la forme générale
des schémas volumes ﬁnis à trois points :
wn+1i = w
n
i −
∆t
∆x
(
F
(
wni , w
n
i+1
)− F (wni−1, wni )) . (1.5)
Une méthode de volumes ﬁnis est donc entièrement déterminée par le choix d’un ﬂux nu-
mérique.
Pour discrétiser la donnée initiale, on adopte une approximation constante par morceaux
au sens L2. Par conséquent, sur chaque cellule Ki, la donnée initiale est approchée par
w0i =
1
∆x
∫
Ki
w0(x)dx.
Un schéma écrit sous la forme (1.5) est dit sous forme conservative. En effet, on voit facile-
ment que pour toute suite (wni )i∈Z ∈ L1(Z) telle que (wn+1i )i∈Z ∈ L1(Z), on a∑
i∈Z
wn+1i =
∑
i∈Z
wni
et ainsi la masse totale de w est conservée par le schéma.
Une condition fondamentale que doit vériﬁer le schéma numérique est la consistance. Le
ﬂux numérique F (et donc le schéma (1.5)) est consistant si et seulement si
∀w ∈ Ω, F (w,w) = w.
Une autre propriété importante, aussi bien sur le plan numérique que sur le plan physique, est
la robustesse. Un schéma est dit robuste (ou préservant Ω) si
∀i ∈ Z, wni ∈ Ω ⇒ ∀i ∈ Z, wn+1i ∈ Ω.
Enﬁn, on demande que le schéma vériﬁe un équivalent discret des inégalités d’entropie
(1.3). Le schéma (1.5) est dit entropique, si pour toute paire d’entropie (η,G), il existe un ﬂux
numérique d’entropieG : Ω×Ω→ R, consistant avec G (i.e.G(w,w) = G(w)), tel que le schéma
vériﬁe l’inégalité d’entropie discrète
η(wn+1i ) ≤ η(wni )−
∆t
∆x
(
G
(
wni , w
n
i+1
)−G (wni−1, wni )) . (1.6)
1.2 Schéma de Godunov
Le schéma de Godunov [57] est le schéma volumes ﬁnis le plus naturel. Il se base sur la réso-
lution exacte du problème de Riemann qui est un problème de Cauchy dans lequel la donnée
initiale est uniquement constituée de deux états constants séparés par une discontinuité :
∂tw + ∂xf(w) = 0,
w(x, 0) =
{
wL, si x < 0,
wR, si x > 0.
(1.7)
On suppose connue la solution faible entropique auto-similaire de ce problème et on la note
WR
(
x
t , wL, wR
)
. Il est bien connu que dans un système hyperbolique, les informations se pro-
pagent à vitesse ﬁnie. On note ainsi respectivement λ−(wL, wR) et λ+(wL, wR) la plus petite et
la plus grande vitesse d’onde développée par le problème de RiemannWR
(
x
t , wL, wR
)
. Avant
d’introduire le schéma de Godunov, on présente le résultat suivant qui sera utile dans la suite.
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Lemme 1.1. Supposons que∆t et ∆x vériﬁent
∆t
∆x
max |λ±(wL, wR)| ≤ 1
2
. (1.8)
Alors la moyenne de la solution exacte du problème de Riemann (1.7) est donnée par
1
∆x
∫ ∆x/2
−∆x/2
WR
( x
∆t
, wL, wR
)
dx =
wL + wR
2
− ∆t
∆x
(f(wR)− f(wL)) . (1.9)
Démonstration. On intègre l’équation (1.7) sur le rectangle [−∆x/2,∆x/2]× [0,∆t] pour obtenir∫ ∆x/2
−∆x/2
WR
( x
∆t
, wL, wR
)
dx−
∫ ∆x/2
−∆x/2
w(x, 0)dx +
∫ ∆t
0
f
(
WR
(
∆x
2t
, wL, wR
))
dt
−
∫ ∆t
0
f
(
WR
(
−∆x
2t
, wL, wR
))
dt = 0.
La condition (1.8) implique
WR
(
−∆x
2t
, wL, wR
)
= wL et WR
(
∆x
2t
, wL, wR
)
= wR, ∀t ∈ [0,∆t].
On en déduit immédiatement l’équation (1.9).
On considère maintenant une approximation de la solution à la date tn, constante par mor-
ceaux,
W n∆x(x) = w
n
i , si x ∈ Ki.
Remarquons qu’à chaque interface xi+1/2, on a localement un problème de Riemann. On sait
donc résoudre exactement le problème de Cauchy{
∂tw + ∂xf(w) = 0,
w(x, tn) = W n∆x(x),
(1.10)
au moins pour des temps tn + t, avec t petit. Plus précisément, la solution exacte de
ce problème de Cauchy est constituée de la juxtaposition des problèmes de Riemann lo-
caux WR
(
x−xi+1/2
t , w
n
i , w
n
i+1
)
, tant que ceux-ci n’interagissent pas. Une condition sufﬁsante
pour que les problèmes de Riemann locaux n’interagissent pas est la condition de Courant-
Friedrichs-Lewy (CFL) introduite dans [42] :
∆t
∆x
max
i∈Z
∣∣λ± (wni , wni+1)∣∣ ≤ 12 . (1.11)
On note
W∆x(x, t
n + t) = WR
(
x− xi+1/2
t
, wni , w
n
i+1
)
, si x ∈ [xi, xi+1[,
la solution du problème de Cauchy (1.10). Au temps tn+1 = tn +∆t, la solutionW∆x n’est pas
constante sur chaque cellule Ki. On effectue donc une projection L2 sur l’espace des fonctions
constantes sur chaque cellule Ki pour déﬁnir
wn+1i =
1
∆x
∫
Ki
W∆x (x, t
n +∆t) dx. (1.12)
On obtient ainsi une approximation de la solution au temps tn+1, constante sur chaque cellule
Ki, déﬁnie par
W n+1∆x (x) = w
n+1
i , si x ∈ Ki.
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Pour résumer, le schéma de Godunov est constitué de deux étapes : une étape d’évolution
exacte en temps, suivie d’une étape de projection en espace. On montre maintenant que le
schéma de Godunov s’écrit sous forme conservative.
Lemme 1.2. Supposons que la condition CFL (1.11) est vériﬁée. Alors le schéma de Godunov (1.12) se
réécrit sous forme d’un schéma conservatif (1.5), avec pour ﬂux numérique
F (wL, wR) = f (WR (0, wL, wR)) . (1.13)
De plus, le ﬂux numérique F est consistant avec f .
Démonstration. Par déﬁnition, on a
wn+1i =
1
∆x
∫
Ki
W∆x (x, t
n +∆t) dx
=
1
∆x
∫ ∆x/2
0
WR
( x
∆t
, wni−1, w
n
i
)
dx+
1
∆x
∫ 0
−∆x/2
WR
( x
∆t
, wni , w
n
i+1
)
dx.
En intégrant l’équation (1.7) sur le rectangle [0,∆x/2] × [0,∆t], on obtient
1
∆x
∫ ∆x/2
0
WR
( x
∆t
, wL, wR
)
dx =
1
2
wR − ∆t
∆x
(f(wR)− f (WR (0, wL, wR))) ,
et en intégrant (1.7) sur le rectangle [−∆x/2, 0]× [0,∆t], on obtient
1
∆x
∫ 0
−∆x/2
WR
( x
∆t
, wL, wR
)
dx =
1
2
wL − ∆t
∆x
(f (WR (0, wL, wR))− f(WL)) .
On en déduit
wn+1i = w
n
i −
∆t
∆x
(
f
(
WR
(
0, wni , w
n
i+1
))− f (WR (0, wni−1, wni ))) .
On a ainsi écrit le schéma de Godunov sous forme conservative, où le ﬂux numérique F est
déﬁni par (1.13). Le ﬂux numérique F est consistant avec f , puisque
F (w,w) = f (WR (0, w,w))
= f(w).
On montre également que le schéma de Godunov est entropique.
Lemme 1.3. Supposons que la condition CFL (1.11) est vériﬁée. Alors le schéma de Godunov (1.12)
est entropique, c’est-à-dire que pour tout couple d’entropie (η,G), le schéma vériﬁe l’inégalité d’entropie
discrète (1.6), où le ﬂux d’entropie G est déﬁni par
G(wL, wR) = G (WR (0, wL, wR)) .
Démonstration. Puisque η est une fonction convexe, l’inégalité de Jensen nous donne
η
(
wn+1i
) ≤ 1
∆x
∫
Ki
η (W∆x (x, t
n +∆t)) dx
≤ 1
∆x
∫ ∆x/2
0
η
(
WR
( x
∆t
, wni−1, w
n
i
))
dx+
1
∆x
∫ 0
−∆x/2
η
(
WR
( x
∆t
, wni , w
n
i+1
))
dx.
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En intégrant l’inégalité d’entropie (1.3) sur le rectangle [0,∆x/2] × [0,∆t], on obtient
1
∆x
∫ ∆x/2
0
η
(
WR
( x
∆t
, wL, wR
))
dx ≤ 1
2
η(wR)− ∆t
∆x
(G(wR)− G (WR (0, wL, wR))) ,
et en intégrant (1.3) sur le rectangle [−∆x/2, 0] × [0,∆t], on obtient
1
∆x
∫ 0
−∆x/2
η
(
WR
( x
∆t
, wL, wR
))
dx ≤ 1
2
η(wL)− ∆t
∆x
(G (WR (0, wL, wR))− G(WL)) .
On en déduit l’inégalité d’entropie discrète
η
(
wn+1i
) ≤ η (wni )− ∆t∆x (G (WR (0, wni , wni+1))− G (WR (0, wni−1, wni ))) .
Il reste à montrer que le ﬂux numérique d’entropie
G(wL, wR) = G (WR (0, wL, wR))
est consistant avec G, ce qui est le cas carWR(0, w,w) = w.
Bien que précis car basé sur la résolution exacte des problèmes de Riemann, le schéma de
Godunov présente plusieurs défauts et souvent d’autres schémas lui sont préférés. En effet, la
résolution exacte des problèmes de Riemann peut s’avérer pour certains systèmes très difﬁcile,
voire impossible, et souvent très coûteuse en temps de calcul. De plus, la précision obtenue par
l’étape d’évolution exacte est gommée par l’étape de projection. Une alternative est apparue
dans les années 80 avec les travaux de Roe [91] et de Harten, Lax et van Leer [64], consistant
à utiliser une solution approchée du problème de Riemann plutôt que la solution exacte. Cette
approche mène aux schémas de type Godunov que nous présentons maintenant.
1.3 Schémas de type Godunov
Le formalisme des schémas de type Godunov a été introduit par Harten, Lax et van Leer [64].
L’idée de base consiste à utiliser une approximation W˜
(
x
t , wL, wR
)
de la solution du problème
de Riemann (1.7). Pour ne pas perdre d’information, on demande que le cône de dépendance de
la solution exacte soit inclus dans le cône de dépendance de la solution approchée (voir Figure
1.1). On demande de plus que la moyenne de la solution exacte sur une cellule soit préservée
par le solveur approché.
λ˜− λ− λ+ λ˜+
Solveur
exact
Solveur
approché
FIGURE 1.1 – Solveurs de Riemann exact et approché
Cela nous conduit à la déﬁnition suivante (voir [64]) :
Définition 1.4. On appelle solveur de Riemann approché une fonction W˜ : R × Ω × Ω → Rd
telle que :
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(i) il existe des vitesses λ˜− ≤ λ− et λ˜+ ≥ λ+ telles que
W˜ (ξ, wL, wR) =

wL, si ξ < λ˜−,
W˜ (ξ, wL, wR), si λ˜− < ξ < λ˜+,
wR, si ξ > λ˜+,
où λ± désignent la plus petite et la plus grande vitesse d’onde apparaissant dans la solu-
tion exacte du problème de Riemann (1.7) ;
(ii) si la condition CFL
∆t
∆x
max |λ˜±(wL, wR)| ≤ 1
2
(1.14)
est vériﬁée, alors le solveur approché préserve la moyenne du solveur exact :
1
∆x
∫ ∆x/2
−∆x/2
W˜
( x
∆t
, wL, wR
)
dx =
1
∆x
∫ ∆x/2
−∆x/2
WR
( x
∆t
, wL, wR
)
dx. (1.15)
(iii) le solveur approché vériﬁe W˜ (ξ, w,w) = w pour tout ξ ∈ R et pour tout w ∈ Ω.
D’après le Lemme 1.1, on peut calculer la moyenne sur une cellule de la solution exacte du
problème de Riemann. La propriété (1.15) se réécrit alors de la façon suivante :
Lemme 1.5. Supposons que la condition CFL (1.14) est vériﬁée. Alors l’équation (1.15) est équivalente
à la consistance avec la forme intégrale :
1
∆x
∫ ∆x/2
−∆x/2
W˜
( x
∆t
, wL, wR
)
dx =
1
2
(wL + wR)− ∆t
∆x
(f(wR)− f(wL)) . (1.16)
Démonstration. Notons que la propriété (i) de la Déﬁnition 1.4 implique
max |λ±| ≤ max |λ˜±|,
donc la condition CFL (1.14) implique (1.8). La moyenne sur une cellule de la solution exacte
du problème de Riemann est alors donnée par (1.9), ce qui permet de conclure.
De la même façon que pour le schéma de Godunov, on peut construire un schéma numé-
rique à partir de n’importe quel solveur de Riemann approché. Supposons que l’on connaît à
la date tn une approximation constante par morceaux de la solution,
W n∆x(x) = w
n
i , si x ∈ Ki.
On note
W∆x(x, t
n + t) = W˜
(
x− xi+1/2
t
, wni , w
n
i+1
)
, si x ∈ [xi, xi+1[,
la juxtaposition des solutions approchés des problèmes de Riemann. Pour éviter toute interac-
tion entre les solveurs approchés, on impose la condition CFL
∆t
∆x
max
i∈Z
|λ˜± (wni , wni+1) | ≤ 12 . (1.17)
On déﬁnit alors la solution approchée au temps tn+1 en projetantW∆x sur l’espace des fonctions
constantes sur chaqueKi :
wn+1i =
1
∆x
∫
Ki
W∆x (x, t
n +∆t) dx,
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que l’on peut réécrire
wn+1i =
1
∆x
∫ ∆x/2
0
W˜
( x
∆t
, wni−1, w
n
i
)
dx+
1
∆x
∫ 0
−∆x/2
W˜
( x
∆t
, wni , w
n
i+1
)
dx. (1.18)
On dit que le schéma déﬁni par (1.18) est un schéma de type Godunov associé au solveur de
Riemann approché W˜ .
Remarquons que la solution exacte d’un problème de Riemann étant un choix particulier
de solveur de Riemann approché, le schéma de Godunov est un schéma de type Godunov.
Il est important de vériﬁer qu’un schéma de type Godunov peut s’écrire sous forme conser-
vative.
Proposition 1.6. Sous la condition CFL (1.17), un schéma de type Godunov peut s’écrire sous forme
conservative
wn+1i = w
n
i −
∆t
∆x
(
F
(
wni , w
n
i+1
)− F (wni−1, wni )) , (1.19)
où le ﬂux numérique est déﬁni par
F (wL, wR) = f(wL) +
∆x
2∆t
wL − 1
∆t
∫ 0
−∆x/2
W˜
( x
∆t
, wL, wR
)
dx, (1.20)
ou de façon équivalente par
F (wL, wR) = f(wR)− ∆x
2∆t
wR +
1
∆t
∫ ∆x/2
0
W˜
( x
∆t
, wL, wR
)
dx. (1.21)
De plus le ﬂux numérique F est consistant avec f .
Démonstration. Par déﬁnition, on a
wn+1i =
1
∆x
∫ ∆x/2
0
W˜
( x
∆t
, wni−1, w
n
i
)
dx+
1
∆x
∫ 0
−∆x/2
W˜
( x
∆t
, wni , w
n
i+1
)
dx
=
1
∆x
∫ ∆x/2
−∆x/2
W˜
( x
∆t
, wni−1, w
n
i
)
dx− 1
∆x
∫ 0
−∆x/2
W˜
( x
∆t
, wni−1, w
n
i
)
dx
+
1
∆x
∫ 0
−∆x/2
W˜
( x
∆t
, wni , w
n
i+1
)
dx.
La condition CFL (1.17) étant vériﬁée, on peut utiliser la consistance avec la forme intégrale
(1.16) et l’on trouve
wn+1i =
1
2
(wni−1 + w
n
i )−
∆t
∆x
(
f(wni )− f(wni−1)
)− 1
∆x
∫ 0
−∆x/2
W˜
( x
∆t
, wni−1, w
n
i
)
dx
+
1
∆x
∫ 0
−∆x/2
W˜
( x
∆t
, wni , w
n
i+1
)
dx
= wni −
∆t
∆x
(
f(wni ) +
∆x
2∆t
wni −
1
∆t
∫ 0
−∆x/2
W˜
( x
∆t
, wni , w
n
i+1
)
dx
−
(
f(wni−1) +
∆x
2∆t
wni−1 −
1
∆t
∫ 0
−∆x/2
W˜
( x
∆t
, wni−1, w
n
i
)
dx
))
.
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Le schéma s’écrit donc bien sous forme conservative (1.19) avec le ﬂux numérique déﬁni par
(1.20). Pour obtenir la formulation équivalente (1.21) du ﬂux numérique, on utilise à nouveau
la consistance avec la forme intégrale (1.16)
F (wL, wR) = f(wL) +
∆x
2∆t
wL − 1
∆t
∫ 0
−∆x/2
W˜
( x
∆t
, wL, wR
)
dx
= f(wL) +
∆x
2∆t
wL − 1
∆t
∫ ∆x/2
−∆x/2
W˜
( x
∆t
, wL, wR
)
dx
+
1
∆t
∫ ∆x/2
0
W˜
( x
∆t
, wL, wR
)
dx
= f(wL) +
∆x
2∆t
wL − ∆x
2∆t
(wL + wR) + (f(wR)− f(wL))
+
1
∆t
∫ ∆x/2
0
W˜
( x
∆t
, wL, wR
)
dx
= f(wR)− ∆x
2∆t
wR +
1
∆t
∫ ∆x/2
0
W˜
( x
∆t
, wL, wR
)
dx.
Enﬁn, en utilisant la propriété (iii) de la déﬁnition 1.4 dans l’expression (1.20) du ﬂux nu-
mérique, on obtient F (w,w) = f(w), ce qui prouve que le schéma est consistant.
Remarque. Les formulations (1.20) et (1.21) du ﬂux numérique créent une dissymétrie entre
l’état gauche et l’état droit. On peut également expliciter le ﬂux numérique sous une forme
symétrique :
F (wL, wR) =
1
2
(f(wL) + f(wR))− ∆x
4∆t
(
wR − 2
∆x
∫ ∆x/2
0
W˜
( x
∆t
, wL, wR
)
dx
−wL + 2
∆x
∫ 0
−∆x/2
W˜
( x
∆t
, wL, wR
)
dx
)
. (1.22)
Pour obtenir cette formulation, il sufﬁt de faire la demi-somme entre (1.20) et (1.21).
Pour compléter cette présentation, il reste à exhiber des conditions pour qu’un schéma de
type Godunov soit robuste et entropique. C’est l’objet des deux lemmes qui suivent.
Lemme 1.7. Supposons que la condition CFL (1.17) est vériﬁée. Si pour tous wL et wR dans Ω, le
solveur de Riemann approché W˜ (ξ, wL, wR) est à valeurs dans Ω, pour tout ξ ∈ R, alors le schéma de
type Godunov associé à W˜ est robuste.
Démonstration. Le schéma de type Godunov associé est déﬁni par (1.18) qui est la moyenne
d’une fonction à valeur dans Ω. L’ensemble Ω étant supposé convexe, wn+1i reste donc dans
Ω.
Lemme 1.8. Supposons que la condition CFL (1.17) est vériﬁée. Si pour tout couple d’entropie (η,G)
et pour tous wL et wR dans Ω, le solveur de Riemann approché W˜ vériﬁe la consistance avec la forme
intégrale de l’inégalité d’entropie
1
∆x
∫ ∆x/2
−∆x/2
η
(
W˜
(x
t
, wL, wR
))
dx ≤ 1
2
(η(wL) + η(wR))− ∆t
∆x
(G(wR)− G(wL)) ,
alors le schéma de type Godunov associé à W˜ est entropique et vériﬁe l’inégalité (1.6).
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Démonstration. L’entropie η étant convexe, on a par l’inégalité de Jensen
η
(
wn+1i
)
= η
(
1
∆x
∫
Ki
W∆x(x, t
n +∆t)dx
)
≤ 1
∆x
∫
Ki
η (W∆x(x, t
n +∆t)) dx
≤ 1
∆x
∫ ∆x/2
0
η
(
W˜
( x
∆t
, wni−1, w
n
i
))
dx+
1
∆x
∫ 0
−∆x/2
η
(
W˜
( x
∆t
, wni , w
n
i+1
))
dx
≤ 1
∆x
∫ ∆x/2
−∆x/2
η
(
W˜
( x
∆t
, wni−1, w
n
i
))
dx− 1
∆x
∫ 0
−∆x/2
η
(
W˜
( x
∆t
, wni−1, w
n
i
))
dx
+
1
∆x
∫ 0
−∆x/2
η
(
W˜
( x
∆t
, wni , w
n
i+1
))
dx.
En utilisant l’hypothèse, on trouve
η
(
wn+1i
) ≤ 1
2
(
η(wni−1) + η(w
n
i )
)− ∆t
∆x
(G(wni )− G(wni−1))
− 1
∆x
∫ 0
−∆x/2
η
(
W˜
( x
∆t
, wni−1, w
n
i
))
dx+
1
∆x
∫ 0
−∆x/2
η
(
W˜
( x
∆t
, wni , w
n
i+1
))
dx
≤ η (wni )−
∆t
∆x
(
G(wni ) +
∆x
2∆t
η(wni )−
1
∆t
∫ 0
−∆x/2
η
(
W˜
( x
∆t
, wni , w
n
i+1
))
dx
−
(
G(wni−1) +
∆x
2∆t
η(wni−1)−
1
∆t
∫ 0
−∆x/2
η
(
W˜
( x
∆t
, wni−1, w
n
i
))
dx
))
.
Le schéma vériﬁe donc l’inégalité d’entropie discrète (1.6) attendue
η(wn+1i ) ≤ η(wni )−
∆t
∆x
(
G
(
wni , w
n
i+1
)−G (wni−1, wni )) ,
où le ﬂux numérique d’entropie G est déﬁni par
G(wL, wR) = G(wL) + ∆x
2∆t
η(wL)− 1
∆t
∫ 0
−∆x/2
η
(
W˜
( x
∆t
, wL, wR
))
dx.
Par ailleurs, G est consistant avec le ﬂux d’entropie G grâce à la propriété (iii) de la déﬁnition
1.4. Le schéma est donc entropique.
Remarque. En modiﬁant la démonstration, on aurait également pu aboutir à l’inégalité discrète
d’entropie
η(wn+1i ) ≤ η(wni )−
∆t
∆x
(
G(wni , w
n
i+1)−G(wni−1, wni )
)
,
où le ﬂux numérique d’entropie G est déﬁni par
G(wL, wR) = G(wR)− ∆x
∆t
η(wR) +
1
∆t
∫ ∆x/2
0
η
(
W˜
( x
∆t
, wL, wR
))
dx.
Les ﬂux numériques d’entropie G et G sont en général différents. On constate qu’il n’y a donc
pas une unique inégalité d’entropie discrète pour un couple d’entropie (η,G) donné.
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1.4 Schémas d’ordre élevé de type MUSCL
LaméthodeMUSCL a été introduite par van Leer [102] (voir aussi [87, 88, 21, 12]) dans le but de
construire une approximation d’ordre élevé de la solution. La méthode MUSCL se décompose
en deux étapes :
1. étape de reconstruction de l’inconnue aux interfaces (voir Figure 1.2) :
wn,±i = w
n
i ±∆wni ;
2. étape d’évolution des états reconstruits en utilisant le ﬂux numérique d’ordre un :
wn+1i = w
n
i −
∆t
∆x
(
F
(
wn,+i , w
n,−
i+1
)
− F
(
wi−1+, w
n,−
i
))
. (1.23)
b
b b
xi−1 xi xi+1
wni−1
wni w
n
i+1
wn,+i−1
wn,−i
wn,+i
wn,−i+1
FIGURE 1.2 – Reconstruction afﬁne par morceaux de la solution
Pour que le schéma (1.23) soit complet, il reste à préciser comment déterminer l’incrément∆wni .
Dans le cas de la méthode MUSCL d’ordre deux, il est nécessaire de limiter la pente de la
reconstruction aﬁn d’assurer certaines propriétés comme la diminution de la variation totale
dans le cas scalaire ou la robustesse (et la stabilité) dans le cas d’un système. Dans les méthodes
MUSCL classiques, la limitation de la pente s’effectue en même temps que la reconstruction en
utilisant un limiteur de pentes. Un limiteur est une fonction L : Rd ×Rd → Rd continue qui est
consistante, au sens où L(σ, σ) = σ, pour tout σ dans Rd, et bornée, c’est-à-dire qu’il existe une
constanteM > 0 telle que
‖L(σ1, σ2)‖ ≤M max (‖σ1‖, ‖σ2‖) .
Une fois le limiteur choisi, on déﬁnit l’incrément ∆wni sur chaque cellule par
∆wni =
1
2
L(wni − wni−1, wni+1 − wni ).
On donne ici quelques exemples de limiteurs d’ordre deux qui seront utilisés dans ce ma-
nuscrit :
• limiteur minmod :
minmod(σL, σR) =

min(σL, σR), si σL > 0 et σR > 0,
max(σL, σR), si σL < 0 et σR < 0,
0, sinon;
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• limiteur superbee :
superbee(σL, σR) = maxmod(minmod(2σL, σR),minmod(σL, 2σR)),
où la fonction maxmod est déﬁnie par
maxmod(σL, σR) =

max(σL, σR), si σL > 0 et σR > 0,
min(σL, σR), si σL < 0 et σR < 0,
0, sinon;
• limiteur monotonized central-difference (MC) :
MC(σL, σR) =

min
(
2σL, 2σR,
σL+σR
2
)
, si σL > 0 et σR > 0,
max
(
2σL, 2σR,
σL+σR
2
)
, si σL < 0 et σR < 0,
0, sinon;
• limiteur de van Leer :
vanLeer(σL, σR) =
{
σL|σR|+σR|σL|
|σL|+|σR|
, si σLσR 6= 0,
0, sinon;
• limiteur de van Albada 1 :
vanAlbada1(σL, σR) =
{
σLσR(σL+σR)
σ2L+σ
2
R
, si σLσR 6= 0,
0, sinon.
Notons qu’aucun de ces limiteurs ne permet d’assurer que les états reconstruits wn,±i restent
dans Ω. Il est donc parfois nécessaire d’effectuer une surlimitation de la pente pour assurer
cette propriété.
En supposant que la reconstruction préserve l’ensemble Ω, on peut aisément montrer que
le schéma MUSCL (1.23) est robuste.
Lemme 1.9. Supposons que le schéma d’ordre un (1.18) est robuste sous la condition CFL (1.17). Sup-
posons de plus que la reconstruction préserve l’ensemble Ω, c’est-à-dire
∀i ∈ Z, wni ∈ Z ⇒ ∀i ∈ Z, wn,±i ∈ Ω.
Alors le schéma MUSCL (1.23) est robuste sous la condition CFL
∆t
∆x
max
i∈Z
{
|λ˜±(wn,+i , wn,−i+1)|, |λ˜±(wn,−i , wn,+i )|
}
≤ 1
4
. (1.24)
Avant de prouver ce résultat, remarquons que la condition CFL (1.24) qui assure la robus-
tesse du schéma MUSCL est deux fois plus restrictive que la condition CFL (1.17) qui assure
la robustesse du schéma d’ordre un associé. En fait, la condition CFL (1.24) n’est pas optimale.
En effet lorsque l’on ﬁxe les incréments ∆wni = 0, on retrouve le schéma d’ordre un, mais la
condition CFL (1.24) est clairement trop restrictive, puisque (1.17) sufﬁt dans ce cas à assurer la
robustesse. Il estmalheureusement trop compliqué de trouver une condition CFL générale pour
le schéma MUSCL qui serait « consistante » avec la condition CFL (1.17) associée au schéma
d’ordre un. Il est possible de le faire pour certains systèmes de lois de conservation simples.
Cela sort du cadre de cette brève présentation et l’on se contentera d’utiliser la condition CFL
(1.24) qui a l’avantage d’être valable pour n’importe quel système de lois de conservation.
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FIGURE 1.3 – Interprétation du schéma MUSCL comme moyenne de schémas d’ordre un
Démonstration. Au temps tn, on suppose connue une approximation de la solution
W n∆x(x) =
{
wn,−i si x ∈ [xi−1/2, xi],
wn,+i si x ∈ [xi, xi+1/2].
On fait évoluer cette solution approchée par le schéma d’ordre un (1.18) jusqu’au temps tn+1
et on obtient un état wn+1,−i sur la cellule [xi−1/2, xi] et un état w
n+1,+
i sur la cellule [xi, xi+1/2]
(voir Figure 1.3). Ces états évolués s’écrivent
wn+1,−i = w
n,−
i −
∆t
∆x/2
(
F
(
wn,−i , w
n,+
i
)
− F
(
wn,+i−1 , w
n,−
i
))
, (1.25)
wn+1,+i = w
n,+
i −
∆t
∆x/2
(
F
(
wn,+i , w
n,−
i+1
)
− F
(
wn,−i , w
n,+
i
))
. (1.26)
La condition CFL (1.24) permet d’assurer que les états wn,±i donnés par les schémas d’ordre
un (1.25) et (1.26) sont dans Ω. Enﬁn, on vériﬁe aisément que l’état wn+1i donné par le schéma
MUSCL (1.23) s’écrit comme la moyenne des deux états wn+1,−i et w
n+1,+
i . Puisque l’ensemble
Ω est supposé convexe, on en déduit que l’état wn+1i reste dans Ω.
1.5 La méthode MOOD
Dans les méthodes MUSCL classiques, la limitation de la pente est effectuée a priori et de ma-
nière globale sur toutes les cellules. L’inconvénient d’une telle méthode est que l’on limite la
pente dans tout le domaine de calcul, y compris dans des zones où cela n’est pas nécessaire, ce
qui peut engendrer une perte de précision.
Une autre approche a été développée récemment par Clain, Diot et Loubère [34, 47]. Il
s’agit de la méthode MOOD (Multi-dimensional Optimal Order Detection) qui est basée sur
une limitation a posteriori de la reconstruction. Le principe consiste à n’effectuer la procédure
de limitation que sur les cellules « problématiques » où elle s’avère nécessaire.
Bien que la méthode MOOD ait été originellement conçue en deux dimensions d’espace,
on présente ici, pour simpliﬁer, une version 1D de cette méthode. On ﬁxe un entier dmax >
0 qui correspond au degré maximum des polynômes que l’on utilise dans la reconstruction.
On suppose que pour tout entier j tel que 0 ≤ j ≤ dmax, on dispose d’une procédure de
reconstruction qui fournit un polynôme Pji , de degré j, approchant la solution de (1.1) sur la
cellule Ki. Les polynômes Pji sont habituellement obtenus par des techniques d’interpolation
ou de minimisation. On ne détaille pas ici le stencil nécessaire pour assurer la précision de la
reconstruction. On suppose par contre que la reconstruction de degré zéro vériﬁe
P0i (x) = wni , ∀x ∈ Ki.
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La deuxième pierre angulaire de la méthode MOOD est l’existence d’un ensemble de cri-
tères de détectionA, dont le but est de tester si la solution numérique est acceptable ou pas. Un
état évolué wn+1i vériﬁant tous les critères deA est ditA–éligible. Comme exemples de critères
pouvant intervenir dans A, on trouve par exemple dans [34, 47] la robustesse et des conditions
de type principe du maximum discret, éventuellement tempérées par un processus de détec-
tion des extrema réguliers. L’ensemble A doit vériﬁer une propriété essentielle pour assurer
que l’algorithme présenté plus bas s’arrête en un nombre ﬁni d’itérations : sous la condition
CFL (1.17), un état obtenu par le schéma d’ordre un doit êtreA–éligible. Autrement dit, on doit
avoir l’implication suivante :{
∀i ∈ Z, wni estA–éligible,
wn+1i = w
n
i − ∆t∆x
(
F
(
wni , w
n
i+1
)− F (wni−1, wni )) ⇒ wn+1i est A–éligible. (1.27)
Avant de présenter l’algorithme de la méthode MOOD, on introduit sur chaque cellule,
un degré effectif de reconstruction di. Tous ces degrés seront initialement ﬁxés à dmax et ils
seront décrémentés jusqu’à ce que la solution soit admissible selon l’ensemble de critèresA. La
méthode MOOD est alors décrite par la procédure suivante.
1. Initialisation des degrés : tous les degrés effectifs de reconstruction di sont ﬁxés à dmax.
2. Évaluation des états reconstruits : sur chaque cellule Ki, on évalue des états reconstruits
wn,±i aux interfaces xi±1/2 de la façon suivante :
wn,−i = P
di−1,i
i
(
xi−1/2
)
et wn,+i = P
di,i+1
i
(
xi+1/2
)
,
où l’on a noté di,j = min(di, dj).
3. Évolution de la solution : Les états sont mis à jour par
wn+1,⋆i = w
n
i −
∆t
∆x
(
F
(
wn,+i , w
n,−
i+1
)
− F
(
wn,+i−1 , w
n,−
i
))
.
4. Test d’A–éligibilité : pour chaque i ∈ Z, si l’état wn+1,⋆i n’est pas A–éligible, alors on
décrémente le degré de reconstruction effectif di sur la cellule Ki.
• Si tous les états wn+1,⋆i sont A–éligibles, alors la solution est valide et l’on pose
wn+1i = w
n+1,⋆
i , ∀i ∈ Z.
• Sinon, la solution est recalculée à partir de l’étape 2.
On montre aisément que cet algorithme se termine en un nombre ﬁni d’itérations et que la
solution obtenue vériﬁe toutes les conditions de l’ensemble A.
Il peut paraître étrange d’utiliser les degrés di−1,i et di,i+1 plutôt que le degré di pour la re-
construction des états wn,±i sur la celluleKi. Ce choix est pourtant nécessaire pour garantir que
l’algorithme se termine. En effet, Si l’on utilise di dans l’étape 2 de l’algorithme, en supposant
que celui-ci tombe à zéro, la solution évoluée sera donnée par
wn+1,⋆i = w
n
i −
∆t
∆x
(
F
(
wni , w
n,−
i+1
)
− F
(
wn,+i−1 , w
n
i
))
.
Cet état n’a a priori aucune raison d’être A-éligible et on ne peut plus décrémenter le degré de
reconstruction di. Par conséquent, l’algorithme risque de ne pas se terminer. L’utilisation de
di−1,i et di,i+1 oblige à calculer deux polynômes de degrés différents sur chaque cellule, ce qui
alourdit le coût de calcul, mais est indispensable.
Remarquons par contre que seules les cellules dont le degré effectif de reconstruction a été
décrémenté et les cellules qui leur sont adjacentes doivent être réactualisées. Par conséquent,
seules ces cellules ont besoin d’être testées pour l’A–éligibilité lors de la phase 4 de la prochaine
itération. Cela permet de réduire considérablement le temps de calcul.
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Schémas MUSCL basés sur une
reconstruction de gradients par
maillages duaux (DMGR)
Introduction
Ce travail est dédié à l’approximation numérique des solutions faibles des systèmes hyperbo-
liques de lois de conservation en deux dimensions d’espace. Le système considéré s’écrit
∂tw + ∂xf(w) + ∂yg(w) = 0, (x, y) ∈ R2, t ≥ 0, (2.1)
où w : R2 × R+ → Ω est le vecteur des inconnues, f, g : Ω → Rd sont les fonctions ﬂux
respectivement dans la direction x et y et sont supposées régulières et Ω ⊂ Rd désigne un
ensemble d’états admissibles supposé convexe. Ce système est complété par la donnée initiale
w(x, y, t = 0) = w0(x, y), (x, y) ∈ R2. (2.2)
On suppose que le système (2.1) est hyperbolique, c’est-à-dire que pour tout vecteur uni-
taire ν = (νx, νy)T ∈ S1 et pour tout vecteur w ∈ Ω, on demande que la matrice
νx∇wf(w) + νw∇wg(w)
soit diagonalisable dans R. Les solutions des systèmes hyperboliques pouvant développer des
discontinuités, on considère les solutions de (2.1)–(2.2) au sens faible.
Aﬁn d’écarter les solutions non physiques, on suppose donc que les solutions faibles véri-
ﬁent les inégalités d’entropie suivantes (voir [76, 77])
∂tη(w) + ∂xF(w) + ∂yG(w) ≤ 0, (2.3)
où η : Ω → R est convexe et F ,G : Ω → R sont les ﬂux d’entropie respectivement dans la
direction x et y et vériﬁent les relation de compatibilité suivantes :
∇f∇η = ∇F , ∇g∇η = ∇G.
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Durant les dernières décennies, la dérivation de schémas numériques pour approcher les
solutions faibles de (2.1) était et reste un domaine de recherche très actif et de nombreuses
méthodes sont proposées dans la littérature. Dans ce chapitre, on se concentre sur les schémas
volumes ﬁnis d’ordre deux (voir [56, 80, 100] et les références incluses) et on s’intéresse à des ex-
tensions du célèbre schéma MUSCL introduit par van Leer [102]. La méthode MUSCL d’ordre
deux est une des procédures de montée en ordre des méthodes de volumes ﬁnis les plus po-
pulaires grâce à la relative simplicité de sa dérivation. En effet, en s’appuyant sur un schéma
volumes ﬁnis d’ordre un standard, van Leer [102] a suggéré d’introduire une reconstruction
linéaire de la solution approchée sur chaque cellule pour évaluer le ﬂux numérique de manière
plus précise.
Les reconstructions de gradients sont facilement déﬁnies pour des problèmes en une di-
mension. On renvoie le lecteur au livre de LeVeque [80] (voir également [86, 21, 12, 72]) où
plusieurs approches sont détaillées. Bien sûr, ces reconstructions MUSCL 1D s’étendent direc-
tement à des maillages 2D cartésiens. Cependant, l’évaluation correcte des gradients s’avère
être une difﬁculté importante dans la dérivation du schémaMUSCL dès que des maillages non
structurés sont considérés. Plusieurs techniques de reconstruction de gradients ont été intro-
duites lorsque l’on utilise des triangles comme cellules de contrôle (voir [83, 56, 82, 24, 27, 28])
mais celles-ci ne s’étendent pas aisément à des volumes de contrôle plus généraux. Un des ob-
jectifs de ce travail est d’introduire une technique de reconstruction de gradients indépendante
de la déﬁnition des cellules. Pour traiter cette difﬁculté, on propose une extension adaptée des
méthodes « Discrete Duality Finite Volume » (DDFV) ([65, 66, 49, 3]) dans le cas des systèmes
hyperboliques non linéaires.
En fait, la procédure de reconstruction linéaire s’avère être un point crucial pour empê-
cher l’apparition d’oscillations non physiques. Pour éviter de telles nuisances numériques, une
procédure de limitation doit être envisagée. Une littérature importante est dédiée au dévelop-
pement de limiteurs pertinents. Pour un état de l’art non exhaustif, on renvoie le lecteur aux
travaux suivants : [6, 103, 21, 69, 45, 20, 9, 43, 14, 84, 54, 24, 27, 33, 81, 74]. Dans [6, 103, 45], l’ob-
jectif principal est la dérivation de limiteurs globalement 2D pour obtenir des reconstructions
pertinentes sur des maillages non structurés. Une telle approche peut engendrer trop de vis-
cosité numérique dans les régions où les solutions sont régulières. Certains auteurs proposent
un limiteur supplémentaire pour réduire artiﬁciellement la viscosité numérique (voir [84, 74]).
Aﬁn d’assurer certaines propriétés de stabilité, certains articles sont dédiés à la modiﬁcation
des limiteurs usuels pour satisfaire des conditions de type principe du maximum (par exemple
[69, 9, 81]). Dans ces travaux, le limiteur est basé sur une seule reconstruction de gradient par
cellule. Une autre stratégie consiste à introduire une pente pour chaque côté à l’intérieur d’une
cellule (voir [24, 33]).
La limitation est également un point-clé pour assurer des propriétés de robustesse. En ef-
fet, l’extension MUSCL n’est pas capable de rétablir l’invariance de l’ensemble Ω et une at-
tention spéciﬁque doit être portée à la procédure de limitation pour garantir cette propriété
essentielle. Plusieurs stratégies ont été introduites pendant la dernière décennie. Par exemple,
dans [86, 87, 88, 43, 14], les auteurs introduisent une limitation pertinente du gradient pour
obtenir la robustesse requise sous une condition CFL restrictive. Plus récemment, pour éviter
la restriction sur la CFL, dans [34, 47], une limitation a posteriori est suggérée en imposant
une pente nulle du gradient quand la robustesse n’est pas vériﬁée. Une telle technique rend le
schéma robuste, mais au prix d’une perte locale de précision. Par conséquent, rendre le schéma
robuste semble, en général, nécessiter une condition CFL plus restrictive et donc augmente le
coût de calcul. Actuellement, il semble impossible d’éviter cette restriction additionnelle sur la
CFL venant de la procédureMUSCL. Un des buts de ce travail est donc d’optimiser cette restric-
tion. Mentionnons dès à présent que la condition CFL provient à la fois du nombre CFL associé
au schéma d’ordre un et de la robustesse de la méthode MUSCL. Dans le cas d’un maillage 2D
non structuré, on établit que la condition CFL usuelle d’ordre un n’est pas du tout optimale
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(par exemple voir [88]) car elle introduit un facteur multiplicatif inapproprié et parfois impor-
tant à la CFL, ce qui peut entraîner un coût de calcul excessif. On présentera une condition CFL
d’ordre un « optimale ».
Le chapitre s’organise de la façon suivante. Dans la Partie 2.1, on rappelle brièvement les
notations principales concernant les méthodes de volumes ﬁnis en 2D et l’on présente les sché-
mas de type Godunov 2D qui vont être notre cadre de travail. On détaille ensuite l’obtention
d’une CFL optimale permettant d’assurer la robustesse du schéma d’ordre un. On montre en-
ﬁn comment on peut déduire de la robustesse du schéma d’ordre un que le schéma MUSCL
préserve l’ensemble Ω. Dans la Partie 2.2, on présente le schéma DMGR. Cette approche est
complétée par une procédure de limitation destinée à assurer la robustesse de la méthode. La
Partie 2.3 est dédiée aux résultats numériques. On conclut ﬁnalement le chapitre avec quelques
commentaires et perspectives.
2.1 Robustesse des schémas volumes finis en deux dimensions d’es-
pace
2.1.1 Schémas volumes finis en deux dimensions d’espace
Aﬁn de présenter le formalisme général des méthodes de volumes ﬁnis en deux dimensions
d’espace, il est nécessaire d’introduire quelques notations pour décrire un maillage 2D non
structuré.On considère unmaillage deR2 constitué de volumes de contrôle polygonaux (Ki)i∈Z.
Pour chaque cellule, on note γ(i) l’ensemble des indices des cellules voisines de Ki. Pour tout
j ∈ γ(i), on appelle eij le côté commun qui sépare Ki et Kj et νij la normale extérieure à eij
(voir Figure 2.1). Enﬁn, on notera |Ki| l’aire de la cellule Ki et Pi =
∑
j∈γ(i) |eij | son périmètre,
où |eij | désigne la longueur du côté eij .
Kj3
Kj4
Kj5
Kj1
Kj2
Ki νij1
νij2
νij3
νij4 νij5
e
ij
1
FIGURE 2.1 – Géométrie de la cellule Ki
On notewni une approximation de la solution exacte de (2.1)–(2.2) sur la celluleKi au temps
tn. La condition initiale (2.2) est discrétisée en prenant la moyenne sur chaque cellule
w0i =
1
|Ki|
∫
Ki
w0(x, y)dxdy.
Pour un vecteur unitaire ν = (νx, νy)T du cercle unité S1, on déﬁnit le ﬂux dans la direction ν
par
hν(w) = νxf(w) + νyg(w). (2.4)
31
CHAPITRE 2. SCHÉMA «DUAL MESH GRADIENT RECONSTRUCTION»
De la même façon qu’en une dimension d’espace, on intègre alors l’équation (2.1) sur le prisme
Ki × [tn, tn+1] pour obtenir par la formule de Green
∫
Ki
w(x, y, tn+1)dxdy −
∫
Ki
w(x, y, tn)dxdy +
∑
j∈γ(i)
∫ tn+1
tn
∫
eij
hνij (w(x, y))dσdt = 0.
En considérant que sur l’arrête eij , on a localement un problème en une dimension, on est
amenés à faire l’approximation
∫ tn+1
tn
∫
eij
hνij (w(x, y))dσdt ≈ |eij |∆tϕ(wni , wnj , νij),
où ϕ(·, ·, ν) est un ﬂux numérique 1D pouvant éventuellement différer selon la direction ν. On
en déduit la formulation générale d’un schéma volumes ﬁnis en deux dimensions d’espace :
wn+1i = w
n
i −
∆t
|Ki|
∑
j∈γ(i)
|eij |ϕ(wni , wnj , νij). (2.5)
Une méthode de volumes ﬁnis sur un maillage non structuré est donc entièrement déterminée
par la donnée dans chaque direction d’un ﬂux numérique 1D.
Contrairement au cas unidimensionnel, un schéma écrit sous la forme (2.5) n’est pas auto-
matiquement conservatif. Pour qu’il le soit, on doit en plus vériﬁer que l’on a
∀wL, wR ∈ Ω, ∀ν ∈ S1, ϕ(wL, wR, ν) = −ϕ(wR, wL,−ν). (2.6)
Les autres propriétés du schéma (2.5) sont déﬁnies de la même façon qu’en une dimension.
On dit que le schéma (2.5) est consistant (ou de façon équivalente que le ﬂux numérique ϕ est
consistant) si l’on a
∀w ∈ Ω, ∀ν ∈ S1, ϕ(w,w, ν) = hν(w).
On dit que le schéma (2.5) est robuste si
∀i ∈ Z, wni ∈ Ω ⇒ ∀i ∈ Z, wn+1i ∈ Ω.
Pour un triplet d’entropie (η,F ,G) ﬁxé, on déﬁnit le ﬂux d’entropie dans la direction ν par
Hν(w) = νxF(w) + νyG(w), avec ν = (νx, νy)T ∈ S1. (2.7)
Le schéma (2.5) est dit entropique si pour tout triplet d’entropie (η,F ,G), il existe un ﬂux nu-
mérique d’entropie Φ : Ω×Ω×R2 → R, consistant avecHν (i.e. Φ(w,w, ν) = Hν(w)), tel que le
schéma vériﬁe l’inégalité d’entropie discrète
η(wn+1i ) ≤ η(wni )−
∆t
|Ki|
∑
j∈γ(i)
|eij |Φ(wni , wnj , νij). (2.8)
Comme en une dimension d’espace, il existe une classe de schémas pour laquelle il est
relativement facile de montrer ces propriétés. Il s’agit des schémas de type Godunov que nous
introduisons maintenant.
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2.1.2 Schémas de type Godunov en deux dimensions d’espace
Dans cette étude, aﬁn d’établir une condition CFL optimale, on restreint notre analyse aux
ﬂux numériques de type Godunov décrits par le travail de Harten, Lax et van Leer [64]. On
introduit ainsi, dans chaque direction ν ∈ S1, un solveur de Riemann approché unidimension-
nel W˜ν
(
x
t , wL, wR
)
qui vériﬁe les propriétés de stabilité et de consistance de la Déﬁnition 1.4.
On peut a priori choisir un solveur différent dans chaque direction ν. On note respectivement
λ−ν (wL, wR) et λ
+
ν (wL, wR) la plus petite et la plus grande vitesse caractéristique développée par
le solveur W˜ν
(
x
t , wL, wR
)
. Signalons que par rapport aux notations de la Partie 1.3, on omet les
tildes sur les vitesses, ce qui ne pose pas problème puisqu’il n’y a pas de confusion possible ici.
Le solveur approché W˜ν doit en particulier vériﬁer sous la condition CFL
∆t
δ
max
∣∣λ±ν (wL, wR)∣∣ ≤ 12 , (2.9)
la consistance avec la forme intégrale
1
δ
∫ δ
2
− δ
2
W˜ν
(x
t
, wL, wR
)
dx =
1
2
(wL +wR)− ∆t
δ
(hν(wR)− hν(wL)) . (2.10)
Soulignons que si le pas d’espace ∆x admet une déﬁnition claire en une dimension, ce n’est
pas le cas en 2D et on se contente donc pour l’instant de faire apparaitre un paramètre δ dans
(2.10). La seule contrainte sur ce paramètre est de vériﬁer la condition CFL (2.9). Comme on
s’y attend, δ va représenter une longueur de maillage caractéristique dont la déﬁnition précise
sera donnée ultérieurement de façon à obtenir une condition CFL la moins restrictive possible.
La déﬁnition du ﬂux numérique 2D suit alors la déﬁnition (1.20) du ﬂux numérique pour
un schéma de Godunov 1D :
ϕ(wL, wR, ν) = hν(wL) +
δ
2∆t
wL − 1
∆t
∫ 0
− δ
2
W˜ν
( x
∆t
, wL, wR
)
dx. (2.11)
On dit que le schéma volumes ﬁnis (2.5) est de type Godunov associé au solveur de Riemann
approché W˜ν si son ﬂux numérique est déﬁni par (2.11). Dans toute la suite de ce chapitre, on
suppose que le schéma (2.5) vériﬁe une telle déﬁnition. Par ailleurs, on suppose aussi que pour
tout triplet d’entropie (η,F ,G), le solveur de Riemann approché W˜ν vériﬁe la consistance avec
la forme intégrale de l’inégalité d’entropie (2.3) :
1
δ
∫ δ
2
− δ
2
η
(
W˜ν
(x
t
, wL, wR
))
dx ≤ 1
2
(η(wL) + η(wR))− ∆t
δ
(Hν(wR)−Hν(wL)) , ∀ν ∈ S1,
(2.12)
oùHν est déﬁni par (2.7). Cela nous amène à déﬁnir le ﬂux numérique d’entropie par
Φ(wL, wR, ν) = Hν(wL) + δ
2∆t
η(wL)− 1
∆t
∫ 0
− δ
2
η
(
W˜ν
( x
∆t
, wL, wR
))
dx. (2.13)
La déﬁnition (2.11) du ﬂux numérique permet d’obtenir facilement les propriétés de consis-
tance et de conservation du schéma :
Lemme 2.1. Le ﬂux numérique (2.11) est consistant.
De plus, si l’on impose la relation suivante :∫ 0
− δ
2
W˜ν
(x
t
, wL, wR
)
dx =
∫ δ
2
0
W˜−ν
(x
t
, wR, wL
)
dx, (2.14)
alors le schéma (2.5) est conservatif.
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Démonstration. D’après la propriété (iii) de la Déﬁnition 1.4, on a
ϕ(w,w, ν) = hν(w) +
δ
2∆t
w − 1
∆t
∫ 0
− δ
2
W˜ν
( x
∆t
, w,w
)
dx
= hν(w),
ce qui prouve la consistance.
En ce qui concerne la conservation, en utilisant l’hypothèse (2.14), on a
ϕ(wL, wR, ν) = hν(wL) +
δ
2∆t
wL − 1
∆t
∫ δ
2
0
W˜−ν
(x
t
, wR, wL
)
dx.
On utilise alors la consistance avec la forme intégrale (2.10) pour obtenir
ϕ(wL, wR, ν) = hν(wL) +
δ
2∆t
wL − δ
2∆t
(wL +wR) + hν(wR)− hν(wL)
+
1
∆t
∫ 0
− δ
2
W˜−ν
(x
t
, wR, wL
)
dx
= hν(wR)− δ
2∆t
wR +
1
∆t
∫ 0
− δ
2
W˜−ν
(x
t
, wR, wL
)
dx.
Par la déﬁnition (2.4) du ﬂux hν , on a hν(w) = −h−ν(w), ce qui nous permet de conclure que
ϕ(wL, wR, ν) = −ϕ(wR, wL,−ν),
et donc que le schéma est conservatif.
Remarque. Soulignons que le ﬂux numérique ϕ, donné par (2.11), est déﬁni indépendamment
du paramètre δ. En effet, on introduit
Λ−(wL, wR, ν) = min
(
0, λ−(wL, wR, ν)
)
et Λ+(wL, wR, ν) = max
(
0, λ+(wL, wR, ν)
)
.
Il s’agit en fait de la partie négative de λ−(wL, wR, ν) et de la partie positive de λ+(wL, wR, ν)
pour lesquelles on a préféré ne pas utiliser les notations usuelles pour ne pas multiplier la
présence de signes − et +. Avec ces notations, on a∫ 0
− δ
2
W˜ν
( x
∆t
, wL, wR
)
dx =
(
δ
2
+ Λ−(wL, wR, ν)∆t
)
wL +
∫ 0
Λ−(wL,wR,ν)∆t
W˜ν
( x
∆t
, wL, wR
)
dx.
Le ﬂux numérique se réécrit alors
ϕ(wL, wR, ν) = hν(wL) + Λ
−(wL, wR, ν)wL − 1
∆t
∫ 0
Λ−(wL,wR,ν)∆t
W˜ν
( x
∆t
, wL, wR
)
dx.
Enﬁn, on peut prouver une extension du lemme 2.1 concernant l’entropie :
Lemme 2.2. Le ﬂux numérique d’entropie (2.13) est consistant pour tout triplet d’entropie (η,F ,G).
De plus, si l’on impose la relation suivante :∫ 0
− δ
2
η
(
W˜ν
(x
t
, wL, wR
))
dx =
∫ δ
2
0
η
(
W˜−ν
(x
t
, wR, wL
))
dx, (2.15)
alors le ﬂux numérique d’entropie vériﬁe la propriété suivante :
Φ(wL, wR, ν) + Φ(wR, wL,−ν) ≥ 0. (2.16)
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Démonstration. La déﬁnition (2.13) du ﬂux numérique d’entropie et la propriété (iii) de la dé-
ﬁnition 1.4 d’un solveur de Riemann approché impliquent facilement la consistance du ﬂux
numérique d’entropie.
Pour établir la propriété (2.16), les relations (2.13) et (2.15) nous donnent
Φ(wL, wR, ν) = Hν(wL) + δ
2∆t
η(wL)− 1
∆t
∫ δ
2
0
η
(
w˜−ν
( x
∆t
, wR, wL
))
dx,
ce qui implique
Φ(wL, wR, ν) + Φ(wR, wL,−ν) = Hν(wL) +H−ν(wR) + δ
2∆t
η(wL) +
δ
2∆t
η(wR)
− 1
∆t
∫ δ
2
− δ
2
η
(
w˜−ν
( x
∆t
, wR, wL
))
dx.
L’inégalité (2.12) nous donne alors
Φ(wL, wR, ν) + Φ(wR, wL,−ν) ≥ H−ν(wR) +Hν(wR).
D’après la déﬁnition (2.7), le ﬂux exact d’entropie vériﬁeH−ν = −Hν et on en déduit (2.16).
Remarque. Signalons que dans le lemme 2.2, la propriété (2.15) doit être vériﬁée par toute entro-
pie η, ce qui est a priori une condition forte. Cependant, la propriété de conservation ponctuelle
W˜ν
(x
t
, wL, wR
)
= W˜−ν
(
−x
t
, wR, wL
)
, ∀x ∈ R, ∀t > 0, (2.17)
implique à la fois les deux relations (2.14) et (2.15). Par ailleurs, la propriété (2.17) est vériﬁée
par tous les solveurs de Riemann approchés classiques (par exemple Godunov,HLL, Relaxation
de Suliciu pour les équations d’Euler, voir [64, 56, 38, 20]).
2.1.3 Robustesse des schémas 2D d’ordre un
En considérant le ﬂux numérique donné par (2.11) dans le résultat suivant, on présente une
condition CFL d’ordre un optimale.
Théorème 2.3. Pour tout wL et wR dans Ω, on suppose que W˜ν
(
x
t , wL, wR
)
reste dans Ω. Soit wni
appartenant à Ω pour tout i ∈ Z. Supposons que la condition CFL suivante est vériﬁée :
∆t
Pi
|Ki| maxj∈γ(i)
∣∣λ±(wni , wnj , νij)∣∣ ≤ 1, ∀i ∈ Z. (2.18)
Alors les états wn+1i , donnés par (2.5) restent dans Ω.
De plus, le schéma (2.5) est entropique.
Démonstration. Tout d’abord, remarquons que les deux conditions CFL (2.9) et (2.18) coïncident
dès que wL = wni , wR = w
n
j et δ =
2|Ki|
Pi
. Par conséquent, la formulation intégrale du ﬂux
numérique (2.11) peut être adoptée :
ϕ(wni , w
n
j , νij) = hνij(w
n
i ) +
|Ki|
Pi∆tw
n
i −
1
∆t
∫ 0
−
|Ki|
Pi
W˜νij
( x
∆t
, wni , w
n
j
)
dx. (2.19)
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On rappelle que d’après la formule de Green, on a
∑
j∈γ(i) |eij |hνij (wni ) = 0. En injectant (2.19)
dans (2.5), on obtient
wn+1i =
1
|Ki|
∑
j∈γ(i)
|eij |
∫ 0
−
|Ki|
Pi
W˜νij
( x
∆t
, wni , w
n
j
)
dx. (2.20)
Puisque W˜νij
(
x
∆t , w
n
i , w
n
j
)
est à valeurs dans Ω qui est un ensemble convexe, on en déduit
immédiatement que
ŵij :=
Pi
|Ki|
∫ 0
−
|Ki|
Pi
W˜νij
( x
∆t
, wni , w
n
j
)
dx ∈ Ω.
L’état wn+1i se réécrit comme une combinaison convexe des états ŵij :
wn+1i =
∑
j∈γ(i)
|eij |
Pi ŵij
et ainsi, la propriété de préservation de l’ensemble Ω est établie.
Pour prouver les inégalités d’entropie, on utilise la convexité de η et l’inégalité de Jensen
dans l’équation (2.20) pour obtenir
η(wn+1i ) ≤
1
|Ki|
∑
j∈γ(i)
|eij |
∫ 0
−
|Ki|
Pi
η
(
W˜νij
( x
∆t
, wni , w
n
j
))
dx. (2.21)
Par la formule de Green, on a
η(wni )−
∆t
|Ki|
∑
j∈γ(i)
|eij |
(
Hνij(wni ) +
|Ki|
∆tPi η(w
n
i )
)
= 0. (2.22)
En sommant les équations (2.21) et (2.22), on obtient
η(wn+1i ) ≤ η(wni )
− ∆t|Ki|
∑
j∈γ(i)
(
Hνij(wni ) +
|Ki|
∆tPi η(w
n
i )−
1
∆t
∫ 0
−
|Ki|
Pi
η
(
W˜νij
( x
∆t
, wni , w
n
j
))
dx
)
.
La déﬁnition (2.13) du ﬂux numérique d’entropie nous donne exactement les inégalités d’en-
tropie discrètes (2.8). Le Lemme 2.2 assure enﬁn que le ﬂux numérique d’entropie Φ est consis-
tant.
Pour conclure cette partie dédiée à la présentation du schéma d’ordre un adopté, on sou-
ligne que des techniques similaires existent dans la littérature (par exemple voir [88]). En géné-
ral, une attention spéciﬁque est portée à la condition CFL et plusieurs travaux [87, 88] montrent
la robustesse en supposant une condition CFL deux fois plus restrictive que (2.18). Cependant,
il est important de noter que cette restriction du pas de temps peut facilement être améliorée
pour obtenir la condition CFL (2.18) dès que le ﬂux numérique provient d’un solveur de Rie-
mann approché. De plus, on remarque que la condition CFL (2.18) coïncide avec celle proposée
dans [14] dès que les cellules sont des polygones réguliers. Un calcul simple montre par contre
que la condition CFL (2.18) est moins restrictive que celle proposée dans [14] quand les cellules
sont des polygones non réguliers. En effet, considérons une cellule rectangulaire de côtés∆x et
∆y, avec∆x < ∆y. La condition CFL proposée dans [14] s’écrit dans ce cas
∆t
∆x
max |λ±| ≤ 1
4
, (2.23)
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alors que (2.18) s’écrit
∆t
∆x+∆y
∆x∆y
max |λ±| ≤ 1
2
. (2.24)
On voit facilement que la condition CFL (2.23) est plus restrictive que (2.24). Si l’on suppose de
plus que∆x≪ ∆y, la CFL (2.24) devient
∆t
∆x
max |λ±| ≤ 1
2
.
On a alors gagné un facteur 2 par rapport à (2.23).
2.1.4 Le schéma MUSCL 2D
On considère wni une approximation de la solution exacte de la solution du système (2.1) sur la
cellule Ki au temps tn. Pour obtenir une approximation au temps tn+1 = tn + ∆t, le schéma
MUSCL consiste à faire évoluer la suite (wni )i∈Z de la façon suivante :
wn+1i = w
n
i −
∆t
|Ki|
∑
j∈γ(i)
|eij |ϕ (wij, wji, νij) , (2.25)
où wij et wji sont des approximations d’ordre deux de la solution au milieu du côté eij de
chaque côté de l’interface (voir Figure 2.2). La procédure de reconstruction qui permet de dé-
terminer ces états sera l’objet de la Partie 2.2. On suppose à nouveau que le ﬂux numérique ϕ
est associé dans chaque direction ν ∈ S1 à un solveur de Riemann approché W˜ν . De plus, on
suppose que W˜ν vériﬁe la consistance avec la forme intégrale de l’inégalité d’entropie (2.12), la
propriété de conservation en moyenne (2.14) et la propriété de conservation de l’entropie en
moyenne (2.15). On rappelle que les Lemmes 2.1 et 2.2 impliquent alors respectivement que le
ﬂux numérique ϕ vériﬁe la propriété de conservation (2.6) et que l’entropie vériﬁe la propriété
de dissipation (2.16).
b
b
b
wni
wnj
wij
wji
Ki
Kj
e
ij
FIGURE 2.2 – Approximations d’ordre un wni et w
n
j et reconstructions d’ordre deux wij et wji
L’objectif est maintenant d’étendre le Théorème 2.3 au schéma MUSCL d’ordre deux. Pour
obtenir un tel résultat, on adopte la décomposition classique du schéma MUSCL en une com-
binaison convexe de schémas d’ordre un (par exemple, voir [87, 14]). Par conséquent, la restric-
tion CFL du schéma MUSCL est fortement reliée à celle du schéma d’ordre un (2.18).
On doit tout d’abord introduire quelques notations supplémentaires. Soit Gi le centre de
masse de la cellule Ki et pour tout j ∈ γ(i), on appelle Tij le triangle formé par le point Gi et
le côté eij . Ces triangles sont essentiels puisque ce sont les sous-cellules sur lesquelles on va
appliquer le Théorème 2.3. Soit γ(i, j) l’ensemble des indices des deux sous-cellules voisines
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de Tij dans la cellule Ki. Pour tout k ∈ γ(i, j), on note eijk le côté commun qui sépare Tij et Tik
et νijk la normale unitaire sortante à e
i
jk (voir Figure 2.3). Enﬁn, on désigne respectivement par
|Tij | et Pij = |eij | +
∑
k∈γ(i,j) |eijk|, l’aire de la sous-cellule Tij et son périmètre, où l’on a noté
|eijk| la longueur du côté eijk.
Kj3
Kj4
Kj5
Kj1
Kj2
Tij3
Tij4 Tij5
Tij1
Tij2
eij1j5
νij1j5
bGi
FIGURE 2.3 – Décomposition en sous-cellules de la cellule Ki
Avec ces notations, on peut établir la robustesse du schéma MUSCL d’ordre deux.
Théorème 2.4. Pour touswL et wR dansΩ, on suppose que W˜ν
(
x
t , wL, wR
)
reste dansΩ. On se donne
des états moyens wni et des états reconstruits wij qui appartiennent à Ω pour tout i ∈ Z et pour tout
j ∈ γ(i). Supposons que les états reconstruits vériﬁent la propriété de conservation suivante :
∑
j∈γ(i)
|Tij |
|Ki|wij = w
n
i . (2.26)
Si la condition CFL
∆t max
j∈γ(i)
Pij
|Tij | maxk∈γ(i,j)
{|λ±(wij , wji, νij)|, |λ±(wij , wik, νijk)|} ≤ 1, ∀i ∈ Z, (2.27)
est vériﬁée, alors les états évolués wn+1i , donnés par (2.25), restent dans Ω.
De plus, le schéma (2.25) vériﬁe les inégalités d’entropie suivantes :
η(wn+1i ) ≤ ηni −
∆t
|Ki|
∑
j∈γ(i)
|eij |Φ(wij , wji, νij), (2.28)
où ηni est déﬁni comme suit :
ηni =
∑
j∈γ(i)
|Tij |
|Ki| η(wij). (2.29)
Démonstration. On suppose connue une approximation de la solution au temps tn, constante
par morceaux, dont la valeur sur la sous-cellule Tij est wij . On fait évoluer cette solution par
le schéma d’ordre un (2.5) jusqu’au temps tn+1 et l’on obtient un état wn+1ij sur la cellule Tij ,
donné par
wn+1ij = wij −
∆t
|Tij |
|eij |φ(wij , wji, νij) + ∑
k∈γ(i,j)
|eijk|φ(wij , wik, νijk)
 .
38
2.1. Robustesse des schémas volumes ﬁnis en deux dimensions d’espace
La condition CFL (2.18) nécessaire pour pouvoir appliquer le Théorème 2.3 sur la sous-cellule
Tij est exactement la condition CFL (2.27). Cela implique donc que l’état wn+1ij est dans Ω. On
calcule maintenant la combinaison convexe des wn+1ij pondérés par |Tij |/|Ki| et l’on trouve
1
|Ki|
∑
j∈γ(i)
|Tij |wn+1ij =
∑
j∈γ(i)
|Tij |
|Ki|wij −
∆t
|Ki|
∑
j∈γ(i)
|eij |φ(wij , wji, νij)
− ∆t|Ki|
∑
j∈γ(i)
∑
k∈γ(i,j)
|eijk|φ(wij , wik, νijk).
Remarquons que dans le dernier terme, chacun des ﬂux apparaît deux fois, mais dans des di-
rections opposées. En utilisant la propriété de conservation (2.6) vériﬁée par le ﬂux numérique,
on en déduit que ∑
j∈γ(i)
∑
k∈γ(i,j)
|eijk|φ(wij , wik, νijk) = 0.
Grâce à la propriété de conservation de la reconstruction (2.26), on montre que les états inter-
médiaires wn+1ij vériﬁent la relation suivante :
1
|Ki|
∑
j∈γ(i)
|Tij |wn+1ij = wni −
∆t
|Ki|
∑
j∈γ(i)
|eij |φ(wij , wji, νij).
Enﬁn, la déﬁnition du schéma d’ordre deux (2.25) nous donne
wn+1i =
1
|Ki|
∑
j∈γ(i)
|Tij |wn+1ij . (2.30)
On a montré que l’état wn+1i est une combinaison convexe d’états dans Ω, il est donc lui-même
dans Ω.
Pour établir les inégalités d’entropie (2.28)–(2.29), la seconde partie du Théorème 2.3 assure
que l’on a
η(wn+1ij ) ≤ η(wij)−
∆t
|Tij |
|eij |Φ(wij , wji, νij) + ∑
k∈γ(i,j)
|eijk|Φ(wij , wik, νijk)
 .
L’inégalité de Jensen discrète, appliquée à l’équation (2.30), donne immédiatement
η(wn+1i ) ≤
1
|Ki|
∑
j∈γ(i)
|Tij |η(wn+1ij ),
et l’on en déduit
η(wn+1i ) ≤ ηni −
∆t
|Ki|
∑
j∈γ(i)
|eij |Φ(wij, wji, νij)− ∆t|Ki|
∑
j∈γ(i)
∑
k∈γ(i,j)
|eijk|Φ(wij , wik, νijk). (2.31)
Enﬁn, la propriété de dissipation de l’entropie (2.16) assure que
∆t
|Ki|
∑
j∈γ(i)
∑
k∈γ(i,j)
|eijk|Φ(wij , wik, νijk) ≥ 0
et le résultat est prouvé.
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Remarque. On a montré que le schéma d’ordre deux vériﬁe certaines inégalités d’entropie dis-
crètes. On se gardera cependant de parler de schéma d’ordre deux entropique. En effet, la
notion de schéma d’ordre deux entropique est délicate et sera l’un des objets de l’étude du
chapitre 3.
Pour conclure cette partie, onmontre que dès qu’on adopte une reconstruction afﬁne, la pro-
priété de conservation de la reconstruction (2.26) admet une réécriture équivalente très simple.
En effet, considérons une fonction afﬁne w˜i : Ki → Rd déﬁnie par
w˜i(X) = wGi + µi · (X −Gi), avec X ∈ Ki, (2.32)
où wGi ∈ Ω est un vecteur constant et µi ∈ Rd × Rd est une matrice constante donnée. On
introduit Qij le milieu du côté eij pour déﬁnir
wij = w˜i(Qij). (2.33)
On a alors la proposition suivante :
Proposition 2.5. Supposons que les états reconstruits wij sont donnés par (2.32)–(2.33). Alors la condi-
tion (2.26) est vériﬁée si et seulement si l’on a
wGi = w
n
i . (2.34)
Démonstration. D’une part, par déﬁnition du centre de masse Gi, on a∫
Ki
w˜i(X)dX = |Ki|wGi .
D’autre part, le centre de gravité d’un triangle étant situé aux deux tiers de la médiane en
partant du sommet, l’intégrale de w˜i sur les triangles Tij est donnée par∫
Tij
w˜i(X)dX = |Tij |w˜i
(
2
3
Qij +
1
3
Gi
)
,
= |Tij |
(
wGi +
2
3
µi · (Qij −Gi)
)
,
=
2
3
|Tij|wij + 1
3
|Tij |wGi .
En sommant sur j, on obtient ∑
j∈γ(i)
|Tij |wij = |Ki|wGi ,
et l’on en déduit l’équivalence entre les conditions (2.26) et (2.34).
2.2 Le schéma DMGR
Dans cette partie, on décrit la techniqueDMGR. L’idée principale est de considérer deuxmaillages
se recouvrant, à savoir un maillage primal et sonmaillage dual associé, puis d’écrire deux sché-
mas volumes ﬁnis distincts sur ces maillages. Ce procédé augmente le nombre d’inconnues
numériques, mais il permet de reconstruire des gradients très précis. Dans un premier temps,
on dérive la technique DMGR en 1D, ce qui ne présente pas un grand intérêt sur le plan nu-
mérique. Cela va cependant permettre de mieux appréhender la dérivation 2D qui va suivre.
On introduit ensuite quelques notations et on déﬁnit le maillage dual. Puis l’on décrit la procé-
dure de reconstruction qui va être élaborée de manière à satisfaire les hypothèses du Théorème
2.4 pour assurer la robustesse requise. Enﬁn, on montre comment utiliser avantageusement les
deux maillages aﬁn d’obtenir des états à la fois aux sommets et aux centres de masse.
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2.2.1 Le schéma DMGR en 1D
On considère, dans cette partie, un système de lois de conservation 1D
∂tw + ∂xf(x) = 0. (2.35)
On discrétise l’espace R en une suite croissante de points (xi+1/2)i∈Z de manière uniforme,
avec pour pas d’espace ∆x = xi+1/2 − xi−1/2 supposé constant. On déﬁnit les cellules pri-
males Ki = [xi−1/2, xi+1/2[ et les cellules duales Ki+1/2 = [xi, xi+1[, où l’on a noté xi =
(xi−1/2 + xi+1/2)/2 le milieu de la cellule Ki. Remarquons que l’ensemble des cellules {Ki}i∈Z
et l’ensemble {Ki+1/2}i∈Z constituent deux maillages différents de la droite R. On discrétise
également le temps de la manière suivante, tn = n∆t, où∆t est le pas de temps.
On suppose connues wni et w
n
i+1/2 des approximations de la solution exacte de (2.35) au
temps tn respectivement sur la cellule Ki et sur la cellule Ki+1/2. On fait évoluer ces deux
approximations par deux schémas MUSCL distincts :
wn+1i = w
n
i −
∆t
∆x
(
F
(
wn,+i , w
n,−
i+1
)
− F
(
wn,+i−1 , w
n,−
i
))
,
wn+1i+1/2 = w
n
i+1/2 −
∆t
∆x
(
F
(
wn,+i+1/2, w
n,−
i+3/2
)
− F
(
wn,+i−1/2, w
n,−
i+1/2
))
,
où les états wn,±i sont des reconstructions afﬁnes de la solution sur la cellule Ki à l’interface
xi±1/2 et les états w
n,±
i+1/2 sont des reconstructions afﬁnes de la solution sur la cellule Ki+1/2 à
l’interface xi et xi+1 (voir Figure 2.4).
xi−3/2 xi−1/2 xi+1/2 xi+3/2
xi−1 xi xi+1
Ki−1 Ki Ki+1
Ki−1/2 Ki+1/2
b b b
b
b
wni−1 wni w
n
i+1
wni−1/2
wni+1/2
wn,−i−1
wn,+i−1 wn,−i
wn,+i
wn,−i+1
wn,+i+1
wn,−i−1/2
wn,+i−1/2
wn,−i+1/2
wn,+i+1/2
FIGURE 2.4 – Reconstruction afﬁne par morceaux de la solution sur le maillage primal (bas) et
le maillage dual (haut)
À ce stade, les deux schéma évoluent indépendamment. On va en fait les coupler pendant
la phase de reconstruction. Considérons un limiteur 1D classique L. Pour tout i ∈ Z, on déﬁnit
alors les valeurs reconstruites aux interfaces par
wn,±i = w
n
i ± L
(
wni −wni−1/2, wni+1/2 − wni
)
,
wn,±i+1/2 = w
n
i+1/2 ± L
(
wni+1/2 − wni , wni+1 − wni+1/2
)
.
L’idée de base du schéma DMGR est donc d’utiliser les approximations obtenues par les deux
schémas pour reconstruire la solution aux différentes interfaces. En fait, l’approche est la même
en 2D.
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2.2.2 Maillage primal et maillage dual
On considère un maillage primal polygonal {Kpi }i∈Z deR2. On conserve toutes les notations in-
troduites dans la partie 2.1 en leur ajoutant un exposant p pour préciser qu’il s’agit du maillage
primal. On déﬁnit alors le maillage dual dont les cellules sont centrées autour des sommets
du maillage primal. Pour cela, on note {Spi }i∈Z l’ensemble de tous les sommets du maillage
primal et pour tout i ∈ Z, on déﬁnit δ(i) l’ensemble des indices j de toutes les cellules Kpj qui
admettent Spi pour sommet.
Pour chaque sommet primal Spi , on construit une cellule duale associée K
d
i obtenue en
reliant les centres de masse (Gpj )j∈δ(i) des cellules voisines. Par construction, les sommets de
la cellule Kdi sont ainsi les points G
p
j avec j ∈ δ(i). Comme il est signalé par exemple dans
[49], il est possible que les cellules Kdi se chevauchent dans certains cas pathologiques. Par
conséquent, on se limite à présent au cas où les cellules Kdi forment une seconde partition de
R
2, appelée le maillage dual. On adopte à nouveau les notations introduites dans la partie 2.1
pour le maillage dual, mais en ajoutant un exposant d. On souligne que les sommets Sdi du
maillage dual coïncident par construction avec les centres de masse Gpi du maillage primal.
Par contre, le centre de masse Gdi d’une cellule duale est en général distinct du sommet primal
associé Spi (voir Figure 2.5).
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b
b
b
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b b
b
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bC bC
bC
bC
bC bC
bCbC
×
×
×
×
×
×
×
×
×
×
×
×
×
b Sommet du maillage primal Spi
bC Centre d’une cellule primale Gpi
= Sommet du maillage dual Sdi
× Centre d’une cellule duale Gdi
FIGURE 2.5 – Un exemple de maillage primal et son maillage dual associé
Maintenant que ces deux maillages sont construits, on écrit un schéma MUSCL sur chacun
d’entre eux :
wp,n+1i = w
p,n
i −
∆t
|Kpi |
∑
j∈γp(i)
|epij |φ
(
wpij , w
p
ji, ν
p
ij
)
, (2.36)
wd,n+1i = w
d,n
i −
∆t
|Kdi |
∑
j∈γd(i)
|edij |φ
(
wdij , w
d
ji, ν
d
ij
)
. (2.37)
À ce stade, pour que le schéma soit complet, il ne reste plus qu’à préciser comment obtenir les
états reconstruits wpij et w
d
ij .
2.2.3 Procédure de reconstruction
On présente maintenant une procédure de reconstruction sur une cellule basée sur la connais-
sance du vecteur d’état aux sommets et au centre de masse de la cellule considérée. Puisque
la procédure que l’on présente est la même sur les cellules primales et sur les cellules duales,
on va détailler la reconstruction d’une façon uniﬁée et omettre l’exposant p ou d. De plus, dans
cette partie, on suppose connue la valeur du vecteur des inconnues au sommets et au centre
de masse de la cellule considérée. Les détails de l’évaluation de w aux sommets et au centre de
masse seront l’objet de la partie suivante.
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Pour alléger les notations, on considère une cellule K avec pour sommets S1, . . . , Sk. Aﬁn
de simpliﬁer les calculs, on écrira abusivement Sk+1 = S1. Le centre de masse de la cellule K
est noté G et pour 1 ≤ i ≤ k, on introduit Ti+1/2 le triangle formé par les points Si, Si+1 et G.
Enﬁn,Qi+1/2 désignera le milieu du côté SiSi+1 (voir Figure 2.6).
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ŵ3/2
ŵ5/2
ŵ7/2
ŵ9/2
ŵ1/2
FIGURE 2.6 – Gauche : géométrie de la cellule K . Droite : états connus (points noirs) et états
reconstruits inconnus (points blancs)
On suppose connus un état wi ∈ Ω en chaque sommet Si ainsi qu’un état w0 ∈ Ω au centre
de masse G. Notre but est de reconstruire un état ŵi+1/2 en chaque point Qi+1/2. On renvoie
le lecteur à la Figure 2.6 pour une illustration des localisations des états connus et des états
reconstruits.
Dans ce travail, on se limite aux reconstructions afﬁnes. D’après la Proposition 2.5, la condi-
tion (2.26) du Théorème 2.4 est satisfaite si et seulement si la reconstruction afﬁne considérée
w˜µ : K → Rd s’écrit
w˜µ(X) = w0 + µ · (X −G),
où µ représente une approximation précise du gradient spatial de la solution. Pour évaluer µ,
on effectue une procédure en trois étapes.
Première étape : Reconstruction du gradient
Il existe une unique fonction afﬁne wi+1/2 : Ti+1/2 7→ Rd telle que wi+1/2(Si) = wi,
wi+1/2(Si+1) = wi+1 et wi+1/2(G) = w0. On introduit alors w : K 7→ Rd la fonction
continue afﬁne par morceaux déﬁnie par
w(X) = wi+1/2(X), ∀X ∈ Ti+1/2.
Deuxième étape : Projection
On déﬁnit w˜µ : K → Rd, la fonction afﬁne qui résulte de la projection L2 de w de la façon
suivante : ∫
K
‖w(X) − w˜µ(X)‖2 dX = min
α∈Rd×R2
∫
K
‖w(X)− w˜α(X)‖2 dX.
Par de simples arguments de convexité, on voit facilement qu’il existe un unique µ. On
souligne que l’évaluation numérique de µ provient directement de la minimisation d’une
fonction quadratique.
Troisième étape : Limitation des pentes
À ce stade, on ne peut pas utiliser directement les états reconstruits donnés par
ŵi+1/2 = w˜µ(Qi+1/2).
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En effet, la reconstruction provenant de l’étape de projection décrite ci-dessus n’est pas
nécessairement à valeurs dans Ω. Pour assurer que la reconstruction préserve Ω, on sug-
gère de multiplier les pentes par un limiteur. On considère l’ensemble des limiteurs de
pente admissibles déﬁni comme suit :
Fi+1/2 =
{
θ ∈ [0, 1], w˜sµ(Qi+1/2) ∈ Ω,∀s ∈ [0, θ]
}
.
Puisque pour tout 0 ≤ i ≤ k − 1 on a w˜0(Qi+1/2) = w0 ∈ Ω, aucun des ensembles Fi+1/2
n’est vide. On déﬁnit le limiteur de pente optimal de la façon suivante :
β = min
0≤i≤k−1
sup(Fi+1/2)− ǫ,
où ǫ > 0 est un paramètre ﬁxé tel que β ∈
⋂
i
Fi+1/2. Par conséquent, on obtient que l’état
w˜βµ(Qi+1/2) est dans Ω pour tout 0 ≤ i ≤ k − 1.
Les états reconstruits que l’on cherche à évaluer sont alors donnés par
ŵi+1/2 = w˜βµ(Qi+1/2).
Par construction, ils vériﬁent les hypothèses du Théorème 2.4 et ainsi le schéma DMGR
préserve l’ensemble Ω sous la condition CFL (2.27).
2.2.4 Évaluation des états aux sommets et aux centres de masse
Pour conclure la présentation du schéma DMGR, nous devons préciser comment évaluer les
états aux sommets et aux centres de masse à la fois sur les cellules primales et duales. Les états
aux centres de masse sont donnés par les schémas numériques (2.36) et (2.37) respectivement
pour le maillage primal et dual. D’autre part, les sommets du maillage dual coïncident exacte-
ment avec les centres de masses du maillage primal. Par conséquent, la valeur d’un état à un
sommet dual est donnée par la valeur de l’état au centre de masse de la cellule primale associée
(voir Figures 2.5 et 2.7).
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b États connus par les schémas numériques
bC États inconnus que l’on doit déterminer
FIGURE 2.7 – États connus et inconnus sur le maillage primal et le maillage dual
À ce stade, on dispose de toutes les données pour pouvoir appliquer la procédure de re-
construction sur les cellules duales. Il en résulte une reconstruction afﬁne w˜di sur chaque cellule
Kdi .
Puis pour déﬁnir la reconstruction primale w˜pi , on a besoin d’une évaluation du vecteur des
inconnues aux sommets Spi . Comme on l’a signalé plus tôt, un sommet S
p
i du maillage primal
ne coïncide pas nécessairement avec le centre de masse Gdi de la cellule duale associée. Un pre-
mier choix basique pour l’état au point Spi serait de considérer la valeur au centre de masse
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de la cellule duale associée wd,ni . Cependant il s’avère que cette approximation est trop gros-
sière, particulièrement sur des maillages très déformés. Puisque l’on connaît la reconstruction
duale w˜di , on suggère de considérer w˜
d
i (S
p
i ) comme valeur de l’état au point S
p
i . Il s’agit d’une
approximation bien plus précise comme vont l’illustrer les nombreux résultats numériques.
2.3 Résultats numériques
Le schéma DMGR a été implémenté dans un code non structuré pour approcher les solutions
faibles des équations d’Euler bidimensionnelles :
∂t

ρ
ρu
ρv
E
+ ∂x

ρu
ρu2 + p
ρuv
u(E + p)
+ ∂y

ρv
ρuv
ρv2 + p
v(E + p)
 = 0,
où ρ, (u, v), E et p désignent respectivement la densité, la vitesse, l’énergie totale et le pression
du gaz. Le système est fermé par la loi des gaz parfaits
p = (γ − 1)
(
E − ρu
2 + v2
2
)
,
où γ ∈]1, 3] est le coefﬁcient adiabatique. Dans les expériences numériques qui vont suivre, γ
sera ﬁxé à 1.4. L’ensemble des états admissibles est déﬁni par
Ω =
{
w = (ρ, ρu, ρv,E)T ∈ R4, ρ > 0, E − ρ
2
(u2 + v2) > 0
}
.
Plusieurs cas-tests classiques ont été réalisés aﬁn d’éprouver la précision et la stabilité de
la méthode. Tout d’abord, on considère un tourbillon isentropique pour évaluer les erreurs et
l’ordre numérique de convergence. En effet, la solution exacte du tourbillon isentropique est
connue et sufﬁsamment régulière. On s’intéresse ensuite à un cas-test de cisaillement aﬁn de
mettre l’accent sur les instabilités développées par ce phénomène. Celles-ci sont bien connues
et ont été étudiées aussi bien théoriquement que numériquement (voir par exemple [105, 4, 41]).
On poursuit en montrant plusieurs problèmes de Riemann 2D proposés dans [75]. On conclut
la série de cas-tests avec deux expériences classiques, la double réﬂexion de Mach sur une
rampe et la marche dans un écoulement Mach 3. Ces problèmes mettent l’accent sur la capacité
du schéma DMGR à capturer précisément des chocs de forte amplitude et des discontinuités
de contact. D’autre part, on utilise la double réﬂexion de Mach sur une rampe pour réaliser
plusieurs comparaisons entre le schéma DMGR et une reconstruction MUSCL classique.
Pour tous ces tests, on choisit le ﬂux numérique donné par le schéma de relaxation de Suli-
ciu [38, 20]. On comparera les résultats obtenus par le schéma DMGR et par d’autres schémas.
En ce qui concerne la restriction du pas de temps, on adopte les conditions CFL obtenues (2.18)
ou (2.27) selon l’ordre de précision de la méthode utilisée. Aﬁn d’illustrer l’efﬁcacité de la dis-
crétisation spatiale DMGR, on utilise seulement une approximation en temps d’ordre un. Pour
pouvoir comparer de manière équitable, on doit réaliser les simulations avec un nombre de
degrés de liberté (ddl) du même ordre. Le nombre de degrés de libertés est le nombre d’in-
connues numériques du schéma : pour le schéma d’ordre un et le schéma MUSCL classique, il
s’agit simplement du nombre de cellules du maillage, alors que pour le schéma DMGR, c’est le
nombre de cellules du maillage primal plus le nombre de cellules du maillage dual.
Pour gérer les conditions de bord, la principale difﬁculté vient de la reconstruction sur les
cellules touchant le bord. En effet, dès que la reconstruction au bord est connue, les ﬂux au bord
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sont évalués comme dans les méthodes de volumes ﬁnis usuelles. Dans un premier temps, on
traite le cas d’une cellule duale touchant le bord, comme illustré par la Figure (2.8). Pour pou-
voir appliquer la technique de reconstruction DMGR, il manque les valeurs des états aux points
A′ etB′ et l’on doit les évaluer. Pour traiter ce problème, on peut envisager plusieurs techniques
d’interpolation. On choisit la plus simple qui consiste à faire l’approximation w(A′) = w(A) et
w(B′) = w(B). À ce stade, on peut effectuer la reconstruction sur les cellules duales et il reste
à s’occuper des cellules primales. On remarque alors que l’on peut appliquer directement la
procédure de reconstruction sur les cellules primales introduite dans la partie 2.2.4.
b b
b
bC bC
bA B
A′ B′
FIGURE 2.8 – Reconstruction sur une cellule touchant le bord. Points noirs : états connus. Points
blancs : états inconnus
2.3.1 Tourbillon isentropique
Le problème du tourbillon isentropique est présenté dans [95, 47]. On considère un écoulement
moyen caractérisé par ρ∞ = 1, (u∞, v∞) = (1, 1) et p∞ = 1. On ajoute à cet écoulement un
tourbillon isentropique, centré au point (0, 0), qui est déﬁni par des perturbations en vitesse et
en température T = p/ρ, mais qui ne comprend pas de perturbation pour l’entropie S = p/ργ .
Le tourbillon est donné par les conditions
(δu, δv) =
β
2π
exp
(
1− r2
2
)
(−y, x),
δT = −(γ − 1)β
2
8γπ2
exp(1− r2), δS = 0,
où r2 = x2 + y2 et l’intensité du tourbillon est ﬁxée à β = 5. La densité et la pression initiales
sont ainsi données par
ρ = ρ∞
(
T
T∞
) 1
γ−1
=
(
1− (γ − 1)β
2
8γπ2
exp(1− r2)
) 1
γ−1
,
p = ρT =
(
1− (γ − 1)β
2
8γπ2
exp(1− r2)
) γ
γ−1
.
Le domaine de calcul est donné par [−5, 5] × [−5, 5] et l’on impose des conditions de bord
périodiques. On peut facilement vériﬁer que la solution exacte est simplement la convection du
tourbillon initial à la vitesse moyenne (u∞, v∞).
Aﬁn d’estimer l’ordre de convergence numérique du schéma DMGR, on calcule la solution
numérique sur une série de maillages cartésiens rafﬁnés. On arrête les simulations au temps
t = 10 après une période, ce qui veut dire que la solution exacte au temps ﬁnal et au temps
46
2.3. Résultats numériques
initial coïncident. On évalue les erreurs numériques L1 et L∞ relatives pour la densité de la
façon suivante :
err1 =
∑
i |ρNi − ρ0i ||Ki|∑
i |ρ0i ||Ki|
et err∞ =
maxi |ρNi − ρ0i |
maxi |ρ0i |
,
où (ρ0i )i et (ρ
N
i )i désignent la valeur de la densité moyenne sur les cellules primales respective-
ment au temps initial et au temps ﬁnal.
Dans le Tableau 2.1, on donne les erreursL1 etL∞ et les taux de convergence pour le schéma
d’ordre un et le schéma DMGR. On observe que l’ordre deux est effectivement atteint par le
schéma DMGR. La Figure (2.9) présente les courbes de convergence correspondantes.
Schéma d’ordre un Schéma DMGR
Nb ddl Erreur L1 Erreur L∞ Nb ddl Erreur L1 Erreur L∞
800 2.5718E-02 – 4.5570E-01 – 841 1.3296E-02 – 2.6987E-01 –
1600 2.4529E-02 0.15 4.3359E-01 0.15 3281 4.5387E-03 1.58 9.5782E-02 1.52
6400 2.0611E-02 0.25 3.9529E-01 0.13 12961 1.3228E-03 1.79 2.6453E-02 1.87
25600 1.5421E-02 0.42 3.0631E-01 0.37 52480 3.5605E-04 1.88 6.4104E-03 2.03
102400 1.0073E-02 0.61 1.9370E-01 0.66 205541 9.3363E-05 1.96 1.5533E-03 2.08
409600 5.9059E-03 0.77 1.0518E-01 0.88 409513 4.7932E-05 1.93 7.8221E-04 1.99
Tableau 2.1 – Erreurs L1 et L∞ et taux de convergence pour le problème du tourbillon isentro-
pique en utilisant le schéma d’ordre un et le schéma DMGR
2.3.2 Cisaillement
On s’intéresse ici à un problème de cisaillement. Il s’agit en fait d’un problème de Riemann 1D
simulé sur un maillage 2D non structuré. Le domaine de calcul est [0, 1] × [0, 1] et la donnée
initiale est constituée d’un état gauche wL pour x < 0.5 et d’un état droit wR pour x > 0.5. Les
deux pressions pL et pR sont choisies égales à 1 et les deux densités ρL et ρR sont ﬁxées à 1.4
de manière à ce que les vitesses du son vaillent 1 des deux côtés de la discontinuité. Les deux
vitesses normales uL et uR sont nulles alors que les vitesses tangentielles sont opposées :
vL = −vR = v.
On va considérer plusieurs valeurs de v > 0 aﬁn de faire varier le nombre de Mach
M =
v√
γp
ρ
= v.
De nombreuses études, aussi bien théoriques que numériques, ont été réalisées sur ce type de
problème (voir [105, 4, 41]). Il en ressort que pour M <
√
2, l’écoulement développe des in-
stabilités de Kelvin-Helmholtz qui grandissent exponentiellement, alors que les écoulements
vériﬁant M >
√
2 sont stables. Les expériences numériques que l’on présente maintenant
montrent que le schéma DMGR a le comportement attendu. Ici, la perturbation nécessaire à
la création d’instabilités ne sera pas ajoutée à la condition initiale, mais elle sera créée par la
non-régularité du maillage. On va ainsi utiliser un maillage primal non structuré comme le
montre la Figure 2.10. Aﬁn de simpliﬁer le traitement des conditions de bord, on utilise des
cellules rectangulaires près du bord. Cela revient en fait à considérer un domaine ﬁctif plus
petit avec un maillage totalement non structuré. Pour pouvoir comparer les résultats avec ou
sans perturbation, on effectue également les simulations sur un maillage cartésien. Les deux
maillages contiennent environ 1.5 × 106 ddl. Pour tous les cas-tests considérés, on montre les
solutions en densité et en vitesse tangentielle.
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FIGURE 2.9 – Courbes de convergence pour le tourbillon isentropique approché par le schéma
d’ordre un et le schéma DMGR. Haut : erreur L1. Bas : erreur L∞
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FIGURE 2.10 – Maillage primal non structuré utilisé pour le cisaillement et les problèmes de
Riemann 2D
Dans un premier temps, on s’intéresse au cas instable, c’est-à-dire quand le nombre deMach
vériﬁeM <
√
2. On ﬁxe ici v = 1. La Figure 2.11 montre la solution sur un maillage cartésien au
temps t = 0.2. Aucune instabilité de Kelvin-Helmholtz n’apparaît, ce qui est cohérent car il n’y
a pas de perturbation et il s’agit en fait d’un cas-test purement 1D. On présente sur la Figure
2.12 les résultats sur un maillage non structuré aux temps t = 0.1, t = 0.2 et t = 0.3. On voit
cette fois des instabilités de Kelvin-Helmholtz apparaître et grandir au cours du temps.
FIGURE 2.11 – Approximation DMGR en densité (gauche) et en vitesse (droite) du problème de
cisaillement à Mach 1 sur un maillage cartésien contenant 1.5× 106 ddl
On passe maintenant au cas stable en ﬁxant la vitesse tangentielle à v = 3. La simulation sur
un maillage cartésien, que l’on peut voir Figure 2.13 au temps t = 0.2, montre à nouveau qu’il
n’y a pas d’instabilité. Sur un maillage non structuré, on voit Figure 2.14 qu’au temps t = 0.2,
aucune instabilité de Kelvin-Helmholtz n’apparaît.
2.3.3 Problèmes de Riemann 2D
On passemaintenant à la simulation de quelques problèmes de Riemann 2D proposés dans [75].
Le domaine de calcul est [0, 1] × [0, 1] et est divisé en quatre quadrants par les droites x = 0.5
et y = 0.5. Un problème de Riemann 2D est déﬁni par un état constant initial sur chacun des
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FIGURE 2.12 – Approximation DMGR en densité (gauche) et en vitesse (droite) du problème de
cisaillement à Mach 1 sur un maillage non structuré contenant 1.5 × 106 ddl – Haut : t = 0.1.
Milieu : t = 0.2. Bas : t = 0.3
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FIGURE 2.13 – Approximation DMGR en densité (gauche) et en vitesse (droite) du problème de
cisaillement à Mach 3 sur un maillage cartésien contenant 1.5× 106 ddl
FIGURE 2.14 – Approximation DMGR en densité (gauche) et en vitesse (droite) du problème de
cisaillement à Mach 3 sur un maillage non structuré contenant 1.5 × 106 ddl
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quadrants. Dans le Tableau 2.2, on donne la valeur des quatre états initiaux pour chacun des
trois problèmes de Riemann 2D considérés. Le premier problème correspond à la conﬁguration
3 dans [75] (noté KT3), le deuxième à la conﬁguration 5 dans [75] (noté KT5) et le dernier à la
conﬁguration 6 dans [75] (noté KT6). Les quatre problèmes de Riemann 1D entre les quadrants
développent chacun exactement une onde : quatre chocs dans KT3 et quatre discontinuités de
contact dans KT5 et KT6.
On utilise trois types de maillages primaux : un maillage purement cartésien, un maillage
triangulaire régulier (voir Figure 2.15) et un maillage non structuré (voir Figure 2.10). Pour les
deux derniers, une bande le long du bord est maillée de façon cartésienne aﬁn de faciliter le
traitement des conditions de bord.
FIGURE 2.15 – Maillage primal triangulaire régulier utilisé pour les problèmes de Riemann 2D
gauche droite
ρ u v p ρ u v p
KT3
haut 0.5323 1.206 0.0 0.3 1.5 0.0 0.0 1.5
bas 0.138 1.206 1.206 0.029 0.5323 0.0 1.206 0.3
KT5
haut 2.0 −0.75 0.5 1.0 1.0 −0.75 −0.5 1.0
bas 1.0 0.75 0.5 1.0 3.0 0.75 −0.5 1.0
KT6
haut 2.0 0.75 0.5 1.0 1.0 0.75 −0.5 1.0
bas 1.0 −0.75 0.5 1.0 3.0 −0.75 −0.5 1.0
Tableau 2.2 – États initiaux des problèmes de Riemann 2D
On effectue les tests en utilisant environ 1.5 × 106 ddl. Le temps ﬁnal des simulations est
t = 0.3 pour les trois conﬁgurations. Tous les résultats présentés sont les solutions en densité.
On commence par montrer les résultats sur unmaillage cartésien sur la Figure 2.16. On peut
voir la précision du schéma DMGR et l’absence d’instabilités sur un maillage cartésien.
La Figure 2.17 montre les résultats obtenus sur le maillage triangulaire régulier. Sur KT3, les
ondes de chocs restent stables comme on s’y attend. On voit cependant apparaître des petites
instabilités dans la structure complexe centrale. Sur KT5 et KT6, des instabilités de Kelvin-
Helmholtz se développent le long des discontinuités de contact.
On conclut en présentant Figure 2.18 les résultats sur le maillage non structuré. Les chocs
présents sur le cas-test KT3 restent stables. Par contre, la structure centrale qui contient des
contacts est complètement déstabilisée par la non-régularité du maillage. Sur les cas-tests KT5
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FIGURE 2.16 – Approximation DMGR en densité des problèmes de Riemann 2D sur unmaillage
cartésien contenant 1.5× 106 ddl – En haut à gauche : KT3. En haut à droite : KT5. En bas : KT6
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FIGURE 2.17 – Approximation DMGR en densité des problèmes de Riemann 2D sur unmaillage
triangulaire régulier contenant 1.5 × 106 ddl – En haut à gauche : KT3. En haut à droite : KT5.
En bas : KT6
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et KT6, de nombreuses instabilités de Kelvin-Helmholtz sont présentes le long des discontinui-
tés de contact.
FIGURE 2.18 – Approximation DMGR en densité des problèmes de Riemann 2D sur unmaillage
non structuré contenant 1.5× 106 ddl – En haut à gauche : KT3. En haut à droite : KT5. En bas :
KT6
2.3.4 Double réflexion de Mach sur une rampe
L’expérience suivante est la double réﬂexion de Mach sur une rampe qui a été proposée par
Woodward et Colella dans [106] (voir aussi [94, 14]). Elle met en jeu des chocs de forte am-
plitude et une structure très complexe due à des discontinuités de contact. Ce test consiste en
l’interaction d’un choc planaire à Mach 10 avec une rampe faisant un angle de 30◦ avec l’axe
des x.
On impose la condition initiale suivante au domaine de calcul entier : ρ = 1.4, (u, v) = (0, 0),
p = 1. On attribue des conditions de bord réﬂéchissantes aux frontières du bas et du haut. Sur
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le bord de gauche, on impose une condition entrante donnée par ρ = 8, (u, v) = (8.25, 0) et
p = 116.5 pour créer le choc à Mach 10 et on impose une condition sortante sur le bord droit
pour laisser le gaz s’échapper. On arrête la simulation au temps t = 0.2, avant que la structure
n’atteigne la frontière du haut.
On effectue le test en utilisant un maillage non structuré contenant environ 3× 106 ddl. Sur
la Figure 2.19, on montre les résultats obtenus à la fois par le schéma d’ordre un, le schéma
MUSCL usuel et le schéma DMGR. De plus, on afﬁche également un zoom sur la zone d’in-
teractions. Aﬁn de rendre la comparaison entre les schémas d’ordre deux pertinente, on utilise
pour le schémaMUSCL usuel le limiteur introduit par Barth et Jespersen [6]. Ce limiteur est lar-
gement utilisé dans la littérature (par exemple, voir [45, 84, 74]). Le choc principal est connecté
à un point de jonction triple par un choc incident et réﬂéchi. À partir du point triple, une ligne
de glissement apparaît à l’intérieur de la structure venant du choc principal pour interagir avec
la ligne de glissement.
Comme on s’y attend, le schéma DMGR capture très précisément cette structure d’ondes
complexe. Par ailleurs, la ligne de glissement correspond à une discontinuité de contact et l’on
peut voir que des instabilités de Kelvin-Helmholtz sont générées. On souligne que les sché-
mas MUSCL classiques ne sont pas capables de capturer des structures aussi petites. Comme
mentionné dans [94], l’apparition de si petites structures dans l’écoulement traduit le peu de
viscosité numérique inhérente du schéma DMGR.
À propos de l’efﬁcacité de la méthode DMGR, cette expérience numérique a besoin de
62 672 itérations en temps, ce qui représente un pas de temps physique moyen de ∆t =
3.2 × 10−6. La simulation a été effectuée en utilisant un code parallèle pour un temps CPU
de 8h49. En comparaison, le schéma MUSCL standard avec le même nombre de ddl a besoin
de 9h02 de temps CPU. Cette expérience numérique a été réalisée avec 78 453 itérations en
temps, ce qui correspond à un pas de temps physique moyen de∆t = 2.5×10−6. On remarque
que la condition CFL du schéma DMGR est moins restrictive que celle du schéma MUSCL
classique, puisqu’en considérant le même nombre de ddl, notre méthode implique des cellules
plus grandes. En effet, pour obtenir 3 × 106 ddl, la méthode DMGR est basée sur un maillage
primal composé de 2× 106 cellules et un maillage dual composé de 1× 106 cellules, tandis que
la technique MUSCL nécessite un maillage de 3 × 106 cellules. Cela explique que les cellules
impliquées dans le schémaMUSCL sont plus petites que les cellules impliquées dans le schéma
DMGR. Cependant, il semble que le calcul sur chaque cellule soit un peu plus coûteux pour la
reconstruction DMGR que pour la reconstruction MUSCL. Pour conclure, les deux méthodes
ont des coûts de calcul similaires, mais avec une meilleure précision pour la technique DMGR.
2.3.5 Marche dans un écoulement Mach 3
Le dernier test numérique est dédié à la marche dans un écoulement Mach 3, introduit pour la
première fois dans [106]. Le tunnel a pour largeur 1 et pour longueur 3. La marche est située
à 0.6 unités de longueur du bord gauche du domaine et a une hauteur de 0.2. Initialement, le
tunnel est rempli d’un gaz avec des conditions constantes de ρ = 1.4 pour la densité, p = 1 pour
la pression et (u, v) = (3, 0) pour la vitesse. Ces conditions décrivent un écoulement uniforme
à Mach 3. Le long des murs et devant la marche, des conditions de bord réﬂéchissantes sont
utilisées. Les mêmes conditions d’écoulement à Mach 3 sont appliquées en condition de bord
entrante sur le bord gauche et une condition de bord sortante est utilisée sur le bord droit.
On utilise des maillages non structurés contenant environ 1.5 × 106 ddl pour réaliser ce
cas-test. Les résultats numériques au temps ﬁnal t = 4 sont présentés Figure 2.20, en utilisant
le schéma d’ordre un et le schéma DMGR.
Une fois encore, le schéma DMGR donne de très bon résultats. Premièrement, on remarque
que des instabilités de Kelvin-Helmholtz apparaissent à partir de la ligne de glissement du
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FIGURE 2.19 – Double réﬂexion de Mach sur une rampe avec 3 × 106 ddl – Gauche : domaine
de calcul complet. Droite : zoom sur la zone d’interactions – Haut : approximation d’ordre un.
Milieu : Approximation MUSCL classique. Bas : Approximation DMGR
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haut. Ensuite, à propos du point triple, l’approximation d’ordre un le situe près de l’interface
de la marche alors que, comme signalé dans [34], il devrait être situé exactement sur l’interface
de la marche. Comme on peut le voir sur la Figure 2.21, ce problème de localisation est corrigé
par le schéma DMGR. Cependant, on remarque que quelques oscillations se développent der-
rière le premier choc. Cela est probablement dû à l’absence d’un critère du genre TVD dans la
technique de reconstruction DMGR présentée.
FIGURE 2.20 – Marche dans un écoulement Mach 3 avec 1.5 × 106 ddl – Haut : approximation
d’ordre un. Bas : approximation DMGR
Conclusion
Dans ce travail, on a présenté une nouvelle stratégie pour approcher le gradient de la solution
numérique. Cette procédure est indépendante de la déﬁnition du maillage (structuré ou non
structuré) et elle permet d’introduire une amélioration des schémasMUSCL. Pour aborder cette
question, on a construit un maillage dual. En considérant simultanément le maillage primal
et le maillage dual, on peut reconstruire précisément le gradient de la solution. Ce procédé
augmente le nombre de ddl comparé aux schémas MUSCL classiques mais ce nombre reste
inférieur au nombre de ddl de la méthode Galerkin discontinue P 1. En effet, sur un maillage
triangulaire avec N cellules, le nombre de ddl pour la méthode Galerkin discontinue est 3N ,
contre environ 3N/2 pour le schéma DMGR.
En ce qui concerne les extensions 3D, la difﬁculté majeure vient de la déﬁnition d’unmaillage
dual adapté. Plusieurs options ont été développées dans le contexte des méthodes DDFV pour
approcher les solutions des équations elliptiques/paraboliques. Par exemple, dans [40, 2], la
stratégie repose sur une localisation des inconnues aux centres et aux sommets des cellules.
Des inconnues supplémentaires peuvent être considérées soit aux centres des faces [66], soit au
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FIGURE 2.21 – Marche dans un écoulement Mach 3 avec 1.5×106 ddl – Zoom sur le point triple
– Gauche : approximation d’ordre un. Droite : approximation DMGR
milieu des arêtes [39]. Il est possible d’adapter ces techniques DDFV 3D pour généraliser notre
technique de reconstruction DMGR à des problèmes 3D.
Enﬁn, on a prouvé que la stratégie proposée est robuste en introduisant une condition de
type CFL convenable. D’après plusieurs travaux récents, la CFL d’ordre deux obtenue n’est
certainement pas optimale car elle ne redonne pas la CFL d’ordre un quand la reconstruction
MUSCL redonne l’ordre un. Cependant, les simulations numériques réalisées ont montré un
très bon comportement des approximations.
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3
Schémas MOOD entropiques d’ordre
élevé pour les équations d’Euler
Introduction
Le but de ce chapitre est de dériver des schémas d’ordre élevé entropiques pour approcher les
solutions faibles des équations d’Euler données par
∂tρ+ ∂xρu = 0,
∂tρu+ ∂x(ρu
2 + p) = 0,
∂tE + ∂x(u(E + p)) = 0,
(3.1)
où la pression suit la loi des gaz parfaits
p = (γ − 1)
(
E − 1
2
ρu2
)
,
pour un coefﬁcient adiabatique γ ∈]1, 3] donné.
Pour alléger les notations, on introduit le vecteur des variables conservativesw : R× R+ → Ω
et la fonction ﬂux f : Ω→ R3 déﬁnis de la façon suivante :
w = (ρ, ρu,E)T et f(w) =
(
ρu, ρu2 + p, u(E + p)
)T
, (3.2)
où Ω est l’ensemble convexe des états admissibles donné par
Ω =
{
w ∈ R3, ρ > 0, e(w) = E − 1
2
ρu2 > 0
}
.
La fonction e : Ω→ R+ désigne ici l’énergie interne.
Il est bien connu que le système (3.1) est hyperbolique et par conséquent, les solutions
peuvent contenir des discontinuités (voir par exemple [55, 80, 93, 44] et les références incluses).
61
CHAPITRE 3. SCHÉMAS MOOD ENTROPIQUES
Aﬁn d’exclure les solutions discontinues non physiques, on doit adjoindre au système des in-
égalités d’entropie (voir [76, 77, 93] pour plus de détails) :
∂tρF(ln(s)) + ∂xρF(ln(s))u ≤ 0, avec s = p
ργ
, (3.3)
où F : R→ R est une fonction régulière telle que
w 7→ η(w) = ρF(ln(s)) (3.4)
soit convexe. Pour simpliﬁer les notations, on pose
G(w) = ρF(ln(s))u. (3.5)
Comme l’a montré Tadmor [99] (voir aussi [63, 93]), la fonction F doit vériﬁer
F ′(y) < 0 et F ′(y) < γF ′′(y), ∀y ∈ R. (3.6)
On s’intéresse maintenant à l’approximation numérique des solutions faibles de (3.1). De
nombreuses stratégies peuvent être trouvées dans la littérature en ce qui concerne les méthodes
de volumes ﬁnis d’ordre un. On renvoie par exemple le lecteur à [56, 80, 20, 100, 59] où les
techniques numériques usuelles sont détaillées. On considère une discrétisation uniforme de
l’espace en cellules Ki = [xi−1/2, xi+1/2[, avec un pas de temps ∆x = xi+1/2 − xi−1/2 supposé
constant. En notant ∆t le pas de temps, une approximation d’ordre un de w(xi, tn + ∆t) est
donnée par
wn+1i = w
n
i −
∆t
∆x
(
F
(
wni , w
n
i+1
)− F (wni−1, wni )) , (3.7)
où le ﬂux numérique F : Ω× Ω→ R3 est lipschitzien et consistant :
F (w,w) = f(w).
Le pas de temps doit ici être restreint selon une condition CFL :
∆t
∆x
max
i∈Z
|λ± (wni , wni+1) | ≤ 12 , (3.8)
où λ±
(
wni , w
n
i+1
)
représentent des vitesses d’onde associées au ﬂux numérique F
(
wni , w
n
i+1
)
.
La déﬁnition du ﬂux numérique peut être complétée par des propriétés additionnelles de
robustesse et de stabilité. Concernant la robustesse, la méthode doit préserver à la fois la posi-
tivité de la densité et de l’énergie interne. Par conséquent, lorsque la suite (wni )i∈Z appartient à
Ω, le schéma adopté doit vériﬁer wn+1i ∈ Ω.
Dans ce travail, la stabilité du schéma est déﬁnie en termes d’entropie. On impose des in-
égalités d’entropie discrètes aﬁn d’exclure, au niveau discret, les solutions non physiques indé-
sirables. Les inégalités d’entropie discrètes que l’on souhaite obtenir s’écrivent
1
∆t
(
η
(
wn+1i
)− η (wni ))+ 1∆x (G (wni , wni+1)−G (wni−1, wni )) ≤ 0, (3.9)
où G : Ω× Ω→ R désigne le ﬂux numérique d’entropie qui doit être consistant :
G(w,w) = G(w).
Les méthodes de volumes ﬁnis d’ordre un (3.7) les plus classiques vériﬁent des propriétés
de robustesse et/ou de stabilité. Par exemple, on se réfère à [64] pour le schéma HLL, à [52, 53,
29] pour l’extension aux solveurs de Riemann simples, à [101, 7, 20, 100] pour le schéma HLLC,
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à [91, 64, 50, 26, 17] pour le schéma de Roe et son extension VFRoe. Cette liste n’est bien sûr pas
exhaustive.
De nombreuses stratégies ont été proposées pour augmenter l’ordre de précision des sché-
mas. L’une des plus populaires, qui est adoptée dans ce chapitre, est basée sur une reconstruc-
tion convenable de l’inconnue de chaque côté des interfaces situées en xi+1/2. En effet, dans
(3.7), F
(
wni , w
n
i+1
)
est une évaluation à l’ordre un de la fonction ﬂux à l’interface xi+1/2. L’ex-
tension à l’ordre deux (ou à l’ordre élevé) est obtenue en utilisant une évaluation à l’ordre deux
(ou à l’ordre élevé) du ﬂux, donnée par
F
(
wn,+i , w
n,−
i+1
)
,
où wn,±i désignent les états reconstruits sur la cellule Ki aux interfaces xi±1/2. Les techniques
pour obtenir wn,±i sont largement étudiées dans la littérature et il est impossible de donner
ici une liste complète de tous les articles dédiés à ce sujet. On mentionne simplement la re-
construction MUSCL [102, 86, 73, 21, 37, 80, 72, 12, 33], les approches cinétiques d’ordre deux
[86, 73], la reconstruction ENO/WENO [88, 108, 109], la reconstruction PPM [35], la reconstruc-
tion MOOD [34, 47], et bien d’autres extensions...
Il s’avère difﬁcile de prouver des propriétés de robustesse et de stabilité pour ces méthodes
de volumes ﬁnis d’ordre élevé, qui s’écrivent maintenant
wn+1i = w
n
i −
∆t
∆x
(
F
(
wn,+i , w
n,−
i+1
)
− F
(
wn,+i−1 , w
n,−
i
))
. (3.10)
La propriété de préservation de Ω que doit satisfaire le schéma (3.10) est maintenant bien étu-
diée. Elle est obtenue en introduisant une procédure de limitation adaptée dans la technique
de reconstruction. On renvoie le lecteur à [80, 20] où les reconstructions MUSCL basiques sont
présentées et à [12, 14] où la robustesse d’approches plus sophistiquées est étudiée. Dans [88],
la robustesse requise est établie dans le cadre de la reconstruction WENO.
On souligne que ces procédures qui permettent d’obtenir la propriété de préservation de Ω
impliquent une limitation a priori. En d’autres termes, ces limitations sont globales et s’avèrent
parfois être trop fortes. Par conséquent, elles peuvent rendre le schéma trop diffusif. Pour cor-
riger cette perte de précision, la méthode MOOD a été récemment présentée dans [34, 47]. Elle
consiste à introduire une limitation a posteriori. Cette limitation est ainsi seulement locale en
espace aﬁn de réduire la viscosité numérique et d’augmenter la précision de la méthode.
Il est beaucoup plus délicat de montrer la stabilité des schémas d’ordre élevé donnés par
(3.10). Plusieurs tentatives existent dans la littérature. Une stratégie proposée repose sur le pro-
blème de Riemann généralisé (GRP) [8, 22, 23]. Malheureusement, les solutions du GRP pour
les équations d’Euler (3.1) sont très dures à obtenir et cela rend peu attrayant le schéma qui en
résulte. Dans [37, 36], les auteurs suggèrent d’adopter des nouvelles techniques de projection
mais les méthodes numériques obtenues sont, en général, sophistiquées et les extensions à des
problèmes plus complexes semblent délicates. Dans le même esprit, on mentionne le travail
de Bourdarias et al. [21] mais, comme les auteurs le précisent, le schéma obtenu ne peut pas
être facilement implémenté. Plus récemment, dans [12], des inégalités d’entropie discrètes sont
obtenues mais pour un opérateur de dérivation discrète en temps particulier (voir aussi [21]).
De plus, pour obtenir ces résultats de stabilité , on doit malheureusement mettre en place des
procédures de forte limitation ce qui engendre beaucoup de viscosité numérique. Par ailleurs,
il n’est pas établi que les opérateurs de dérivation discrète en temps non classiques soient per-
tinents vis-à-vis du théorème de Lax-Wendroff. En d’autres termes, on ne sait pas montrer (à
notre connaissance) que les inégalités d’entropie discrètes considérées convergent, en un sens
à préciser, vers les inégalités d’entropie attendues (3.3). Dans [12] (voir aussi [73, 108, 109]), un
critère supplémentaire de stabilité est obtenu en appliquant un principe du maximum sur l’en-
tropie [99]. Cependant, cette condition de stabilité est plus faible que les inégalités d’entropie
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discrètes usuelles et, par conséquent, on ne considérera pas ce principe du maximum dans ce
travail.
Aﬁn de développer des schémas d’ordre élevé robustes et entropiques, on adopte la tech-
nique MOOD (Multi-dimensional Optimal Order Detection) [34, 47] (voir aussi [68] pour une
méthode proche). Dans la partie suivante, on donne nos principales motivations en étudiant
brièvement la convergence des inégalités d’entropie discrètes utilisées dans [21, 12]. Ces moti-
vations sont complétées par des expériences numériques réalisées avec des schémas MUSCL
standards sur des maillages très rafﬁnés. Il s’avère que ces approches numériques deviennent
instables dès que la taille caractéristique du maillage est sufﬁsamment petite. Par conséquent,
on suggère de modiﬁer les schémas MUSCL classiques ou de manière équivalente les recons-
tructions d’ordre élevé usuelles, en introduisant une limitation a posteriori selon une seule in-
égalité d’entropie. En effet, il n’est pas possible d’évaluer a posteriori les inégalités d’entropie en
considérant l’espace entier des entropies convexes. Pour cela, dans la Partie 3.2, on prouve qu’à
partir d’une seule inégalité d’entropie discrète bien choisie, on peut obtenir toutes les inégali-
tés d’entropie discrètes requises. Munis de ce résultat, on dérive dans la Partie 3.3 le schéma
e-MOOD en introduisant dans le schéma d’ordre élevé adopté initialement (ici, le schéma
MUSCL pour simpliﬁer) une limitation a posteriori basée sur la préservation de l’inégalité d’en-
tropie discrète pertinente. Cette procédure est illustrée par plusieurs résultats numériques dans
la Partie 3.4.
3.1 Principales motivations
L’objectif de ce travail est de dériver des schémas d’ordre élevé entropiques pour approcher
les solutions faibles de (3.1). Un des principaux problèmes qui se pose lorsque l’on considère
des schémas d’ordre élevé est de déﬁnir des inégalités d’entropie discrètes pertinentes. On
rappelle que les inégalités d’entropie discrètes sont dérivées aﬁn que la solution convergée
préserve l’entropie. En d’autres termes, les inégalités d’entropie discrètes considérées doivent
converger, au sens du théorème de Lax-Wendroff [78] (voir aussi [51, 80]), vers les inégalités
d’entropie continues (3.9).
En fait, plusieurs inégalités d’entropie discrètes d’ordre élevé (MUSCL) ont été dérivées
dans la littérature récente (par exemple, voir [21, 12]). Mais il n’est pas clair que ces inégalités
discrètes vériﬁent le comportement de convergence attendu. Le but de cette partie est d’étu-
dier brièvement le comportement des inégalités d’entropies discrètes d’ordre élevé usuelles
dans le régime de convergence. À la ﬁn de cette partie, on présente plusieurs expériences nu-
mériques qui démontrent l’incapacité des schémas MUSCL à restaurer (3.9), aussi bien avec
une discrétisation en temps d’ordre un que d’ordre élevé. On ne justiﬁe pas rigoureusement
ces défaillances, mais on donnera quelques arguments.
Dans un premier temps, par soucis de complétude, on rappelle le théorème de Lax-
Wendroff pour des schémas d’ordre élevé en espace et en temps. C’est également l’occasion
de signaler les inégalités d’entropie discrètes d’ordre élevé que doit vériﬁer le schéma aﬁn que
la solution convergée préserve l’entropie selon (3.9). Ensuite, on passe brièvement en revue
les inégalités d’entropie discrètes provenant des schémas d’ordre élevé en espace et en temps.
On montrera que ces dernières coïncident avec les inégalités requises par le théorème de Lax-
Wendroff à une mesure positive près. Autrement dit, les inégalités d’entropie discrètes usuelles
semblent insufﬁsantes pour assurer que la solution convergée préserve l’entropie. Ce résultat
négatif est illustré par plusieurs tests numériques.
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3.1.1 Le théorème de Lax-Wendroff pour des schémas d’ordre élevé
On approche ici les solutions faibles d’un système hyperbolique de lois de conservation sous
la forme condensée {
∂tw + ∂xf(w) = 0,
w(x, t = 0) = w0(x).
(3.11)
Ce système est complété par les inégalités d’entropie
∂tη(w) + ∂xG(w) ≤ 0, (3.12)
où η est une fonction convexe vériﬁant
∇wf∇wη = ∇wG.
Ces notations peuvent en particulier s’appliquer aux équations d’Euler en déﬁnissant le vecteur
d’état et la fonction ﬂux par (3.2) et en considérant (3.3) comme inégalités d’entropie.
On adopte un schéma en temps de Runge-Kutta àm étapes qui s’écrit
w
n,(0)
i = w
n
i ,
w
n,(ℓ)
i = w
n
i −
∆t
∆x
ℓ−1∑
j=0
cℓ,j
(
F
n,(j)
i+1/2 − F
n,(j)
i−1/2
)
, ℓ = 1, · · · ,m, (3.13)
wn+1i = w
n,(m)
i .
On suppose que les coefﬁcients cℓ,(j) vériﬁent les propriétés de consistance suivantes
cℓ,j ≥ 0,
m−1∑
j=1
cm,(j) = 1. (3.14)
Aﬁn de permettre au schéma d’être d’ordre élevé en espace, on considère un ﬂux numérique
dépendant d’un large stencil :
F
n,(j)
i+1/2 = F
s
(
w
n,(j)
i−s+1, · · · , wn,(j)i+s
)
, (3.15)
où F s : Ω2s → R3 est continu et consistant :
F s(w, · · · , w) = f(w).
Comme d’habitude, la donnée initiale est approchée par
w0i =
1
∆x
∫
Ki
w0(x)dx.
Pour simpliﬁer ce qui va suivre, on introduit les fonctions constantes par morceaux sui-
vantes :
w∆(x, t) = wni , pour (x, t) ∈ Ki × [tn, tn +∆t[,
w∆,(ℓ)(x, t) = w
n,(ℓ)
i , pour (x, t) ∈ Ki × [tn, tn +∆t[.
Théorème 3.1 (Lax-Wendroff). Supposons que la suite ∆x tend vers 0 tout en préservant le ratio
∆t/∆x constant. On suppose que les hypothèses suivantes sont vériﬁées :
• il existe un compact K ⊂ Ω tel que pour tout 0 ≤ ℓ ≤ m, la fonction w∆,(ℓ) est à valeurs dans
K ;
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• la suite w∆ converge dans L1loc(R× R+; Ω) vers une fonction w.
Alors w est une solution faible de (3.11).
De plus, s’il existe un ﬂux numérique d’entropie Gs : Ω2s → R qui est lipschitzien et consistant :
Gs(w, · · · , w) = G(w),
et qui vériﬁe l’inégalité d’entropie discrète suivante :
1
∆t
(
η
(
wn+1i
)− η (wni ))+ 1∆x
m−1∑
j=0
cm,j
(
G
n,(j)
i+1/2 −G
n,(j)
i−1/2
)
≤ 0, (3.16)
où
G
n,(j)
i+1/2 = G
s
(
w
n,(j)
i−s+1, · · · , wn,(j)i+s
)
,
alors w est une solution entropique de (3.11).
Pour pouvoir appliquer ce théorème, le point délicat est l’obtention des inégalités d’entro-
pie discrètes (3.16). De telles inégalités ont été prouvées pour plusieurs schémas d’ordre un en
espace de la forme (3.7), comme le schéma de Godunov, les schémas HLL et HLLC, les schémas
de relaxation et le schéma d’Osher [55, 21, 20, 11, 13]. Malheureusement, les extensions à l’ordre
élevé de ces schémas d’ordre un entropiques ne vériﬁent pas les inégalités d’entropie discrètes
d’ordre élevé données par (3.16). Notre but est maintenant de présenter les inégalités d’entro-
pie discrètes d’ordre élevé vériﬁées par les extensions d’ordre élevé en espace et en temps et
d’étudier leur comportement dans le régime de convergence.
La preuve du Théorème de Lax-Wendroff (3.1) est classique et plusieurs versions peuvent
être trouvées dans [78, 55, 51, 80]. Cependant, à cause de la présence des inégalités d’entropie
d’ordre élevé (3.16), à notre connaissance, il n’existe pas de preuve complète dans la littérature.
Bien que la preuve soit standard, on la détaille dans l’Appendice A.
3.1.2 Inégalités d’entropie discrètes d’ordre élevé en espace
Pour un schéma d’ordre un donné de la forme (3.7) qui vériﬁe les inégalités d’entropie dis-
crètes d’ordre un (3.9), de nombreuses méthodes ont été introduites pour augmenter l’ordre de
précision (par exemple voir [102, 8, 95, 34, 1]). Dans ce travail, on se restreint aux techniques
de reconstruction MUSCL d’ordre deux en espace. On renvoie le lecteur à [107, 17]) où des
reconstructions MUSCL d’ordre élevé sont considérées.
On rappelle que la méthode MUSCL est basée sur une reconstruction sur chaque cellule Ki
d’états à chaque interface xi±1/2 de la façon suivante :
wn,±i = w
n
i ±
1
2
µni . (3.17)
L’incrément µni est déﬁni par une fonction limiteur :
µni = L
(
wni − wni−1, wni+1 − wni
)
, (3.18)
où L : R3 ×R3 → R3 est une fonction lipschitzienne qui vériﬁe
L(µ, µ) = µ, ∀µ ∈ R3, (3.19)
∃M > 0, ‖L(µ1, µ2)‖ ≤M max (‖µ1‖, ‖µ2‖) , ∀µ1, µ2 ∈ R3. (3.20)
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Des déﬁnitions précises de L sont nombreuses dans la littérature (par exemple, voir [80] et
les références incluses). Remarquons dès à présent que les limiteurs usuels (minmod, superbee,
MC,...) vériﬁent les conditions (3.19) et (3.20).
On obtient alors un schéma d’ordre deux de la forme (3.10) à partir d’un schéma d’ordre
un (3.7). En ce qui concerne les inégalités d’entropie discrètes d’ordre deux associées à (3.10),
plusieurs stratégies ont été récemment proposées. Par exemple, dans [12], on obtient, indépen-
damment du choix du limiteur L, les inégalités d’entropie discrètes suivantes
1
∆t
(
η
(
wn+1i
)− 1
2
(
η
(
wn,−i
)
+ η
(
wn,+i
)))
+
1
∆x
(
G
(
wn,+i , w
n,−
i+1
)
−G
(
wn,+i−1 , w
n,−
i
))
≤ 0.
(3.21)
Un deuxième exemple peut être trouvé dans [21], où une procédure MUSCL spéciﬁque est
introduite pour obtenir
1
∆t
(
η
(
wn+1i
)− 1
∆x
∫
Ki
η
(
wni +
x
∆x
µni
)
dx
)
+
1
∆x
(
G
(
wn,+i , w
n,−
i+1
)
−G
(
wn,+i−1 , w
n,−
i
))
≤ 0.
(3.22)
On remarque immédiatement que les dérivées discrètes en temps apparaissant dans (3.21)
et dans (3.22) ne coïncident pas avec celles requises par (3.16). Notre but est maintenant d’illus-
trer le fait que ces variantes des inégalités d’entropie discrètes ne sont pas efﬁcaces et pas perti-
nentes pour obtenir une solution convergée entropique.
Dans la suite, il va être utile d’uniﬁer les notations en réécrivant (3.21) et (3.22) de la façon
suivante :
1
∆t
(
η
(
wn+1i
)− η (wni ))+ 1∆x (Gni+1/2 −Gni−1/2) ≤ 1∆t (Pni − η (wni )) , (3.23)
où Pni = P (w
n
i , µ
n
i ,∆x, η) est déﬁni naturellement. En effet, on trouve pour (3.21) :
P (w,µ,∆x, η) =
η(w − µ/2) + η(w + µ/2)
2
, (3.24)
alors que l’on trouve pour (3.22) :
P (w,µ,∆x, η) =
1
∆x
∫ ∆x/2
−∆x/2
η
(
w +
x
∆x
µ
)
dx. (3.25)
En fait, on peut interpréter P comme une projection pour approcher l’entropie évaluée en
wni . On impose l’existence d’une constante positive C telle que
0 ≤ P (w,µ,∆x, η) − η(w) ≤ C
∥∥∇2η∥∥ ‖µ‖. (3.26)
On vériﬁe aisément que cette propriété est vériﬁée à la fois par (3.21) et par (3.22).
On va maintenant voir que 1∆t(P
n
i − η(wni )) converge vers une mesure positive qui rend in-
adaptées les inégalités d’entropie discrètes (3.23). Aﬁn d’illustrer demanière exhaustive l’échec
de (3.23), on propose d’étendre ces inégalités d’entropie discrètes d’ordre élevé en espace en
considérant des schémas d’ordre élevé en temps.
3.1.3 Inégalités d’entropie discrètes d’ordre élevé en temps
Pour augmenter l’ordre de précision en temps, on adopte ici le schéma classique de Runge-
Kutta donné par (3.13). Aﬁn d’écrire les inégalités d’entropie discrètes associées à (3.13), on
considère une reformulation de (3.13) introduite par Shu et Osher ([96, 97]). Cela consiste à
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écrire (3.13) comme une combinaison convexe de schémas d’ordre un en temps. On ne détaille
pas ici tous les calculs présentés dans [96, 97], mais on rappelle simplement que pour toute
famille de paramètres positifs (αℓ,j) 1≤ℓ≤m
0≤j≤ℓ−1
telle que
ℓ−1∑
j=0
αℓ,j = 1, ∀1 ≤ ℓ ≤ m, (3.27)
le schéma de Runge-Kutta àm étapes (3.13) peut se réécrire de manière équivalente de la façon
suivante :
w
n,(0)
i = w
n
i , (3.28)
w
n,(ℓ)
i =
ℓ−1∑
j=0
αℓ,j
(
w
n,(j)
i −
βℓ,j
αℓ,j
∆t
∆x
(
F
n,(j)
i+1/2 − F
n,(j)
i−1/2
))
, (3.29)
wn+1i = w
n,(m)
i , (3.30)
où les coefﬁcients βℓ,j sont donnés par
βℓ,j = cℓ,j −
ℓ−1∑
k=j+1
αℓ,kck,j. (3.31)
La famille (αℓ,j) 1≤ℓ≤m
0≤j≤ℓ−1
est choisie de manière à assurer la positivité des coefﬁcients βℓ,j .
Puisque les paramètres αℓ,j et βℓ,j sont supposés positifs, on remarque que les états inter-
médiaires wn,(ℓ)i sont obtenus par une combinaison convexe de schémas d’ordre un en temps,
avec des pas de temps donnés par βℓ,jαℓ,j∆t.
On établit ensuite les inégalités d’entropie discrètes satisfaites par le schéma d’ordre élevé
en temps (3.13) ou de manière équivalente par (3.28). On souligne que le résultat qui va suivre
est indépendant de l’ordre en espace du schéma adopté.
Lemme 3.2. On considère un schéma d’ordre un en temps donné par
wn+1i = w
n
i −
∆t
∆x
(
Fni+1/2 − Fni−1/2
)
,
Fni+1/2 = F
s(wni−s+1, · · · , wni+s),
vériﬁant les inégalités d’entropie discrètes suivantes :
1
∆t
(
η
(
wn+1i
)− η (wni ))+ 1∆x (Gni+1/2 −Gni−1/2) ≤ δ (wni ) , (3.32)
où Gni+1/2 = G
s(wni−s+1, · · · , wni+s) et δ (wni ) est une perturbation positive.
Supposons que les paramètres αℓ,j > 0 sont choisis de manière à ce que les paramètres βℓ,j soient
positifs. Alors le schéma (3.13) vériﬁe les inégalités d’entropie discrètes suivantes :
1
∆t
(
η
(
wn+1i
)− η (wni ))+ m−1∑
j=0
cm,j
1
∆x
(
G
n,(j)
i+1/2 −G
n,(j)
i−1/2
)
≤
m−1∑
j=0
αm,jδ
(
w
n,(j)
i
)
. (3.33)
Avant de prouver ce résultat, on précise le rôle joué par la perturbation δ (wni ) qui est centrée
en wni mais qui peut dépendre d’autres états. Lorsqu’un schéma standard d’ordre un en temps
et en espace de la forme (3.7) vériﬁe les inégalités d’entropie discrètes (3.9), la perturbation
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disparaît, c’est-à-dire δ (wni ) = 0. Dans ce cas, les inégalités (3.33) coïncident exactement avec
les inégalités d’entropie discrètes requises (3.16). Plus généralement, cela signiﬁe que dès que
le schéma d’ordre un est entropique (avec δ (wni ) = 0), alors le schéma d’ordre élevé en temps
de Runge-Kutta associé est également entropique. La situation est différente lorsque δ (wni ) 6= 0,
et le second membre dans (3.33) doit être étudié avec attention.
Démonstration. On introduit les états intermédiaires suivants :
w˜
n,(j)
i = w
n,(j)
i −
βℓ,j
αℓ,j
∆t
∆x
(
F
n,(j)
i+1/2 − F
n,(j)
i−1/2
)
.
Puisque βℓ,jαℓ,j ≥ 0, l’état w˜
n,(j)
i est simplement une mise à jour par un schéma d’ordre un en
temps. D’après (3.32), les états intermédiaires w˜n,(j)i vériﬁent donc des inégalités d’entropie
discrètes données par
1
∆t
(
η
(
w˜
n,(j)
i
)
− η
(
w
n,(j)
i
))
+
βℓ,j
αℓ,j∆x
(
G
n,(j)
i+1/2 −G
n,(j)
i−1/2
)
≤ δ
(
w
n,(j)
i
)
.
En utilisant la formulation équivalente (3.28), on remarque que
w
n,(ℓ)
i =
ℓ−1∑
j=1
αℓ,jw˜
n,(j)
i .
Ensuite, puisque η est une fonction convexe, on obtient
η
(
w
n,(ℓ)
i
)
≤
ℓ−1∑
j=0
αℓ,jη
(
w˜
n,(j)
i
)
,
dont on déduit immédiatement
η
(
w
n,(ℓ)
i
)
≤
ℓ−1∑
j=0
(
αℓ,jη
(
w
n,(j)
i
)
− βℓ,j ∆t
∆x
(
G
n,(j)
i+1/2 −G
n,(j)
i−1/2
))
+∆t
ℓ−1∑
j=0
αℓ,jδ
(
w
n,(j)
i
)
. (3.34)
On établit maintenant par récurrence l’inégalité suivante :
η
(
w
n,(ℓ)
i
)
≤ η (wni )−
∆t
∆x
ℓ−1∑
j=0
cℓ,j
(
G
n,(j)
i+1/2 −G
n,(j)
i−1/2
)
+∆t
ℓ−1∑
j=0
αℓ,jδ
(
w
n,(j)
i
)
, 1 ≤ ℓ ≤ m.
(3.35)
Supposons dans un premier temps que ℓ = 1. En utilisant (3.27) et (3.31), on trouve alors aisé-
ment α1,0 = 1 et c1,0 = β1,0. On déduit alors (3.35) de (3.34).
On suppose ensuite que (3.35) est vériﬁée pour tout j tel que 1 ≤ j ≤ ℓ − 1 et on établit
l’inégalité pour ℓ. En remplaçant η
(
w
n,(j)
i
)
par l’estimation (3.35) dans (3.34), on obtient
η
(
w
n,(ℓ)
i
)
≤
ℓ−1∑
j=0
(
αℓ,j
(
η (wni )−
∆t
∆x
j−1∑
k=0
cj,k
(
G
n,(k)
i+1/2 −G
n,(k)
i−1/2
))
− βℓ,j ∆t
∆x
(
G
n,(j)
i+1/2 −G
n,(j)
i−1/2
))
+∆t
ℓ−1∑
j=0
αℓ,jδ
(
w
n,(j)
i
)
,
≤ η (wni )−
∆t
∆x
ℓ−1∑
j=0
βℓ,j + ℓ−1∑
k=j+1
αℓ,kck,j
(Gn,(j)i+1/2 −Gn,(j)i−1/2)+∆t ℓ−1∑
j=0
αℓ,jδ
(
w
n,(j)
i
)
et (3.35) est vériﬁée. Puisque wn+1i = w
n,(m)
i par (3.31), la preuve est achevée.
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Grâce à ce résultat, on peut maintenant présenter les inégalités d’entropie discrètes asso-
ciées avec les schémas d’ordre élevé à la fois en temps et en espace (3.13)–(3.15). En effet,
puisque le schéma d’ordre un en temps vériﬁe les inégalités d’entropie discrètes (3.23), on ob-
tient une perturbation d’entropie discrète donnée par
δ (wni ) =
1
∆t
(Pni − η (wni )) .
Par conséquent, on va examiner les inégalités d’entropie discrètes d’ordre élevé données par
1
∆t
(
η
(
wn+1i
)− η (wni ))+ m−1∑
j=0
cm,j
∆x
(
G
n,(j)
i+1/2 −G
n,(j)
i−1/2
)
≤
m−1∑
j=0
αm,j
1
∆t
(
P
n,(j)
i − η
(
w
n,(j)
i
))
.
(3.36)
Sous les hypothèses du Théorème 3.1, on obtient facilement la convergence faible du membre
de gauche vers ∂tη(w) + ∂xG(w). Concernant le second membre, on pose
a∆(x, t) =
m−1∑
j=0
αm,j
1
∆t
(
P
n,(j)
i − η
(
w
n,(j)
i
))
, (x, t) ∈ Ki × [tn, tn+1[.
On introduit maintenant la mesure positive δ déﬁnie comme la limite faible-étoile de la suite a∆.
On en déduit que dans la limite de ∆x et ∆t tendant vers zéro avec un ratio ∆t/∆x constant,
l’inégalité (3.36) s’écrit
∂tη(w) + ∂xG(w) ≤ δ.
On suggère de comparer la mesure δ à la mesure de dissipation d’entropie β déﬁnie comme
la limite faible-étoile de la suite suivante :
b∆(x, t) =
m−1∑
j=0
αm,j
1
∆x
∥∥∥wn,(j)i − wn,(j)i−1 ∥∥∥2 , (x, t) ∈ Ki × [tn, tn+1[.
La mesure de dissipation d’entropie β a été étudiée par Hou et LeFloch [67] (voir ausi DiPerna
[48]) dans le cas scalaire et avec un schéma d’ordre un en temps. Ils ont conjecturé que cette
mesure est concentrée sur les courbes de discontinuité de w.
Dans le résultat qui suit, on établit que les mesures δ et β ont le même comportement.
Théorème 3.3. La mesure δ est absolument continue par rapport à la mesure de dissipation d’entropie
β.
Démonstration. Soit φ une fonction test positive à support compact K et posons φni = φ(xi, t
n).
Puisque P vériﬁe la propriété (3.26), on a∑
i,n
(
P
n,(j)
i − η
(
w
n,(j)
i
))
φni ∆t ≤ C‖∇2η‖
∑
i,n
‖µn,(j)i ‖2φni ∆t,
où ∇2η est bornée surK et µn,(j)i est l’incrément de la reconstruction déﬁni par (3.18).
En utilisant (3.18) et (3.20), on obtient∑
i,n
(
P
n,(j)
i − η
(
w
n,(j)
i
))
φni ∆t ≤ O(1)
∑
i,n
(
‖wn,(j)i −wn,(j)i−1 ‖2 + ‖wn,(j)i+1 − wn,(j)i ‖2
)
φni ∆t,
≤ O(1)
∑
i,n
‖wn,(j)i − wn,(j)i−1 ‖2
(
φni + φ
n
i−1
)
∆t.
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Puisque le ratio ∆t/∆x reste constant, on en déduit
∑
i,n
m−1∑
j=0
αm,j
(
P
n,(j)
i − η
(
w
n,(j)
i
))
φni ∆t ≤ O(1)
∑
i,n
m−1∑
j=0
αm,j‖wn,(j)i − wn,(j)i−1 ‖2
(
φni + φ
n
i−1
)
∆x.
En passant à la limite, on obtient ∫
φdδ ≤ O(1)
∫
φdβ,
ce qui conclut la preuve.
Pour terminer cette partie, on souligne encore une fois que les inégalités d’entropie discrètes
(3.36) ne sont pas sufﬁsantes pour assurer la stabilité entropique requise.
3.1.4 Résultats numériques
On vamaintenant illustrer numériquement les résultats précédents. Plus précisément, le but est
d’évaluer numériquement la mesure δ introduite dans la partie précédente. D’après le travail
de Hou et LeFloch [67], on s’attend à ce que cette mesure s’annule partout où la solution est
continue. Inversement, quand la solution est discontinue, l’évaluation de δ doit donner δ > 0.
Toutes les expériences numériques présentées sont basées sur la même stratégie. On adopte
le ﬂux numérique d’ordre un F (wL, wR) donné par le schéma HLLC [101, 100]. L’avantage de
ce choix est que le schéma HLLC est connu pour être robuste et vériﬁer les inégalités d’entropie
discrètes (3.32) (voir [20, 11, 14, 30]). L’ordre deux en espace est obtenu par une reconstruction
MUSCL (3.17)–(3.18). Les fonctions L que l’on utilise sont le limiteur minmod, le limiteur de
van Albada 1, le limiteur de van Leer, le limiteur monotonized central-difference (MC) et le
limiteur Superbee (voir Partie 1.4 ou [80] où tous ces limiteurs sont détaillés). Concernant la
discrétisation en temps, on utilisera l’ordre un et l’ordre deux pour comparer les résultats.
D’après [80, 20, 12], on restreint le pas de temps∆t suivant la condition CFL
∆t
∆x
max
i∈Z
(∣∣∣λ± (wn,−i+1/2, wn,+i+1/2)∣∣∣ , ∣∣∣λ± (wn,+i−1/2, wn,−i+1/2)∣∣∣) ≤ 14 .
Selon [12], cette restriction du pas de temps rend le schéma considéré robuste et lui permet de
vériﬁer les inégalités d’entropie discrètes (3.23).
La pertinence des schémas considérés est évaluée en calculant l’erreur L1 en densité au
temps ﬁnal :
E∆ = ∆x
∑
i∈Z
∣∣ρNi − ρex(xi, T )∣∣ ,
où wex : R × R+ → Ω est la solution exacte. De plus, pour évaluer la mesure δ, on calcule la
masse totale de a∆ :
I∆ = ∆x∆t
N∑
n=0
∑
i∈Z
a∆(xi, t
n).
On réalise deux expériences numériques. Les deux sont consacrées à l’approximation de la
solution d’un problème de Riemann, c’est-à-dire que la donnée initiale est constituée de deux
états constants séparés par une discontinuité située en x = 0 :
w0(x) =
{
wL si x < 0,
wR si x > 0.
(3.37)
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Dans le premier cas-test, les états gauche et droit sont donnés par
ρL = 1, ρR = 0.1989,
uL = −1, uR = 1,
pL = 1.5, pR = 0.1564,
(3.38)
pour que la solution exacte soit uniquement constituée d’une 1–détente continue (voir Figure
3.1).
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FIGURE 3.1 – Solution des problèmes de Riemann. Gauche : 1–détente. Droite : double choc
minmod van Albada 1 van Leer MC Superbee
∆x E∆ I∆ E∆ I∆ E∆ I∆ E∆ I∆ E∆ I∆
8.00E-3 7.54E-3 1.48E-2 9.98E-3 1.79E-2 1.09E-2 2.00E-2 1.34E-2 2.27E-2 3.42E-2 4.39E-2
4.00E-3 5.19E-3 9.36E-3 6.64E-3 1.12E-2 7.40E-3 1.25E-2 1.06E-2 1.52E-2 3.00E-2 3.22E-2
2.00E-3 3.12E-3 5.70E-3 4.17E-3 6.81E-3 5.00E-3 7.81E-3 9.38E-3 1.01E-2 2.35E-2 2.35E-2
1.00E-3 1.84E-3 3.38E-3 2.72E-3 4.10E-3 3.70E-3 4.96E-3 8.77E-3 8.53E-3 1.88E-2 1.84E-2
5.00E-4 1.07E-3 1.96E-3 2.01E-3 2.51E-3 2.82E-3 3.24E-3 8.58E-3 7.12E-3 2.48E-2 3.03E-2
2.50E-4 6.13E-4 1.12E-3 1.37E-3 1.55E-3 2.35E-3 2.26E-3 9.28E-3 6.38E-3 9.98E-2 7.50E-1
1.25E-4 3.63E-4 6.30E-4 1.19E-3 1.02E-3 2.44E-3 1.74E-3 3.84E-2 8.04E-2 1.21E-1 1.48E+1
6.25E-5 2.41E-4 3.53E-4 1.24E-3 7.54E-4 3.51E-3 2.18E-3 5.34E-2 1.42E-0
3.12E-5 1.80E-4 1.99E-4 1.26E-3 6.18E-4
Tableau 3.1 – Erreur L1 et erreur entropique pour la 1–détente en utilisant un schéma d’ordre
un en temps
Dans le Tableau 3.1, on donne l’évaluation de E∆ et I∆ obtenues avec un schéma d’ordre
un en temps et différents limiteurs. Tout d’abord, on remarque que les limiteurs van Leer, MC
et Superbee ne sont pas stables et des explosions numériques apparaissent avec un maillage
très rafﬁné. Pour préciser le comportement de ces limiteurs, on montre Figure 3.3 la solution
obtenue par le limiteur Superbee avec 1000 et 2000 cellules (respectivement∆x = 10−3 et∆x =
5× 10−4). Avec 1000 cellules, l’explosion numérique n’a pas encore eu lieu et on observe que le
schéma fait apparaître un choc non entropique à l’intérieur de la détente. Cela conﬁrme que le
schémaMUSCL ne vériﬁe pas la stabilité requise. Avec 2000 cellules, le choc non entropique est
toujours présent, mais l’explosion numérique commence à être importante. Si l’on augmente
encore le nombre de cellules, le choc non entropique ne sera plus visible à cause de l’explosion
numérique.
Le comportement des limiteurs minmod et van Albada 1 est meilleur car les deux schémas
semblent converger, puisque E∆ tend vers zéro quand ∆x tend vers zéro. Pour ces deux limi-
teurs, la quantité I∆ tend également vers zéro et donc la mesure δ également, ce qui est en
accord avec la conjecture de Hou et LeFloch [67], puisque la solution convergée est continue.
La Figure 3.2 illustre les résultats présentés dans le Tableau 3.1.
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FIGURE 3.2 – 1–détente avec un schéma d’ordre un en temps. Gauche : erreur L1. Droite : erreur
entropique I∆
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FIGURE 3.3 – 1–détente : résultat obtenus par le limiteur Superbee. Gauche :∆x = 10−3. Droite :
∆x = 5× 10−4
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Le Tableau 3.2 et le Figure 3.4 sont ensuite dédiés aux résultats obtenus avec un schéma
d’ordre deux en temps. Mis à part le limiteur Superbee, tous les schémas semblent converger,
tout comme la mesure δ qui tend vers zéro.
minmod van Albada 1 van Leer MC Superbee
∆x E∆ I∆ E∆ I∆ E∆ I∆ E∆ I∆ E∆ I∆
8.00E-3 6.82E-3 1.44E-2 5.41E-3 1.67E-2 4.55E-3 1.81E-2 3.87E-3 1.93E-2 4.93E-3 2.32E-2
4.00E-3 5.38E-3 9.08E-3 4.37E-3 1.03E-2 3.86E-3 1.10E-2 3.46E-3 1.16E-2 2.37E-3 1.38E-2
2.00E-3 2.72E-3 5.51E-3 2.19E-3 6.17E-3 1.94E-3 6.54E-3 1.74E-3 6.85E-3 1.16E-3 8.01E-3
1.00E-3 1.36E-3 3.25E-3 1.10E-3 3.60E-3 9.68E-4 3.79E-3 8.69E-4 3.96E-3 5.74E-4 4.61E-3
5.00E-4 6.82E-4 1.88E-3 5.49E-4 2.06E-3 4.84E-4 2.16E-3 4.35E-4 2.25E-3 2.89E-4 2.63E-3
2.50E-4 3.41E-4 1.07E-3 2.74E-4 1.16E-3 2.42E-4 1.16E-3 2.17E-4 1.27E-3 1.48E-4 1.51E-3
1.25E-4 1.71E-4 5.98E-4 1.37E-4 6.50E-4 1.21E-4 6.77E-4 1.09E-4 7.03E-4 7.68E-5 8.94E-4
6.25E-5 8.54E-5 3.31E-4 6.86E-5 3.59E-4 6.05E-5 3.73E-4 5.43E-5 3.88E-4 4.12E-5 5.66E-4
3.12E-5 4.27E-5 1.82E-4 3.43E-5 1.97E-4 3.03E-5 2.04E-4 2.72E-5 2.12E-4 4.92E-5 5.16E-4
1.56E-5 1.36E-5 1.15E-4 8.39E-3 1.03E-0
Tableau 3.2 – Erreur L1 et erreur entropique pour la 1–détente en utilisant un schéma d’ordre
deux en temps
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FIGURE 3.4 – 1–détente avec un schéma d’ordre deux en temps. Gauche : erreur L1. Droite :
erreur entropique I∆
La seconde expérience numérique que l’on propose est dédiée à l’approximation de solu-
tions avec des chocs. On considère à nouveau un problème de Riemann où les états gauche et
droits sont déﬁnis par
ρL = 1, ρR = 1,
uL = 10, uR = −10,
pL = 1, pR = 1,
(3.39)
pour obtenir une solution exacte composée de deux ondes de chocs se propageant avec des
vitesses opposées (voir Figure 3.1).
Les résultats numériques obtenus en utilisant un schéma d’ordre un en temps sont présen-
tés dans le Tableau 3.3 et la Figure 3.5. On remarque que les limiteurs van Leer, MC et Superbee
entraînent une explosion numérique. En fait, il semble que les limiteurs minmod et van Albada
1 soient également instables mais l’explosion nécessite un maillage extrêmement rafﬁné. Par
ailleurs, on souligne que la suite I∆ semble converger vers une valeur positive avant l’explo-
sion numérique. Cela conﬁrme que la masse totale de la mesure δ est strictement positive.
Enﬁn, on présente dans le Tableau 3.4 et la Figure 3.6 le comportement de l’erreur L1 et de la
grandeur I∆ en utilisant une discrétisation en temps Runge-Kutta d’ordre deux. Seul le limiteur
Superbee engendre une explosion numérique alors que tous les autres schémas convergent (ou
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minmod van Albada 1 van Leer MC Superbee
∆x E∆ I∆ E∆ I∆ E∆ I∆ E∆ I∆ E∆ I∆
8.00E-3 2.85E-2 1.19093 2.84E-2 1.50166 2.78E-2 3.69771 2.74E-2 6.60340 2.81E-2 7.39416
4.00E-3 8.79E-3 1.19348 8.42E-3 1.50362 7.99E-3 3.69027 8.36E-3 6.57974 9.96E-3 7.47961
2.00E-3 3.47E-3 1.19438 3.33E-3 1.50505 3.34E-3 3.67345 3.42E-3 6.63387 5.35E-2 7.59467
1.00E-3 1.18E-3 1.19488 1.14E-3 1.50596 1.36E-3 3.66646 1.59E-3 6.55043 2.06E-2 7.95907
5.00E-4 1.74E-3 1.19502 1.70E-3 1.50636 1.86E-3 3.66594 2.14E-3 6.61186 4.54E-2 10.0619
2.50E-4 1.07E-3 1.19521 1.05E-3 1.50650 1.29E-3 3.66420 3.97E-3 6.62561
1.25E-4 7.62E-4 1.19529 7.53E-4 1.50648 1.04E-3 3.66326 1.89E-2 7.68269
6.25E-5 1.56E-4 1.19531 1.69E-4 1.50625 7.78E-3 3.93815 2.18E-2 10.3855
3.12E-5 9.59E-5 1.19545 4.23E-4 1.50600 1.31E-2 5.40179
1.56E-5 1.46E-3 1.21136
Tableau 3.3 – Erreur L1 et erreur entropique pour le double choc en utilisant un schéma d’ordre
un en temps
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FIGURE 3.5 – Double choc avec un schéma d’ordre un en temps. Gauche : erreur L1. Droite :
erreur entropique I∆
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semblent converger). Cependant, on remarque que I∆ ne converge pas vers zéro, mais vers une
valeur positive, ce qui est en accord avec la conjecture de Hou et LeFloch.
minmod van Albada 1 van Leer MC Superbee
∆x E∆ I∆ E∆ I∆ E∆ I∆ E∆ I∆ E∆ I∆
8.00E-3 2.87E-2 1.24970 2.85E-2 1.52251 2.80E-2 4.53453 2.86E-2 6.40651 2.96E-2 7.77453
4.00E-3 9.05E-3 1.25344 8.63E-3 1.52491 8.24E-3 4.56002 8.22E-3 6.57310 8.79E-3 7.95511
2.00E-3 3.60E-3 1.25475 3.43E-3 1.52644 3.55E-3 4.54521 3.39E-3 6.63387 4.20E-3 8.02181
1.00E-3 1.23E-3 1.25538 1.18E-3 1.52742 1.57E-3 4.53574 1.35E-3 6.68246 1.97E-3 8.08829
5.00E-4 1.77E-3 1.25556 1.72E-3 1.52786 2.06E-3 4.53815 1.71E-3 6.69711 2.85E-3 8.12208
2.50E-4 1.08E-3 1.25580 1.06E-3 1.52803 1.47E-3 4.53633 1.12E-3 6.75301 3.21E-3 8.15356
1.25E-4 7.59E-4 1.25594 7.46E-4 1.52813 1.21E-3 4.53547 8.41E-4 6.87392 1.92E-2 9.33707
6.25E-5 1.50E-4 1.25600 1.38E-4 1.52815 6.19E-4 4.53571 2.28E-4 6.93705 2.36E-2 13.8100
3.12E-5 6.52E-5 1.25602 5.64E-5 1.52817 5.45E-4 4.53550 1.49E-4 6.99102 3.22E-2 31.3636
1.56E-5 2.84E-5 1.25603 5.14E-4 4.53531 1.13E-4 7.02895
Tableau 3.4 – Erreur L1 et erreur entropique pour le double choc en utilisant un schéma d’ordre
deux en temps
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FIGURE 3.6 – Double choc avec un schéma d’ordre deux en temps. Gauche : erreur L1. Droite :
erreur entropique I∆
Ces expériences numériques semblent conﬁrmer que la mesure δ est strictement positive,
mais concentrée sur les courbes de discontinuité de la solution convergée w. Par conséquent,
les inégalités d’entropie discrètes (3.23) (par exemple, celles données par [21, 12]) ne sont pas
sufﬁsantes pour assurer que la solution convergée soit entropique au sens du théorème de Lax-
Wendroff (Théorème 3.1). Ces inégalités ne sont donc pas pertinentes, puisqu’elles n’empêchent
pas les instabilités.
3.2 Obtention de toutes les inégalités d’entropie discrètes à partir
d’une seule
D’après les résultats qui précèdent, un schéma d’ordre élevé doit satisfaire les inégalités d’en-
tropie discrètes (3.16). En effet, les formulations non standards de la dérivée discrète en temps
peuvent introduire des inégalités d’entropie inappropriées incluant une mesure positive. Aﬁn
de dériver un schéma d’ordre élevé capable de rétablir (3.16), on va adopter une technique a pos-
teriori basée sur la vériﬁcation des inégalités d’entropie discrètes. Rappelons que les inégalités
d’entropie discrètes (3.16) doivent être vériﬁées pour toute paire d’entropie (ρF(ln(s)), ρF(ln(s))u),
où F est une fonction régulière satisfaisant (3.6). Les limitations a posteriori sont pertinentes
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seulement lorsqu’un nombre ﬁni d’estimations sont considérées, alors que l’on doit ici vériﬁer
une inﬁnité d’inégalités d’entropie discrètes.
Le but de cette partie est de donner des arguments pour obtenir toutes les inégalités d’en-
tropie requises à partir d’une seule. Pour aborder ce problème, on commence par reformuler
les paires d’entropie de la façon suivante :
Lemme 3.4. Les paires d’entropie (η,G), déﬁnies par (3.4)–(3.5), se réécrivent
η(w) = ρψ(r(w)), G(w) = ρψ(r(w))u,
où l’on a posé
r(w) = −p
1/γ
ρ
, (3.40)
et ψ est une fonction régulière, croissante et convexe.
On souligne dès à présent que ce résultat n’est pas essentiel dans la suite, mais il facilite
la présentation. En effet, on va voir que considérer des entropies η(w) paramétrées par une
fonction monotone convexe ψ sera plus pratique que de considérer des entropies paramétrées
par une fonction F vériﬁant la propriété (3.6). Cependant, on insiste sur le fait que toutes les
dérivations de schémas qui vont suivre peuvent être réalisées en adoptant les paires d’entropie
usuelles données par (3.4)–(3.5).
Démonstration. Dans un premier temps, remarquons que l’entropie spéciﬁque, déﬁnie par (3.3),
s’écrit r(w) = −s(w)1/γ . On considère maintenant deux fonctions η˜ et G˜ telles que l’on a
η˜(w) = ρψ(r(w)) et G˜(w) = ρψ(r(w))u,
où ψ est une fonction régulière, croissante et convexe. En introduisant
F(ln(s)) := ψ
(
−s1/γ
)
,
on obtient
F(y) = ψ
(
−ey/γ
)
.
On en déduit
F ′(y) = −1
γ
ψ′
(
−ey/γ
)
< 0
et
F ′(y)− γF ′′(y) = −1
γ
(
ψ′
(
−ey/γ
)
+ ψ′′
(
−ey/γ
))
< 0.
Par conséquent, la fonction régulière F vériﬁe (3.6) et la paire (η˜, G˜) est une paire d’entropie.
Réciproquement, considérons une paire d’entropie (η,G) = (ρF(ln(s)), ρF(ln(s))u) , où F
vériﬁe (3.6). Puisque l’on a
F(ln(s)) = F (γ ln(−r)) ,
on pose
ψ(r) := F(γ ln(−r)),
et l’on obtient les relations suivantes :
η(w) = ρψ(r) et G(w) = ρψ(r)u.
Puisque (3.6) est vériﬁée, on obtient aisément
ψ′(r) =
γ
r
F ′(γ ln(−r)) > 0
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et
ψ′′((r) = − γ
r2
(F ′(γ ln(−r))− γF ′′(γ ln(−r))) > 0.
Comme attendu, ψ est une fonction croissante et convexe et la preuve est achevée.
À l’aide de ce résultat, on établit maintenant des conditions pour qu’une méthode de vo-
lumes ﬁnis préserve l’entropie dès qu’une seule inégalité d’entropie discrète bien choisie est
vériﬁée. Considérons un schéma conservatif donné par
wn+1i = w
n
i −
∆t
∆x
(
Fni+1/2 − Fni+1/2
)
, (3.41)
où Fi+1/2 =
(
F ρi+1/2, F
ρu
i+1/2, F
E
i+1/2
)T
est un ﬂux numérique consistant, de la forme (3.7) ou
plus généralement de la forme (3.15).
Théorème 3.5. Supposons que le schéma (3.41) soit robuste : si wni ∈ Ω pour tout i ∈ Z, alors wn+1i ∈
Ω. Supposons que l’inégalité d’entropie discrète spéciﬁque suivante soit vériﬁée :
ρn+1i r
n+1
i ≤ ρni rni −
∆t
∆x
(
F ρi+1/2r
n
i+1/2 − F ρi−1/2rni−1/2
)
, (3.42)
où l’on a posé
rni = −
(pni )
−1/γ
ρni
et rni+1/2 =
{
rni+1, si F
ρ
i+1/2 < 0,
rni , si F
ρ
i+1/2 > 0.
(3.43)
Supposons enﬁn que la condition de type CFL supplémentaire suivante est vériﬁée :
∆t
∆x
(
max
(
0, F ρ
i+1/2
)
−min
(
0, F ρ
i−1/2
))
≤ ρni . (3.44)
Alors le schéma (3.41) est entropique : pour toute fonction régulière, croissante et convexe ψ, on a
ρn+1i ψ
(
rn+1i
) ≤ ρni ψ (rni )− ∆t∆x (F ρi+1/2ψni+1/2 − F ρi−1/2ψni−1/2) ,
avec ψni+1/2 déﬁni par
ψni+1/2 =
{
ψ
(
rni+1
)
siF ρi+1/2 < 0,
ψ (rni ) siF
ρ
i+1/2 > 0.
(3.45)
Avant de prouver ce résultat, on souligne le caractère particulier du ﬂux numérique d’entro-
pie qui intervient dans (3.42). En fait, on impose à l’entropie r de vériﬁer une propriété de type
« transport ». Cette condition est clairement plus contraignante que les conditions habituelles,
mais il existe des schémas numériques vériﬁant ce type de propriété. Par exemple, le schéma
de relaxation de Suliciu [20, 30] ou de manière équivalente le schéma HLLC [101, 100] sont
des schémas d’ordre un entropiques qui impliquent un ﬂux numérique d’entropie de la forme
F ρi+1/2F
(
ln
(
sni+1/2
))
où
sni+1/2 =
{
pni+1/
(
ρni+1
)γ
, si F ρi+1/2 < 0,
pni / (ρ
n
i )
γ , si F ρi+1/2 > 0.
Par conséquent, en introduisant rni+1/2 = −
(
sni+1/2
)1/γ
, ces schémas vériﬁent les inégalités
(3.42)–(3.43).
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Démonstration. D’après la déﬁnition de ri+1/2 donnée par (3.43), on a la relation suivante :
F ρi+1/2ri+1/2 = F
ρ
i+1/2
rni + r
n
i+1
2
−
∣∣∣F ρi+1/2∣∣∣ rni+1 − rni2 .
En injectant cette relation dans (3.42), on obtient
rn+1i ≤
a
ρn+1i
rni−1 +
b
ρn+1i
rni +
c
ρn+1i
rni+1, (3.46)
où l’on a posé
a =
∆t
2∆x
(
F ρi−1/2 +
∣∣∣F ρi−1/2∣∣∣) , (3.47)
b =ρni −
∆t
2∆x
(
F ρi+1/2 +
∣∣∣F ρi+1/2∣∣∣− F ρi−1/2 + ∣∣∣F ρi−1/2∣∣∣) , (3.48)
c =
∆t
2∆x
(∣∣∣F ρi+1/2∣∣∣− F ρi+1/2) . (3.49)
Remarquons que
a+ b+ c = ρni −
∆t
∆x
(
F ρi+1/2 − F ρi−1/2
)
,
= ρn+1i > 0.
On voit immédiatement que a et b sont positifs. Par ailleurs, la condition de type CFL supplé-
mentaire (3.44) assure que le coefﬁcient b est positif. Par conséquent, on a établi que le second
membre de (3.46) est une combinaison convexe de rni−1, r
n
i et r
n
i+1.
Considérons maintenant une paire d’entropie que l’on peut écrire, d’après le Lemme 3.4,
(η,G) = (ρψ(r), ρψ(r)u),
où ψ est une fonction régulière, croissante et convexe. La fonction ψ étant croissante, on déduit
de l’inégalité (3.46)
ψ
(
rn+1i
) ≤ ψ( a
ρn+1i
rni−1 +
b
ρn+1i
rni +
c
ρn+1i
rni+1
)
.
En utilisant l’inégalité de Jensen, on obtient
ψ
(
rn+1i
) ≤ a
ρn+1i
ψ
(
rni−1
)
+
b
ρn+1i
ψ (rni ) +
c
ρn+1i
ψ
(
rni+1
)
.
Ensuite, en remplaçant les coefﬁcients a, b et c par leur valeur exacte donnée par (3.47), on
trouve
ρn+1i ψ(r
n+1
i ) ≤ ρni ψ(rni )−
∆t
2∆x
(
F ρi+1/2(ψ(r
n
i ) + ψ(r
n
i+1))−
∣∣∣F ρi+1/2∣∣∣ (ψ(rni+1)− ψ(rni ))
−F ρi−1/2(ψ(rni−1) + ψ(rni )) +
∣∣∣F ρi−1/2∣∣∣ (ψ(rni )− ψ(rni−1))) ,
que l’on peut réécrire
ρn+1i ψ(r
n+1
i ) ≤ ρni ψ(rni )−
∆t
∆x
(
F ρi+1/2ψ
n
i+1/2 − F ρi−1/2ψni−1/2
)
,
où ψni+1/2 est déﬁni par (3.45). La preuve est ainsi achevée.
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3.3 Le schéma e-MOOD pour les équations d’Euler
Dans cette partie, on dérive des schémas numériques d’ordre élevé en espace, donnés par (3.10),
qui vériﬁent toutes les inégalités d’entropie discrètes requises (3.16). Pour simpliﬁer la présen-
tation, on se restreint ici aux méthodes numériques d’ordre un en temps. Cependant, d’après
le Lemme 3.2, le schéma d’ordre élevé en espace, que l’on va maintenant détailler, s’étend très
facilement en un schéma d’ordre élevé en temps entropique par une procédure de Runge-Kutta.
Des extensions d’ordre élevé en temps seront utilisées pour réaliser les expériences numériques
de la partie suivante.
Pour imposer les inégalités attendues (3.16), on suggère maintenant d’introduire une limi-
tation a posteriori supplémentaire en reconstruisant les états wn,−i et w
n,+
i sur chaque cellule
Ki. Cette technique de limitation a posteriori a été récemment introduite par Clain, Diot et Lou-
bère [34, 47] dans le développement des schémas MOOD (Multi-dimensional Optimal Order
Detection, voir Partie 1.5).
La technique MOOD permet d’étendre n’importe quel schéma d’ordre un, qui vériﬁe cer-
taines propriétés, en un schéma d’ordre élevé en espace qui préserve ces propriétés. Elle est
basée sur une procédure itérative pour déterminer, localement sur chaque cellule, la meilleure
reconstruction préservant les propriétés imposées (ici, robustesse et stabilité).
On considère un schéma d’ordre un donné par (3.7). Sous la conditon CFL classique (3.8), on
suppose que ce schéma d’ordre un vériﬁe les propriétés de robustesse et de stabilité suivantes :
Robustesse : Si tous les états initiaux wni sont dans Ω, alors les états évolués w
n+1
i restent dans
Ω.
Stabilité : Pour tout i ∈ Z, l’inégalité d’entropie suivante est vériﬁée :
ρn+1i r
n+1
i ≤ ρni rni −
∆t
∆x
(
F ρ
(
wni , w
n
i+1
)
rni+1/2 − F ρ
(
wni−1, w
n
i
)
rni−1/2
)
, (3.50)
où rni+1/2 est déﬁni comme suit :
rni+1/2 =
{
rni+1 si F
ρ
(
wni , w
n
i+1
)
< 0,
rni si F
ρ
(
wni , w
n
i+1
)
> 0.
(3.51)
On souligne à nouveau qu’un tel schéma d’ordre un existe. Par exemple, on renvoie le lecteur
au schéma HLLC ou au schéma de relaxation de Suliciu [100, 30].
On adopte ensuite une procédure de reconstruction donnée par (3.17). Si l’incrément µni
est déﬁni par (3.18), on reste dans le cadre de la procédure MUSCL, mais µni peut être associé
avec des techniques de reconstruction d’ordre plus élevé. Dans la suite, on suppose que la
reconstruction préserve Ω :
wn,±i = w
n
i ±
1
2
µni ∈ Ω, ∀i ∈ Z.
À ce stade, on remarque que la reconstruction vériﬁe la propriété de conservation suivante :
wni =
1
2
(
wn,−i + w
n,+
i
)
. (3.52)
Cette relation peut paraître restrictive. En effet, d’après des arguments présentés dans [12], il
est possible d’utiliser une reconstruction telle que wni ne soit pas une combinaison convexe de
wn,−i et w
n,+
i :
wni 6= αwn,−i + (1− α)wn,+i , ∀α ∈ [0, 1].
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Cependant, la relation (3.52) rend la robustesse plus simple à obtenir. Par conséquent, par sou-
cis de simplicité, on choisit ici de considérer une reconstruction vériﬁant (3.52).
On peut maintenant présenter le schéma e-MOOD.
1. Étape de reconstruction : Pour chaque celluleKi, on évalue des états reconstruits d’ordre
élevé aux interfaces xi−1/2 et xi+1/2, donnés par
wn,±i = w
n
i ±
1
2
µni ∈ Ω. (3.53)
2. Étape d’évolution : On fait évoluer la solution reconstruite de la façon suivante :
wn+1,⋆i = w
n
i −
∆t
∆x
(
F
(
wn,+i , w
n,−
i+1
)
− F
(
wn,+i−1 , w
n,−
i
))
, ∀i ∈ Z. (3.54)
3. Étape de limitation a posteriori : On pose
Eni = ρni rni −
∆t
∆x
(
F ρ
(
wn,+i , w
n,−
i+1
)
rni+1/2 − F ρ
(
wn,+i−1 , w
n,−
i
)
rni−1/2
)
, (3.55)
où rni+1/2 est déﬁni par (3.51). En notant r
n+1,⋆
i = r
(
wn+1,⋆i
)
, on a l’alternative suivante :
• Si pour tout i ∈ Z, on a
ρn+1,⋆i r
n+1,⋆
i ≤ Eni , (3.56)
alors la solution est valide et l’on pose
wn+1i = w
n+1,⋆
i , ∀i ∈ Z.
• Sinon, pour tout i ∈ Z tel que (3.56) n’est pas vériﬁée, on pose wn,±i = wni , puis on
retourne à l’étape 2.
On précise que l’étape 3 est en fait une étape de préservation de l’entropie. En effet, la
condition (3.56) coïncide exactement avec l’inégalité d’entropie requise.
Avant d’établir la robustesse et la stabilité vériﬁées par le schéma e-MOOD, on souligne
quelques différences entre cette procédure numérique et le schéma MOOD original introduit
dans [34].
Tout d’abord, on rappelle que le schéma MOOD original utilise une procédure itérative
sur le degré 0 ≤ di ≤ dmax du polynôme intervenant dans la reconstruction. Il est important
de noter que le degré di est déﬁni localement sur chaque cellule Ki. Ensuite, durant l’étape
de limitation a posteriori, si la propriété requise (ici, l’inégalité d’entropie discrète) n’est pas
vériﬁée, alors le degré di du polynôme est décrémenté et la méthode MOOD est à nouveau
appliquée. Cette procédure itérative sur di s’arrête lorsque di = 0, puisque l’on a alors µni = 0
et l’on retrouve un schéma d’ordre un qui, par hypothèse, vériﬁe la propriété attendue.
Pour simpliﬁer la présentation de la méthode e-MOOD, on a choisi d’arrêter la procédure
itérative à la ﬁn de la première itération, en passant directement de la reconstruction de degré
maximal à la reconstruction de degré zéro, correspondant au schéma d’ordre un. Bien sûr, il
aurait été possible d’adopter une procédure constituée de plusieurs itération de di = dmax à
di = 0. Les résultats de robustesse et de stabilité énoncés plus bas resteraient alors valables.
Ensuite, on met l’accent sur l’ordre effectif de précision. En effet, le schéma e-MOOD, mais
aussi le schéma MOOD original, remplacent le schéma d’ordre élevé par une méthode d’ordre
un dès que les propriétés requises ne sont pas vériﬁées. Clairement, si la propriété requise est
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« trop forte », la limitation sera activée sur le domaine de calcul entier et l’approximation obte-
nue aura une précision à l’ordre un. En pratique, on a considéré une étape de reconstruction
donnée par un approche MUSCL usuelle et les améliorations dans les résultats numériques
sont évidentes. De notre point de vue, le schéma e-MOOD doit être compris comme une tech-
nique de stabilisation et non seulement comme une procédure d’ordre élevé.
Le dernier point que l’on souhaite aborder concerne le degré effectif de la reconstruction.
Dans la méthode MOOD originale, concernant la cellule Ki, on est obligé d’utiliser un poly-
nôme de degré min(di−1, di) pour reconstruire l’état w
n,−
i au point xi−1/2 et un polynôme de
degrémin(di, di+1) pour reconstruire l’étatw
n,+
i au point xi+1/2. Cela nécessite de calculer deux
reconstructions polynomiales de degrés différents sur chaque cellule, mais cela s’avère néces-
saire pour assurer que l’algorithme MOOD se termine bien. En effet, la limitation a posteriori
dans la méthode MOOD originale est basée sur la robustesse et sur un principe du maximum.
Pour assurer que l’état wn+1i vériﬁe ces propriétés, il ne sufﬁt pas d’imposer que la reconstruc-
tion soit de degré zéro sur la cellule Ki, il faut que tous les états intervenant dans le schéma
donnant wn+1i soient des reconstructions de degré zéro, y compris les états w
n,+
i−1 et w
n,−
i+1 .
Dans la méthode e-MOOD, ce problème ne se pose pas car on n’utilise pas de critère de
type principe du maximum. Lorsque la procédure de limitation e-MOOD a été activée sur une
cellule, alors le nouvel état évolué vériﬁe les propriétés requises de robustesse et de stabilité,
quelque soit la reconstruction utilisée sur les cellules voisines. Cette remarque est essentielle car
elle rend la méthode e-MOOD très simple à implémenter et d’un moindre coût que le schéma
MOOD original.
On peut maintenant énoncer les propriétés de robustesse et de stabilité satisfaites par le
schéma e-MOOD.
Théorème 3.6. Supposons que le pas de temps∆t vériﬁe les deux conditions de type CFL suivantes :
∆t
∆x
max
i∈Z
(∣∣∣λ± (wn,+i , wn,−i+1)∣∣∣ , ∣∣∣λ± (wn,−i , wn,+i )∣∣∣) ≤ 14 , (3.57)
∆t
∆x
(
max
(
0, F ρi+1/2
)
−min
(
0, F ρi−1/2
))
≤ ρni . (3.58)
Supposons que wni et tous les états reconstruits w
n,±
i déﬁnis par (3.53) sont dans Ω, pour tout i ∈ Z.
Alors l’algorithme e-MOOD se termine en un nombre ﬁnis d’étapes. De plus, les états évolués wn+1i
résultant de la procédure e-MOOD appartiennent à Ω pour tout i ∈ Z. Enﬁn, pour toute fonction ψ
régulière, croissante et convexe, le schéma e-MOOD vériﬁe l’inégalité d’entropie discrète
1
∆t
(
ρn+1i ψ
(
rn+1i
)− ρni ψ (rni ))
+
1
∆x
(
F ρ
(
wn,+i , w
n,−
i+1
)
ψ
(
rni+1/2
)
− F ρ
(
wn,+i−1 , w
n,−
i
)
ψ
(
rni−1/2
))
≤ 0, (3.59)
où rni+1/2 est déﬁni par (3.51). Le schéma e-MOOD est donc entropique.
Démonstration. Commençons par supposer que la procédure de limitation a posteriori a été acti-
vée sur la cellule Ki. On a alors w
n,±
i = w
n
i , ce qui implique que le schéma (3.54) est un schéma
d’ordre un. On peut donc utiliser l’hypothèse (3.50) qui assure
ρn+1,⋆i r
n+1,⋆
i ≤ Eni .
Par conséquent, le critère d’entropie est désormais vériﬁé sur la cellule Ki. La procédure de
limitation a posteriori ne peut donc s’appliquer au plus qu’une fois par cellule et l’algorithme se
termine en un nombre ﬁni d’étapes.
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On montre maintenant la robustesse du schéma e-MOOD. Puisque il n’y a pas de critère
de robustesse dans la limitation a posteriori, il faut montrer que l’état wn+1,⋆i , déﬁni par (3.54),
appartient à Ω pour tout i ∈ Z. Sur chaque cellule Ki, on a alors deux alternatives :
• Soit la procédure de limitation a posteriori a été activée sur la cellule Ki et l’état w
n+1,⋆
i est
alors obtenu par un schéma d’ordre un. Or celui-ci est robuste sous la condition CFL (3.8)
par hypothèse. La condition CFL (3.57) étant plus restrictive que (3.8), on en déduit que
l’état wn+1,⋆i est dans Ω.
• Soit la procédure de limitation a posteriori n’a pas été activée sur la cellule Ki et l’état
wn+1,⋆i est alors obtenu par un schéma MUSCL. Grâce à l’hypothèse de conservation
(3.52) vériﬁée par la reconstruction et à la condition CFL (3.57), on peut alors appliquer le
Lemme 1.9 qui assure que wn+1,⋆i est dans Ω.
Enﬁn, par déﬁnition du schéma e-MOOD, on a l’inégalité d’entropie discrète
ρn+1i r
n+1
i ≤ ρni rni −
∆t
∆x
(
F ρi+1/2r
n
i+1/2 − F ρi+1/2rni−1/2
)
. (3.60)
Sous la condition de type CFL (3.58), on peut appliquer le Théorème 3.5 et le schéma e-MOOD
vériﬁe toutes les inégalités d’entropie discrètes requises. La preuve est ainsi achevée.
3.4 Résultats numériques
Par soucis de consistance, les expériences numériques que l’on détaille maintenant suivent
une stratégie similaire à celle présentée dans la Partie 3.1.4. Pour valider le schéma e-MOOD,
on choisit comme ﬂux numérique intervenant dans (3.54), le ﬂux donné par le schéma HLLC
[101, 100]. En ce qui concerne l’étape de reconstruction e-MOOD (3.53), on utilise des limiteurs
MUSCL. On ne présente ici que les résultats obtenus avec le limiteur minmod et le limiteur
Superbee. En effet, d’après les Tableaux 3.1–3.4, le limiteur minmod est le plus stable, alors que
le limiteur Superbee est celui qui explose le plus rapidement. On compare systématiquement
l’ordre un et l’ordre deux en temps. Aﬁn de montrer l’amélioration apportée par la méthode
e-MOOD, on compare également les résultats obtenus par le même limiteur, avec ou sans la
procédure e-MOOD. Le pas de temps est restreint suivant les conditions CFL (3.57)–(3.58).
La première expérience numérique a pour but d’illustrer la précision du schéma e-MOOD
en approchant une solution régulière périodique de (3.1). On considère une donnée initiale
donnée sur le domaine de calcul [0, 1] par
ρ0(x) =
{
1, si x < 0.2 ou x > 0.8,
1 + exp
(
(x−0.5)2
(x−0.2)(x−0.8)
)
si 0.2 < x < 0.8.
u0(x) = 1,
p0(x) = 1.
La solution exacte est donnée par
w(x, t) = w0(x− at), avec a = 1.
En utilisant des conditions de bord périodiques, la solution exacte en densité à t = 1 coïncide
avec la donnée initiale (voir Figure 3.7).
Dans le Tableau 3.5 et la Figure 3.8, on donne l’erreur L1 obtenue par le limiteur minmod
et le limiteur Superbee en utilisant un discrétisation en temps de Runge-Kutta d’ordre deux.
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FIGURE 3.7 – Problème régulier : solution initiale et ﬁnale en densité
Les approximations MUSCL et e-MOOD donnent la même erreur avec le limiteur minmod. En
fait, dans ce cas-test très régulier, le schémaMUSCL-minmod s’avère être déjà robuste et entro-
pique. Par conséquent, la procédure e-MOOD reste inactive et on obtient les mêmes résultats.
Par contre, en ce qui concerne le limiteur Superbee, la procédure e-MOOD impose une régu-
larisation numérique et il n’y a pas d’explosion numérique, contrairement au schéma MUSCL-
Superbee. Pour compléter cette expérience de validation, on donne également les résultats ob-
tenus en utilisant un limiteur minmod d’ordre quatre présenté dans [107, 17]. On remarque que
les schémas MUSCL et e-MOOD donnent des résultats similaires. Cela prouve que la méthode
e-MOOD n’est pas trop diffusive et qu’elle préserve l’ordre de précision du schéma MUSCL
tout en étant maintenant entropique d’après le Théorème 3.6.
Schéma MUSCL Schéma e-MOOD
∆x minmod Superbee minmod4 minmod Superbee minmod4
8.00E-3 3.75E-3 7.62E-4 1.22E-4 3.75E-3 7.62e-4 1.24e-4
4.00E-3 1.43E-3 4.98E-4 4.80E-5 1.43E-3 4.98e-4 4.81e-5
2.00E-3 4.94E-4 2.41E-4 7.16E-6 4.94E-4 2.41e-4 7.18e-6
1.00E-3 1.46E-4 7.73E-5 4.92E-7 1.49E-4 7.70e-5 4.93e-7
5.00E-4 3.91E-5 2.13E-5 1.48E-8 3.91E-5 2.11e-5 1.49e-8
2.50E-4 9.60E-6 5.44E-6 3.11E-10 9.60E-6 5.49e-5 3.17e-10
1.25E-4 2.40E-6 1.47E-6 1.89E-11 2.40E-6 1.67e-6 1.92e-11
6.25E-5 6.02E-7 2.55E-2 3.39E-12 6.02E-7 1.12e-6 3.40e-12
3.12E-5 1.51E-7 1.51E-7 1.55e-6
Tableau 3.5 – Erreur L1 pour le problème régulier en utilisant le schéma MUSCL et le schéma
e-MOOD
On passe maintenant à l’approximation de la solution de problèmes de Riemann avec une
donnée initiale donnée par (3.37). Dans le Tableau 3.6 et la Figure 3.9, on présente les résultats
numériques obtenus en simulant une 1-détente avec une donnée initiale donnée par (3.38).
On remarque immédiatement qu’il n’y a plus d’explosion numérique avec le schéma e-MOOD,
mais l’ordre de précision attendu est conservé. Dans le Tableau 3.7 et la Figure 3.10, des résultats
similaires sont obtenus pour le double choc avec une donnée initiale déﬁnie par (3.39).
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FIGURE 3.8 – Problème régulier : comparaison en norme L1 entre le schéma MUSCL et le
schéma e-MOOD
ordre 1 en temps ordre 2 en temps
∆x minmod Superbee minmod Superbee
8.00E-3 2.33E-2 3.17E-2 1.53E-2 2.05E-2
4.00E-3 1.51E-2 1.99E-2 1.10E-2 1.20E-3
2.00E-3 9.26E-3 1.23E-2 6.30E-3 7.18E-3
1.00E-3 5.63E-3 7.45E-3 3.70E-3 4.23E-3
5.00E-4 3.33E-3 4.44E-3 2.13E-3 2.44E-3
2.50E-4 1.93E-3 2.66E-3 1.22E-3 1.40E-3
1.25E-4 1.11E-3 1.71E-3 6.88E-4 7.89E-4
6.25E-5 6.34E-4 1.14E-3 3.84E-4 4.39E-4
3.12E-5 3.62E-4 8.14E-4 2.16E-4 2.43E-4
1.56E-5 1.20E-4 1.34E-4
Tableau 3.6 – Erreur L1 pour la 1-détente en utilisant le schéma e-MOOD
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FIGURE 3.9 – 1–détente : comparaison en norme L1 entre le schéma MUSCL et le schéma e-
MOOD. Gauche : schéma d’ordre un en temps. Droite : schéma d’ordre deux en temps
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ordre 1 en temps ordre 2 en temps
∆x minmod Superbee minmod Superbee
8.00E-3 4.05E-2 3.99E-2 4.12E-2 4.12E-2
4.00E-3 1.63E-2 1.60E-2 1.66E-2 1.67E-3
2.00E-3 6.98E-3 7.17E-3 7.16E-3 7.31E-3
1.00E-3 2.74E-3 2.77E-3 2.82E-3 2.80E-3
5.00E-4 2.60E-3 2.57E-3 2.65E-3 2.63E-3
2.50E-4 1.51E-3 1.49E-3 1.53E-3 1.52E-3
1.25E-4 9.43E-4 9.45E-4 9.59E-4 9.58E-4
6.25E-5 2.60E-4 2.53E-4 2.68E-4 2.56E-4
3.12E-5 1.14E-4 1.17E-4 1.19E-4 1.16E-4
1.56E-5 4.92E-5 4.96E-5
Tableau 3.7 – Erreur L1 pour le double choc en utilisant le schéma e-MOOD
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FIGURE 3.10 – Double choc : comparaison en norme L1 entre le schéma MUSCL et le schéma
e-MOOD. Gauche : schéma d’ordre un en temps. Droite : schéma d’ordre deux en temps
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4
Schémas well-balanced pour des
systèmes de lois de conservation avec
terme source
Ce travail a été réalisé en collaboration avec l’équipe de Christian Klingenberg de l’université
de Würzburg.
On s’intéresse ici à l’approximation numérique de certains systèmes hyperboliques avec
termes sources de la forme
∂tw + ∂xf(w) = s(w)∂xZ, (4.1)
où s : Ω → Rd est un terme source régulier et Z : R → R est une fonction régulière donnée.
La présence de termes sources pose une difﬁculté supplémentaire : les schémas numériques
construits pour ces systèmes doivent préserver certains états d’équilibre (en plus des propriétés
habituelles de robustesse et de stabilité) aﬁn d’assurer leur précision dans certains régimes. Les
états d’équilibre sont déﬁnis par le système d’équations aux dérivées partielles
∂xf(w) = s(w)∂xZ, (4.2)
autrement dit, ce sont les solutions de (4.1) indépendantes du temps. Les schémas qui pré-
servent les états d’équilibre sont dits well-balanced. Parmi les premiers à s’intéresser à des
schémas ayant cette propriété, on peut citer Bermudez et Vasquez [10], Greenberg et al. [60, 61],
puis Gosse [58].
Dans le cas du système de Saint-Venant avec un terme source de topographie, il n’y a qu’un
seul état d’équilibre au repos (à constante près) : le lac au repos. Celui-ci est décrit par une
relation algébrique linéaire, ce qui facilite la dérivation de schémas well-balanced. Une impor-
tante littérature est consacrée à la construction de schémas well-balanced pour le système de
Saint-Venant. Le lecteur pourra se référer par exemple à [25, 5, 20, 85, 15, 46].
Le but de ce chapitre est de construire des schémas numériques well-balanced pour les
équations d’Euler avec un terme source de gravité. Par rapport à Saint-Venant, ce système
présente une difﬁculté majeure venant du terme source. En effet, contrairement au système de
Saint-Venant, les états d’équilibre sont gouvernés par une équation aux dérivées partielles que
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l’on ne peut pas intégrer. En d’autres termes, les états d’équilibre ne sont pas donnés par une
relation algébrique, sauf dans quelques cas particuliers.
On s’intéresse également au système de Ripa [89, 90] qui représente une difﬁculté intermé-
diaire. Le système en lui-même est moins non linéaire que les équations d’Euler et sa structure
semble plus proche de celle du système de Saint-Venant, mais les états d’équilibre sont gou-
vernés par une équation aux dérivées partielles que l’on ne peut pas intégrer et posent donc la
même difﬁculté que ceux des équations d’Euler avec gravité.
Dans une première partie, nous présentons de manière détaillée les systèmes de Saint-
Venant, de Ripa et d’Euler avec gravité. Pour ces trois systèmes, on s’attachera à donner une
description des états d’équilibres au repos. Dans la deuxième partie, on introduit le formalisme
des schémas volumes ﬁnis en présence d’un terme source. En effet, les techniques de volumes
ﬁnis diffèrent légèrement par rapport à celles introduites dans le Chapitre 1. En particulier, on
détaille la notion de schéma de type Godunov pour un système avec terme source. Par ailleurs,
en raison de la forme non explicite des états d’équilibre qui devront ensuite être préservés
par les schémas numériques, une extension de la déﬁnition d’un schéma well-balanced sera
donnée. Dans la troisième partie, on construit des solveurs de Riemann simples en suivant le
formalisme introduit par Harten, Lax et van Leer [64], puis appliqué aux systèmes avec terme
source par Gallice [52, 53] et Chalons [29]. On se concentre d’abord sur le système de Ripa
avant d’étendre la stratégie aux équations d’Euler avec gravité. Dans la quatrième partie, on
choisit une approche différente basée sur les méthodes de relaxation. On développe ainsi un
modèle de relaxation de type Suliciu (voir [38, 20]) duquel on déduit un schéma numérique
well-balanced pour les trois modèles qui nous motivent dans cette étude. Dans la Partie 4.5, on
présente une extension à l’ordre deux pour les équations d’Euler avec gravité. Cela nécessite
une modiﬁcation de la déﬁnition d’un schéma well-balanced permettant de prendre en compte
les reconstructions. La Partie 4.6 est dédiée à une extension du schéma de relaxation en deux
dimensions d’espace. Enﬁn la pertinence de ces schémas est illustrée dans la Partie 4.7 par
plusieurs résultats numériques.
4.1 Les modèles
Dans cette partie, on présente les trois systèmes d’EDP étudiés ici : le système de Saint-Venant,
le système de Ripa et les équations d’Euler avec gravité. Dans chaque cas, on spéciﬁe les gran-
deurs physiques entrant en jeu, puis on détaille l’algèbre du système avant de décrire les états
d’équilibre. Comme mentionné précédemment, les états d’équilibre pour le système de Ripa
et pour les équations d’Euler avec gravité ne sont pas tous déterminés par des relations algé-
briques. La notion de schémawell-balanced nécessite donc une déﬁnition claire. Celle-ci repose
sur le choix d’une discrétisation de l’équation différentielle régissant les états d’équilibre. On
choisit de donner d’abord une interprétation locale de cette équation. Pour chaque système
d’EDP considéré, on introduit une notion d’équilibre local entre deux états qui approche, en un
certain sens, la solution de l’équation différentielle (4.2). Cette déﬁnition sera utilisée dans la
Partie 4.2 pour généraliser la notion usuelle de schéma well-balanced.
4.1.1 Modèle de Saint-Venant
Le modèle de Saint-Venant [92] permet de décrire les écoulements en eaux peu profondes. La
couche d’eau doit être sufﬁsamment faible pour pouvoir considérer que la vitesse est constante
sur l’épaisseur. Les grandeurs physiques intervenant dans ce système sont la hauteur d’eau
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h(x, t) et la vitesse u(x, t). En une dimension d’espace, le système de Saint-Venant s’écrit{
∂th+ ∂xhu = 0,
∂thu+ ∂x
(
hu2 + gh2/2
)
= −gh∂xZ,
(4.3)
où Z(x) est une fonction régulière donnée représentant la topographie et g la constante de
gravité. Dans cette étude, on ne s’intéresse pas aux transitions sec/mouillé (voir par exemple
[5, 20, 18]) et par conséquent, on supposera que la hauteur d’eau est strictement positive. Le
vecteur des variables conservatives w = (h, hu)T appartient donc à l’ensemble convexe des
états admissibles
Ω = {w ∈ R2, h > 0}.
Pour étudier les propriétés de ce système, il est utile de faire intervenir le vecteur des gran-
deurs physiques (incluant la topographie) U = (h, u, Z)T . Avec ce jeu de variables, le système
de Saint-Venant se réécrit sous la forme quasi-linéaire
∂tU +A(U)∂xU = 0,
où la matrice A(U) est donnée par
A(U) =
u h 0g u g
0 0 0
 .
En introduisant la vitesse du son c =
√
gh, cette matrice A(U) admet trois valeurs propres
0, u± c,
avec pour vecteurs propres respectifs h−u
u2
g − h
 ,
 h±c
0
 .
Les vecteurs propres sont distincts en tout point de Ω sauf aux points critiques qui sont les
points pour lesquels u = ±c. En ces points où les champs propres collapsent, un phénomène
de résonance se produit. On ne s’étendra pas plus sur ce phénomène et on renvoie le lecteur
par exemple à [79]. Le système est hyperbolique en dehors des points critiques. Notons que les
champs associés aux valeurs propres u± c sont vraiment non linéaires, alors que celui associé
à la valeur propre 0 est linéairement dégénéré, avec comme invariants de Riemann
hu,
u2
2
+ g(h + Z).
On s’intéresse maintenant aux états d’équilibre du système (4.3) qui sont les solutions de{
∂xhu = 0,
∂x
(
hu2 + gh2/2
)
= −gh∂xZ.
On peut intégrer ce système d’équations différentielles pour trouver la formulation explicite
des états d’équilibre : {
hu = constante,
u2
2 + g(h + Z) = constante.
89
CHAPITRE 4. SCHÉMAS WELL-BALANCED POUR DES SYSTÈMES AVEC TERME SOURCE
Dans cette étude, on se contente de préserver les états d’équilibre au repos, c’est-à-dire ceux
dont la vitesse est identiquement nulle. Ces états sont gouvernés par{
u ≡ 0,
∂x
h2
2 = −h∂xZ.
dont on déduit l’expression du lac au repos, qui est l’unique état d’équilibre au repos (à constante
près) pour le système de Saint-Venant :{
u ≡ 0,
h+ Z = constante,
(4.4)
Pour des raisons de simplicité dans le développement des méthodes numériques, il est utile
d’introduire la notion d’équilibre local. On pourrait se passer de cette notion dans le cas des
équations de Saint-Venant car les états d’équilibre admettent une formulation explicite. Elle
sera cependant essentielle pour le modèle de Ripa et pour les équations d’Euler avec gravité et
aﬁn de pouvoir traiter les trois systèmes de la même façon, on choisit d’introduire également
cette notion pour les équations de Saint-Venant.
Définition 4.1 (Équilibre local pour Saint-Venant). Deux états (wL, ZL) et (wR, ZR) sont dits à
l’équilibre local pour le système de Saint-Venant (4.3) si{
uL = uR = 0,
[h+ Z] = 0,
(4.5)
où l’on a introduit la notation [X] = XR −XL qui sera utilisée dans toute la suite.
Soulignons que la consistance de (4.5) avec (4.4) est immédiate.
4.1.2 Modèle de Ripa
Le modèle de Ripa est une extension du système de Saint-Venant qui permet de prendre en
compte des gradients horizontaux de température. Comme pour le système de Saint-Venant,
on retrouve comme inconnues la hauteur d’eau h(x, t) et la vitesse u(x, t), mais on a en plus la
température θ(x, t). En une dimension d’espace, le système de Ripa s’écrit
∂th+ ∂xhu = 0,
∂thu+ ∂x
(
hu2 + gh2θ/2
)
= −ghθ∂xZ,
∂thθ + ∂xhuθ = 0,
(4.6)
où Z(x) est une fonction régulière donnée représentant la topographie et g la constante de gra-
vité. Le vecteur des variables conservatives w = (h, hu, hθ)T appartient à l’ensemble convexe
des états admissibles
Ω = {w ∈ R3, h > 0, θ > 0}.
En utilisant le vecteur des grandeurs physiques U = (h, u, θ, Z)T , le système de Ripa se
réécrit sous la forme quasi-linéaire
∂tU +A(U)∂xU = 0,
où la matrice A(U) est donnée par
A(U) =

u h 0 0
gθ u gh/2 gθ
0 0 u 0
0 0 0 0
 .
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En notant la vitesse du son c =
√
ghθ, la matrice A(U) admet quatre valeurs propres :
0, u, u± c,
avec pour vecteurs propres respectifs
h
−u
0
u2
gθ − h
 ,

h
0
−2θ
0
 ,

h
±c
0
0
 .
Toutefois, pour les états vériﬁant u = ±c, la base de diagonalisation est perdue. Notons que
quand u = 0, la valeur propre 0 devient double, mais la matrice A(U) reste diagonalisable.
Par conséquent, le système est hyperbolique en tout point de Ω, sauf aux points pour lesquels
u = ±c. Les champs associés aux valeurs propres u ± c sont vraiment non linéaires, alors
que ceux associés aux valeurs propres 0 et u sont linéairement dégénérés. Les invariants de
Riemann sont pour l’onde 0 :
hu, θ, h+ Z +
u2
2gθ
et pour l’onde u :
u, Z, h2θ.
Les états d’équilibre pour le système de Ripa (4.6) sont solutions du système d’équations
différentielles 
∂xhu = 0,
∂x
(
hu2 + gh2θ/2
)
= −ghθ∂xZ,
∂xhuθ = 0.
Il y a alors deux possibilités :
• soit u ne s’annule pas et l’on peut obtenir l’expression explicite suivante :
hu = constante,
θ = constante,
u2
2 + gθ(h+ Z) = constante,
qui décrit les états d’équilibre en mouvement ;
• soit u est identiquement nulle et le système devient{
u ≡ 0,
∂x
(
h2θ/2
)
+ hθ∂xZ = 0.
(4.7)
Cette équation différentielle régit les états d’équilibre au repos et contrairement au sys-
tème de Saint-Venant, elle n’est pas intégrable. On ne peut donc pas obtenir d’expression
analytique de tous les états d’équilibre au repos. Toutefois, on note que deux états d’équi-
libres sont remarquables car ils vériﬁent une équation algébrique. En effet, si l’on impose
à θ d’être constante, alors on retrouve la solution dite du lac au repos :
u ≡ 0,
θ = constante,
h+ Z = constante.
(4.8)
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De même, si Z est constante, alors on a
u ≡ 0,
Z = constante,
h2θ = constante.
(4.9)
On signale que dans leur article [32], Chertock, Kurganov et Liu construisent un schéma
numérique pour le système de Ripa qui préserve les deux états d’équilibre (4.8) et (4.9). Dans
cette étude, l’objectif est de construire des schémas qui préservent tous les états d’équilibres
gouvernés par (4.7) et en particulier (4.8) et (4.9) de façon exacte.
Il reste à déﬁnir la notion d’équilibre local pour le système de Ripa. En fait, il s’agit d’une
discrétisation « à l’ordre un » de l’équation (4.7).
Définition 4.2 (Équilibre local pour Ripa). Deux états (wL, ZL) et (wR, ZR) sont dits à l’équilibre
local pour le système de Ripa (4.6) si{
uL = uR = 0,[
h2θ/2
]
+ h¯θ¯[Z] = 0,
(4.10)
où l’on a utilisé la notationX = (XL +XR)/2 qui sera utilisée dans toute la suite.
Pour justiﬁer que (4.10) est bien consistant avec l’équation différentielle (4.7), supposons
que wL = w(x) et wR = w(x+∆x), où w est une fonction régulière. De même, on suppose que
ZL = Z(x) et ZR = Z(x+∆x), avec Z une fonction régulière. L’équation (4.10) devient alors
h(x+∆x)2θ(x+∆x)
2
− h(x)
2θ(x)
2
+
h(x) + h(x+∆x)
2
θ(x) + θ(x+∆x)
2
(Z(x+∆x)− Z(x)) = 0
Un développement limité nous donne
∂x(h
2θ/2)(x) + h(x)θ(x)∂xZ(x) = O(∆x)
et l’équation (4.10) est bien une approximation locale à l’ordre un de l’équation différentielle
(4.7).
On remarque qu’avec la Déﬁnition 4.2, on retrouve l’état d’équilibre remarquable (4.8) si et
seulement si la moyenne h est déﬁnie comme la moyenne arithmétique entre hL et hR. En effet,
si θL = θR, la relation (4.10) se réécrit
uL = uR = 0,
θL = θR,
hL+hR
2 [h] + h[Z] = 0.
On en déduit alors [h] = −[Z], ce qui permet de retrouver (4.8). On retrouve également l’état
d’équilibre (4.9) quelque soit le choix des moyennes h et θ. En effet, si ZL = ZR, l’équation
(4.10) se réécrit 
uL = uR = 0,
ZL = ZR,
h2LθL = h
2
RθR.
On a choisit également de déﬁnir θ par la moyenne arithmétique de θL et θR.
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4.1.3 Équations d’Euler avec gravité
Les équations d’Euler avec gravité permettent de décrire la dynamique des ﬂuides non vis-
queux soumis à un champ de gravité que l’on supposera constant. Les inconnues présentes
dans le système sont la densité ρ(x, t), la vitesse u(x, t), l’énergie totale E(x, t) et la pression
p(x, t). L’énergie totale du système s’écrit
E = ρe+ ρu2/2,
où e désigne l’énergie interne. En une dimension d’espace, les équations d’Euler avec gravité
s’écrivent 
∂tρ+ ∂xρu = 0,
∂tρu+ ∂x
(
ρu2 + p
)
= −gρ,
∂tE + ∂x(u(E + p)) = −gρu,
(4.11)
où g est la constante de gravité. Pour fermer le système, on considère une équation d’état géné-
rale
p = p(ρ, e). (4.12)
Aﬁn d’assurer l’hyperbolicité, on suppose que la loi de pression vériﬁe
∂ρp+
p
ρ2
∂ep > 0.
On déﬁnit alors la vitesse du son par
c2 = ∂ρp+
p
ρ2
∂ep.
Le vecteur des variables conservatives w = (ρ, ρu,E)T appartient à l’ensemble convexe des
états admissibles
Ω =
{
w ∈ R3, ρ > 0, E − 1
2
ρu2 > 0
}
.
Pour pouvoir écrire le terme source sous la forme (4.1), on introduit la fonction Z(x) = x,
ce qui nous donne le système
∂tρ+ ∂xρu = 0,
∂tρu+ ∂x
(
ρu2 + p
)
= −gρ∂xZ,
∂tE + ∂x(u(E + p)) = −gρu∂xZ.
Le vecteur des grandeurs physiques est alors U = (ρ, u, p, Z)T et l’on peut réécrire les équations
d’Euler avec gravité sous la forme quasi-linéaire
∂tU +A(U)∂xU = 0,
où la matrice A(U) est donnée par
A(U) =

u ρ 0 0
0 u 1/ρ g
0 ρc2 u 0
0 0 0 0
 .
Cette matrice admet quatre valeurs propres :
0, u, u± c,
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avec pour vecteurs propres respectifs

ρ
−u
ρc2
u2−c2
g
 ,

1
0
0
0
 ,

ρ
±c
ρc2
0
 .
Les vecteurs propres sont distincts en tout point de Ω sauf aux points vériﬁant u = ±c pour
lesquels la base de diagonalisation est perdue. Notons que quand u = 0, la valeur propre 0
devient double, mais la matrice A(U) reste diagonalisable. Le système est donc hyperbolique
en tout point de Ω, sauf aux points pour lesquels u = ±c. Les champs associés aux valeurs
propres u ± c sont vraiment non linéaires, alors que ceux associés aux valeurs propres 0 et u
sont linéairement dégénérés.
Les états d’équilibre pour les équations d’Euler avec gravité sont décrits par le système
d’équations différentielles 
∂xρu = 0,
∂x(ρu
2 + p) = −gρ∂xZ,
∂xu(E + p) = −gρu∂xZ.
Ce système n’est pas intégrable et l’on se limite aux états d’équilibre au repos gouvernés par
l’équation {
u ≡ 0,
∂xp+ gρ∂xZ = 0.
(4.13)
Cette équation n’est pas non plus intégrable et l’on ne peut pas expliciter tous les états d’équi-
libre.
Il reste à déﬁnir la notion d’équilibre local qui correspond à une discrétisation « à l’ordre un
» de l’équation (4.13).
Définition 4.3 (Équilibre local pour Euler avec gravité). Deux états (wL, ZL) et (wR, ZR) sont
dits à l’équilibre local pour le système d’Euler avec gravité si{
uL = uR = 0,
[p] + gρ[Z] = 0.
(4.14)
De même que pour Ripa, on montre aisément la consistance de (4.14) avec (4.13). En effet,
supposons que wL = w(x), wR = w(x+∆x), ZL = Z(x) et ZR = Z(x+∆x), où w et Z sont des
fonctions régulières. L’équation (4.14) devient alors
p(x+∆x)− p(x) + gρ(x) + ρ(x+∆x)
2
(Z(x+∆x)− Z(x)) = 0.
Un développement limité nous donne
∂xp(x) + gρ(x)∂xZ(x) = O(∆x).
L’équation (4.14) est donc bien une approximation locale à l’ordre un de l’équation différentielle
(4.13).
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4.2 Schémas volumes finis pour des systèmes avec terme source
Les méthodes de volumes ﬁnis pour le système avec terme source (4.1) diffèrent légèrement
de celles introduites dans le Chapitre 1. Par soucis de complétude, on présente brièvement ces
méthodes qui sont des extensions des méthodes usuelles, sans terme source. On commence par
introduire le formalisme général des méthodes de volumes ﬁnis. Puis on déﬁnit les solveurs
de Riemann approchés et on étudie les schémas de type Godunov qui en résultent. Enﬁn, en
s’appuyant sur l’équilibre local qui a été déﬁni pour chaque modèle dans la Partie 4.1, on dé-
duit naturellement une notion globale de solution discrète stationnaire : une approximation de
la solution du système (4.1) est une solution discrète stationnaire constante par morceaux si
tous les couples d’états successifs sont à l’équilibre local. Un schéma est alors dit well-balanced
s’il préserve toutes les solutions discrètes stationnaires constantes par morceaux. Par ailleurs,
on souligne que cette nouvelle déﬁnition implique la préservation exacte des solutions station-
naires analytiques usuelles pour Saint-Venant et Ripa.
4.2.1 Présentation des méthodes de volumes finis pour des systèmes avec terme
source
On considère une discrétisation de l’espace R en une suite croissante de points (xi+1/2)i∈Z que
l’on suppose uniforme, c’est-à-dire xi+1/2 − xi−1/2 = ∆x, où∆x est le pas d’espace. On déﬁnit
alors les volumes de contrôleKi = [xi−1/2, xi+1/2[ et on note xi = (xi−1/2 + xi+1/2)/2 le milieu
de la cellule Ki. On discrétise également le temps en introduisant tn+1 = tn +∆t, où ∆t est le
pas de temps.
On introduit l’approximation suivante de la fonction Z :
Zi =
1
∆x
∫
Ki
Z(x)dx, ∀i ∈ Z.
Au temps tn, on note wni une approximation de la solution de (4.1) sur la cellule Ki. On adopte
la mise à jour au temps tn+1 par un schéma volumes ﬁnis donnée par
wn+1i = w
n
i −
∆t
∆x
(
Fni+1/2 − Fni−1/2
)
+
∆t
2
(
S(wni−1, w
n
i )
Zi − Zi−1
∆x
+ S(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
, (4.15)
où le ﬂux numérique est déﬁni par
Fni+1/2 = F
(
wni , Zi, w
n
i+1, Zi+1
)
. (4.16)
Ici, F : Ω × R × Ω × R → Rd désigne la fonction ﬂux numérique et S : Ω × Ω → Rd désigne
la fonction terme source numérique. La dépendance en Z dans le ﬂux numérique F n’est pas
naturelle et alourdit les notations. Elle est cependant indispensable aﬁn d’éviter les confusions
dans la suite. Formellement, Z participe à la viscosité relative au ﬂux numérique.
Le ﬂux numérique F est dit consistant avec f si
F (w,Z,w,Z) = f(w), ∀w ∈ Ω,∀Z ∈ R.
Le terme source numérique S est dit consistant avec s si
S(w,w) = s(w), ∀w ∈ Ω.
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Le schéma numérique (4.15) est alors consistant avec (4.1) si le ﬂux numérique F et le terme
source numérique S sont tous les deux consistants.
La présence du terme source ne change pas la déﬁnition de la robustesse du schéma : le
schéma (4.15) est dit robuste si
∀i ∈ Z, wni ∈ Ω ⇒ ∀i ∈ Z, wn+1i ∈ Ω.
On s’intéresse maintenant à une classe particulière de schémas volumes ﬁnis : les schémas
de type Godunov.
4.2.2 Schémas de type Godunov en présence d’un terme source
On considère le problème de Riemann
∂tw + ∂xf(w) = s(w)∂xZ,
w(x, 0) =
{
wL si x < 0,
wR si x > 0,
(4.17)
où la topographie Z est une fonction discontinue donnée de la forme suivante :
Z(x) =
{
ZL si x < 0,
ZR si x > 0.
(4.18)
On insiste sur le fait que le terme source s(w)∂xZ est présent dans le problème de Rie-
mann considéré, ce qui diffère de la présentation qui a été faite dans le Chapitre 1. On note
WR
(
x
t , wL, ZL, wR, ZR
)
la solution exacte du problème de Riemann (4.17)–(4.18) et on déﬁnit
λ±(wL, ZL, wR, ZR) la plus petite et la plus grande vitesse d’onde apparaissant dansWR.
La présence du terme source ne change pas la déﬁnition d’un solveur de Riemann approché,
mis à part qu’il dépendmaintenant de ZL et ZR. Pour être complet, on redonne la déﬁnition en
tenant compte de cette modiﬁcation.
Définition 4.4. On appelle solveur de Riemann approché pour le système (4.1) une fonction
W˜ : R×Ω× R× Ω× R→ Rd telle que :
(i) il existe des vitesses λ˜− < λ− et λ˜+ > λ+ telles que
W˜ (ξ, wL, ZL, wR, ZR) =

wL si ξ < λ˜−,
W˜ (ξ, wL, ZL, wR, ZR) si λ˜− < ξ < λ˜+,
wR si ξ > λ˜+.
(ii) si la condition CFL
∆t
∆x
max |λ˜±(wL, ZL, wR, ZR)| ≤ 1
2
(4.19)
est vériﬁée, alors
1
∆x
∫ ∆x/2
−∆x/2
W˜
( x
∆t
, wL, ZL, wR, ZR
)
dx =
1
∆x
∫ ∆x/2
−∆x/2
WR
( x
∆t
, wL, ZL, wR, ZR
)
dx.
(4.20)
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(iii) le solveur approché vériﬁe W˜ (ξ, w,Z,w,Z) = w pour tout ξ ∈ R, pour tout w ∈ Ω et pour
tout Z ∈ R.
On peut calculer la moyenne de la solution exacte du problème de Riemann. En effet, en
intégrant l’équation (4.17) sur le rectangle [−∆x/2,∆x/2] × [0×∆t], on trouve
1
∆x
∫ ∆x/2
−∆x/2
WR
( x
∆t
, wL, ZL, wR, ZR
)
dx =
1
2
(wL + wR)− ∆x
∆t
(f(wR)− f(wL))
+
1
∆x
∫ ∆x/2
−∆x/2
∫ ∆t
0
s
(
WR
(x
t
, wL, ZL, wR, ZR
))
∂xZ(x)dtdx.
La propriété (4.20) se réécrit alors de la façon suivante :
Lemme 4.5. Supposons que la condition CFL (4.19) est vériﬁée. Alors l’équation (4.20) est équivalente
à la consistance avec la forme intégrale :
1
∆x
∫ ∆x/2
−∆x/2
W˜
( x
∆t
, wL, ZL, wR, ZR
)
dx =
1
2
(wL + wR)− ∆t
∆x
(f(wR)− f(wL))
+
1
∆x
∫ ∆x/2
−∆x/2
∫ ∆t
0
s
(
WR
(x
t
, wL, ZL, wR, ZR
))
∂xZ(x)dtdx. (4.21)
En général, il n’est pas possible de calculer de façon exacte l’intégrale du terme source. On
introduit alors une approximation de cette intégrale :
1
∆x∆t
∫ ∆x/2
−∆x/2
∫ ∆t
0
s
(
WR
(x
t
, wL, ZL, wR, ZR
))
∂xZ(x)dtdx ≃ S(wL, wR) [Z]
∆x
. (4.22)
Cela nous donne une version approchée de (4.21) :
1
∆x
∫ ∆x/2
−∆x/2
W˜
( x
∆t
, wL, ZL, wR, ZR
)
dx =
1
2
(wL + wR)− ∆t
∆x
(f(wR)− f(wL))
+ ∆tS(wL, wR)
[Z]
∆x
. (4.23)
Par abus de langage, on appelle encore solveur de Riemann approché pour (4.17) une fonction
W˜ qui vériﬁe la Déﬁnition 4.4, dans laquelle on a remplacé l’équation (4.20) par (4.23).
Maintenant que l’on a déﬁni un solveur de Riemann approché, on construit un schéma de
type Godunov en suivant la procédure habituelle. Considérons une approximation de (4.1) au
temps tn :
W n∆x(x) = w
n
i , si x ∈ Ki = [xi−1/2, xi+1/2[.
On note
W∆x(x, t
n + t) = W˜
(
x− xi+1/2
t
, wni , Zi, w
n
i+1, Zi+1
)
, si x ∈ [xi, xi+1[,
la juxtaposition des solutions approchés des problèmes de Riemann. Pour éviter toute interac-
tion entre les solveurs approchés, on impose la condition CFL
∆t
∆x
max
i∈Z
|λ˜± (wni , Zi, wni+1, Zi+1) | ≤ 12 . (4.24)
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On déﬁnit alors la solution approchée au temps tn+1 en projetantW∆x sur l’espace des fonctions
constantes sur chaque Ki :
wn+1i =
1
∆x
∫
Ki
W∆x (x, t
n +∆t) dx,
que l’on peut réécrire
wn+1i =
1
∆x
∫ ∆x/2
0
W˜
( x
∆t
, wni−1, Zi−1, w
n
i , Zi
)
dx+
1
∆x
∫ 0
−∆x/2
W˜
( x
∆t
, wni , Zi, w
n
i+1, Zi+1
)
dx.
(4.25)
On dit que le schéma déﬁni par (4.25) est un schéma de type Godunov associé au solveur de
Riemann approché W˜ .
Un schéma de type Godunov peut s’écrire sous la forme d’un schéma volumes ﬁnis (4.15)–
(4.16).
Proposition 4.6. Sous la condition CFL (4.24), le schéma de type Godunov (4.25) peut s’écrire sous la
forme (4.15)–(4.16), où le ﬂux numérique est déﬁni par
F (wL, ZL, wR, ZR) =
1
2
(f(wL) + f(wR))
− ∆x
4∆t
(
wR − 2
∆x
∫ ∆x/2
0
W˜
( x
∆t
, wL, ZL, wR, ZR
)
dx
−wL + 2
∆x
∫ 0
−∆x/2
W˜
( x
∆t
, wL, ZL, wR, ZR
)
dx
)
(4.26)
et le terme source numérique vériﬁe (4.22). De plus le ﬂux numérique F est consistant avec f .
Notons qu’en l’absence de terme source, on retrouve la formulation symétrique du ﬂux
numérique (1.22) introduite dans le Chapitre 1.
La forme précise de la discrétisation du terme source sera donnée plus tard. Cependant,
remarquons dès à présent que la consistance d’un schéma de type Godunov (4.25) est vériﬁée
dès que la propriété suivante est établie :
S(w,w) = s(w), ∀w ∈ Ω.
Démonstration. Pour simpliﬁer les notations, on introduit
U−i+1/2 =
2
∆x
∫ 0
−∆x/2
W˜
( x
∆t
, wni , Zi, w
n
i+1, Zi+1
)
dx,
U+i+1/2 =
2
∆x
∫ ∆x/2
0
W˜
( x
∆t
, wni , Zi, w
n
i+1, Zi+1
)
dx.
On peut écrire (4.25) sous la forme
wn+1i =
1
∆x
∫ ∆x/2
−∆x/2
W˜
( x
∆t
, wni−1, Zi−1, w
n
i , Zi
)
dx+
1
2
(
U−i+1/2 − U−i−1/2
)
,
ce qui nous donne en utilisant la consistance avec la forme intégrale (4.23)
wn+1i =
1
2
(
wni−1 + w
n
i
)− ∆t
∆x
(
f (wni )− f
(
wni−1
))
+
1
2
(
U−i+1/2 − U−i−1/2
)
+∆tS(wni−1, w
n
i )
Zi − Zi−1
∆x
. (4.27)
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De la même façon, on a
wn+1i =
1
∆x
∫ ∆x/2
−∆x/2
W˜
( x
∆t
, wni , Zi, w
n
i+1, Zi+1
)
dx+
1
2
(
U+i−1/2 − U+i+1/2
)
,
dont on déduit grâce à la consistance avec la forme intégrale (4.23)
wn+1i =
1
2
(
wni + w
n
i+1
)− ∆t
∆x
(
f
(
wni+1
)− f (wni ))+ 12 (U+i−1/2 − U+i+1/2)
+∆tS(wni , w
n
i+1)
Zi+1 − Zi
∆x
. (4.28)
En faisant la demi-somme de (4.27) et (4.28), on obtient
wn+1i = w
n
i −
∆t
∆x
(
1
2
(f(wni ) + f(w
n
i+1)−
∆x
4∆t
(
wni+1 − U+i+1/2 − wni + U−i+1/2
)
−1
2
(f(wni−1) + f(w
n
i )) +
∆x
4∆t
(
wni − U+i−1/2 − wni−1 + U−i−1/2
))
+
∆t
2
(
S(wni−1, w
n
i )
Zi − Zi−1
∆x
+ S(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
.
En déﬁnissant le ﬂux numérique F par (4.26), on obtient exactement le schéma (4.15).
Par ailleurs, en utilisant l’hypothèse (iii) de la déﬁnition 4.4, on voit aisément que le ﬂux
numérique F déﬁni par (4.26) est consistant.
Le lemme qui suit donne une condition simple pour qu’un schéma de type Godunov soit
robuste.
Lemme 4.7. Supposons que la condition CFL (4.24) est vériﬁée. Si pour tous wL et wR dans Ω et pour
tous ZL et ZR dans R, le solveur de Riemann approché W˜ (ξ, wL, ZL, wR, ZR) est à valeurs dans Ω,
pour tout ξ ∈ R, alors le schéma de type Godunov associé à W˜ est robuste.
Démonstration. Le schéma de type Godunov associé à W˜ est déﬁni par (4.25) qui est la moyenne
d’une fonction à valeurs dans Ω. L’ensemble Ω étant supposé convexe, wn+1i reste donc dans
Ω.
4.2.3 Solutions discrètes stationnaires et schémas well-balanced
Pour les trois systèmes étudiés, on a déﬁni une notion d’équilibre local entre deux états. On dé-
ﬁnit maintenant une notion globale de solution discrète stationnaire. Cela consiste à demander
que tous les couples d’états consécutifs soient à l’équilibre local.
Définition 4.8 (Solution discrète stationnaire constante par morceaux). Si ∀i ∈ Z, les états
(wni , Zi) et (w
n
i+1, Zi+1) sont à l’équilibre local (Déﬁnitions 4.1, 4.2 ou 4.3 selon le système consi-
déré), alors on dit que l’approximation (wni )i∈Z déﬁnit une solution discrète stationnaire constante
par morceaux.
Dans le cas du système de Ripa (4.2) ou des équations d’Euler avec gravité (4.3), cette déﬁ-
nition revient à demander que (wni )i∈Z soit une approximation consistante de l’équation diffé-
rentielle (4.7) ou (4.13), respectivement. La déﬁnition de schéma d’ordre un well-balanced est
alors naturelle.
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Définition 4.9 (Schéma d’ordre un well-balanced). Le schéma (4.15) est dit well-balanced si
pour toute solution discrète stationnaire constante par morceaux (wni )i∈Z, le schéma vériﬁe
∀i ∈ Z, wn+1i = wni .
Il est clair que la déﬁnition usuelle des schémas well-balanced pour Saint-Venant entre tri-
vialement dans cette généralisation. En fait, la déﬁnition 4.9 permet d’étendre la notion well-
balanced pour des systèmes dont les états d’équilibre recherchés ne sont pas naturellement
donnés par des relations algébriques.
Il reste à trouver une condition simple pour qu’un schéma de type Godunov soit well-
balanced. On commence par déﬁnir un solveur de Riemann approché well-balanced.
Définition 4.10 (Solveur de Riemann approché well-balanced). Soit W˜ (ξ, wL, ZL, wR, ZR) un
solveur de Riemann approché. Celui-ci est dit well-balanced si pour tous états (wL, ZL) et
(wR, ZR) à l’équilibre local (Déﬁnitions 4.1, 4.2 ou 4.3 selon le système considéré), le solveur
de Riemann vériﬁe
W˜ (ξ, wL, ZL, wR, ZR) =
{
wL si ξ < 0,
wR si ξ > 0.
En d’autres termes, si la donnée initiale est à l’équilibre local, alors le solveur de Riemann
approché doit exactement préserver cet équilibre local.
On a alors la proposition suivante :
Proposition 4.11. Soit W˜ un solveur de Riemann approché well-balanced. Alors le schéma de type
Godunov associé à W˜ est well-balanced.
Démonstration. Le schéma de type Godunov associé au solveur W˜ est déﬁni par (4.25). Sup-
posons que (wni )i∈Z est une solution discrète stationnaire constante par morceaux. Alors les
états (wni−1, Zi−1) et (w
n
i , Zi) d’une part et les états (w
n
i , Zi) et (w
n
i+1, Zi+1) d’autre part sont à
l’équilibre local. Puisque le solveur de Riemann approché est well-balanced, on a
W˜
( x
∆t
, wni−1, Zi−1, w
n
i , Zi
)
= wni , ∀x ∈ [0,∆x/2]
et
W˜
( x
∆t
, wni , Zi, w
n
i+1, Zi+1
)
= wni , ∀x ∈ [−∆x/2, 0].
On en déduit immédiatement wn+1i = w
n
i . Le schéma de type Godunov associé à W˜ est donc
bien well-balanced.
L’objectif est maintenant de construire des solveurs de Riemann approchés qui soient well-
balanced.
4.3 Construction de solveurs simples de Riemann well-balanced
Dans cette partie, on construit des solveurs de Riemann approchés well-balanced en suivant
le formalisme HLL [64]. On va de plus se concentrer sur des solveurs simples (voir Gallice
[52, 53] et Chalons [29]), c’est-à-dire constitués deN états intermédiaires constants (voir Figure
4.1). Les états intermédiaires sont des inconnues et il faut déterminer un nombre égal d’équa-
tions. Ces équations doivent assurer que le solveur de Riemann vériﬁe la consistance avec la
forme intégrale et qu’il est well-balanced. De plus, il est souhaitable que le système d’équations
obtenu soit sufﬁsamment simple pour que sa résolution reste à un coût de calcul raisonnable.
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wL
w∗1 w
∗
N
wR
FIGURE 4.1 – Solveur de Riemann simple
Dans un premier temps, on développe un solveur de Riemann approché pour le système
de Ripa pour obtenir un schéma well-balanced robuste. Cependant, malgré la simplicité de
cette approche, le solveur obtenu pour Ripa ne pourra pas être directement étendu pour les
équations d’Euler avec gravité. On introduit alors une modiﬁcation du solveur pour Ripa qui
rend possible l’extension aux équations d’Euler.
4.3.1 Un premier schéma well-balanced pour le système de Ripa
On considère ici le système de Ripa (4.6) pour lequel on développe un solveur de Riemann
approché well-balanced suivant la Déﬁnition 4.10.
Le solveur de Riemann
Suivant l’étude du système de Ripa présentée dans la partie précédente, on considère un sol-
veur de Riemann approché W˜ (ξ, wL, ZL, wR, ZR) simple contenant quatre ondes de vitesse λL,
0, û et λR séparant trois états intermédiaires constants w∗L, w
∗
0 et w
∗
R. On choisit les vitesses
d’onde de manière à avoir λL < 0 < λR et λL < û < λR. Par contre, la vitesse û qui sera déﬁnie
plus tard peut être positive ou négative (voir Figure 4.2).
λL 0 û
λR
wL
wR
w∗L w
∗
0
w∗R
λL
û 0 λR
wL
wR
w∗L
w∗0 w∗R
FIGURE 4.2 – Solveur de Riemann simple pour le système de Ripa. Gauche : cas û > 0. Droite :
cas û < 0
Dans un premier temps, on remarque que le système de Ripa transporte simplement la
température θ à la vitesse du ﬂuide u. En effet, le système (4.6) nous donne aisément l’équation
∂tθ + u∂xθ = 0.
Par conséquent, il est naturel de ﬁxer les inconnues en θ de la façon suivante :
θ∗L = θL, θ
∗
R = θR, θ
∗
0 =
{
θL, si û > 0,
θR, si û < 0,
où û est une approximation correcte de la vitesse u que l’on détaillera plus tard.
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D’autre part, aﬁn de simpliﬁer le problème, on choisit de considérer h et u constants à
travers l’onde de vitesse û. Il y a donc deux valeurs inconnues de h,
h∗L pour λL <
x
t
< 0,
h∗R pour 0 <
x
t
< λR,
et deux valeurs inconnues de u,
u∗L pour λL <
x
t
< 0,
u∗R pour 0 <
x
t
< λR.
Il nous faut donc quatre équations supplémentaires (voir Figure 4.3).
λL 0 û
λR
hL uL
θL
h∗L u
∗
L
θL
h∗R u
∗
R
θL
h∗R u
∗
R
θR
hR uR
θR
λL
û 0 λR
hL uL
θL
h∗L u
∗
L
θL
h∗L u
∗
L
θR
h∗R u
∗
R
θR
hR uR
θR
FIGURE 4.3 – Inconnues dans le solveur de Riemann simple pour le système de Ripa. Gauche :
cas û > 0. Droite : cas û < 0
Les deux première équations nous sont fournies par la déﬁnition 4.4 d’un solveur de Rie-
mann approché. En effet, sous la condition CFL
∆t
∆x
max(|λL|, |λR|) ≤ 1
2
, (4.29)
le solveur W˜ doit vériﬁer
1
∆x
∫ ∆x/2
−∆x/2
W˜
( x
∆t
, wL, ZL, wR, ZR
)
dx =
1
∆x
∫ ∆x/2
−∆x/2
WR
( x
∆t
, wL, ZL, wR, ZR
)
dx, (4.30)
oùWR est la solution exacte du problème de Riemann pour (4.6). D’après le Lemme 4.5, puis-
qu’il n’y a pas de terme source dans l’équation en h, on obtient directement
1
∆x
∫ ∆x/2
−∆x/2
h˜
( x
∆t
, wL, ZL, wR, ZR
)
dx = h− ∆t
∆x
[hu]. (4.31)
Concernant la quantité de mouvement hu, le Lemme 4.5 nous donne
1
∆x
∫ ∆x/2
−∆x/2
h˜u
( x
∆t
, wL, ZL, wR, ZR
)
dx = hu− ∆t
∆x
[
hu2 + gh2θ/2
]
− g
∆x
∫ ∆x/2
−∆x/2
∫ ∆t
0
(hθ)R
(x
t
, wL, ZL, wR, ZR
)
∂xZdtdx. (4.32)
De plus, on a aisément
1
∆x
∫ ∆x/2
−∆x/2
h˜
( x
∆t
, wL, ZL, wR, ZR
)
dx =
(
1
2
+ λL∆t
)
hL − λL∆th∗L + λR∆th∗R
+
(
1
2
− λR∆t
)
hR, (4.33)
102
4.3. Construction de solveurs simples de Riemann well-balanced
1
∆x
∫ ∆x/2
−∆x/2
h˜u
( x
∆t
, wL, ZL, wR, ZR
)
dx =
(
1
2
+ λL∆t
)
hLuL − λL∆th∗Lu∗L + λR∆th∗Ru∗R
+
(
1
2
− λR∆t
)
hRuR. (4.34)
De l’égalité entre (4.31) et (4.33) d’une part et entre (4.32) et (4.34) d’autre part, il résulte les
deux relations suivantes :
λL(hL − h∗L) + λR(h∗R − hR) = − [hu] , (4.35)
λL (hLuL − h∗Lu∗L) + λR (h∗Ru∗R − hRuR) = −
[
hu2 + gh2θ/2
]
− g
∆t
∫ ∆x/2
−∆x/2
∫ ∆t
0
(hθ)R
(x
t
, wL, ZL, wR, ZR
)
∂xZdtdx. (4.36)
Comme mentionné dans la Partie 4.2.2, il est difﬁcile de calculer exactement l’intégrale du
terme source et l’on va utiliser une approximation. On montre qu’une fois la déﬁnition des
états stationnaires choisie, il n’y a qu’une seule approximation de cette intégrale qui permette
d’obtenir un solveur well-balanced. En effet, supposons momentanément que le solveur soit
well-balanced et considérons deux états (wL, ZL) et (wR, ZR) à l’équilibre local. Nous avons
donc uL = uR = 0 et puisque le solveur est supposé well-balanced, u∗L = u
∗
R = 0, h
∗
L = hL et
h∗R = hR. L’équation (4.36) nous donne alors
g
∆t
∫ ∆x/2
−∆x/2
∫ ∆t
0
(hθ)R
(x
t
, wL, ZL, wR, ZR
)
∂xZdtdx = −
[
gh2θ/2
]
.
De plus, puisque (wL, ZL) et (wR, ZR) vériﬁent l’équilibre local (4.10), on a[
h2θ/2
]
= −h¯θ¯[Z].
On en déduit
1
∆t
∫ ∆x/2
−∆x/2
∫ ∆t
0
(hθ)R
(x
t
, wL, ZL, wR, ZR
)
∂xZdtdx = h¯θ¯[Z].
Cette relation est une égalité uniquement dans le cas où le solveur est supposé well-balanced et
pour des états (wL, ZL) et (wR, ZR) à l’équilibre local. Dans le cas général, il est par conséquent
naturel d’approcher l’intégrale du terme source de la façon suivante :
1
∆t
∫ ∆x/2
−∆x/2
∫ ∆t
0
(hθ)R
(x
t
, wL, ZL, wR, ZR
)
∂xZdtdx ≈ h¯θ¯[Z]. (4.37)
Notons que cela revient à déﬁnir le terme source numérique
Shu(wL, wR) = −gh¯θ¯ (4.38)
et à adopter la consistance approchée (4.23). On a immédiatement
Shu(w,w) = −ghθ
= shu(w),
ce qui montre la consistance du terme source numérique.
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Aﬁn de déterminer les quatre inconnues h∗L, h
∗
R, u
∗
L et u
∗
R du solveur de Riemann, il manque
encore deux équations. On propose tout d’abord de préserver la continuité de l’invariant de
Riemann hu à travers l’onde de vitesse 0, ce qui donne l’équation
h∗Lu
∗
L = h
∗
Ru
∗
R. (4.39)
Enﬁn pour la dernière équation, on adopte une version « linéarisée » de la déﬁnition de l’équi-
libre local (4.10) :
hRh
∗
RθR
2
− hLh
∗
LθL
2
+ h¯θ¯[Z] = 0. (4.40)
Cette dernière équation participe à assurer le caractère well-balanced du solveur. D’autres choix
pourraient être faits, comme par exemple la version non linéarisée qui mènerait également à
un solveur well-balanced, mais le système d’équations obtenu serait alors non linéaire et par
conséquent beaucoup plus délicat à résoudre.
Pour simpliﬁer les notations, on introduit les états intermédiaires du solveur HLL ([64])
hHLL =
λRhR − λLhL
λR − λL −
1
λR − λL [hu] (4.41)
et
qHLL =
λRhRuR − λLhLuL
λR − λL −
1
λR − λL
[
hu2 + gh2θ/2
]
. (4.42)
On obtient alors le système composé des quatre équations (4.35), (4.36), (4.39), (4.40) qui se
réécrit de la façon suivante :
λRh
∗
R − λLh∗L
λR − λL = h
HLL, (4.43)
λRh
∗
Ru
∗
R − λLh∗Lu∗L
λR − λL = q
HLL − g
λR − λL h¯θ¯[Z], (4.44)
h∗Lu
∗
L = h
∗
Ru
∗
R, (4.45)
hRh
∗
RθR
2
− hLh
∗
LθL
2
+ h¯θ¯[Z] = 0. (4.46)
On introduit le moment intermédiaire
q∗ = h∗Lu
∗
L = h
∗
Ru
∗
R.
On peut alors déterminer l’expression de q∗ directement à partir de l’équation (4.44) :
q∗ = qHLL − g
λR − λL h¯θ¯[Z]. (4.47)
D’autre part, les équations (4.43) et (4.46) forment un système linéaire à deux inconnues qui
nous donne
h∗L =
(λR − λL)θRhRhHLL + 2λRh¯θ¯[Z]
θLhLλR − θRhRλL , (4.48)
h∗R =
(λR − λL)θLhLhHLL + 2λLh¯θ¯[Z]
θLhLλR − θRhRλL . (4.49)
On en déduit alors les vitesses intermédiaires par
u∗L =
q∗
h∗L
et u∗R =
q∗
h∗R
.
Pour compléter le solveur de Riemann approché il reste à déterminer la vitesse de l’onde
centrale û. Remarquons que l’on n’a pas encore assuré la consistance pour hθ et cette propriété
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va permettre de déterminer û. Puisque l’équation en hθ ne contient pas de terme source, la
consistance avec la forme intégrale s’écrit, d’après le Lemme 4.5,
1
∆x
∫ ∆x/2
−∆x/2
h˜θ
( x
∆t
, wL, ZL, wR, ZR
)
dx = hθ − ∆t
∆x
[huθ].
Supposons dans un premier temps que û > 0. Alors la moyenne en hθ du solveur approché est
1
∆x
∫ ∆x/2
−∆x/2
W˜ hθ
( x
∆t
, wL, ZL, wR, ZR
)
dx =
(
1
2
− λL ∆t
∆x
)
hLθL − λL ∆t
∆x
h∗LθL + û
∆t
∆x
h∗RθL
+ (λR − û) ∆t
∆x
h∗RθR +
(
1
2
− λR ∆t
∆x
)
hRθR.
Des deux dernières équations, on déduit la relation suivante :
hRuRθR − hLuLθL = λRθR(hR − h∗R) + λLθL(h∗L − hL) + ûh∗R(θR − θL). (4.50)
En utilisant l’équation (4.35), on trouve
û =
hLuL + λL(h
∗
L − hL)
h∗R
.
Un calcul similaire montre que si û < 0, alors
û =
hLuL + λL(h
∗
L − hL)
h∗L
.
En supposant que les hauteurs intermédiaires h∗L et h
∗
R sont strictement positives (ce qui sera
montré plus tard), alors û est déﬁnie par
û =

hLuL + λL(h
∗
L − hL)
h∗R
, si hLuL + λL(h∗L − hL) > 0,
hLuL + λL(h
∗
L − hL)
h∗L
, sinon.
(4.51)
Le solveur de Riemann approché W˜ (ξ, wL, ZL, wR, ZR) est donc entièrement déterminé.
Le schéma complet
On suppose connue une approximation de la solution au temps tn constante par morceaux :
W∆x(x) = w
n
i , si x ∈ Ki.
On rappelle que pour un schéma de type Godunov, la mise à jour est donnée par (4.25). Pour les
composantes gouvernées par des équations sans terme source (h et hθ), d’après la Proposition
1.6, le schéma se réécrit sous forme conservative
hn+1i = h
n
i −
∆t
∆x
(
F h
(
wni , Zi, w
n
i+1, Zi+1
)− F h (wni−1, Zi−1, wni , Zi)) ,
(hθ)n+1i = (hθ)
n
i −
∆t
∆x
(
F hθ
(
wni , Zi, w
n
i+1, Zi+1
)− F hθ (wni−1, Zi−1, wni , Zi)) ,
où les ﬂux numériques F h et F hθ sont déﬁnis par
F h(wL, ZL, wR, ZR) = f
h(wL) +
∆x
2∆t
hL − 1
∆t
∫ 0
−∆x/2
h˜
( x
∆t
, wL, ZL, wR, ZR
)
dx, (4.52)
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F hθ(wL, ZL, wR, ZR) = f
hθ(wL) +
∆x
2∆t
hLθL − 1
∆t
∫ 0
−∆x/2
h˜θ
( x
∆t
, wL, ZL, wR, ZR
)
dx. (4.53)
On déduit de l’équation (4.52) la formulation suivante du ﬂux en h :
F h(wL, ZL, wR, ZR) = hLuL +
∆x
2∆t
hL −
(
∆x
2∆t
+ λL
)
hL + λLh
∗
L
= hLuL + λL(h
∗
L − hL). (4.54)
Pour calculer le ﬂux en hθ, remarquons que le signe de û est le même que le signe de
F h(wL, ZL, wR, ZR) (toujours en supposant que h∗L > 0 et h
∗
R > 0). Si F
h(wL, ZL, wR, ZR) > 0,
on déduit de (4.53) que le ﬂux en hθ s’écrit :
F hθ(wL, ZL, wR, ZR) = hLuLθL +
∆x
2∆t
hLθL −
(
∆x
2∆t
+ λL
)
hLθL + λLh
∗
LθL
= θLF
h(wL, ZL, wR, ZR).
De même, si F h(wL, ZL, wR, ZR) < 0, en utilisant la déﬁnition (4.51), on a
F hθ(wL, ZL, wR, ZR) = hLuLθL +
∆x
2∆t
hLθL −
(
∆x
2∆t
+ λL
)
hLθL + (λL − û)h∗LθL + ûh∗LθR
= θLF
h(wL, ZL, wR, ZR) + ûh
∗
L(θR − θL)
= θRF
h(wL, ZL, wR, ZR).
On introduit la notation
θLR =
{
θL si F h(wL, ZL, wR, ZR) > 0,
θR si F h(wL, ZL, wR, ZR) < 0.
Le ﬂux en hθ se réécrit alors sous la forme :
F hθ(wL, ZL, wR, ZR) = θLRF
h(wL, ZL, wR, ZR). (4.55)
Concernant hu, la présence du terme source nous oblige à utiliser la formulation (4.15)–
(4.16). En utilisant la Proposition 4.6, on peut écrire le ﬂux numérique sous la forme
F hu(wL, ZL, wR, ZR) = hu2 + gh2θ/2
− ∆x
4∆t
(
hRuR − 2
∆x
∫ ∆x/2
0
h˜u
( x
∆t
, wL, ZL, wR, ZR
)
dx
−hLuL + 2
∆x
∫ 0
−∆x/2
h˜u
( x
∆t
, wL, ZL, wR, ZR
)
dx
)
Un calcul immédiat donne
2
∆x
∫ ∆x/2
0
h˜u
( x
∆t
, wL, ZL, wR, ZR
)
dx = 2λR
∆t
∆x
q∗ +
(
1− 2λR ∆t
∆x
)
hRuR,
2
∆x
∫ 0
−∆x/2
h˜u
( x
∆t
, wL, ZL, wR, ZR
)
dx =
(
1 + 2λL
∆t
∆x
)
hLuL − 2λL ∆t
∆x
q∗.
On déduit des trois dernières équations
F hu(wL, ZL, wR, ZR) = hu2 + gh2θ/2 +
λL
2
(q∗ − hLuL) + λR
2
(q∗ − hRuR). (4.56)
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On peut donc écrire le schéma complet :
hn+1i = h
n
i −
∆t
∆x
(
F hi+1/2 − F hi−1/2
)
,
hn+1i u
n+1
i = h
n
i u
n
i −
∆t
∆x
(
F hui+1/2 − F hui−1/2
)
+
∆t
2
(
Shu(wni−1, w
n
i )
Zi − Zi−1
∆x
+ Shu(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
,
hn+1i θ
n+1
i = h
n
i θ
n
i −
∆t
∆x
(
θni+1/2F
h
i+1/2 − θni+1/2F hi−1/2
)
,
(4.57)
où l’on a posé
Fi+1/2 = F (w
n
i , Zi, w
n
i+1, Zi+1).
Les composantes du ﬂux numérique sont déﬁnies par (4.54) pour h et par (4.56) pour hu. Le
terme source numérique est déﬁni par (4.38) et l’on a introduit
θni+1/2 =
{
θni si F
h(wni , w
n
i+1) > 0,
θni+1 si F
h(wni , w
n
i+1) < 0.
Propriétés du schéma
On commence par établir que le schéma est well-balanced.
Proposition 4.12. Le schéma numérique (4.57) est well-balanced, c’est-à-dire que si ∀i ∈ Z on a
uni = 0 et
(hni+1)
2θni+1
2
− (h
n
i )
2θni
2
+
hni + h
n
i+1
2
θni + θ
n
i+1
2
(Zi+1 − Zi) = 0,
alors wn+1i = w
n
i , ∀i ∈ Z.
Démonstration. D’après le Lemme 4.11, il sufﬁt demontrer que le solveur de Riemann approché
W˜ est well-balanced. On considère deux états (wL, ZL) et (wR, ZR) à l’équilibre local déﬁni par
(4.10). D’après (4.41), on a
hHLL =
λRhR − λLhL
λR − λL .
En utilisant (4.48), on en déduit
h∗L =
θRhR(λRhR − λLhL) + 2λRh¯θ¯[Z]
λRθLhL − λLθRhR .
En utilisant la déﬁnition de l’équilibre local, on trouve
h∗L =
θRhR(λRhR − λLhL) + λR
(
h2LθL − h2RθR
)
λRθLhL − λLθRhR
= hL.
De même, on trouve h∗R = hR. D’autre part, en utilisant la déﬁnition (4.42) de q
HLL, on a
qHLL =
g
2(λR − λL)
(
h2LθL − h2RθR
)
.
La déﬁnition (4.47) et l’équilibre local permettent de conclure que q∗ = 0. On en déduit que
u∗L = u
∗
R = 0. Enﬁn, concernant θ, il sufﬁt de montrer que û = 0, ce qui est le cas puisque
F h(wL, ZL, wR, ZR) = 0 d’après (4.54).
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Remarque. On souligne que le schéma (4.57) préserve en particulier les états d’équilibres remar-
quables (4.8) et (4.9) de façon exacte.
On s’intéresse maintenant à la robustesse du schéma.
Proposition 4.13. Supposons que ∀i ∈ Z, on choisit λRi+1/2 − λLi−1/2 sufﬁsamment grand pour que
l’état intermédiaire du solveur HLL, déﬁni par (4.41) soit dans Ω. On suppose également que ∀i ∈ Z, on
a :
• si Zi+1 − Zi > 0, alors
∣∣∣∣λRi+1/2λL
i+1/2
∣∣∣∣ est sufﬁsamment grand ;
• si Zi+1 − Zi < 0, alors
∣∣∣∣λLi+1/2λR
i+1/2
∣∣∣∣ est sufﬁsamment grand.
Alors le schéma (4.57) est robuste, c’est-à-dire
∀i ∈ Z, wni ∈ Ω ⇒ ∀i ∈ Z, wn+1i ∈ Ω.
Démonstration. D’après le Lemme 4.7, la robustesse peut être montrée localement pour chaque
solveur de Riemann approché. La température des états intermédiaires apparaissant dans le
solveur de Riemann approché est soit θL, soit θR, qui sont tous les deux positifs par hypothèse.
Il sufﬁt donc de montrer que h∗L et h
∗
R sont strictement positifs. On peut réécrire ces états inter-
médiaires sous la forme suivante :
h∗L =
(λR − λL)θRhR
θLhLλR − θRhRλLh
HLL +
2h¯θ¯[Z]
θLhL + θRhR
∣∣∣λLλR ∣∣∣ ,
h∗R =
(λR − λL)θLhL
θLhLλR − θRhRλLh
HLL − 2h¯θ¯[Z]
θRhR + θLhL
∣∣∣λRλL ∣∣∣ .
Par hypothèse, on a hHLL > 0, donc le premier terme des deux égalités précédentes est stricte-
ment positif.
Si [Z] > 0, alors on a immédiatement h∗L > 0. De plus, on a
2h¯θ¯[Z]
θRhR + θLhL
∣∣∣λRλL ∣∣∣ → 0 quand
∣∣∣∣λRλL
∣∣∣∣→ +∞.
Donc pour
∣∣∣λRλL ∣∣∣ sufﬁsamment grand, h∗R est également strictement positif.
De la même façon, si [Z] < 0, alors on a h∗R > 0 et
2h¯θ¯[Z]
θLhL + θRhR
∣∣∣λLλR ∣∣∣ → 0 quand
∣∣∣∣λLλR
∣∣∣∣→ +∞.
Donc pour
∣∣∣λLλR ∣∣∣ sufﬁsamment grand, h∗L est également strictement positif.
Conclusion
On a construit un schéma numérique well-balanced et robuste pour le système de Ripa. Cepen-
dant, la condition sur les vitesses d’ondes permettant d’assurer la robustesse ne nous donne
pas explicitement ces vitesses. On est donc amenés à choisir des vitesses éventuellement très
grandes qui peuvent rendre le schéma trop diffusif. D’autre part, il n’est pas simple d’étendre
directement cette approche au système d’Euler avec gravité. On va maintenant modiﬁer le sol-
veur que nous venons de construire pour permettre l’extension aux équations d’Euler avec
gravité.
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4.3.2 Un deuxième schéma well-balanced pour Ripa
L’idée ici est d’essayer de gagner un degré de liberté dans la dérivation du solveur de Riemann
approché. Pour cela, on souhaite ne pas faire intervenir l’équation (4.40) obtenue par une linéa-
risation ad hoc de l’équilibre local. Celle-ci pourra alors être réintroduite pour l’extension aux
équations d’Euler avec gravité dans la partie suivante.
Le solveur de Riemann
On considère un solveur de Riemann approché W˜ (ξ, wL, ZL, wR, ZR) de la même forme que
précédemment (voir Figure 4.2). Les inconnues en θ sont ﬁxées de la manière suivante :
θ∗L = θL, θ
∗
R = θR, θ
∗
0 =
{
θL, si û > 0,
θR, si û < 0,
où û est une approximation correcte de la vitesse u que l’on détaillera plus tard. On considère
h et u constants à travers l’onde de vitesse û. On a donc quatre inconnues h∗L, h
∗
R, u
∗
L et u
∗
R dans
le solveur de Riemann qui sont les mêmes que pour le solveur précédent (voir Figure 4.3) et on
cherche donc quatre équations.
À la place de l’équation (4.43), on utilise la relation de saut de Rankine-Hugoniot pour
l’équation sur h à travers chacune des trois ondes λL, 0 et λR. Cela nous donne les trois équa-
tions suivantes :
h∗Lu
∗
L − hLuL = λL (h∗L − hL) , (4.58)
h∗Ru
∗
R = h
∗
Lu
∗
L, (4.59)
hRuR − h∗Ru∗R = λR (hR − h∗R) . (4.60)
Pour l’équation manquante, on conserve l’équation provenant de la consistance avec la forme
intégrale (4.23) pour hu :
λRh
∗
Ru
∗
R − λLh∗Lu∗L
λR − λL = q
HLL − g
λR − λL h¯θ¯[Z]. (4.61)
En considérant l’équation (4.61), on a implicitement déﬁni le terme source numérique par
Shu(wL, wR) = −gh¯θ¯. (4.62)
On constate immédiatement que le terme source numérique S est consistant avec s.
Le premier solveur que l’on a construit était naturellement consistant avec la forme intégrale
par le choix des équations. Pour ce solveur, il nous faut vériﬁer cette propriété.
Proposition 4.14. Si le solveur de Riemann approché W˜ vériﬁe les équations (4.58), (4.59), (4.60) et
(4.61) et que la vitesse û est déﬁnie par
û =

hLuL + λL(h
∗
L − hL)
h∗R
, si hLuL + λL(h∗L − hL) > 0,
hLuL + λL(h
∗
L − hL)
h∗L
, si hLuL + λL(h∗L − hL) < 0,
(4.63)
alors W˜ vériﬁe la consistance avec la forme intégrale (4.23).
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Démonstration. La consistance en hu coïncide exactement avec l’équation (4.61). De plus, le
choix de û permet exactement d’obtenir la relation de consistance en hθ donnée par (4.50).
Il reste à montrer la consistance en h. On a
1
∆x
∫ ∆x/2
−∆x/2
h˜
( x
∆t
, wL, wR
)
dx =
(
1
2
+ λL
∆t
∆x
)
hL − λL ∆t
∆x
h∗L + λR
∆t
∆x
h∗R
+
(
1
2
− λR ∆t
∆x
)
hR
= h− ∆t
∆x
(λR (hR − h∗R) + λL (h∗L − hL)) .
Les équations (4.58), (4.59) et (4.60) impliquent la séquence d’égalités suivante :
λR (hR − h∗R) + λL (h∗L − hL) = hRuR − h∗Ru∗R + h∗Lu∗L − hLuL
= [hu].
Il en résulte immédiatement la consistance en h attendue.
Résolution du système et schéma complet
Dans un premier temps, on résout le système donné par les équations (4.58), (4.59), (4.60) et
(4.61) aﬁn de déterminer complètement les états intermédiaires du solveur de Riemann appro-
ché. La résolution de q∗ = h∗Lu
∗
L = h
∗
Ru
∗
R est la même que pour le schéma précédent et, en
utilisant (4.61), on trouve
q∗ = qHLL − g
λR − λL h¯θ¯[Z].
Les équations (4.58) et (4.60) nous donnent alors
h∗L = hL +
1
λL
(q∗ − hLuL) , (4.64)
h∗R = hR +
1
λR
(q∗ − hRuR) . (4.65)
On en déduit simplement les vitesses
u∗L =
q∗
h∗L
et u∗R =
q∗
h∗R
.
En suivant la même procédure que pour le schéma précédent, on peut écrire le schéma
complet sous la forme
hn+1i = h
n
i −
∆t
∆x
(
F hi+1/2 − F hi−1/2
)
,
hn+1i u
n+1
i = h
n
i u
n
i −
∆t
∆x
(
F hui+1/2 − F hui−1/2
)
+∆t
(
Shu
(
wni−1, w
n
i
) Zi − Zi−1
∆x
+ Shu
(
wni , w
n
i+1
) Zi+1 − Zi
∆x
)
,
hn+1i θ
n+1
i = h
n
i θ
n
i −
∆t
∆x
(
θni+1/2F
h
i+1/2 − θni+1/2F hi−1/2
)
,
(4.66)
où l’on a posé
Fi+1/2 = F (wL, ZL, wR, ZL).
110
4.3. Construction de solveurs simples de Riemann well-balanced
Les composantes du ﬂux numérique sont déﬁnies par
F h(wL, ZL, wR, ZL) = hLuL + λL(h
∗
L − hL),
F hu(wL, ZL, wR, ZR) = hu2 + gh2θ/2 +
λL
2
(q∗ − hLuL) + λR
2
(q∗ − hRuR)
et le terme source numérique est déﬁni par (4.62). Avec cette écriture, les schémas (4.57) et
(4.66) paraissent identiques. Ils diffèrent en fait simplement sur la déﬁnition des hauteurs inter-
médiaires h∗L et h
∗
R, données à présent par (4.64) et (4.65).
Propriétés du schéma
L’intérêt principal de ce schéma est qu’il est well-balanced sans qu’on ait eu besoin d’utiliser
l’équation déﬁnissant l’équilibre local.
Proposition 4.15. Le schéma (4.66) est well-balanced, c’est-à-dire que si ∀i ∈ Z on a
uni = 0 et
(hni+1)
2θni+1
2
− (h
n
i )
2θni
2
+
hni + h
n
i+1
2
θni + θ
n
i+1
2
(Zi+1 − Zi) = 0,
alors wn+1i = w
n
i , ∀i ∈ Z.
Démonstration. Considérons deux états (wL, ZL) et (wR, ZR) à l’équilibre local. Puisque q∗ est
déﬁni de la même façon que pour le schéma (4.57), on en déduit que q∗ = 0. Comme uL = 0 et
uR = 0, les équations (4.58) et (4.60) permettent de conclure que h∗L = hL et h
∗
R = hR. La ﬁn de
la démonstration est identique à la preuve de la Proposition 4.12.
On montre maintenant que le schéma (4.66) est robuste.
Proposition 4.16. Si pour tout i ∈ Z, on choisit |λL| et λR sufﬁsamment grands, alors le schéma (4.66)
est robuste, c’est-à-dire
∀i ∈ Z, wni ∈ Ω ⇒ ∀i ∈ Z, wn+1i ∈ Ω.
Démonstration. De la même manière que dans la preuve de la Proposition 4.13, il sufﬁt de mon-
trer que les hauteurs intermédiaires h∗L et h
∗
R sont strictement positives. En injectant la déﬁni-
tion (4.47) de q∗ dans (4.64) et (4.65), on peut écrire
h∗L = hL +
λR
λL
hRuR − hLuL
λR − λL −
C
λL(λR − λL) ,
h∗R = hR +
λL
λR
hRuR − hLuL
λR − λL −
C
λR(λR − λL) ,
où C est déﬁni par
C =
[
hu2 + gh2θ/2
]
+ gh θ[Z].
On déﬁnit alors α = λRλR−λL . Notons que α est toujours dans l’intervalle [0, 1]. Les hauteurs
intermédiaires h∗L et h
∗
R deviennent
h∗L = hL +
α
λL
[hu] +
(1− α)C
λ2L
,
h∗R = hR −
1− α
λR
[hu]− αC
λ2R
.
On voit facilement que h∗L converge vers hL > 0 quand λL tend vers −∞ et que h∗R converge
vers hR > 0 quand λR tend vers +∞. En choisissant ces vitesses sufﬁsamment grandes (en
valeur absolue), les hauteurs h∗L et h
∗
R sont alors strictement positives.
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Conclusion
Le schéma (4.66) que nous venons de construire vériﬁe les mêmes propriétés que le schéma
(4.57). Il est well-balanced et robuste. La positivité de h est même plus simple à préserver que
dans le schéma (4.57) car la condition sur les vitesses d’ondes est moins contraignante. L’autre
avantage du schéma (4.66), comme nous allons le voir maintenant, est qu’il peut facilement être
étendu aux équations d’Euler avec gravité.
4.3.3 Extension aux équations d’Euler avec gravité
Le but de cette partie est de généraliser le schéma (4.66) aux équations d’Euler avec gravité
(4.11). Pour simpliﬁer le développement du schéma qui va suivre, on suppose dans cette partie
que la pression suit la loi des gaz parfaits
p = (γ − 1)
(
E − 1
2
ρu2
)
,
où γ ∈]1, 3] est le coefﬁcient adiabatique du gaz. On insiste sur le fait que cette simpliﬁcation est
uniquement valable pour cette partie et qu’un schéma well-balanced pour une loi de pression
générale sera développé plus tard.
Le solveur de Riemann
On considère un solveur de Riemann approché simple W˜ (ξ, wL, ZL, wR, ZR) contenant trois
ondes de vitesse λL < 0 < λR séparant deux états intermédiaires. Il y a cette fois six inconnues :
ρ∗L, u
∗
L, p
∗
L, ρ
∗
R, u
∗
R et p
∗
R (voir Figure 4.4). On doit donc déterminer six équations.
λL 0 λR
ρL
uL
pL
ρR
uR
pR
ρ∗L
u∗L
p∗L
ρ∗R
u∗R
p∗R
FIGURE 4.4 – Inconnues dans le solveur de Riemann simple pour Euler
Pour les inconnues ρ et u, nous allons utiliser la même approche que pour Ripa. On consi-
dère l’équation de consistance avec la formulation intégrale pour ρu qui s’écrit, d’après le
Lemme 4.5,
λL (ρLuL − ρ∗Lu∗L) + λR (ρ∗Ru∗R − ρRuR) = −
[
ρu2 + p
]
− g
∆t
∫ ∆x/2
−∆x/2
∫ ∆t
0
ρR
(x
t
, wL, ZL, wR, ZR
)
∂xZdtdx. (4.67)
On cherchemaintenant une approximation de l’intégrale du terme source. Pour cela, suppo-
sons momentanément que le schéma soit well-balanced. On considère alors deux états (wL, ZL)
et (wR, ZR) à l’équilibre local déﬁni par (4.14). L’équation (4.67) et la déﬁnition de l’équilibre
local (4.14) entrainent immédiatement
1
∆t
∫ ∆x/2
−∆x/2
∫ ∆t
0
ρR
(x
t
, wL, ZL, wR, ZR
)
∂xZdtdx = ρ[Z].
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Dans le cas général, on utilise par conséquent l’approximation suivante :
1
∆t
∫ ∆x/2
−∆x/2
∫ ∆t
0
ρR
(x
t
, wL, ZL, wR, ZR
)
∂xZdtdx ≈ ρ[Z].
Cela revient à choisir comme composante en ρu du terme source numérique
Sρu(wL, wR) = −gρ. (4.68)
En utilisant cette déﬁnition, l’équation (4.67) devient
λL (ρLuL − ρ∗Lu∗L) + λR (ρ∗Ru∗R − ρRuR) = −
[
ρu2 + p
]− gρ¯[Z].
On utilise ensuite la relation de saut de Rankine-Hugoniot pour ρ à travers chacune des
trois ondes, ce qui nous donne les trois équations suivantes :
ρ∗Lu
∗
L − ρLuL = λL (ρ∗L − ρL) ,
ρ∗Ru
∗
R = ρ
∗
Lu
∗
L,
ρRuR − ρ∗Ru∗R = λR (ρR − ρ∗R) .
Il reste à trouver deux équations pour l’énergie totale. L’équation de consistance avec la
forme intégrale pour l’énergie est
λL (EL − E∗L) + λR (E∗R − ER) = − [u(E + p)]
− g
∆t
∫ ∆x/2
−∆x/2
∫ ∆t
0
ρR
(x
t
, wL, ZL, wR, ZR
)
uR
(x
t
, wL, ZL, wR, ZR
)
∂xZdtdx.
Le choix naturel pour approcher l’intégrale du terme source est
1
∆t
∫ ∆x/2
−∆x/2
∫ ∆t
0
ρR
(x
t
, wL, ZL, wR, ZR
)
uR
(x
t
, wL, ZL, wR, ZR
)
∂xZdtdx ≈ ρ¯u¯[Z],
Cela revient à choisir comme composante en E du terme source numérique
SE(wL, wR) = −gρ¯u¯, (4.69)
ce qui nous donne la relation
λL (EL − E∗L) + λR (E∗R −ER) = − [u(E + p)]− gρ¯u¯[Z].
Puisqu’il n’y a pas de terme source dans l’équation en ρ, on a déﬁni complètement le terme
source numérique :
S(wL, wR) = (0,−gρ¯,−gρ¯u¯)T . (4.70)
On voit immédiatement que S est consistant avec le terme source s(w) = (0,−gρ,−gρu)T .
Pour la dernière équation, on choisit la relation venant de la déﬁnition de l’équilibre local
(4.14) en adoptant la linéarisation suivante :
p∗R − p∗L = −gρ¯[Z], (4.71)
qui se réécrit en termes d’énergie
E∗R − E∗L = ρ∗Ru∗R2/2− ρ∗Lu∗L2/2−
gρ¯[Z]
γ − 1 .
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Pour simpliﬁer les notations, on introduit les états intermédiaires associés au solveur HLL
qHLL =
λRρRuR − λLρLuL
λR − λL −
1
λR − λL
[
ρu2 + p
]
,
EHLL =
λRER − λLEL
λR − λL −
1
λR − λL [u(E + p)] . (4.72)
On obtient ainsi le système composé des six équations suivantes
ρ∗Lu
∗
L − ρLuL = λL (ρ∗L − ρL) , (4.73)
ρ∗Ru
∗
R = ρ
∗
Lu
∗
L, (4.74)
ρRuR − ρ∗Ru∗R = λR (ρR − ρ∗R) , (4.75)
λRρ
∗
Ru
∗
R − λLρ∗Lu∗L
λR − λL = q
HLL − g
λR − λL ρ¯[Z], (4.76)
λRE
∗
R − λLE∗L
λR − λL = E
HLL − g
λR − λL ρ¯u¯[Z], (4.77)
E∗R − E∗L = ρ∗Ru∗R2/2− ρ∗Lu∗L2/2−
gρ¯[Z]
γ − 1 . (4.78)
Résolution du système et schéma complet
La résolution pour les inconnues ρ et u s’effectue de la même façon que pour Ripa. On déﬁnit
q∗ = ρ∗Lu
∗
L = ρ
∗
Ru
∗
R, le moment de l’état intermédiaire. À partir de l’équation (4.76), on trouve
q∗ = qHLL − g
λR − λL ρ¯[Z]. (4.79)
Les équations (4.73) et (4.75) impliquent
ρ∗L = ρL +
1
λL
(q∗ − ρLuL), (4.80)
ρ∗R = ρR +
1
λR
(q∗ − ρRuR). (4.81)
Concernant les énergies intermédiaires, le système composé de (4.77) et (4.78) est un système
linéaire de deux équations à deux inconnues E∗L et E
∗
R dont la résolution nous donne
E∗L = E
HLL +
λR
λR − λL
(
ρ∗L (u
∗
L)
2 /2− ρ∗R (u∗R)2 /2
)
+
gρ¯[Z]
λR − λL
(
λR
γ − 1 − u¯
)
,
E∗R = E
HLL +
λL
λR − λL
(
ρ∗L (u
∗
L)
2 /2− ρ∗R (u∗R)2 /2
)
+
gρ¯[Z]
λR − λL
(
λL
γ − 1 − u¯
)
.
On en déduit les pressions correspondantes
p∗L
γ − 1 = E
∗
L − ρ∗Lu∗L2/2
= EHLL +
λLρ
∗
Lu
∗
L
2/2− λRρ∗Ru∗R2/2
λR − λL +
gρ¯[Z]
λR − λL
(
λR
γ − 1 − u¯
)
(4.82)
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p∗R
γ − 1 = E
∗
R − ρ∗Ru∗R2/2
= EHLL +
λLρ
∗
Lu
∗
L
2/2− λRρ∗Ru∗R2/2
λR − λL +
gρ¯[Z]
λR − λL
(
λL
γ − 1 − u¯
)
. (4.83)
On passe maintenant au schéma numérique associé au solveur de Riemann approché W˜
qui est déﬁni par (4.25). Pour la composante ρ, l’absence de terme source nous permet d’utiliser
la Proposition 1.6 aﬁn d’écrire le ﬂux numérique sous la forme
F ρ(wL, ZL, wR, ZR) = ρLuL +
∆x
2∆t
ρL − 1
∆t
∫ 0
−∆x/2
ρ˜
( x
∆t
, wL, ZL, wR, ZR
)
dx
= ρLuL +
∆x
2∆t
ρL −
(
∆x
2∆t
+ λL
)
ρL + λLρ
∗
L
= ρLuL + λL(ρ
∗
L − ρL). (4.84)
Concernant ρu, la présence du terme source nous oblige à utiliser la formulation (4.15)–
(4.16). D’après la Proposition 4.6, le ﬂux numérique s’écrit
F ρu(wL, ZL, wR, ZR) = ρu2 + p− ∆x
4∆t
(
ρRuR − 2
∆x
∫ ∆x/2
0
ρ˜u
( x
∆t
, wL, ZL, wR, ZR
)
dx
−ρLuL + 2
∆x
∫ 0
−∆x/2
ρ˜u
( x
∆t
, wL, ZL, wR, ZR
)
dx
)
.
les deux intégrales se calculent aisément :
2
∆x
∫ ∆x/2
0
ρ˜u
( x
∆t
, wL, ZL, wR, ZR
)
dx = 2λR
∆t
∆x
q∗ +
(
1− 2λR ∆t
∆x
)
ρRuR,
2
∆x
∫ 0
−∆x/2
ρ˜u
( x
∆t
, wL, ZL, wR, ZR
)
dx =
(
1 + 2λL
∆t
∆x
)
ρLuL − 2λL ∆t
∆x
q∗.
On déduit des trois dernières équations
F ρu(wL, ZL, wR, ZR) = ρu2 + p+
λL
2
(q∗ − ρLuL) + λR
2
(q∗ − ρRuR). (4.85)
Enﬁn, pour la composante E, un calcul similaire donne
FE(wL, ZL, wR, ZR) = u(E + p) +
λL
2
(E∗L − EL) +
λR
2
(E∗R − ER). (4.86)
On peut donc écrire le schéma complet :
ρn+1i = ρ
n
i −
∆t
∆x
(
F ρi+1/2 − F
ρ
i−1/2
)
,
ρn+1i u
n+1
i = ρ
n
i u
n
i −
∆t
∆x
(
F ρui+1/2 − F ρui−1/2
)
+
∆t
2
(
Sρu
(
wni−1, w
n
i
) Zi − Zi−1
∆x
+ Sρu
(
wni , w
n
i+1
) Zi+1 − Zi
∆x
)
,
En+1i = E
n
i −
∆t
∆x
(
FEi+1/2 − FEi−1/2
)
+
∆t
2
(
SE
(
wni−1, w
n
i
) Zi − Zi−1
∆x
+ SE
(
wni , w
n
i+1
) Zi − Zi−1
∆x
)
,
(4.87)
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où l’on a posé
Fi+1/2 = F (wL, ZL, wR, ZR).
Les composantes du ﬂux numériques sont déﬁnies par (4.84) pour ρ, par (4.85) pour ρu et par
(4.86) pour E. Le terme source numérique S(wL, wR) est déﬁni par (4.70).
Propriétés du schéma
On commence par établir que le schéma est well-balanced.
Proposition 4.17. Le schéma (4.87) est well-balanced, c’est-à-dire que si ∀i ∈ Z, on a
uni = 0 et p
n
i+1 − pni + g
ρni + ρ
n
i+1
2
(Zi+1 − Zi) = 0,
alors wn+1i = w
n
i , ∀i ∈ Z.
Démonstration. On considère deux états (wL, ZL) et (wR, ZR) à l’équilibre local, déﬁni par (4.14).
Les vitesses uL et uR étant nulles, on a immédiatement
qHLL = − 1
λR − λL [p].
En utilisant l’équilibre local (4.14), on en déduit
q∗ = − 1
λR − λL [p]−
g
λR − λLρ[Z]
= 0.
Les équations (4.80) et (4.81) entrainent alors ρ∗L = ρL et ρ
∗
R = ρR. Il reste à montrer que l’on a
p∗L = pL et p
∗
R = pR. Puisque toutes les vitesses sont nulles, on a, d’après l’équation (4.82),
p∗L =
λRpR − λLpL
λR − λL +
λR
λR − λL gρ¯[Z].
En utilisant à nouveau l’équilibre local (4.14), on en déduit p∗L = pL. De la même façon, on
trouve p∗R = pR. Le schéma est donc well-balanced.
La positivité de la densité ne présente pas de difﬁculté. En effet, la preuve est la même que
pour montrer la positivité de h pour le modèle de Ripa.
Proposition 4.18. Si pour tout i ∈ Z, on choisit |λL| et λR sufﬁsamment grands, alors le schéma (4.87)
préserve la positivité de ρ, c’est-à-dire que si pour tout i ∈ Z, on a ρni > 0 et pni > 0, alors ρn+1i > 0.
Il reste à montrer que le schéma préserve la positivité de la pression.
Proposition 4.19. Si pour tout i ∈ Z, on choisit |λL|, λR et
∣∣∣λRλL ∣∣∣ sufﬁsamment grands, alors le schéma
(4.87) préserve la positivité de p, c’est-à-dire que si pour tout i ∈ Z, on a ρni > 0 et pni > 0, alors
pn+1i > 0.
Avant de montrer cette propriété, remarquons que par rapport à la Proposition 4.13, il
manque a priori une condition sur
∣∣∣λLλR ∣∣∣. Cela est dû au fait que pour les équations d’Euler,
la gravité est toujours orientée dans le même sens, autrement dit, on a toujours ZR − ZL > 0
(car Z(x) = x), alors que pour Ripa, le signe du terme de topographie ZR − ZL n’est pas ﬁxe.
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Démonstration. Remarquons tout d’abord que d’après (4.78), on a p∗R < p
∗
L, car Z(x) = x et
donc [Z] > 0. Il sufﬁt alors de montrer que p∗R > 0.
On déﬁnit le coefﬁcient α = λRλR−λL . On a alors 1−α = −
λL
λR−λL
et α ∈ [0, 1]. Dans un premier
temps, on considère la limite quand λL → −∞ et λR → +∞ tout en gardant α constant. D’après
l’équation (4.72), on a
lim
λL→−∞
λR→+∞
α=cst
EHLL = αER + (1− α)EL.
D’autre part, on a d’après (4.79)
lim
λL→−∞
λR→+∞
α=cst
q∗ = αρRuR + (1− α)ρLuL
et d’après (4.80) et (4.81), on a
lim
λL→−∞
λR→+∞
α=cst
ρ∗L = ρL,
lim
λL→−∞
λR→+∞
α=cst
ρ∗R = ρR.
En utilisant (4.83), on déduit de toutes ces limites
lim
λL→−∞
λR→+∞
α=cst
p∗R
γ − 1 = α
(
ER − (αρRuR + (1− α)ρLuL)
2
2ρR
)
+ (1− α)
(
EL − (αρRuR + (1− α)ρLuL)
2
2ρL
)
− (1− α)gρ¯[Z]
γ − 1 .
On considère à présent la limite quand α tend vers 1, c’est-à-dire quand
∣∣∣λRλL ∣∣∣ tend vers +∞ et
on obtient
lim
λL→−∞
λR→+∞
α→1
p∗R
γ − 1 = ER − ρRu
2
R/2 =
pR
γ − 1 > 0.
Par conséquent, en choisissant |λL|, λR et
∣∣∣λRλL ∣∣∣ sufﬁsamment grand, on obtient p∗R > 0.
Conclusion
Nous avons réussi à généraliser le schéma well-balanced construit pour le système de Ripa
en un schéma well-balanced pour les équations d’Euler avec gravité. Ce schéma préserve la
positivité de la densité et de la pression. Cependant la positivité de la pression réintroduit une
contrainte très forte sur les vitesses d’ondes qui rend le schéma très diffusif. D’autre part, de
manière pratique, il est difﬁcile de trouver les vitesses qui conviennent. Nous allons donc nous
tourner vers une approche différente en utilisant des schémas de relaxation.
Pour la résolution du solveur de Riemann approché, on a supposé que la pression vériﬁait
la loi des gaz parfaits. Il serait probablement possible de généraliser cette approche à une loi
de pression générale au prix d’une résolution plus compliquée du système d’équations gouver-
nant le solveur. Ce n’est pas le but de ce travail et on ne s’étendra pas plus sur ce point. Par
ailleurs, comme on va le voir dans la partie suivante, les méthodes de relaxation vont fournir
des schémas indépendants de la loi de pression utilisée.
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4.4 Méthodes de relaxation
Le principe des méthodes de relaxation consiste à utiliser un système d’EDP élargi avec une
perturbation singulière qui approche le système d’EDP initial (voir [31, 70, 38, 11, 13, 30]). Le
système élargi, appelé système de relaxation, doit redonner le système initial dans la limite vers
zéro d’un paramètre de relaxation. On utilise alors ce système approchant pour construire un
schéma numérique pour le système initial. Pour que cette méthode soit intéressante, le système
de relaxation doit être en un certain sens plus simple que le système initial. Le plus souvent,
on demande que le système élargi ne comporte que des champs linéairement dégénérés, ce qui
permet d’utiliser le schéma de Godunov sur le système de relaxation.
Dans un premier temps, on introduit le formalisme des méthodes de relaxation. On s’inté-
resse ensuite à des méthodes de relaxation pour approcher les solutions du système de Saint-
Venant. On commence par rappeler le système de relaxation de Suliciu (voir [20]). La résolu-
tion exacte du problème de Riemann pour ce modèle est délicate. En effet, le terme source
de topographie introduit de fortes non-linéarités dans le modèle de Suliciu et de plus l’ordre
des valeurs propres n’est pas déterminé a priori. Par conséquent, on propose une modiﬁcation
du modèle de Suliciu qui consiste à « transporter » le terme source à la vitesse du ﬂuide. On
fait ainsi disparaitre artiﬁciellement l’onde stationnaire en la collapsant arbitrairement avec
l’onde de contact naturelle du modèle. Malheureusement, cette modiﬁcation rend le problème
de Riemann sous-déterminé. Aﬁn d’assurer le caractère bien posé du problème de Riemann,
on rajoute une linéarisation de l’équation décrivant l’équilibre local pour fermer le système.
On montre enﬁn que la solution du « problème de Riemann » obtenue peut se réécrire comme
la solution d’un nouveau système de relaxation complètement déterminé.
On étend ensuite aisément cette approche au système de Ripa et aux équations d’Euler avec
gravité.
4.4.1 Formalisme des méthodes de relaxation
Système de relaxation
On utilise le formalisme des systèmes de relaxation introduit dans [31, 16]. Considérons un
système de d lois de conservations avec terme source de la forme
∂tw + ∂xf(w) = s(w)∂xZ, (4.88)
où w : R × R+ → Ω est le vecteur inconnue, f : Ω → Rd est la fonction ﬂux, s : Ω → Rd est le
terme source, Ω ⊂ Rd est l’ouvert convexe des états admissibles et Z : R → R est une fonction
régulière donnée. On introduit un système de relaxation composé de N lois de conservations,
avec N > d, de la forme
∂tW + ∂xF (W ) = S(W,Z) +
1
ε
R(W,Z), (4.89)
où W : R+ × R → O est le vecteur des inconnues à valeur dans un ouvert O ⊂ RN supposé
convexe, F : O → RN est la fonction ﬂux, S : O×R→ RN est le terme source,R : O×R→ RN
est le terme de relaxation et ε > 0 est le paramètre de relaxation.
Tout au long de cette partie, on utilisera les conventions d’écriture suivantes pour rendre
plus claire la présentation. Les variables de Rd et les fonctions de Rd dans Rd, c’est-à-dire tous
les objets associés au système original, seront notées en minuscules. On notera en majuscule
toutes les variables de RN et les fonctions de RN dans lui-même, autrement dit, les objets asso-
ciés au système de relaxation. Enﬁn les opérateurs allant de Rd dans RN ou inversement seront
notés en lettre calligraphiées.
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On suppose l’existence d’une matrice constanteQ de taille d×N et de rang d telle que
QR(W,Z) = 0, ∀W ∈ O,∀Z ∈ R,
QO = Ω.
On suppose de plus que pour chaque couple (w,Z) ∈ Ω × R, il existe un unique équilibre
E(w,Z) vériﬁant
QE(w,Z) = w, R(E(w,Z), Z) = 0. (4.90)
On introduit alors la variété d’équilibre, déﬁnie par
M = {W = E(w,Z), w ∈ Ω, Z ∈ R} . (4.91)
Le lemme suivant sera utile pour caractériser la variété d’équilibre.
Lemme 4.20. SoitW un vecteur de O. Les trois propositions suivantes sont équivalentes :
(i) W ∈ M ;
(ii) il existe Z ∈ R tel que R(W,Z) = 0 ;
(iii) il existe Z ∈ R tel que E(QW,Z) = W .
Démonstration.
(i) ⇒ (ii) : soit W ∈ M. Par la déﬁnition (4.91) de M, il existe w ∈ Ω et Z ∈ R tels que
W = E(w,Z). D’après (4.90), on a alors
R(W,Z) = R(E(w,Z), Z) = 0.
(ii)⇒ (iii) : supposons qu’il existe Z ∈ R tel que R(W,Z) = 0 et notons w = QW . On a alors{
QE(w,Z) = w
R(E(w,Z), Z) = 0 et
{
QW = w
R(W,Z) = 0.
Les vecteurs E(w,Z) etW vériﬁent donc tous les deux la déﬁnition (4.90) de l’équilibre. Puisque
l’on a supposé que l’équilibre était unique, on aW = E(w,Z), doncW = E(QW,Z).
(iii)⇒ (i) : immédiat d’après la déﬁnition (4.91) deM.
Pour assurer la « consistance » entre le système de relaxation (4.89) et le système original
(4.88), on demande que les relations de compatibilité suivantes soient vériﬁées :
QF (E(w,Z)) = f(w), ∀w ∈ Ω,∀Z ∈ R. (4.92)
QS(E(w,Z), Z) = s(w)∂xZ, w ∈ Ω,∀Z ∈ R.
SiW est une solution du système de relaxation (4.89) à valeurs dans la variété d’équilibreM, la
fonction w = QW est alors solution du système (4.88). En effet, en multipliant l’équation (4.89)
par Q, on obtient
∂tw + ∂xQF (W ) = QS(W,Z).
SiW est à valeurs dansM, le lemme 4.20 nous assure queW = E(QW,Z) et on en déduit
QF (W ) = QF (E(w,Z)) = f(w),
QS(W,Z) = QS(E(w,Z), Z) = s(w)∂xZ.
On conclut que w vériﬁe l’équation
∂tw + ∂xf(w) = s(w)∂xZ.
En général, il n’y a pas de raison pour que les solutions de (4.89) soient à valeurs dansM.
Cependant, lorsque l’on fait tendre le paramètre de relaxation ε vers 0, le terme de relaxation
R(W ) tend formellement vers 0 et les solutions de (4.89) sont de plus en plus proches de la
variété d’équilibre. C’est dans ce sens que le modèle de relaxation (4.89) « approche » le système
initial (4.88) (voir [31, 70, 62]).
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Schéma de relaxation
Dans cette partie, nous allons voir comment dériver un schéma numérique pour le système
original (4.88) à partir du modèle de relaxation (4.89). On considère le problème de Riemann
pour le système de relaxation sans le terme source de relaxation, c’est-à-dire
∂tW + ∂xF (W ) = S(W,Z),
W (x, 0) =
{
WL si x < 0,
WR si x > 0,
(4.93)
où Z est une fonction discontinue donnée de la forme suivante :
Z(x) =
{
ZL si x < 0,
ZR si x > 0.
(4.94)
On suppose connue la solution exacteWR
(
x
t ,WL, ZL,WR, ZR
)
de (4.93)–(4.94).
À la date tn, on considère une approximation de la solution du système original (4.88),
constante par morceaux,
wn∆x(x) = w
n
i , si x ∈ Ki.
Le principe d’un schéma de relaxation consiste à considérer cette solution comme une approxi-
mation du modèle de relaxation appartenant à la variété d’équilibre
W ni = E(wni , Zi), i ∈ Z. (4.95)
Puisque la solution exacteWR du problème de Riemann (4.93) est connue, on utilise le schéma
de Godunov pour obtenir une approximation à la date tn + ∆t de la solution du système de
relaxation sans le terme source de relaxation
∂tW + ∂xF (W ) = S(W,Z). (4.89)ε=+∞
Enﬁn on projette la solution obtenue sur la variété d’équilibre pour obtenir une approximation
du système initial au temps tn +∆t.
Le schéma de relaxation repose donc sur deux étapes que nous détaillons maintenant.
Évolution en temps (tn → tn+1,−)
Connaissant une approximation constante par morceaux wn∆x pour le système original (4.88),
on déﬁnit une approximation à l’équilibre W n∆x pour le modèle de relaxation de la façon sui-
vante :
W n∆x(x) = W
n
i , si x ∈ Ki,
où W ni est déﬁni par (4.95). On résout alors le problème (4.89)ε=+∞ avec pour donnée initiale
W n∆x(x) et en omettant le terme source de relaxation. Localement, on a un problème de Riemann
à chaque interface xi+1/2. On note W∆x(x, tn + t) la solution du problème de Cauchy pour le
système (4.89)ε=+∞ muni de la donnée initialeW∆x(x, tn) = W n∆x(x). Sous la condition CFL
∆t
∆x
max
i∈Z
∣∣λ± (W ni , Zi,W ni+1, Zi+1)∣∣ ≤ 12 , (4.96)
la solutionW∆x est constituée de la juxtaposition sans interaction de la solution des problèmes
de Riemann à chaque interface xi+1/2, c’est-à-dire
W∆x(x, t
n + t) = WR
(
x− xi+1/2
t
,W ni , Zi,W
n
i+1, Zi+1
)
, si x ∈ [xi, xi+1[.
120
4.4. Méthodes de relaxation
Comme pour le schéma de Godunov, on projette alors cette solution sur l’espace des fonctions
constantes sur chaqueKi pour obtenir
W n+1,−i =
1
∆x
∫
Ki
W∆x(x, t
n +∆t)dx. (4.97)
Relaxation (tn+1,− → tn+1)
Cette étape du schéma est dédiée à la prise en compte du terme source de relaxation qui a été
négligé au cours de l’étape d’évolution. On résout l’équation différentielle
∂tW =
1
ε
R(W,Z) (4.98)
avec pour condition initialeW n+1,−i et dans la limite ε → 0. On noteW n+1i la solution de cette
équation différentielle. La mise à jour de l’approximation est alors donnée par
wn+1i = QW n+1i .
Pour conclure la présentation du schéma de relaxation, remarquons qu’en pratique, il n’est
pas nécessaire de résoudre l’équation différentielle (4.98). En effet, en multipliant l’équation
(4.98) par Q, on obtient
∂tQW = 0.
On en déduit
wn+1i = QW n+1,−i . (4.99)
Ainsi la mise à jour du schéma de relaxation est obtenue directement à partir de l’étatW n+1,−i
résultant de l’étape d’évolution.
Il nous reste à trouver des conditions simples pour que le schéma de relaxation ainsi déﬁni
vériﬁe les propriétés classiques.
Propriétés du schéma de relaxation
On commence par présenter une condition pour que le schéma de relaxation soit well-balanced.
Lemme 4.21. Supposons que pour tous états (wL, ZL) et (wR, ZR) à l’équilibre local pour le système
original (4.88), la solution du problème de Riemann pour le système de relaxation (4.89) vériﬁe
WR(ξ, E(wL, ZL), ZL, E(wR, ZR), ZR) =
{
E(wL, ZL) si ξ < 0,
E(wR, ZR) si ξ > 0,
alors le schéma de relaxation déﬁni par (4.99) est well-balanced.
Démonstration. Considérons une solution discrète stationnaire constante par morceaux (wni )i∈Z
pour le système (4.88). En particulier, les états (wni−1, Zi−1) et (w
n
i , Zi) d’une part et les états
(wni , Zi) et (w
n
i+1, Zi+1) d’autre part sont à l’équilibre local. L’hypothèse afﬁrme alors que
WR
(
ξ, E(wni−1), Zi−1, E(wni ), Zi
)
= E(wni , Zi), ∀ξ > 0,
WR
(
ξ, E(wni ), Zi, E(wni+1), Zi+1
)
= E(wni , Zi), ∀ξ < 0.
L’équation (4.97) implique donc queW n+1,−i = W
n
i . On a alors
wn+1i = QW n+1,−i = QW ni = QE(wni , Zi).
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De plus, par déﬁnition de la fonction équilibre E , on a
QE(wni , Zi) = wni .
Par conséquent, le schéma (4.99) est well-balanced.
On a de même un lemme permettant d’assurer la robustesse du schéma.
Lemme 4.22. Supposons que la solution du problème de Riemann pour le système de relaxation (4.89)
vériﬁe
WR (ξ,WL, ZL,WR, ZR) ∈ O, ∀ξ ∈ R,∀WL,WR ∈ O,∀ZL, ZR ∈ R.
Alors, sous la condition CFL (4.96), le schéma de relaxation déﬁni par (4.99) préserve les états admis-
sibles, c’est-à-dire
∀i ∈ Z, wni ∈ Ω ⇒ ∀i ∈ Z, wn+1i ∈ Ω.
Démonstration. En utilisant l’hypothèse et la convexité de O, l’équation (4.97) nous assure que
W n+1i ∈ O. PuisqueQO = Ω, on déduit de (4.99) que wn+1i est dans Ω. En conséquence, la mise
à jour wn+1i est bien admissible.
4.4.2 Schéma de relaxation avec transport de la topographie pour les équations de
Saint-Venant
On s’intéresse, dans cette partie, à des schémas de relaxation well-balanced permettant d’ap-
procher les équations de Saint-Venant (4.3). Dans un premier temps, on rappelle le modèle de
relaxation de Suliciu [98, 20]. Ce modèle admet des invariants de Riemann très non linéaires
associés à l’onde stationnaire. De plus, l’ordre des ondes n’est pas toujours le même. Ces difﬁ-
cultés rendent la résolution exacte du problème de Riemann délicate. Pour remédier à ce pro-
blème, on introduit une modiﬁcation du modèle de Suliciu en transportant artiﬁciellement le
terme source de topographie à la vitesse du ﬂuide. Il n’y a alors plus d’onde stationnaire mais
il manque un invariant de Riemann. En conséquence, le système d’équations régissant la solu-
tion du problème de Riemann est sous-déterminé. Pour fermer le système, on choisit d’ajouter
une linéarisation de l’équation déﬁnissant l’équilibre local. Pour justiﬁer ce choix, on montre
que le schéma ainsi obtenu dérive en fait d’un nouveau modèle de relaxation complètement
déterminé.
Modèle de relaxation de Suliciu pour les équations de Saint-Venant
Pour les équations de Saint-Venant (4.3), plusieurs choix de système de relaxation sont pos-
sibles. On présente ici le modèle de Suliciu qui ne modiﬁe que la pression, responsable des
champs vraiment non linéaires dans le système original. Le système de Suliciu pour les équa-
tions de Saint-Venant comporte trois équations (N = 3) et s’écrit
∂th+ ∂xhu = 0,
∂thu+ ∂x(hu
2 + π) = −gh∂xZ,
∂thπ + ∂x(u(hπ + ν
2)) =
h
ε
(
gh2/2− π) . (4.100)
Le paramètre ν est ici une linéarisation de l’impédance acoustique qui doit vériﬁer la condition
sous-caractéristique de Whitham [104] :
ν2 > ρ2c2, (4.101)
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aﬁn d’éviter des instabilités dans la procédure de relaxation, lorsque ε tend vers 0.
Remarquons que ce système s’écrit sous la forme (4.88), avec
W = (h, hu, hπ)T ,
F (W ) = (hu, hu2 + π, u(hπ + ν2))T ,
S(W,Z) = (0,−gh∂xZ, 0)T ,
R(W,Z) =
(
0, 0, 0, h
(
gh2/2− π))T .
L’ensemble des états admissibles est
O = {W = (h, hu, hπ)T ∈ R3, h > 0} .
La matrice Q représente la projection sur les deux premières composantes deW :
Q =
(
1 0 0
0 1 0
)
.
La fonction déterminant l’équilibre est E(w,Z) = (h, hu, gh3/2)T et la variété d’équilibre est
déﬁnie par M = {W = (h, hu, hπ)T , π = gh2/2}. On peut facilement vériﬁer que ces objets
vériﬁent toutes les propriétés requises introduites dans la partie précédente.
Pour étudier ce système, il est pratique de faire intervenir le vecteur des grandeurs phy-
siques U = (h, u, π, Z)T . On peut alors écrire le système (4.100)ε=+∞ sous la forme quasi-
linéaire
∂tU +A(U)∂xU = 0, (4.102)
où la matrice A(U) est déﬁnie par
A(U) =

u h 0 0
0 u 1/h g
0 ν2/h u 0
0 0 0 0
 .
Ce système admet quatre valeurs propres simples :
u, 0, u± ν
h
,
avec pour vecteurs propres respectifs
1
0
0
0
 ,

h
−u
ν2/h
u2−ν2/h2
g
 ,

h2
±ν
ν2
0
 .
Le système (4.102) est hyperbolique en tout point de O sauf aux points vériﬁant u = ± νh pour
lesquels la base de diagonalisation est perdue. Toutes les valeurs propres sont associées à des
champs linéairement dégénérés. Les invariants de Riemann pour le système de Suliciu sont
pour la valeur propre u :
u, π, Z,
pour la valeur propre 0 :
hu, π +
ν2
h
, gZ +
u2
2
− ν
2
2h2
.
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pour la valeur propre u± νh :
Z, u± ν
h
, π ∓ νu,
En théorie, on peut en déduire la solution exacte du problème de Riemann pour le système
de Suliciu (voir [20]). Il y a cependant deux difﬁcultés à cette approche. Premièrement, l’ordre
des valeurs propres n’est pas toujours le même, ce qui fait qu’il y a plusieurs cas à distinguer.
Deuxièmement, les invariants de Riemann associés à la valeur propre 0 sont très non linéaires,
ce qui rend la résolution du système difﬁcile. La résolution exacte du problème de Riemann est
donc possible, mais elle doit être effectuée au cas par cas, ce qui s’avère extrêmement coûteux.
On ne s’attardera pas plus sur la résolution du problème de Riemann pour ce système.
Modèle de relaxation avec transport de la topographie
Comme on vient de le voir, la difﬁculté dans le modèle de relaxation de Suliciu provient de
la non-linéarité des invariants de Riemann pour l’onde stationnaire. On choisit de modiﬁer
le modèle de Suliciu en introduisant une nouvelle variable a qui est transportée à la vitesse
u et qui sera ensuite relaxée vers Z . On obtient un modèle de relaxation comportant quatre
équations (N = 4) : 
∂th+ ∂xhu = 0,
∂thu+ ∂x(hu
2 + π) = −gh∂xa,
∂thπ + ∂x(u(hπ + ν
2)) = hε (gh
2/2− π),
∂tha+ ∂xhua =
h
ε (Z − a).
(4.103)
Avant de montrer que ce système entre dans le formalisme de la Partie 4.4.1, signalons que
sept modèles de relaxation sont introduits dans ce chapitre. Pour plus de lisibilité, on utilise les
mêmes notations W , F , S, O, Q, E , R etM pour tous ces modèles. Il n’y a cependant pas de
confusion possible.
On peut écrire le système (4.103) sous la forme (4.88), avec
W = (h, hu, hπ, ha)T ,
F (W ) = (hu, hu2 + π, u(hπ + ν2), hua)T ,
S(W ) = (0,−gh∂xa, 0, 0)T ,
R(W,Z) = (0, 0, 0, h(gh2/2− π), h(Z − a))T .
L’ensemble des états admissibles pour ce système est
O = {W = (h, hu, hπ, ha)T ∈ R4, h > 0} .
La matrice Q représente encore la projection sur les deux premières composantes deW :
Q =
(
1 0 0 0
0 1 0 0
)
.
La fonction déterminant l’équilibre est E(w,Z) = (h, hu, gh3/2, hZ)T et la variété d’équilibre
est déﬁnie parM = {W = (h, hu, hπ, ha)T , π = gh2/2, a = Z}.
Remarquons que le terme S(w) est un produit non conservatif. Le terme de ﬂux et le terme
source vont être traités simultanément dans le schéma qui va suivre, sans utiliser de splitting
d’opérateur. Le S est ici simplement une notation consistante avec la formulation (4.89). On
précise également que dans tous les modèles de relaxation qui vont suivre, le terme source
ne dépend plus de Z , contrairement au modèle de Suliciu. Par conséquent, pour simpliﬁer les
notations, on omet à partir de maintenant la dépendance en Z dans le terme source S.
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On introduit le vecteur des grandeurs physiques U = (h, u, π, a)T . On peut alors réécrire le
système (4.103)ε=+∞ sous forme quasi-linéaire
∂tU +A(U)∂xU = 0, (4.104)
où la matrice A(U) est donnée par
A(U) =

u h 0 0
0 u 1/h g
0 ν2/h u 0
0 0 0 u
 .
Cette matrice admet une valeur propre double u et deux valeurs propres simples u ± νh . Les
vecteurs propres associés à la valeur propre u sont :
1
0
0
0
 ,

0
0
gh
−1
 .
Le vecteur propre associé à la valeur propre u± νh est :
h2
±ν
ν2
0
 .
Le système (4.104) est hyperbolique en tout point de Ω. Notons que contrairement au système
de Suliciu, les valeurs propres ne peuvent pas se croiser et donc l’ordre de celles-ci est toujours
le même. Par ailleurs, les champs associés aux trois valeurs propres sont encore linéairement
dégénérés. Les invariants de Riemann pour ce système sont pour la valeur propre u± νh :
a, u± ν
h
, π ∓ νu
et pour la valeur propre u :
u.
La valeur propre u étant de multiplicité deux, on s’attend à ce que le champ associé ait deux
invariants de Riemann linéairement indépendants. Le fait qu’il y ait un invariant manquant
rend le problème de Riemann sous-déterminé. Il est donc nécessaire de rajouter une équation
au système pour rendre bien posé le problème de Riemann.
On admet que la solution « exacte » du problème de Riemann pour le système de relaxation
(4.103) est composé de deux états intermédiairesW ∗L etW
∗
R séparés par trois discontinuités de
contact de vitessesuL− νhL , u∗ et uR+
ν
hR
(voir Figure 4.5). Puisque u est continue à travers l’onde
du milieu, on note u∗ = u∗L = u
∗
R. Ceci revient à éliminer l’équation provenant de l’invariant
de Riemann trivial u pour l’onde associée à la valeur propre u. La solution du problème de
Riemann pour (4.103) s’écrit alors
WR
(x
t
,WL, ZL,WR, ZR
)
=

(hL, hLuL, hLπL, hLaL)
T si xt < uL − νhL ,
(h∗L, h
∗
Lu
∗, h∗Lπ
∗
L, h
∗
LaL)
T si uL − νhL <
x
t < u
∗,
(h∗R, h
∗
Ru
∗, h∗Rπ
∗
R, h
∗
RaR)
T si u∗ < xt < uR +
ν
hR
,
(hR, hRuR, hRπR, hRaR)
T si uR + νhR <
x
t .
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uL − νhL u∗ uR +
ν
hR
hL uL
πL aL
h∗L u
∗
π∗L aL
h∗R u
∗
π∗R aR
hR uR
πR aR
FIGURE 4.5 – Structure de la solution « exacte » du problème de Riemann pour le système de
relaxation (4.103)
Il reste alors cinq inconnues intervenant dans ce problème de Riemann : h∗L, u
∗, π∗L, h
∗
R et
π∗R. Or il n’y a que quatre équations pour assurer la continuité des invariants de Riemann. Il
manque bien une équation pour fermer le système.
Aﬁn d’assurer que le solveur obtenu est well-balanced (ce qui sera vériﬁé plus loin dans les
propriétés du schéma), on choisit de rajouter l’équation provenant de la déﬁnition de l’équilibre
local (4.5), c’est-à-dire
π∗R − π∗L = −g
hL + hR
2
(aR − aL). (4.105)
On obtient alors le système composé des cinq équations suivantes :
uL − ν
hL
= u∗ − ν
h∗L
,
uR +
ν
hR
= u∗ +
ν
h∗R
,
πL + νuL = π
∗
L + νu
∗,
πR − νuR = π∗R − νu∗,
π∗R − π∗L = −g
hL + hR
2
(aR − aL).
On peut alors résoudre le système et on trouve
u∗ = u− [π]
2ν
− gh [a]
2ν
, (4.106)
π∗L = πL + ν(uL − u∗), (4.107)
π∗R = πR + ν(u
∗ − uR), (4.108)
1
h∗L
=
1
hL
+
u∗ − uL
ν
, (4.109)
1
h∗R
=
1
hR
+
uR − u∗
ν
. (4.110)
Le choix de l’équation (4.105) pour fermer le système peut paraitre arbitraire. Avant de
présenter le schéma associé à ce solveur de Riemann et de montrer qu’il possède toutes les
propriétés requises, on va justiﬁer le choix de l’équation (4.105) en introduisant un nouveau
modèle de relaxation.
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Reformulation en un modèle complètement déterminé
Comme on l’a vu précédemment, la notion de solution du système (4.103)ε=+∞ est ambigüe.
Cela est lié au fait qu’il manque un invariant de Riemann au système. Nous allons introduire
un nouveau modèle de relaxation plus large, qui possède un ensemble complet d’invariants de
Riemann et qui admet la « même » solution du problème de Riemann.
Pour cela, on introduit deux nouvelles variables X− et X+ qui vont toutes les deux être
relaxées vers h. Ces deux variables sont transportées respectivement à la vitesse u− δ et u+ δ,
où δ > 0 est un paramètre sufﬁsamment petit. On obtient le modèle de relaxation suivant
composé de six équations (N = 6)
∂th+ ∂xhu = 0,
∂thu+ ∂x(hu
2 + π) = −gX
− +X+
2
∂xa,
∂thπ + ∂x(u(hπ + ν
2)) =
h
ε
(gh2/2− π),
∂tha+ ∂xhua =
h
ε
(Z − a),
∂thX
− + ∂xhuX
− = δh∂xX
− +
h
ε
(h−X−),
∂thX
+ + ∂xhuX
+ = −δh∂xX+ + h
ε
(h−X+).
(4.111)
On peut écrire ce système sous la forme (4.89) avec
W = (h, hu, hπ, ha, hX− , hX+)T ,
F (W ) = (hu, hu2 + π, u(hπ + ν2), hua, huX−, huX+)T ,
S(W ) =
(
0,−gX
− +X+
2
∂xa, 0, 0, δh∂xX
−,−δh∂xX+
)T
,
R(W,Z) = (0, 0, 0, h(gh2/2− π), h(Z − a), h(ρ −X−), h(ρ−X+))T .
L’ensemble des vecteurs admissibles est
O = {W = (h, hu, hπ, ha, hX− , hX+)T ∈ R6, h > 0} .
La matrice Q représente à nouveau la projection sur les deux premières coordonnées. La fonc-
tion déterminant l’équilibre est E(w,Z) = (h, hu, gh3/2, hZ, h2, h2)T et la variété d’équilibre est
déﬁnie par
M = {W = (h, hu, hπ, ha, hX− , hX+)T , π = gh2/2, a = Z,X− = h,X+ = h} .
On introduit le vecteur des grandeurs physiques U = (h, u, π, a,X−,X+)T . Le système de
relaxation (4.111)ε=+∞ se réécrit alors sous la forme quasi-linéaire
∂tU +A(U)∂xU = 0,
où la matrice A(U) est donnée par
A(U) =

u h 0 0 0 0
0 u 1/h gX
−+X+
2h 0 0
0 ν2/h u 0 0 0
0 0 0 u 0 0
0 0 0 0 u− δ 0
0 0 0 0 0 u+ δ
 .
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Si δ est choisi sufﬁsamment petit, ce système est hyperbolique en tout point de O. Il admet
u comme valeur propre double et u± δ et u ± νh comme valeurs propres simples. Les vecteurs
propres associés à la valeur propre u sont :
1
0
0
0
0
0
 ,

0
0
gX
−+X+
2
−1
0
0
 .
Le vecteur propre associé à la valeur propre u± νh est :
h2
±ν
ν2
0
0
0
 ,
alors que ceux associés aux valeurs propres u− δ et u+ δ sont respectivement
0
0
0
0
1
0
 et

0
0
0
0
0
1
 .
Pour que les valeurs propres ne se croisent pas, il sufﬁt de choisir δ tel que δ < νh . L’ordre des
valeurs propres est alors ﬁxe :
u− ν
h
< u− δ < u < u+ δ < u+ ν
h
.
Toutes les valeurs propres sont associées à des champs linéairement dégénérés. Les invariants
de Riemann sont pour la valeur propre u :
u, X−, X+, π + g
X− +X+
2
a,
pour la valeur propre u± νh :
a, X−, X+, u± ν
h
, π ∓ νu,
pour la valeur propre u− δ :
h, u, π, a, X+,
pour la valeur propre u− δ :
h, u, π, a, X−,
Contrairement au système (4.103) , ce système a donc un ensemble complet d’invariants de
Riemann. Ceux-ci vont donc permettre de déterminer de manière complète la solution du pro-
blème de Riemann.
La solution du problème de Riemann pour le système (4.111)ε=+∞ est composée de quatre
états intermédiaires séparés par cinq discontinuités de contact (voir Figure 4.6). Après avoir
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uR + ν/hR
u∗ + δu∗u∗ − δ
uL − ν/hL
hL uL
πL aL
X−L X
+
L
hR
uR πR
aR X−R X
+
R
h∗L u
∗
π∗L aL
X−L X
+
L
h∗L u
∗
π∗L aL
X−R
X+L
h∗R u
∗
π∗R aR
X−R
X+L
h∗R u
∗
π∗R aR
X−R X
+
R
FIGURE 4.6 – Structure de la solution exacte du problème de Riemann pour le système de re-
laxation (4.111)
éliminé les relations liées aux invariants de Riemann triviaux , il reste cinq inconnues : h∗L, h
∗
R,
u∗, π∗L et π
∗
R. Les équations données par les invariants de Riemann u± νh et π∓νu pour les ondes
u ± νρ nous donnent quatre équations qui étaient déjà présentes dans le précédent modèle. Le
dernier invariant de Riemann non trivial, π + gX
−+X+
2 a pour l’onde u nous donne
π∗R − π∗L = −g
X−R +X
+
L
2
(aR − aL). (4.112)
Si l’on suppose que la condition initiale appartient à la variété d’équilibre M, alors on a
X+L = hL et X
−
R = hR et l’équation (4.112) est identique à la dernière équation (4.105) du sys-
tème précédent. Par conséquent, les vecteurs
QWR
(x
t
, E(wL, ZL), ZL, E(wR, ZR), ZR
)
pour les systèmes de relaxation (4.103) et (4.111) sont égaux. Notons que dans la dérivation du
schéma de relaxation, la donnée est supposée à l’équilibre au début de chaque pas de temps.
Les deux système mènent donc au même schéma numérique.
Le schéma de relaxation
Maintenant que l’on connait la solution exacte du problème de Riemann pour le système
de relaxation (4.111), on en déduit un schéma numérique en suivant la technique présen-
tée dans la partie 4.4.1. Notons qu’en pratique, le paramètre ν est choisi localement pour
chaque problème de Riemann WR (ξ,WL, ZL,WR, ZR), de manière à satisfaire la condition
sous-caractéristique de Whitham (4.101), ainsi que les conditions nécessaires à la robustesse
qui seront présentées plus loin. On notera νi+1/2 le paramètre utilisé dans le problème de Rie-
mannWR
(
ξ,W ni , Zi,W
n
i+1, Zi+1
)
.
Le schéma de relaxation est décrit par la proposition suivante.
Proposition 4.23. Le schéma de relaxation associé au modèle de relaxation (4.111) s’écrit
wn+1i = w
n
i −
∆t
∆x
(
fi+1/2 − fi−1/2
)
+
∆t
2
(
s(wni−1, w
n
i )
Zi − Zi−1
∆x
+ s(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
,
(4.113)
où le ﬂux numérique est déﬁni par
fi+1/2 = f(w
n
i , Zi, w
n
i+1, Zi+1), (4.114)
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f(wL, ZL, wR, ZR) =

(
hLuL, hLu
2
L + πL −
1
2
gh[Z]
)T
si uL − νhL > 0,(
h∗Lu
∗, h∗L(u
∗)2 + π∗L −
1
2
gh[Z]
)T
si uL − νhL < 0 < u∗,(
h∗Ru
∗, h∗R(u
∗)2 + π∗R +
1
2
gh[Z]
)T
si u∗ < 0 < uR + νhR ,(
hRuR, hRu
2
R + πR +
1
2
gh[Z]
)T
si uR + νhR < 0,
(4.115)
et le terme source numérique est déﬁni par
s(wL, wR) =
(
0,−gh)T . (4.116)
De plus, le schéma (4.113) est consistant avec (4.3).
Démonstration. Écrivons le système (4.111)ε=+∞ sous la forme
∂tW + ∂xF (W ) = S(W ). (4.117)
On noteW∆x la solution exacte de ce système pour la condition initiale
W∆x(x, t
n) = W ni = E(wni , Zi) si x ∈ Ki.
On peut alors intégrer (4.117) sur le rectangleKi × [tn, tn +∆t] pour obtenir∫
Ki
W∆x(x, t
n +∆t)dx =
∫
Ki
W∆x(x, t
n)dx−
∫ tn+∆t
tn
F
(
W∆x(xi+1/2, t)
)
dt
+
∫ tn+∆t
tn
F
(
W∆x(xi−1/2, t)
)
dt+
∫
Ki
∫ tn+∆t
tn
S (W∆x(x, t)) dtdx.
En utilisant l’auto-similarité de la solution du problème de Riemann, on en déduit
W n+1i = W
n
i −
∆t
∆x
(
F
(
WR
(
0,W ni , Zi,W
n
i+1, Zi+1
))− F (WR (0,W ni−1, Zi−1,W ni , Zi)))
+
1
∆x
∫
Ki
∫ tn+∆t
tn
S (W∆x(x, t)) dtdx.
On multiplie cette équation parQ et, puisque wni = QW ni et wn+1i = QW n+1i , on trouve
wn+1i = w
n
i −
∆t
∆x
(QF (WR (0,W ni , Zi,W ni+1, Zi+1))−QF (WR (0,W ni−1, Zi−1,W ni , Zi)))
+
1
∆x
∫
Ki
∫ tn+∆t
tn
QS (W∆x(x, t)) dtdx, (4.118)
Avant d’évaluer le terme source, on rappelle la formule des sauts (voir par exemple [110]).
Soit f une fonction C1 par morceaux dont les discontinuités sont situées aux points (xi)i∈I .
Pour chaque i ∈ I , on note σi = f(x+i )− f(x−i ) le saut de la fonction f au point xi. On note {f ′}
la fonction déﬁnie presque partout et qui est égale à la dérivée au sens usuel de f en chaque
point ou celle-ci est dérivable. Alors la dérivée de f au sens des distributions, notée f ′, vériﬁe
la formule des sauts :
f ′ = {f ′}+
∑
i∈I
σiδxi , (4.119)
où δxi est la distribution de Dirac au point xi.
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On va ensuite découper l’intégrale du terme source en deux :
1
∆x
∫
Ki
∫ tn+∆t
tn
QS (W∆x(x, t)) dtdx = ∆t
(
S+(W ni−1, Zi−1,W
n
i , Zi) + S
−(W ni , Zi,W
n
i+1, Zi+1)
)
(4.120)
où les fonctions S± sont déﬁnies par
S−(WL, ZL,WR, ZR) =
1
∆t∆x
∫ 0
−∆x/2
∫ ∆t
0
QS
(
WR
(x
t
,WL, ZL,WR, ZR)
))
dtdx,
S+(WL, ZL,WR, ZR) =
1
∆t∆x
∫ ∆x/2
0
∫ ∆t
0
QS
(
WR
(x
t
,WL, ZL,WR, ZR)
))
dtdx.
En utilisant les déﬁnitions de S et de Q dans le cas du système (4.111), on a
QS(W ) =
(
0,−gX
− +X+
2
∂xa
)T
.
Dans un premier temps, on s’intéresse à la solution du problème de Riemann dans le rec-
tangle [−∆x/2, 0] × [0,∆t]. Si u∗ > 0 alors a est constante, donc
S−(WL, ZL,WR, ZR) = (0, 0)
T .
Si u∗ < 0, alors a n’est discontinue que le long de la droite de vitesse u∗ et X− et X+ restant
constantes le long de cette droite (voir Figure 4.7), on trouve par la formule des sauts
S−(WL, ZL,WR, ZR) =
(
0,−gX
−
L +X
+
R
2
aR − aL
∆x
)T
.
Pour des étatsWL et WR dans la variété d’équilibreM, on a X+L = hL, X−R = hR, aL = ZL et
aR = ZR. Les états E(wL, ZL) et E(wR, ZR) étant par déﬁnition dans la variété d’équilibreM,
on a donc
S− (E(wL, ZL), ZL, E(wR, ZR), ZR) =
(
0,−gh [Z]
∆x
)T
.
On peut uniﬁer les cas u∗ < 0 et u∗ > 0 par la formule
S− (E(wL, ZL), ZL, E(wR, ZR), ZR) =
(
0,
sgn(u∗)− 1
2
gh
[Z]
∆x
)T
,
où l’on a noté
sgn(x) =
{
−1 si x < 0,
1 si x > 0.
On procède de la même façon dans le rectangle [0,∆x/2] × [0,∆t]. Si u∗ < 0, l’inconnue a
est constante dans le rectangle , donc
S+(WL, ZL,WR, ZR) = (0, 0)
T .
Si u∗ > 0, on trouve par la formule des sauts
S+(WL, ZL,WR, ZR) =
(
0,−gX
−
L +X
+
R
2
aR − aL
∆x
)T
.
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u∗ 0
aL aR
u∗0
aL aR
FIGURE 4.7 – L’inconnue a dans le problème de Riemann pour le système (4.111) – Gauche : cas
u∗ < 0. Droite : cas u∗ > 0
Puisque E(wL, ZL) et E(wR, ZR) sont dans la variété d’équilibreM, on en déduit
S+ (E(WL, ZL), ZL, E(WR, ZR), ZR) =
(
0,−gh [Z]
∆x
)T
.
On trouve ﬁnalement la formule générique pour S+ :
S+ (E(wL, ZL), ZL, E(wR, ZR), ZR) =
(
0,−sgn(u
∗) + 1
2
gh
[Z]
∆x
)T
.
En rappelant que W ni = E(wni , Zi), on déduit de (4.120) que l’intégrale du terme source
s’écrit
1
∆x
∫
Ki
∫ tn+∆t
tn
QS (W∆x(x, t)) dtdx = ∆t
2
(
s(wni−1, w
n
i )
Zi − Zi−1
∆x
+ s(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
− ∆t
∆x
(
0,
sgn(u∗i−1/2)
2
g
hni−1 + h
n
i
2
(Zi − Zi−1)−
sgn(u∗i+1/2)
2
g
hni + h
n
i+1
2
(Zi+1 − Zi)
)T
,
où s(wL, wR) est déﬁni par (4.116). En injectant cette équation dans (4.118), on trouve
wn+1i = w
n
i −
∆t
∆x
(
fi+1/2 − fi−1/2
)
+
∆t
2
(
s(wni−1, w
n
i )
Zi − Zi−1
∆x
+ s(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
,
où le ﬂux numérique est déﬁni par (4.114) et
f(wL, ZL, wR, ZR) = QF (WR (0, E(wL, ZL), ZL, E(wR, ZR), ZR))−
(
0,
sgn(u∗)
2
gh[Z]
)T
.
Il reste à montrer que ce ﬂux numérique peut se réécrire sous la forme (4.115), ce qui se voit
facilement d’après la structure du problème de Riemann (voir Figure 4.5).
Enﬁn, la consistance du terme source est immédiate d’après (4.116). Concernant la consis-
tance du ﬂux numérique, si wL = wR = w et ZL = ZR = Z , on déduit aisément des équations
(4.106) à (4.110) que w∗L = w
∗
R = w. La formulation (4.115) du ﬂux numérique implique alors
f(w,Z,w,Z) = f(w).
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Propriétés vérifiées par le schéma
Commençons par montrer que le schéma est well-balanced.
Proposition 4.24. Le schéma (4.113) est well-balanced, c’est-à-dire que si ∀i ∈ Z on a
uni = 0 et h
n
i+1 + Zi+1 = h
n
i + Zi,
alors wn+1i = w
n
i , ∀i ∈ Z.
Démonstration. Soient (wL, ZL) et (wR, ZR) deux états vériﬁant l’équilibre local (4.5). D’après le
lemme 4.21, il sufﬁt de montrer que
WR(ξ, E(wL, ZL), ZL, E(wR, ZR), ZR) =
{
E(wL, ZL) si ξ < 0,
E(wR, ZR) si ξ > 0.
Par déﬁnition de la fonction E et puisque [h] = [Z], les étatsWL = E(wL, ZL) etWR = E(wR, ZR)
vériﬁent
πR − πL = gh2R/2− gh2L/2
= −g[h][Z]
= −g[h][a].
D’autre part, on a uL = uR = 0. On déduit de l’équation (4.106) que u∗ = 0. Les équations
(4.107) à (4.110) impliquent alors
π∗L = πL, π
∗
R = πR, h
∗
L = hL, h
∗
R = hR,
donc w∗L = E(wL, ZL) et w∗R = E(wR, ZR), ce qui conclut la preuve.
Onmontremaintenant que le schéma est robuste sous certaines conditions sur la constante ν.
Proposition 4.25. Supposons que la constante νi+1/2 assure que les valeurs propres du système vériﬁent
l’ordre suivant :
uni −
νi+1/2
hni
< u∗i+1/2 < u
n
i+1 +
νi+1/2
hni+1
. (4.121)
Si la condition CFL
∆t
∆x
max
i∈Z
∣∣∣∣uni ± νi∓1/2hni
∣∣∣∣ ≤ 12
est vériﬁée, alors le schéma (4.113) est robuste.
Démonstration. D’après le lemme 4.22, il sufﬁt de montrer que pour tousWL etWR dans O et
tous ZL et ZR dans R, on aW ∗L ∈ O etW ∗R ∈ O. Cela revient à montrer que h∗L > 0 et h∗R > 0.
En utilisant la continuité des invariants de Riemann u± νh pour les ondes u± νh , on déduit
que l’hypothèse (4.121) se réécrit de façon équivalente
u∗ − ν
h∗L
< u∗ < u∗ +
ν
h∗R
.
En conséquence, imposer (4.121) revient à imposer h∗L > 0 et h
∗
R > 0. On en déduit immédiate-
ment la robustesse attendue.
Remarquons qu’imposer les inéquations (4.121) revient à assurer la positivité de deux poly-
nômes du second degré en ν tendant vers +∞ quand ν tend vers +∞.
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4.4.3 Schéma de relaxation avec transport de topographie pour les équations de
Ripa
On utilise maintenant la technique précédente pour construire un schéma de relaxation well-
balanced pour approcher les équations de Ripa (4.6). On ne présente pas ici le modèle de Suliciu
qui comporte les mêmes difﬁcultés que pour les équations de Saint-Venant. On introduit donc
directement la version modiﬁée de ce modèle où l’on transporte le terme de topographie à la
vitesse u. Il manque alors une équation pour déterminer la solution du problème de Riemann
et l’on considère une linéarisation de l’équation régissant l’équilibre local. On montre enﬁn que
le schéma obtenu est en fait dérivé d’un autre modèle de relaxation complètement déterminé.
Modèle de relaxation avec transport de topographie
On introduit une nouvelle variable a qui sera transportée à la vitesse u et relaxée vers la topo-
graphie Z . On obtient alors le modèle de relaxation suivant :
∂th+ ∂xhu = 0,
∂thu+ ∂x(hu
2 + π) = −ghθ∂xa,
∂thθ + ∂xhuθ = 0,
∂thπ + ∂x(u(hπ + ν
2)) =
h
ε
(gh2θ/2− π),
∂tha+ ∂xhua =
h
ε (Z − a).
(4.122)
Ce système entre dans le formalisme introduit dans la partie 4.4.1 avec
W = (h, hu, hθ, hπ, ha)T ,
F (W ) = (hu, hu2 + π, huθ, u(hπ + ν2), hua)T ,
S(W ) = (0,−ghθ∂xa, 0, 0, 0)T ,
R(W,Z) = (0, 0, 0, h(gh2θ/2− π), h(Z − a))T .
L’ensemble des états admissibles pour ce système est
O = {W = (h, hu, hθ, hπ, ha)T ∈ R5, h > 0, θ > 0} .
La matrice Q représente la projection sur les trois premières composantes deW :
Q =
1 0 0 0 00 1 0 0 0
0 0 1 0 0
 .
La fonction déterminant l’équilibre est
E(w,Z) = (h, hu, hθ, gh3θ/2, hZ)T
et la variété d’équilibre est déﬁnie par
M = {W = (h, hu, hθ, hπ, ha)T , π = gh2θ/2, a = Z} .
On introduit le vecteur des grandeurs physiques U = (h, u, θ, π, a)T . On peut alors réécrire
le système (4.122)ε=+∞ sous forme quasi-linéaire
∂tU +A(U)∂xU = 0,
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où la matrice A(U) est donnée par
A(U) =

u h 0 0 0
0 u 0 1/h gθ
0 0 u 0 0
0 ν2/h 0 u 0
0 0 0 0 u
 .
Ce système est hyperbolique en tout point deO, avec pour valeurs propres u demultiplicité
3 et u ± νh , chacune de multiplicité 1. L’ordre des valeurs propres est toujours le même et les
champs qui leur sont associés sont tous linéairement dégénérés. Les invariants de Riemann
pour ce système sont pour la valeur propre u± νh :
θ, a, u± ν
h
, π ∓ νu
et pour la valeur propre u :
u.
Comme dans le cas des équations de Saint-Venant, il manque un invariant de Riemann pour
l’onde u. En effet, celle-ci est de multiplicité 3 et on pourrait s’attendre à ce qu’elle ait deux
invariants de Riemann. Une équation supplémentaire sera donc nécessaire pour que le système
soit complètement déterminé
uL − νhL u∗ uR +
ν
hR
hL uL
θL πL
aL
h∗L u
∗
θL π
∗
L
aL
h∗R u
∗
θR π
∗
R
aR
hR uR
θR πR
aR
FIGURE 4.8 – Structure de la solution « exacte » du problème de Riemann pour le système de
relaxation (4.122)
On admet que la solution « exacte » du problème de Riemann pour le système de relaxation
(4.122)ε=+∞ est composé de deux états intermédiairesW ∗L etW
∗
R séparés par trois discontinuités
de contact de vitesses uL − νhL , u∗ et uR +
ν
hR
(voir Figure 4.8).
Après avoir éliminé les invariants de Riemann triviaux (dont celui pour l’onde u qui amène
à déﬁnir u∗ = u∗L = u
∗
R), il reste cinq inconnues : h
∗
L, u
∗, π∗L, h
∗
R et π
∗
R. La solution du problème
de Riemann pour (4.122) s’écrit
WR
(x
t
,WL, ZL,WR, ZR
)
=

(hL, hLuL, hLθL, hLπL, hLaL)
T si xt < uL − νhL
(h∗L, h
∗
Lu
∗, h∗LθL, h
∗
Lπ
∗
L, h
∗
LaL)
T si uL − νhL <
x
t < u
∗,
(h∗R, h
∗
Ru
∗, h∗RθR, h
∗
Rπ
∗
R, h
∗
RaR)
T si u∗ < xt < uR +
ν
hR
,
(hR, hRuR, hRθR, hRπR, hRaR)
T si uR + νhR <
x
t .
Le système est pour le moment composé des quatre équations provenant des invariants de
Riemann u± νh et π ∓ νu.
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On choisit de rajouter l’équation provenant de la déﬁnition de l’équilibre local, c’est-à-dire
π∗R − π∗L = −gh¯θ¯[a]. (4.123)
On obtient le système composé des cinq équations suivantes :
uL − ν
hL
= u∗ − ν
h∗L
,
uR +
ν
hR
= u∗ +
ν
h∗R
,
πL + νuL = π
∗
L + νu
∗,
πR − νuR = π∗R − νu∗,
π∗R − π∗L = −gh¯θ¯[a].
On peut alors résoudre le système et on trouve
u∗ = u− [π]
2ν
− gh¯θ¯ [a]
2ν
, (4.124)
π∗L = πL + ν(uL − u∗), (4.125)
π∗R = πR + ν(u
∗ − uR), (4.126)
1
h∗L
=
1
hL
+
u∗ − uL
ν
, (4.127)
1
h∗R
=
1
hR
+
uR − u∗
ν
. (4.128)
Avant de présenter le schéma associé à ce solveur de Riemann et de montrer qu’il possède
toutes les propriétés requises, on va justiﬁer le choix de l’équation (4.123) en introduisant un
nouveau modèle de relaxation.
Reformulation en un modèle complètement déterminé
On présente maintenant un nouveau système de relaxation complètement déterminé et qui va
permettre de justiﬁer le choix de l’équation (4.123).
On introduit quatre nouvelles variables X−, X+, Y − et Y +. Les variables X− et Y − vont
être transportées à la vitesse u−δ et les variablesX+ et Y + seront transportées à la vitesse u+δ.
Ici, δ > 0 est un paramètre sufﬁsamment petit. On va alors relaxer les variables X± vers h et
les variables Y ± vers θ. On obtient le modèle de relaxation suivant composé de neuf équations
(N = 9) 
∂th+ ∂xhu = 0,
∂thu+ ∂x(hu
2 + π) = −gX
− +X+
2
Y − + Y +
2
∂xa,
∂thθ + ∂xhuθ = 0,
∂thπ + ∂x(u(hπ + ν
2)) =
h
ε
(gh2θ/2− π),
∂tha+ ∂xhua =
h
ε
(Z − a),
∂thX
− + ∂xhuX
− = δh∂xX
− +
h
ε
(h−X−),
∂thX
+ + ∂xhuX
+ = −δh∂xX+ + h
ε
(h−X+),
∂thY
− + ∂xhuY
− = δh∂xY
− +
h
ε
(θ − Y −),
∂thY
+ + ∂xhuY
+ = −δh∂xY + + h
ε
(θ − Y +).
(4.129)
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Ce système rentre dans le formalisme introduit dans la partie 4.4.1 en posant
W = (h, hu, hθ, hπ, ha, hX− , hX+, hY −, hY +)T ,
F (W ) = (hu, hu2 + π, huθ, u(hπ + ν2), hua, huX−, huX+, huY −, huY +)T ,
S(W ) =
(
0,−gX
− +X+
2
Y − + Y +
2
∂xa, 0, 0, 0, δh∂xX
−,−δh∂xX+, δh∂xY −,−δh∂xY +
)T
,
R(W,Z) = (0, 0, 0, h(gh2θ/2− π), h(Z − a), h(ρ −X−), h(ρ −X+), h(θ − Y −), h(θ − Y +))T .
L’ensemble des vecteurs admissibles est
O = {W = (h, hu, hθ, hπ, ha, hX− , hX+, hY −, hY +)T ∈ R9, h > 0, θ > 0} .
La matrice Q représente la projection sur les trois premières composantes de W . La fonction
déterminant l’équilibre est
E(w,Z) = (h, hu, hθ, gh3θ/2, hZ, h2, h2, hθ, hθ)T
et la variété d’équilibre est déﬁnie par
M = {W ∈ O, π = gh2θ/2, a = Z,X− = h,X+ = h, Y − = θ, Y + = θ} .
On introduit le vecteur des grandeurs physiques U = (h, u, θ, π, a,X−,X+, Y −, Y +)T . Le
système de relaxation (4.129)ε=+∞ se réécrit alors sous la forme quasi-linéaire
∂tU +A(U)∂xU = 0,
où la matrice A(U) est donnée par
A(U) =

u h 0 0 0 0 0 0 0
0 u 0 1/h gX
−+X+
2h
Y −+Y +
2 0 0 0 0
0 0 u 0 0 0 0 0 0
0 ν2/h 0 u 0 0 0 0 0
0 0 0 0 u 0 0 0 0
0 0 0 0 0 u− δ 0 0 0
0 0 0 0 0 0 u+ δ 0 0
0 0 0 0 0 0 0 u− δ 0
0 0 0 0 0 0 0 0 u− δ

.
Ce système est hyperbolique en tout point de O pour δ sufﬁsamment petit. Ses valeurs
propres sont :
u (triple), u± ν
h
(simples), u± δ (doubles). (4.130)
Elles sont toutes associées à des champs linéairement dégénérés. Il sufﬁt de choisir δ tel que
δ < νh pour assurer que les valeurs propres ne se croisent pas. Les invariants de Riemann de ce
système sont pour la valeur propre u :
u, X−, X+, Y −, Y +, π + g
X− +X+
2
Y − + Y +
2
a,
pour la valeur propre u± νh :
a, θ, X−, X+, Y −, Y +, u± ν
h
, π ∓ νu,
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uR + ν/hR
u∗ + δu∗u∗ − δ
uL − ν/hL
hL
uL θL
πL aL
X−L X
+
L Y
−
L Y
+
L
hR
uR θR πR
aR X−R X
+
R Y
−
R Y
+
R
h∗L u
∗
θL π
∗
L aL
X−L X
+
L Y
−
L Y
+
L
h∗L u
∗ θL
π∗L aL
X−R X
+
L
Y −R
Y +L
h∗R u
∗ θR
π∗R aR
X−R X
+
L
Y −R
Y +L
h∗R u
∗
θR π
∗
R aR
X−R X
+
R
Y −R Y
+
R
FIGURE 4.9 – Structure de la solution exacte du problème de Riemann pour le système de re-
laxation (4.129)
pour la valeur propre u− δ :
h, u, θ, π, a, X+, Y +,
pour la valeur propre u+ δ :
h, u, θ, π, a, X−, Y −.
Le système (4.129) possède un ensemble complet d’invariants de Riemann qui permet de carac-
tériser de manière unique la solution du problème de Riemann.
La solution du problème de Riemann pour le système (4.111)ε=+∞ est composée de quatre
états intermédiaires séparés par cinq discontinuités de contact (voir Figure 4.6). Après élimi-
nation des invariants de Riemann triviaux, il reste cinq inconnues : h∗L, h
∗
R, u
∗, π∗L et π
∗
R. Les
invariants de Riemann u ± νh et π ∓ νu pour les ondes u ± νρ nous donnent clairement quatre
équations qui étaient déjà présentes dans le précédentmodèle. Le dernier invariant de Riemann
non trivial, π + gX
−+X+
2
Y −+Y +
2 a pour l’onde u nous donne
π∗R − π∗L = −g
X−R +X
+
L
2
Y −R + Y
+
L
2
(aR − aL). (4.131)
Cette équation coïncide avec la dernière équation (4.123) du précédentmodèle dès que la condi-
tion initiale appartient à la variété d’équilibre M. Les solution du problème de Riemann de
chacun des deux modèles sont donc « identiques » pour des données à l’équilibre.
Le schéma de relaxation
Connaissant la solution du problème de Riemann pour le système (4.129)ε=+∞, on en déduit
un schéma de relaxation que l’on présente dans la proposition suivante.
Proposition 4.26. Le schéma de relaxation associé au modèle de relaxation (4.129) s’écrit
wn+1i = w
n
i −
∆t
∆x
(
fi+1/2 − fi−1/2
)
+
∆t
2
(
s(wni−1, w
n
i )
Zi − Zi−1
∆x
+ s(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
,
(4.132)
où le ﬂux numérique est déﬁni par
fi+1/2 = f(w
n
i , Zi, w
n
i+1, Zi+1), (4.133)
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f(wL, ZL, wR, ZR) =

(
hLuL, hLu
2
L + πL −
1
2
gh¯θ¯[Z], hLuLθL
)T
si uL − νhL > 0,(
h∗Lu
∗, h∗L(u
∗)2 + π∗L −
1
2
gh¯θ¯[Z], h∗Lu
∗θL
)T
si uL − νhL < 0 < u∗,(
h∗Ru
∗, h∗R(u
∗)2 + π∗R +
1
2
gh¯θ¯[Z], h∗Ru
∗θR
)T
si u∗ < 0 < uR + νhR ,(
hRuR, hRu
2
R + πR +
1
2
gh¯θ¯[Z], hRuRθR
)T
si uR + νhR < 0,
(4.134)
et le terme source numérique est déﬁni par
s(wL, wR) =
(
0,−gh¯θ¯, 0)T . (4.135)
De plus, le schéma (4.132) est consistant avec (4.6).
Démonstration. Écrivons le système (4.129)ε=+∞ sous la forme
∂tW + ∂xF (W ) = S(W ). (4.136)
On noteW∆x la solution exacte de ce système pour la condition initiale
W∆x(x, t
n) = W ni = E(wni , Zi) si x ∈ Ki.
On peut alors intégrer (4.136) sur le rectangleKi × [tn, tn +∆t] pour obtenir∫
Ki
W∆x(x, t
n +∆t)dx =
∫
Ki
W∆x(x, t
n)dx−
∫ tn+∆t
tn
F
(
W∆x(xi+1/2, t)
)
dt
+
∫ tn+∆t
tn
F
(
W∆x(xi−1/2, t)
)
dt+
∫
Ki
∫ tn+∆t
tn
S (W∆x(x, t)) dtdx.
En utilisant l’auto-similarité de la solution du problème de Riemann, on en déduit
W n+1i = W
n
i −
∆t
∆x
(
F
(
WR
(
0,W ni , Zi,W
n
i+1, Zi+1
))− F (WR (0,W ni−1, Zi−1,W ni , Zi)))
+
1
∆x
∫
Ki
∫ tn+∆t
tn
S (W∆x(x, t)) dtdx.
On multiplie cette équation parQ et, puisque wni = QW ni et wn+1i = QW n+1i , on trouve
wn+1i = w
n
i −
∆t
∆x
(QF (WR (0,W ni , Zi,W ni+1, Zi+1))−QF (WR (0,W ni−1, Zi−1,W ni , Zi)))
+
1
∆x
∫
Ki
∫ tn+∆t
tn
QS (W∆x(x, t)) dtdx, (4.137)
On découpe ensuite l’intégrale du terme source en deux :
1
∆x
∫
Ki
∫ tn+∆t
tn
QS (W∆x(x, t)) dtdx = ∆t
(
S+(W ni−1, Zi−1,W
n
i , Zi) + S
−(W ni , Zi,W
n
i+1Zi+1)
)
(4.138)
où les fonctions S± sont déﬁnies par
S−(WL, ZL,WR, ZR) =
1
∆t∆x
∫ 0
−∆x/2
∫ ∆t
0
QS
(
WR
(x
t
,WL, ZL,WR, ZR)
))
dtdx, (4.139)
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S+(WL, ZL,WR, ZR) =
1
∆t∆x
∫ ∆x/2
0
∫ ∆t
0
QS
(
WR
(x
t
,WL, ZL,WR, ZR)
))
dtdx.
En utilisant les déﬁnitions de S et de Q dans le cas du système (4.129), on a
QS(W ) =
(
0,−gX
− +X+
2
Y − + Y +
2
∂xa, 0
)T
.
Dans un premier temps, on s’intéresse à la solution du problème de Riemann dans le rec-
tangle [−∆x/2, 0] × [0,∆t]. Si u∗ > 0 alors a est constante, donc
S−(WL, ZL,WR, ZR) = (0, 0, 0)
T .
Si u∗ < 0, alors a n’est discontinue que le long de la droite de vitesse u∗ et les inconnues X−,
X+, Y − et Y + restant constantes le long de cette droite, on trouve par la formule des sauts
S−(WL, ZL,WR, ZR) =
(
0,−gX
−
L +X
+
R
2
Y +L + Y
−
R
2
aR − aL
∆x
, 0
)T
.
Pour des états WL et WR dans la variété d’équilibre M, on a X+L = hL, X−R = hR, Y +L = θL,
Y −R = θR, aL = ZL et aR = ZR. Les états E(wL, ZL) et E(wR, ZR) étant par déﬁnition dans la
variété d’équilibreM, on a donc
S− (E(wL, ZL), ZL, E(wR, ZR), ZR) =
(
0,−gh¯θ¯ [Z]
∆x
, 0
)T
.
On peut uniﬁer les cas u∗ < 0 et u∗ > 0 par la formule
S− (E(wL, ZL), ZL, E(wR, ZR), ZR) =
(
0,
sgn(u∗)− 1
2
gh¯θ¯
[Z]
∆x
, 0
)T
. (4.140)
On procède de la même façon dans le rectangle [0,∆x/2] × [0,∆t] pour trouver
S+ (E(wL, ZL), ZL, E(wR, ZR), ZR) =
(
0,−sgn(u
∗) + 1
2
gh¯θ¯
[Z]
∆x
, 0
)T
.
En rappelant que W ni = E(wni , Zi), on déduit de (4.138) que l’intégrale du terme source
s’écrit
1
∆x
∫
Ki
∫ tn+∆t
tn
QS (W∆x(x, t)) dtdx = ∆t
2
(
s(wni−1, w
n
i )
Zi − Zi−1
∆x
+ s(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
− ∆t
∆x
(
0,
sgn(u∗i−1/2)
2
g
hni−1 + h
n
i
2
θni−1 + θ
n
i
2
(Zi − Zi−1)
−
sgn(u∗i+1/2)
2
g
hni + h
n
i+1
2
θni + θ
n
i+1
2
(Zi+1 − Zi), 0
)T
,
où s(wL, wR) est déﬁni par (4.135). En injectant cette équation dans (4.137), on trouve
wn+1i = w
n
i −
∆t
∆x
(
fi+1/2 − fi−1/2
)
+
∆t
2
(
s(wni−1, w
n
i )
Zi − Zi−1
∆x
+ s(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
,
où le ﬂux numérique est déﬁni par (4.114) et
f(wL, ZL, wR, ZR) = QF (WR (0, E(wL, ZL), ZL, E(wR, ZR), ZR))−
(
0,
sgn(u∗)
2
gh¯θ¯[Z], 0
)T
.
(4.141)
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Il reste à montrer que ce ﬂux numérique peut se réécrire sous la forme (4.134), ce qui se voit
facilement d’après la structure du problème de Riemann (voir Figure 4.8).
Enﬁn, la consistance du terme source est immédiate d’après (4.135). Concernant la consis-
tance du ﬂux numérique, si wL = wR = w et ZL = ZR = Z , on déduit aisément des équations
(4.124) à (4.128) que w∗L = w
∗
R = w. La formulation (4.134) du ﬂux numérique implique alors
f(w,Z,w,Z) = f(w).
Pour conclure la présentation du schéma, on montre un résultat qui sera utile pour l’exten-
sion en deux dimensions d’espace.
Lemme 4.27. Supposons que la condition CFL
∆t
∆x
max {|uL − ν/hL|, |hR + ν/hR|} ≤ 1
2
(4.142)
est vériﬁée, où ν est la linéarisation de l’impédance acoustique utilisée dans le problème de Riemann
WR(ξ,WL, ZL,WR, ZR).
Alors le ﬂux numérique f et le terme source numérique s vériﬁent l’identité suivante :
f(wL, ZL, wR, ZR)− s(wL, wR)
2
[Z] = f(wL) +
∆x
2∆t
wL
− 1
∆t
∫ 0
−∆x/2
QWR
( x
∆t
, E(wL, ZL), ZL, E(wR, ZR), ZR
)
dx. (4.143)
Démonstration. Pour simpliﬁer les notations, on introduitWL = E(wL, ZL) etWR = E(wR, ZR).
Les déﬁnitions (4.141) du ﬂux numérique f et (4.135) du terme source numérique s impliquent
f(wL, ZL, wR, ZR)− s(wL, wR)
2
[Z] = QF (WR (0,WL, ZL,WR, ZR))−
(
0,
sgn(u∗)
2
gh¯θ¯[Z], 0
)T
−
(
0,−1
2
gh¯θ¯[Z], 0
)T
,
que l’on peut réécrire sous la forme
f(wL, ZL, wR, ZR)− s(wL, wR)
2
[Z] = QF (WR (0,WL, ZL,WR, ZR))
−
(
0,
sgn(u∗)− 1
2
gh¯θ¯[Z], 0
)T
.
En utilisant les équations (4.139) et (4.140), on obtient
f(wL, ZL, wR, ZR)− s(wL, wR)
2
[Z] = QF (WR (0,WL, ZL,WR, ZR))
− 1
∆t
∫ 0
−∆x/2
∫ ∆t
0
QS
(
WR
(x
t
,WL, ZL,WR, ZR)
))
dtdx. (4.144)
D’autre part, en intégrant la solution exacte du problème de Riemann pour le système
(4.129) sur le rectangle [−∆x/2, 0] × [0,∆t], on trouve grâce à la condition CFL (4.142) :∫ 0
−∆x/2
WR
( x
∆t
,WL, ZL,WR, ZR
)
dx− ∆x
2
WL +
∫ ∆t
0
F (WR (0,WL, ZL,WR, ZR)) dt
−∆tF (WL) =
∫ 0
−∆x/2
∫ ∆t
0
S
(
WR
(x
t
,WL, ZL,WR, ZR
))
dtdx.
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En multipliant à gauche par 1∆tQ, on en déduit
QF (WR (0,WL, ZL,WR, ZR))− 1
∆t
∫ 0
−∆x/2
∫ ∆t
0
QS
(
WR
(x
t
,WL, ZL,WR, ZR
))
dtdx
= QF (WL) + ∆x
2∆t
QWL − 1
∆t
∫ 0
−∆x/2
QWR
( x
∆t
,WL, ZL,WR, ZR
)
dx.
Les propriétés (4.92) et (4.90) permettent alors d’écrire
QF (WR (0,WL, ZL,WR, ZR))− 1
∆t
∫ 0
−∆x/2
∫ ∆t
0
QS
(
WR
(x
t
,WL, ZL,WR, ZR
))
dtdx
= f(wL) +
∆x
2∆t
wL − 1
∆t
∫ 0
−∆x/2
QWR
( x
∆t
,WL, ZL,WR, ZR
)
dx.
En injectant cette relation dans (4.144), on trouve le résultat attendu.
Propriétés vérifiées par le schéma
On établit d’abord que le schéma est well-balanced.
Proposition 4.28. Le schéma (4.132) est well-balanced, c’est-à-dire que si ∀i ∈ Z on a
uni = 0 et
(hni+1)
2θni+1
2
− (h
n
i )
2θni
2
+
hni + h
n
i+1
2
θni + θ
n
i+1
2
(Zi+1 − Zi) = 0,
alors wn+1i = w
n
i , ∀i ∈ Z.
Démonstration. Soient (wL, ZL) et (wR, ZR) deux états vériﬁant l’équilibre local (4.10). D’après
le lemme 4.21, il sufﬁt de montrer que
WR(ξ, E(wL, ZL), ZL, E(wR, ZR), ZR) =
{
E(wL, ZL) si ξ < 0,
E(wR, ZR) si ξ > 0.
Par déﬁnition de la fonction E et puisque [h2θ/2] = −h¯θ¯[Z], les étatsWL = E(wL, ZL) etWR =
E(wR, ZR) vériﬁent
[π] = [gh2θ/2]
= −gh¯θ¯[Z]
= −gh¯θ¯[a].
D’autre part, on a uL = uR = 0. On déduit de l’équation (4.124) que u∗ = 0. Les équations
(4.125) à (4.128) impliquent alors
π∗L = πL, π
∗
R = πR, h
∗
L = hL, h
∗
R = hR,
ce qui conclut la preuve.
Montrons maintenant que le schéma est robuste.
Proposition 4.29. Supposons que la constante νi+1/2 assure que les valeurs propres vériﬁent l’ordre
suivant :
uni −
νi+1/2
hni
< u∗i+1/2 < u
n
i+1 +
νi+1/2
hni+1
. (4.145)
Si la condition CFL
∆t
∆x
max
i∈Z
∣∣∣∣uni ± νi∓1/2hni
∣∣∣∣ ≤ 12
est vériﬁée, alors le schéma (4.132) est robuste.
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Démonstration. D’après le lemme 4.22, il sufﬁt de montrer que pour tous WL et WR dans O
et tous ZL et ZR dans R, on a W ∗L ∈ O et W ∗R ∈ O. Puisque les valeurs de θ dans les états
intermédiaires sont toujours soit θL, soit θR, il sufﬁt de montrer que h∗L > 0 et h
∗
R > 0. En
utilisant la continuité des invariants de Riemann u ± νh pour les ondes u ± νh , on déduit que
l’hypothèse (4.145) se réécrit de façon équivalente
u∗ − ν
h∗L
< u∗ < u∗ +
ν
h∗R
.
En conséquence, imposer (4.145) revient à imposer h∗L > 0 et h
∗
R > 0. On en déduit immédiate-
ment la robustesse attendue.
4.4.4 Schéma de relaxation avec transport de gravité pour les équations d’Euler
avec gravité
Le but de cette partie est de construire un schéma de relaxation well-balanced pour les équa-
tions d’Euler avec gravité (4.11) pour une loi de pression générale (4.12). Le modèle de Suliciu
présentant les mêmes difﬁcultés que pour les autres systèmes, on introduit la version modiﬁée
où l’on transporte le terme de gravité à la vitesse u.
Modèle de relaxation avec transport de gravité
On introduit une nouvelle variable a qui va être transportée à la vitesse u et relaxée vers le
terme de gravité Z(x) = x. Cela mène au modèle de relaxation suivant :
∂tρ+ ∂xρu = 0,
∂tρu+ ∂x(ρu
2 + π) = −gρ∂xa,
∂tE + ∂x(u(E + π)) = −gρu∂xa,
∂tρπ + ∂x(u(ρπ + ν
2)) =
h
ε
(p(ρ, e) − π),
∂tρa+ ∂xρua =
h
ε (Z − a).
(4.146)
Ce système entre dans le formalisme introduit dans la partie 4.4.1 avec
W = (ρ, ρu,E, ρπ, ρa)T ,
F (W ) = (ρu, ρu2 + π, u(E + π), u(ρπ + ν2), ρua)T ,
S(W ) = (0,−gρ∂xa,−gρu∂xa, 0, 0)T ,
R(W,Z) = (0, 0, 0, h(p(ρ, e) − π), h(Z − a))T .
L’ensemble des états admissibles pour ce système est
O =
{
W = (ρ, ρu,E, ρπ, ρa)T ∈ R5, ρ > 0, E − 1
2
ρu2 > 0
}
.
La matrice Q représente la projection sur les trois premières composantes deW :
Q =
1 0 0 0 00 1 0 0 0
0 0 1 0 0
 .
La fonction déterminant l’équilibre est
E(w,Z) = (ρ, ρu,E, ρp(ρ, e), ρZ)T
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et la variété d’équilibre est déﬁnie par
M = {W = (ρ, ρu,E, ρπ, ρa)T , π = p(ρ, e), a = Z} .
On introduit le vecteur des grandeurs physiques U = (ρ, u, e, π, a)T . On peut alors réécrire
le système (4.146)ε=+∞ sous forme quasi-linéaire
∂tU +A(U)∂xU = 0,
où la matrice A(U) est donnée par
A(U) =

u ρ 0 0 0
0 u 0 1/ρ g
0 π/ρ u 0 0
0 ν2/ρ 0 u 0
0 0 0 0 u
 .
Ce système est hyperbolique en tout point deO, avec pour valeurs propres u demultiplicité
3 et u ± νh , chacune de multiplicité 1. L’ordre des valeurs propres est toujours le même et les
champs qui leur sont associés sont tous linéairement dégénérés. Les invariants de Riemann
pour ce système sont pour la valeur propre u± νρ :
a, u± ν
ρ
, π ∓ νu, ν2e− π
2
2
et pour la valeur propre u :
u.
Il manque un invariant de Riemann pour l’onde u. En effet, celle-ci est de multiplicité 3 et l’on
pourrait s’attendre à ce qu’elle ait deux invariants de Riemann. Une équation supplémentaire
sera donc nécessaire pour que le système soit complètement déterminé
uL − νρL u∗ uR +
ν
ρR
ρL uL
eL πL
aL
ρ∗L u
∗
e∗L π
∗
L
aL
ρ∗R u
∗
e∗R π
∗
R
aR
ρR uR
eR πR
aR
FIGURE 4.10 – Structure de la solution « exacte » du problème de Riemann pour le système de
relaxation (4.146)
On admet que la solution « exacte » du problème de Riemann pour le système de relaxation
(4.146)ε=+∞ est composée de deux états intermédiairesW ∗L etW
∗
R séparés par trois discontinui-
tés de contact de vitesses uL − νρL , u∗ et uR +
ν
ρR
(voir Figure 4.10).
Après avoir éliminé les invariants de Riemann triviaux (dont celui pour l’onde u qui amène
à déﬁnir u∗ = u∗L = u
∗
R), il reste sept inconnues : h
∗
L, u
∗, e∗L, π
∗
L, h
∗
R, e
∗
R et π
∗
R. La solution du
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problème de Riemann pour (4.146) s’écrit
WR
(x
t
,WL, ZL,WR, ZR
)
=

(ρL, ρLuL, EL, ρLπL, ρLaL)
T si xt < uL − νρL ,
(ρ∗L, ρ
∗
Lu
∗, E∗L, ρ
∗
Lπ
∗
L, ρ
∗
LaL)
T si uL − νρL <
x
t < u
∗,
(ρ∗R, ρ
∗
Ru
∗, E∗R, ρ
∗
Rπ
∗
R, ρ
∗
RaR)
T si u∗ < xt < uR +
ν
ρR
,
(ρR, ρRuR, ER, ρRπR, ρRaR)
T si uR + νρR <
x
t .
On choisit de rajouter l’équation provenant de la déﬁnition de l’équilibre local, c’est-à-dire
π∗R − π∗L = −gρ[a]. (4.147)
On obtient le système composé des sept équations suivantes :
uL − ν
ρL
= u∗ − ν
ρ∗L
,
uR +
ν
ρR
= u∗ +
ν
ρ∗R
,
πL + νuL = π
∗
L + νu
∗,
πR − νuR = π∗R − νu∗,
ν2eL − π
2
L
2
= ν2e∗L −
(π∗L)
2
2
,
ν2eR − π
2
R
2
= ν2e∗R −
(π∗R)
2
2
,
π∗R − π∗L = −gρ[a].
On peut alors résoudre le système et on trouve
u∗ = u− [π]
2ν
− gρ [a]
2ν
, (4.148)
π∗L = πL + ν(uL − u∗), (4.149)
π∗R = πR + ν(u
∗ − uR), (4.150)
1
ρ∗L
=
1
ρL
+
u∗ − uL
ν
, (4.151)
1
ρ∗R
=
1
ρR
+
uR − u∗
ν
, (4.152)
e∗L = eL +
π∗L
2 − πL2
2ν2
, (4.153)
e∗R = eR +
π∗R
2 − πR2
2ν2
. (4.154)
Avant de présenter le schéma associé à ce solveur de Riemann et de montrer qu’il possède
toutes les propriétés requises, on va justiﬁer le choix de l’équation (4.147) en introduisant un
nouveau modèle de relaxation.
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Reformulation en un modèle complètement déterminé
On présente maintenant le système de relaxation avec un ensemble complet d’invariants de
Riemann qui permet de justiﬁer du choix de l’équation (4.147). Pour cela, on introduit deux
nouvelles variablesX− etX+ qui vont être relaxées vers ρ. Ces deux variables sont transportées
respectivement à la vitesse u − δ et u + δ, où δ > 0 est un paramètre sufﬁsamment petit. On
obtient le modèle de relaxation suivant composé de sept équations
∂tρ+ ∂xρu = 0,
∂tρu+ ∂x(ρu
2 + π) = −gX
− +X+
2
∂xa,
∂tE + ∂x(u(E + π)) = −gX
− +X+
2
u∂xa,
∂tρπ + ∂x(u(ρπ + ν
2)) =
h
ε
(p(ρ, e) − π),
∂tρa+ ∂xρua =
h
ε
(Z − a),
∂tρX
− + ∂xρuX
− = δρ∂xX
− +
h
ε
(ρ−X−),
∂tρX
+ + ∂xρuX
+ = −δρ∂xX+ + h
ε
(ρ−X+).
(4.155)
On peut écrire ce système sous la forme (4.89) avec
W = (ρ, ρu,E, ρπ, ρa, ρX−, ρX+)T ,
F (W ) = (ρu, ρu2 + π, u(E + π), u(ρπ + ν2), ρua, ρuX−, ρuX+)T ,
S(W ) =
(
0,−gX
− +X+
2
∂xa,−gX
− +X+
2
u∂xa, 0, 0, δρ∂xX
−,−δρ∂xX+
)T
,
R(W,Z) = (0, 0, 0, h(p(ρ, e) − π), h(Z − a), h(ρ−X−), h(ρ−X+))T .
L’ensemble des vecteurs admissibles est
O =
{
W = (ρ, ρu,E, ρπ, ρa, ρX− , ρX+)T ∈ R7, ρ > 0, E − 1
2
ρu2 > 0
}
.
La matrice Q représente à nouveau la projection sur les trois premières composantes deW . La
fonction décrivant l’équilibre est
E(w,Z) = (ρ, ρu,E, ρp(ρ, e), ρZ, ρ2 , ρ2)T
et la variété d’équilibre est déﬁnie par
M = {W = (ρ, ρu,E, ρπ, ρa, ρX−, ρX+)T , π = p(ρ, e), a = Z,X− = ρ,X+ = ρ} .
On introduit le vecteur des grandeurs physiques U = (ρ, u, e, π, a,X− ,X+)T . Le système
de relaxation (4.155)ε=+∞ se réécrit alors sous la forme quasi-linéaire
∂tU +A(U)∂xU = 0,
où la matrice A(U) est donnée par
A(U) =

u ρ 0 0 0 0 0
0 u 0 1/ρ gX
−+X+
2ρ 0 0
0 π/ρ u 0 0 0 0
0 ν2/ρ 0 u 0 0 0
0 0 0 0 u 0 0
0 0 0 0 0 u− δ 0
0 0 0 0 0 0 u+ δ

.
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Si δ est choisi sufﬁsamment petit, ce système est hyperbolique en tout point de O. Ses va-
leurs propres sont u ± δ et u ± νρ , chacune de multiplicité 1 et u de multiplicité 3. Pour que
les valeurs propres ne se croisent pas, il sufﬁt de choisir δ tel que δ < νρ . L’ordre des valeurs
propres est alors ﬁxe :
u− ν
ρ
< u− δ < u < u+ δ < u+ ν
ρ
.
Toutes les valeurs propres sont associées à des champs linéairement dégénérés. Les invariants
de Riemann sont pour la valeur propre u :
u, π, X−, X+, π + g
X− +X−
2
a,
pour la valeur propre u± νρ :
a, X−, X+, u± ν
ρ
, π ∓ νu, ν2e− π
2
2
,
pour la valeur propre u− δ :
ρ, u, e, π, a, X+,
pour la valeur propre u+ δ :
ρ, u, e, π, a, X−.
Il n’y a pas d’invariant manquant pour ce système. Le problème de Riemann a donc une unique
solution déterminée par la continuité des invariants de Riemann à travers leur onde respective.
uR + ν/ρR
u∗ + δu∗u∗ − δ
uL − ν/ρL
ρL
uL eL
πL aL
X−L X
+
L
ρR
uR eR
πR aR X−R X
+
R
ρ∗L u
∗
e∗L π
∗
L aL
X−L X
+
L
ρ∗L u
∗
e∗L π
∗
L
aL
X−R
X+L
ρ∗R u
∗
e∗R π
∗
R
aR
X−R
X+L
ρ∗R u
∗
e∗R π
∗
R
aR X−R X
+
R
FIGURE 4.11 – Structure de la solution exacte du problème de Riemann pour le système de
relaxation (4.155)
La solution du problème de Riemann pour le système (4.155)ε=+∞ est composée de quatre
états intermédiaires séparés par cinq discontinuités de contact (voir Figure 4.11). Après avoir
éliminé les relations liées aux invariants de Riemann triviaux , il reste sept inconnues : ρ∗L, ρ
∗
R,
u∗, e∗L, e
∗
R, π
∗
L et π
∗
R. Les équations données par les invariants de Riemann u ± νρ , π ∓ νu et
ν2e − π22 pour les ondes u ± νρ nous donnent six équations qui étaient déjà présentes dans le
précédent système. Le dernier invariant de Riemann non trivial, π + gX
−+X+
2 a pour l’onde u
nous donne
π∗R − π∗L = −g
X−R +X
+
L
2
(aR − aL). (4.156)
Si l’on suppose que la condition initiale appartient à la variété d’équilibre, alors on a X+L = ρL
et X−R = ρR et l’équation (4.156) est la même que la dernière équation (4.147) du système
précédent. Par conséquent, les deux modèles possèdent la « même » solution du problème de
Riemann pour une donnée à l’équilibre.
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Le schéma de relaxation
Connaissant la solution du problème de Riemann pour le système (4.155)ε=+∞, on déduit un
schéma numérique pour le système original (4.11) qui est décrit dans la proposition suivante.
Proposition 4.30. Le schéma de relaxation associé au modèle de relaxation (4.155) s’écrit
wn+1i = w
n
i −
∆t
∆x
(
fi+1/2 − fi−1/2
)
+
∆t
2
(
s(wni−1, w
n
i )
Zi − Zi−1
∆x
+ s(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
,
(4.157)
où le ﬂux numérique est déﬁni par
fi+1/2 = f(w
n
i , Zi, w
n
i+1, Zi+1), (4.158)
f(wL, ZL, wR, ZR) =
(
ρLuL, ρLu
2
L + πL −
1
2
gρ[Z], uL(EL + πL)− 1
2
gρu∗[Z]
)T
si uL − νρL > 0,(
ρ∗Lu
∗, ρ∗L(u
∗)2 + π∗L −
1
2
gρ[Z], u∗(E∗L + π
∗
L)−
1
2
gρu∗[Z]
)T
si uL − νρL < 0 < u∗,(
ρ∗Ru
∗, ρ∗R(u
∗)2 + π∗R +
1
2
gρ[Z], u∗(E∗R + π
∗
R) +
1
2
gρu∗[Z]
)T
si u∗ < 0 < uR + νρR ,(
ρRuR, ρRu
2
R + πR +
1
2
gρ[Z], uR(ER + πR) +
1
2
gρu∗[Z]
)T
si uR + νρR < 0,
(4.159)
et le terme source numérique est déﬁni par
s(wL, wR) = (0,−gρ,−gρu∗)T . (4.160)
De plus, le schéma (4.157) est consistant avec (4.11).
Démonstration. Écrivons le système (4.155)ε=+∞ sous la forme
∂tW + ∂xF (W ) = S(W ). (4.161)
On noteW∆x la solution exacte de ce système pour la condition initiale
W∆x(x, t
n) = W ni = E(wni , Zi) si x ∈ Ki.
On peut alors intégrer (4.161) sur le rectangleKi × [tn, tn +∆t] pour obtenir∫
Ki
W∆x(x, t
n +∆t)dx =
∫
Ki
W∆x(x, t
n)dx−
∫ tn+∆t
tn
F
(
W∆x(xi+1/2, t)
)
dt
+
∫ tn+∆t
tn
F
(
W∆x(xi−1/2, t)
)
dt+
∫
Ki
∫ tn+∆t
tn
S (W∆x(x, t)) dtdx.
En utilisant l’auto-similarité de la solution du problème de Riemann, on en déduit
W n+1i = W
n
i −
∆t
∆x
(
F
(
WR
(
0,W ni , Zi,W
n
i+1, Zi+1
))− F (WR (0,W ni−1, Zi−1,W ni , Zi)))
+
1
∆x
∫
Ki
∫ tn+∆t
tn
S (W∆x(x, t)) dtdx.
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On multiplie cette équation parQ et, puisque wni = QW ni et wn+1i = QW n+1i , on trouve
wn+1i = w
n
i −
∆t
∆x
(QF (WR (0,W ni , Zi,W ni+1, Zi+1))−QF (WR (0,W ni−1, Zi−1,W ni , Zi)))
+
1
∆x
∫
Ki
∫ tn+∆t
tn
QS (W∆x(x, t)) dtdx, (4.162)
On va ensuite découper l’intégrale du terme source en deux :
1
∆x
∫
Ki
∫ tn+∆t
tn
QS (W∆x(x, t)) dtdx = ∆t
(
S+(W ni−1, Zi−1,W
n
i , Zi) + S
−(W ni , Zi,W
n
i+1Zi+1)
)
(4.163)
où les fonctions S± sont déﬁnies par
S−(WL, ZL,WR, ZR) =
1
∆t∆x
∫ 0
−∆x/2
∫ ∆t
0
QS
(
WR
(x
t
,WL, ZL,WR, ZR)
))
dtdx,
S+(WL, ZL,WR, ZR) =
1
∆t∆x
∫ ∆x/2
0
∫ ∆t
0
QS
(
WR
(x
t
,WL, ZL,WR, ZR)
))
dtdx.
En utilisant les déﬁnitions de S et de Q dans le cas du système (4.155), on a
QS(W ) =
(
0,−gX
− +X+
2
∂xa,−gX
− +X+
2
u∂xa
)T
.
Dans un premier temps, on s’intéresse à la solution du problème de Riemann dans le rec-
tangle [−∆x/2, 0] × [0,∆t]. Si u∗ > 0 alors a est constante, donc
S−(WL, ZL,WR, ZR) = (0, 0, 0)
T .
Si u∗ < 0, alors a n’est discontinue que le long de la droite de vitesse u∗ et les inconnues X−,
X+ et u restant constantes le long de cette droite, on trouve par la formule des sauts
S−(WL, ZL,WR, ZR) =
(
0,−gX
−
L +X
+
R
2
aR − aL
∆x
,−gX
−
L +X
+
R
2
u∗
aR − aL
∆x
)T
.
Pour des états WL et WR dans la variété d’équilibreM, on a X+L = ρL, X−R = ρR, aL = ZL et
aR = ZR. Les états E(wL, ZL) et E(wR, ZR) étant par déﬁnition dans la variété d’équilibreM,
on a donc
S− (E(wL, ZL), ZL, E(wR, ZR), ZR) =
(
0,−gρ [Z]
∆x
,−gρu∗ [Z]
∆x
)T
.
On peut uniﬁer les cas u∗ < 0 et u∗ > 0 par la formule
S− (E(wL, ZL), ZL, E(wR, ZR), ZR) =
(
0,
sgn(u∗)− 1
2
gρ
[Z]
∆x
,
sgn(u∗)− 1
2
gρu∗
[Z]
∆x
)T
.
On procède de la même façon dans le rectangle [0,∆x/2] × [0,∆t] pour trouver
S+ (E(wL, ZL), ZL, E(wR, ZR), ZR) =
(
0,−sgn(u
∗) + 1
2
gρ
[Z]
∆x
,−sgn(u
∗) + 1
2
gρu∗
[Z]
∆x
)T
.
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En rappelant que W ni = E(wni , Zi), on déduit de (4.163) que l’intégrale du terme source
s’écrit
1
∆x
∫
Ki
∫ tn+∆t
tn
QS (W∆x(x, t)) dtdx = ∆t
2
(
s(wni−1, w
n
i )
Zi − Zi−1
∆x
+ s(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
− ∆t
∆x
(
0,
sgn(u∗i−1/2)
2
g
ρni−1 + ρ
n
i
2
(Zi − Zi−1)−
sgn(u∗i+1/2)
2
g
ρni + ρ
n
i+1
2
(Zi+1 − Zi),
sgn(u∗i−1/2)
2
g
ρni−1 + ρ
n
i
2
u∗i−1/2(Zi − Zi−1)−
sgn(u∗i+1/2)
2
g
ρni + ρ
n
i+1
2
u∗i+1/2(Zi+1 − Zi)
)T
,
où s(wL, wR) est déﬁni par (4.160). En injectant cette équation dans (4.162), on trouve
wn+1i = w
n
i −
∆t
∆x
(
fi+1/2 − fi−1/2
)
+
∆t
2
(
s(wni−1, w
n
i )
Zi − Zi−1
∆x
+ s(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
,
où le ﬂux numérique est déﬁni par (4.158) et
f(wL, ZL, wR, ZR) = QF (WR (0, E(wL, ZL), ZL, E(wR, ZR), ZR))
−
(
0,
sgn(u∗)
2
gρ[Z],
sgn(u∗)
2
gρu∗[Z]
)T
.
Il reste à montrer que ce ﬂux numérique peut se réécrire sous la forme (4.159), ce qui se voit
facilement d’après la structure du problème de Riemann (voir Figure 4.10).
Enﬁn, la consistance du terme source est immédiate d’après (4.160). Concernant la consis-
tance du ﬂux numérique, si wL = wR = w et ZL = ZR = Z , on déduit aisément des équations
(4.148) à (4.154) que w∗L = w
∗
R = w. La formulation (4.159) du ﬂux numérique implique alors
f(w,Z,w,Z) = f(w).
Propriétés vérifiées par le schéma
On établit d’abord que le schéma est well-balanced.
Proposition 4.31. Le schéma (4.157) est well-balanced, c’est-à-dire que si ∀i ∈ Z on a
uni = 0 et p
n
i+1 − pni + g
ρni + ρ
n
i+1
2
(Zi+1 − Zi) = 0,
alors wn+1i = w
n
i , ∀i ∈ Z.
Démonstration. Soient (wL, ZL) et (wR, ZR) deux états vériﬁant l’équilibre local (4.14). D’après
le Lemme 4.21, il sufﬁt de montrer que
WR(ξ, E(wL, ZL), ZL, E(wR, ZR), ZR) =
{
E(wL, ZL) si ξ < 0,
E(wR, ZR) si ξ > 0.
Par déﬁnition de la fonction E , les étatsWL = E(wL, ZR) etWR = E(wR, ZR) vériﬁent
[π] + gρ[a] = 0.
D’autre part, on a uL = uR = 0. On déduit de l’équation (4.148) que u∗ = 0. Les équations
(4.149) à (4.154) impliquent alors
π∗L = πL, π
∗
R = πR, ρ
∗
L = ρL, ρ
∗
R = ρR, e
∗
L = eL, e
∗
R = eR,
ce qui conclut la preuve.
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Montrons maintenant que le schéma est robuste.
Proposition 4.32. Supposons que la constante νi+1/2 vériﬁe les inégalités suivantes :
uni −
νi+1/2
ρni
< u∗i+1/2 < u
n
i+1 +
νi+1/2
ρni+1
, (4.164)
eni +
(
πL,∗i+1/2
)2
− (pni )2
2ν2i+1/2
> 0, eni+1 +
(
πR,∗i+1/2
)2
− (pni+1)2
2ν2i+1/2
> 0. (4.165)
Si la condition CFL
∆t
∆x
max
i∈Z
∣∣∣∣uni ± νi∓1/2ρni
∣∣∣∣ ≤ 12
est vériﬁée, alors le schéma (4.157) est robuste.
Remarquons que les inégalités (4.164) sont lesmêmes que pour les systèmes de Saint-Venant
et Ripa. Les inégalités (4.165) sont également équivalentes à assurer la positivité d’un polynôme
du second degré en ν tendant vers +∞ quand ν tend vers +∞.
Démonstration. La preuve de la positivité de ρ∗L et ρ
∗
R est identique à celle pour Saint-Venant.
Pour la positivité de l’énergie interne, les équations (4.153) et (4.154) et l’hypothèse impliquent
que e∗L > 0 et e
∗
R > 0. On en déduit queW
∗
L etW
∗
R sont dansO. Le Lemme 4.22 permet alors de
conclure.
4.5 Extension à l’ordre deux pour les équations d’Euler avec gravité
Le but de cette partie est de construire des schémaswell-balanced d’ordre deux de typeMUSCL.
Pour les équations de Saint-Venant, de nombreux schémas well-balanced d’ordre élevé ont été
développés (voir par exemple [5, 20, 85, 15]). En ce qui concerne le système de Ripa, plusieurs
difﬁcultés rendent extrêmement délicate l’extension à l’ordre deux. Celles-ci seront brièvement
présentées dans la Partie 4.5.3. On se concentre ici sur les équations d’Euler avec gravité (4.11).
Pour simpliﬁer, on considère que le système est fermé par la loi des gaz parfaits
p = (γ − 1)
(
E − 1
2
ρu2
)
, (4.166)
où γ ∈]1, 3] est le coefﬁcient adiabatique du gaz.
4.5.1 Solutions discrètes stationnaires affines par morceaux
Dans un premier temps, il est essentiel de souligner qu’il n’est pas envisageable de construire
des schémas d’ordre deux well-balanced au sens de la Déﬁnition 4.9. En effet, si l’on impose
au schéma de préserver exactement les solutions discrètes constantes par morceaux, cela re-
viendra à forcer la préservation d’une approximation d’ordre un entraînant ainsi la perte de
l’ordre deux. On doit donc utiliser une déﬁnition différente de schéma well-balanced pouvant
prendre en compte des approximations afﬁnes par morceaux. Pour cela, on va introduire la no-
tion de solution discrète stationnaire afﬁne par morceaux qui est une extension à l’ordre deux
des solutions discrètes stationnaires constantes par morceaux déﬁnies dans la Partie 4.2.3.
On considère une reconstruction afﬁne par morceaux donnée par
w˜ni (x) = w
n
i + σ
n
i (x− xi), si x ∈ Ki = [xi−1/2, xi+1/2[,
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où σni =
(
σρi , σ
ρu
i , σ
E
i
)T ∈ R3 désigne le vecteur des pentes d’une reconstruction sur la cellule
Ki.
On enrichit la Déﬁnition 4.8 par des conditions d’ordre deux pour les équations d’Euler
avec gravité.
Définition 4.33 (Solution discrète stationnaire afﬁne par morceaux). On dit que l’approxima-
tion (wni , σ
n
i )i∈Z déﬁnit une solution discrète stationnaire afﬁne par morceaux si pour tout i ∈ Z,
on a
uni = 0, (4.167)
pni+1 − pni + g
ρni + ρ
n
i+1
2
(Zi+1 − Zi) = 0, (4.168)
σρui = 0, (4.169)
σpi + gρ
n
i = 0, (4.170)
où σpi = (γ − 1)σEi .
On souligne que la Déﬁnition 4.33 est consistante avec l’équation (4.13) qui décrit les
états d’équilibre au repos pour les équations d’Euler avec gravité. En effet, les équations
(4.167) et (4.168) étaient déjà présentes dans la déﬁnition 4.8 d’une solution discrète station-
naire constante par morceaux. Leur consistance a déjà été prouvée. L’équation (4.169) est na-
turelle puisque l’on ne considère que les états d’équilibre au repos. Enﬁn, si l’on suppose que
ρni = ρ(x)+O(∆x) et que σ
p
i = ∂xp(x)+O(∆x), on déduit immédiatement de (4.170) la relation
suivante :
∂xp(x) + gρ(x)∂xZ(x) = O(∆x),
puisque Z(x) = x. Par conséquent, l’équation (4.170) est bien consistante avec (4.14).
On remarque qu’en général, la reconstruction en pression n’est pas afﬁne. En effet, celle-ci
s’écrit
p˜ni (x) = (γ − 1)E˜ni (x)−
(ρ˜uni (x))
2
2ρ˜ni (x)
,
qui n’a aucune raison, en général, d’être afﬁne en x. Cependant, dans le cadre de la déﬁnition
(4.33), on a uni = 0 et σ
ρu
i = 0, donc ρ˜u
n
i (x) = 0. On obtient ainsi
p˜ni (x) = (γ − 1)E˜ni (x)
= (γ − 1)Eni + (γ − 1)σEi (x− xi)
= pni + σ
p
i (x− xi).
Par conséquent, dans ce cas, la reconstruction en pression est afﬁne de pente σpi .
On déﬁnit maintenant les états reconstruits à chaque interface par
wn,±i = w˜
n
i (xi±1/2) = w
n
i ±
∆x
2
σni . (4.171)
On introduit également des valeurs intermédiaires de la fonction Z(x) = x :
Zi+1/2 = xi+1/2.
On peut alors établir un lien simple entre la Déﬁnition 4.33 et la notion d’équilibre local
introduite dans la déﬁnition 4.3.
Proposition 4.34. L’approximation (wni , σ
n
i )i∈Z est une solution discrète stationnaire afﬁne par mor-
ceaux si et seulement si pour tout i ∈ Z, les états (wn,−i , Zi−1/2) et (wn,+i , Zi+1/2) d’une part et les états
(wn,+i , Zi+1/2) et (w
n,−
i+1 , Zi+1/2) d’autre part sont à l’équilibre local déﬁni par (4.14).
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Démonstration. Supposons dans un premier temps que l’approximation (wni , σ
n
i )i∈Z est une
solution discrète stationnaire afﬁne par morceaux. On montre d’abord que (wn,−i , Zi−1/2) et
(wn,+i , Zi+1/2) sont à l’équilibre local (4.14). Par déﬁnition, on a u
n
i = 0 et σ
ρu
i = 0, pour tout
i ∈ Z. On en déduit immédiatement
un,−i = u
n,+
i = 0, ∀i ∈ Z.
D’autre part, puisque Zi+1/2 − Zi−1/2 = ∆x, d’après l’équation (4.170), on a
pn,+i − pn,−i + g
ρn,−i + ρ
n,+
i
2
(Zi+1/2 − Zi−1/2) = ∆xσpi + gρni ∆x
= 0.
En conséquence, (wn,−i , Zi−1/2) et (w
n,+
i , Zi+1/2) satisfont l’équilibre local (4.14). De même, on
montre maintenant que (wn,+i , Zi+1/2) et (w
n,−
i+1 , Zi+1/2) vériﬁent l’équilibre local (4.14). Par dé-
ﬁnition des états reconstruits, on a
pn,−i+1 − pn,+i + g
ρn,+i + ρ
n,−
i+1
2
(Zi+1/2 − Zi+1/2) = pni+1 − pni −
∆x
2
(σpi+1 + σ
p
i ).
Puisque σpi = −gρni par (4.170), on en déduit
pn,−i+1 − pn,+i + g
ρn,+i + ρ
n,−
i+1
2
(Zi+1/2 − Zi+1/2) = pni+1 − pni + g
ρni + ρ
n
i+1
2
∆x.
En utilisant à nouveau Zi+1 − Zi = ∆x et l’équation (4.168), on trouve
pn,−i+1 − pn,+i + g
ρn,+i + ρ
n,−
i+1
2
(Zi+1/2 − Zi+1/2) = 0.
Il en résulte que les états (wn,+i , Zi+1/2) et (w
n,−
i+1 , Zi+1/2) vériﬁent l’équilibre local (4.14).
Inversement, supposons que les états (wn,−i , Zi−1/2) et (w
n,+
i , Zi+1/2) d’une part et les
états (wn,+i , Zi+1/2) et (w
n,−
i+1 , Zi+1/2) d’autre part vériﬁent l’équilibre local (4.14). On a
un,−i = u
n,+
i = 0, donc u
n
i = σ
ρu
i = 0. Ensuite, puisque (w
n,−
i , Zi−1/2) et (w
n,+
i , Zi+1/2) sont à
l’équilibre local, on a
pn,+i − pn,−i + g
ρn,−i + ρ
n,+
i
2
(Zi+1/2 − Zi−1/2) = 0.
On en déduit
∆xσpi + gρ
n
i (Zi+1/2 − Zi−1/2) = 0.
Puisque Zi+1/2 − Zi−1/2 = ∆x, on obtient
σpi + gρ
n
i = 0. (4.172)
Enﬁn, puisque (wn,+i , Zi+1/2) et (w
n,−
i+1 , Zi+1/2) sont à l’équilibre local, on a
pn,−i+1 − pn,+i + g
ρn,+i + ρ
n,−
i+1
2
(Zi+1/2 − Zi+1/2) = 0.
On en déduit
pni+1 − pni −
∆x
2
(σpi + σ
p
i+1) = 0.
En utilisant (4.172), on trouve ﬁnalement
pni+1 − pni −
ρni + ρ
n
i+1
2
(Zi+1 − Zi) = 0,
ce qui prouve que la discrétisation (wni , σ
n
i )i∈Z est une solution discrète stationnaire afﬁne par
morceaux.
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Pour conclure cette partie, on déﬁnit ce qu’est un schéma d’ordre deux well-balanced.
Définition 4.35. Un schéma d’ordre deux est dit well-balanced si pour toute solution discrète
stationnaire afﬁne par morceaux (wni , σ
n
i )i∈Z, le schéma vériﬁe w
n+1
i = w
n
i , pour tout i ∈ Z.
4.5.2 Schéma MUSCL well-balanced
On présente maintenant le schéma MUSCL associé au schéma de relaxation (4.157). Rappelons
qu’en l’absence de terme source, le schéma MUSCL peut s’écrire comme la moyenne de deux
schémas d’ordre un déﬁnis sur des demi-cellules (voir la preuve du Lemme 1.9). Pour prendre
en compte le terme source, la méthode usuelle consiste à déﬁnir le schéma MUSCL comme la
moyenne de deux schémas d’ordre un avec terme source déﬁnis sur des demi-cellules.
Plus précisément, on considère l’approximation au temps tn donnée par
(W n∆x, Z∆x) (x) =
{
(wn,−i , Zi−1/2), si x ∈ [xi−1/2, xi[,
(wn,+i , Zi+1/2), si x ∈ [xi, xi+1/2[.
On fait évoluer cette approximation par le schéma d’ordre un (4.157), ce qui nous donne les
deux états intermédiaires suivants :
wn+1,−i = w
n,−
i −
∆t
∆x/2
(
F
(
wn,−i , Zi−1/2, w
n,+
i , Zi+1/2
)
− F
(
wn,+i−1 , Zi−1/2, w
n,−
i , Zi−1/2
))
+
∆t
2
S
(
wn,−i , w
n,+
i
) Zi+1/2 − Zi−1/2
∆x/2
, (4.173)
wn+1,+i = w
n,+
i −
∆t
∆x/2
(
F
(
wn,+i , Zi+1/2, w
n,−
i+1Zi+1/2
)
− F
(
wn,−i , Zi−1/2, w
n,+
i , Zi+1/2
))
+
∆t
2
S
(
wn,−i , w
n,+
i
) Zi+1/2 − Zi−1/2
∆x/2
. (4.174)
La mise à jour du schéma MUSCL est alors donnée par la moyenne suivante :
wn+1i =
1
2
(
wn+1,−i + w
n+1,+
i
)
, (4.175)
qui se réécrit
wn+1i = w
n
i −
∆t
∆x
(
F
(
wn,+i , Zi+1/2, w
n,−
i+1Zi+1/2
)
− F
(
wn,+i−1 , Zi−1/2, w
n,−
i , Zi−1/2
))
+∆tS
(
wn,−i , w
n,+
i
) Zi+1/2 − Zi−1/2
∆x
. (4.176)
On montre maintenant que le schéma MUSCL est well-balanced.
Proposition 4.36. Le schéma MUSCL (4.176) est well-balanced, c’est-à-dire que pour toute solution
discrète stationnaire afﬁne par morceaux (wni , σ
n
i )i∈Z, le schéma vériﬁe
wn+1i = w
n
i , ∀i ∈ Z.
Démonstration. Soit (wni , σ
n
i )i∈Z une solution discrète stationnaire afﬁne par morceaux. D’après
la Proposition 4.34, cela signiﬁe que les états (wn,−i , Zi−1/2) et (w
n,+
i , Zi+1/2) d’une part et
les états (wn,+i , Zi+1/2) et (w
n,−
i+1 , Zi+1/2) d’autre part sont à l’équilibre local (4.14). Puisque le
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schéma de relaxation (4.157) est well-balanced au sens de la Déﬁnition 4.9 (voir Proposition
4.31), les états intermédiaires déﬁnis par les schémas d’ordre un (4.173) et (4.174) vériﬁent
wn+1,−i = w
n,−
i et w
n+1,+
i = w
n,+
i .
On déduit alors des équations (4.175) et (4.171)
wn+1i =
1
2
(
wn,−i + w
n,+
i
)
= wni
et le schéma (4.176) est well-balanced.
Avant de montrer que le schéma est robuste, on introduit νi la linéarisation de l’impédance
acoustique utilisée dans le problème de Riemann WR(ξ,W
n,−
i , Zi−1/2,W
n,+
i , Zi+1/2) et νi+1/2
celle utilisée dans le problème de RiemannWR(ξ,W
n,+
i , Zi+1/2,W
n,−
i+1 , Zi+1/2).
Proposition 4.37. Supposons que les paramètres νi et νi+1/2 vériﬁent les inégalités (4.164) et (4.165)
pour tout i ∈ Z. Si la condition CFL
∆t
∆x
max
i∈Z
(∣∣∣∣∣un,±i ± νiρn,±i
∣∣∣∣∣ ,
∣∣∣∣∣un,±i ∓ νi±1/2ρn,±i
∣∣∣∣∣
)
≤ 1
4
est vériﬁée, alors le schéma (4.176) est robuste.
Démonstration. Les états intermédiaires wn+1,−i et w
n+1,+
i sont obtenus par des schémas de re-
laxation d’ordre un (4.173) et (4.174). D’après la Proposition 4.32, on en déduit que les états
wn+1,±i sont dans Ω. L’état w
n+1
i étant déﬁni comme la moyenne de w
n+1,−
i et w
n+1,+
i et l’en-
semble Ω étant convexe, on en déduit que wn+1i est dans Ω.
4.5.3 Difficultés pour le modèle de Ripa
On explique ici brièvement pourquoi il s’avère beaucoup plus complexe de construire un schéma
d’ordre deux well-balanced pour les équations de Ripa que pour les équations d’Euler avec
gravité. La simplicité de l’approche suivie pour les équations d’Euler repose sur la Proposition
4.34 qui fait le lien entre les solutions discrètes stationnaires afﬁnes par morceaux et la notion
d’équilibre local. En déﬁnissant le schéma MUSCL comme une combinaison convexe de sché-
mas d’ordre un, la propriété well-balanced s’étend alors naturellement du schéma d’ordre un
au schéma d’ordre deux. Concernant le modèle de Ripa, il est beaucoup plus dur de déﬁnir une
notion de solution discrète stationnaire afﬁne par morceaux qui puisse être connectée simple-
ment à l’équilibre local. Il y a deux raisons principales à cette difﬁculté.
La première raison concerne les grandeurs physiques intervenant dans la déﬁnition de
l’équilibre local. Pour les équations d’Euler, les grandeurs intervenant dans (4.14) sont toutes
conservatives. En effet, commementionné précédemment, puisque la vitesse est identiquement
nulle pour les solutions stationnaires, la pression est alors proportionnelle à l’énergie totale et
donc conservative. Cela implique que la reconstruction pour toutes ces grandeurs est afﬁne.
Dans la déﬁnition (4.10) de l’équilibre local pour les équations de Ripa, les grandeurs θ et h2θ
intervenant sont des fonctions non linéaires des grandeurs conservatives. Par conséquent, la
reconstruction de ces grandeurs n’a aucune raison d’être afﬁne, ce qui rend beaucoup plus
compliquée l’obtention de relations analogues à (4.167)–(4.170).
D’autre part, dans les équations d’Euler, la fonction Z est extrêmement simple (Z(x) = x).
La reconstruction de cette fonction est donc triviale et l’on a utilisé plusieurs fois le fait que
Zi+1 − Zi = ∆x. Dans les équations de Ripa, la fonction Z peut être n’importe quelle fonction
régulière. Cela rend le choix des valeurs reconstruites de Z plus délicat et les calculs beaucoup
plus lourds.
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4.6 Extension en deux dimensions d’espace
Dans cette partie, on utilise les schémas de relaxation construits dans la Partie 4.4 pour construire
des schémas numériques well-balanced en deux dimensions d’espace. On se concentre ici sur
les équations de Ripa 2D. Tout ce qu’on va présenter s’applique cependant très simplement
au système de Saint-Venant et aux équations d’Euler avec gravité. Il serait même possible de
présenter la méthode pour les trois systèmes simultanément, au prix de notations légèrement
plus lourdes (voir [56, 14]).
Dans un premier temps, on présente brièvement le système de Ripa 1D avec une vitesse
tangentielle. On constate que cette inconnue supplémentaire ne modiﬁe pas la structure du sys-
tème et qu’on peut construire sans difﬁculté un schéma de relaxation similaire à celui présenté
dans la Partie 4.4.3. On introduit ensuite le modèle de Ripa en deux dimensions d’espace. On
décrit en particulier les états d’équilibre au repos pour ce système. On déﬁnit ensuite le carac-
tère well-balanced pour le système 2D avant de dériver un schéma numérique par des tech-
niques classiques (voir [14, 15]). On prouve ﬁnalement que ce schéma est bien well-balanced et
robuste.
4.6.1 Le modèle de Ripa 1D avec vitesse tangentielle
On considère le modèle de Ripa 1D, dans lequel on rajoute une inconnue : la vitesse tangentielle
v. Celle-ci est simplement transportée à la vitesse normale u, sans terme source de topographie.
Ce modèle ne présente pas vraiment d’intérêt en lui-même, mais il sera très utile dans la pré-
sentation en deux dimensions qui va suivre.
Le système s’écrit de la façon suivante :
∂th+ ∂xhu = 0,
∂thu+ ∂x(hu
2 + gh2θ/2) = −ghθ∂xZ,
∂thv + ∂xhuv = 0,
∂thθ + ∂xhuθ = 0.
(4.177)
On peut écrire ce système sous la forme condensée
∂tw + ∂xf(w) = s(w)∂xZ, (4.178)
où le vecteur d’état est déﬁni par
w = (h, hu, hv, hθ)T ,
la fonction ﬂux est déﬁnie par
f(w) =
(
hu, hu2 + gh2θ/2, huv, huθ
)T
,
et le terme source est donné par
s(w) = (0,−ghθ, 0, 0)T .
L’ensemble des états admissibles est
Ω = {w ∈ R4, h > 0, θ > 0}.
Le système (4.177) est très proche du système de Ripa 1D (4.6). En effet, la vitesse tangen-
tielle v n’est discontinue qu’à travers l’onde linéairement dégénérée de vitesse u. D’autre part,
la variable v n’intervient pas dans l’évolution des autres grandeurs. Par conséquent, il s’agit
d’une variable « passive » qui ne modiﬁe pas la structure du système.
La déﬁnition de l’équilibre local pour ce système est très similaire à celle du système 1D.
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Définition 4.38 (Équilibre local pour Ripa avec vitesse tangentielle). Deux états (wL, ZL) et
(wR, ZR) sont dits à l’équilibre local pour le système de Ripa avec vitesse tangentielle (4.177) si
uL = uR = 0,
vL = vR = 0,[
h2θ/2
]
+ h¯θ¯[Z] = 0.
(4.179)
On s’intéressemaintenant à un schéma de relaxation pour approcher les solutions de (4.177).
Il serait possible de dériver rigoureusement ce schéma en suivant la procédure présentée dans
la Partie 4.4.3. Cette procédure étant quasiment identique, on se contente ici de donner directe-
ment le schéma. Celui-ci s’écrit
wn+1i = w
n
i −
∆t
∆x
(
fi+1/2 − fi−1/2
)
+
∆t
2
(
s(wni−1, w
n
i )
Zi − Zi−1
∆x
+ s(wni , w
n
i+1)
Zi+1 − Zi
∆x
)
,
(4.180)
où le ﬂux numérique est déﬁni par
fi+1/2 = f(w
n
i , Zi, w
n
i+1, Zi+1), (4.181)
f(wL, ZL, wR, ZR) =

(
hLuL, hLu
2
L + πL −
g
2
h¯θ¯[Z], hLuLvL, hLuLθL
)T
si λL > 0,(
h∗Lu
∗, h∗L(u
∗)2 + π∗L −
g
2
h¯θ¯[Z], h∗Lu
∗vLh
∗
Lu
∗θL
)T
si λL < 0 < u∗,(
h∗Ru
∗, h∗R(u
∗)2 + π∗R +
g
2
h¯θ¯[Z], h∗Ru
∗vR, h
∗
Ru
∗θR
)T
si u∗ < 0 < λR,(
hRuR, hRu
2
R + πR +
g
2
h¯θ¯[Z], hRuRvR, hRuRθR
)T
si λR < 0,
(4.182)
où λL = uL − ν/hL et λR = uR + ν/hR, et le terme source numérique est déﬁni par
s(wL, wR) =
(
0,−gh¯θ¯, 0, 0)T . (4.183)
Les variables h∗L,R, u
∗ et π∗L,R sont déﬁnies par les relations (4.124)–(4.128). On peut aisément
vériﬁer que ce schéma est well-balanced et robuste sous les mêmes conditions que le schéma
de relaxation (4.132) pour le modèle sans vitesse tangentielle.
4.6.2 Le modèle de Ripa en deux dimensions d’espace
On s’intéresse maintenant au modèle de Ripa 2D qui s’écrit
∂th+ ∂xhu+ ∂yhv = 0,
∂thu+ ∂x(hu
2 + gh2θ/2) + ∂yhuv = −ghθ∂xZ,
∂thv + ∂xhuv + ∂y(hv
2 + gh2θ/2) = −ghθ∂yZ,
∂thθ + ∂xhuθ + ∂yhvθ = 0,
(4.184)
où h est la hauteur d’eau, (u, v) ∈ R2 est le vecteur vitesse, θ est la température, Z : R2 → R est
la topographie du fond qui est une fonction régulière donnée et g est la constante de gravité.
On peut écrire ce système sous la forme condensée
∂tw + ∂xf(w) + ∂yg(w) = sx(w)∂xZ + sy(w)∂yZ, (4.185)
où le vecteur d’état est déﬁni par
w = (h, hu, hv, hθ)T ,
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les fonctions ﬂux sont déﬁnies par
f(w) =
(
hu, hu2 + gh2θ/2, huv, huθ
)T et g(w) = (hv, huv, hv2 + gh2θ/2, hvθ)T ,
et les termes source sont donnés par
sx(w) = (0,−ghθ, 0, 0)T et sy(w) = (0, 0,−ghθ, 0)T .
Notons que la composante sx(w) est égale au terme source s(w) du modèle de Ripa 1D avec
vitesse tangentielle (4.177). L’ensemble des états admissibles est
Ω = {w ∈ R4, h > 0, θ > 0}.
Les états d’équilibre au repos pour le système (4.184) sont décrits par{
(u, v) ≡ (0, 0),
∇h2θ/2 = −hθ∇Z.
Cette équation n’est pas intégrable et l’on ne peut pas obtenir d’expression analytique de tous
les états d’équilibre pour le système (4.184). Il existe cependant deux états d’équilibre remar-
quables vériﬁant une équation algébrique. Le premier est obtenu en imposant la température θ
constante. Cela nous donne la solution dite du lac au repos :
(u, v) ≡ (0, 0),
θ = constante,
h+ Z = constante.
Le deuxième état d’équilibre remarquable est obtenu en imposant la topographieZ constante.
On trouve la solution suivante : 
(u, v) ≡ 0,
Z = constante,
h2θ = constante.
L’équation décrivant les états d’équilibre au repos est la même que pour le système de
Ripa 1D avec vitesse tangentielle. Par conséquent, on utilise également la Déﬁnition 4.38 pour
l’équilibre local.
4.6.3 Schéma numérique pour le système de Ripa 2D
On commence par introduire quelques notations relatives aux maillages en deux dimensions
d’espace. On considère un maillage de R2 constitué de cellules polygonales (Ki)i∈Z. Pour
chaque i ∈ Z, on note γ(i) l’ensemble des indices des cellules voisines de Ki. Pour j ∈ γ(i),
on appelle eij le côté commun à Ki et Kj et on note νij la normale extérieure à eij (voir Figure
4.12 à gauche). On déﬁnit respectivement |Ki| et |eij |, l’aire de la cellule Ki et la longueur du
côté eij . Il sera également utile dans la suite de déﬁnir le triangle Tij , formé par le côté eij et le
centre de masse de la cellule Ki (voir Figure 4.12 à droite). L’aire de ce triangle est notée |Tij |.
On introduit l’approximation suivante de la fonction Z :
Zi =
1
|Ki|
∫
Ki
Z(x)dx, ∀i ∈ Z.
On note wni une approximation constante de la solution de (4.184) au temps t
n sur la cellule Ki.
On déﬁnit maintenant les solutions discrètes stationnaires constantes par morceaux en deux
dimensions d’espace.
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FIGURE 4.12 – Géométrie de la cellule Ki
Définition 4.39 (Solution discrète stationnaire constante par morceaux en 2D). Si pour tout
i ∈ Z et pour tout j ∈ γ(i), les états (wni , Zi) et (wnj , Zj) sont à l’équilibre local (4.179), alors on dit
que l’approximation (wni )i∈Z déﬁnit une solution discrète stationnaire constante par morceaux.
La déﬁnition d’un schéma well-balanced est alors naturelle.
Définition 4.40. Un schéma est dit well-balanced si pour toute solution discrète stationnaire
constante par morceaux (wni )i∈Z, le schéma vériﬁe w
n+1
i = w
n
i , pour tout i ∈ Z.
Le but est maintenant de construire un schéma numérique well-balanced pour approcher
les solutions faibles de (4.184). On commence par introduire quelques notations. Pour un vec-
teur unitaire ν = (νx, νy)T ∈ S1, on déﬁnit le ﬂux dans la direction ν par
hν(w) = νxf(w) + νyg(w). (4.186)
Il est également pratique de faire intervenir la rotation de R4 déﬁnie pour ν = (νx, νy)T ∈ S1
par la matrice
Rν =

1 0 0 0
0 νx −νy 0
0 νy νx 0
0 0 0 1
 .
On vériﬁe alors aisément la propriété suivante qui traduit l’invariance par rotation du système :
hν(w) = Rνf
(
R−1ν w
)
. (4.187)
Dans un premier temps, on suppose que la topographie est plate, Z = constante, autrement
dit, il n’y a pas de terme source. La technique usuelle pour dériver un schéma numérique
2D consiste à utiliser le schéma numérique pour le système 1D combiné avec l’invariance par
rotation du système. Plus précisément, le schéma numérique pour le système de Ripa avec une
topographie plate s’écrit(
wﬂat
)n+1
i
= wni −
∆t
|Ki|
∑
j∈γ(i)
|eij |ϕ
(
wni , w
n
j , νij
)
, (4.188)
où le ﬂux numérique ϕ est déﬁni par
ϕ(wL, wR, ν) = RνF (Rν−1wL, Rν−1wR) . (4.189)
Ici, F est un ﬂux numérique pour le système de Ripa 1D avec vitesse tangentielle et une topo-
graphie plate. On rappelle le résultat suivant.
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Lemme 4.41. Le schéma (4.188) s’écrit comme une combinaison convexe de schémas 1D écrits dans les
directions νij , j ∈ γ(i) : (
wﬂat
)n+1
i
=
∑
j∈γ(i)
|Tij |
|Ki| w˜
n+1
ij , (4.190)
où l’on a posé
w˜n+1ij = w
n
i −
∆t
|Tij | |eij |
(
ϕ
(
wni , w
n
j , νij
)− ϕ (wni , wni , νij)) . (4.191)
Démonstration. En combinant (4.190) et (4.191), on obtient(
wﬂat
)n+1
i
=
∑
j∈γ(i)
|Tij |
|Ki|w
n
i −
∆t
|Ki|
∑
j∈γ(i)
|eij |ϕ
(
wni , w
n
j , νij
)
+
∆t
|Ki|
∑
j∈γ(i)
|eij |ϕ (wni , wni , νij) ,
(4.192)
La déﬁnition (4.189) du ﬂux numérique 2D ϕ, la consistance du ﬂux numérique 1D f et l’inva-
riance par rotation du ﬂux (4.187) nous donnent immédiatement
ϕ (wni , w
n
i , νij) = RνijF
(
R−1νijw
n
i , R
−1
νijw
n
i
)
= Rνijf
(
R−1νijw
n
i
)
= hνij (w
n
i ).
En appliquant la formule de Green, on trouve∑
j∈γ(i)
|eij |hνij (wni ) = 0.
Par conséquent, le dernier terme de (4.192) s’annule. On en déduit(
wﬂat
)n+1
i
= wni −
∆t
|Ki|
∑
j∈γ(i)
|eij |ϕ
(
wni , w
n
j , νij
)
et on retrouve le schéma (4.188).
On revient maintenant au cas général, avec une topographie quelconque. On introduit le
ﬂux numérique 2D donné par
ϕ(wL, ZL, wR, ZR, ν) = Rνf (Rν−1wL, ZL, Rν−1wR, ZR) , (4.193)
où f est le ﬂux numérique de relaxation (4.182) pour le système de Ripa 1D avec vitesse tan-
gentielle. On introduit également le terme source numérique 2D déﬁni par
σ(wL, wR, ν) = Rνs (Rν−1wL, Rν−1wR) , (4.194)
où s est le terme source numérique (4.183) du schéma de relaxation pour le système de Ripa 1D
avec vitesse tangentielle.
On choisit de déﬁnir le schéma numérique pour (4.184) en s’inspirant de la formulation
(4.190)–(4.191). On considère donc le schéma donné par la combinaison convexe
wn+1i =
∑
j∈γ(i)
|Tij |
|Ki| w˜
n+1
ij , (4.195)
160
4.6. Extension en deux dimensions d’espace
où les états intermédiaires sont donnés par
w˜n+1ij = w
n
i −
∆t
|Tij | |eij |
(
ϕ
(
wni , Zi, w
n
j , Zj , νij
)− ϕ (wni , Zi, wni , Ziνij))
+
∆t
2
σ(wni , w
n
j , νij)
Zj − Zi
|Tij |/|eij | . (4.196)
En combinant les deux dernières relations et la formule de Green, on peut écrire le schéma sous
la forme
wn+1i = w
n
i −
∆t
|Ki|
∑
j∈γ(i)
|eij |ϕ
(
wni , Zi, w
n
j , Zj , νij
)
+
∆t
2
∑
j∈γ(i)
σ
(
wni , w
n
j , νij
) Zj − Zi
|Ki|/|eij | . (4.197)
4.6.4 Propriétés du schéma
On commence par montrer que le schéma est well-balanced.
Proposition 4.42. Le schéma numérique (4.197) est well-balanced, c’est-à-dire que si pour tout i ∈ Z
et pour tout j ∈ γ(i), on a
(uni , v
n
i ) = (0, 0) et
(hnj )
2θnj
2
− (h
n
i )
2θni
2
+
hni + h
n
j
2
θni + θ
n
j
2
(Zj − Zi) = 0,
alors wn+1i = w
n
i , ∀i ∈ Z.
Démonstration. D’après la formulation en combinaison convexe (4.195), il sufﬁt de montrer que
w˜n+1ij = w
n
i , pour tout i ∈ Z et pour tout j ∈ γ(i).
Pour un j ∈ γ(i) ﬁxé, on pose ∆x = |Tij |/|eij | et w = R−1νijw. En utilisant les déﬁnitions
(4.193) et (4.194) du ﬂux numérique et du terme source numérique, on peut réécrire la relation
(4.196) sous la forme
R−1νij w˜
n+1
ij = w
n
i −
∆t
∆x
(
f
(
wni , Zi, w
n
j , Zj
)− f (wni , Zi, wni , Zi))
+
∆t
2
(
s
(
wni , w
n
j
) Zj − Zi
∆x
+ s (wni , w
n
i )
Zi − Zi
∆x
)
.
On a ainsi écrit l’état R−1νij w˜
n+1
ij comme une mise à jour du schéma 1D (4.180).
D’autre part, la notion d’équilibre local est invariante par la rotation Rνij . L’hypothèse as-
sure donc que (wni , Zi) et (w
n
j , Zj) sont à l’équilibre local (4.179). Les états (w
n
i , Zi) et (w
n
i , Zi)
vériﬁent également trivialement l’équilibre local (4.179). Le schéma 1D (4.177) étant well-
balanced, on en déduit
R−1νij w˜
n+1
ij = w
n
i .
En composant à gauche par Rνij , on obtient le résultat attendu.
Il reste à prouver la robustesse du schéma.
Proposition 4.43. On note respectivement νij et u∗ij la linéarisation de l’impédance acoustique et la
vitesse intermédiaire utilisées dans le problème de RiemannWR(ξ,W ni , Zi,W
n
j , Zj). Supposons que la
constante νij assure que les valeurs propres vériﬁent l’ordre suivant :
uni −
νij
hni
< u∗ij < u
n
j +
νij
hnj
. (4.198)
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Si la condition CFL
∆t
Pi
|Ki| maxj∈γ(i)
{|uni − νij/hni |, |unj + νij/hnj |} ≤ 1, ∀i ∈ Z (4.199)
est vériﬁée, alors le schéma (4.197) est robuste.
Démonstration. En utilisant les déﬁnitions (4.193) du ﬂux numérique et (4.194) du terme source
numérique, on peut réécrire le schéma (4.197) sous la forme
wn+1i = w
n
i −
∆t
|Ki|
∑
j∈γ(i)
|eij |Rνij
f (R−1νijwni , Zi, R−1νijwnj , Zj)− s
(
R−1νijw
n
i , R
−1
νijw
n
j
)
2
(Zj − Zi)
 .
(4.200)
On utilise maintenant le Lemme 4.27. Bien que celui-ci n’ait pas été montré pour le système
avec vitesse tangentielle, l’extension est immédiate. Notons qu’en ﬁxant
∆x = 2|Ki|/Pi, wL = Rνijwni , wR = Rνijwnj , ZL = Zi et ZR = Zj ,
les conditions CFL (4.142) et (4.199) coïncident. Par conséquent, on peut utiliser l’identité (4.143)
qui s’écrit ici :
f
(
R−1νijw
n
i , Zi, R
−1
νijw
n
j , Zj
)
− 1
2
s
(
R−1νijw
n
i , R
−1
νijw
n
j
)
(Zj − Zi) = f
(
R−1νijw
n
i
)
+
|Ki|
Pi R
−1
νijw
n
i
− 1
∆t
∫ 0
−|Ki|/Pi
QWR
( x
∆t
, E(Rνijwni , Zi), Zi, E(Rνijwnj , Zj), Zj
)
dx.
En injectant cette identité dans (4.200), on obtient
wn+1i =
1− ∆tPi ∑
j∈γ(i)
|eij |
wni − ∆t|Ki| ∑
j∈γ(i)
|eij |Rνijf
(
R−1νijw
n
i
)
+
1
|Ki|
∑
j∈γ(i)
|eij |
∫ 0
−|Ki|/Pi
RνijQWR
( x
∆t
, E(Rνijwni , Zi), Zi, E(Rνijwnj , Zj), Zj
)
dx. (4.201)
Le premier terme du second membre est évidemment nul. En utilisant (4.186), on a
Rνijf
(
R−1νijw
n
i
)
= hνij (w
n
i )
et en appliquant la formule de Green, on voit que le deuxième terme du second membre de
(4.201) est également nul. On introduit les états intermédiaires
wn+1ij =
Pi
|Ki|
∫ 0
−|Ki|/Pi
RνijQWR
( x
∆t
, E(Rνijwni , Zi), Zi, E(Rνijwnj , Zj), Zj
)
dx.
La condition (4.198) sur l’ordre des valeurs propres assure que les états intermédiaires du sol-
veur de Riemann WR sont dans O. On utilise ensuite le fait que QO = Ω, l’invariance par
rotation de Ω et la convexité de Ω pour déduire que wn+1ij est dans Ω. On voit, à partir de
l’équation (4.201), que wn+1i s’écrit
wn+1i =
∑
j∈γ(i)
|eij |
Pi w
n+1
ij .
L’état wn+1i est donc une combinaison convexe d’état appartenant à Ω, il est donc lui-même
dans Ω.
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4.7 Résultats numériques
On présente maintenant quelques expériences numériques pour valider les schémas construits
dans ce chapitre. On se concentre sur le système de Ripa et sur les équations d’Euler avec
gravité.
4.7.1 Modèle de Ripa
Il existe peu d’article dédiés à l’approximation numériques du modèle de Ripa dans la littéra-
ture. On réalise ici quelques expériences introduites par Chertock et al. [32]. Les résultats que
l’on obtient ne peuvent toutefois pas être comparés avec ceux de [32] puisque le schéma uti-
lisé dans cet article est d’ordre deux, alors que les schémas dérivés dans ce travail ne sont que
d’ordre un. Cependant, à la différence du schéma utilisé dans [32] qui ne préserve que les deux
équilibres remarquables (4.8) et (4.9), les schémas que l’on a dérivés préservent tous les états
d’équilibre au repos. On réalise donc une dernière expérience pour illustrer cette propriété.
Rupture de barrage sur un fond plat
Aﬁn de valider le schéma de relaxation construit dans la Partie 4.4, on considère un problème
de rupture de barrage sur un fond plat (Z ≡ 0). La donnée initiale est donnée par
(h, u, θ)(x, 0) =
{
(5, 0, 3), si x < 0,
(1, 0, 5), si x > 0.
On présente, sur la Figure 4.13, les résultats obtenus au temps T = 0.2 pour la hauteur h,
la température θ et la pression p = h2θ/2. On utilise 200 cellules pour discrétiser le domaine
de calcul [−1, 1]. Les solutions sont comparées à une solution de référence calculée avec 20 000
cellules.
On observe que le comportement général de la solution est bien capturé. L’approximation
est cependant assez diffuse, ce qui est normal pour un schéma d’ordre un.
Rutpture de barrage avec topographie
On s’intéresse de nouveau à une rupture de barrage, mais cette fois en présence d’un terme de
topographie non constant, donné par (voir le haut de la Figure 4.14)
Z(x) =

2(cos(10π(x + 0.3)) + 1), si − 0.4 ≤ x ≤ −0.2,
0.5(cos(10π(x− 0.3)) + 1), si 0.2 ≤ x ≤ 0.4,
0, sinon.
La donnée initiale pour ce problème s’écrit
(h, u, θ)(x, 0) =
{
(5− Z(x), 0, 1), si x < 0,
(1− Z(x), 0, 5), si x > 0.
On calcule une solution approchée sur le domaine [−1, 1] en utilisant 200 cellules. Les résultats
en hauteur totale h+Z , en température θ et en pression p sont afﬁchés Figure 4.14. On présente
également une solution de référence calculée avec 20 000 cellules.
Les résultats montent que le schéma se comporte bien en présence d’un terme de topo-
graphie. Bien que la solution reste peu précise au voisinage des discontinuités à cause de la
viscosité numérique du schéma, l’allure générale est similaire aux résultats obtenus dans [32].
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FIGURE 4.13 – Rupture de barrage sur un fond plat. Résultats au temps T = 0.2 avec 200
cellules. Les lignes noires représentent une solution de référence calculée avec 20 000 cellules –
Haut, gauche : hauteur h. Haut, droite : température θ. Bas : pression p
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FIGURE 4.14 – Rupture de barrage avec topographie. Résultats au temps T = 0.3 avec 200
cellules. Les lignes noires représentent une solution de référence calculée avec 20 000 cellules –
Haut, gauche : hauteur totale h+ Z . Haut, droite : température θ. Bas : pression p
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Petite perturbation d’un lac au repos
On considère ici une topographie contenant deux bosses isolées (voir Figure 4.15) :
Z(x) =

0.85(cos(10π(x + 0.9)) + 1), si − 1.0 ≤ x ≤ −0.8,
1.25(cos(10π(x − 0.4)) + 1), si 0.3 ≤ x ≤ 0.5,
0, sinon.
On voit aisément que la solution
(hs, us, θs)(x) =
{
(6− Z(x), 0, 4), si x < 0,
(4− Z(x), 0, 9), si x > 0
est un état d’équilibre, constitué de deux lacs au repos connectés par une discontinuité de
contact stationnaire. On perturbe cette solution en considérant une donnée initiale donnée par
(h, u, θ)(x, 0) = (hs, us, θs)(x) + (0.1, 0, 0)χ[−1.5,−1.4](x),
où χ[−1.5,−1.4] est la fonction indicatrice du segment [−1.5,−1.4] (voir Figure 4.15). Cette pertur-
bation va créer deux ondes se propageant dans les directions opposées. L’onde se propageant
vers la droite rencontre successivement la première bosse, la discontinuité de contact station-
naire, puis la deuxième bosse.
−2 −1 0 1 2
4
4.5
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5.5
6
h+
Z
−2 −1 0 1 2
0
0.5
1
1.5
2
2.5
Z
FIGURE 4.15 – Petite perturbation d’un lac au repos – Gauche : perturbation initiale en h + Z .
Droite : topographie
Les résultats en hauteur totale h+Z et en pression p, obtenus aux temps T = 0.1 et T = 0.4
avec 100 cellules sont présentés sur la Figure 4.16. On peut tout d’abord remarquer que le
schéma de relaxation capture parfaitement la discontinuité de contact stationnaire, malgré la
perturbation, ce qui n’est pas le cas de tous les schémas (voir [32]). D’autre part, il n’y a pas
d’oscillations non physiques créées par la perturbation et les ondes développées diminuent
avec le temps. Cela montre que le schéma de relaxation développé est stable au voisinage de
cet état d’équilibre.
Petite perturbation d’un état d’équilibre complexe
On s’intéresse maintenant à un état d’équilibre plus compliqué que le lac au repos décrit précé-
demment. On se place sur le domaine [−1, 1] et on considère une topographie donnée par
Z(x) = 6− 2 exp(x).
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FIGURE 4.16 – Petite perturbation d’un lac au repos. Résultats obtenus avec 100 cellules. Les
lignes noires représentent l’état stationnaire, sans la perturbation – Gauche : solution approchée
au temps T = 0.1. Droite : solution approchée au temps T = 0.4. Haut : hauteur totale h + Z .
Bas : pression p
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On vériﬁe facilement que la solution
(hw, us, θx)(x) = (exp(x), 0, exp(2x))
est un état d’équilibre au repos pour le modèle (4.6). On introduit une perturbation en déﬁnis-
sant la donnée initiale donnée par
(h, u, θ)(x, 0) = (hs, us, θs)(x) + 0.1χ[−0.1,0.0](x).
Les résultats en hauteur totale h + Z et en vitesse u, obtenus aux temps T = 0.2 et T =
0.4, en utilisant 200 cellules, sont montrés Figure 4.17. On observe deux ondes créées par la
perturbation et se propageant dans les directions opposées. Encore une fois, aucune oscillation
non physique n’est présente et la perturbation diminue en intensité avec le temps. Cela prouve
la stabilité numérique du schéma de relaxation au voisinage de l’état d’équilibre.
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FIGURE 4.17 – Petite perturbation d’un état d’équilibre complexe. Résultats obtenus avec 200
cellules. Les lignes noires représentent l’état stationnaire, sans la perturbation – Gauche : solu-
tion approchée au temps T = 0.2. Droite : solution approchée au temps T = 0.4. Haut : hauteur
totale h+ Z . Bas : vitesse u
4.7.2 Équations d’Euler avec gravité
On passe maintenant à l’approximation numérique des équations d’Euler avec gravité (4.11).
Pour simpliﬁer, on considère que le système est fermé par la loi des gaz parfaits (4.166). On
présente deux expériences inspirées de [71].
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Atmosphère hydrostatique
Le but est ici de vériﬁer numériquement la propriété well-balanced des schémas construits. On
considère pour cela une donnée initiale décrivant une atmosphère hydrostatique, déﬁnie par
ρs(x) =
(
1− γ − 1
γ
gx
) 1
γ−1
, us(x) = 0, ps(x) = ρs(x)
γ . (4.202)
On vériﬁe aisément qu’il s’agit d’une solution stationnaire au repos pour le système (4.11). Pour
les simulations, on ﬁxe g = 1, γ = 1.4 et on considère le domaine de calcul [0, 2] jusqu’au temps
T = 1.5. La donnée initiale ws(x) = (ρs(x), us(x), ps(x))T est discrétisée de façon à ce que l’on
obtienne une solution stationnaire discrète constante par morceaux, selon la Déﬁnition 4.8.
Dans le Tableau 4.1, on présente l’erreur L1 en pression :
err = ‖w∆x(x, T )− ws(x)‖L1 ,
obtenue avec le schéma de relaxation d’ordre un, construit dans la Partie 4.4.4 et avec le schéma
MUSCL dérivé dans la Partie 4.5. Pour le schéma MUSCL, on compare le limiteur minmod et
le limiteur van Leer.
N Ordre un MUSCL minmod MUSCL van Leer
128 1.26E-16 – 2.89E-5 – 1.25E-7 –
256 1.14E-16 – 7.46E-6 1.95 1.60E-8 2.97
512 2.90E-16 – 1.90E-6 1.97 2.03E-9 2.98
1024 1.92E-16 – 4.78E-7 1.99 2.55E-10 2.99
2048 5.52E-16 – 1.20E-7 1.99 3.20E-11 2.99
Tableau 4.1 – Atmosphère hydrostatique : erreurs L1 en pression pour le schéma de relaxation
d’ordre un et le schéma MUSCL avec les limiteurs minmod et van Leer
Par construction, le schéma de relaxation préserve exactement les solutions discrètes sta-
tionnaires constantes par morceaux, ce qui est vériﬁé numériquement, à l’erreur machine près.
Par contre, le schémaMUSCL d’ordre deux n’a a priori aucune raison de préserver cette solution
stationnaire discrète constante par morceaux. En effet, en partant d’une solution stationnaire
discrète constante par morceaux, les limiteurs classiques ne vériﬁent pas la relation (4.170) de
manière exacte. Il n’y a donc aucune raison pour que la donnée initiale soit une solution sta-
tionnaire discrète afﬁne par morceaux, qui serait préservée exactement par le schéma d’ordre
deux.
On observe cependant que la solution donnée par le schémaMUSCL ne s’écarte pas trop de
l’équilibre. En effet, l’erreur obtenue avec le limiteur minmod se comporte en O(∆x2) et celle
obtenue avec le limiteur van Leer se comporte en O(∆x3).
Perturbation de l’atmosphère hydrostatique
On utilise à nouveau comme donnée initiale l’atmosphère hydrostatique décrite par (4.202).
On introduit une perturbation sous la forme d’une condition de bord périodique appliquée au
bord gauche :
u(0, t) = 0.1 sin(6πt).
On observe alors le comportement de la perturbation
δw(x, t) = w(x, t)− ws(x).
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Le Tableau 4.2 présente les erreurs L1 en perturbation pour la pression et en perturbation
pour la vitesse. Ces erreurs sont calculées par rapport à une solution de référence wref obtenue
avec le schéma d’ordre un en utilisant 32 768 cellules. Elles s’écrivent ainsi
errp = ‖δp(x, T ) − δpref (x, T )‖L1 , erru = ‖δu(x, T ) − δuref (x, T )‖L1 .
Pour le schémaMUSCL, on utilise le limiteur de van Leer, puisque l’on amontré précédemment
qu’il était plus précis pour préserver l’atmosphère hydrostatique.
Ordre un MUSCL
N errp erru errp erru
128 1.95E-2 – 4.45E-2 – 1.74E-2 – 3.50E-2 –
256 1.23E-2 0.66 2.89E-2 0.62 8.68E-3 1.00 1.72E-2 1.02
512 7.09E-3 0.79 1.70E-2 0.77 4.26E-3 1.03 8.31E-3 1.05
1024 3.84E-3 0.88 9.25E-3 0.88 2.10E-3 1.02 4.05E-3 1.04
2048 1.96E-3 0.97 4.69E-3 0.98 1.05E-3 1.00 2.00E-3 1.02
Tableau 4.2 – Perturbation de l’atmosphère hydrostatique : erreurs L1 en pression et en vitesse
pour le schéma de relaxation d’ordre un et le schéma MUSCL
Le schémaMUSCL s’avère un peu plus précis que le schéma d’ordre un, bien que sa conver-
gence numérique soit seulement en O(∆x). Cela s’explique par le fait que les ondes de la per-
turbation prennent une forme en dents de scie en se propageant à travers l’atmosphère. Les
discontinuités qui se forment ainsi empêchent le schéma MUSCL de converger plus vite que
O(∆x).
La Figure 4.18 montre les solutions obtenues par le schéma d’ordre un et par le schéma
MUSCL en perturbation pour la pression et la densité en utilisant 1 024 cellules. Ces solutions
sont comparées à la solution de référencewref . Le schémaMUSCL capture bien les dents de scie
mentionnées précédemment, malgré la présence de quelques légères oscillations. Le schéma
d’ordre un est moins précis à cause de sa plus grande diffusion numérique.
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FIGURE 4.18 – Perturbation de l’atmosphère hydrostatique : Perturbation en pression (haut) et
en vitesse (bas) – Noir : solution de référence. Bleu : schéma de relaxation d’ordre un. Rouge :
schéma MUSCL
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A
Preuve du Théorème de Lax-Wendroff
On donne ici la preuve du Théorème de Lax-Wendroff (3.1). La preuve existe dans [78] (voir
aussi [55, 51, 80]), mais en considérant uniquement des schémas d’ordre élevé en espace et une
solution à valeurs dans Rn tout entier. On présente ici une extension directe, en considérant
une discrétisation d’ordre élevé en temps et une solution à valeurs dans un ensemble convexe
Ω ⊂ Rn.
Par soucis de complétude, on rappelle les principales notations intervenant dans ce théo-
rème. On cherche à approcher les solutions faibles d’un système hyperbolique de lois de conser-
vation sous la forme condensée {
∂tw + ∂xf(w) = 0,
w(x, t = 0) = w0(x),
(A.1)
où w : R × R+ → Ω est la fonction inconnue, f : Ω → Rd est la fonction ﬂux, w0 ∈ L1loc(R; Ω) ∩
L∞(R; Ω) est la donnée initiale et Ω ⊂ Rd est l’ensemble convexe des états admissibles. Ce
système est complété par les inégalités d’entropie
∂tη(w) + ∂xG(w) ≤ 0, (A.2)
où η est une fonction convexe vériﬁant
∇wf∇wη = ∇wG.
On considère une discrétisation régulière de l’espace en cellules Ki = [xi−1/2, xi+1/2[, avec
∆x = xi+1/2 − xi−1/2 le pas d’espace. On approche la donnée initiale par
w0i =
1
∆x
∫
Ki
w0(x)dx.
En notant wni une approximation de la solution au temps t
n sur la cellule Ki, la mise à jour au
temps tn+1 = tn+∆t est donnée par un schéma en temps de Runge-Kutta àm étapes qui s’écrit
w
n,(0)
i = w
n
i ,
w
n,(ℓ)
i = w
n
i −
∆t
∆x
ℓ−1∑
j=0
cℓ,j
(
F
n,(j)
i+1/2 − F
n,(j)
i−1/2
)
, ℓ = 1, · · · ,m, (A.3)
wn+1i = w
n,(m)
i .
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On suppose que les coefﬁcients cℓ,(j) vériﬁent les propriétés de consistance suivantes
cℓ,j ≥ 0,
m−1∑
j=1
cm,(j) = 1. (A.4)
Aﬁn de permettre au schéma d’être d’ordre élevé en espace, on considère un ﬂux numérique
dépendant d’un large stencil :
F
n,(j)
i+1/2 = F
s
(
w
n,(j)
i−s+1, · · · , wn,(j)i+s
)
, (A.5)
où F s : Ω2s → R3 est continu et consistant :
F s(w, · · · , w) = f(w).
Pour simpliﬁer ce qui va suivre, on déﬁnit deux sortes de cellules rectangulaires dans le
plan (x, t) :
Rni = [xi−1/2, xi+1/2[×[tn, tn+1[,
R˜ni+1/2 = [xi, xi+1[×[tn, tn+1[
et on déﬁnit les fonctions constantes par morceaux suivantes :
w∆(x, t) = wni , pour (x, t) ∈ Rni ,
w∆,(ℓ)(x, t) = w
n,(ℓ)
i , pour (x, t) ∈ Rni .
Le théorème de Lax-Wendroff s’énonce alors comme suit.
Théorème A.1 (Lax-Wendroff). Supposons que la suite ∆x tend vers 0 tout en préservant le ratio
∆t/∆x constant. On suppose que les hypothèses suivantes sont vériﬁées :
• il existe un compact K ⊂ Ω tel que pour tout 0 ≤ ℓ ≤ m, la fonction w∆,(ℓ) est à valeurs dans
K ;
• la suite w∆ converge dans L1loc(R× R+; Ω) vers une fonction w.
Alors w est une solution faible de (A.1).
De plus, s’il existe un ﬂux numérique d’entropie Gs : Ω2s → R qui est lipschitzien et consistant :
Gs(w, · · · , w) = G(w),
et qui vériﬁe l’inégalité d’entropie discrète suivante :
1
∆t
(
η
(
wn+1i
)− η (wni ))+ 1∆x
m−1∑
j=0
cm,j
(
G
n,(j)
i+1/2 −G
n,(j)
i−1/2
)
≤ 0, (A.6)
où
G
n,(j)
i+1/2 = G
s
(
w
n,(j)
i−s+1, · · · , wn,(j)i+s
)
,
alors w est une solution entropique de (A.1).
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On déﬁnit une autre fonction constante par morceaux qui sera utile dans la preuve :
F∆,(l)(x, t) = F
n,(l)
i+1/2, pour (x, t) ∈ R˜ni+1/2.
Dans la suite, les convergences seront implicitement considérées à sous-suite près. En par-
ticulier, on utilisera abusivement le fait que la convergence dans L1loc implique la convergence
p.p. On verra à la ﬁn de la preuve du Théorème A.1 que cela ne pose pas de problème.
La preuve s’organise de la façon suivante : le Lemme A.2 est un résultat technique concer-
nant la convergence d’une suite décalée. Dans le Lemme A.3, on prouve que la convergence
de w∆,(j) vers w dans L1loc implique la convergence p.p. de F
∆,(j) vers f(w). On déduit de ce
résultat dans le Lemme A.4 que tous les w∆,(j) convergent vers w dans L1loc. Enﬁn, grâce aux
Lemmes A.3 et A.4, on peut prouver le Théorème A.1.
Lemme A.2. On considère une suite de fonctions u∆ : R→ Ω vériﬁant les hypothèses suivantes :
(i) il existe un compactK ⊂ Ω tel que u∆ soit à valeurs dans K ;
(ii) u∆ converge dans L1loc(R; Ω) vers une fonction u.
Alors, pour tout ξ ∈ R, la suite u∆(x+ ξ∆x) converge vers u(x) pour presque tout x ∈ R.
Démonstration. Soit a < b deux réels. On déﬁnit
I∆ =
∫ b
a
∥∥u∆(x+ ξ∆x)− u(x)∥∥ dx.
L’inégalité triangulaire nous donne immédiatement
I∆ ≤
∫ b
a
∥∥u∆(x+ ξ∆x)− u(x+ ξ∆x)∥∥ dx+ ∫ b
a
‖u(x+ ξ∆x)− u(x)‖ dx.
On note respectivement I∆1 et I
∆
2 les deux intégrales apparaissant dans le second membre. On
va montrer qu’elles tendent toutes les deux vers zéro.
Pour I∆1 , un changement de variable donne
I∆1 =
∫ b+ξ∆x
a+ξ∆x
∥∥u∆(x)− u(x)∥∥ dx,
donc on a
I∆1 =
∫ b
a
∥∥u∆(x)− u(x)∥∥ dx− ∫ a+ξ∆x
a
∥∥u∆(x)− u(x)∥∥ dx+ ∫ b+ξ∆x
b
∥∥u∆(x)− u(x)∥∥ dx.
Grâce à l’hypothèse (i), on a∫ a+ξ∆x
a
∥∥u∆(x)− u(x)∥∥ dx ≤ 2ξ∆x sup
w∈K
‖w‖ → 0
et il en est de même pour
∫ b+ξ∆x
b
∥∥u∆(x)− u(x)∥∥ dx. L’intégrale ∫ ba ∥∥u∆(x)− u(x)∥∥ dx converge
quant à elle vers zéro par l’hypothèse (ii). On a ainsi montré I∆1 → 0.
On étudiemaintenant la convergence de I∆2 . L’ensemble des fonctions continues étant dense
dans L1(R; Ω), pour tout ǫ > 0, on peut trouver une fonction continue ψ telle que
‖ψ − u‖L1([a,b+ξ∆x];Ω) ≤ ǫ.
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L’inégalité triangulaire nous donne alors
I∆2 ≤
∫ b
a
‖u(x+ ξ∆x)− ψ(x+ ξ∆x)‖ dx+
∫ b
a
‖ψ(x+ ξ∆x)− ψ(x)‖ dx+
∫ b
a
‖ψ(x)− u(x)‖ dx.
(A.7)
La première intégrale de (A.7) s’écrit∫ b
a
‖u(x+ ξ∆x)− ψ(x+ ξ∆x)‖ dx =
∫ b+ξ∆x
a+ξ∆x
‖u(x)− ψ(x))‖ dx.
Elle est donc inférieure à ǫ par déﬁnition de ψ, de même que la troisième intégrale de (A.7).
Enﬁn, la deuxième intégrale de (A.7) converge vers zéro par continuité de ψ. On a ainsi montré
I∆2 → 0 et donc I∆ → 0.
Cela signiﬁe que x 7→ u∆(x+ ξ∆x) converge vers u dans L1loc. Par conséquent, u∆(x+ ξ∆x)
converge vers u(x) pour presque tout x ∈ R.
Lemme A.3. Sous les hypothèses du Théorème A.1, si w∆,(j) converge vers w dans L1loc(R × R+; Ω),
alors F∆,(j) converge vers f(w) p.p.
Démonstration. On remarque dans un premier temps que
x ∈ R˜ni+1/2 ⇒ x+ (k − 1/2)∆x ∈ Rni+k.
Par conséquent, on peut réécrire l’équation (A.5) de la façon suivante :
F∆,(j)(x, t) = F
(
w∆,(j) (x− (s− 1/2)∆x, t) , · · · , w∆,(j) (x+ (s− 1/2)∆x, t)
)
.
La suite de fonctions x 7→ w∆,(j)(x, t) vériﬁe les hypothèses du Lemme A.2 pour presque tout
t ∈ R+. On en déduit que pour tout ξ ∈ R, w∆,(j)(x + ξ∆x, t) converge vers w(x, t) pour
presque tout (x, t) ∈ R × R+. Grâce à la continuité et à la consistance de F , on conclut que
F∆,(j) converge vers f(w) p.p.
Lemme A.4. Sous les hypothèses du Théorème A.1, la suite w∆,(ℓ) converge vers w dans L1loc(R ×
R
+; Ω), pour tout ℓ = 0, · · · ,m− 1.
Démonstration. On prouve ce lemme par récurrence sur ℓ. Le résultat est vrai par hypothèse
pour ℓ = 0, puisque w∆,(0) = w∆. Supposons que pour tout j = 0, · · · , ℓ − 1, la suite w∆,(j)
converge versw dansL1loc(R×R+; Ω). Le LemmeA.3 assure alors que F∆,(j) converge vers f(w)
p.p. pour tout j = 0, · · · , ℓ−1. De plus, F∆,(j) est à valeurs dans le compact F (K, · · · ,K), donc
en utilisant le LemmeA.2, on déduit que (x, t) 7→ F∆,(j)(x+∆x/2, t) et (x, t) 7→ F∆,(j)(x−∆x/2)
convergent tous les deux vers f(w) p.p.
L’équation (A.3) se réécrit
w∆,(ℓ)(x, t) = w∆(x, t)− ∆t
∆x
ℓ−1∑
j=0
cℓ,j
(
F∆,(j)(x+∆x/2, t) − F∆,(j)(x−∆x/2)
)
.
Chaque terme de la somme converge vers zéro p.p. et w∆ converge vers w p.p., donc w∆,(ℓ)
converge vers w p.p. La suite w∆,(ℓ) étant uniformément bornée, le théorème de convergence
dominée assure que w∆,(ℓ) converge vers w dans L1loc(R× R+; Ω).
On peut maintenant prouver le Théorème A.1.
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Preuve du Théorème A.1. Soit φ ∈ C1c (R×R+;Rd) une fonction test régulière à support compact.
Pour i ∈ Z et n ∈ N, on déﬁnit φni = φ(xi, tn). En multipliant la dernière itération (ℓ = m) du
schéma (A.3) par∆xφni et en sommant sur i et sur n, on obtient
∆x
∑
i,n
(
wn+1i − wni
) · φni +∆t∑
i,n
φni ·
m−1∑
j=0
cm,j
(
F
n,(j)
i+1/2
− Fn,(j)
i−1/2
)
= 0.
Une intégration par parties donne
∆x
∑
i,n
wn+1i ·
(
φn+1i − φni
)
+∆x
∑
i
w0i · φ0i +∆t
∑
i,n
(
φni+1 − φni
) · m−1∑
j=0
cm,jF
n,(j)
i+1/2 = 0. (A.8)
On déﬁnit la fonction constante par morceaux φ∆(x, t) = φni = φ(xi, t
n) pour (x, t) ∈ Rni . On
peut alors mettre l’équation (A.8) sous forme intégrale :
∫
R×[∆t,+∞[
w∆(x, t) · φ
∆(x, t)− φ∆(x, t−∆t)
∆t
dxdt+
∫
R
w0(x) · φ∆(x, 0)dx
+
∫
R×R+
φ∆(x+∆x/2, t) − φ∆(x−∆x/2, t)
∆x
·
m−1∑
j=0
cm,jF
∆,(j)(x, t)dxdt = 0. (A.9)
La fonction φ étant régulière, φ∆ converge uniformément vers φ et puisque w0 est essentielle-
ment bornée, on a ∫
R
w0(x) · φ∆(x, 0)dx→
∫
R
w0(x) · φ(x, 0)dx. (A.10)
On note respectivement I∆1 et I
∆
2 la première intégrale de (A.9) qui correspond à la dérivée en
temps et la troisième intégrale de (A.9) qui correspond à la dérivée en espace
Convergence de la discrétisation en temps I∆1
L’intégrale I∆1 s’écrit
I∆1 =
∫
R×R+
w∆(x, t) · 1R×[∆t,+∞[(x, t)
φ∆(x, t)− φ∆(x, t−∆t)
∆t
dxdt.
La fonction (x, t) 7→ 1R×[∆t,+∞[(x, t)φ
∆(x,t)−φ∆(x,t−∆t)
∆t converge uniformément vers ∂tφ et les
fonctions w∆ sont uniformément essentiellement bornées, donc∫
R×R+
w∆(x, t) ·
(
1R×[∆t,+∞[(x, t)
(
φ∆(x, t)− φ∆(x, t−∆t))
∆t
− ∂tφ(x, t)
)
dxdt→ 0. (A.11)
D’autre part, comme w∆ converge vers w dans L1loc(R × R+), on a∫
R×R+
w∆(x, t) · ∂tφ(x, t)dxdt→
∫
R×R+
w(x, t) · ∂tφ(x, t)dxdt. (A.12)
On déduit des limites (A.11) et (A.12) que
I∆1 →
∫
R×R+
w(x, t) · ∂tφ(x, t)dxdt. (A.13)
Convergence de la discrétisation en temps I∆2
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En utilisant à nouveau le fait que φ est régulière, la suite
(x, t) 7→ φ
∆(x+∆x/2, t) − φ∆(x−∆x/2, t)
∆x
converge uniformément vers ∂xφ. D’autre part, les fonctions F∆,(j) sont toutes uniformément
bornées car elles sont à valeurs dans le compact F (K, · · · ,K). Par conséquent, on a∫
R×R+
(
φ∆(x+∆x/2, t) − φ∆(x−∆x/2, t)
∆x
− ∂xφ(x, t)
)
·
m−1∑
j=0
cm,jF
∆,(j)(x, t)dxdt→ 0.
(A.14)
En combinant les Lemmes A.3 et A.4, on obtient que la suite fonctions F∆,(j) converge p.p
vers f(w), pour j = 0, · · · ,m−1. En utilisant (A.4), on en déduit que∑m−1j=0 cm,jF∆,(j) converge
presque partout vers f(w).
Le théorème de convergence dominée assure alors que∫
R×R+
∂xφ(x, t) ·
m−1∑
j=0
cm,jF
∆,(j)(x, t)dxdt→
∫
R×R+
f(w(x, t)) · ∂xφ(x, t)dxdt. (A.15)
On déduit alors des relations (A.14) et (A.15)
I∆2 →
∫
R×R+
f(w(x, t)) · ∂xφ(x, t)dxdt. (A.16)
Les trois limites (A.10), (A.13) et (A.16) sont vraies à une sous-suite près. On peut clairement
trouver une sous-suite commune qui vériﬁe les trois limites. En prenant la limite pour cette
sous-suite dans l’équation (A.9), on obtient∫
R×R+
w(x, t) · ∂tφ(x, t)dxdt+
∫
R
w0(x) · φ(x, 0)dx +
∫
R×R+
f(w(x, t)) · ∂xφ(x, t)dxdt = 0,
ce qui prouve que w est une solution faible de (A.1).
La preuve du résultat concernant l’entropie est similaire et ne présente pas de difﬁculté
supplémentaire.
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Contribution à l’approximation numérique des systèmes hyperboliques
Contribution to the numerical approximation of hyperbolic systems
Résumé
Dans ce travail, on s’intéresse à plusieurs aspects
de l’approximation numérique des systèmes hyperbo-
liques de lois de conservation. La première partie est
dédiée à la construction de schémas d’ordre élevé
sur des maillages 2D non structurés. On développe
une nouvelle technique de reconstruction de gradients
basée sur l’écriture de deux schémas MUSCL sur
deux maillages imbriqués. Cette procédure augmente
le nombre d’inconnues numériques, mais permet d’ap-
procher la solution avec une grande précision. Dans
la deuxième partie, on étudie la stabilité des sché-
mas d’ordre élevé. On montre dans un premier temps
que les inégalités d’entropie discrètes usuelles véri-
fiées par les schémas d’ordre élevé ne sont pas per-
tinentes pour assurer le bon comportement dans le ré-
gime de convergence. On propose alors une extension
des techniques de limitation a posteriori pour forcer la
vérification des inégalités d’entropie discrètes requises.
Dans la dernière partie, on s’intéresse à la construction
de schémas well-balanced pour le modèle de Saint-
Venant, le modèle de Ripa et les équations d’Euler
avec gravité. On propose plusieurs stratégies permet-
tant d’obtenir des schémas numériques capables de
préserver tous les régimes stationnaires au repos. On
développe également des extensions d’ordre élevé.
Abstract
This work is devoted to several aspects of the nume-
rical approximation of hyperbolic systems of conserva-
tion laws.
The first part is dedicated to the derivation of high-order
schemes on 2D unstructured meshes. We develop a
new technique to reconstruct gradients based on two
MUSCL schemes written on two overlapping meshes.
This process increases the number of numerical un-
knowns, but it allows to approximate the solution very
accurately.
In the second part, we study the stability of high-order
schemes. First, we show that the usual discrete en-
tropy inequalities satisfied by high-order schemes are
not relevant to ensure the good behaviour in the con-
vergence regime. Therefore, we propose to extend the
a posteriori limitation techniques to enforce the scheme
to satisfy the required discrete entropy inequalities.
In the last part, we focus on the derivation of well-
balanced schemes for the Shallow water equations,
the Ripa model and the Euler equations with gravity.
We present several strategies leading to numerical
schemes able to preserve all the steady states at rest.
We also develop high-order extensions.
Mots clés
Systèmes hyperboliques, reconstruction MUSCL,
robustesse, condition CFL, inégalités d’entropie
discrètes, méthode MOOD, schémas well-balanced,
méthodes de relaxation, schémas de type Godunov.
Key Words
Hyperbolic systems, MUSCL reconstruction,
robustness, CFL condition, discrete entropy
inequalities, MOOD method, well-balanced schemes,
relaxation methods, Godunov-type schemes.
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