A general approach to L 2 -consistent estimation of various density functionals using k-nearest neighbor distances is proposed, along with the analysis of convergence rates in mean squared error. The construction of the estimator is based on inverse Laplace transforms related to the target density functional, which arises naturally from the convergence of a normalized volume of k-nearest neighbor ball to a Gamma distribution in the sample limit. Some instantiations of the proposed estimator rediscover existing k-nearest neighbor based estimators of Shannon and Rényi entropies and Kullback-Leibler and Rényi divergences, and discover new consistent estimators for many other functionals, such as Jensen-Shannon divergence and generalized entropies and divergences. A unified finite-sample analysis of the proposed estimator is presented that builds on a recent result by Gao, Oh, and Viswanath (2017) on the finite sample behavior of the Kozachenko-Leoneko estimator of entropy.
Introduction
Accurate estimation of density functionals, such as Shannon's differential entropy, Kullback-Leibler (KL) divergence, Rényi entropies and divergences, Jensen-Shannon divergence, and Hellinger distance, is a problem of considerable practical interest, having wide-ranging applications including parameter estimation [ In addition, divergence estimates can be used as measures of distance between two distributions and thus can generalize distance-based algorithms for metric spaces to the space of probability distributions (see [OPS13, HGER15] and the references therein). This paper focuses on the k-nearest neighbor (k-NN) based estimation among several approaches in nonparametric estimation. For fixed k, the k-NN method is computationally efficient and does not require any hyperparameter tuning. For continuous distributions under i.i.d. sampling, the appropriately scaled volume of the k-NN ball around any fixed point x converges to a Gamma distribution with parameters determined solely by k and the probability density at x (see Section 3.1). We utilize this convergence to develop a simple L 2 -consistent fixed k-NN estimator for a large class of density functionals based on inverse Laplace transforms. We also provide a unified finite sample analysis of the bias and variance of the proposed estimators, deriving general polynomial rates of convergence in mean-squared error (MSE). , and several other divergences of a specific polynomial form [PLSS12] . Instead of addressing individual functionals separately, the proposed inverse Laplace transform based estimator applies to a general class of functionals in a unified manner. Consequently, it includes as special cases the aforementioned estimators as well as several new estimators for other density functionals such as Jensen-Shannon divergence and generalized divergences [CiA10] .
In their pioneering work [TvdM96], Tsybakov and van der Meulen showed O(1/ √ n) consistency of a clipped version of the 1-NN Kozachenko-Leonenko estimator for a class of densities over R with unbounded support and exponential tail. Recently, [GOV17] reported a finite-sample analysis for arbitrary k over R d generalizing [TvdM96]; see also [SP16] for a different approach to finitesample analysis. Our consistency result and finite sample analysis is applicable universally to every functional for which the inverse Laplace transform based estimator exists.
The rest of the paper is organized as follows. Section 2 formally states the main problem of density functional estimation. Section 3 provides some mathematical preliminaries. For a pedagogical reason, we develop the proposed estimator for a single probability density first in Section 4 and then for two densities in Section 5. The main results including consistency and convergence rates for each estimator in MSE are presented in the corresponding section. Section 6 outlines the proof of consistency and finite-sample analysis for the single density case. Section 7 presents some numerical results to show the validity of our analysis. Section 8 concludes the paper with some remarks on the proposed estimator.
Main problem
Let f : R + → R and
be a functional of a probability density p over R d . For example, if f (s) = − log s, then T f (p) is the differential entropy h(p) [CT05] . Table 1 lists additional examples of f and the corresponding T f . The main problem discussed in this paper is to estimate T f (p) based on independent and identically distributed (i.i.d.) samples X 1:m = (X 1 , . . . , X m ) from p. More specifically, we wish to construct T m f (X 1:m ) that converges to T f (p) in L 2 as the number of samples m grows to infinity. More generally, let f : R + × R + → R and let
be a functional of a pair of probability densities p and q over R d . For example, if f (s, t) = log(s/t), T f (p, q) is the relative entropy D(p q) [CT05], also known as the Kullback-Leibler (KL) divergence. Table 2 lists additional examples of f and the corresponding T f . In this case, the main problem is to constructT m,n f (X 1:m , Y 1:n ) based on independent i.i.d. samples X 1:m from p and Y 1:n from q such that
Preliminaries
Throughout the paper, we assume a Euclidean space (R d , · ) for simplicity, but we point out that the results continue to hold for (R d , · ρ ) for ρ ≥ 1 with straightforward modifications. The open ball of radius r > 0 centered at x ∈ R d is denoted by B(x, r) := {y ∈ R d : y − x < r}. We
to denote the volume of the unit ball B(0, 1). Also, we use µ d to denote the d-dimensional Lebesgue measure over R d .
We use Gamma(α, β) to denote the Gamma distribution with shape parameter α > 0 and rate parameter β > 0. We use the uppercase letter P to denote the probability measure corresponding to the density p and define the support of p as
For nonnegative functions A(λ), B(λ) of λ ∈ Λ, we write A(λ) α B(λ) if there exists C(α) > 0, depending only on some parameter α, such that A(λ) ≤ C(α)B(λ) for all λ ∈ Λ. We use the standard Bachmann-Landau notation O and Θ (see, e.g., [CLRS09] ) throughout the paper, and write f (n) =Õ(g(n)) to represent the polylogarithmic order f (n) = O(g(n)(log g(n)) k ) for some k ∈ R. Finally, we use the shorthand notation a ∧ b = min{a, b} and a ∨ b = max{a, b}.
k nearest neighbors
For a fixed k ∈ N, consider a point x ∈ R d and a finite set A ⊂ R d with |A ∼x | ≥ k, where A ∼x := A\{x}. We denote the k-th nearest neighbor (k-NN in short) distance of x from A ∼x by r k (x|A), and denote the set of the first k-nearest neighbors of x from among A ∼x by N k (x|A), where the distance tie is broken arbitrarily.
d be the volume of B(x, r k (x|A)) multiplied by |A ∼x |. The following result is well known [LPS08]. Proposition 3.1. Suppose that k ≥ 1 is a fixed integer, and let X 1:m be i.i.d. samples drawn from p. Then for every x ∈ supp(p), ω k (x|X 1:m ) converges in distribution to a Gamma random variable with shape parameter k and rate parameter p(x).
Laplace and inverse Laplace transforms
The one-sided Laplace transform (see, e.g., [KK00, Ch. 29]) of g : R + → R is defined as
For g : R
2
+ → R, we use (u, v) and (s, t) to denote "time domain" and "frequency domain" variables, respectively, and define
−su e −tv du dv.
The inverse Laplace transform can be obtained by computing what is known as the Bromwich integral (see, e.g., [Coh07, Ch. 2]), which is often not trivial to compute. In most cases of our interest, however, the inverse Laplace transform can be computed using tables of known inverse Laplace transforms of elementary functions [KK00], together with several properties of the Laplace transform, such as linearity, time-scaling, and convolution.
Functionals of a single density
For a fixed k ∈ N and a given f :
whenever the inverse Laplace transform exists. We refer to φ k (u) as the estimator function of f with parameter k. Concrete examples of estimator functions for different choices of f are presented in Table 1 . See Appendix A for detailed derivations of these examples.
m (x|X 1:m ) := ω k (x|X 1:m ) denote the normalized volume of the k-NN ball centered at x with respect to X 1:m . Let φ k (u; α, β) := φ k (u) 1 {u ∈ [α, β]} be the truncated estimator function. Then we define an estimator for T f (p) aŝ 
where the truncation points α m , β m ∈ R + are hyperparameters. Remark 4.1. The choice of the estimator function φ k (u) is motivated by the heuristic observation that since U
. By taking the empirical average of f (p(x)) by reusing the samples X 1:m ,
To establish L 2 -consistency and convergence rate of the estimator in (2) rigorously, we consider a class of densities with certain regularity conditions adapted from [GOV17]. 
where β := σ − κ. Here we use a multi-index notation [Fol05] , that is,
Hölder continuity is commonly assumed in nonparametric statistics [BM95, KKPW14, SP16, JGH17].
Definition 4.3. For σ ∈ (0, 2], we define P(σ) as the class of densities p over R d satisfying the following conditions:
(D1) The density is bounded from above almost everywhere (a.e.).
(D4) The boundary ∂supp(p) of the support has finite (d − 1)-dimensional Hausdorff measure.
These conditions are slightly more general than those in [GOV17].
To describe the tail behavior of the estimator function φ k (u), we define a piecewise polynomial function η a,b :
We remark that for each functional presented in Table 1 , the corresponding estimator function satisfies |φ k (u)| η a,b (u) for some a, b.
We are now ready to state the performance guarantee of the estimator proposed in (2).
Theorem 4.4. Suppose that the estimator function φ k (u) of f with parameter k satisfies |φ k (u)| η a,b (u) for some a > −k and b. Then for any p ∈ ∪ σ≥σ0 P(σ) for some σ 0 ∈ (0, 2], the estimator
With a careful choice of the lower truncation point based on σ, we can establish sharper convergence rates for the bias of the estimator. Let
Theorem 4.5. Under the conditions of Theorem 4.4, for any p ∈ P(σ) for some σ ∈ (0, 2], the estimator (2) with α m = α(m, σ, a, k) as defined in (5) and β m = Θ((log m)
and thus
Remark 4.6. When k ≥ −2a, the bias dominates the variance, and the mean squared error (MSE)
. Thus, using a larger k increases the convergence rate asymptotically in m. Note, however, that the rate depends on a multiplicative constant and polylogarithmic factors that increase with k.
Moreover, as discussed in Appendix B, the truncated exponential, Gaussian, and Cauchy distributions, as well as the uniform distribution, belong to P(2), and the truncated Laplace distribution belongs to P(1). Hence, for estimating the differential entropy of these distributions, we can set α m = 0 (no lower truncation) to obtain an MSE ofÕ(m −2/d ).
Example 4.8 (Rényi entropy). For Rényi α-entropy and generalized (α, β)-entropy (see Table 1 ), we have |φ k (u)| η 1−α,1−α (u). For α = 2, we have a = −1 and an MSE ofÕ m −2/d , requiring no lower truncation if k ≥ 2. In comparison, for α = 3, we have a = −2, so for d ≥ 3, we can set
These rates are all valid simultaneously for the truncated Gaussian, exponential, Cauchy, and Laplace distributions, as well as for the uniform distribution.
Functionals of two densities
For fixed k, l ∈ N and a given f :
whenever the inverse Laplace transform exists. We refer to φ k,l (u, v) as the estimator function of f with parameter k, l. Concrete examples of estimator functions for different choices of f are presented in Table 2 . See Appendix A for detailed derivations of these examples.
β]} be the truncated estimator function. Then we define an estimator for T f (p, q) aŝ
where the truncation points α m , β m ,α n , andβ n are hyperparameters.
To establish L 2 -consistency and convergence rate of the estimator (8), we need to further assume the following condition on the densities p and q: 
We are now ready to state the main theorems.
for some a ≥ −k/2,ã ≥ −l/2, b, and b. Then for any p ∈ ∪ σ≥σ0 P(σ) and q ∈ ∪ τ ≥τ0 P(τ ) satisfying (D5), the estimator (8) with
, if m and n are proportional.
Theorem 5.2. Let σ, τ ∈ (0, 2]. Then, under the conditions of Theorem 5.1, for any p ∈ P(σ), q ∈ P(τ ) satisfying (D5), the estimator (8) with
if m ≍ n. The exponent λ(σ, a, k, τ,ã, l) is explicitly stated in Table 4 in Appendix E.
In the following examples, m ≍ n is tacitly assumed. Table 4 in Appendix E, we conclude that for estimating the (finite) KL or reverse KL divergences between any two distributions, each which is either the uniform distribution, or one of the truncated Gaussian, Cauchy, Laplace, or exponential distributions, we can set α m =α n = 0 (no lower truncation) to obtain an MSE ofÕ(m −2/d ). Table 2 ) satisfies
, so for estimating the Hellinger distance between any pair of distributions mentioned in Example 5.3, we can again set α m =α n = 0 and obtain an MSE of
Example 5.6 (Generalized 3-divergence). For the generalized β-divergence (see Table 2 ) with β = 3, we can take a = −2 − ǫ andã = ǫ for any ǫ > 0, so we obtain an MSE ofÕ m
Proof sketch
To illustrate the main idea of the analysis, we outline the proof of Theorems 4.4 and 4.5 for functionals of a single density; the details are deferred to Appendix D. The analysis for two densities can be performed similarly with minor adjustments: see Appendix E. We bound the bias and variance of the estimator (2) separately.
where the last equality holds since X m and
Then by the construction of the estimator function φ k (u), we have
Therefore, by applying the triangle inequality, we have
Let w U (u) denote the pdf of a random variable U . We break the integration region as
Both terms can be bounded by the following two lemmas, respectively, the proofs of which are given in Appendix C. Lemma 6.1 (Generalization of Lemma 2 in [GOV17]). If p is bounded a.e., and σ-Hölder continuous over B(x, ρ m (u)), where
where 
Putting the bounds together and integrating over x ∈ R d based on the finite Hausdorff measure condition on the boundary of the support (D4) for the first term, and on the integral condition (D2) for the second term, we can establish the generic bound of the bias (see Lemma D.1 in Appendix D for the complete proof.)
The variance bound follows the standard argument presented in [BD15] using the Efron-Stein inequality [Ste86] . This bound holds under a much milder regularity condition than for the bias case. Lemma 6.3. Suppose that p(x) is bounded a.e. If |φ k (u)| η a,b (u), then for any α m , β m ≥ 0,
Now, setting α m and β m as in Theorem 4.4 establishes the L 2 -consistency of the estimator (2), and this proves Theorem 4.4. Further, setting α m as in (5) yields the convergence rate in MSE for each case. Simplifying this expression establishes Theorem 4.5. 
Numerical results
The performance of the proposed estimator for various density functionals was simulated over 500 runs, for sample sizes ranging from 200 till 2500. Polynomial rates of convergence were observed for all experiments, and in each case, the exponent was calculated by linear regression between the logarithms of the sample sizes and the MSE. Figure 1 plots the empirical exponents for estimating the differential entropy of a truncated d-dimensional Gaussian density with covariance matrix I for d ranging from 2 through 6, and for the generalized 3-divergence (see Table 2 ) between two truncated d-dimensional Gaussian densities with covariance matrices I and 2I. The corresponding theoretical exponents, computed in Examples 4.7 and 5.6, respectively, are also plotted for comparison. For k = 5 and 15, the proposed estimators in (2) and (8) are compared. The convergence rates are better than the theoretical bounds, as expected.
In each case, the same simulation was also performed for the untruncated versions of the estimators (α = 0 and β = ∞). The untruncated estimators consistently achieve better exponents than their truncated counterparts, which seems to indicate that truncation is mostly a theoretical analysis tool.
Discussion
Most, if not all, fixed k-NN density functional estimators in the literature take the "plug-in" approach, whereby the density estimatep(
, which is then made asymptotically unbiased through some form of "bias correction" [KL87, SMH + 03, GLMI05, LPS08, WKV09, PLSS12, SP16]. This approach is successful for some functionals such as Rényi entropies and divergences, for which additive or multiplicative bias correction suffices. For a general functional, however, finding such bias correction, if possible, is a rather difficult task (see, for example, [SP16]). Our approach, in contrast to the existing literature, bypasses the whole bias correction issue by coming up with an estimator function φ k using the inverse Laplace transform. This estimator is thus applicable universally to a wide class of functionals with finite-sample performance guarantee. The inverse Laplace transform also provides a new interpretation of conventional bias correction by comparing f (p) and φ k (u) for u = k/p (see Tables 1 and 2 ). For example, for differential entropy, the inconsistent estimator function f (p) is − log p while the consistent estimator function φ k (k/p) is − log(p/k) − H k−1 + γ, whence the additive bias correction of log k − H k−1 + γ.
The regularity conditions on the densities assumed in this paper follow those in [GOV17] closely. Our bias analysis builds on and generalizes that of [GOV17], which in turn traces back to [TvdM96] . Our variance analysis deviates from [GOV17] and exploits the geometric properties of k-NN statistics [BD15] , thus requiring much milder regularity conditions. While the MSE bounds established in this paper are fairly general, the experimental results show that there is scope for further tightening, for example, through removal of truncations. 
Appendix
The appendix is organized as follows. Appendix A demonstrates detailed derivations of the estimator functions for various functionals. Appendix B illustrates some concrete examples of densities in the class P(σ) defined in Definition 4.3. Appendix C gives proofs for the key technical lemmas presented in Section 6. Appendices D and E give proofs for the main theorems in Sections 4 and 5, respectively.
A Computation of the estimator functions
In what follows, for the one-dimensional inverse Laplace transform of two-variable functions, we will specify the transformed variable by a subscript of the inverse Laplace operator. For example, L −1 s {G(s, t)}(u) denotes the inverse Laplace transform of G(s, t) along s-axis with a corresponding time domain variable u.
Example A.1 (KL divergence). If f (s, t) = log(t/s), then T f (p, q) = D(p q), the KL divergence. This is one of the simplest case, as we only need to deal with one-dimensional inverse Laplace transforms by linearity:
One can easily prove that
To prove this, note that
if F (s) = L{f (u)} and
Hence, from the formula (7), we can finally obtain
Example A.2 (Generalized β divergence). For β ∈ R, let f (s, t) = s β−1 log(s/t). This corresponds to the functional
Note that for any κ > 0 we have
where ψ(x) is the digamma function. This can be verified by taking the Laplace transform of (RHS). Then, the estimator function can be found immediately as follows:
Note that setting β = 1 recovers the estimator function for the KL divergence (13). 
Here note that l = 1 is excluded, since L −1 {log s} is not defined. Finally, we have
Example A.4 (Hellinger distance). If f (s, t) = 2(1 − t/s), then T f (p, q) becomes the Hellinger distance H 2 (p, q). Since f (s, t) is polynomial, it is easy to obtain that
Example A.5 (Polynomial functionals). Consider f (s, t) = s α−1 t β for some α, β ∈ R, which corresponds to the functional
This includes many special cases such as Rényi entropies, Rényi divergences, Hellinger distance, and χ 2 divergence. The estimator function would be
for k > α − 1 and l > β. We remark that our estimator without any truncation exactly recovers the bias corrected estimator presented in [PLSS12]. Example A.6 (Asymptotic performance of NN classification). Let f (s, t) = s/(s+t). Then the corresponding functional T f (p, q) represents the asymptotic performance of the nearest neighborhood classification rule if the class densities are given as p(x) and q(x), and the label 0 and 1 are equally probably. Namely, w(x|Y = 0) = p(x), w(x|Y = 1) = q(x), and P(Y = 0) = P(Y = 1) = 1/2. From (7), we need to find
The two-dimensional inverse Laplace transformation can be peeled off dimension by dimension as follows:
First, if lett = t/s, then we need to find the inverse Laplace transformation of
Hence, we obtain that
Moreover, by the time-scaling property, we can conclude that
Now, continuing from (15), we have
Finally, we obtain that
Example A.7 (Jensen-Shannon divergence). If f (s, t) = (t/s + 1) log(2/(t/s + 1)) + t/s log(t/s), then T f (p, q) becomes the Jensen-Shannon divergence. Let l ≥ 2. Note that
Then, as the first term can be easily taken care of, we only need to compute the inverse transform of the last term. We apply the peeling off technique discussed in Example A.6 as follows:
Hence, we first need to find the inverse Laplace transform of H(t) := t + 1 t l log(t + 1).
To do this, we will use the following Laplace transforms, where m ∈ AE:
We therefore have, denoting I m (v) := (−1)
Therefore, we have to now find the inverse Laplace transform of sh(sv)/s k+l , treating v as a constant. Note that we have
Now, taking the inverse Laplace transform, we have
One can show that
and
where
By noting that
we can simplify the expression as
Finally,
, and c k,l are defined in (16), (18), and (17), respectively.
B Examples of densities
In this section, we show that d-dimensional truncated Gaussian, Cauchy, and exponential distributions, as well as the uniform distribution and d-dimensional product of Beta(α, β) distributions for α, β ≥ 3 belong to P(2), and the d-dimensional truncated Laplace distribution belongs to P(1). We remark that the boundedness of Hessian over a compact set implies 2-Hölder continuity, given that the Hessian is integrable. Since for every example of ours the Hessian is always integrable, we only need to prove the boundedness of Hessian to prove the 2-Hölder continuity.
Example B.1 (Truncated Gaussian). Consider the truncated d-dimensional Gaussian distribution defined by the density
whence,
Therefore, this density belongs to P(2) with
belongs to P(2) with
as can be seen by an analysis similar to that in the previous example. Example B.3 (Truncated Laplace). Consider the truncated d-dimensional Laplace distribution defined by the density
Then (D1), (D2), and (D4) can be demonstrated similar to the previous examples. For (D3), note that for x, y ∈ R, e −|x| − e −|y| ≤ |x − y |.
Generalizing this to d dimensions, we have
Therefore, the truncated d-dimensional Laplace distribution belongs to P(1) with
Example B.4 (Truncated Cauchy). Consider the truncated d-dimensional Cauchy distribution defined by the density
Then we have
which leads to the bound
Therefore, the truncated d-dimensional Cauchy distribution belongs to P(2) with 
Suppose that for σ ∈ [0, 2] and x ∈ R d , g is a σ-Hölder continuous with constant L > 0 over B(x, R). Then we have for any r < R,
Note that if g is bounded over B(x, R), g is σ-Hölder continuous over B(x, R) with σ = 0. The convergence of ω k (x|X 1:m ) to Gamma(k, p(x)) in terms of a gap between the pdfs can be quantified using this lemma and the order of smoothness σ of the underlying pdf p; however, the bounds in Lemma C.1 cannot be improved further beyond O(r 2 ). It is consistent with that the higher order smoothness beyond 2 cannot be exploited with k-NN methods [Tsy09, HJWW17].
The proof of Lemma 6.1 readily follows from the proof of Lemma 2 in [GOV17] with applying Lemma C.1 in place of Lemma 4 in [GOV17], and thus is omitted here.
C.2 Proof of Lemma 6.2: the bounds on the incomplete gamma functions
Proof. For the upper incomplete gamma function, as Γ(s, x)/Γ(s) is decreasing in s for a fixed x ≥ 1, we have that for s ≥ 1,
For the lower incomplete gamma function, for any x > 0, letting t = xe −u , we have
D Proofs for the single density case
In this section, we elaborate the proof of Theorems 4.4 and 4.5 based on the proof sketch in Section 6.
D.1 Bias analysis
Let
The following lemma summarizes the generic bound for the bias.
Lemma D.1 (Generic bound for bias). Suppose that p ∈ P(σ) for some σ ∈ (0, 2]. For α m , β m ≥ 0, we have
Proof. We apply the pdf bound in Lemma 6.1. Note that this bound holds with σ > 0 only if p is σ-Hölder continuous over the ball B(x, ρ m (u)) for u = 1 (for I in,1 (x)) or u = β m (for I in,2 (x)). At the nonsmooth boundary this inequality holds only with σ = 0, since the density is assumed to be bounded from above (D1). To control the bias occurred around the boundary, we define S p (ρ) := {x : p is σ-Hölder continuous over B(x, ρ)} for ρ > 0. Then we partition
Then the boundary bias can be bounded by the finite Hausdorff measure condition of the boundary of the support (D4) and the following lemma whose proof is omitted.
The inner integral I in (x) To bound I in,1 (x) for x ∈ S p (ρ m (1)), we use the pdf bound (9) in Lemma 6.1:
Here the last expression follows from the following observation. If p(x) ≤ 1, we can use the upper bound for the lower incomplete gamma function, and the second term can be bounded with m −1 (k + a + 2) −1 . If p(x) > 1, it can be upper bounded as m −1 γ(k + a + 2, sup x p(x)). Note that, we can set α m = 0 if and only if a > −σ/d − 1. 1) ), where the regularity over the small ball B(x, ρ m (1)) cannot be controlled, i.e., the nonsmooth boundary, we need to use the Hausdorff measure condition. The bound on I in,1 (x) obtained for x ∈ S p (ρ m (1)) hold with σ = 0, and integrating it over
where we use p(x) is bounded a.e. As we have µ d (R d \S p (ρ m (1))) ρ m (1) for m sufficiently large from Lemma D.2, the rate of the bias at the nonsmooth boundary becomes O((α a+1 m + 1)ρ m (1)). To bound I in,2 (x) for x ∈ S p (ρ m (β m )), we can again use the pdf bound (9) in Lemma 6.1:
For the points around the nonsmooth boundary, i.e.,
Remark D.3. We remark that this bound can be further improved if we use the cumulative density function (cdf) bound in the following, whose proof can be easily adapted from the proof of Lemma 3 in [GOV17]. We use W U (u) to denote the cdf of a random variable U .
Lemma D.4 (Lemma 3 [GOV17]
). Under the same condition in Lemma 6.1, we have
Furthermore, assume that φ k (u) is differentiable at any u > 0, and |φ
, which are all satisfied by current examples in the paper. Let 
, by integration by parts, we have
For the sake of simplicity, however, in this paper we provide a simplified analysis that only uses the pdf bound in Lemma 6.1.
The outer integral I out (x) To bound the last term I out,2 (x), we use the upper bound of the incomplete gamma function as follows:
Hence, integrating over R d , we have
as we assume the exponential bound (D2). We choose β m = Θ((log m) 1+δ ) for some δ > 0, to make e −C1βm decay faster than any polynomial rate.
Following the same analysis for I out,2 (x), assuming k > −a, we can bound I out,1 (x) as follows:
using the bound of the lower incomplete gamma function (11). As p(x) is bounded a.e., it follows that |I out,1 (x)|p(x) dx = O α a+k m .
D.2 Variance analysis (Proof of Lemma D.7)
We first state the technical lemmas. are independent copies of X 1 , . . . , X n , we have
The following is one of the key techniques frequently used in k-nearest neighbor methods. In words, it states that a fixed point in a d-dimensional space can be one of k-nearest neighbors of at most kγ d points, where γ d only depends on d. The proof of the proposition can be found in, e.g., [BD15] . Lemma D.6. There exists γ d > 0 which depends only on d such that for any n ∈ N and
Next we state the following general variance bound as a separate lemma to separate the gist of the technique. This technique has been frequently used in the literature to bound the variance of the k-NN based estimators [BD15, SP16, MSH17]. We include the proof for completeness closely following [BD15] . It can be further extended for two independent samples (see Lemma E.3) in a rather straightforward manner. Lemma D.7. Let τ k (x|x 1:m ) be some k-th nearest neighborhood statistic at point x with respect to the points x 1:m . Let
If X 1:m are i.i.d. samples, we have
Proof. Let X ′ 1:m be an independent copy of X 1:m . Then by applying the Efron-Stein inequality (Lemma D.5), we have
The second inequality follows from the elementary inequality
.
Here (33) follows from Cauchy-Schwarz inequality, and (34) follows from Lemma D.6. By taking expectations and multiplying 2/m, we can continue from (32):
First note that τ k (X 2 |X 1:m ) is independent of E 2 . Secondly, given that E 2 occurs, we have τ k (X 2 |X 2:m ) = τ k+1 (X 2 |X 1:m ), while the latter is independent of E 2 . Finally, by symmetry we have 
D.3 Proof of Theorem 4.5
To finalize the proof of Theorem 4.5 continuing from Lemma D.1, we need to determine the lower truncation points based on a, k, and σ. Recall that we set β m = Θ((log m) 1+δ ) to let the last term decay faster than any polynomial rate. Then the rate reduces to Hence, by equating the first two terms, i.e., 
Now we are ready to prove the main theorems. Setting α m , β m ,α n ,β n as in Theorem 5.1 establishes the L 2 -consistency of the estimator (8), and this proves Theorem 5.1. Further, setting α m andα n as in (5) yields the convergence rate in MSE with the exponent in Table 4 for each case. Note that in Table 4 below each entry the condition for the positive exponent is specified if there is any. Note that k > −2a − 1 and l > −2ã − 1 is a sufficient condition for (k + a)(l +ã) > (a + 1)(ã + 1). This establishes Theorem 5.2.
In the following sections, we prove the lemmas. n (x) are independent of {X 1 = x}, we have
which implies
n (x) (v) du dv dx.
Moreover, as we construct φ k,l (u, v) so that
where U (k) (x) ∼ Gamma(k, p(x)) and V (l) (x) ∼ Gamma(l, q(x)) are independent, we have
