The aim of this paper is to provide a quantitative comparison of eight different 0 1 and 0 2 cubic spline interpolation schemes. The 0 1 schemes discussed are local while the 0 2 ones are global. In practice cubic splines are often used when the smoothness of the function being interpolated/approximated is unknown. Also it is often necessary, or advantageous, to use a nonuniform mesh. Therefore we compare performance over a variety of smoothness classes, using uniform and also several thousand random meshes. The performance criteria used are the quantitative ones of exact operator and derived operator norms, and best possible pointwise error estimates.
Introduction
Our aim is to find an interpolant that will give good results when used to interpolate functions of unknown smoothness, on a possibly nonuniform mesh. We consider eight different C 1 or C 2 cubic spline interpolation schemes and compare their operator and derived operator norms as well as the pointwise error sup I(!-s)(x)I Je:r for uniform, as well as several thousand random knot distributions, and several smoothness classes :F. It is worth emphasising that we do not seek the best interpolation method for a fixed smoothness class :F -the problem of optimal interpolation.
All the schemes considered fit cubic splines with knots at the nodes of interpolation tii=O,l, ... ,n.
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C 2 methods ~ not strictly local
In the first 6 methods the spline is chosen to be C 2 ' so that each scheme corresponds to a different choice of two end-conditions. Such schemes are not suitable for certain applications as they are not strictly local. Thus data far away from x can influence the value of s(x ). However, they are semi-local, meaning that the influence of data at point t, on s(x) falls off geometrically with the number of knots between :i; and t, (see the discussion in section 2.1 below). 
the well known not-a-knot end condition. (See Kershaw [7] and de Boor [2] .)
This end condition forces the restrictions of the spline to the first two and the last two intervals to be a single cubics. The maximum convergence rate, meaning the rate for a general C 00 function, is 0(6 4 ) , where 6 is the mesh size. Of course the limiting rate is actually achieved for C 3 functions with Lipschitz third derivative.
s'(to) = c:(to) and s'(tn) = c~(tn)
where c1 and Cr are cubic polynomials with (2) Thus, this spline is chosen to have the same first derivative as the local cubic interpolant through the first (last) four knots, at the first (last) knot. The maximum convergence rate is 0(6 4 ).
s"(to) = c:'(to) and s"(tn) = c~(tn) (3) with c1 and Cr as above. Thus, this spline is chosen to have the same second derivative as the local cubic interpolant through the first (last) four knots, at the first (last) knot. The maximum convergence rate is 0(6 4 ). (4) where di== s< 3 )(ti+) -s< 3 )(ti-)· Here the jump discontinuities in the third derivative at the second and third knots are forced to be the same, and similarly for the second and third to last knots. This method is known to minimize II/ -slloo when the knots are equispaced and f is a quartic polynomial. The maximum convergence rate is 0 (6 4 ) , and the method is not recommended for use with non-uniform meshes.
Method E Method F
s"(to) = 0 and s"(tn) = 0 (5) the so called natural cubic spline end condition. This should not in general be used for approximation purposes as it throws away any second derivative information in the data and, as a consequence, the order of approximation near the endpoints is restricted to 0(6 2 ).
s'(to) = qi(to) and s'(tn) = q~ (tn) where q1 and qr are quadratic polynom!als with (6) Thus, this spline is chosen to have the same first derivative as the local quadratic interpolant through the first (last) three knots, at the first (last) knot. The maximum convergence rate is 0(6 3 ).
0 1 methods -strictly local
The last two schemes are simple strictly local methods. This property allows easy modification of previously obtained fits, and is essential for some applications such as CAD. However, there is a cost in that the error estimates for smooth functions away from the ends of the interval are generally somewhat worse. The local methods we consider are 0 1 rather than 0 2 • Method G s 1 agrees with the derivative of a local quadratic at every knot. Thus defining qi as the quadratic that interpolates to fat ti, ti+l and ti+2, { qb(to),
The maximum convergence rate is 0(6
Method H s 1 agrees with the derivative of a local cubic at every knot. Thus defining Ci as the cubic that interpolates to f at ti, ti+1, ti+2 and ti+a,
The maximum convergence rate is 0(6 4 ). (8) The present work is an extension of that in [1] where it was shown that, for methods A, B and C II/ -slloo ::; K 61 w(f(j)' 6) 1 ::; j ::; 3. (9) where w(!<i), 8) is the modulus of continuity for f(j). For j = 2, 3 K is an absolute constant independent of the mesh t. For j = 1 it depends on the spacing of the first few and last few knots. Estimate (9) implies, in particular, 0 (8 4 ) approximation to 0 4 functions. However, the paper [1] does not give any grounds for choosing a particular interpolant from amongst those methods with 0(8 4 ) error estimates, and no information about strictly local methods, or those methods with maximum convergence rates less than 0(8 4 ).
Outline of criteria used
Our present aim was therefore to make a quantitative comparison of various commonly used cubic spline interpolants. Comparisons are made using uniform meshes and also several thousand nonuniform meshes. For each of these cases we computed the operator norms. of the spline projector itself, and also of the first derived projectors L' : /' - 
Summary of results
The results are presented in detail in section 2, and the mathematics underlying the calculations in section 3. While, we do reach a conclusion and recommend one method, namely method B, for general purpose use, the reader can use the results to analyze the pros and cons of other choices. For example, the results show the cost of using the strictly local method H, rather than a more conventional cubic spline interpolant, when approximating 0 4 functions in the middle of the interval. For uniform meshes this is a worsening of the error bound by a factor of approximately 1.8, which may be quite acceptable. They also show that giving up fourth order convergence to smooth enough functions, can result in better convergence to functions with fewer derivatives. When a simple strictly local method is required we would recommend instead method H. Clearly the norm of the latter interpolation operator can be bounded in terms of the local mesh ratio, mn = max{hi/hj : Ii -ii = 1}, and independently of the number of knots. Marsden (8] has shown that this property fails to hold for several of the 0 2 cubic spline interpolants we consider. We remind the reader that in an adaptive curve fitting setting the local mesh ratio may get very large, and the norm of all of the interpolation operators discussed here, including the strictly local ones, large with it. However the norm of the interpolation operator can be kept bounded if one chooses the nodes of interpolation after the knots of the spline, or replaces interpolation by quasi interpolation. Method B fits a C 2 function and has fourth order convergence when the data comes from a sufficiently smooth function. Define
Method B's performance for W4 100 functions, is on average very slightly worse than the best of the other methods. However, it performs significantly better than the other C 2 fourth order methods on functions of lower smoothness. Of course, the various C 2 cubic interpolatory splines will differ greatly only in the first and last few intervals. However our contention is that the differences in those few intervals are important. This is particularly so since adapting a standard cubic spline code to end conditions B is trivial, and the extra computational expense is at worst five or six flops. 
Detailed Results
In this section we present the results of our computations of exact error estimates and operator norms.
Differences between the C 2 and C 1 methods in the middle intervals.
We wish to emphasize the point made at the end of the previous section, that the differences between the various C 2 interpolants are generally only significant in the first and last few intervals. For example Kershaw (6] gives matrix estimates which, for a reasonably general set of end conditions, can be used to show the geometric decay of the influence of the end conditions, on the value of s( x), as the number of knots between x and the endpoints grows. It is apparent that the C 2 methods do somewhat better than the strictly local methods when f is smooth. The performance of the interpolants on nonuniform meshes was compared by conducting 5000 pseudo-random trials. In each trial 9 numbers were generated uniformly at random in [O, 1] , then sorted and scaled to obtain a mesh t : 0 = to < ti < ... < ta = 1. Then relative error constants were computed numerically. The resulting 5000 relative error constants were then sorted and the 1 percentile, mean, and 99 percentile points displayed in a bar graph. A logarithmic scale was used so that relative error constants of K, and 1/ K, have the same visual impact.
Results for pseudo-random meshes

Comparison of the overall error bounds
IIi the first two graphs below we observe that the 0(6 4 ) methods do not do as well as the lower order methods for these not very smooth functions. This is perhaps a consequence of the reproduction of cubics. Method A does particularly badly. Intuitively, lacking knots at ti and tn-1, it cannot be as flexible or local as the other methods.
In the next two graphs we note that the global methods do better than the strictly local methods for these smoother functions. Method A, the not-a-knot spline, does the best of any of the methods on W4 100 functions. We first compute these first interval error constants, and then the corresponding relative error constant e~.; = C~1;f C~,j The results from numerical experiments were graphed as in the last section. For the first and second derivative bounds the first interval results were very much like the overall results. These graphs were therefore omitted. The first interval results for third and fourth derivative bounds are more extreme than the overall results and appear below. 
Comparison of operator norms
We also calculated the norm of L, and of the derived projector L', for each of the methods and random 8 interval meshes Bar graphs showing the 1 percentile, mean and 99 percentile points over 20, 000 trials are shown below. We remind the reader that the norm of L cannot be bounded independent of the of the mesh ratio (see de Boor [2, pp.209-214] and the references there); the norm of L' (at least for methods A, B and C) can be bounded in terms of the mesh ratio in the first and last two intervals (see [1] ), and that the norm of L" can be bounded independent of the mesh. Following the bar graphs is a These norms represent a quantitative measure of the tendency of the various methods to introduce spurious bumps and wiggles in the fitted curve. We emphasise that, for the C 2 methods, the fitted curves will differ very little in the middle intervals, so that any large difference in operator norms corresponds to differing behaviour in the first few or last few intervals.
Results for a uniform mesh
The four graphs in figure 1 below show the pointwise error multipliers K(j, x) in the first 3 intervals of a uniform mesh of 29 intervals, for each of the methods and the four smoothness classes. We do not show the plot for the interior subintervals where all the C 2 methods are practically indistinguishable. This is ------.---......----,.----.----.---- Thus once again we see that the end-conditions make a difference only near the end-points. Also, as expected, the operator norms for a particular method hardly change as the the number of intervals in the uniform mesh is increased beyond 8. The error curves for W 4 , 00 functions show the C 2 methods doing better than the strictly local method H in the interior subintervals.
Mathematics underlying the computations
3.1
Calculation of the optimal error bounds.
Fix for the moment the mesh t, the cubic spline interpolant L, and e E [to
Suppose that this error functional anihilates 71'j for some 0 ::; j ::; 3. The application of the Peano kernel theorem (Davis [3] , Powell [9] ) shows that if 
(11) and the notation E:ii ( ( x -t)~, e) means that the functional E( ·, e) is applied to 
E(f, e) = t(e) -I: J(ti).ei(e)
i=O Substituting from (11) it follows that
i=O Hence for each 0 ~ j ~ 3, K(t) is a spline of degree j with possible knots at e and the ti's, whose coeficients we can easily calculate. llKll1 can then be calculated numerically by using a cubic root finder to find the zeroes of K, and Simpson's rule to integrate IK(t)I exactly over each subinterval within which it reduces to a cubic polynomial.
3.2
Computation of JJLJJoo and JJL'JJoo.
The methods of computing I ILi i oo and llL'lloo are essentially the same so we will only give the details of the computation of llL'lloo·
Let Lf denote one of the cubic spline interpolants under consideration applied to the function f at the nodes t =to < ti < ... < tn. Then assuming the map L is exact for polynomials of degree j -1, the derived projector LU) given by is well defined. We define, as is usual, the operator norm 
Finally since E o P is a linear function and 11 · lloo a convex function the function in (14) is convex and achieves its supremum at an extreme point of the convex set n. This shows that for each fixed mesh t, llL'lloo can be found by a process of exhaustive search over the 2n extreme points of n, computing for each extreme point the corresponding value of lls'lloo· Indeed, since the sign of the first slope can be fixed, without loss of generality, the search can be restricted to 2n-l extreme points. We note that it is known (1] 
Here S maps f" to the n -1 vector of second divided differences b with Hence D = A- similarly dealt with. This leads to a procedure for solving the two dimensional subproblems and hence, with extra code, for computing llL"ll·
