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Abstract
In this paper, both dynamic mean-variance portfolio selection problems and dynamic
variance hedging problems are discussed under non-Markovian framework. Explicit closed-
loop equilibrium strategies of these problems are respectively obtained via a unified ap-
proach for the first time. Several new interesting facts arise in mean-variance problems
with constant risk aversion. For example, it is shown that equilibrium strategies are still
allowed to rely on initial wealth as long as risk-free return rate is random. In addition,
the closed-loop equilibrium strategy and open-loop equilibrium strategy have the same
connection with initial wealth in non-Markovian setting, and they happen to equal to each
other if only risk-free return rate is deterministic.
Keywords. dynamic mean-variance problems, dynamic variance hedging problems, time
inconsistency, closed-loop equilibrium strategies, Riccati equations.
AMS Mathematics subject classification. 91B51, 93E99, 60H10.
1 Introduction
The well-known Markowitz’s mean-variance portfolio selection has laid down the foundation
of modern investment portfolio theory. If one considers this financial problem in multi-period
setting, one will encounter the so-called time-inconsistency issue. That is to say, the strategy
at this moment may not keep optimality at next moment, which implies people have to change
the strategy in a silly way all the time to keep optimality.
Besides optimality, the time consistency of policies is also a basic requirement for rational
decision making in many situations ([14]). Recently, the notion of time consistent equilibrium
investment strategies of dynamic mean-variance portfolio selection problems have attracted
much attention in the literature. Basically speaking, there are two types of equilibrium strate-
gies along this line: open-loop equilibrium (investment) strategies and closed-loop equilibrium
(investment) strategies. We first give a revisit to the investigations on the former notion. It was
introduced and investigated carefully in [10], [11] when partial involved coefficients are random.
∗The research was supported by the NSF of China under grant 11231007, 11401404 and 11471231.
†School of Mathematics, Sichuan University, Chengdu, P. R. China. Email:wtxiao2014@scu.edu.cn.
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Later, [17] extended it into the general asset-liability management problem with full random
coefficients. More related topics can also be found in [1], [15], and the references therein. As to
the closed-loop equilibrium strategies, they were firstly developed in [2] under the Markovian
framework. To avoid the wealth-independent property of equilibrium strategies in [2], the au-
thors in [5] introduced one kind of state dependent risk aversion, and derived the equilibrium
strategies via the extended HJB equations idea developed in [4]. We refer to [7], [18], [12], [19],
[20], etc., for more related topics.
Mean-variance portfolio selection problems also have inherent connections with variance
hedging problems. In financial market, people (or hedgers) always face the risk of non-tradable
or a contingent claim at some future time. To hedge this uncertainty, they can do continuous
trading in non-risky asset (e.g. bond) and risky asset (e.g. stock). In the literature, minimum
variance criterion is widely employed to measure the quality of the hedging, see e.g. [8], [13]. In
the dynamic setting, similar as mean-variance problems, the optimal hedging strategies become
time inconsistent as well. In [3], the author discussed the time consistent equilibrium hedging
strategy in Markovian setting.
As far as we know, there is no literature on discussing closed-loop equilibrium strategies of
dynamic mean-variance optimization problems in non-Markovian setting. As to the analogue
study of dynamic variance hedging problems, it is also open to our best. Motivated by these
facts, in this paper we make an attempt to fill these gaps. Compared with the references afore-
mentioned, the approach developed here is advantageous in two aspects. In the first place, it
is quite challenging to extend the HJB equation idea in [4], [5] or the multi-player differential
games method in [19] into the non-Markovian setting, not to mention the complicated conver-
gence arguments in these papers. Inspired by [12], [16], here we employ another approach and
obtain the desired Riccati system without the delicate convergence arguments. In the second
place, the introduced method enables us to give a unified treatment on mean-variance portfolio
selection problems and variance hedging problem with random coefficients. In addition, the
obtained results, which appear for the first time, cover the analogue version in [2], [12], [4], [5].
There are also several interesting facts which are revealed here for the first time.
(1) It is well-known the equilibrium strategies of mean-variance problems with determin-
istic coefficients keep unchanged, no matter what the initial wealth is. However, in our non-
Markovian scenario, it is a feedback form of equilibrium wealth process, and actually relies on
initial wealth.
(2) In the existing papers with constant risk aversion (e.g., [2], [5], [12], [20]), the closed-loop
equilibrium strategies of mean-variance problem do not depend on initial wealth, which inspires
the introducing of state dependent risk aversion ([5]). However, thanks to the randomness of
coefficients, we obtain the state dependent equilibrium strategies with merely constant risk
aversion.
(3) For the mean-variance problems, we found that both closed-loop equilibrium strategies
and open-loop equilibrium strategies have the same way in depending on initial wealth, even
when all the coefficients are random. If the risk-free return rate is deterministic, these two
equilibrium strategies equal to each other if they exist.
(4) In non-Markovian setting, both the equilibrium investment strategy of mean-variance
problem and the equilibrium hedging strategy of variance hedging problem have the same
relations with initial wealth.
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The rest of this paper is organized as follows. In Section 2, some notations, spaces are
introduced and the two financial problems are formulated in detail. Section 3 includes three
parts. The first part is aim to study an auxiliary time inconsistent optimal control problem,
and provide proper sufficient conditions for closed-loop equilibrium operators that are defined
in Section 2. The second part and third part are devoted to treating the mean-variance problem
and variance hedging problem respectively. In Section 4, some concluding remarks are present.
2 Preliminary notations and model formulation
Through this paper, let (Ω,F , P, {Ft}t≥0) be filtered complete probability space, {W (t), t ≥ 0}
be F := {Ft}t≥0-adapted one-dimensional Brownian motion.
For n, p ∈ N, 0 ≤ s < t ≤ T , we define
L2Ft(Ω;R
n) :=
{
X : Ω→ Rn ∣∣ X is Ft measurable, E|X |2 <∞},
L2
F
(
Ω;C([s, t];Rn)
)
:=
{
X : [s, t]× Ω→ Rn
∣∣ X(·) is measurable, F-adapted,
has continuous path, E
(
sup
r∈[s,t]
|X(r)|2
)
<∞
}
,
L∞
F
(Ω;C([s, t];Rn)) :=
{
X : [s, t]× Ω→ Rn
∣∣ X(·) is measurable and
F-adapted, has continuous paths, esssup
ω∈Ω
sup
r∈[s,t]
|X(r)| <∞
}
,
L
p
F
(Ω;L2(s, t;Rn)) :=
{
X : [s, t]× Ω→ Rn
∣∣ X(·) is measurable, F-adapted,
E
( ∫ t
s
|X(r)|2dr
) p
2
<∞
}
,
L
p
F
(Ω;L1(s, t;Rn)) :=
{
X : [s, t]× Ω→ Rn
∣∣ X(·) is measurable, F-adapted,
E
( ∫ t
s
|X(r)|dr
)p
<∞
}
.
In particular, L2
F
(s, t;Rn) = L2
F
(Ω;L2(s, t;Rn)).
We consider a financial market where two assets are traded continuously on [0, T ]. Suppose
the price of bond evolves as{
dS0(s) = r(s)S0(s)ds, s ∈ [0, T ],
S0(0) = s0 > 0,
and the risky asset is described by{
dS(s) = S(s)
{
b(s)ds+ σ(s)dW (s)
}
, s ∈ [0, T ],
S(0) = s1 > 0.
Here r > 0 is the risk-free return rate, b is the expected return rate of risky asset, σ is the
corresponding volatility rate.
(H0) Suppose r, b, σ are bounded and F-adapted processes, and there exists constant δ > 0
such that |σ|2 ≥ δ.
3
Given initial capital x > 0, β := b− r, θ := βσ−1, for s ∈ [0, T ], the investor’s wealth X(s)
satisfies {
dX(s) =
[
r(s)X(s) + β(s)u(s)
]
ds+ u(s)σ(s)dW (s),
X(0) = x,
(2.1)
where u is the capital invested in the risky asset.
At time t, the objective of a mean-variance portfolio selection problem is to choose an
investment strategy to minimize
J(u(·); t,X(t)) = Vart
[
X(T )
]− γEt[X(T )], (2.2)
where Et[·] := E[·|Ft], γ is constant risk aversion.
Inspired by the existing papers ([12], [16], [17]), we introduce the following definition in
non-Markovian setting.
To this end, given t ∈ [0, T ], ε > 0, proper (Θ∗, ϕ∗) and bounded v ∈ L2Ft(Ω;R), let
uv,ε := Θ∗Xv,ε + ϕ∗ + vI[t,t+ε], u
∗ := Θ∗X∗ + ϕ∗, (2.3)
where for s ∈ [0, T ], (Xv,ε(s), X∗(s)) are described as
dX∗(s) =
[[
r(s) + β(s)Θ∗(s)
]
X∗(s) + β(s)ϕ∗(s)
]
ds
+σ(s)(Θ∗(s)X∗(s) + ϕ∗(s))dW (s),
dXv,ε(s) =
[[
r(s) + β(s)Θ∗(s)
]
Xv,ε(s) + β(s)ϕ∗(s) + β(s)vI[t,t+ε](s)
]
ds
+σ(s)
[
Θ∗(s)Xv,ε(s) + ϕ∗(s) + vI[t,t+ε](s)
]
dW (s),
X∗(0) = x, Xv,ε(0) = x.
(2.4)
Definition 2.1 A pair of processes (Θ∗(·), ϕ∗(·)) ∈ Lp
F
(Ω;L2(0, T ;R))×L2
F
(0, T ;R) is called a
closed-loop equilibrium operator if for any x ∈ R, u∗, uv,ε ∈ L2
F
(0, T ;R), and
lim
ε→0
J(uv,ε(·); t,X∗(t))− J(u∗(·)∣∣
[t,T ]
; t,X∗(t)
)
ε
≥ 0. (2.5)
Above u∗, X∗ is called closed-loop equilibrium investment strategy, closed-loop equilibrium wealth
process, respectively.
Next we discuss the formulation of variance hedging problems. An agent (or hedger) is
committed to hold a non-tradable asset with payoff ξ at time T . Here the asset may be
interpreted as a derivative security or a real option, and E|ξ|k <∞, k > 2. The corresponding
risk can be hedged by continuous trading in bond and risky asset aforementioned. The hedging
policy pi is the dollar amount invested in the stock. Hence the hedger’s tradable wealth X is
described by (2.1) with u replaced by pi. The aim is to find a proper hedging policy to minimize
Ĵ(pi(·); t,X(t)) := Vart
[
ξ −X(T )]. (2.6)
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Let λ(·) := E[ξ∣∣F·], Y (·) := X(·)− λ(·), we have
dY (s) =
[
r(s)Y (s) + r(s)λ(s) + β(s)pi(s)
]
ds
+
[
pi(s)σ(s) − ζ(s)]dW (s), s ∈ [0, T ],
dλ(s) = ζ(s)dW (s), s ∈ [0, T ],
Y (0) = x− Eξ, λ(T ) = ξ.
(2.7)
Notice that both the diffusion term and drift term of Y (·) include the nonhomogeneous terms.
The aim of the hedger is to minimize Ĵ(pi(·); t,X(t)) = Et
∣∣Y (T )∣∣2 − ∣∣EtY (T )∣∣2.
Similar as Definition 2.1, we can define the closed-loop equilibrium operator (Θ∗, ϕ∗), closed-
loop equilibrium hedging policy pi∗ as well. We omit it for simplicity.
In the sequel, K is a generic constant which varies in different context.
3 Equilibrium strategies in mean-variance problems and
variance hedging problems
3.1 An auxiliary time inconsistent optimal control problem
To give a unified treatment of above financial problems, we study a slightly general optimal
control problem associated with (2.2) and{
dX(s) =
[
r(s)X(s) + β(s)u(s) + l(s)
]
ds+
[
σ(s)u(s) + h(s)
]
dW (s), s ∈ [0, T ],
X(0) = x.
(3.1)
Similar as Definition 2.1, we define the corresponding closed-loop equilibrium operator as well.
In the following, we assume that
(H1) For any p > 2, h ∈ Lp
F
(Ω;L2(0, T ;R)), l ∈ Lp
F
(Ω;L1(0, T ;R)).
For proper (Θ∗, ϕ∗), constant ε > 0, Ft-measurable bounded random variable v, we define
u∗ := Θ∗X∗ + ϕ∗, uv,ε0 := Θ
∗X
v,ε
0 + ϕ
∗ + vI[t,t+ε], (3.2)
where for s ∈ [0, T ], X∗(s), Xv,ε0 (s) are described as,
dX∗(s) =
[
r(s)X∗(s) + β(s)u∗(s) + l(s)
]
ds+
[
σ(s)u∗(s) + h(s)
]
dW (s),
dX
v,ε
0 (s) =
[
r(s)Xv,ε0 (s) + β(s)u
v,ε
0 (s) + l(s)
]
ds+
[
σ(s)uv,ε0 (s) + h(s)
]
dW (s),
X∗(0) = x, Xv,ε0 (0) = x.
(3.3)
(H2) Suppose there exists
(Θ∗, ϕ∗) ∈ Lp
F
(Ω;L2(0, T ;R))× L2
F
(0, T ;R)
such that for any x ∈ R, u∗, uv,ε0 ∈ L2F(0, T ;R).
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Under assumption (H2), X∗, Xv,ε0 ∈ L2F(Ω;C([0, T ];R)), and the following are well-defined,
J(u∗; t,X∗(t)), J(uv,ε0 ; t,X
∗(t)), t ∈ [0, T ).
Given (Θ∗, ϕ∗) in (H2), we introduce four BSDEs on [0, T ] as follows:
dP ∗1 = −
{
2rP ∗1 + 2(P
∗
1 β + Λ
∗
1σ)Θ
∗ + |Θ∗|2σ2P ∗1
}
ds+ Λ∗1dW (s),
dP ∗2 = −
[
rP ∗2 +Θ
∗(βP ∗2 + σΛ
∗
2)
]
ds+ Λ∗2dW (s),
dP ∗3 = −
[
(P ∗2 β + Λ
∗
2σ)ϕ
∗ + P ∗2 l + Λ
∗
2h
]
ds+ Λ∗3dW (s),
dP ∗4 = −
[
(r +Θ∗β)P ∗4 +Θ
∗σΛ∗4 + (P
∗
1 β + Λ
∗
1σ +Θ
∗σ2P ∗1 )ϕ
∗
+P ∗1 l + Λ
∗
1h+Θ
∗σP ∗1 h
]
ds+ Λ∗4dW (s),
P ∗1 (T ) = 2, P
∗
2 (T ) = 1, P
∗
3 (T ) = 0, P
∗
4 (T ) = −γ.
(3.4)
We will discuss the solvability of (3.4) later. Before that, let us provide a sufficient condition
for closed-loop equilibrium operator of optimal control problem associated with (3.1), (2.2).
Theorem 3.1 Suppose (H0) holds, and there exist four pairs of processes (P ∗i ,Λ
∗
i ) satisfying
system (3.4) where P ∗1 > δ > 0, δ is a constant, and
Θ∗ := −β(P
∗
1 − 2|P ∗2 |2) + σ(Λ∗1 − 2Λ∗2P ∗2 )
σ2P ∗1
,
ϕ∗ := −β(P
∗
4 − 2P ∗2 P ∗3 ) + σ(P ∗1 h+ Λ∗4 − 2Λ∗2P ∗3 )
σ2P ∗1
.
(3.5)
Moreover, (H2) holds, and for any p > 2,
(P ∗i ,Λ
∗
i ) ∈ L∞F (Ω;C([0, T ];R))× LpF(Ω;L2(0, T ;R)), i := 1, 2,
(P ∗j ,Λ
∗
j ) ∈ LpF(Ω;C([0, T ];R))× LpF(Ω;L2(0, T ;R)), j := 3, 4,
sup
t∈[τ,T ]
Eτ |Λ∗2(t)|2 <∞, a.s. τ ∈ [0, T ].
(3.6)
Then (Θ∗, ϕ∗) is a closed-loop equilibrium operator.
Remark 3.1 As to Λ2(·), above pointwise integrability in (3.6) will play an important role next,
even though it’s stronger than the conventional square integrability. We will verify it later.
Proof. Step 1. For t ∈ [0, T ), (Θ∗, ϕ∗) in (3.5), X∗ in (3.3), we introduce
dY ∗(s, t) = −[(r(s) + β(s)Θ∗(s))Y ∗(s, t) + Θ∗(s)σ(s)Z∗(s, t)]ds
+Z∗(s, t)dW (s), s ∈ [t, T ],
Y ∗(T, t) = 2X∗(T )− 2EtX∗(T )− γ.
(3.7)
In this step, for t ∈ [0, T ], we prove that the following pair of processes satisfy (3.7),{
Y ′(·, t) := P ∗1X∗ − 2P ∗2Et
[
P ∗2X
∗ + P ∗3
]
+ P ∗4 ,
Z ′(·, t) := −2Λ∗2Et[P ∗2X∗ + P ∗3 ] + (P ∗1 σΘ∗ + Λ∗1)X∗ + P ∗1 σϕ∗ + P ∗1 h+ Λ∗4.
(3.8)
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In fact, by Itoˆ’s formula,
dP ∗1X
∗ =
[
P ∗1 (r + βΘ
∗) + Π1 + Λ
∗
1σΘ
∗
]
X∗ds+ (P ∗1 [σΘ
∗X∗ + σϕ∗ + h] + Λ∗1X
∗)dW (s)
+
[
(P ∗1 β + Λ
∗
1σ)ϕ+ P
∗
1 l + Λ
∗
1h
]
ds,
d
[
− 2P ∗2 Et[P ∗2X∗]
]
=
{
− 2Π2Et[P ∗2X∗]− 2P ∗2
{
Et
[
(P ∗2 r + P
∗
2 βΘ
∗ +Π2 +Λ
∗
2σΘ
∗)X∗
]
+Et
[
(P ∗2 β + Λ
∗
2σ)ϕ
∗ + P ∗2 l + Λ
∗
2h
]}}
ds− 2Λ∗2Et[P ∗2X∗]dW (s),
d
[
− 2P ∗2 EtP ∗3
]
= −2[Π2EtP ∗3 + P ∗2 EtΠ3]ds− 2Λ∗2EtP ∗3 dW (s),
where Πi (1 ≤ i ≤ 4) denotes the generator of BSDEs in (3.4) respectively. Consequently,
dY ′ = d
[
P ∗1X
∗ − 2P ∗2 Et(P ∗2X∗ + P ∗3 ) + P ∗4
]
=
{[
P ∗1 (r + βΘ
∗) + Π1 + Λ
∗
1σΘ
∗
]
X∗ + (P ∗1 β + Λ
∗
1σ)ϕ
∗ + P ∗1 l + Λ
∗
1h
−2Π2Et[P ∗2X∗ + P ∗3 ]− 2P ∗2
{
Et
[
(rP ∗2 + βP
∗
2Θ
∗ +Π2 +Λ
∗
2σΘ
∗)X∗
]
+Et
[
(βP ∗2 + Λ
∗
2σ)ϕ
∗ + P ∗2 l + Λ
∗
2h+Π3
]}
+Π4
}
ds
+
{
− 2Λ∗2Et[P ∗2X∗] + P ∗1 [σΘ∗X∗ + σϕ∗ + h]− 2Λ∗2EtP ∗3 + Λ∗4 + Λ∗1X∗
}
dW (s).
Putting the definitions of Πi into above equality, we immediately obtain the conclusion.
Step 2. For (Y ′, Z ′) in (3.8), we see that
(Y′(s),Z′(s)) := (Y ′(s, s), Z ′(s, s)), s ∈ [0, T ],
are well-defined. In this step, we prove that
lim
ε→0
[1
ε
Et
∫ t+ε
t
[
β(s)Y ′(s, t) + σ(s)Z ′(s, t)
]
ds
]
= lim
ε→0
[1
ε
Et
∫ t+ε
t
[
β(s)Y′(s) + σ(s)Z′(s)
]
ds
]
= 0.
(3.9)
Notice that the second equality follows from (3.5). We focus on the first one.
By the definitions of (Y ′, Z ′) in (3.8),
βY ′(·, t) + σZ ′(·, t)
= β
[
P ∗1X − 2P ∗2Et
[
P ∗2X
∗ + P ∗3
]
+ P ∗4
]
+ σ
[ − 2Λ∗2Et[P ∗2X∗ + P ∗3 ]
+(P ∗1 σΘ
∗ + Λ∗1)X
∗ + P ∗1 σϕ
∗ + P ∗1 h+ Λ
∗
4
]
=
[
βP ∗1 + σ(P
∗
1 σΘ
∗ + Λ∗1)
]
X∗ + σ2P ∗1 ϕ
∗ + σP ∗1 h+ βP
∗
4 + σΛ
∗
4
−2[βP ∗2 + σΛ∗2]Et(P ∗2X∗ + P ∗3 ).
In particular, one has
βY′ + σZ′ =
[
β(P ∗1 − 2|P ∗2 |2) + σ(−2Λ∗2P ∗2 + P ∗1 σΘ∗ + Λ∗1)
]
X∗
+β(−2P ∗2 P ∗3 + P ∗4 ) + σ(−2Λ∗2P ∗3 + P ∗1 σϕ∗ + P ∗1 h+ Λ∗4).
(3.10)
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Therefore,
Et
[
βY ′(·, t) + σZ ′(·, t)]
= Et
[
βY′ + σZ′
]− 2Et{[Et(P ∗2X∗ + P ∗3 )− P ∗2X∗ − P ∗3 ](βP ∗2 + σΛ∗2)}. (3.11)
In terms of (3.6) and conditional dominated convergence theorem, we conclude that
lim
ε→0
Et sup
s∈[t,t+ε]
∣∣Et(P ∗2 (s)X∗(s) + P ∗3 (s))− (P ∗2 (s)X∗(s) + P ∗3 (s))∣∣ = 0. a.s.
Then as ε→ 0, one has
1
ε
Et
∫ t+ε
t
∣∣Λ∗2(s)[Et(P ∗2 (s)X∗(s) + P ∗3 (s))− (P ∗2 (s)X∗(s) + P ∗3 (s))]∣∣ds
≤ sup
s∈[t,T ]
[
Et|Λ∗2(s)|2
] 1
2
[
Et sup
s∈[t,t+ε]
∣∣Et(P ∗2 (s)X∗(s) + P ∗3 (s))− (P ∗2 (s)X∗(s) + P ∗3 (s))∣∣2] 12 → 0.
(3.12)
Similarly, by the imposed regularity of P ∗2 ,
1
ε
Et
∫ t+ε
t
∣∣P ∗2 (s)[Et(P ∗2 (s)X∗(s) + P ∗3 (s))− (P ∗2 (s)X∗(s) + P ∗3 (s))]∣∣ds→ 0, ε→ 0.
(3.13)
Putting (3.12) and (3.13) back into (3.11), we get the desired conclusion.
Step 3. For s ∈ [0, T ], we define Xv,ε1 (s) := Xv,ε0 (s)−X∗(s) that satisfies
dX
v,ε
1 (s) =
[
(r(s) + β(s)Θ∗(s))Xv,ε1 (s) + β(s)vI[t,t+ε](s)
]
ds
+
[
σ(s)Θ∗(s)Xv,ε1 (s) + σ(s)vI[t,t+ε](s)
]
dW (s),
X
v,ε
1 (0) = 0.
(3.14)
From the definition of uv,ε0 in (3.2), it is a direct calculation that
J(uv,ε0 (·); t,X∗(t))− J(u(·); t,X∗(t))
= Et
{[
2X∗(T )− 2EtX∗(T )− γ
]
X
v,ε
1 (T )
}
+Et
{
(Xv,ε1 (T )− EtXv,ε1 (T ))Xv,ε1 (T )
}
≥ Et
{[
2X∗(T )− 2EtX∗(T )− γ
]
X
v,ε
1 (T )
}
.
(3.15)
The following result is implied by Itoˆ’s formula to Y ′(·, t)Xv,ε1 (·),
Et
{[
2X∗(T )− 2EtX∗(T )− γ
]
X
v,ε
1 (T )
}
= Et
∫ t+ε
t
(β(s)Y ′(s, t) + σ(s)Z ′(s, t))ds · v.
(3.16)
To sum up, from (3.9), (3.15), (3.16), we conclude that
lim
ε→0
J(uε(·); t,X∗(t)) − J(u∗(·); t,X∗(t))
ε
≥ lim
ε→0
[1
ε
Et
∫ t+ε
t
[
β(s)Y ′(s, t) + σ(s)Z ′(s, t)
]
vds
= lim
ε→0
[1
ε
Et
∫ t+ε
t
[
β(s)Y′(s) + σ(s)Z′(s)
]
ds
]
v = 0.
8
The following result ensures the requirements imposed in Theorem 3.1.
(H3) For s ∈ [0, T ], r(s), β(s)
σ(s) are Malliavin differentiable, and there exists constant K > 0
such that
[∣∣Dνr(s)∣∣ + ∣∣Dν[β(s)σ(s) ]∣∣] ≤ K, ν, s ∈ [0, T ].
Theorem 3.2 Suppose (H0), (H1), (H3) hold. Then there exists four pairs of (P ∗i ,Λ
∗
i ) satis-
fying system (3.4) and condition (3.6) with
P ∗1 = 2|P ∗2 |2, Λ∗1 = 4P ∗2Λ∗2, Θ∗ := −
Λ∗2
σP ∗2
,
ϕ∗ := −2P
∗
2Λ
∗
3
σP ∗1
− (βΦ + σΨ + σP
∗
1 h)
σ2P ∗1
,
ϕ∗ ∈ Lp
F
(Ω;L2(0, T ;R)), p > 2.
(3.17)
Here  dΦ = −
[
(r + βΘ∗)Φ + Θ∗σΨ
]
ds+ΨdW (s),
Φ(T ) = −γ.
(3.18)
Moreover, (Θ∗, ϕ∗) can be rewritten as the forms in (3.5), and assumption (H2) is fulfilled.
Proof. Step 1. We prove that system (3.4) is solvable associated with (3.5) and (3.6).
At first, we consider dM =
[
rM +
β
σ
N
]
ds+NdW (s), s ∈ [0, T ],
M(T ) = −
√
2.
(3.19)
It is easy to see M is bounded and
∫ ·
0
N(s)dW (s) is a BMO-martingale.
By defining P ∗1 :=
4
M2
, Λ∗1 := − 8NM3 , we have dP
∗
1 = −
{
2rP ∗1 −
βΛ∗1
σ
− 3|Λ
∗
1|2
4P ∗1
}
ds+ Λ∗1dW (s), s ∈ [0, T ],
P ∗1 (T ) = 2.
(3.20)
Since M is bounded,
∫ ·
0
Λ1(s)dW (s) is BMO-martingale.
We define
P ∗2 :=
√
P ∗1
2
, Λ∗2 :=
Λ∗1
4P ∗2
, Θ∗ := −2σΛ
∗
2P
∗
2
σ2P ∗1
. (3.21)
Therefore, we obtain the first expression in (3.5), and the first two results in (3.17). Moreover,∫ ·
0
Λ∗2(s)dW (s),
∫ ·
0
Θ∗(s)dW (s) are BMO martingales and
−βΛ∗1
σ
− 3|Λ∗1 |24P∗
1
= − 4(P∗1 β+Λ∗1σ)σΛ∗2P∗2
σ2P∗
1
+
Λ∗
2
P∗
2
Λ∗
1
P∗
1
= 2(P ∗1 β + Λ
∗
1σ)Θ
∗ + |Θ∗|2σ2P ∗1 .
As a result, we can rewrite (3.20) as the first equation in (3.4).
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To obtain the case of (P ∗2 ,Λ
∗
2), we first use Itoˆ’s formula as follows,
d
[P ∗1
2
] 1
2 =
[
− r(P
∗
1
2
)
1
2 + 2−
3
2 |P ∗1 |−
1
2
β
σ
Λ∗1 + 2
− 5
2 |P ∗1 |−
3
2 |Λ∗1|2
]
ds+ 2−
3
2 |P ∗1 |−
1
2Λ∗1dW (s).
(3.22)
We observe that
(βP ∗2 + σΛ
∗
2)Θ
∗ = −[β(P ∗1
2
)
1
2 +
σΛ∗1
4P ∗2
] Λ∗1
2σP ∗1
= −
[
2−
3
2 |P ∗1 |−
1
2
β
σ
Λ∗1 + 2
− 5
2 |P ∗1 |−
3
2 |Λ∗1|2
]
.
Recalling P ∗2 (T ) = 1, we can rewrite (3.22) into the the second equation in (3.4).
The regularity of (P ∗i ,Λ
∗
i ), i = 1, 2 in (3.6) is obvious.
We continue to investigate (P ∗3 ,Λ
∗
3).
To begin with, we look at BSDE (3.18). Since
∫ ·
0
Θ∗(s)dW (s) is BMO-martingale, for any
p > 2, by Theorem 10 in [6], one has
(Φ,Ψ) ∈ Lp
F
(Ω;C([0, T ];R))× Lp
F
(Ω;L2(0, T ;R)).
Given this pair of (Φ,Ψ), let us consider dP
∗
3 =
[ (P ∗2 β + Λ∗2σ)2P ∗2
σP ∗1
Λ∗3 +Π
]
ds+ Λ∗3dW (s), s ∈ [0, T ],
P ∗3 (T ) = 0,
(3.23)
where
Π :=
(P ∗2 β + Λ
∗
2σ)(βΦ + σΨ+ σP
∗
1 h)
σ2P ∗1
− P ∗2 l − Λ∗2h.
If we define
ϕ∗ := −2P
∗
2Λ
∗
3
σP ∗1
− (βΦ + σΨ+ σP
∗
1 h)
σ2P ∗1
, (3.24)
we transform (3.23) into the fourth one in (3.4).
By the integrability of (P ∗2 ,Λ
∗
2), (Φ,Ψ), (h, l), for any p > 2, we have Π ∈ LpF(Ω;L1(0, T ;R)).
As a result, by Theorem 10 of [6], we obtain the regularity of (P ∗3 ,Λ
∗
3) in (3.6).
The integrability of ϕ∗ in (3.17) is easy to get.
Now we turn to look at (P ∗4 ,Λ
∗
4). Recall the second and third equations of (3.4), we have
the following by Itoˆ’s formula,
d(−2P ∗2 P ∗3 ) = −
[
− 2P ∗2 (P ∗2 β + Λ∗2σ)ϕ∗ − 2(r + βΘ∗)P ∗2 P ∗3 − 2P ∗3Θ∗σΛ∗2 − 2P ∗2 (P ∗2 l + Λ∗2h)
+2Λ∗2Λ
∗
3
]
ds− (2P ∗2Λ∗3 + 2P ∗3Λ∗2)dW (s).
Let
P ∗4 := Φ + 2P
∗
2 P
∗
3 , Λ
∗
4 := Ψ + 2Λ
∗
2P
∗
3 + 2Λ
∗
3P
∗
2 . (3.25)
Therefore, it is a direct calculation that
dP ∗4 = −
[
(r +Θ∗β)P ∗4 +Θ
∗σΛ∗4 − 2Θ∗σP ∗2Λ∗3 + 2P ∗2 (P ∗2 β + Λ∗2σ)ϕ∗
+2P ∗2 (P
∗
2 l + Λ
∗
2h)− 2Λ∗2Λ∗3
]
ds+ Λ∗4dW (s),
P ∗4 (T ) = −γ.
(3.26)
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We observe that above (3.21) yields the following results,
Θ∗ = − Λ
∗
2
σP ∗2
, Θ∗σP ∗2Λ
∗
3 + Λ
∗
2Λ
∗
3 = 0, Λ
∗
1 +Θ
∗σP ∗1 = 2P
∗
2Λ
∗
2.
Consequently,
−2Θ∗σP ∗2Λ∗3 − 2Λ∗2Λ∗3 + 2P ∗2 (P ∗2 β + Λ∗2σ)ϕ∗ + 2P ∗2 (P ∗2 l + Λ∗2h)
= P ∗1 βϕ
∗ + (Λ∗1σ +Θ
∗σ2P ∗1 )σϕ
∗ + P ∗1 l + (Λ
∗
1 +Θ
∗σP ∗1 )h.
Plugging it back into (3.26), we obtain the fourth equation in (3.4).
The regularity of (P ∗4 ,Λ
∗
4) in (3.6) is easy to see.
Eventually, by (3.25), we can rewrite (3.24) as the second form in (3.5).
Step 2. In this step, we prove the integrability of Λ∗2.
Given τ ∈ [0, T ], ν ∈ [τ, T ], by (H3) and Proposition 5.3 in [9], the Malliavin derivatives
(DνM(s), DνN(s)) exist, s ∈ [0, T ], and a version is given by
(DνM(t), DνN(t)) = (0, 0), a.s. a.e., t ∈ [0, ν),
DνM(t) = −
∫ T
t
[
Dνr(s) ·M(s) +Dν
[β(s)
σ(s)
] ·N(s) + r(s)DνM(s)
+
β(s)
σ(s)
DνN(s)
]
ds−
∫ T
t
DνN(s)dW (s), t ∈ [ν, T ].
By classical estimate of BSDEs, for ν ∈ [τ, T ],
Eτ sup
t∈[ν,T ]
|DνM(t)|2 + Eτ
∫ T
ν
|DνN(s)|2ds
≤ KEτ
[ ∫ T
ν
[|Dνr(s)||M(s)|+ |Dν[β(s)
σ(s)
]||N(s)|]ds]2. a.s.
According to (H3), for τ ∈ [0, T ], we arrive at
sup
ν∈[τ,T ]
Eτ |DνM(ν)|2 ≤ K sup
ν∈[τ,T ]
Eτ
[ ∫ T
ν
[|M(s)|+ |N(s)|]ds]2 <∞.
Therefore,
sup
t∈[τ,T ]
Eτ |N(t)|2 = sup
t∈[τ,T ]
Eτ |DtM(t)|2 <∞. a.s.
Our conclusion is followed by the definition of Λ∗1 and notations in (3.21).
Step 3. We verify the assumptions in (H2).
At first, let us look at the case of (u∗, X∗). For s ∈ [0, T ], recall that{
dX∗(s) =
[
[r + βΘ∗]X∗ + βϕ∗ + l
]
ds+ [σΘ∗X∗ + σϕ∗ + h] dW (s),
X∗(0) = x.
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The unique solution to the above linear SDE is given by
X∗(t) = Φ(t)x+Φ(t)
∫ t
0
Φ−1
[
ϕ∗(β − σ2Θ∗) + l − σΘ∗h]ds
+Φ(t)
∫ t
0
Φ−1(σϕ∗ + h)dW (s),
where Φ(·) satisfies{
dΦ(s) = Φ(r + βΘ∗)ds+ σΘ∗ΦdW (s), s ∈ [0, T ],
Φ(0) = 1.
It is easy to check
dΦ−1 = Φ−1
[
σ2|Θ∗|2 − r − βΘ∗]Φ−1ds− Φ−1σΘ∗dW (s).
Applying Itoˆ’s formula to Φ−1X∗, we have
X∗(t) = Φ(t)x+Φ(t)
∫ t
0
[
Φ−1ϕ∗(β − σ2Θ∗) + Φ−1(l − σΘ∗h)
]
ds
+Φ(t)
∫ t
0
(Φ−1σϕ∗ +Φh)dW (s), t ∈ [0, T ].
(3.27)
By the integrability of (Θ∗, ϕ∗) in (3.17), for any p > 2,
E
∣∣∣ ∫ T
0
|ϕ∗||β − σ2Θ∗|ds
∣∣∣p
≤ E
{[∫ T
0
|ϕ∗|ds
] p
2
[ ∫ T
0
|β − σ2Θ∗|2ds
] p
2
}
≤
{
E
[ ∫ T
0
|ϕ∗|ds
] pp′
2
} 1
p′
{
E
[ ∫ T
0
|β − σ2Θ∗|2ds
] p
q
′2} 1
q′
<∞,
(3.28)
where p′, q′ > 1, 1
p′
+ 1
q′
= 1. Similarly, from (H1), for any fixed p > 2, we get
E
∣∣∣ ∫ T
0
|l − σΘ∗h|ds
∣∣∣p + E[ ∫ T
0
|σϕ∗ + h|2ds
] p
2
<∞. (3.29)
We claim that Φ(·) = P∗2 (0)
P∗
2
(·) and thus Φ is bounded. In fact,
Φ(t) = exp
[ ∫ t
0
(r − βΛ
∗
2
σP ∗2
− |Λ
∗
2|2
2|P ∗2 |2
)ds−
∫ t
0
Λ∗2
P ∗2
dW (s)
]
, t ∈ [0, T ].
Recall that
dP ∗2 =
[
− (r − βΛ
∗
2
σP ∗2
)P ∗2 +
|Λ∗2|2
P ∗2
]
ds+ Λ∗2dW (s),
we get the following via Itoˆ’s formula to ln(P ∗2 ),
d(lnP ∗2 ) = (−r +
βΛ∗2
σP ∗2
+
|Λ∗2|2
2|P ∗2 |2
)ds+
Λ∗2
P ∗2
dW (s).
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The above expression of Φ is obvious to see. Combining this result with (3.27), (3.28), (3.29),
we conclude that for any p > 2, E sup
t∈[0,T ]
|X∗(t)|p <∞.
Using again the integrability of (Θ∗, ϕ∗) in (3.17), one has
E
∫ T
0
|u∗(s)|2ds ≤ E
[
sup
s∈[0,T ]
|X∗(s)|2
∫ T
0
|Θ∗(s)|2ds
]
+ E
∫ T
0
|ϕ∗(s)|2ds <∞.
Similarly as above, we have
E sup
t∈[0,T ]
|Xv,ε0 (t)|p <∞, p > 2, E
∫ T
0
|uv,ε0 (s)|2ds <∞.
Remark 3.2 Above (H3) is used to verify the pointwise integrability of Λ∗2. To explain it via an
example, let r(·) := f1(W (·)), β(·)σ(·) := f2(W (·)), where both function fi and derivative function
f ′i are bounded, i = 1, 2. In this case, (H3) is obvious to see.
3.2 Closed-loop equilibrium investment strategies in mean-variance
problems
In this part, we derive the existence of closed-loop equilibrium strategies for mean-variance
portfolio selection problems with random coefficients.
To begin with, let us consider
dP∗1 = −
[
rP∗1 −
L
∗
1
σP∗1
(βP∗1 + σL
∗
1 )
]
ds+L ∗1 dW (s),
dP∗2 = −
[
(r − βL
∗
1
σP∗1
)P∗2 −
L ∗1
P∗1
L
∗
2
]
ds+L ∗2 dW (s),
dP∗3 =
(P∗1β +L
∗
1 σ)(2P
∗
1L
∗
3 σ + βP
∗
2 + σL
∗
2 )
2σ2|P∗1 |2
ds+L ∗3 dW (s),
P
∗
1 (T ) = 1, P
∗
2 (T ) = −γ, P∗3 (T ) = 0,
(3.30)
and define
Θ∗ := − L
∗
1
σP∗1
, ϕ∗ := −2P
∗
1L
∗
3 σ + βP
∗
2 + σL
∗
2
2σ2|P∗1 |2
. (3.31)
The following result is direct conclusion of Theorem 3.1, Theorem 3.2.
Theorem 3.3 Suppose (H0), (H3) hold. Then there exist (P∗i ,L
∗
i ), i = 1, 2, 3, satisfying
(3.30). In addition, above (Θ∗, ϕ∗) in (3.31) is a closed-loop equilibrium operator, and
sup
t∈[τ,T ]
Eτ |Θ∗(t)|2 <∞, a.s. τ ∈ [0, T ],
ϕ∗ ∈ Lp
F
(Ω;L2(0, T ;R)), p > 2.
(3.32)
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Remark 3.3 If only r is deterministic, then (L ∗1 ,L
∗
2 ) = (0, 0), and for s ∈ [0, T ],
dP∗i = −rP∗i ds, i := 1, 2,
dP∗3 =
[β
σ
L
∗
3 +
P∗2β
2
2σ2P∗1
]
ds+L ∗3 dW (s),
P
∗
1 (T ) = 1, P
∗
2 (T ) = −γ, P∗3 (T ) = 0.
By the explicit expressions of P∗1 , P
∗
2 , we rewrite (P
∗
3 ,L
∗
3 ) as follows, dP
∗
3 =
[β
σ
L
∗
3 −
γβ2
2σ2
]
ds+L ∗3 dW (s),
P
∗
3 (T ) = 0.
In this case,
Θ∗ = 0, ϕ∗ =
[ βγ
2σ2
− L
∗
3
σ
]
e−
∫
T
·
r(s)ds.
If β, σ also become deterministic. Then L ∗3 = 0, and
ϕ∗ =
γβ
2|σ|2 e
−
∫
T
·
r(s)ds.
This result coincides with the analogue in [2], [5], [12].
We point out several interesting facts which have not been discussed elsewhere.
(1) When r is deterministic, we have Θ∗ = 0, no matter β, σ are random or not. On
the other hand, if r is random, Θ∗ will not degenerate even though β, σ are deterministic. In
contrast with β and σ, these conclusions reflect the priority role of r in keeping Θ∗.
(2) To make equilibrium strategy rely on initial wealth, the authors introduced state-dependent
risk aversion in [5]. Nevertheless, here it is shown that even when the risk aversion is constant,
the equilibrium strategy still depends on X∗, or initial wealth x, as long as r is random.
(3) Suppose σ is random, β = 0. If r is deterministic, then ϕ∗ = 0, while if r is random,
then ϕ∗ = 0 may not happen. To keep ϕ∗ appear in equilibrium strategy, it indicates that the
randomness of r is more important than that of σ.
(4) The term L ∗3 indicates the randomness effects of β, σ. This connection is similar as
that between Θ∗ and r aforementioned.
Remark 3.4 Let us make a comparison with open-loop equilibrium strategies ([10], [11], [17]).
We consider the following systems of equations in [0, T ],
dP¯1 = −
[
rP¯1 − (P¯1β + L¯1σ) L¯1
σP¯1
]
ds+ L¯1dW (s),
dP¯2 = −rP¯2ds+ L¯2dW (s),
dP¯3 = −
[[
r − βL¯2
σP¯2
]P¯3 − L¯2P¯2 L¯3
]
ds+ L¯3dW (s),
dP¯4 = −
[P¯1β + L¯1σ]{βP¯3 + σL¯3
σ2P¯2P¯1
− L¯4
σP¯1
}
ds+ L¯4dW (s),
P¯1(T ) = 1, P¯2(T ) = −2, P¯3(T ) = −γ, P¯4(T ) = 0,
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and define
Θ¯ := − L¯1
σP¯1
, ϕ¯ :=
βP¯3 + σL¯3
σ2P¯2P¯1
− L¯4
σP¯1
.
For ν, s ∈ [0, T ], suppose Dνr(s) exists and
∣∣Dνr(s)∣∣ ≤ K. Using Proposition 3.9 in [17], we
see that u¯ := Θ¯X¯ + ϕ¯ is an open-loop equilibrium strategy, and (Θ¯, ϕ¯) is a pair of open-loop
equilibrium operator which is independent of initial wealth.
If r is deterministic, then L¯i = 0, i = 1, 2, 3,
dP¯i = −rP¯ids, i := 1, 2, 3,
dP¯4 = −P¯1β
{ βP¯3
σ2P¯2P¯1
− L¯4
σP¯1
}
ds+ L¯4dW (s),
P¯1(T ) = 1, P¯2(T ) = −2, P¯3(T ) = −γ, P¯4(T ) = 0.
By the explicit expression of P¯i, i = 1, 2, 3, we can rewrite (P¯4, L¯4) as, dP¯4 =
[β
σ
L¯4 − β
2γ
2σ2
]
ds+ L¯4dW (s),
P¯4(T ) = 0.
In this case,
Θ¯ = 0, ϕ¯ =
[ βγ
2σ2
− L¯4
σP¯1
]
e−
∫
T
·
r(s)ds.
We make a few interesting points, which have not mentioned in existing papers to our best.
(1) As to Θ∗, Θ¯, they are equal if they exist, even when (r, β, σ) are random. In other words,
both closed-loop and open-loop equilibrium strategies have the same manner in depending on
equilibrium wealth process.
(2) If r is deterministic, we have further equality between ϕ∗, ϕ¯, even when (β, σ) are
random. This means that mean-variance portfolio selection problem admits a pair of closed-
loop, open-loop equilibrium strategies that are the same with each other.
(3) Above two equality conclusions indicate the peculiar role with constant risk averison,
since they do not happen even in the same framework with state-dependent risk aversion ([10]).
3.3 Closed-loop equilibrium hedging strategies in variance hedging
problems
In this part, we give the explicit closed-loop equilibrium strategies of dynamic variance hedging
problems in non-Markovian setting, which has not been done in the literature to our best.
Since E|ξ|k <∞, k > 2, we have
E sup
s∈[0,T ]
|λ(s)|k <∞, E
[ ∫ T
0
|ζ(s)|2ds
] k
2
<∞.
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We consider the following system of equations
dP∗1 = −
[
rP∗1 −
L ∗1 β
σ
− |L
∗
1 |2
P∗1
]
ds+L ∗1 dW (s),
dP∗2 =
[
L
∗
2 (
β
σ
+
L ∗1
P∗1
)−P∗1 (rλ +
β
σ
ζ)
]
ds+L ∗2 dW (s),
P
∗
1 (T ) = 1, P
∗
2 (T ) = 0,
(3.33)
and define
Θ∗ := − L
∗
1
σP∗1
, ϕ∗ := − L
∗
2
σP∗1
+
ζ
σ
. (3.34)
The following result is direct conclusion of Theorem 3.1, Theorem 3.2.
Theorem 3.4 Suppose (H0), (H3) hold, E|ξ|k < ∞, k > 2. Then there exist (P∗i ,L ∗i ),
i = 1, 2, satisfying (3.33). In addition, above (Θ∗, ϕ∗) in (3.34) is a closed-loop equilibrium
operator, pi∗ := Θ∗X∗ + ϕ∗ is a closed-loop equilibrium hedging strategy, and (3.32) holds with
p replaced by k.
Remark 3.5 As one part of equilibrium operator, above Θ∗ is the same as the analogue of
equilibrium operator of mean-variance portfolio selection problems. Therefore, if r is determin-
istic, and β, σ are random, one still has Θ∗ = 0, which means the hedging strategy pi∗ becomes
wealth independent.
Remark 3.6 If r is deterministic, β = 0. Then L ∗1 = 0, and for s ∈ [0, T ],{
dP∗2 = −P∗1rλds +L ∗2 dW (s),
P
∗
2 (T ) = 0.
The randomness of λ implies that ϕ∗ may not degenerate. This is different from the corre-
sponding study in mean-variance portfolio selection problems (see Remark 3.3).
Remark 3.7 The dynamic variance hedging problem with different formulation was discussed
in [3] with deterministic coefficients. Our study can be adjusted into their situation with general
random coefficients. We hope to demonstrate more related results in future.
4 Concluding remark
In this paper, we discuss the dynamic mean-variance portfolio selection problem and dynamic
variance hedging problem in a unified manner. The involved coefficients are allowed to be
random, which implies the introducing of systems of backward stochastic Riccati equations. Due
to the non-Markovian setting, several interesting phenomena, which are concealed in existing
literature with deterministic coefficients, are revealed here for the first time.
Without further essential difficulties, our investigation also works when investment strategy,
hedging strategy, as well as Brownian motion are multi-dimensional. The uniqueness of closed-
loop equilibrium strategies of these financial problems are still under consideration. We hope
to present it in future publications.
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