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Abstract
Let H be a perturbation of the semi-classical harmonic oscillator on
R
ν . We prove that the partition function associated to the Hamiltonian
H is the Borel sum of its h-expansion.
1 Introduction
-1- Let ν > 1. Let ω1, . . . , ων > 0 and h > 0. Let
H := −h2∂2x + 14 (ωx)2 − c(x)
:= −h2(∂2x1 + · · ·+ ∂2xν ) + 14 (ω21x21 + · · ·+ ω2νx2ν)− c(x1, . . . , xν).
(1.1)
Under suitable assumptions on the potential c, the operator H is self-adjoint on
L2(Rν) with discrete spectrum and the following partition function
ΘH(t, h) := Tr
(
e−
t
hH
)
=
+∞∑
n=1
e−tλn(h)/h
is well defined on ]0,+∞[2. Here
λ1(h) 6 λ2(h) 6 · · · 6 λn(h) 6 · · ·
denote the eigenvalues of the operator H . Let ΘconjH (t, h) be defined by the
identity
ΘH(t, h) = e
tc(0)/h ×ΘconjH (t, h).
∗This paper has been written using the GNU TEXMACS scientific text editor.
†Keywords: heat kernel, quantum mechanics, semi-classical, asymptotic expansion,
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Then, under suitable assumptions on the potential c, for t ∈]0,+∞[, the follow-
ing expansion holds
ΘconjH (t, h) = a0(t) + a1(t)h+ · · ·+ ar−1(t)hr−1 + hrOh→0+(1). (1.2)
In this paper we give conditions on the potential c so that this expansion is
Borel summable (with respect to h) and its Borel sum is equal to ΘconjH (t, h)
(see Theorem 2.3 for a more precise statement). A Borel summation statement
concerning the heat kernel is also proved (see Proposition 2.2).
We also give and use a Borel summation statement for multidimensional
Gaussian integrals (Proposition 6.3). This statement can be viewed as a con-
sequence of Proposition 6.6 which deal with so-called hypergeometric vection
transforms. These transforms map NˆR,K (see Definition 6.2), the space of
summable symbols, into itself. Hypergeometric vection transforms are related
to vection transforms which satisfy a similar property. Vection transforms play
a role in celeration theory [E4]. See Section 6 and Appendix B for more details.
-2- Quantum mechanics gives many examples of divergent expansions [Si]. Let
us focus on semi-classical expansions related to the Schro¨dinger equation. In
this case, an important motivation is to describe quantum quantities with the
help of classical quantities [B-B]. For instance the coefficients
c(0), a0(t), . . . , ar(t), . . .
are classical quantities whereas ΘH(t, h) is a quantum quantity (see also intro-
duction in [Ha4]). How to recover a quantum quantity with the help of the
coefficients of its h-expansion? Notice that asymptotic points of view do not
provide an answer to this question. A Borel summation viewpoint is used by
Voros [V1] and Delabaere, Dillinger, Pham [D-D-P] for the study of the one
dimensional Schro¨dinger operator −h2 d2dx2 + V (x), where the potential V is
polynomial. In particular, a study of tunnelling is proposed in [D-D-P]. This
involves a non-elementary Borel summation process.
A semi-classical interpretation can be proposed for the small time expansion
of the heat kernel or the partition function (see for instance [Ha4]). Actually
there are a lot of similarities between Borel summability of h-expansions and
small time (high temperature) expansions [Ha4].
We also find technical similarities between the study of the groundstate en-
ergy of the massless spin-boson model [A] and our work. In this paper, the
description of the groundstate energy is viewed with the help of the heat ker-
nel, the interaction between the bosonic quantum field and the spin model is
viewed as a perturbation (without renormalization), and above all, the tree
graph equality plays an important role (we give more details about this equality
and its use in the sequel).
The operator H describes the behaviour of a quantum particle moving in a
classical field. The interaction between the particle and the field is understood
via the deformation formula. This formula, which can be derived from the
Dyson expansion [On], is a multiple scattering expansion (see [Fe, Figure 1]).
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The convergence of the h-expansion of the heat kernel is studied with the use
of this formula and with the help of the tree graph equality, an identity used
in statistical mechanics and quantum field theory [Br], dealing with an infinite
number of particles. The Hamiltonian H does not involve, namely, second
quantization but our method, through the deformation formula, involves virtual
particles which copy the studied particle at different times (see [Ha4, Appendix,
Formula 5.1]).
We find similarities between the use of the tree graph equality and the
arborification-coarborification process, an important tool, for instance, when
linearization of vector fields or diffeomorphisms are considered [E2, E-V]. In
both cases, in a general setting, by an algebraic way, one can rearrange terms
in order to restore convergence.
-3- Let us comment the assumptions on the function c. The function c is viewed
as the Fourier transform of some Borel measure µ:
c(x) =
∫
R
ν
exp(ix · ξ)dµ(ξ).
• Proving a Borel summation statement for the heat kernel〈
x|e− thH |y〉
(see Proposition 2.2) requires the assumption (2.2). This assumption holds
for instance if ν = 1, c(x) = k cosx where k is an arbitrary real number
and T is small enough. Here, µ := k2 (δξ=1 + δξ=−1). This allows one to
build a potential
V :=
1
4
(ωx)2 − c(x)
with an arbitrary number of wells. Of course, the Borel summation state-
ment for the corresponding heat kernel holds for small values of t.
Notice that giving a Borel summation statement for the the Green function
or resolvent (see [B-B]) with the same assumptions on the potential seems
out of reach with our method. Since, under suitable assumptions,
〈
x|(H + λ)−1|y〉 = ∫ +∞
0
e−λt
〈
x|e−tH |y〉dt
=
∫ +∞
0
e−λ
t
h
〈
x|e− thH |y〉dt
h
,
the knowledge of the Green function through the heat kernel involves large
values of t; this is consistent with the above remarks.
• Proving a Borel summation statement for the partition function ΘconjH (see
Theorem 2.3) requires also the assumption (2.2) and the supplementary
assumptions (2.6), (2.7), (2.8). These assumptions hold for instance if
ν = 1,
c(x) = ke−x
2/2, ε = 1/4, (1.3)
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k ∈ R and |k| is small enough. Here dµ(ξ) = k(2π)−1/2e−ξ2/2dξ. Notice
that the potential V given by the above choice for c (k 6= 0) has no real
critical points except 0 if |k| is small enough: we do not consider tunnelling.
We do not give a Borel summation statement concerning the eigenvalues
associated to the operator H : all complex critical times of the potential
V certainly must be taken into account for such a result. Let us comment
this. Under suitable assumptions on V , the first eigenvalue (ground state
energy) satisfies
λ1(h) = lim
t−→+∞
−1
t
logΘH(t, h),
thus involving the partition function for large values of t. Let us consider
again the example given by (1.3). Then the potential V has at least one
complex critical point different from 0. But the larger the parameter t
is, the smaller the parameter k must be chosen such that the non-zero
critical points are far from the real space and do not interfere with the
Borel summation process. This qualitatively explains the utility of (2.6).
-4- Let us outline the proof of our result. We use the deformation formula
(see [Ha4, Ha6]) which gives a representation of the conjugate heat kernel pconj
defined by 〈
x|e− thH |y〉 = pharm(t, x, y, h)× pconj(t, x, y, h);
here pharm denotes the heat kernel of the operator −h2∂2x + 14 (ωx)2. By the
deformation formula, pconj is viewed as a divergent expansion with respect to 1h
and h. We then consider the formal logarithm of this expansion. This yields
p(t, x, y, h) = h−ν/2
ν∏
υ=1
( ωυ
4π sh(ωυt)
)1/2
× e−φ(t,x,y)/h+w(t,x,y,h) (1.4)
where the function φ does not depend of h and the function w is a divergent
expansion with respect to h. These functions are defined through iterated in-
tegrals, inherited from the deformation formula, and a sum indexed by trees,
inherited from the tree graph equality. We prove that the h-expansion of the
function ew is Borel summable. The partition function satisfies
ΘH(t, h) =
∫
R
ν
p(t, x, x, h)dx.
and by (1.4)
p(t, x, x, h) = h−ν/2
ν∏
υ=1
( ωυ
4π sh(ωυt)
)1/2
× e−Φt(x)/h+wt(x,h)
where Φt(x) := φ(t, x, x) and wt(x, h) := w(t, x, x, h). We then establish the
following results.
1. The function Φt is analytic on a particular neighbourhood of R
ν in Cν .
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2. A Morse lemma holds for Φt on this neighborhood.
3. The h-expansion of the function ewt is Borel summable, uniformly in (x, y).
Finally a Borel summation statement for multidimensional Gaussian integrals
(Proposition 6.3) is proved. Then the proof of the Borel summability of the
expansion with respect to h of the partition function can be achieved.
Let us add the following remarks.
The function φt is a solution of a first order non-linear partial differential
equation, the Hamilton Jacobi (eikonal) equation. The explicit form of the so-
lution allows to avoid the method of characteristics, a standard way to solve
this equation. In a heuristic setting and if ω = 0, a similar formulation of the
solution (without taking into account the tree-graph equality, which restores
convergence) can be found in [Fu-Os-Wi]; however, we use the formalism devel-
opped in [Ha3].
The Borel summability of the h-expansion of the function ew comes from
the Borel summability of the expansion of w. For this purpose, we proceed as in
[Ha4]: the deformation formula gives an explicit Borel transform of the function
w based on Bessel functions. Here the tree graph equality plays a central role
(see the assertion 3 in Remark 3.4).
A global version of the Morse lemma allows to express the function Φt in a
suitable way for the Borel summation statement dealing with Gaussian integrals.
We express the function c as the Fourier transform of a measure µ: it is a
convenient way to use the deformation formula [It, Ha4]. Our statement involves
two norms on µ, denoted by Mµ,ε and M
′
µ (see Definition 2.1). We make the
following assumptions.
• The norm Mµ,ε is small. This implies the Borel summability of the func-
tion ew. This assumption seems natural when a perturbation viewpoint
and Borel summation are considered: it is also used in the proof of Borel
summability of the small time expansion of the heat kernel (see [Ha4]).
• The function c is R-valued on Rν , its first order derivatives vanish at
the origin and the norm M ′µ is small (Theorem 2.3). This implies the
analyticity of Φt and the Morse lemma on a neighbourhood of R
ν in Cν .
For this last step, we use the following: Φt is a global perturbation of the
function
x 7−→ 1
2
ν∑
υ=1
ωυ
sh(ωυt)
(
ch(ωυt)− 1
)
x2υ ,
which is the trace on the diagonal of R2ν of the phase (up to a factor 1/h)
of pharm (see (4.1)). This explains why we assume that the measure µ
admits a differentiable density with respect to Lebesgue measure (see the
definition of M ′µ).
Here the problem is non-linear and therefore assuming that the data are small
is not surprising. As we saw above, the assumptions on the perturbation c are
highly restrictive. However this perturbation kills the symmetries due to the
choice of the harmonic oscillator.
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2 Notation and main results
For z = |z|eiθ ∈ C, θ ∈] − π, π], we denote z1/2 := |z|1/2eiθ/2. For z ∈ C, we
denote sh z := 12 (e
z − e−z), ch z := 12 (ez + e−z), th z = sh z/ ch z (if ch z 6= 0).
For z, z′ ∈ Cν , let z · z′ := z1z′1 + · · · + zνz′ν, z2 := z · z, z¯ := (z¯1, . . . , z¯ν),
Imz := (Imz1, . . . , Imzν), |z| := (z · z¯)1/2 (if z ∈ Rν , |z| =
√
z2). We extend
the first two notations to operators such as ∂x = (∂x1 , . . . , ∂xν ). Let a ∈ Cν .
We denote by a (bold character) the linear transformation defined on Cν by
z 7−→ az = (a1z1, . . . , aνzν)
where a1, . . . , aν (respectively z1, . . . , zν) denote the coordinates of the vector a
(respectively z) in the standard basis of Cν . For R > 0, let
DR := {z ∈ Cν ||z| < R}.
If U and V are two subsets of Cν , let U + V := {u + v|u ∈ U, v ∈ V }. We
denote DU,R := U +DR. For instance
D
R
ν ,R :=
{
a+ ib|a ∈ Rν , b ∈ Rν , |b| < R}.
We also denote by (e1, . . . , eν) the standard basis of C
ν and by (e∗1, . . . , e
∗
ν) its
dual basis. For A = (aj,k)16j,k6ν a ν × ν matrix with complex entries, we
denote |A| := sup|z|=1 |Az| and |A|∞ := max16j,k6ν |aj,k|. Then |A| 6 ν|A|∞.
We set tA for the transpose of the matrix A and 1 denotes the identity matrix.
Let Ω be an open domain in Rm × Cm′ . Let F be a finite dimensional space.
We denote by AF (Ω) (respectively A(Ω)) the space of F -valued (respectively
C-valued) analytic functions on Ω. If I is an interval of R, Ck(I,A(Ω)) denotes
the space of functions f defined on I with values in A(Ω) such that f, . . . , f (k)
exist and are continuous. We always consider these spaces with their standard
Frechet structure (the semi-norms are indexed by compact sets and eventually
differentiation order).
Let B be the collection of all Borel sets on Rm. A C-valued measure µ on
R
m is a C-valued function on B satisfying the classical countable additivity
property [Ru]. We denote by |µ| the positive measure defined by
|µ|(E) = sup
∞∑
j=1
|µ(Ej)|(E ∈ B),
the supremum being taken over all partition {Ej} of E. In particular |µ|(Rm) <
∞. If there exists some measurable function ρµ such that dµ(ξ) = ρµ(ξ)dξ, then
d|µ|(ξ) = |ρµ(ξ)|dξ.
We refer to [Ha4] for a rigorous definition of Borel and Laplace transform.
Roughly speaking, assuming that f (respectively fˆ) is a function of a complex
variable h (respectively ζ), f is the Laplace transform of fˆ if
f(h) =
∫ +∞
0
fˆ(ζ)e−
ζ
h
dζ
h
, (2.1)
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whereas the (formal) Borel transform of the formal power series f˜ =
∑
r>0 arh
r
is fˆ defined by
fˆ(ζ) =
∞∑
r=0
ar
r!
ζr.
With suitable assumptions, these two transforms are inverse of each other. We
say that a formal power series f˜ =
∑
r>0 arh
r is Borel summable if its Borel
transform fˆ has a non-vanishing radius of convergence near 0, has an analytic
continuation (still denoted by fˆ) on a domain D
R
+,κ with κ > 0 and is expo-
nentially dominated on this domain. The Borel sum of f˜ is by definition the
Laplace transform of this analytic continuation (see [Ha4] for rigourous defini-
tions). In the whole paper, sums indexed by an empty set are, by convention,
equal to zero.
Definition 2.1 Let ε > 0 and let µ be a C-valued measure on Rν. Let us
denote
Mµ :=
∫
R
ν
e5|ξ|dν |µ|(ξ),
Mµ,ε :=
∫
R
ν
eεξ
2+5|ξ|dν |µ|(ξ).
If there exists a differentiable function on Rν such that
dµ(ξ) = ρµ(ξ)dξ,
let us denote
M ′µ :=
∫
R
ν
max
(|ρµ(ξ)|, |∂ξ1ρµ(ξ)|, . . . , |∂ξνρµ(ξ)|)e5|ξ|dνξ.
If Mµ <∞, we shall associate to µ the operator H defined by (1.1) where
c(x) =
∫
R
ν
exp(ix · ξ)dµ(ξ).
Notice that the function c is C-valued analytic and bounded on Rν .
In the following proposition, we give a Borel summation statement concern-
ing the heat kernel associated to the operator H .
Let κ > 0. Let
Sκ :=
{
z ∈ C||Imz1/2|2 < κ} = {z ∈ C|Rez > 1
4κ
Im2z − κ}.
Sκ is the interior of a parabola (see [Ha4, fig 2.2.]) and
D
R
+,κ ⊂ Sκ.
We also denote
C
+ := {z ∈ C|Rez > 0}.
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Proposition 2.2 Let T, ε, ω1, . . . , ων > 0. Let µ be a C-valued measure on R
ν
such that
4T 2eTMµ,ε < 1. (2.2)
Then there exist κ,K,K1 > 0, φ ∈ C0
(
]0, T [,A(R2ν)) and Wˆ ∈ C0(]0, T [,A(R2ν×
Sκ)
)
such that, for every (t, x, y) ∈]0, T [×R2ν,
• for every σ ∈ Sκ,
|Wˆ (t, x, y, σ)| 6 K1eK|σ|1/2 , (2.3)
• for every h ∈ C+
〈
x|e− thH |y〉 = h−ν/2e− 1hφ(t,x,y) ∫ +∞
0
Wˆ (t, x, y, σ)e−
σ
h
dσ
h
. (2.4)
Let us assume that the function c takes its values in R. Then the operator
H defined by (1.1) is self-adjoint on L2(Rν), its spectrum is discrete and its
partition function ΘH is well defined on ]0,+∞[2.
For ω1, . . . , ων > 0, we denote
ω♭ := min(ω1, . . . , ων) , ω♯ := max(ω1, . . . , ων).
The next theorem is the main goal of this paper.
Theorem 2.3 Let T, ε, ω1, . . . , ων > 0. Let µ be a C-valued measure on R
ν
such that
4T 2eTMµ,ε < 1, (2.5)
ω♯(1 + ω♭T ) ch
(ω♯T
2
)
M ′µ
ω3♭
(
1− 4T 2Mµ
) < αν , (2.6)
where the constant αν only depends
1 on the dimension ν. Moreover, let us
assume that
ρ¯µ(ξ) = ρµ(−ξ), (2.7)∫
R
ν
ξ1dµ(ξ) = · · · =
∫
R
ν
ξνdµ(ξ) = 0, (2.8)
Let T0 ∈]0, T [. Then there exist κ,K,K1 > 0 and θˆ ∈ C0
(
]T0, T [,A(Sκ)
)
such
that, for every t ∈]T0, T [,
• for every σ ∈ Sκ,
|θˆ(t, σ)| 6 K1eK|σ|1/2 , (2.9)
• for every h ∈ C+,
ΘconjH (t, h) =
∫ +∞
0
θˆ(t, σ)e−
σ
h
dσ
h
. (2.10)
1See Proposition 5.2.
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Therefore the expansion (1.2) is Borel summable with respect to h and its Borel
sum is equal to ΘconjH (t, h).
Remark 2.4
• Let V be the potential defined by
V (x) :=
(ωx)2
4
− c(x).
(2.7) means that V |
R
ν takes real values and (2.8) means that
∂x1V (0) = · · · = ∂xνV (0) = 0.
• If c is the null function then
ΘconjH (t, h) = ΘH(t, h) =
ν∏
υ=1
1
eωυt/2 − e−ωυt/2 .
• Both of the proofs of Proposition 2.2 and Theorem 2.3 use the tree graph
equality. However, proving Proposition 2.2 is easier than proving The-
orem 2.3. For the proof of the theorem, the Gaussian Borel summation
statement (see section 6) is necessary and a Morse lemma is needed (see
Proposition 5.2).
3 Mould formalism and combinatorics related
to graphs
Let Ω be an arbitrary set. Let us denote by seq(Ω) (respectively P0(Ω)) the
set of finite (eventually empty) ordered sequences of elements of Ω (respectively
finite subsets of Ω). Let A be a commutative C-algebra. Let Mcl(Ω) = Aseq(Ω)
(respectivelyMab(Ω) = AP0(Ω)). Equipped with the following sum and product
C = A+B ⇐⇒ Cς1,...,ςr = Aς1,...,ςr +Bς1,...,ςr
C = A×B ⇐⇒ Cς1,...,ςr =
r∑
i=0
Aς1,...,ςiBςi+1,...,ςr ,
respectively
C = A+B ⇐⇒ CI = AI +BI
C = A×sym B ⇐⇒ CI =
∑
J ∪K = I
J ∩K = ∅
AJBK ,
Mcl(Ω) and Mab(Ω) are algebras. For instance
C{1,2} = A{1,2}B∅ +A{1}B{2} +A{2}B{1} +A∅B{1,2}.
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The algebraMab(Ω) is commutative. Elements ofMcl(Ω) orMab(Ω) are called
moulds. We denote by 1 the identity element of Mab(Ω). Then 1∅ = 1 and
1I = 0 if |I| > 1. Let A ∈ Mab(Ω) be such that A∅ = 0 and let ϕ ∈ C[[H ]].
Then the mould ϕ(A) is well defined (only finite sums occur in its definition).
The following elementary fact will be useful. Let AI =
(∏
j∈I γj
)
BI where
γj ∈ C and B ∈ Mab(Ω), B∅ = 0. Then(
ϕ(A)
)I
=
(∏
j∈I
γj
)(
ϕ(B)
)I
.
Remark 3.1 A lot of important symmetries occur in Mcl(Ω). In particular, a
mould A is said to be symmetral if for every sequence ς1 and ς2
Aς
1
Aς
2
=
∑
ς∈sh(ς1,ς2)
Aς
where sh(ς1, ς2) denotes the set of all sequences ς obtaining from ς1 and ς2 under
shuffling. The following lemma (Lemma 3.2) is related to this fundamental
notion (see also [Ha3, Prop.3.1]). See [E1, E2, E-V] for general aspects of the
mould formalism.
For m = 1, 2, . . ., let
Tm :=
{
(s1, . . . , sm) ∈ [0, 1]
∣∣0 < s1 < · · · < sm < 1} ×Rνm
and let us denote T∞ := {∅} ⊔ T1 ⊔ T2 ⊔ · · · . Let Mpre be the algebra of
A-valued functions f defined on T∞, such that f |Tm is measurable for every
m > 1, equipped with the trivial sum and the following commutative product
h = f ×pre g ⇔ h(s1, . . . , sm; ξ1, . . . , ξm) =∑
J ∪K = {1, . . . ,m}
J ∩K = ∅
f(sj1 , . . . , sjp ; ξj1 , . . . , ξjp)g(sk1 , . . . , skq ; ξk1 , . . . , ξkq ).
Here j1 < · · · < jp (respectively k1 < · · · < kq) denote the elements of J
(respectively K). Let λ be a C-valued Borel measure defined on [0, 1]×Rν and
let us denote by λ⊗m (respectively |λ|⊗m) the Borel measure defined on Tm by
dλ⊗m(s, ξ) = dλ(s1, ξ1) · · · dλ(sm, ξm),
d|λ|⊗m(s, ξ) = d|λ|(s1, ξ1) · · · d|λ|(sm, ξm) (respectively).
LetMpre1 be the subalgebra ofMpre of all functions f such that for everym > 1
f |Tm is integrable on Tm with respect to |λ|⊗m .
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Lemma 3.2 The mapping Φ
Mpre1 −→ A
[
[H ]
]
f 7−→ ∑m>0Hm ∫Tm f(s1, . . . , sm; ξ1, . . . , ξm)dλ⊗m(s, ξ)
is an algebra morphism.
Proof Let m > 1. One gets
∑
p+q=m
∫
Tp
f(s1, . . . , sp; ξ1, . . . , ξp)dλ
⊗p(s, ξ)×
∫
Tq
g(s1, . . . , sq; ξ1, . . . , ξq)dλ
⊗q (s, ξ)
=
∫
Tm
(f ×pre g)(s1, . . . , sm; ξ1, . . . , ξm)dλ⊗m(s, ξ).
It is a consequence of the shuffling property concerning the following character-
istic functions:
10<u1<···<up<1 × 10<v1<···<vq<1 =∑
(w1,...,wp+q)∈sh
(
(u1,...,up),(v1,...,vq)
) 10<w1<···<wp+q<1.
Then the mapping defined in Lemma 3.2 is a multiplicative morphism. 
3.1 Some identities
Let I be a subset of N such that 2 6 |I| < ∞. We denote by GI the set of
(unordered) connected graphs on I. A connected graph with no cycles is called
a (unordered) tree and we denote by TI the set of trees on I. For instance
T{1,2,4} =
{{
[1, 2], [1, 4]
}
,
{
[1, 2], [2, 4]
}
,
{
[1, 4], [2, 4]
}}
.
If |I| = n then |TI | = nn−2. Let g ∈ GI . An element ℓ of g is called a edge and
ℓ = [j, k] where j, k ∈ I, j 6= k and we always assume that j < k by convention.
Proposition 3.3 (tree graph equality) For 1 6 j < k <∞, let z˜j,k ∈ C. Let A
and B be the moulds defined by
A∅ = 1, A{j} = 1, B∅ = 0, B{j} = 1
and for I ⊂ N∗, 2 6 |I| <∞,
AI = exp
( ∑
j,k∈I,j<k
z˜j,k
)
,
(B)I =
∑
g∈TI
( ∏
[j, k] ∈ g
z˜j,k
)∫
θ∈[0,1]g
e
∑
j,k∈I,j<k θj,k,g z˜j,kd|I|−1θ (3.1)
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(the tree g contains |I| − 1 elements). Here
d|I|−1θ :=
∏
[j¯,k¯]∈g
dθ[j¯,k¯]
and
θj,k,g = min
[p, q]
θ[p,q] (3.2)
where [p, q] runs over all edges belonging to the unique path joining j and k in
the tree g. Then
A = eB. (3.3)
Remark 3.4
1. Here is an example illustrating the definition of θj,k,g. Let
g =
{
[1, 2], [2, 3], [2, 8], [5, 8], [5, 6], [5, 7], [4, 6]
}
.
Then θ2,6,g = min
(
θ[2,8], θ[5,8], θ[5,6]
)
.
2. The exponential in (3.3) is defined by
eA :=
∑
m>0
1
m!
A×sym · · · ×sym A︸ ︷︷ ︸
m times
.
3. The mould B has a simpler expression
BI =
∑
g∈GI
∏
[j, k] ∈ g
(ez˜j,k − 1). (3.4)
But |GI | ≈ 2|I|(|I|−1)/2 whereas |TI | = |I||I|−2 = e(|I|−2) ln(|I|). Therefore
(3.1) is more efficient than (3.4) to prove the convergence of series containing
terms like BI . However, (3.4) can be useful for explicit computations [Fu-
Os-Wi, Ha3].
Remark 3.5 Equality (3.3) is proved in [B-K] or [Br] (set u˙k,l(s) = −z˜k,l1[0,1](s)
and t = 1 in [B-K, Th.3.1]). Let us give the idea of this proof translated in the
combinatorial language of moulds (see also Section 7 in [Br] where the definition
of the product ×sym is given). Let us consider the moulds defined by
A∅t = 1, A
{j}
t = 1, B
∅
t = 0, B
{j}
t = 1,
AIt := exp
(
t
∑
j,k∈I
z˜j,k
)
,
(Bt)
I :=
∑
g∈TI
(∫ t
0
)|I|−1( ∏
[j¯, k¯] ∈ g
z˜j¯,k¯e
∑
j,k∈I,j<k(t−tj,k,g)z˜j,kdt[j¯,k¯]
)
, (3.5)
12
tj,k,g = max
[p, q]
t[p,q].
Here [p, q] runs over all edges belonging to the unique path joining j and k in
the tree g. Let us notice that eBt |t=0 = At|t=0 and that the equality (3.3) is
equivalent to eBt |t=1 = At|t=1. The mould At satisfies the differential equation
∂tAt =
(∑
j<k
z˜j,k∆j∆k
)
At
where ∆j is the elementary mould’s derivation defined by (∆jA)
I = 1j∈IAI .
Therefore, since ∆j is a derivation and ×sym is commutative, (3.3) is satisfied
if
∂tBt =
(∑
j<k
z˜j,k∆j∆k
)
Bt +
(∑
j<k
z˜j,k∆jBt ×sym ∆kBt
)
. (3.6)
Differentiating the integrand in (3.5) with respect to t explains the first term of
the right hand side of (3.6). The core of the proof is to check that the non-linear
term in (3.6) comes from the differentiation of the upper limit of the integrals
in (3.5).
Let h ∈ C∗ and for j, k = 1, 2, . . ., j 6 k, let zj,k ∈ C. Let Ch ∈ Mab(N∗)
be defined by
C∅h = 1, C
I
h =
1
h|I|
× eh
∑
j,k∈I zj∧k,j∨k .
Later we shall consider the behaviour of quantities involving the mould Ch when
h goes to 0. The next proposition simplifies their study. Let E,Rh ∈ Mab(N∗)
be defined by
E∅ = 0, E{j} = 1, EI = 2|I|−1
∑
g∈TI
∏
[j, k] ∈ g
zj,k,
R∅h = 0, R
{j}
h = zj,j
∫ 1
0
ehϑzj,jdϑ,
RIh = 2
|I|−1 ∑
g∈TI
( ∏
[j, k] ∈ g
zj,k
)
×
∫
[0,1]g×[0,1](∑
j∈I
zj,j + 2
∑
j,k∈I,j<k
θj,k,gzj,k
)
ehϑ
(∑
j∈I zj,j+2
∑
j,k∈I,j<k θj,k,gzj,k
)
d|I|−1θdϑ.
Remark 3.6 The mould E does not depend on h and the mould Rh (unlike the
mould Ch) is not singular when h goes to 0.
Proposition 3.7
Ch = exp
( 1
h
E +Rh
)
.
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Proof One gets
(logCh)
∅ = 0, (logCh)
{j} = h−1ehzj,j .
Then the identity (logCh)
I =
(
1
hE + Rh
)I
for |I| 6 1 is straightforward. Let
Dh be the mould defined by
D∅h = 0, D
{j}
h = 1, D
I
h = e
2h
∑
j,k∈I,j<k zj,k .
Let I ⊂ N∗ be such that 2 6 |I| <∞. Then
(logCh)
I = h−|I|
∏
j∈I
ehzj,j × (log(1 +Dh))I
= 2|I|−1h−1
∑
g∈TI( ∏
[j, k] ∈ g
zj,k
)∫
[0,1]g
eh
(∑
j∈I zj,j+2
∑
j,k∈I,j<k θj,k,gzj,k
)
d|I|−1θ.
The last equality is obtained by choosing z˜j,k = 2hzj,k in Proposition 3.3. Then
choosing ϕ = h
(∑
j∈I zj,j + 2
∑
j,k∈I,j<k θj,k,gzj,k
)
in the identity
eϕ = 1 + ϕ
∫ 1
0
eϕϑdϑ
yields the decomposition (logCh)
I =
(
1
hE+Rh
)I
. This proves Proposition 3.7.

Corollary 3.8 Let α be a C-valued function on [0, 1]2 ×R2ν . Let f, g ∈ Mpre
be defined by
f(s1, . . . , sm, ξ1, . . . , ξm) =
( 1
h
E +Rh
){1,...,m}∣∣∣
zj,k=α(sj ,sk,ξj,ξk)
and
g(s1, . . . , sm, ξ1, . . . , ξm) := C
{1,...,m}
h
∣∣∣
zj,k=α(sj ,sk,ξj ,ξk)
.
Then
g = exppre(f)
(exppre is defined according to the product ×pre).
4 Deformation formulas
Let (x, y) ∈ C2ν , t ∈ C∗, h ∈ C∗ and ω1, . . . , ων > 0. Let pharm be defined by
pharm = (4πh)−ν/2
ν∏
υ=1
( ωυ
sh(ωυt)
)1/2
×
14
exp
(
− 1
4h
ν∑
υ=1
ωυ
sh(ωυt)
(
ch(ωυt)(x
2
υ + y
2
υ)− 2xυyυ
))
. (4.1)
Then, by a variant of Mehler’s formula,
h∂tp
harm =
(
h2∂2x −
(ωx)2
4
)
pharm , pharm|t=0+ = δx=y.
Let ξ = (ξ1, . . . , ξm) ∈ Rνm. Let
|ξ|1 := |ξ1|+ · · ·+ |ξm|,
and for s ∈ [0, 1], υ ∈ {1, . . . ν},
qt,υ(s) :=
1
sh(ωυt)
(
sh(ωυts)xυ + sh
(
ωυt(1− s)
)
yυ
)
,
qt(s) :=
(
qt,1(s), . . . , qt,ν(s)
)
,
and for s = (s1, . . . , sm) ∈ [0, 1]m
qmt (s) · ξ := qt(s1) · ξ1 + · · ·+ qt(sm) · ξm.
Let Ωt.ξ ⊗n ξ be defined by
Ωt.ξ ⊗m ξ :=
m∑
j,k=1
ν∑
υ=1
sh(ωυtsj∧k) sh
(
ωυt(1− sj∨k)
)
ωυ sh(ωυt)
ξj,υξk,υ .
We also need the following generalization. Let m > 2. Let g ∈ Tm and θ ∈
[0, 1]g. Let θj,k,g be defined by (3.2). Let Ω
g,θ
t .ξ ⊗m ξ be defined by
Ωg,θt .ξ ⊗m ξ :=
m∑
j=1
ν∑
υ=1
sh(ωυtsj) sh
(
ωυt(1 − sj)
)
ωυ sh(ωυt)
ξ2j,υ+
2
∑
16j<k6m
θj,k,g
ν∑
υ=1
sh(ωυtsj) sh
(
ωυt(1 − sk)
)
ωυ sh(ωυt)
ξj,υξk,υ .
Lemma 4.1 Let ω1, . . . , ων , t > 0. Let g and θ be as above. Let (s1, . . . , sm) ∈
[0, 1]m such that 0 < s1 < · · · < sm < 1 and let ξ = (ξ1, . . . , ξm) ∈ Rνm. Then
0 6 Ωt.ξ ⊗m ξ 6 mt
4
(
ξ21 + · · ·+ ξ2m
)
, (4.2)
0 6 Ωg,θt .ξ ⊗m ξ 6
mt
4
(
ξ21 + · · ·+ ξ2m
)
. (4.3)
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Proof Let ω˙ > 0. We claim that the m×m matrix M defined by
Mj,k =
sh(ω˙tsj∧k) sh
(
ω˙t(1 − sj∨k)
)
ω˙t sh(ω˙t)
is symmetric non-negative. Let ζ1, . . . , ζm ∈ R and let u : [0, 1] −→ R defined
by
u(s) :=
m∑
j=1
sh(ω˙tsj ∧ s) sh
(
ω˙t(1− sj ∨ s)
)
ω˙t sh(ω˙t)
ζj .
Let µ be the R-valued Borel measure on [0, 1]
µ :=
m∑
j=1
ζjδsj .
Then u is continuous, piecewise differentiable on [0, 1] and (see also [Ha4])

− d2uds2 + (ω˙t)2u = µ
u(0) = u(1) = 0
.
Then
m∑
j,k=1
Mj,kζjζk =
∫ 1
0
udµ
=
∫ 1
0
{(du
ds
)2
+ (ω˙t)2u2
}
,
which proves the claim. Now, by choosing ω˙ = ω1, . . . , ω˙ = ων ,
Ωt.ξ ⊗m ξ > 0.
Let us prove the non-negativity of Ωg,θt .ξ⊗m ξ. By the same argument, without
loss of generality, we may choose ν = 1. We shall use Lemma 8.1 (see Appendix).
Let (uj,k)j,k∈{1,...,m} be the real symmetric matrix defined by uj,j = 1 and, for
j 6= k, uj,k := θj∧k,j∨k,g . For j, k = 1, . . . ,m, let us denote by 〈j, k〉g the unique
path in the tree g joining j and k. Let q = 1, . . . ,m. Let us denote by q0 the
unique element belonging to 〈j, k〉g such that 〈j, k〉g ∩ 〈q0, q〉g = {q0} (q0 = q
if q ∈ 〈j, k〉g). The path 〈j, k〉g is covered by the union of 〈j, q〉g and 〈k, q〉g.
Therefore, by (3.2), (8.1) holds and, by Lemma 8.1,
Ωg,θt .ξ ⊗m ξ > 0.
Let us prove the upper bound in (4.2) and (4.3). Since sj∧k 6 sj∨k and
sh(xA) sh
(
x(1−B)
)
x sh(x) 6
1
4 for arbitrary x ∈ R and 0 6 A < B 6 1, one gets
Mj,k 6
1
4
. (4.4)
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Then (4.2) holds. Since the parameters θj,k,g are bounded by 1, (4.3) also holds.

Proposition 4.2 Let ω1, . . . , ων > 0. Let h ∈ C such that Reh > 0. Let µ be
a C-valued measure on Rν . Let us assume that for every R > 0∫
R
ν
exp(R|ξ|)d|µ|(ξ) <∞. (4.5)
Let
c(x) =
∫
R
ν
exp(ix · ξ)dµ(ξ).
Let v be defined by

v = 1 +
∑
m>1 vm,
vm(t, x, y, h) =
(
t
h
)m ∫
0<s1<···<sm<1
∫
R
νm e
−hΩt.ξ⊗mξeiq
m
t (s)·ξdνmµ⊗(ξ)dms.
(4.6)
In (4.6), dms denotes ds1 · · · dsm and dνmµ⊗(ξ) denotes dµ(ξm) · · · dµ(ξ1). Then,
denoting v0 = 1, for every m > 1,

h
(
∂t − 2pharm ∂xpharm · ∂x
)
vm= h
2∂2xvm + c(x)vm−1
vm|t=0+ = 0
. (4.7)
Moreover v ∈ C1([0,+∞[,A(C2ν × C+)) and the function u := pharmv is the
solution of 

h∂tu = h
2∂2xu− (ωx)
2
4 u+ c(x)u
u|t=0+ = δx=y
. (4.8)
Proof For small values of t, this proposition can be viewed as a consequence of
Theorem 2.1 in [Ha6]. The proof is very similar to the one of [ Ha4, Proposition
4.7] and is left to the reader. The convergence of the integrals defining the
function v for arbitrary values of t uses the non-negativity of Ωt.ξ⊗n ξ (Lemma
4.1) and the estimate (4.11). 
Remark 4.3 Considering simultaneously complex values of h (Reh > 0) and
complex values of t (in a small conical neighbourhood of R+) certainly needs an
extra assumption (as in [Ha7, Prop. 4.5, case 2]). Therefore we only consider
smoothness (and not analyticity) of the function v with respect to t.
Remark 4.4 Let us assume that the function c is R-valued. Let t, h ∈]0,+∞[
and x, y ∈ Rν . Then qmt (s) ∈ Rνm and Ωt.ξ ⊗m ξ > 0. Therefore
|vm(t, x, y, h)| 6 1
m!
( t
h
)m(∫
R
ν
d|µ|(ξ)
)m
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and v(t, ·, ·, h) ∈ L∞(R2ν). Therefore, since pharm(t, ·, ·, h) ∈ L2(R2ν), u(t, ·, ·, h)
belongs to L2(R2ν) and the operator e−
t
hH is Hilbert-Schmidt. Then the opera-
tor e−
t
hH = e−
t
2hH × e− t2hH is trace class and
ΘH(t, h) =
∫
R
ν
u(t, x, x, h)dx.
In formula (4.6), the function v looks very singular with respect to h. Con-
sidering v as the exponential of a new function will allow us to deal with this
singularity (see Remark 3.6). We need some definitions.
Definition 4.5 Let ω ∈ Rν and let µ be as in Proposition 4.2. For every
(t, x, y) ∈ R×C2ν , let us denote
Q1(t, x, y) =
∫
0<s1<1
∫
R
ν
eiqt(s1)·ξdµ(ξ1)ds1
and, for m = 2, 3, . . .
Qm(t, x, y) = (−2)m−1
∑
g∈Tm
∫
0<s1<...<sm<1
∫
R
νm
Υg,ξt e
iqmt (s)·ξdνmµ⊗(ξ)dms
where
Υg,ξt :=
∏
[j,k]∈g
( ν∑
υ=1
sh(ωυtsj) sh
(
ωυt(1− sk)
)
ωυt sh(ωυt)
ξj,ωυξk,ωυ
)
.
For every t ∈ R, s ∈ [0, 1] and υ ∈ {1, . . . , ν}, let
̟t,υ(s) :=
1
sh(ωυt)
(
sh(ωυts) + sh
(
ωυt(1− s)
))
,
̟t(s) :=
(
̟t,1(s), . . . , ̟t,ν(s)
)
Then
1
ch
(
ωυt
2
) 6 ̟t,υ(s) 6 1 (4.9)
and, for every R > 0,
∀x ∈ D
R
ν ,R,
∣∣Im(qmt |y=x(s) · ξ)∣∣ 6 |Imx| × |ξ|1 6 R|ξ|1. (4.10)
∀(x, y) ∈ D2
R
ν ,R,
∣∣Im(qmt (s) · ξ)∣∣ 6 (|Imx| + |Imy|)× |ξ|1 6 2R|ξ|1. (4.11)
Therefore the functions Qm are well defined on R × C2ν . In the case tω = 0,
these quantities are studied in [Ha1, Ha3]. We need upper bounds for some
quantities which depend on the functions Qm, for large values of m. We often
use the following elementary inequalities. Let α = (α1, . . . , αm) ∈ Nm and let
a1, . . . , am > 0. Let us denote |α| := α1 + · · ·+ αm. Then
aα11
α1!
· · · a
αm
m
αm!
6 ea1+···+am (4.12)
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and, for every λ = 1, 2, . . .
aα11
α1!
· · · a
αm
m
αm!
(aλ1 + · · ·+ aλm) 6
(|α|+m)(|α|+ λ)λ−1ea1+···+am . (4.13)
Lemma 4.6 Let ω1, . . . , ων > 0 and let µ be as in Proposition 4.2. Then, for
every m > 1, Qm ∈ C1
(
R,A(C2ν)). Moreover, for every R > 0 and every
(t, x, y) ∈ R×D2
R
ν ,R,
|Qm(t, x, x)| 6
(
4
∫
R
ν
e(1+R)|ξ|dν |µ|(ξ)
)m
, (4.14)
|Qm(t, x, y)| 6
(
4
∫
R
ν
e(1+2R)|ξ|dν |µ|(ξ)
)m
, (4.15)
∣∣∂t(t2m−1Qm(t, x, y))∣∣ 6 |t|2m−2×(
1 + ω♯|t|max(|x|, |y|)
)(
4
∫
R
ν
e(1+2R)|ξ|dν |µ|(ξ)
)m
. (4.16)
Proof
-1- The proof of (4.14), (4.15) and (4.16) (using (4.21) and (4.22)) are straight-
forward if m = 1 and we now assume m > 2.
-2- Let us check (4.15) and (4.14). By (4.4) and (4.11)
|Qm(t, x, y)| 6 2
m−1
4m−1m!
∑
g∈Tm
∫
R
νm
|ξj1 ||ξk1 | · · · |ξjm−1 ||ξkm−1 |e2R|ξ|1dνm|µ|⊗(ξ)
where [j1, k1], . . . , [jm−1, km−1] denote the m − 1 edges of the graph g. For
g ∈ Tm, let us denote by d1, . . . , dm the degrees of the vertices 1, . . . ,m. Then
d1 + · · · + dm = 2(m − 1) and, if d1, . . . , dm satisfy the previous equality, the
number of trees with vertices 1, . . . ,m such that the d◦(1) = d1, . . . , d◦(m) = dm
is equal to (m−2)!(d1−1)!···(dm−1)! [Co]. Therefore
|Qm(t, x, y)| 6 2
1−m
m(m− 1)
∑
d1+···+dm=2m−2∫
R
νm
|ξ1|d1
(d1 − 1)! · · ·
|ξm|dm
(dm − 1)!e
2R|ξ|1dνm|µ|⊗(ξ)
6
2
m(m− 1)
∑
d1+···+dm=2m−2∫
R
νm
|ξ1|d1
d1!
· · · |ξm|
dm
dm!
e2R|ξ|1dνm|µ|⊗(ξ),
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since, under the assumption d1 + · · ·+ dm = 2m− 2,
d1 × · · · × dm 6
(d1 + · · ·+ dm
m
)m
6 2m. (4.17)
Then, by (4.12) and since
∣∣{(d1, . . . , dm) ∈ (N∗)m|d1 + · · ·+ dm = 2m− 2}∣∣ = ( 2m− 3m− 1
)
6 22m−3,
(4.18)
one gets
|Qm| 6 2
2m−2
m(m− 1)
∫
R
νm
e(1+2R)|ξ|1dνm|µ|⊗(ξ) 6 1
4m(m− 1)(4M)
m (4.19)
where
M :=
∫
R
ν
e(1+2R)|ξ|dν |µ|(ξ). (4.20)
This proves (4.15). By (4.10), one gets (4.14).
-3- For proving (4.16), we need the following inequalities. Let s ∈ [0, 1] and let
A,B ∈ [0, 1] such that A < B. Then, for every ω˙ > 0 and every t ∈ R,∣∣∣ d
dt
( sh(ω˙ts)
sh(ω˙t)
)∣∣∣ 6 1
2
ω˙, (4.21)
∣∣∣ d
dt
( sh(ω˙tA) sh(ω˙t(1 −B))
ω˙ sh(ω˙t)
)∣∣∣ 6 1
2
. (4.22)
One has
∂t
(
t2m−1Qm
)
= mtm−1 × tm−1Qm +Rm (4.23)
where
Rm := (−2)m−1tm
∑
g∈Tm
∫
0<s1<...<sm<1
∫
R
νm(
∂t(t
m−1Υg,ξt ) + it
m−1Υg,ξt ∂t(q
m
t (s) · ξ)
)
eiq
m
t (s)·ξdνmµ⊗(ξ)dms.
By (4.4) and (4.22)
∣∣∂t(tm−1Υg,ξt )∣∣ 6 (m− 1)× ( |t|4
)m−2
× 1
2
× |ξj1 ||ξk1 | · · · |ξjm−1 ||ξkm−1 |.
By (4.4) and (4.21)
∣∣iΥg,ξt ∂t(qmt (s) · ξ)∣∣ 6 (14
)m−1
|ξj1 ||ξk1 | · · · |ξjm−1 ||ξkm−1 | × ω♯R˜|ξ|1.
where R˜ = 12 (|x| + |y|). Then
|∂t(tm−1Υg,ξt ) + itm−1Υg,ξt ∂t(qmt (s) · ξ)| 6
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( |t|
4
)m−2(m− 1
2
+
ω♯|t|R˜|ξ|1
4
)
|ξj1 ||ξk1 | · · · |ξjm−1 ||ξkm−1 |
and, by (4.17)
|Rm| 6 2
2m−1|t|m
m(m− 1)
( |t|
4
)m−2 ∑
d1+···+dm=2m−2
∫
R
νm
|ξ1|d1
d1!
· · · |ξm|
dm
dm!
×
(m− 1
2
+
ω♯|t|R˜|ξ|1
4
)
e2R|ξ|1dνm|µ|⊗(ξ)
6
22m−1|t|m
m(m− 1)
( |t|
4
)m−2( 2m− 3
m− 1
)(
A1 +A2
)
where A1 := m−12 ×Mm by (4.12) and A2 := ω♯|t|R4 × (3m− 2)×Mm by using
(4.13). Then
|Rm| 6 (4M)
m|t|2m−2
m
(1
2
+ ω♯|t|R˜
)
and by (4.23) and (4.19)
|∂t
(
t2m−1Qm
)| 6 (4M)m|t|2m−2(1 + ω♯|t|R˜).
This proves (4.16). 
Definition 4.7 Let ω1, . . . , ων > 0 and let µ be as in Proposition 4.2. For every
(t, x, y, h) ∈ R+ ×C2ν ×C+, let us denote
w1(t, x, y, h) := −t
∫
0<s1<1
∫
R
ν
∫ 1
0
Ωt.ξ ⊗1 ξe−hϑΩt.ξ⊗1ξeiqt(s)·ξ1dϑdµ(ξ1)ds
and for m > 2
wm(t, x, y, h) := 2
m−1(−1)mt2m−1
∑
g∈Tm
∫
0<s1<...<sm<1
∫
R
νm
∫
[0,1]g×[0,1]
Υg,ξt ×
Ωg,θt .ξ ⊗m ξe−hϑΩ
g,θ
t .ξ⊗mξeiq
m
t (s)·ξdϑdm−1θdνmµ⊗(ξ)dms.
By Lemma 4.1 and (4.11) the functions wm are well defined on [0,+∞[×C2ν×
C
+.
Lemma 4.8 Let ω1, . . . , ων > 0 and let µ be as in Proposition 4.2. Then, for
every m > 1,
wm ∈ C1
(
[0,+∞[,A(C2ν ×C+)).
Moreover, for every (t, x, y, h) ∈ [0,+∞[×D2
R
ν,R ×C+,
|wm(t, x, y, h)| 6 m
(
4t2
∫
R
ν
e(1+2R)|ξ|dν |µ|(ξ)
)m
. (4.24)
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Proof The proof is similar to the one of Lemma 4.6 and we only focus on
the differences between the two proofs. By (4.2), (4.24) holds for m = 1. Let
m > 2. By Lemma 4.1
|wm| 6 2
m−1t2m−1
4m−1m!
∑
g∈Tm
∫
R
νm
mt
4
(
ξ21 + · · ·+ ξ2m
)|ξj1 ||ξk1 | · · · |ξjm−1 ||ξkm−1 |e2R|ξ|1dνm|µ|⊗(ξ)
6
t2m
2(m− 1)
∑
d1+···+dm=2m−2
∫
R
νm
|ξ1|d1
d1!
· · · |ξm|
dm
dm!
(
ξ21 + · · ·+ ξ2m
)
e2R|ξ|1dνm|µ|⊗(ξ).
By (4.13)
|ξ1|d1
d1!
· · · |ξm|
dm
dm!
(
ξ21 + · · ·+ ξ2m
)
6 (3m− 2)(2m)e|ξ|1 6 6m2e|ξ|1 . (4.25)
Then
|wm| 6 3m
2
m− 1
(
2m− 3
m− 1
)
Mmt2m 6 m(4t2M)m
where M is given by (4.20). This proves (4.24). By dominated convergence
theorem
wm ∈ C1
(
[0,+∞[,A(C2ν ×C+)).

Lemma 4.9 Let ω1, . . . , ων > 0 and let µ be as in Proposition 4.2. For m > 1,
let us define
v⋄m(t, x, y, h) :=
t2m−1
h
Qm(t, x, y) + wm(t, x, y, h).
Then(
∂t − 2
pharm
∂xp
harm · ∂x
)
v⋄m = ∂
2
xv
⋄
m+
∑
p+ q = m
p, q > 1
∂xv
⋄
p ·∂xv⋄q+c(x)δm=1 (4.26)
and v⋄m|t=0 = 0.
Proof Let E and Rh be the moulds defined in subsection 3.1. Let f ∈ Mpre
be defined by
f∅ = 0,
f(s1, . . . , sm; ξ1, . . . , ξm) =
( 1
h
E +Rh
){1,...,m}
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where, for 1 6 j 6 k 6 m,
zj,k := −
ν∑
υ=1
sh(ωυtsj) sh
(
ωυt(1− sk)
)
ωυ sh(ωυt)
ξj,υξk,υ.
Let λ be the Borel measure defined on [0, 1]×Rν by
dλ(s, ξ) = teiqt(s)·ξdνµ(ξ)ds.
Then
t2m−1
h
Qm + wm =
∫
0<s1<...<sm<1
∫
R
νm
f(s1, . . . , sm; ξ1, . . . , ξm)d
νmλ⊗(s, ξ).
By Corollary 3.8
exppre(f)(s1, . . . , sm; ξ1, . . . , ξm) =
1
hm
exp(−hΩt.ξ ⊗m ξ).
Let v˜ be the formal series with respect to H defined by
v˜ := exp
(+∞∑
m=1
v⋄mH
m
)
.
Then
v˜ = exp
(
Φ(f)
)
= Φ(exppre f) =
+∞∑
m=0
vmH
m.
The second equality holds since Φ is a morphism (Lemma 3.2) and the third
one uses the definition (4.6) of vm. Then (4.7) implies (4.26). 
Proposition 4.10 Let ω1, . . . , ων , T > 0. Let µ be as in Proposition 4.2 and
let us assume that
4T 2Mµ < 1.
Let
ϕ(t, x, y) :=
+∞∑
m=1
t2m−2Qm(t, x, y),
w(t, x, y, h) :=
+∞∑
m=1
wm(t, x, y, h),
and
φ :=
1
4
( ν∑
υ=1
ωυ
sh(ωυt)
(
ch(ωυt)(x
2
υ + y
2
υ)− 2xυyυ
))− tϕ.
Then
ϕ ∈ C1(]− T, T [,A(D2
R
ν,2)
)
and w ∈ C1([0, T [,A(D2
R
ν ,2 ×C+)
)
.
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Moreover
u(t, x, y, h) := (4πh)
−ν/2
ν∏
υ=1
ω
1/2
υ
sh1/2(ωυt)
× e−φ/h+w (4.27)
satisfies (4.8).
Proof By dominated convergence theorem, by choosing R = 2 in Lemma 4.6
and Lemma 4.8,
ϕ ∈ C1(]− T, T [,A(D2
R
ν,2)
)
and w ∈ C0([0, T [,A(D2
R
ν ,2 ×C+)
)
.
The quantity |∂twm| is bounded by
P (m, |h|, t, |x|, |y|)t2m−1
(
4
∫
R
ν
e5|ξ|dν |µ|(ξ)
)m
,
where P is a polynomial with respect to its arguments (this step is left to the
reader). This implies the C1-regularity of w.
By Lemma 4.9, v⋄m satisfies (4.26). Therefore
v⋄ :=
t
h
ϕ+ w =
∑
m>1
v⋄m
satisfies (
∂t − 2
pharm
∂xp
harm · ∂x
)
v⋄ = ∂2xv
⋄ + ∂xv⋄ · ∂xv⋄ + c(x).
Then (
∂t − 2
pharm
∂xp
harm · ∂x
)
ev
⋄
= ∂2xe
v⋄ + c(x)ev
⋄
and the function u satisfies (4.8). 
Remark 4.11 Let y ∈ D
R
ν ,2. Then the function (t, x) 7−→ φ(t, x, y) satisfies

∂tφ+ (∂xφ)
2 = (ωx)
2
4 − c(x)(
φ− (x−y)24t
)∣∣∣
t=0
= 0
(4.28)
for (t, x) ∈ (]− T, T [−{0})×D
R
ν ,2.
5 Borel summation preliminary statements
The following lemma will be useful for the proof of a Morse Lemma concerning
the function φ|y=x (see Proposition 4.10).
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Lemma 5.1 Let µ be as in Definition 2.1 and Proposition 4.2. Let us assume
that M ′µ <∞ and 4T 2Mµ < 1. Then, for every (t, x) ∈]0, T [×DRν,4,
|ϕ(t, x, x)| 6 4Mµ
1− 4T 2Mµ , (5.1)
max
16δ6ν
|xδϕ(t, x, x)| 6 ch
(ω♯T
2
)× M ′µ
1− 4T 2Mµ (5.2)
Proof Let (t, x) ∈]0, T [×D
R
ν,4.
-1- Let us check (5.1). Since
ϕ(t, x, x) =
+∞∑
m=1
t2m−2Qm(t, x, x)
and by choosing R = 4 in (4.14),
|ϕ(t, x, x)| 6 4Mµ
1− 4T 2Mµ .
This proves (5.1).
-2- Let us check (5.2). By Definition 4.5
xδQ1(t, x, x) =
∫
0<s1<1
∫
R
ν
xδe
ix·
(
̟t(s1)ξ1
)
F (s1, ξ1)dξ1ds1
where F (s1, ξ1) = ρµ(ξ1). If m > 2,
xδQm(t, x, x) = (−2)m−1
∑
g∈Tm
∫
0<s1<...<sm<1
∫
R
νm
xδF (s, ξ)e
ix·
(
̟t(s1)ξ1+···+̟t(sm)ξm
)
dνmξdms
where
F (s, ξ) := Υg,ξt ρµ(ξ1) · · · ρµ(ξm).
Let
D :=
1
m
m∑
p=1
1
̟t,δ(sp)
∂ξp,δ .
By integration by parts,
xδ
∫
R
m
F × eixδ
(
̟t,δ(s1)ξ1,δ+···+̟t,δ(sm)ξm,δ
)
dξ1,δ · · · dξm,δ =
i
∫
R
m
DF × eixδ
(
̟t,δ(s1)ξ1,δ+···+̟t,δ(sm)ξm,δ
)
dξ1,δ · · · dξm,δ.
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Therefore
xδQ1(t, x, x) = i
∫
0<s1<1
∫
R
ν
eix·
(
̟t(s1)ξ1
)
(∂ξ1,δρµ)(ξ1)dξ1
ds1
̟t,δ(s1)
and, if m > 2, denoting by Fg the quantity F in order to emphasize its depen-
dence on the tree g,
xδQm(t, x, x) = i(−2)m−1
∑
g∈Tm
∫
0<s1<...<sm<1
∫
R
νm
DFg × eix·
(
̟t(s1)ξ1+···+̟t(sm)ξm
)
dνmξdms.
By (4.9) and (4.10)
|xδQ1(t, x, x)| 6 ch
(ω♯t
2
)
M ′µ.
Let us assume that m > 2. Using (4.4) and (4.9), one can show
∣∣Υg,ξt ∣∣ 6 14m−1 |ξj1 ||ξk1 | · · · |ξjm−1 ||ξkm−1 |,
∣∣DΥg,ξt ∣∣ 6 ch
(ω♯t
2
)
4m−1m
(
∂u1 + · · ·+ ∂um
)
(uj1uk1 · · ·ujm−1ukm−1)
∣∣
u1=|ξ1|,...,um=|ξm|
where (j1, k1), . . . , (jm−1, km−1) denote the m−1 edges of the graph g (jp < kp).
Let d1, . . . , dm be the degrees of the vertices 1, . . . ,m of the graph g. Then
|DFg |
d1! · · · dm! 6
1
4m−1
(A1 +A2)
where
A1 :=
ch
(ω♯t
2
)
m
|ξ1|d1
d1!
· · · |ξm|
dm
dm!
×(|∂ξ1,δρµ(ξ1)||ρµ(ξ2)| · · · |ρµ(ξm)|+ · · ·+ |ρµ(ξ1)| · · · |ρµ(ξm−1)||∂ξm,δρµ(ξm)|),
A2 :=
ch
(ω♯t
2
)
m
(
∂u1 + · · ·+ ∂um
)(ud11
d1!
· · · u
dm
m
dm!
)∣∣∣
u1=|ξ1|,...,um=|ξm|
×
|ρµ(ξ1)| · · · |ρµ(ξm)|.
Using (4.12), one gets
A1 6
1
m
ch
(ω♯t
2
)
e|ξ|1×(|∂ξ1,δρµ(ξ1)||ρµ(ξ2)| · · · |ρµ(ξm)|+ · · ·+ |ρµ(ξ1)| · · · |ρµ(ξm−1)||∂ξm,δρµ(ξm)|),
A2 6 ch
(ω♯t
2
)
e|ξ|1|ρµ(ξ1)| · · · |ρµ(ξm)|
since (
∂u1 + · · ·+ ∂um
)(udkk
dk!
)
=
udk−1k
(dk − 1)! .
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Then |DFg|
d1! · · · dm! 6
2
4m−1
ch
(ω♯t
2
)
e|ξ|1×
1
m
(|ρµ(ξ1)|∗|ρµ(ξ2)| · · · |ρµ(ξm)|+ · · ·+ |ρµ(ξ1)| · · · |ρµ(ξm−1)||ρµ(ξm)|∗) (5.3)
where
|ρµ(η)|∗ := max
(|ρµ(η)|, |∂η1ρµ(η)|, . . . , |∂ηνρµ(η)|)
for η ∈ Rν . Then, by (4.10) and (5.3),
|xδQm(t, x, x)| 6 2m−1
∑
g∈Tm
∫
0<s1<...<sm<1
∫
R
νm
|DFg| × e4|ξ|1dνmξdms
6
2m−1
m!
×
( ∑
g∈Tm
d1! · · · dm!
)
× 2
4m−1
ch
(ω♯t
2
)
M ′µM
m−1
µ .
But, by (4.17) and (4.18)
∑
g∈Tm
d1! · · · dm! =
∑
d1+···+dm=2m−2
(m− 2)!
(d1 − 1)! · · · (dm − 1)! × d1! · · · dm!
6 (m− 2)!× 2m × 22m−3.
Then
|xδQm(t, x, x)| 6 2 4
m−1
m(m− 1) ch
(ω♯T
2
)
M ′µM
m−1
µ .
Then, for every m > 1,
|xδQm(t, x, x)| 6 ch
(ω♯T
2
)
M ′µ(4Mµ)
m−1.
This proves (5.2). 
The following Morse lemma gives a convenient expression for φ
∣∣
y=x
(see
Proposition 4.10 for the definition of the function φ). We denote by Dω be the
following ν × ν diagonal matrix
Dω :=
1√
2


ω
1/2
1 th
1/2
(
ω1t
2
)
0
...
. . .
...
0 . . . ω
1/2
ν th
1/2
(
ωνt
2
)

 . (5.4)
Moreover, if W is a Cν -valued function analytic function defined on some open
set of Cν , we denote by ∂xW (x) the ν × ν matrix
(
∂x1W (x), . . . , ∂xνW (x)
)
.
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Proposition 5.2 Let αν > 0 such that α = αν satisfies (5.18) and (5.20)
below (the number αν only depends on ν). Let µ be as in Definition 2.1 and
Proposition 4.2. Let us assume that M ′µ <∞, that (2.7), (2.8) are satisfied and∫
R
µ
dµ(ξ) = 0.
Let ω1, . . . , ων, T > 0 such that
4T 2Mµ < 1, (5.5)
ch
(ω♯T
2
)ω♯(1 + ω♭T )M ′µ
ω3♭ (1− 4T 2Mµ)
< αν .
Then there exists Λ ∈ C0(]0, T [,A
C
ν (D
R
ν ,1)
)
such that
1. Λ|]0,T [×Rν is Rν-valued and
sup
(t,x)∈]0,T [×D
R
ν,1
|∂xΛ(t, x)| 6 1
2
, (5.6)
2. for every (t, x) ∈]0, T [×D
R
ν ,1, φ
∣∣
y=x
= θ2(t, x) where
θ(t, x) := Dω
(
x+ Λ(t, x)
)
. (5.7)
Proof We assume that (5.5) holds and that, for some arbitrary α,
ch
(ω♯T
2
)ω♯(1 + ω♭T )M ′µ
ω3♭ (1− 4T 2Mµ)
< α. (5.8)
Let (t, x) ∈]0, T [×D
R
ν ,1.
-1- First, we look for a condition on α providing the existence of the function
Λ such that (5.7) holds. Let us denote Φ(t, x) := φ
∣∣
y=x
(the function Φ is well
defined by Proposition 4.10). We claim that
Φ(t, 0) = ∂x1Φ(t, 0) = · · · = ∂xνΦ(t, 0) = 0. (5.9)
This fact can be proved either by checking that, for m > 1,
Qm(t, 0, 0) = ∂x1Qm(t, 0, 0) = · · · = ∂xνQm(t, 0, 0) = 0
(notice that each tree of Tm has at least two vertices of degree 1 if m > 2) or
by using
c(0) = ∂x1c(0) = · · · = ∂xν c(0) = 0
and that φ satisfies (4.28).
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Since ω˙sh(ω˙t)
(
ch(ω˙t)− 1) = ω˙ th( ω˙t2 ) for ω˙ ∈ R and by the Taylor formula,
Φ(t, x) = x · (B(t, x) · x)
where
B(t, x) :=
∫ 1
0
(1− u)(∂z ⊗ ∂z)Φ(t, z)|z=uxdu
= D2ω − t
∫ 1
0
(1− u)(∂z ⊗ ∂z)ϕ(t, z, z)|z=uxdu
= Dω
(
1+R(t, x)
)
Dω
and
R(t, x) := −tD−1ω
(∫ 1
0
(1 − u)(∂z ⊗ ∂z)ϕ(t, z, z)|z=uxdu
)
D−1ω . (5.10)
Let A > 0, let β = 1, . . . , ν and let ψ be an analytic function on D
R
ν ,A+1. By
the Cauchy formula
sup
z∈D
R
ν ,A
|∂zβψ(z)| 6 sup
z∈D
R
ν,A+1
|ψ(z)|. (5.11)
Let z ∈ D
R
ν ,1. Let β, γ = 1, . . . , ν. Then, by (5.1) and (5.11),
|∂zβ∂zγϕ(t, z, z)| 6
4Mµ
1− 4T 2Mµ .
Then ∣∣(∂z ⊗ ∂z)ϕ(t, z, z)|z=ux∣∣∞ 6 4Mµ1− 4T 2Mµ .
Since the matrix D−1ω is diagonal,
∣∣R(t, x)∣∣∞ 6 t∣∣D−1ω ∣∣2∞ × 2Mµ1− 4T 2Mµ
6
t
ω♭ th
(
ω♭t
2
) × 4Mµ
1− 4T 2Mµ .
For every θ ∈ [0,+∞[,
θ
th θ
6 1 + 2θ. (5.12)
Then ∣∣R(t, x)∣∣∞ 6 8Mµ(1 + ω♭T )ω2♭ (1− 4T 2Mµ) (5.13)
and by (5.8) ∣∣R(t, x)∣∣∞ < 8α. (5.14)
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For K = R or C, let us denote by MKsym the space of ν×ν symmetric matrices
with entries in K. Since the map MRsym −→MRsym, C 7−→ C2 is a real analytic
local diffeomorphism near C = 1, one can find U ⊂MRsym a neighbourhood of
1 and a real analytic local diffeomorphism
Ξ : U −→MRsym
such that, denoting S1/2 := Ξ(S), 11/2 = 1 and
S1/2S1/2 = S (5.15)
for S ∈ U . Let BC∞(1, ρ) ⊂ MCsym be the open ball of center 1 and radius ρ
(with respect to the norm | · |∞). By analytic continuation, there exists ρ√ > 0
such that Ξ is analytic and (5.15) is satisfied on BC∞(1, ρ√). Let ∂CΞ be the
tangent map associated to Ξ at the point C. Since ∂
1
Ξ ·H = 12H , we can choose
ρ√ small enough such that for every S ∈ BC∞(1, ρ√) and every H ∈MCsym,
|S1/2 − 1| 6 ν|S − 1|∞, (5.16)
|∂SΞ ·H | 6 ν|H |∞. (5.17)
Let us assume
8α < ρ√. (5.18)
By (5.10) and Proposition 4.10, R ∈ C0(]0, T [,AMCsym(DRν ,1)) and by (5.14)
|R(t, x)|∞ < ρ√.
Then
B(t, x) = Dω
(
1+R(t, x)
)1/2(
1+R(t, x)
)1/2
Dω.
Let
θ(t, x) :=
(
1+R(t, x)
)1/2
Dωx. (5.19)
Then
φ
∣∣
y=x
= x · (B(t, x)x) = θ2(t, x).
Let
Λ(t, x) := D−1ω
((
1+R(t, x)
)1/2 − 1)Dωx.
Then (5.7) holds. Notice also that Λ ∈ C0(]0, T [,A
C
ν (D
R
ν ,1)
)
.
-2- We want to prove that (5.6) holds. We shall need an additional condition
on α. One has
∂xγΛ(t, x) = D
−1
ω
((
1+R(t, x)
)1/2 − 1)Dωeγ +D−1ω (∂xγ(1+R(t, x))1/2)Dωx.
By (5.16) and (5.13)∣∣D−1ω ((1+R(t, x))1/2 − 1)Dωeγ∣∣ 6 ν∣∣D−1ω ∣∣∣∣R(t, x)∣∣∞∣∣Dω∣∣|eγ |
6 ν
8Mµ(1 + ω♭T )
ω2♭ (1− 4T 2Mµ)
× ω♯
ω♭
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since ∣∣D−1ω ∣∣∣∣Dω∣∣ = ω
1/2
♯ th
1/2
(
ω♯t
2
)
ω
1/2
♭ th
1/2
(
ω♭t
2
) 6 ω♯
ω♭
.
By (5.17)
∣∣D−1ω (∂xγ(1+R(t, x))1/2)Dωx∣∣ 6 ν ω♯ω♭
∣∣∂xγR(t, x)∣∣∞|x|
6 ν3/2
ω♯
ω♭
max
16δ6ν
|xδ∂xγR(t, x)|∞.
By (5.10)
xδ∂xγR(t, x) := −2tD−1ω
(∫ 1
0
(1− u)zδ∂zγ (∂z ⊗ ∂z)ϕ(t, z, z)|z=uxdu
)
D−1ω
Let z ∈ D
R
ν ,1. Since
zδ∂zγ∂zα∂zβψ = ∂zγ∂zα∂zβzδψ − (δα=δ∂zβ∂zγ + δβ=δ∂zα∂zγ + δγ=δ∂zα∂zβ )ψ
and by (5.1), (5.2), (5.11), one gets
|zδ∂zγ∂zα∂zβϕ(t, z, z)| 6
M ′µ
1− 4T 2Mµ ch
(ω♯T
2
)
+ 3× 4Mµ
1− 4T 2Mµ
6
13M ′µ
1− 4T 2Mµ ch
(ω♯T
2
)
.
Then
∣∣xδ∂xγR(t, x)∣∣∞ 6 26M ′µ(1 + ω♭T )ω2♭ (1 − 4T 2Mµ) ch
(ω♯T
2
)
.
Then ∣∣∂xγΛ(t, x)∣∣ 6 34ν3/2 ch(ω♯T2 )ω♯ω♭
(1 + ω♭T )M
′
µ
ω2♭ (1− 4T 2Mµ)
and ∣∣∂xΛ(t, x)∣∣ 6 34ν5/2 ch(ω♯T
2
)ω♯(1 + ω♭T )M ′µ
ω3♭ (1 − 4T 2Mµ)
.
Let us assume that
34ν5/2α <
1
2
. (5.20)
Then, by (5.8),
∣∣∂xΛ(t, x)∣∣ < 12 . This proves (5.6). 
The following proposition gives a Borel summability property concerning
the functionw (see Proposition 4.10 for the definition of this function).
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Proposition 5.3 Let ω1, . . . , ων , T, R, ε > 0. Let µ be a C-valued Borel mea-
sure defined on Rν such that
4T 2eTMµ,ε < 1. (5.21)
Then there exist κ,K,K1 > 0 and a function Wˆ ∈ C0
(
]0, T [,A(D2
R
ν,1/2 × Sκ)
)
satisfying, for every (t, x, y) ∈]0, T [×D2
R
ν,1/2,
∀σ ∈ Sκ, |Wˆ (t, x, y, σ)| 6 K1eK|σ|1/2 (5.22)
and
∀h ∈ C+, exp(w(t, x, y, h)) = ∫ +∞
0
e−σ/hWˆ (t, x, y, σ)
dσ
h
. (5.23)
Proof
-1a- We first prove that there exist κ,K2 > 0 and a function
wˆ ∈ C0(]0, T [,A(D2
R
ν ,1/2 × S2κ)
)
such that, for (t, x, y, σ) ∈]0, T [×D2
R
ν,1/2 × S2κ,
|wˆ(t, x, y, σ)| 6 K2 (5.24)
and, for h ∈ C+,
w(t, x, y, h) =
∫ +∞
0
e−σ/hŵ(t, x, y, σ)
dσ
h
. (5.25)
We proceed as in [Ha4]: for B > 0, the Borel transform of the function h −→
e−Bh is σ −→ J(Bσ) where
J(z) :=
∑
n>0
(−1)n z
n
(n!)2
=
∫ π
0
cos
(
2z1/2 sin(ϕ)
)dϕ
π
.
Therefore, let
wˆ1(t, x, y, σ) := −t
∫
0<s1<1
∫
R
ν
∫ 1
0
Ωt.ξ⊗1ξJ
(
(ϑΩt.ξ⊗1ξ)σ
)
eiqt(s1)·ξ1dϑdµ(ξ1)ds1
and for m > 2
Fˆm(t, x, y, σ) := 2
m−1t2m−1Υg,ξt Ω
g,θ
t .ξ ⊗m ξJ
(
(ϑΩg,θt .ξ ⊗m ξ)σ
)
eiq
m
t (s)·ξ,
wˆm(t, x, y, σ) := (−1)m
∑
g∈Tm
∫
0<s1<...<sm<1
∫
R
νm
∫
[0,1]g×[0,1]
Fˆm(t, x, y, σ)dϑd
m−1θdνmµ⊗(ξ)dms
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(we shall check later that these integrals are convergent). Let us choose
κ =
ε
2
. (5.26)
-1b- We claim that, for m > 1, wˆm ∈ C0
(
]0, T [,A(D2
R
ν ,1/2 × S2κ)
)
,
|wˆm(t, x, y, σ)| 6 m(4T 2eTMµ,ε)m, (5.27)
and for h ∈ C+
wm(t, x, y, h) =
∫ +∞
0
e−σ/hwˆm(t, x, y, σ)
dσ
h
. (5.28)
We shall use the following estimate (see [Ha4]). For every B > 0
|J(Bσ)| 6 exp(2B1/2|Imσ1/2|). (5.29)
In the sequel, we assume that x, y ∈ D
R
ν ,1/2, t ∈]0, T ] and σ ∈ S2κ.
-1c- Let m = 1. Since σ ∈ S2κ and by (5.26),
|Imσ1/2| < ε1/2. (5.30)
By (4.2), Ωt.ξ ⊗1 ξ > 0. By (4.11), (5.29) and (4.2) again
∣∣Ωt.ξ ⊗1 ξJ((ϑΩt.ξ ⊗1 ξ)σ)eiqt(s1)·ξ1 ∣∣ 6 t
4
ξ21e
ε1/2t1/2|ξ1|e|ξ1|
6
T
2
eT eεξ
2
1+2|ξ1|
since
ξ21
2 6 e
|ξ1| and ε1/2t1/2|ξ1| 6 t + εξ21 . Then wˆ1(t, x, y, σ) is well defined,
the regularity claim holds by the convergence dominated theorem and (5.27) is
satisfied for m = 1. Since the Laplace transform of the function σ 7−→ J(Bσ)
is the function h 7−→ e−Bh, one gets (5.28) for m = 1 by Fubini theorem.
-1d- Let m > 2. By (4.3), (5.29) and (5.30)
∣∣J((ϑΩg,θt .ξ ⊗m ξ)σ)∣∣ 6 exp(ϑ1/2(mt)1/2ε1/2(ξ21 + · · ·+ ξ2m)1/2)
6 emteε
(
ξ21+···+ξ2m
)
.
Therefore, by (4.11), (4.4) and (4.3),
|Fˆm(t, x, y, σ)| 6 2
m−1t2m−1
4m−1
∏
[j¯,k¯]∈g
|ξj¯ ||ξk¯| ×
mt
4
(
ξ21 + · · ·+ ξ2m
)×
emteε
(
ξ21+···+ξ2m
)
× e|ξ1|+···+|ξm|.
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Then, by the dominated convergence theorem, our regularity claim holds. More-
over, by mimicking the proof of Lemma 4.6,
|wˆm(t, x, y, σ)| 6 2t
2m−1
m(m− 1)
∑
d1+···+dm=2m−2
∫
R
νm
∫
[0,1]g×[0,1]
|ξ1|d1
d1!
· · · |ξm|
dm
dm!
×
mt
4
(
ξ21 + · · ·+ ξ2m
)
emteε
(
ξ21+···+ξ2m
)
e|ξ|1dϑdm−1θdνm|µ|⊗(ξ),
which yields, by (4.13) and (4.18),
|wˆm(t, x, y, σ)| 6 2
2m−3
2(m− 1)(3m− 2)(2m)t
2memtMmµ,ε.
This proves (5.27). Since the Laplace transform of the function σ 7−→ J(Bσ) is
the function h 7−→ e−Bh, one gets (5.28).
-1e- Let us assume that (5.21) holds. By (5.27), the function wˆ defined by
wˆ(t, x, y, σ) =
∑
m>1
wˆm(t, x, y, σ)
belongs to the space C0(]0, T [,A(D2
R
ν,1/2 × S2κ)
)
and
|wˆ(t, x, y, σ)| 6 4T
2eTMµ,ε(
1− 4T 2eTMµ,ε
)2 .
Therefore (5.24) holds and, by (5.28), (5.25) is also satisfied.
-2- Since there exists ρ > 0 such that Sκ+Dρ ⊂ S2κ and by the Cauchy formula,
the function ∂σwˆ is bounded on ]0, T [×D2
R
ν,1/2 × Sκ. Then, by a parameter-
dependent version of Proposition 8.2 (see Appendix), there exists a function
Wˆ ∈ C0(]0, T [,A(D2
R
ν ,1/2 × Sκ)
)
satisfying (5.22) and (5.23). 
6 A Gaussian Borel summation statement
6.1 A multidimensional statement
Definition 6.1 Let R,K > 0. Let N νR,K be the set of analytic functions on
D
R
ν ,
√
R ×DR+,R satisfying
a ∈ N νR,K ⇔
∀(R′,K ′) ∈]0, R[×]K,+∞[, ∃C > 0, ∀(x, σ) ∈ D
R
ν ,
√
R′ ×DR+,R′ ,
|a(x, σ)| 6 CeK′(|x|2+|σ|). (6.1)
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Definition 6.2 Let R,K > 0. Let NˆR,K be the set of analytic functions on
D
R
+,R satisfying
cˆ ∈ NˆR,K ⇔ ∀(R′,K ′) ∈]0, R[×]K,+∞[, ∃C > 0, ∀τ ∈ D
R
+,R′ ,
|cˆ(τ)| 6 CeK′|τ |. (6.2)
Notice that the space NˆR,K is invariant under the transformations cˆ 7→
∂τ cˆ, τ cˆ.
Proposition 6.3
1. Let R,K > 0. For every a ∈ N νR,K , there exists bˆ ∈ NˆR,K such that, for
h ∈ C, Re( 1h) > K,∫
R
ν
∫ +∞
0
e−(x
2+σ)/ha(x, σ)
dνxdσ
h1+ν/2
=
∫ +∞
0
bˆ(τ)e−τ/h
dτ
h
. (6.3)
2. Let us assume that there exist κ′, C′,K ′ > 0 such that the function a is
analytic on D
R
ν ,
√
κ′ × Sκ′ and
∀(x, σ) ∈ D
R
ν ,
√
κ′ × Sκ′ , |a(x, σ)| 6 C′eK
′|σ|1/2 . (6.4)
Then the function bˆ is analytic on Sκ′ , for every K
′′ > K ′ and κ′′ < κ′,
there exists C′′ > 0 such that
∀τ ∈ Sκ′′ , |bˆ(τ)| 6 C′′eK′′|τ |1/2 (6.5)
and (6.3) holds for h ∈ C+.
6.2 Hypergeometric vection transforms
In this subsection, we introduce transforms exhibiting the analytic content of
Proposition 6.3 and useful for its proof.
Definition 6.4 Let R,K > 0. Let HV1/2→1 and HV1→1/2 be the operators
defined on NˆR,K by
HV1/2→1(cˆ)(τ) := 2
π
∫ π/2
0
cˆ
(
τ sin2 θ
)
dθ,
HV1→1/2(cˆ)(τ) :=
∫ π/2
0
cˆ(τ sin2 θ) sin θdθ + 2τ
∫ π/2
0
cˆ′(τ sin2 θ) sin3 θdθ.
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Proposition 6.5 Let R,K > 0. For every aˆ ∈ NˆR,K (respectively bˆ ∈ NˆR,K)
there exists a unique bˆ ∈ NˆR,K (respectively aˆ ∈ NˆR,K) such that, for h ∈ C,
Re( 1h) > K,
2
∫ +∞
0
aˆ(τ2)e−τ
2/h dτ
(πh)1/2
=
∫ +∞
0
bˆ(τ)e−τ/h
dτ
h
.
Moreover bˆ(τ) = HV1/2→1(aˆ)(τ) and aˆ(τ) = HV1→1/2(bˆ)(τ).
Proof Since
2
∫ +∞
0
aˆ(τ2)e−τ
2/h dτ
(πh)1/2
=
1
Γ(1/2)
∫ +∞
0
aˆ(ζ)e−ζ/h
dζ
h1/2ζ1/2
,
Proposition 6.5 is a consequence of the following proposition with the choice
γ = 12 . 
Proposition 6.6 Let γ ∈]0, 1[. Let R,K > 0. For every aˆ ∈ NˆR,K (respectively
bˆ ∈ NˆR,K) there exists a unique bˆ ∈ NˆR,K (respectively aˆ ∈ NˆR,K) such that,
for h ∈ C, Re( 1h) > K,
1
Γ(γ)
∫ +∞
0
aˆ(τ)e−τ/h
( τ
h
)γ−1dτ
h
=
∫ +∞
0
bˆ(τ)e−τ/h
dτ
h
. (6.6)
Moreover bˆ(τ) = HVγ→1(aˆ)(τ) and aˆ(τ) = HV1→γ(bˆ)(τ) where
HVγ→1(aˆ)(τ) :=
sin
(
πγ
)
π
∫ 1
0
aˆ(τu)uγ−1(1− u)−γdu,
HV1→γ(bˆ)(τ) := γ
∫ 1
0
bˆ(τu)(1 − u)γ−1du+ τ
∫ 1
0
bˆ′(τu)u(1− u)γ−1du
(hypergeometric vection transforms).
Proof By the definition of the operators HVγ→1 and HV1→γ , the space NˆR,K
is invariant under these operators. See also Section 9.2 (Appendix). For two
continuous functions f̂1, fˆ2 on ]0,+∞[ such that τρfˆk(τ) τ→0−→ 0 for some ρ ∈]0, 1[,
let ∗ be the convolution product defined by
f̂1 ∗ fˆ2(τ) :=
∫ τ
0
f̂1(τ1)fˆ2(τ − τ1)dτ1. (6.7)
Let aˆ ∈ NˆR,K . One has∫ +∞
0
aˆ(τ)e−τ/h
( τ
h
)γ−1
dτ = h1−γ ×
∫ +∞
0
aˆ(τ)e−τ/hτγ−1dτ
=
1
Γ(1− γ)
∫ +∞
0
τ−γe−τ/hdτ ×
∫ +∞
0
τγ−1aˆ(τ)e−τ/hdτ
=
1
Γ(1− γ)
∫ +∞
0
Aˆ(τ)e−τ/hdτ
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where the function Aˆ denotes the convolution product of the functions τ 7−→
τγ−1aˆ(τ), τ−γ . But
Aˆ(τ) =
∫ τ
0
τγ−11 aˆ(τ1)(τ − τ1)−γdτ1
=
∫ 1
0
aˆ(τu)uγ−1(1− u)−γdu.
This proves the existence of a function bˆ ∈ NˆR,K satisfying (6.6) and justifies
the definition of HVγ→1.
Let bˆ ∈ NˆR,K . A function aˆ satisfies (6.6) if and only if∫ +∞
0
aˆ(τ)e−τ/hτγ−1dτ = h−1 × Γ(γ)hγ ×
∫ +∞
0
bˆ(τ)e−τ/hdτ. (6.8)
Since
Γ(γ)hγ =
∫ +∞
0
τγ−1e−τ/hdτ,
the right hand side of (6.8) is equal to
1
h
∫ +∞
0
B̂(τ)e−τ/hdτ =
∫ +∞
0
∂τ
(
B̂(τ)
)
e−τ/hdτ
where the function Bˆ denotes the convolution product of the functions τ 7−→
bˆ(τ), τγ−1. But
τ1−γ∂τ
(
B̂(τ)
)
= τ1−γ∂τ
(∫ τ
0
bˆ(τ1)(τ − τ1)γ−1dτ1
)
= τ1−γ∂τ
(
τγ
∫ 1
0
bˆ(τu)(1 − u)γ−1du
)
= γ
∫ 1
0
bˆ(τu)(1 − u)γ−1du + τ
∫ 1
0
bˆ′(τu)u(1 − u)γ−1du.
This proves the existence of a function aˆ ∈ NˆR,K satisfying (6.6) and justifies
the definition of HV1→γ . 
Remark 6.7 Proposition 6.6 is also related to fractional calculus. Let α > 0.
Let f be a function continuous on ]0,+∞[ and integrable on ]0, 1[. For every
x ∈]0,+∞[, let
Iα0,xf :=
1
Γ(α)
∫ x
0
(x− x1)α−1f(x1)dx1
(see also [M-R]). Then, if γ ∈]0, 1[ and cˆ ∈ NˆR,K ,
HVγ→1(cˆ)(τ) = 1
Γ(γ)
× I1−γ0,τ
(
τγ−1cˆ
)
,
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HV1→γ(cˆ)(τ) = Γ(γ)τ1−γ∂τ (Iγ0,τ cˆ
)
.
The fact that the transforms HVγ→1 and HV1→γ are inverse each to other is
straightforward with the above formulas. One can also prove Proposition 6.6 by
using a fractional integration by parts.
6.3 Proof of Proposition 6.3
Let R,K > 0 and a ∈ N νR,K . Let
I(h) :=
∫
R
ν
∫ +∞
0
e−(x
2+σ)/ha(x, σ)
dνxdσ
h1+ν/2
.
By the definition of N νR,K , the above integral is well defined if Re
(
1
h
)
> K.
Moreover
I(h) =
∫
R
ν−1
∫ +∞
0
e−(x
′2+σ)/hA(x′, σ)
dν−1x′dσ
h1+(ν−1)/2
where
A(x′, σ) :=
∫
R
e−x
2
1/ha(x1, x
′, σ)
dx1
h1/2
=
π1/2
2
× 2
∫ +∞
0
e−x
2
1/h
(
a(x1, x
′, σ) + a(−x1, x′, σ)
) dx1
(πh)1/2
.
By Proposition 6.5
A(x′, σ) =
∫ +∞
0
e−τ1/hB(τ1, x′, σ)
dτ1
h
where
B(τ1, x
′, σ) :=
1
π1/2
∫ π/2
0
(
a
(
τ
1/2
1 sin θ, x
′, σ
)
+ a
(−τ1/21 sin θ, x′, σ))dθ.
Then, by iterating this argument,
I(h) =
∫
]0,+∞[ν+1
e−(τ1+···+τν+σ)/hd(τ1, . . . , τν , σ)
dτ1 · · · dτνdσ
hν+1
where
d(τ1, . . . , τν , σ) :=
1
πν/2
∫
[0,π/2]ν
∑
ε1=±,...,εν=±
a
(
ε1τ
1/2
1 sin θ1, . . . , εντ
1/2
ν sin θν , σ
)
dθ1 · · · dθν .
Then
I(h) =
∫ +∞
0
bˆ(τ)e−τ/h
dτ
h
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where
bˆ(τ) := ∂ντ
(
τν
∫
u1+···+uν+1=1
1
πν/2
∫
[0,π/2]ν
∑
ε1=±,...,εν=±
a
(
ε1u
1/2
1 sin θ1τ
1/2, . . . , ενu
1/2
ν sin θντ
1/2, uν+1τ
)
dθ1 · · · dθνdu1 · · · duν
)
.
Let us remind that z ∈ D
R
+,R ⇒ |Imz1/2| < R1/2 ⇒ ±z1/2 ∈ D
R,
√
R. Then,
since u1 + · · ·+ uν 6 1,
τ ∈ D
R
+,R ⇒
(
ε1u
1/2
1 sin θ1τ
1/2, . . . , ενu
1/2
ν sin θντ
1/2, uν+1τ
) ∈ D
R
ν ,
√
R×DR+,R.
Then the analyticity of the function a onD
R
ν ,
√
R×DR+,R implies the analyticity
of the function bˆ on D
R
+,R. The function a satisfies (6.1), thus the function
bˆ satisfies (6.2) (we use in particular that the space NˆR,K is invariant under
uˆ 7→ ∂τ uˆ, τ uˆ). Let us assume that the function a satifies (6.4). Then, since
τ ∈ Sκ′ ⇒
(
ε1u
1/2
1 sin θ1τ
1/2, . . . , ενu
1/2
ν sin θντ
1/2, uν+1τ
) ∈ D
R
ν ,
√
κ′ × Sκ′ ,
the function bˆ is analytic on Sκ′ . Moreover bˆ satisfies (6.5). This proves Propo-
sition 6.3.
7 Proofs of Proposition 2.2 and Theorem 2.3
7.1 Proof of Proposition 2.2
By (2.2), one can use Proposition 4.10. Then, by (4.27),
〈
y|e− thH |x〉 = h−ν/2e−φ(t,x,y)/h × ( ν∏
υ=1
ω
1/2
υ√
4π sh1/2(ωυt)
)
ew(t,x,y,h).
By (2.2), one can use Proposition 5.3. This proves Proposition 2.2.
7.2 Proof of Theorem 2.3
Without loss of generality, one can assume c(0) = 0. Then ΘconjH = ΘH . Let u
be the solution of (4.8). For t, h > 0, one has (see Remark 4.4)
ΘH(t, h) =
∫
R
ν
u(t, x, x, h)dx.
By Proposition 4.10, there exist φ ∈ C0(]0, T [,A(D2
R
ν ,1)
)
and
w ∈ C0(]0, T [,A(D2
R
ν ,1 ×C+)
)
such that
u(t, x, x, h) := (4πh)−ν/2
ν∏
υ=1
( ωυ
sh(ωυt)
)1/2
× exp
(
− 1
h
φ|y=x
)
× exp(w|y=x).
39
By Proposition 5.2, there exists Λ ∈ C0(]0, T [,A
C
ν (D
R
ν ,1)
)
, such that φ
∣∣
y=x
=
θ2(t, x) where θ(t, x) := Dωϕ(t, x), ϕ(t, x) := x + Λ(t, x) (see (5.4) for the
definition of the matrix Dω). By Proposition 5.3, there exist κ > 0 and a
function Ŵ ∈ C0(]0, T [,A(D
R
ν ,1/2 × Sκ)
)
(choose Ŵ (t, x, σ) := Wˆ (t, x, x, σ))
such that
exp
(
w|y=x
)
=
∫ +∞
0
e−σ/hŴ (t, x, σ)
dσ
h
.
Therefore
ΘH(t, h) =
ν∏
υ=1
( ωυ
4π sh(ωυt)
)1/2
×
∫
R
ν
∫ +∞
0
e−
(
θ2(t,x)+σ
)
/h
Ŵ (t, x, σ)
dνxdσ
h1+ν/2
.
Since the assertion 1 of Proposition 5.2 is satisfied, one can use a parameter-
dependent version of Proposition 8.3 (see Appendix). Therefore ϕ(t, ·)|
R
ν and
θ(t, ·)|
R
ν are global diffeomorphisms from Rν onto Rν . Then
ΘH(t, h) =
∫
R
ν
∫ +∞
0
e−(y
2+σ)/ha(t, y, σ)
dνydσ
h1+ν/2
.
where
a(t, y, σ) := ǫ
ν∏
υ=1
( ωυ
4π sh(ωυt)
)1/2
×
Ŵ
(
t,
(
θ(t, ·)|
R
ν
)−1
(y), σ
)
det
((
∂xθ(t, ·)
) ◦ (θ(t, ·)|
R
ν
)−1
(y)
)
and ǫ is the sign of the above determinant. By Proposition 8.3, (ϕ(t, ·)|
R
ν )−1
maps D
R
ν ,1/2 into DRν ,1. By (5.6)
sup
(t,x)∈]0,T [×D
R
ν,1
∣∣ det(∂xϕ(t, x))∣∣−1 <∞.
Moreover (5.22) holds. Let T0 ∈]0, T [. Since θ(t, x) = Dωϕ(t, x), there exists
κ′, C′,K ′ > 0 such that a ∈ C0(]T0, T [,A(D
R
ν ,
√
κ′ × Sκ′)
)
and, for every t ∈
]T0, T [,
∀(y, σ) ∈ D
R
ν ,
√
κ′ × Sκ′ , |a(t, y, σ)| 6 C′eK
′|σ|1/2
(notice that, since the matrix Dω vanishes for t = 0, κ
′ goes to 0 and C′ goes to
∞ when T0 goes to 0). By a parameter-dependent version of Proposition 6.3,
since the function a(t, ·) satisfies (6.4), one gets (2.9) and (2.10). This proves
Theorem 2.3.
8 Appendix A
Here is a statement about a non-negativity property which is useful when the
tree graph equality is considered. Such a result is well known (see [A-R, Th.IV-
5]).
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Lemma 8.1 Let I be a non-empty finite set. Let M := (Mj,k)j,k∈I be a real
symmetric non-negative2 matrix. Let (uj,k)j,k∈I be a symmetric matrix with
coefficients in [0,+∞[ such that, for every j, k ∈ I, j 6= k,

minℓ∈I uℓ,ℓ > uj,k
∀q ∈ I − {j, k}, uj,k > min(uj,q, uk,q)
. (8.1)
Let Mu be the matrix defined by
Muj,k = uj,kMj,k.
Then the matrix Mu is symmetric non-negative.
Proof We prove the lemma by induction on |I|. The statement is straightfor-
ward if |I| 6 2. Let us assume the lemma is proved for |I| < n and let I be a
subset such that |I| = n. Let umin = minj,k∈I uj,k. Let I be the set containing
every pair (I1, I2) such that ∅ 6= I1 ⊂ I, ∅ 6= I2 ⊂ I, I1 ∩ I2 = ∅ and
∀i1 ∈ I1, ∀i2 ∈ I2, ui1,i2 = umin. (8.2)
Let (I1, I2) ∈ I be such that |I1|+|I2| is maximal. Let us assume that I1∪I2 6= I.
Let j ∈ I − I1 ∪ I2. Then there exist i1 ∈ I1 and i2 ∈ I2 such that ui1,j > umin
and ui2,j > umin. Then, by (8.1)
ui1,i2 > min(ui1,j, ui2,j) > umin
which contradicts (8.2). Thus I1 ⊔ I2 = I. Let vj,k := uj,k − umin. Then
Muj,k = uminMj,k + 1j,k∈I1vj,kMj,k + 1j,k∈I2vj,kMj,k.
(8.1) always holds if the coefficients uj,k are replaced by the coefficients vj,k and
the set I is replaced by some subset. Then the matrices (vj,kMj,k)j,k∈I1 and
(vj,kMj,k)j,k∈I2 are symmetric non-negative. Then, by the above decomposition,
the matrix Mu is symmetric non-negative. 
For the reader’s convenience we now verify the Borel summability of the
exponential of a Borel summable expansion in the setting of the paper. The
fact that Borel summability is preserved by composition with analytic functions
is well known in similar settings.
Proposition 8.2 Let U ⊂ C be an open convex neighbourhood of R+. Let
K2 > 0. Then there exist K1,K > 0 satisfying the following property. For
every analytic function aˆ on U such that
max
(|aˆ(0)|, sup
σ∈U
|aˆ′(σ)|) 6 K2
there exists an analytic function bˆ on U satisfying
2Non-negativity means
∑
j,k∈I Mj,kxjxk > 0 for every (xj)j∈I ∈ R
I .
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1. for every σ ∈ U
|bˆ(σ)| 6 K1eK|σ|1/2 ,
2. for every h ∈ C+
exp
(∫ +∞
0
e−σ/haˆ(σ)
dσ
h
)
=
∫ +∞
0
e−σ/hbˆ(σ)
dσ
h
.
Proof Let h ∈ C+. By integration by parts,∫ +∞
0
e−σ/haˆ(σ)
dσ
h
= aˆ(0) +
∫ +∞
0
e−σ/haˆ′(σ)dσ.
Then
exp
(∫ +∞
0
e−σ/haˆ(σ)
dσ
t
)
= eaˆ(0)
(
1 +
∑
n>1
1
n!
An(h)
)
(8.3)
where
An(h) :=
(∫ +∞
0
e−σ/haˆ′(σ)dσ
)n
=
∫ +∞
0
e−σ/h(aˆ′)∗,n(σ)dσ
where
(aˆ′)∗,n(σ) := (aˆ′ ∗ · · · ∗ aˆ′)(σ) (n times)
=
∫
σ1+···+σn=σ
aˆ′(σ1) · · · aˆ′(σn)dσ2 · · · dσn
(see (6.7) for the definition of ∗). Let
Aˆn(σ) :=
∫ σ
0
(aˆ′)∗,n(σ′)dσ′
= σn
∫
u1+···+un61
aˆ′(u1σ) · · · aˆ′(unσ)du1 · · · dun.
Then, for σ ∈ U , ∣∣Aˆn(σ)∣∣ 6 Kn2
n!
|σ|n
and, by integration by parts,
An(h) =
∫ +∞
0
e−σ/hAˆn(σ)
dσ
h
. (8.4)
Let bˆ be the analytic function on U defined by
bˆ(σ) = eaˆ(0)
(
1 +
∑
n>1
1
n!
Aˆn(σ)
)
.
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Then
|bˆ(σ)| 6 ∣∣eaˆ(0)∣∣∑
n>0
1
n!
1
n!
Kn2 |σ|n
6 eK2
∑
n>0
1
(2n)!
(
2K
1/2
2 |σ|1/2
)2n
6 eK2 exp
(
2K
1/2
2 |σ|1/2
)
.
Hence the function bˆ satisfies the assertion 1. By (8.3) and (8.4),
exp
(∫ +∞
0
e−σ/haˆ(σ)
dσ
h
)
= eaˆ(0)
∫ +∞
0
e−σ/h
(
1 +
∑
n>1
1
n!
Aˆn(σ)
)dσ
h
=
∫ +∞
0
e−σ/hbˆ(σ)
dσ
h
.
and the assertion 2 is also satisfied. 
We also use in the paper the following result.
Proposition 8.3 Let r > 0. Let Λ : D
R
ν ,r −→ Cν be an analytic function
such that
1. the function Λ|
R
ν is Rν-valued,
2. the matrix ∂xΛ(x) :=
(
∂x1Λ(x), . . . , ∂xνΛ(x)
)
satisfies
M := sup
x∈D
R
ν,r
|∂xΛ(x)| < 1. (8.5)
Let ϕ ∈ A
C
ν
(
D
R
ν ,r
)
be defined by ϕ(x) = x+Λ(x). Then ϕ|
R
ν is a global
diffeomorphism from Rν onto Rν . Moreover (ϕ|
R
ν )−1 admits an analytic
continuation3 on D
R
ν ,r(1−M) and
(ϕ|
R
ν )−1
(
D
R
ν ,r(1−M)
) ⊂ D
R
ν ,r.
Proof By (8.5), ϕ is a local diffeomorphism. Let us prove that ϕ is injective.
Let x1, x2 ∈ DRν ,r. Then
ϕ(x2)− ϕ(x1) =
(
Id+A(x1, x2)
)
(x2 − x1) (8.6)
where
A(x1, x2) :=
∫ 1
0
(∂zΛ)(z)|z=x1+u(x2−x1)du.
But the matrix Id+A(x1, x2) is invertible since
|A(x1, x2)| 6
∫ 1
0
|∂zΛ(z)||z=x1+u(x2−x1)du 6M < 1.
3we choose the same notation for this continuation.
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Then, by (8.6), ϕ is injective.
Let x0 ∈ Rν and let y0 = ϕ(x0). Let R > 0 and let (x, y) ∈ B(x0, r) ×
B(y0, R). One has
y = ϕ(x)⇔ y−y0 = ϕ(x)−ϕ(x0)⇔ (Id+A(x0, x))−1(y−y0) = (x−x0). (8.7)
Let us assume that
1
1−M ×R < r.
Let ρ ∈] R1−M , r[. Then x 7−→ x0 + (Id+A(x0, x))−1(y − y0) maps B(x0, ρ)
into B(x0, ρ) and has a fixed point by the Brouwer theorem since B(x0, ρ) is
compact and convex. Therefore, for every y ∈ B(y0, R), there exists x ∈ B(x0, ρ)
satisfying (8.7). Then
∀x0 ∈ Rν , B
(
ϕ(x0), r(1 −M)
) ⊂ ϕ(B(x0, r)).
The above inclusion holds if B(z, ε) denotes the real or complex ball of center z ∈
R
ν and radius ε > 0. In particular, ϕ|
R
ν is an open and closed map. Therefore
ϕ|
R
ν (Rν) = Rν . Since ϕ|
R
ν is injective, ϕ|
R
ν is a global diffeomorphism from
R
ν onto Rν . Moreover⋃
x0∈Rν
B
(
ϕ(x0), r(1 −M)
) ⊂ ⋃
x0∈Rν
ϕ
(
B(x0, r)
)
.
Then
D
R
ν ,r(1−M) ⊂ ϕ
(
D
R
ν ,r
)
.
Therefore (ϕ|
R
ν )−1 admits an analytic continuation on D
R
ν ,r(1−M) and
(ϕ|
R
ν )−1
(
D
R
ν ,r(1−M)
) ⊂ D
R
ν ,r.

9 Appendix B
In this section we propose an interpretation of the tools used in Section 6 with
respect to standard Borel summation concepts.
9.1 Gaussian integrals
For θ ∈]0, π[ and R > 0, let
C≺,θ :=
{
reiϕ ∈ C|r > 0, ϕ ∈]− θ, θ[}
CR,≺,θ :=
{
reiϕ ∈ C|r ∈]0, R[, ϕ ∈]− θ, θ[},
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Definition 9.1 Let α ∈]0, 2[. We say that
• A function f satisfies Pwat,α if and only there exists ε, κ, ρ,K > 0 such
that
− f is analytic on Cρα,≺,α(π
2
+ε),
− there exist a0, a1, . . . ∈ C, R0, R1, . . . analytic functions on Cρα,≺,α(π
2
+ε)
such that, for every r > 0, for every x ∈ Cρα,≺,α(π
2
+ε),
f(x) = a0 + · · ·+ ar−1xr−1 +Rr(x), (9.1)
− for every r > 0 and x ∈ Cρα,≺,α(π
2
+ε),
|Rr(x)| 6 K Γ(1 + αr)
καr
|x|r. (9.2)
• A function fˆ satisfies Pˆwat,α if and only if there exists ε, κ, ρ,K > 0 such
that
− fˆ is analytic on Dκα ∪ C≺,αε,
− for every ξ ∈ Dκα ∪ C≺,αε
|fˆ(ξ)| 6 Ke |ξ|
1/α
ρ . (9.3)
One has (Watson’s lemma)
Theorem 9.2 Let α ∈]0, 2[.
• If f verifies Pwat,α, then
fˆ(ξ) :=
∞∑
r=0
arξ
r
Γ(1 + αr)
(9.4)
admits an analytic continuation which verifies Pˆwat,α.
• If fˆ verifies Pˆwat,α, then
f(x) :=
∫ +∞
0
fˆ(ξ)e
− ξ1/α
x1/α dξ
( ξ1/α
x1/α
)
=
∫ +∞
0
fˆ(xζα)e−ζdζ (9.5)
verifies Pwat,α.
• fˆ given by (9.4) is called the α-Borel transform of f . f given by (9.5)
is called the α-Laplace transform of fˆ . These two transforms are inverse
each to other.
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We say that a function f satisfying Pwat,α is 1α -R+-summable. The notion
of 1α -summability is related to the notion of critical time and celeration’s theory
[Bals, E3, Ma-Ra]. Notice that two different indices α, α′ may yield two different
notions of Borel-summability [Lo].
Let ε, κ, ρ,K > 0. Let f be an analytic function on
U := Cρ1/2,≺, 1
2
(π
2
+ε) ∪ eiπCρ1/2,≺, 1
2
(π
2
+ε)
satisfying (9.1) and (9.2) for α = 12 and x ∈ U . For s ∈ Cρ,≺,π2 +ε, let us define
fev(s) =
1
2
(
f(s1/2) + f(−s1/2)),
fodd(s) =
s1/2
2
(
f(s1/2)− f(−s1/2)).
Then the functions fev and fodd are 1-R
+-summable and one can easily describe
the 12 -R
+-summable function f with the help of the 1-R+-summable functions
fev and fodd since
f(x) = fev(x
2) +
1
x
fodd(x
2).
Of course, this process does not hold for an arbitrary 12 -R
+-summable function.
Let us now consider what happens in the Borel plane. By Theorem 9.2, there
exists a function fˆ satisfying Pˆwat,1/2 such that
f(x) =
∫ +∞
0
fˆ(ξ)e−
ξ2
x2 dξ
( ξ2
x2
)
=
∫ +∞
0
fˆ(xξ)e−ξ
2
dξ(ξ
2).
By the properties of the function f , there exist ε, κ, ρ,K > 0 such that the
function fˆ is analytic on Dκ1/2 ∪ C≺, 1
2
ε ∪ eiπC≺, 1
2
ε and satisfies (9.3) on Dκ1/2 ∪
C≺, 1
2
ε∪eiπC≺, 1
2
ε. Let fˆev and fˆodd be the analytic functions defined on Dκ∪C≺,ε
by
fˆev(ζ) :=
1
2
(
fˆ(ζ1/2) + fˆ(−ζ1/2)),
fˆodd(ζ) := ζ
1/2
(
fˆ(ζ1/2)− fˆ(−ζ1/2)).
Then
fˆ(ξ) = fˆev(ξ
2) +
1
2ξ
fˆodd(ξ
2)
and
fev(s) =
∫ +∞
0
fˆev(ζ)e
− ζs dζ
s
,
fodd(s) =
∫ +∞
0
fˆodd(ξ
2)e−
ξ2
s
dξ
s1/2
. (9.6)
In the last expression, we recognize the integral occuring in Proposition 6.5.
Then Proposition 6.5 allows one to express the integral in (9.6) as a standard
Laplace transform: the function fodd is 1-R
+-Borel summable.
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9.2 A remark about hypergeometric vection transforms
In this section, we do not give rigorous statements for the sake of conciseness.
Here we consider the following choice for the Laplace and the Borel transform.
If fˆ is a function of a complex variable ζ, we denote
Lfˆ(x) =
∫ +∞
0
fˆ(ζ)e−
ζ
x dζ.
Let σ ∈]0,+∞[. Then the Borel transform B, which is the inverse transform of
L, satisfies
B(xσ)(ζ) = ζ
σ−1
Γ(σ)
.
With this choice, the pointwise product is mapped on the natural convolution
product defined by (6.7). Let γ ∈]0, 1[. Let
bˆ(ζ) :=
∑
n>0
bˆnζ
n.
Then
b(x) := L(bˆ)(ζ) =
∑
n>0
Γ(n+ 1)bˆnx
n+1
and
b(x) = x1−γ ×
∑
n>0
Γ(n+ 1)bˆnx
n+γ . (9.7)
Then
bˆ(ζ) = B(x1−γ)(ζ) ∗
(∑
n>0
Γ(n+ 1)bˆn
Γ(n+ γ)
ζn+γ−1
)
.
This induces a natural factorization:
bˆ(ζ) = B(x1−γ)(ζ) ∗
(
B(xγ)(ζ) × aˆ(ζ)
)
where
aˆ(ζ) :=
∑
n>0
Γ(γ)Γ(n+ 1)
Γ(n+ γ)
bˆnζ
n.
Notice that
HVγ→1(aˆ)(ζ) = B(x1−γ)(ζ) ∗
(
B(xγ)(ζ) × aˆ(ζ)
)
.
Then the content of Proposition 6.6 is related to the factorization (9.7). Notice
also that, for every n ∈ N,
HVγ→1(ζn) = Γ(n+ γ)
Γ(γ)Γ(n+ 1)
ζn
=
(γ)n
n!
ζn
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where
(γ)n := γ(γ + 1) · · · (γ + n− 1).
Let a, b, c ∈]0, 1[. Then hypergeometric vection transforms give, for instance,
the following decomposition of the standard hypergeometric function 2F1
2F1(a, b; c; z) :=
∑
n>0
(a)n(b)n
(c)n
zn
n!
= HVa→1 ◦ HVb→1 ◦ HV1→c
( 1
1− z
)
.
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