We present a nonparametric Bayesian joint model for multivariate continuous and sign. We show that accounting for the missing data changes some conclusions about the comparability of the distributions in the two datasets. We also perform an extensive repeated sampling simulation using similar data from complete cases in an existing SIPP panel, comparing our proposed model to a default application of multiple imputation by chained equations. Imputations based on the proposed model tend to have better repeated sampling properties than the default application of chained equations in this realistic setting.
tuning by the analyst. We apply the model to impute missing values due to item nonresponse in an evaluation of the redesign of the Survey of Income and Program Participation (SIPP). The goal is to compare estimates from a field test with the new design to estimates from selected individuals from a panel collected under the old design. We show that accounting for the missing data changes some conclusions about the comparability of the distributions in the two datasets. We also perform an extensive repeated sampling simulation using similar data from complete cases in an existing SIPP panel, comparing our proposed model to a default application of multiple imputation by chained equations. Imputations based on the proposed model tend to have better repeated sampling properties than the default application of chained equations in this realistic setting.
Introduction
The Survey of Income and Program Participation (SIPP) is the largest government survey of people on public assistance in the United States. It includes longitudinal data on income, labor force information, participation and eligibility for governmental assistance programs, and general demographic characteristics for individuals on public assistance; as such, it is used by a broad community of researchers and policy-makers [Kinney and Reiter, 2010] . In 2014, the Census Bureau redesigned the SIPP to utilize a longer reference period (twelve months, instead of four) and a new instrument that incorporates an event history calendar [Moore et al., 2009] . The Census Bureau made these changes with the hope of reducing costs and respondent burden while improving accuracy.
To evaluate the redesign, the Census Bureau conducted a field test by giving the new survey to a non-overlapping sample of individuals drawn from the same frame used to construct the 2008 production SIPP panel. The field test was restricted to individuals in low income strata in 20 states. The Census Bureau also constructed a comparison dataset from the production SIPP panel comprising individuals from the same strata and states, with the intention of assessing whether or not the change in collection instruments resulted in different distributions of key variables. Additional details are available in U.S. Census Bureau [2013] . Unsurprisingly, the data from the field test suffered from item nonresponse, as did the data from the production SIPP. For example, among the sampled field test individuals, approximately 16% are missing employment status and, for those who reported participation in the Supplemental Nutrition Assistance Program (SNAP), approximately 59% are missing the benefit amounts. Unless the missing data mechanisms are identical in both datasets, e.g., the missing values are missing completely at random [Rubin, 1976] , comparisons of available case analyses may result in inaccurate conclusions about where estimates from the old and new designs differ.
Given the objective of comparing two datasets on many analyses, a sensible approach is to create and utilize multiply-imputed versions [Rubin, 1987] of each sample. In multiple imputation (MI) the imputer repeatedly samples values of the missing data from their predictive distribution under an appropriate model to create m > 1 completed datasets. The analyst then computes point and variance estimates in each of the m datasets, and combines them using straightforward rules [Rubin, 1987, Reiter and Raghunathan, 2007] . These rules allow the analyst to account for uncertainty due to the missing data when making inferences.
The SIPP data have distributional features that are challenging to capture with imputation based on standard (semi-)parametric models. For example, some continuous variables have different variances and skewness at different combinations of the categorical variables, and the categorical variables have complex dependencies. Thus, it is desirable to use imputation models that can capture such features in each dataset with minimal tuning.
In this article, we introduce a nonparametric Bayesian joint model for mixed continuous and categorical data suitable for use as a flexible, fully coherent multiple imputation engine.
The basic idea is to fuse two Dirichlet Process (DP) mixtures: a mixture of multinomial distributions (for the categorical data) and a mixture of multivariate normal regressions (for the continuous data, conditionally on the categorical variables). We model dependence be-tween the categorical and continuous variables by (i) specifying the means of the normal distributions as component-specific functions of the categorical variables, and (ii) inducing dependence in the separate component assignments via a hierarchical model. As we illustrate, the model includes local dependence-i.e., dependence among variables within mixture components-between the categorical and continuous data; thus, we call it a hierarchically coupled mixture model with local dependence (HCMM-LD). Local dependence allows the model to more efficiently capture complex dependence structure in observed variables.
This ability to capture complex dependence, as well as conform to different distributional shapes, is attractive for multiple imputation contexts, as it helps the imputer to preserve structure in the data that he or she may not have anticipated but may be important to analysts. Mixture models have been suggested previously for multiple imputation of missing categorical data [e.g., Vermunt et al., 2008 , Gebregziabher and DeSantis, 2010 , Si and Reiter, 2013 , Manrique-Vallier and Reiter, 2014b ,a, Si et al., 2014 and missing continuous data [e.g., Böhning et al., 2007 , Elliott and Stettler, 2007 , Kim et al., 2014 . To our knowledge, mixture models have not been used to impute mixed categorical and continuous data.
The remainder of the article proceeds as follows. In Section 2, we illustrate some of the complex distributional features of the variables in the SIPP, and we discuss how existing multiple imputation routines could struggle to capture such features. In Section 3, we introduce the HCMM-LD including specification of prior distributions, and discuss related nonparametric Bayesian models. In Section 4, we present results of a repeated sampling simulation using complete cases from an existing SIPP panel, illustrating the potential for improved performance of multiple imputation using the HCMM-LD over a default application of MI by chained equations [Raghunathan et al., 2001, Van Buuren and Oudshoorn, 1999] .
In Section 5, we apply the HCMM-LD to multiply-impute missing values in the field test data as well as the representative subsample of the production SIPP. Some conclusions about the comparability of the two designs change after accounting for the missing data. Finally, in Section 6, we conclude with a discussion of extensions and future work. plots of (log) total earnings by usual hours worked and education level. The distribution of income varies across levels of the discrete variables. The earnings distribution is skewed right when usual hours ≤ 10, whereas it eventually becomes slightly skewed left as the number of hours increases. In the first three panels, increasing education level is associated with increased dispersion in the distribution of log earnings. In the last panel, increased education is primarily associated with a location shift in earnings. There is also evidence of higher-order dependence in the distributions of the categorical variables. Table 1 shows analysis of deviance tables for one, two, and three way loglinear models fit to a few subsets of the categorical variables. All indicate some evidence of interactions.
Given these complex distributional features, what sort of models might one use for imputation of missing values? One possible approach is to use a general location model [Olkin and Tate, 1961 , Little and Schluchter, 1985 , Schafer, 1997 . For continuous variables Y and discrete variables X, the general location model assumes that ( and X ∼ π with π ∼ Dir(α); see also Liu and Rubin [1998] Table 1 suggests that it would be easy to miss key interactions when selecting the loglinear constraints. Thus, the general location model seems overly restrictive for the SIPP data.
An alternative approach is to specify a sequence of univariate models for each variable subject to missingness conditional on subsets of the other variables, e.g., impute a from
, and impute c from f (c | a, b). This is known as the "chained equations" or "fully-conditional" approach [Raghunathan et al., 2001, Van Buuren and Oudshoorn, 1999] . While multiple imputation by chained equations (MICE) approaches have proven to be quite useful for many datasets, they can be challenging to use effectively for data with complex dependence like the SIPP. For example, typical applications of MICE use multinomial logistic regressions for the categorical variables. Relationships between an outcome and the remaining predictors may be nonlinear and involve interaction effects; these can be difficult to find when the data have more than a handful of variables (that may also be subject to missingness). Similar challenges arise when specifying models for continuous data, even with semiparametric extensions like predictive mean matching [Little, 1988] . Additionally, the selected conditional models may be incompatible; that is, there may not be any joint model with the specified conditionals [Liu et al., 2014] . This may result in imputation procedures with undesirable theoretical properties [Si and Reiter, 2013] .
A third and related approach is to specify a coherent joint distribution as a sequence of conditional models [Lipsitz and Ibrahim, 1996 , Ibrahim et al., 1999 , 2005 , for example 
The HCMM-LD for Imputing Mixed Data
As we noted in Section 1, mixture models have proven valuable for imputing multivariate missing data that are strictly continuous or categorical. The HCMM-LD leverages existing mixture models for strictly continuous or categorical data, fusing them together in a hierarchical model. Thus, we begin with a brief summary of these existing mixture models, followed by a discussion of the shortcomings of various "intuitive" ways to combine them.
We present the HCMM-LD beginning in Section 3.1.1.
For imputing multivariate continuous data, Kim et al. [2014] use a truncated Dirichlet process (DP) mixture of normal distributions.
the mixture component index for record i. This model assumes that
The prior distribution for
is a truncated version of the stick-breaking construction for the DP [Sethuraman, 1994] , introduced in Ishwaran and James [2001] :
For imputing multivariate categorical data, Si and Reiter [2013] 
sx ij . This model assumes that
where, for each 1
) is a probability vector. The prior on Pr(H (X ) i = s) is another truncated stick breaking process:
Given their success as imputation engines, it seems promising to fuse these two models into a coherent joint distribution and MI engine for mixed data. One approach is to assume the variables arise as in (1) and (4) with shared components H
This model makes strong local independence assumptions, namely that Y ⊥ ⊥ X | H. This puts a significant burden on the mixture components. They must simultaneously capture non-normality in the distribution of Y , dependence between Y and X, and dependence within X. Doing so typically requires a large number of components and a commensurate amount of data. For example, since X is categorical the true mean function can be written This burden can be alleviated somewhat by allowing the means to depend on X as in the general location model, e.g., µ h (x) = D(x)B h , with D encoding main effects and possibly interactions. However, when p > q as is common in survey data, the number of components required to adequately model dependence in X tends to be much larger than that required to model Y , particularly since this model allows for local dependence in Y (through the covariance matrices) but not in X.
An alternative approach is to use separate component indices and independent prior distributions for Pr(H
This model enforces restrictive assumptions about the relationship between Y and X. For example, we would have
, so that the model is unable to capture interactions not already coded in D(X).
To construct the HCMM-LD, we use (8) and (9) as the data models. However, rather than choose between common components or independent components, we use a hierarchical prior distribution that maintains the desirable features of both, while incorporating new forms of local dependence. We now outline this hierarchical prior distribution for (H
Hierarchical prior for component indexes
Here each φ
and φ
are probability vectors.
Both are assigned independent truncated stick breaking priors.
Marginalizing over Z gives Pr(H
zr , inducing dependence between the latent component membership indicators.
The top-level mixture probabilities λ = (λ 1 , λ 2 , . . . , λ k (Z) ) are also assigned a truncated stick breaking process:
Banerjee et al. [2013] establish that as (
) all approach ∞, this is a well-defined prior distribution, which they call an infinite tensor factorization (ITF) prior. We assign α, β (X ) , and β (Y) independent Gamma prior distributions with shape and rate parameters equal to 0.5. A convenient strategy for choosing the truncation levels (
to pick moderate initial values, increasing them if the number of occupied components approaches its upper bound. Appropriate values will depend on the dataset; for all the models fit in this paper we take k (Z) = 15, k (X ) = 90, and k (Y) = 60, which we found to be conservative.
Data model priors
We next specify prior distributions for the parameters in (8) and (9). For each ψ
s , we use independent Dirichlet distributions,
Reasonable default choices for the hyperparameters include setting γ
. Both represent relatively vague information about the withincomponent probabilities. In practice, we find that posterior predictive distributions are usually insensitive to this choice and we use the latter going forward.
For the parameters in each Y -component, we use hierarchical normal-inverse Wishart priors. The hierarchical priors are an alternative to more restrictive models, recognizing that many components will have a relatively small number of data points and that elements of B r in particular may be poorly estimated. We have
Here, M atN (M, Φ, Σ) is the matrix normal distribution, i.e. the distribution of the p
. We assume that
. . , 1/τ q ), and assign τ 1 , . . . τ q independent G(0.5, 0.5) priors. In applications we find the posterior predictive distributions to be insensitive to this choice. To complete the hyperprior, we use the fact that E(Σ h ) = 
Properties of the HCMM-LD
Marginally, X has a latent class model, which can capture any multivariate categorical distribution (with sufficiently large k (X ) ), unlike unsaturated loglinear models. Conditional on Y = y, X still follows a latent class model but with class probabilities that are functions of y. The conditional distribution of Y for any cell of the X table is a mixture of multivariate
where (10) - (11) implies that the HCMM-LD is a "mixture of mixture models."
For any z, (X | Z = z) follows a DP-MPMN model as in Dunson and Xing [2009] . The distribution of (Y | X, Z = z) is nearly the ANOVA-DDP model introduced by De Iorio et al.
[ 2004] , except that we relax their common covariance assumption with the hierarchical prior.
From (19), we see that within top-level components Z we have local dependence within X, as well as between X and Y (and within
differ only in their respective lower-level stick breaking weights, (φ
z ), and not in the lower-level parameters ({(B r , Σ r )} and ψ s ). This is a parsimonious choice, somewhat akin to assuming common covariance structures across components in normal mixture models (but much more flexible). Dunson and Bhattacharya [2011] extended Dunson and Xing [2009] 's DP-MPMN to mixed data by assuming fully factorized (product) kernels in a DP mixture. However, the authors note that when the number of variables grows the number of clusters must also grow to accommodate the dependence in the joint distribution. Again, this is due to the local independence assumptions of the latent class or product kernel formulation, which forces all the dependence to be represented through a single cluster index. The HCMM-LD is able to avoid such strong local independence assumptions.
Related work
A number of authors have proposed other joint mixture models that also include some limited local dependence, though typically as a way to induce prior distributions on condi-tional distributions of interest and not to construct a joint model. A common approach is to decompose the joint kernel into a conditional kernel for one variable given the others and a marginal product kernel for predictors [Shahbaba and Neal, 2009 , Molitor et al., 2010 , Hannah et al., 2011 . This formulation incorporates local dependence between predictors and the response but not within the predictors. The assumption of local independence between the predictors can lead to the same proliferation of clusters as in the latent class model; see Hannah et al. [2011] for some discussion of this phenomenon. Dunson and Bhattacharya [2011] suggest in their discussion that one might overcome the proliferation of clusters by instead coupling a series of mixture models through dependent cluster assignment. This was later implemented by Banerjee et al. [2013] , who introduce the ITF prior and use it to couple univariate mixture models for each variable. Wade et al. [2011] proposed the enriched DP, which is somewhat similar to the ITF in that it induces dependent cluster assignment. The enriched DP separates a joint distribution into a conditional and a marginal distribution, and assigns each each a DP prior distribution where the base measure for the conditional varies across the marginal. However, the enriched DP lacks the symmetry of the ITF, which makes it difficult to interpret the induced joint distribution and its margins. This is somewhat unappealing, since our partition into "X" and "Y" is essentially arbitrary. 
Repeated Sampling Simulation Studies
To evaluate the performance of HCMM-LD in multiple imputation, we conducted a repeated sampling simulation study on a constructed population taken from the first wave of the 2008 SIPP panel. We define the population as individuals who reported positive income from work during the reference period in Wave 1, excluding records with missing entries.
The constructed population consists of N =30,507 respondents. With guidance from Census Bureau researchers, we select the two continuous and eleven categorical variables displayed in Table 2 . We use a modest number of variables to make a large repeated sampling study more efficient while keeping the problem challenging. For example, the implied contingency table has over 7 million cells and is very sparse.
We create 500 datasets by taking simple random samples of size n = 6, 000. In each dataset, we make approximately 35% of values missing completely at random while ensuring that each dataset has about 500 complete cases. We then create M = 10 multiple imputations with the HCMM-LD model. We use the default prior distributions described in Section 3, after standardizing the continuous variables, and include main effects for each categorical variable in D(X). We estimate each HCMM-LD model using 200,000 MCMC iterations from the Gibbs sampler described in the supplemental material, discarding the first 100, 000
iterations and keeping the imputations from every 10, 000 th iteration thereafter. This is very conservative; examination of a handful of datasets suggested that these numbers could be reduced by at least half without impacting the results. In practice the imputer should carefully examine MCMC diagnostics of relevant identified parameters, such as marginal means, quantiles, and variances or covariances in the completed datasets. We ran the simulations in a heterogeneous cluster environment, so the run times varied. A mid-range year 2012 desktop can complete 10,000 iterations of the MCMC sampler in about 50 minutes. However, our implementation could be made much more efficient; we discuss scalability in Section 6.
In each incomplete dataset, we also implement multiple imputation via chained equations using the R package mice [Van Buuren and Groothuis-Oudshoorn, 2011]. Our goal is to compare default applications of the software to a default application of the HCMM-LD, so we did not alter any of the options to MICE other than to set M = 10. The default procedure imputes continuous variables via predictive mean matching [Little, 1988] and uses logistic regressions to impute discrete variables. Each conditional model includes a main effect for every other variable. After imputing the data with both procedures, we obtain MI inferences for a number of estimates using "Rubin's rules" [Rubin, 1987] . We computed completed-data estimates using the survey package in R [R Development Core Team, 2011 , Lumley, 2004 , which incorporates a finite population correction since n/N is non-trivial.
Results
We begin by examining the means of log monthly earnings by age (discretized into 10 year intervals except for < 18, 18 − 25, and 65+), sex and presence of own children. We restrict to cells in the table formed by the three categorical variables with expected counts of at least 30. We work on the log scale rather than with untransformed incomes, as the skewness of the income distribution makes normal approximations more likely to hold on the log scale. the HCMM-LD coverage rates are larger with shorter intervals. This suggests that the lack of coverage in the MICE imputations is due to bias, which is confirmed by Figure 3 . Overall, the range of bias under the HCMM-LD is much smaller than that for MICE.
A significant factor driving this difference is the complex relationship between age and income, which the MICE imputations evidently capture less effectively than the HCMM-LD imputations. Earnings tend to be lowest in the young (SIPP records earnings information on respondents 15 or older), increasing during working years and falling off again as those who can afford to retire do so. Additionally, the variance in earnings is low in the younger cohort, roughly stable through the working years, and increasing near and after retirement age. The bias also appears to be a function of sample size; for example, in 18-24 year olds the standardized bias of MICE is 4.2 SDs for men with children (449 cases) and 3.0 for women with children (564 cases), compared to 2.5 (0.4) for men (women) without their own children in the home (1,362 and 1,204 cases, respectively). Interactions also appear to be at play; the effect of having their own child in the home varies across the respondent's age, due in part to its high correlation with the age of the children, and across the sexes as well. For example, the population difference in log wages for 18-24 year old women is -0.159, whereas for 35-44 year old women it is -0.076. In men the population differences are -0.064 for 18-24 year olds and 0.232 for 35-44 year olds.
Regression Coefficients
Next we consider linear regressions of log earnings on age, sex, usual hours worked (recoded as < 30, 30-60, and 60+), and indicators for marriage and own child under 18 in the household. To begin we fit a model including an age squared term as well as two-and three-way interactions between sex, own child, and marital status. Figure 4 displays MI estimates of the coefficients and the average width of their confidence intervals. The HCMM-LD imputations again result in better repeated sampling properties. Including the squared term in age is challenging for both methods, since it tends to give high leverage to points at low and high age values and neither method has been modified to anticipate the nonlinear relationship.
Nonetheless, the HCMM-LD still offers over 50% coverage rates for the age coefficients and the intercept, whereas the coverage rate under MICE drops to zero. Figure 5 shows results from the same 3-way regression model without the age squared term. Coverage is generally improved for both methods. The HCMM-LD imputations tend to yield better coverage rates, particularly for the two way interactions. Under both methods the interactions are pulled toward zero, but more so with MICE compared to the HCMM-LD.
Finally, as a point of reference we also consider the regression with main effects only. We expect MICE to perform well here, since this is a submodel of the actual regression used in its predictive mean matching imputation. However, there is one case where the coverage rate for MICE drops to about 80%, compared to 95% for the HCMM-LD imputations. This is the coefficient for hours worked > 60. The lack of coverage appears to be due to the relatively small sample size of this group (807 in the population) and large effect (about 0.25 in this particular model), which combine to make predictive mean matching less effective.
The average point estimate from MICE is 0.17, compared to 0.25 from the HCMM-LD. The average width of confidence intervals is similar between the two. 
Conditional Frequencies
We also examine the quality of categorical imputations by estimating cell frequencies of categorical variables. We restrict to cases where E(n c ) × p ≥ 10 and E(n c )
where p is the true proportion and n c is the cell size in a simple random sample, to make the normal approximation more plausible. Figure 6 displays results from estimating the proportion of respondents with their own child under 18 in the home by sex, race and age.
The HCMM-LD based imputations perform better than MICE, for which some coverage rates drop all the way to zero. Coverage rates for the HCMM-LD never drop below 60% and are greater than those for MICE in every case but one. Figure 7 shows that MICE has very good or very poor coverage in large cells, consistent with the lack of coverage arising from misspecification bias. The HCMM-LD tends to have somewhat lower coverage in these larger cells than in the smaller cells, but not nearly to the extent of MICE. This is probably due to finite-sample bias; larger cells are more sensitive to finite sample bias since the complete data standard errors are smaller. This effect should improve in large samples. 
Evaluating the SIPP Redesign
We now evaluate the agreement between the data from the field test and the data from the constructed sample of the 2008 production SIPP panel. For brevity, we use SIPP to refer to the subset of the production panel and SIPP-EHC to refer to the data from the field test. We focus on a subset of the data, namely household heads in 2010 from the SIPP-EHC and a contemporaneous wave of the SIPP subsample. The sample sizes are 2,588 for the SIPP-EHC and 3,665 for SIPP. Previously, Census Bureau researchers compared completecase estimates from SIPP-EHC to those from production SIPP, and also to administrative records where available [U.S. Census Bureau, 2013] . However, most variables have missing values, and for some variables the missingness is substantial as evident in Table 3 .
Missing data rates are generally similar in SIPP and SIPP-EHC, but missing data patterns vary substantially between the two surveys. For example, Figure 8 shows density estimates of respondents' ages by whether their employment status is missing. In the SIPP sample, respondents with missing employment status are more likely to be younger, whereas in the SIPP-EHC they tend to be older. In each sample about 16% of respondents are missing their employment status, so it is unlikely that these differences are due to sampling variability. In neither case is employment status plausibly missing completely at random, so comparisons based solely on complete cases or pairwise deletion are unreliable.
To account for missing data, we generated a set of M = 8 completed datasets for SIPP and SIPP-EHC. We used the HCMM-LD with the variables in Table 3 , restricting the design vectors to main effects only as in the simulations of Section 4. We imputed the SIPP-EHC and SIPP separately to avoid biasing the comparisons. The continuous variables are in fact semi-continuous; that is, they have a spike at zero corresponding to the unemployed, nonhomeowners, or non-participants in SNAP. For these variables, we use an approach akin to the data augmentation used by Heeringa et al. [2002] : we decompose each of these variables into a binary indicator of a non-zero value and a continuous variable that is treated as missing anywhere the indicator is zero. Imputations for the original variable are constructed as the Table 3 : Variables used from field test and production panel, and their fractions of missing data. An * indicates that the missing data percentage is computed as a fraction of the units known to be in-universe; for example, the percentage reported for monthly earnings is the fraction of respondents who indicated employment during the reference period but did not report the earnings amount. These also correspond to the continuous variables; the remainder are discrete. We run the MCMC for 130,000 iterations, discarding the first 50,000 and saving a completed dataset every 10,000 th iteration thereafter. Standard MCMC diagnostics again suggest this is conservative. We compare the SIPP-EHC and SIPP on estimates of employment status, earnings, home value and SNAP benefit amounts, since these variables have significant fractions of missing data. We focus primarily on the effect that accounting for missing data has on comparing estimates from SIPP-EHC to the SIPP. Figure 9 displays estimates of the proportion of respondents who were employed at some point during the previous month, computed using the HCMM-LD MI procedure and also using only the cases with observed values. Compared to the complete case estimates, the MI estimate is about 1% higher for the SIPP and 1.5% lower for SIPP-EHC; hence, accounting for the missing data attenuates the apparent differences in the estimates. This attenuation is concordant with the differential age distributions of the cases with missing employment displayed in Figure 8 . Further, in SIPP-EHC individuals who report participating in SNAP of SNAP recipients are missing earnings data in SIPP-EHC, and earnings are one of the most important determinants of SNAP benefit amounts (the other is household size, which is completely observed). Although the rate of missing amounts in the production SIPP subsample is about the same, SIPP has a lower rate of missing income data among SNAP recipients (about 16% versus 25%) and a larger sample size (ranging from 893-901 across imputed datasets). These factors combine to allow for more precise imputed estimates of SNAP benefits in the production SIPP subsample. 
Results: The impacts of accounting for missing data

Comparison of SIPP-EHC and production SIPP
In their complete-case analyses, the Census Bureau researchers reported several notable differences between the SIPP-EHC and production SIPP data [U.S. Census Bureau, 2013] .
For variables with fairly low rates of item nonresponse (5% or less), of course, accounting for item nonresponse with MAR models is not likely to alter these conclusions. Our analyses of the variables with significant missingness suggest nuanced conclusions about comparability.
In particular, even after adjusting for item nonresponse, the SIPP-EHC respondents are more likely to report being employed during the previous month and also to report lower mean home values. Interestingly, Census Bureau researchers [U.S. Census Bureau, 2013] linked complete cases to administrative data and found that employment information was generally more accurate in SIPP-EHC than in SIPP (the administrative records were not available to us). Across the two samples, differences in earnings and mean SNAP benefits tend to be small relative to pooled standard errors, particularly for SNAP benefits where relying on complete cases appears to overestimate standard errors.
Despite being drawn from the same frame and weighted to the same population, the two data sources do exhibit some differences among completely observed variables. For example, in SIPP-EHC, 56.7% of the householders are female (SD 0.9%), compared to 60.3% (SD 0.8%) in the production SIPP subsample. In SIPP-EHC, the mean householder age is 47.8 (SD 0.34) compared to 50.4 (SD 0.29) in the production SIPP sample, and the quartiles show a similar difference of about 2 years. A number of factors may contribute to these differences; one candidate is differential attrition or unit nonresponse between SIPP and SIPP-EHC, which seems plausible given the substantial differences in their designs. The Census Bureau is continuing to examine possible sources for this discrepancy (personal communication).
Concluding Remarks
The repeated sampling simulation in Section 4 demonstrates that the HCMM-LD can serve as a reliable default multiple imputation engine. In fact, in the simulation it often outperformed a default implementation of MICE, which is representative of the most widely used imputation routines. Of course, both MICE and the HCMM-LD could be modified to incorporate dataset-specific prior knowledge -and this is good practice -but in our experience many data users rely on default procedures. We examined many other potential estimands in the simulation study. For many estimands the difference between default MICE and the HCMM-LD are modest, but for others the improvement under the model-based approach is substantial. We suspect that the performance gap will increase as the sample size grows, because the differences appear to be driven mostly by misspecification bias. Unlike default MICE, as a nonparametric Bayesian joint model the HCMM-LD has the potential to increase in complexity and capture additional features of the data.
We have not performed a systematic evaluation of the properties of the HCMM-LD in large sample, high-dimensional settings; this is an area for future research. We are optimistic about its potential. Computationally, fitting the HCMM-LD reduces to fitting a series of mixture and regression models. Computation time scales roughly linearly with sample size, dominated by the computation of likelihoods when resampling cluster indices (although of course larger samples will also require longer MCMC runs). These steps could be optimized to a much greater degree than in our existing code. Increasing the dimension of the categorical variables is clearly feasible; in an MPMN model Si and Reiter [2013] considered simulations with 50 categorical variables. Increasing the dimension of the continuous variables is more of a strain, as the computation required to impute missing continuous data and calculate likelihoods to sample component indices grows quickly in the dimension of the covariance matrices. Fitting large mixtures of multivariate normals is a well-studied problem, however, and a number of specialized, efficient algorithms exist to leverage parallel architectures to compute likelihoods. These would be straightforward to adapt to the HCMM-LD.
There are a number of interesting directions to extend the HCMM-LD. In contexts with fully observed data, it can be advantageous to condition on fully observed variables, such as design variables, so as not to spend model fitting capacities on modeling these variables.
Since the HCMM-LD is modular in nature, it is conceptually possible to incorporate such adaptations. Similarly, the modular nature suggests that it should be possible to adapt the model to incorporate other types of variables, such as counts or durations. Finally, the current model does not account for structural zeros in contingency tables (from impossible combinations or skip patterns), and linear restrictions among continuous variables. We expect that it should be possible to adapt the methods of Manrique-Vallier and Reiter [2014b,a] to handle structural zeros and of Kim et al. [2014] to handle linear constraints.
Adapting these approaches to mixed data, where constraints on continuous variables can depend on the values of categorical variables and vice-versa, is an active area of research.
Supplementary Materials
Posterior Inference for the HCMM-LD: Details the Gibbs sampler used for drawing samples from the posterior distribution of the model parameters and missing data (pdf).
Posterior Inference for the HCMM-LD
We draw samples from the posterior via a Gibbs sampling algorithm, which we outline below. Banerjee et al. [2013] describe an exact partially collapsed Gibbs sampler for ITF mixtures with k (Z) , k (X ) , k (Y) all equal to ∞ which could be adopted directly. However, in the paper we use a truncation approximation which is simpler to implement and quite accurate, where X i/j is the X−vector with the j th element removed, andx(j, c j ) is the vector with entries equal to X il for l = j and c j for l = j. If the number of categorical variables subject to missingness is relatively small then it may be feasible to update all the missing entries in X i in a block, which will lead to a better mixing chain when there are strong dependencies in the distribution of X. In practice we find this simpler update to work quite well, and is much more efficient computationally as the state space for the block update gets large rapidly as the number of missing variables increases.
• H • Concentration parameters: Let Z occ be the set of occupied top-level clusters (those with m z > 0), and let n occ = |Z occ |. Sample the concentration parameters from their gamma full conditionals:
.
In the paper we take a (X ) = a (Y) = b (X ) = b (Y) = 0.5
