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Abstract
Differential categories axiomatize the basics of differentiation and provide categorical mod-
els of differential linear logic. A differential category is said to have antiderivatives if a natural
transformation K, which all differential categories have, is a natural isomorphism. Differential
categories with antiderivatives come equipped with a canonical integration operator such that
generalizations of the Fundamental Theorems of Calculus hold. In this paper, we show that
Blute, Ehrhard, and Tasson’s differential category of convenient vector spaces has antideriva-
tives. To help prove this result, we show that a differential linear category – which is a differential
category with a monoidal coalgebra modality – has antiderivatives if and only if one can inte-
grate over the monoidal unit and such that the Fundamental Theorems of Calculus hold. As
well, we show that generalizations of the relational model (which are biproduct completions of
complete semirings) are also differential categories with antiderivatives.
Acknowledgements. The author would like to thank Kellogg College, the Clarendon Fund,
and the Oxford-Google DeepMind Graduate Scholarship for financial support.
1 Introduction
Differential categories were introduced by Blute, Cockett, and Seely [4] to provide categorical models
of differential linear logic [9]. As such, differential categories provide an algebraic axiomatization
of the basic foundations of differentiation. The coKleisli category of a differential category is a
Cartesian differential category [5], which axiomatizes the directional derivative and differential
calculus on Euclidean spaces, and also provides categorical models of the differential λ-calculus,
as introduced by Ehrhard and Regnier [10]. Differential categories now have a rich literature with
many interesting examples such as commutative algebras, C∞-rings, finiteness spaces, Rota-Baxter
algebras, Ko¨the spaces, etc. One particular examples with close ties to differential geometry is
Blute, Ehrhard, and Tasson’s differential category of convenient vector spaces [6].
Convenient vector spaces [18] have been used to study differential geometry on infinite dimen-
sional manifolds since convenient vector spaces have many desired and well-behaved properties.
In particular, the category of convenient vector spaces and smooth maps between them, CONsm,
is a Cartesian closed category [18, Theorem 3.12], unlike other categories related to differential
geometry such as the category of smooth manifolds. Furthermore, CONsm is isomorphic to the
coKleisli of a comonad on the category of convenient vector spaces and bounded linear maps, CON
[6, Theorem 6.3]. In fact, this comonad is a coalgebra modality which has the Seely isomorphisms
[6, Lemma 6.4] and a deriving transformation [6, Theorem 6.6]. Therefore CON is a differential
category, and as a consequence CONsm is a Cartesian differential category.
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In the conclusion of [6], Blute, Ehrhard, and Tasson state the following: “. . . a next fundamental
question is the logical/syntactic structure of integration. One would like an integral linear logic,
which would again treat integration as an inference rule. It should not be a surprise at this point
that convenient vector spaces are extremely well-behaved with respect to integration. The category
[of convenient vector spaces] will likely provide an excellent indicator of the appropriate structure.”
While such a categorical framework for integration has been developed, one has not yet gone back to
check that Blute, Ehrhard, and Tasson’s differential category of convenient vector spaces provides
a model of this integration.
The notion of integration in a differential category was first introduced by Ehrhard [9], while
an axiomatization of integration separate from differentiation was later developed by Cockett and
Lemay with the introduction of integral categories [8]. Somewhat analogue to differential categories,
the axioms of an integral category are the basic rules of integration which include that the integral
of constant function is a linear function and the Rota-Baxter rule [15], which is an expression of in-
tegration by parts using only integrals. The coKleisli category of appropriate integral categories are
known as Cartesian integral categories [7], axiomatizing integration with a more analytic approach.
Axiomatizing integration in this manner has also lead to studying the Fundamental Theorems of
Calculus – which relates differentiation and integration – in the differential category setting. A
calculus category [8, Definition 5.6] is a differential category which also an integral category and
such that the differential structure and integral structure are compatible in the sense of satisfying
the Fundamental Theorems of Calculus. In particular, the Fundamental Theorems of Calculus
link integrals to antiderivatives and vice-versa. This lead to the concept of a differential category
having antiderivatives [8, 9], which is a way of obtaining integral structure for differential structure.
Indeed, a differential category with antiderivatives is a calculus category. Explicitly, a differential
category is said to have antiderivatives 1 if a natural transformation K, which all differential cate-
gories have, is a natural isomorphism. The main goal of this paper is to show that Blute, Ehrhard,
and Tasson’s differential category of convenient vector spaces admits antiderivatives and therefore
admits an integral structure such that the Fundamental Theorems of Calculus hold.
To help us show that convenient vector spaces provide a differential category with antideriva-
tives, we will need to take a closer look at when differential linear categories have antiderivatives.
Indeed, if one were to charge head first into proving that K was an isomorphism, one would have
to deal with infinite dimensional convenient vector spaces and many technical analytic nuances.
However for differential categories with a monoidal coalgebra modality, which we call here a differ-
ential linear category, one can give a simple sufficient condition for having antiderivatives. It turns
out that it is sufficient to be able integrate over the monoidal unit and also check that the Second
Fundamental Theorem of Calculus holds (Theorem 3.8). This greatly simplifies showing that a
differential linear category has antiderivatives, as one only needs to work with the monoidal unit.
In the case of convenient vector spaces, the monoidal unit is the reals R – which is well behaved and
easy to work with. This result is somewhat surprising as it implies that to be able integrate and
obtain antiderivatives for arbitrary smooth maps: one only needs to understnad how to integrate
curves, which is a key concept in the theory of convenient vector spaces. For a convenient vector
space every smooth curve admits an antiderivative and also the Second Fundamental Theorem of
Calculus holds. This observation and Theorem 3.8 is essentially the proof that Blute, Ehrhard,
and Tasson’s differential category of convenient vector spaces admits antiderivatives (Section 6).
1in the Cockett and Lemay sense, which implies Ehrhard’s notion of having antiderivatives
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Furthermore as another application of Theorem 3.8, we are also able to show that generalizations of
the relational model (which are biproduct completions of complete semirings) are also differential
categories with antiderivatives (Section 5).
Main Results: The main technical result of this paper is the following:
Theorem 3.8 A differential linear category has antiderivatives if and only if for the monoidal unit
R there is a map sR : !R −→ !R such that sR and the deriving transformation dR : !R −→ !R satisfy
the Second Fundamental Theorem of Calculus, that is, sRdR + !(0) = 1!R.
The above theorem simplifies proving the main goal of this paper which is the following:
Theorem 6.7 CON, the category of convenient vector spaces and bounded linear maps between
them, is a differential linear category with antiderivatives.
Outline: We begin with Section 2 which provides a recap of differential categories with an-
tiderivatives. In Section 3 we study differential linear categories with antiderivatives and in partic-
ular prove Theorem 3.8, the main technical result of this paper. Sections 4, 5, and 6 are dedicated
to provide examples of differential linear categories with antiderivatives by applying Theorem 3.8.
In particular, Section 6 is dedicated to the main goal of this paper of showing that Blute, Ehrhard,
and Tasson’s differential category of convenient vector spaces has antiderivatives.
Conventions: In these notes, we will use diagrammatic order for composition: this means
that the composite map fg is the map which first does f then g. Also, to simplify working in a
symmetric monoidal category, we will instead work in a strict symmetric monoidal category [21],
that is, the unit and associativity isomorphisms are identities. For a symmetric monoidal category
we use ⊗ for the tensor product, R for the monoidal unit (where in particular A⊗R = A = R⊗A),
and σA,B : A⊗B −→ B ⊗A for the symmetry isomorphism.
2 Differential Categories with Antiderivatives
In this section we give a brief overview of differential categories with antiderivatives. We begin
by recalling the notion of coalgebra modalities (Definition 2.2), then review differential categories
(Definition 2.5), and finally discuss differential categories with antiderivatives (Definition 2.9) and
certain consequences of having antiderivatives (Proposition 2.11). In particular we also discuss the
natural transformations K and J (Definition 2.6), both of which play fundamental roles for the
notion of antiderivatives. For a more complete story on differential categories, we refer the reader
to [2, 4], while for more details on the story of integration and antiderivatives, see [8, 9].
Coalgebra modalities [4] are comonads ! such that for each object A, !A comes equipped with a
natural cocommuative comonoid structure. Coalgebra modalities are strictly weaker structure then
what is required for a categorical model of the multiplicative and exponential fragment of linear
logic (MELL), for that one requires a monoidal coalgebra modality – which we discuss in Section
3. However, coalgebra modalities are sufficient to axiomatize differentiation. If only to introduce
notion, we also recall the definition of a comonad.
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Definition 2.1 A comonad on a category X is a triple (!, ρ, ε) consisting of an endofunctor
! : X −→ X and two natural transformations ρ : !A −→ !!A and ε : !A −→ A such that the following
equalities hold:
ρ!(ρ) = ρρ ρ!(ε) = 1 = ρε (1)
Definition 2.2 A coalgebra modality [4, Definition 2.1] on a symmetric monoidal category is a
quintuple (!, ρ, ε,∆, e) consisting of a comonad (!, ρ, ε) equipped with two natural transformations
∆ : !A −→ !A⊗ !A and e : !A −→ R such that the following equalities hold:
∆(∆⊗ 1) = ∆(1⊗∆) ∆(e⊗ 1) = 1 = ∆(1⊗ e) ∆σ = ∆ (2)
ρ∆ = ∆(ρ⊗ ρ) ρe = e (3)
The identities of (2) imply that for each object A, the triple (!A,∆A, eA) is a cocommutative
comonoid, and that those of (3) imply that ρA : !A −→ !!A is a comonoid morphism. Naturality of
∆ and e also imply that for every map f , !(f) is a comonoid morphism.
CoKleisli maps of coalgebra modalities, that is, maps of type f : !A −→ B, are of particular
interest as they should be thought of as smooth maps. This terminology is of no coincidence.
Indeed, in a differential category, the differentiable maps are precisely the coKleisli maps, and they
are (in a certain way) infinitely differentiable and hence smooth. A subclass of these smooth maps
are the linear maps which are coKleisli maps of the form εAg : !A −→ B for some map g : A −→ B.
Every coalgebra modality comes equipped with an important natural transformation known as
the coderiving transformation:
Definition 2.3 For a coalgebra modality (!, ρ, ε,∆, e), the coderiving transformaiton [8, Defi-
nition 2.2] is the natural transformation d◦A : !A −→ !A⊗A defined as follows:
d◦A := !A
∆A
// !A⊗ !A
1!A⊗εA
// !A⊗A (4)
The coderiving transformation plays a central role in the integration side of the story. For a
list of identities the coderiving transformation satisfies see [8, Proposition 2.1].
Differential categories [4] were introduced by Blute, Cockett, and Seely to provide an algebraic
axiomatization of the basic properties of the differentiation. Two of the basic properties of the
derivative from classical differential calculus requires addition: that the derivative of a constant
function is zero and the Leibniz rule for deriving a product of functions. Therefore, we must first
discuss the basic additive structure of a differential category which is captured by the notion of
additive symmetric monoidal categories. Here we mean “additive” in the Blute, Cockett, and Seely
sense of the term [4], that is, to mean enriched over commutative monoids. In particular, we do not
assume negatives nor do we assume biproducts (which differs from other definitions of an additive
category found in the literature [21]).
Definition 2.4 An additive category is a commutative monoid enriched category, that is a
category in which each hom-set is a commutative monoid, with addition operation + and zero 0,
and in which composition preserves the additive structure, that is:
(i) f(g + h)k = fgk + fhk
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(ii) f0 = 0 = 0f
An additive symmetric monoidal category is an additive category which is also a symmetric
monoidal category such that the monoidal structure is enriched over commutative monoids, that
is, the tensor product is compatible with the additive structure in the sense that:
(i) f ⊗ (g + h)⊗ k = (f ⊗ g ⊗ k) + (f ⊗ h⊗ k)
(ii) f ⊗ 0⊗ g = 0
It is worth mentioning that every additive category can be completed to a category with finite
biproducts (which is itself an additive category), and similarly every additive symmetric monoidal
category can be completed to a additive symmetric monoidal category with finite biproducts. For
this reason, it can be argued that that one should always assume a setting with finite biproducts
[12]. The problem is that arbitrary coalgebra modalities do not necessarily extend to the finite
biproduct completion. On the other hand, monoidal coalgebra modalities induce monoidal coalge-
bra modalities on the finite biproduct completion (see [2, Section 7] for more details). However,
finite biproducts do not play an important techinical role in this paper, so we will continue without
them.
Definition 2.5 A differential category [4, Definition 2.4] is an additive symmetric monoidal
category with a coalgebra modality (!, ρ, ε,∆, e) which comes equipped with a deriving trans-
formation [4, Definition 2.5], that is, a natural transformation dA : !A ⊗ A −→ !A such that the
following equalities hold:
[d.1] Constant Rule: de = 0
[d.2] Leibniz Rule: d∆ = (∆ ⊗ 1)(1⊗ σ)(d⊗ 1) + (∆⊗ 1)(1 ⊗ d)
[d.3] Linear Rule: dε = e⊗ 1
[d.4] Chain Rule: dρ = (∆⊗ 1)(ρ⊗ d)d
[d.5] Interchange Rule: (d⊗ 1)d = (1⊗ σ)(d⊗ 1)d
The derivative of a coKleisli map f : !A −→ B (which recall are interpreted as smooth maps) is
the map D[f ] : !A⊗A −→ B, defined as the composite D[f ] := dAf . The first deriving transformation
axiom, the constant rule [d.1], states that the derivative of a constant map is zero. The second
axiom [d.2] is the Leibniz rule for differentiation. The third axiom, the linear rule [d.3], says that
the derivative of a linear map (which recall are maps of the form εAg) is a constant. The fourth
axiom [d.4] is the chain rule, describing how to differentiate composition in the coKleisli category.
And the last axiom, the interchange rule [d.5], is the independence of differentiation, which naively
states that differentiating with respect to x then y is the same as differentiation with respect to
y then x. It should be noted that the interchange rule [d.5] was not part of the definition in [4]
but was later added to ensure that the coKleisli category of a differential category was a Cartesian
differential category [5]. Many examples of differential categories can be found in [2, 4].
In every differential category, there are two important natural transformations which are con-
structed using both the deriving transformation and coderiving transformation (Definition 2.3):
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Definition 2.6 In a differential category, define the natural transformations KA : !A −→ !A [8,
Definition 4.2] and JA : !A −→ !A [9, Section 3.2] respectively as follows:
KA :=
(
!A
d
◦
A
// !A⊗A
dA
// !A
)
+
(
!A
!(0)
// !A
)
(5)
JA :=
(
!A
d◦
A
// !A⊗A
dA
// !A
)
+
(
!A !A
)
(6)
For a list of identities which K and J satisfy see [8, Corollary 4.1, Proposition 4.4]. In particular, K
and J are related by the following identities:
Proposition 2.7 [8, Proposition 4.4] In a differential category, the following equalities hold:
(i) K!(0) = J!(0) = !(0) = !(0)J = !(0)K
(ii) Kd◦ = d◦(J⊗ 1)
(iii) dK = (J⊗ 1)d
In particular for the monoidal unit R, the following equalities hold:
(iv) KRd
◦
R = d
◦
RJR
(v) dRKR = JRdR
If the identities involving the monoidal unit look a bit off, recall that we are working in a strict
monoidal category. The reason we have elected to explicitly write out the identities for the monoidal
unit will become clearer in Section 3, particularly in the proof of Theorem 3.8, where working with
the monoidal unit becomes crucial.
The deriving transformation and coderiving transformation are also compatible:
Proposition 2.8 [8, Proposition 4.1] In a differential category, the deriving transformation d and
coderiving transformation d◦ satisfy the following equality:
dd◦ = (d◦ ⊗ 1)(1 ⊗ σ)(d⊗ 1) + 1 (7)
In particular for the monoidal unit R, the following equality holds:
dRd
◦
R = JR (8)
In classical one-variable calculus, differentiation and integration are related by the two Funda-
mental Theorems of Calculus. Differential categories with antiderivatives were introduced to study
and interpret integration and the Fundamental Theorems of Calculus in the differential category
setting.
Definition 2.9 A differential categories is said to have antiderivatives [8, Definition 6.1] if K is
a natural isomorphism.
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Ehrhard’s definition of antiderivatives [9, Section 3.2] was that J be a natural transformation in-
stead. While this was sufficient to construct an integral and prove Poincare´’s Lemma [9, Proposition
13], integration and differentiation in this case did not satisfy the Second Fundamental Theorem
of Calculus for free (this required an extra assumption about the deriving transformation known
as the Taylor property [8, Definition 5.3]). It was then shown in [8, Proposition 6.1] that if K is a
natural isomorphism then so is J, and furthermore one also obtains the desired Second Fundamental
Theorem of Calculus (Proposition 2.11). In a differential category with antiderivatives, the integral
is constructed as follows (which is equal to the integral constructed in [9]):
Definition 2.10 In a differential category with antiderivatives, the antiderivative integral trans-
formation [8, Definition 6.2] is the natural transformation sA : !A −→ !A⊗A defined as follows:
sA := !A
K
−1
A
// !A
d◦
A
// !A⊗A (9)
Similar to the deriving transformation, the antiderivative integral transformation satisfies the
basic axioms of integration from classical calculus such as Rota-Baxter rule [15],the integral of
a constant functions is a linear function, and polynomial integration. In fact, the antiderivative
integral transformation is an example of the more general concept of an integral transformation
[8, Definition 3.4] which axiomatizes integration separate from differentiation. In particular, one
can integrate maps of type f : !A⊗ A −→ B, where the integral is the smooth map S[f ] : !A −→ B
defined as the composite S[f ] := sAf . For more intuition on how to interpret this integral and
examples of differential categories with antiderivatives: see [8, 9].
Here is a list of important coherences between the differential and integral structure of a differ-
ential category with antiderivatives:
Proposition 2.11 In a differential category with antiderivatives:
(i) J are natural isomorphism and s = d◦(J−1 ⊗ 1);
(ii) The deriving transformation d is Taylor [8, Definition 5.3], that is, if for maps f : !A −→ B
and g : !A −→ B such that dAf = dAg, then f + !(0)g = g + !(0)f .
(iii) The deriving transformation d and the antiderivative integral transformation s satisfy the
Second Fundamental Theorem of Calculus [8, Definition 5.1], that is, the following
equality holds:
sd+ !(0) = 1 (10)
(iv) The deriving transformation d and the antiderivative integral transformation s satisfy the
Poincare´ Condition [8, Definition 5.5], that is, if a map f : !A ⊗ A −→ B satisfies the
following equality:
(dA ⊗ 1A)f = (1!A ⊗ σA,A)(dA ⊗ 1A)f
then dAsAf = f .
(v) For the monoidal unit R, the deriving transformation dR : !R −→ !R and the antiderivative
integral transformation sR : !R −→ !R satisfy the First Fundamental Theorem of Calculus
[8, Definition 5.7], that is, the following equality holds:
dRsR = 1!R (11)
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It might be useful to provide a bit of intuition here (for a more detailed explanation we again
refer the reader to [8, 9]). First note that in a certain sense, precomposing with !(0) should be
thought of evaluating a smooth map f : !A −→ B at 0, resulting in a sort of constant function.
That the deriving transformation is Taylor says that two smooth maps with the same derivative
differ simply by a constant. Recall that the Second Fundamental Theorem of Calculus (in the one
variable case) states that the integral of the derivative of a function on a closed interval is equal to
the difference of at the end points:
∫ b
a
df(t)
dt
(s) ds = f(b)− f(a)
In a differential category with antiderivatives, every smooth map f : !A −→ B satisfies the Second
Fundamental Theorem of Calculus in the sense that S
[
D[f ]
]
+ !(0)f = f . Naively, using notation
of one-variable calculus, this last identity should be interpreted as follows:∫ x
0
df(t)
dt
(s) ds+ f(0) = f(x)
where we had to do some rearranging since we do not necessarily have negatives. On the other
hand, recall that in one-variable calculus, the First Fundamental Theorem of Calculus states that
the derivative of the integral of a function is equal to the original function:
d(
∫ t
a
f(u) du)
dt
(x) = f(x)
In differential category with antiderivatives, the First Fundamental Theorem of Calculus does not
hold in the sense that ds = 1. Instead the Poincare´ Condition gives necessary and sufficient
conditions for a map f : !A ⊗ A −→ B to satisfy the First Fundamental Theorem of Calculus in
the sense that D
[
S[f ]
]
= f . However, a special case is the monoidal unit, where every coKleisli
map f : !R −→ B satisfies both Fundamental Theorems of Calculus – making the monoidal unit
a calculus object [8, Definition 5.7]. Finally, every differential category with antiderivatives
is a calculus category [8, Definition 5.6] – which axiomatizes the compatible relation between
differentiation and integration via the Fundamental Theorems of Calculus.
3 Differential Linear Categories with Antiderivatives
In this section we consider differential categories with monoidal coalgebra modalities (Definition
3.2), which we call here differential linear categories (Definition 3.6), and study when such differen-
tial categories have antiderivatives. In particular, Theorem 3.8 states that to have antiderivatives
in this case, it is sufficient to have integration and the Second Fundamental Theorem of Calculus
for the monoidal unit. This observation will greatly simplify showing that the differential categories
of Sections 4, 5, and 6 have antiderivatives.
Let us first recall the notion of a monoidal coalgebra modality – also sometimes known as a
linear exponential modality [26]. Monoidal coalgebra modalities are coalgebra modalities whose
underlying comonad is also a symmetric monoidal comonad. Symmetric monoidal closed categories
with a monoidal coalgebra are categorical models of MELL – also known as linear categories [1, 23].
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Definition 3.1 A symmetric monoidal comonad on a symmetric monoidal category is a quin-
tuple (!, ρ, ε,m, nR) consisting of a comonad (!, ρ, ε), a natural transformationmA,B : !A⊗ !B −→ !(A⊗B),
and a map nR : R −→ !R such that (!,m, nR) is a symmetric monoidal functor, that is, the following
equalities hold:
(m⊗ 1)m = (1⊗m)m (nR ⊗ 1)m = 1 = (1⊗ nR)m σm = m!(σ) (12)
and such that ρ and ε are monoidal transformations, that is, the equalities hold:
mρ = (ρ⊗ ρ)m!(m) mε = ε⊗ ε nRρ = nR!(nR) nRεR = 1R (13)
Definition 3.2 A monoidal coalgebra modality [2, Definition 5.1] on a symmetric monoidal
category is a septuple (!, ρ, ε,∆, e,m, nR) consisting of a coalgebra modality (!, ρ, ε,∆, e) and a
symmetric monoidal comonad (!, ρ, ε,m, nR) such that ∆ and e are monoidal transformations, that
is, the equalities hold:
m∆ = (∆⊗∆)(1⊗ σ ⊗ 1)(m ⊗m) nR∆R = nR ⊗ nR me = e⊗ e nReR = 1R (14)
and also that ∆ and e are !-coalgebra morphisms, that is, the following equalities hold:
ρ!(∆) = ∆(ρ⊗ ρ)m ρ!(e) = enR (15)
A linear category [1, 3] is a symmetric monoidal category with a monoidal coalgebra modality.
We should note that here we are using the term “linear category” in the sense of Blute, Cockett,
and Seely [3], which is the same as Bierman’s definition [1] but which drops the closed structure
requirement. Many examples of monoidal coalgebra modalities can be found throughout the liter-
ature, since every categorical model of MELL admits a monoidal coalgebra modality. For example,
Hyland and Schalk provide a nice list of examples in [16, Section 2.4]. Examples of coalgebra
modalities which are not monoidal can be found in [2].
The coderiving transformation (Definition 2.3) of a monoidal colagbera modality is compatible
with the symmetric monoidal endofunctor in the following sense:
Lemma 3.3 [8, Proposition 2.2] For a monoidal coalgebra modality (!, ρ, ε,∆, e,m, nR), its coderiv-
ing transformation d◦ satisfies the following equalities:
(i) md◦ = (d◦ ⊗ d◦)(1⊗ σ ⊗ 1)(m ⊗ 1)
(ii) nRd
◦
R = nR
There are multiple equivalent ways of providing a monoidal coalgebra modality, some of which
can be found in [2, 26]. Of particular interest for this paper is via the Seely isomorphisms:
Definition 3.4 A coalgebra modality (!, ρ, ε,∆, e) on a symmetric monoidal category with finite
products × and terminal object T is said to have the Seely isomorphisms [1, 3, 27] if the natural
transformations χA,B : !(A×B) −→ !A⊗B defined as:
χA,B := !(A×B)
∆
// !(A×B)⊗ !(A×B)
!(pi0)⊗!(pi1)
// !A⊗ !B (16)
is a natural isomorphism and the map eT : !(T) −→ R is an isomorphism. A monoidal storage
category [3, Definition 3.1.4] (also known as a new Seely category [1, 22]) is a symmetric
monoidal category with finite products and a coalgebra modality which has the Seely isomorphisms.
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Theorem 3.5 [3, Theorem 3.1.6] Every monoidal storage category is a linear category and con-
versely, every linear category with finite products is a monoidal storage category.
In particular, the above theorem implies that, in the presence of finite products, every coalgebra
modality with the Seely isomorphisms is a monoidal coalgebra modality and conversly that every
monoidal coalgebra modality has the Seely isomorphisms. To see how to construct one from the
other see [3, Section 3.1]. In Sections 4, 5, and 6 we will explain why each coalgebra modality has
the Seely isomorphisms, and is therefore also a monoidal coalgebra modality.
We now turn our attention back to differential categories:
Definition 3.6 A differential linear category is a differential category whose coalgebra modal-
ity is a monoidal coalgebra modality.
The definition of a differential linear category might seem a bit lacking. Indeed, one might
expect some compatibility coherences between the deriving transformation d and the symmetric
monoidal endofunctor structure. However, this actually comes for free and said coherence is known
as the monoidal rule [2, Theorem 5.2]. It is also worth mentioning that the differential struc-
ture of a differential linear category can be equivalent be axiomatized by a natural transformation
ηA : A −→ !A known as the codereliction [4, 2, 12]. That said, it is clearly the deriving transfor-
mation that plays the more important role when discussing integration and antiderivatives (though
of course, the deriving transformation is built from a codereliction in a differential linear category
[2, Theorem 5.2]).
A very useful set of identities are the coherences between K and J and the symmetric monoidal
endofunctor structure.
Proposition 3.7 [8, Proposition 4.5] In a differential linear category, the following equalities hold:
(i) (!(0) ⊗ 1)m = m!(0) = (1⊗ !(0))m
(ii) (K⊗ 1)m = mK = (1⊗ K)m
(iii) (J⊗ 1)m = mJ = (1⊗ J)m
We are now in a position to provide necessary and sufficient conditions for when a differential
linear category has antiderivatives. Naively put, Theorem 3.8 says that for a differential linear
category to have integration and antiderivatives, it is sufficient to know how to integrate over the
monoidal unit and also that the Second Fundamental Theorem of Calculus holds. This is the main
technical result of this paper.
Theorem 3.8 A differential linear category has antiderivatives if and only if for the monoidal unit
R there is a map sR : !R −→ !R such that sR and the deriving transformation dR : !R −→ !R satisfy
the Second Fundamental Theorem of Calculus, that is, the following equality holds:
sRdR + !(0) = 1!R (17)
Proof: ⇒: Consider the component of the antiderivative integral transformation s (9) at the
monoidal unit sR : !R −→ !R. Then Proposition 2.11 (iii) is precisely the statement that sR and dR
satisfy (17), which is the Second Fundamental Theorem of Calculus.
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⇐: We must show that K is a natural isomorphism. For each object A, define K−1A : !A −→ !A as
the following sum:
K−1A := (nR ⊗ nR ⊗ 1!A)(sR ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)mR,A + !(0) (18)
!A
nR⊗nR⊗1!A
// !R⊗ !R⊗ !A
sR⊗sR⊗1!A
// !R⊗ !R⊗ !A
mR,R⊗1!A
// !R⊗ !A
dR⊗1!A
// !R⊗ !A
mR,A
// !A
+
!A
!(0)
// !A
Now we must show that K−1A KA = 1!A = KAK
−1
A . First note the following equality:
K−1A KA =
(
(nR ⊗ nR ⊗ 1!A)(sR ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)mR,A + !(0)
)
KA
= (nR ⊗ nR ⊗ 1!A)(sR ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)mR,AKA + !(0)KA
= (nR ⊗ nR ⊗ 1!A)(sR ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)(1!R ⊗ KA)mR,A + KA!(0)
(Prop 3.7 (ii) & Nat. of K)
= KA(nR ⊗ nR ⊗ 1!A)(sR ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)mR,A + KA!(0)
= KA
(
(nR ⊗ nR ⊗ 1!A)(sR ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)mR,A + !(0)
)
= KAK
−1
A
Therefore, we need only show that K−1A KA = 1!A. To do so, we will need the following equality:
sRJR = d
◦
R (19)
which we prove by using that sR and dR satisfy the Second Fundamental Theorem of Calculus:
sRJR = sRdRd
◦
R (8)
= sRdRd
◦
R + 0
= sRdRd
◦
R + d
◦
R(!(0) ⊗ 0)
= sRdRd
◦
R + !(0)d
◦
R (Naturality of d
◦)
= (sRdR + !(0))d
◦
R
= d◦R (17)
Finally, we can now show that K−1A KA = 1!A:
K−1A KA =
(
(nR ⊗ nR ⊗ 1!A)(sR ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)mR,A + !(0)
)
KA
= (nR ⊗ nR ⊗ 1!A)(sR ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)mR,AKA + !(0)KA
= (nR ⊗ nR ⊗ 1!A)(sR ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)(KR ⊗ 1!A)mR,A + !(0)
(Prop 3.7 (ii) & Prop 2.7 (i))
= (nR ⊗ nR ⊗ 1!A)(sR ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(JR ⊗ 1!A)(dR ⊗ 1!A)mR,A + !(0)
(Prop. 2.7 (v))
= (nR ⊗ nR ⊗ 1!A)(sR ⊗ sR ⊗ 1!A)(JR ⊗ 1!R ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)mR,A + !(0)
(Prop. 3.7 (iii))
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= (nR ⊗ nR ⊗ 1!A)(d
◦
R ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)mR,A + !(0) (19)
= (nR ⊗ nR ⊗ 1!A)(1!R ⊗ sR ⊗ 1!A)(mR,R ⊗ 1!A)(dR ⊗ 1!A)mR,A + !(0) (Lemma 3.3 (ii))
= (nR ⊗ 1!A)(sR ⊗ 1!A)(dR ⊗ 1!A)mR,A + !(0) (12)
= (nR ⊗ 1!A)(sR ⊗ 1!A)(dR ⊗ 1!A)mR,A + (nR ⊗ 1!A)mR,A!(0) (12)
= (nR ⊗ 1!A)(sR ⊗ 1!A)(dR ⊗ 1!A)mR,A + (nR ⊗ 1!A)(!(0) ⊗ 1!A)mR,A (Prop. 3.7 (i))
= (nR ⊗ 1!A)
(
(sRdR + !(0)) ⊗ 1!A
)
mR,A
= (nR ⊗ 1!A)mR,A (17)
= 1!A (12)
We conclude that K is a natural isomorphism and that our differential linear category has an-
tiderivatives. ✷
We should also explain why sR is an appropriate notation, as there could possibly be other such
maps which satisfy the Second Fundamental Theorem of Calculus. However, it turns out that there
is only one such map:
Lemma 3.9 In a differential category with antiderivatives, the monoidal unit’s antiderivative in-
tegral transformation component sR : !R −→ !R is the unique map which satisfies the Second Fun-
damental Theorem of Calculus (17) with the deriving transformation dR : !R −→ !R.
Proof: Suppose that p : !R −→ !R satisfies (17). Then using the same techniques as in the proof
of Theorem 3.8, one has that pJR = d
◦
R. So by Proposition 2.11 (i), J is a natural isomorphism,
and it follows that p = pJRJ
−1
R = d
◦
RJ
−1
R = sR. ✷
Therefore sR from Theorem 3.8 is precisely the monoidal unit’s antiderivative integral transfor-
mation component. As a consequence, we can express K−1, J−1, and s in terms of sR.
Corollary 3.10 In a differential linear category with antiderivatives, the following equalities holds:
(i) K−1 = (nR ⊗ nR ⊗ 1)(sR ⊗ sR ⊗ 1)(mR,R ⊗ 1)(dR ⊗ 1)mR,− + !(0)
(ii) J−1 = (nR ⊗ 1)(sR ⊗ 1!A)mR,−
(iii) s = d◦(nR ⊗ 1⊗ 1)(sR ⊗ 1⊗ 1)(mR,− ⊗ 1)
where s is the antiderivative integral transformation (Definition 2.10).
4 Polynomials
Before working with convenient vector spaces (Section 6) it might be useful to work with a simpler
example. In this section we will briefly review one of the most well known examples of a differential
category, or rather, of a codifferential category (the dual of a differential category). This example is
induced by the free symmetric algebra construction [20] and the differential structure corresponds
to polynomial differentiation. This codifferential category was introduced in [4], and in certain
circumstances was also shown to have antiderivatives in [8]. While we not go into full details, we
will take advantage of Theorem 3.8 and focus mostly on the monoidal unit.
12
Let R be a commutative semiring and MODR the category of R-modules and R-linear maps
between them. MODR is an additive symmetric monoidal category with the standard tensor product
and additive enrichment of R-modules. For an R-module M , the free commutative R-algebra over
M is known as the the free symmetric algebra over M and is denoted by Sym(M) (see [20, Section
8, Chapter XVI ] for more details). By the universal property of the free symmetric algebra, we
obtain a monad Sym on MODR which is also an algebra modality. This algebra modality also
satisfies the Seely isomorphism [20], that is:
Sym(M ×N) ∼= Sym(M)⊗ Sym(N) Sym(0) ∼= R
which implies that this is a comonoidal algebra modality (the dual of a monoidal coalgebra modal-
ity). Furthermore, it comes equipped with a deriving transformation dM : Sym(M) −→ Sym(M)⊗M
given by polynomial differentiation. Therefore, MODR is a codifferential linear category, that is,
MOD
op
R is a differential linear category (see [2, 4] for more details).
In particular for the monoidal unit, which is simply R itself, Sym(R) is isomorphic as R-algebras
to the polynomial ring R[x]. As a result, by abusing notation slightly, the deriving transformation
can be interpreted as dR : R[x] −→ R[x] and is given by the standard differentiation of polynomials:
dR

 n∑
k=0
rkx
k

 = n∑
k=1
(k · rk)x
k−1
where · is the multiplication in R. To no surprise, the desired integral sR will be given by the
standard integration of polynomials. For this, we need non-negative rationals. So let Q≥0 be the
semiring of non-negative rationals and assume that Q≥0 ⊆ R. Define sR : R[x] −→ R[x] as expected:
sR

 n∑
k=0
rkx
k

 = n∑
k=0
(
1
k + 1
· rk)x
k+1
Finally, Sym(0) : R[x] −→ R[x] is precisely evaluating a polynomial at zero, which amounts to giving
the polynomial’s constant term:
Sym(0)

 n∑
k=0
rkx
k

 = r0
One can then easily check that dR and sR satisfy the Second Fundamental Theorem of Calculus:
sR

dR

 n∑
k=0
rkx
k



+ Sym(0)

 n∑
k=0
rkx
k

 = sR

 n∑
k=1
(k · rk)x
k−1

+ r0
=
n∑
k=1
(
k
k − 1 + 1
· rk)x
k−1+1 + r0
=
n∑
k=1
rkx
k + r0
=
n∑
k=0
rkx
k
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And so dRsR + !(0) = 1!R (if this looks backwards recall that MOD
op
R is the differential category)
and we have that:
Theorem 4.1 Let R be a commutative semiring such that Q≥0 ⊆ R, then MOD
op
R is a differential
linear category with antiderivatives.
The induced antiderivative integral transformation sM : Sym(M)⊗M −→ Sym(M) gives a special
kind of multivariable polynomial integration (one that in particular satisfies the Rota-Baxter rule
and the Second Fundamental Theorem of Calculus) and is described in [8, Example 7.1].
5 Biproduct Completion of Complete Semirings
In this section we will show that certain generalizations of the relational model give a differential
category with antiderivatives. By generalizations of the relation model, we mean the biproduct
completion of a complete semiring – which as the name indicates, gives a generalization of the
category of sets and relations, REL. In fact, REL was one of the original examples of a differ-
ential category [4] and of a differential category with antiderivatives [8, 9]. For more details on
generalizations of the relational model, we invite the reader to see [19, 25].
Briefly, recall that a complete semiring is a semiring where one can have sums indexed
by arbitrary sets I, which we denote by
∑
i∈I
, such that these summation operations satisfy certain
distributivity and partitions axioms (see [14, Chapter 22] for more details). Now let R be a complete
commutative semiring. Define the category RΠ [19, 25] whose objects are sets and where a map
from X to Y is a set function f : X × Y −→ R. Composition of a map f : X × Y −→ R and a map
g : Y × Z −→ R is the map fg : X × Z −→ R defined as follows:
fg(x, z) :=
∑
y∈Y
f(x, y) · g(y, z)
where · is the multiplication in R. The identity is given by the Kronecker function δ : X ×X −→ R
defined as follows:
δ(x, y) :=
{
0 if x 6= y
1 if x = y
For a bit more intuition, maps of RΠ should be viewed as generalized R-matrices, and so composition
corresponds to matrix multiplication and the identity is the diagonal matrix of 1’s on the diagonal
and zero everywhere else. For an explicit example, consider the two-element Boolean algebra [13]
B = {0, 1}, which is a complete commutative semiring. In this case, BΠ is isomorphic REL, since
every map f : X×Y −→ B can be equivalently be described as a subset of X×Y , which is precisely
a relation between X and Y .
RΠ is the biproduct completion of R viewed as a one object category [19, 25]. The biproduct
of objects is given by disjoint union of sets ⊔ and the zero object is empty set ∅. As such, RΠ is an
additive category where the zero maps 0 : X × Y −→ R simply map everything to 0, while the sum
of maps f + g : X × Y −→ R is defined by pointwise addition:
(f + g)(x, y) := f(x, y) + g(x, y)
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RΠ is also a symmetric monoidal category [19, 25] where the monoidal unit is a chosen singleton
{∗} and the tensor product of objects is given by the standard Cartesian product of sets ×. This
structure makes RΠ an additive symmetric monoidal category.
RΠ is also a differential linear category. For each set X, let !X be the free commutative monoid
over X. Elements of !X are are finite bags (also known as multisets) of elements of X:
Jx1, . . . , xn|xi ∈ XK ∈ !X
and including the empty bag JK. In particular for the disjoint union of sets and empty set, we also
have the following:
!(X ⊔ Y ) ∼= !X × !Y !∅ ∼= {∗}
This gives a coalgebra modality which satisfies the Seely isomorphisms, and therefore provides a
monoidal coalgebra modality on RΠ (for a full description of this monoidal coalgebra modality see
[19, 25]). This monoidal coalgebra modality is in fact a free exponential modality [24], making
RΠ a Lafont category [23]. The deriving transformation dX : (!X ×X) × !X −→ R is defined as
putting single elements into bags:
dX((Jx1, . . . , xnK, x), Jy1, . . . , ymK) = m · δ(Jx1, . . . , xn, xK, Jy1, . . . , ymK)
Multiplying by m = n+1 takes into account that if we were in the unordered case, there would be
n+1 possible ways of putting an element into a bag of size n. Of course the n+1 factor disappears
in the case that semiring is additively idempotent (i.e. 1+1 = 1), such as the two-element Boolean
algebra B – which is why the n + 1 factor does not appear in the differential structure of REL
explained in [4].
Focusing on the monoidal unit {∗}, !{∗} is isomorphic as commutative monoids to set the set
of natural numbers N. The deriving transformation, expressed as d{∗} : N× N −→ R, is then:
d{∗}(n,m) = m · δ(n + 1,m)
Therefore, as in the previous example, we will need Q≥0 to define integration. So assume that
Q≥0 ⊆ R (for example the Boolean semiring B), and define s{∗} : N× N −→ R as follows:
s{∗}(n,m) =
{
0 if n = 0
1
n
· δ(n,m+ 1) if n ≥ 1
Before checking the Second Fundamental Theorem of Calculus, let us first examine simply the
composite s{∗}d{∗}:
(s{∗}d{∗})(n,m) =
∑
k∈N
s{∗}(n, k) · d{∗}(k,m)
There is only one possible case for when s{∗}(n, k) · d{∗}(k,m) 6= 0:
s{∗}(n, k) · d{∗}(k,m) 6= 0⇔ n 6= 0 and n = k + 1 and k + 1 = m⇔ n = m 6= 0 and k = n− 1
And hence, (s{∗}d{∗})(n,m) 6= 0 if and only if n = m 6= 0, and in that case we obtain that:
(s{∗}d{∗})(n, n) =
∑
k∈N
s{∗}(n, k) · d{∗}(k, n) = s{∗}(n, n− 1) · d{∗}(n− 1, n) =
1
n
· n = 1
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And so we have that:
(s{∗}d{∗})(n,m) =
{
0 if n = 0
δ(n,m) if n ≥ 1
Now !(0) : N× N −→ R simply checks if both inputs are zero:
!(0)(n,m) = δ(n, 0) · δ(n,m)
Therefore if n = 0, we have that:
(s{∗}d{∗})(n,m) + !(0)(n,m) = 0 + δ(n, 0) · δ(n,m) = δ(n,m)
While if n 6= 0, we have that:
(s{∗}d{∗})(n,m) + !(0)(n,m) = δ(n,m) + δ(n, 0) · δ(n,m) = δ(n,m)
And so we conclude that s{∗}d{∗} + !(0) = δ, where recall that δ is the identity in R
Π. Therefore,
we obtain the following:
Theorem 5.1 Let R be a commutative complete semiring such that Q≥0 ⊆ R, then R
Π is a
differential linear category with antiderivatives.
The resulting antiderivative integral transformation sX : !X×(!X×X) −→ R amounts to pulling
out a single element from a bag:
sX(Jy1, . . . , ynK, (Jx1, . . . , xmK, x)) =
{
0 if Jy1, . . . , ynK = JK
1
n
· δ(Jy1, . . . , ynK, Jx1, . . . , xm, xK) o.w.
If R is additively idempotent then 1
n
= 1 and so the antiderivative integral transformation is
precisely the coderiving transformation, as is the case for REL [8, Example 7.2].
6 Convenient Vector Spaces
In this section we show that Blute, Ehrhard, and Tasson’s differential category of convenient vector
spaces [6] has antiderivatives, which is the main goal of this paper.
Recall that a locally convex vector space is a topological R-vector space (where R is the reals)
which is Hausdorff and such that 0 has a neighbourhood basis of convex sets or equivalently, an
R-vector space with a family of seminorms which separates points (see [28] for more details). It
should be noted that in some definitions of locally convex vector spaces, the requirement that the
topology be Hausdorff is not necessary. However, following the conventions of [18], we assume that
our locally convex spaces are Hausdorff to insure that all derivatives be unique.
Playing a fundamental role in the theory of convenient vector is the notion of a smooth curves
[18, Chapter 1.1].
Definition 6.1 Let E be a locally convex vector space.
(i) A curve is a function c : R −→ E.
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(ii) A curve c : R −→ E is differentiable if the limit:
lim
t−→0
c(x+ t)− c(x)
t
(20)
exists for all x ∈ E, and then define its derivative to be the curve c′ : R −→ E where:
c′(x) := lim
t−→0
c(x+ t)− c(x)
t
(21)
(iii) A curve is said to be smooth if all its iterated derivatives exists, that is, the curve is infinitely
differentiable. Let C∞(E) denote the set of smooth curves of E.
There are numerous equivalent ways of defining a convenient vector space [18, Theorem 2.14].
For the purpose of this paper, the main definition of interest is the one which states that every
smooth curves admits an antiderivative:
Definition 6.2 A convenient vector space [18] is a locally convex vector space E such that for
every smooth curve c ∈ C∞(E) there exists a smooth curve c˜ ∈ C∞(E) such that c˜′ = c. We say
that c˜ is an antiderivative of c.
One antiderivative in particular is the one provided by Riemann integrals:
Lemma 6.3 [18, Lemma 2.5] Let E be a convenient vector space. Then for every smooth curve
c ∈ C∞(E), there exists a unique smooth curve
∫
c ∈ C∞(E) such that
(∫
c
)′
= c and (
∫
c)(0) = 0.
Proof: Given any antiderivative c˜ of c, define
∫
c : R −→ E as follows:∫
c := c˜− c˜(0) (22)
where c˜(0) : R −→ E is viewed as a constant smooth curve. This definition is independent of
the choice of antiderivative c˜ [17], and clearly
(∫
c
)′
= c and (
∫
c)(0) = 0. For a more explicit
description,
∫
c can also be defined as follows:
(∫
c
)
(r) =
r∫
0
c(t) dt (23)
where
b∫
a
c(t) dt is the standard Riemann integral for topological vector spaces. ✷
We now wish to define the category of convenient vector spaces. The only remaining question
is which maps to take for this category. For convenient vector spaces, there are two important sets
of maps: the smooth maps and the linear bounded maps. An equivalent definition of a convenient
vector space can be expressed using the bornology of a locally convex vector space [6, 18]. Recall
that in a locally convex vector space E, a subset B ⊆ E is bounded if for every open subset U ⊆ E
containing 0, there exists a positive real r > 0 such that B ⊆ r · U .
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Definition 6.4 Let E and F be convenient vector spaces.
(i) A bounded linear map is a linear map f : E −→ F which maps bounded sets to bounded
sets, that is, if B ⊆ E is bounded, then f(B) ⊆ F is bounded.
(ii) A smooth map is a function f : E −→ F which preserves smooth curves, that is, if c ∈ C∞(E)
then cf ∈ C∞(F ). Let C∞(E,F ) denote the set of smooth maps between E and F .
We will soon see that smooth maps in this context are precisely the coKleisli maps of a certain
coalgebra modality [6]. Note that every bounded linear map is smooth [18] and since R is a
convenient vector space, that C∞(E,R) = C∞(E). Furthermore, for every pair of convenient vector
spaces E and F , C∞(E,F ) is also a convenient vector space [6, Corollary 5.9].
Let CON be the category of convenient vector spaces and linear maps between them. As shown in
[6, Section 4], CON is an additive symmetric monoidal closed category where the additive structure
is given by biproducts, the tensor product is given by the Mackey completion [18, Lemma 2.2]
of the algebraic tensor product, and the monoidal unit is R. We should note that while Mackey
completeness plays an important role for the theory of convenient vector spaces (as well as providing
an equivalent definition), it is not crucial to the understanding how to obtain antiderivatives in the
differential category context. For more details on Mackey completeness and the category CON, see
[6, 18].
We will now give an overview of the differential linear category structure of CON. For every
convenient vector space E, let E∗ := CON(E,R) denote the set of bounded linear functionals.
Define the smooth map evE : E −→ C
∞(E)∗ [6, Lemma 6.1] as the evaluation map:
evE(x)(c) := c(x) (24)
Then define !E [6, Definition 6.2] as the Mackey completion of the image evE(x) in C
∞(E)∗, in
other words, !E ⊂ C∞(E)∗ is the smallest convenient vector space which contains evE(E). Define
the resulting induced smooth map δE : E −→ !E as:
δE(x) := evE(x) (25)
This gives a coalgebra modality ! on CON which satisfies the Seely isomorphisms [6, Lemma 6.4]:
!(E × F ) ∼= !E ⊗ !F !(0) ∼= R
and therefore is also a monoidal coalgebra modality (for full details see [6, Section 6]). Furthermore,
as promised, the coKleisi maps of this coalgebra modality are precisely the smooth maps between
convenient vector spaces [6, Theorem 6.3]:
CON(!E,F ) ∼= C∞(E,F ) (26)
In particular, the isomorphism in the direction CON(!E,F ) −→ C∞(E,F ) given by precomposing
with δE . This implies that for every smooth map f : E −→ F there exists a unique bounded linear
map g : !E −→ F such that the following diagram commutes:
E
δE
//
f
''❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖ !E
g

F
(27)
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The deriving transformation dE : !E ⊗ E −→ !E is given by differentiating smooth maps in the
classical sense [6, Proposition 5.12]. In particular, one has that:
dE
(
δE(x)⊗ y
)
:= lim
t−→0
δE(x+ t · y)− δ(x)
t
(28)
To help us understand the derivative of a smooth maps, note that every bounded linear map
g : !E ⊗ E −→ F can be equivalently be described as smooth map g : E × E −→ F which is linear
in its second argument. Explicitly, g is the unique smooth map such that the following diagram
commutes:
E × E
δE
//
g
--❬❬❬❬❬
❬❬
❬❬❬
❬❬❬
❬❬
❬❬❬
❬❬
❬❬❬
❬❬❬
❬❬
❬❬❬
❬❬❬
❬❬❬
❬❬❬
❬❬❬
❬❬❬
❬❬
❬❬❬
❬❬❬
❬❬❬
❬ !(E × E)
χ
// !E ⊗ !E
1!E⊗εE
// !E ⊗ E
g

F
(29)
where recall that χ is the Seely isomorphism (Definition 3.4). Then for a smooth map f : E −→ F ,
its derivative D[f ] = dEf : !E ⊗ E −→ !E can be seen as smooth map D[f ] : E × E −→ F which is
linear in its second argument and given by:
D[f ](x, y) := lim
t−→0
f(x+ t · y)− f(x)
t
(30)
Note that this is the standard definition of the derivative in multivariable differential calculus. This
is also precisely the Cartesian differential category structure of the coKleisli category of ! [5], which
in this case is isomorphic to the category of convenient vector spaces and smooth maps between
them.
We will now show that we have antiderivatives in the differential category context, that is, we
wish to apply Theorem 3.8 and so we turn our attention to the monoidal unit. For the monoidal
unit R, δR : R −→ !R is a smooth curve – which makes our work much easier since smooth curves
behave very nicely for convenient vector spaces. One can check that its derivative δ′R : R −→ !R is
given by evaluating derivatives of smooth curves:
δ′R(r)(c) = c
′(r) c ∈ C∞(R)
As a result, the deriving transformation dR : !R −→ !R is the unique bounded linear map such that
the following diagram commutes:
R
δR
//
δ′
R
''❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖ !R
dR

!R
(31)
To obtain the desired integral transformation sR, we apply Lemma 6.3 to δR to obtain its special
antiderivative
∫
δR : R −→ !R. By uniqueness of this antiderivative, one can easily check that this
evaluating antiderivative of smooth curves:(∫
δR
)
(r)(c) =
(∫
c
)
(r) c ∈ C∞(R)
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Define sR : !R −→ !R as the unique bounded linear map such that the following diagram commutes:
R
δR
//
∫
δR
''❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖ !R
sR

!R
(32)
As usual, !(0) : !R −→ !R is given by evaluating at zero, that is, !(0) is the unique bounded linear
map such that the following diagram commutes:
R
δR
//
δR(0)
''❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖ !R
!(0)

!R
(33)
That dR and sR satisfies the Second Fundamental Theorem of Calculus in the sense of (17) follows
mostly from the fact that the Second Fundamental Theorem of Calculus holds in the convenient
vector space context:
Lemma 6.5 [18, Corollary 2.6.(6)] Let E be a convenient vector space. Then for every smooth
curve c ∈ C∞(E), the following equality holds:∫
c′ = c− c(0) (34)
where c(0) : R −→ E is viewed as a constant smooth function.
We will also need the following lemma which allows us to pull bounded linear maps in and out
of antiderivatives:
Lemma 6.6 [17, Proposition 2.3] Let E be a convenient vector space. Then for every smooth curve
c ∈ C∞(E) and bounded linear map f : E −→ F , the following equality holds:∫
(cf) =
(∫
c
)
f (35)
Finally, to show that sRdR + !(0) = 1!R, it suffices to show that δRsRdR = δR − δR!(0).
δRsRdR =
(∫
δ
)
dR (31)
=
(∫
δdR
)
(Lemma 6.6)
=
∫
δ′R (29)
= δR − δR(0) (Lemma 6.5)
= δR − δR!(0) (33)
And so we conclude that:
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Theorem 6.7 CON is a differential linear category with antiderivatives.
The antiderivative integral transformation sE : !E −→ !E ⊗E is the unique bounded linear map
which when precomposing by δE : E −→ !E gives the following equality:
sE(δE(x)) =


1∫
0
δE(t · x) dt

⊗ x
where
1∫
0
δE(t · x) dt is Riemann integral of the smooth curve δE(− · x) := R −→ E (similar to the
integral consider in [17, Proposition 3.1]). Recall that every bounded linear map f : !E ⊗ E −→ F
can be seen as a smooth map f : E×E −→ F which is linear in its second argument. Therefore, its
integral S[f ] : !E −→ F is the unique bounded linear map which when precomposing by δE gives:
S[f ](δE(x)) =
1∫
0
f(tx, x) dt
Note that this integral is the same as the one discussed for smooth functions in [7]. In particular,
this integral satisfies the Rota-Baxter rule and the Second Fundamental Theorem of Calculus.
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