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C. Burgos, J.-C. Cortés, D. Mart́ınez-Rodŕıguez, R.-J. Villanueva
Abstract
Electronic commerce has numerous advantages. It allows saving time
when we purchase an item, offers the possibility of review without de-
pending on the schedules of traditional stores, access to a wider variety
and quantity of articles, in many cases, with lower prices, etc. Based upon
mathematical epidemiology tenets strongly related to social behavior able
to describe the influence of peers, in this paper we propose an age-group
dynamic model with population varying size based on a system of differ-
ence equations to study the evolution of the frequent users of electronic
commerce over time in Spain. Using data from surveys retrieved from the
Spanish National Statistics Institute, we use and design computational
algorithms to perform a probabilistic estimation of the model parameters
that allow the model output to capture the data uncertainty. Then, we
will be able to perform a precise prediction with uncertainty.
Keywords: Electronic Commerce; Real-World Mathematical Model;
Nonlinear System of Difference Equations; Uncertainty Quantification.
1 Introduction
Electronic commerce (in the following EC) gathers all the possibilities of pur-
chasing or selling via the Internet. It includes electronic marketing, safe pay-
ments via the Internet, automatic systems to control the inventories, the supply
chain management, etc.
The diffusion of EC has increased its business volume much more than the
traditional commerce in the recent years. Several factors have fostered this
growth: as it is not necessary to go physically to the shop, it saves time; it
allows to compare quality, features and prices without moving from home; there
are a lot of free apps for shopping using the smartphone; it is possible to read the
opinion and comments of other customers who bought the same item you want
to purchase; the purchasing platforms allow the connection to social networks
[15].
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Furthermore, other fields of science have been involved in the evolution of
EC, for instance, artificial intelligence, smart commerce, analytics and big data.
Also, EC is transforming the traditional business models in travels, banking,
fashion, transportation, etc. [15].
EC has become a part of our lives, transforming the way of making economic
transactions. Although the number of individuals who buy via the Internet is
increasing over the time, there are still many people who do not. To carry
out the present study, we will use available data from the National Statistic
Institute of Spain, where the amount of people who use frequently EC for their
purchases has been measured at different time instants using sampling statistical
techniques.
As any human activity, EC can be considered a practice susceptible to be
transmitted by peers with whom we are related with, that is, our social network
[6]. Thus, the study of the evolution of the EC users may be approached using
a proper model that considers the influence of peers. The people influenced are
usually called imitators [4]. However, in the economic activities also arises the
profile of innovator, an individual who makes his/her own decisions regardless
of the decisions of others [4]. Both, the influence of the innovators and the
imitators should be considered in the building of our proposed mathematical
model. This will allow us to investigate and quantify the influence of each one
of them.
Dynamic mathematical models are powerful tools to explain and predict
the process of adoption of an innovation over the time. The formulation of a
reliable mathematical model must consider the particular features of the tech-
nology as well as its users. In spite of several authors have developed interesting
mathematical diffusion models for study the dynamics of some technologies us-
ing different approaches [14, 16, 13, 12], they do not consider aspects like the
different habits among people depending on their age and a major impact of in-
novations on certain age groups. This is particularly relevant because the use of
EC requires a certain knowledge and technological skills that are more common
in younger people.
In [7], the age, the innovators and the imitators have been considered in
the model. Nevertheless the uncertainty of the data coming from a survey, and
consequently, with an intrinsic error that may influence the study, has not been
considered and treated.
In this paper, the goal is to focus on the study of the potential users of EC,
as a fundamental part in the expansion of this increasing business. This way,
the target population will be divided into different age groups which allow us
to distinguish the different population behavior with respect to this technology.
Then, we will build a model that considers the effect of the innovators, the
imitators and the data uncertainty measurement error in the survey. In the
model, we will assume that the population varies in size over time, which is not
usually considered.
In the mathematical quantification of the uncertainty, we will use a new
technique for probabilistic estimation of the model parameters that best capture
the data uncertainty, different to the one developed in [8]. The new technique is
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computationally cheaper than the one introduced in [8]. The model parameters
estimated probabilistically will give us tools to analyze how the dynamics occurs.
Finally, the proposed model provides a useful tool for forecasting the short-
term trends of EC in Spain and therefore to enable strategic decision-making
marketing for ensuring efficiency in production, sales and advertising campaigns.
The paper is organized as follows. In Section 2, we state the underlying
age-structured demographic model and, onto it, the model that describes the
dynamics of the frequent users of EC. In Section 3, we describe the probabilistic
estimation technique to fit the model to the data of frequent users capturing the
uncertainty involved in the sampled data. In Section 4, we present the results
of the probabilistic estimation, the probabilistic prediction and the discussion
of the obtained results. Finally, conclusions are drawn in Section 5.
2 Model Building
In this section, first, we recall the data available in the Spanish INE: birth rates,
death rates and percentages of frequent users of EC. Frequent users of EC are
those who have bought by the Internet in the last three months. Then, we
introduce a demographic model to know the general dynamics of the population.
Finally, using the parameters of the demographic model, we will be able to
describe the dynamics of the frequent EC users.
2.1 Available data
In Spanish INE [1], we can find the data corresponding to the percentage of
EC users from 15 to 74 years old divided into the following age groups: 15-24,
25-34, 35-44, 45-54, 55-64 and 65-74, every year in the period 2009-2017.
As we have pointed out in the Introduction, in our previous contribution [7]
we proposed a deterministic mathematical model to describe the dynamics of EC
in Spain, where the above six age groups were considered. In the present paper,
our aim is to treat the uncertainty included in the sampled data. Thus, the idea
of considering all the age groups could make the random model very complex, as
it occurs in [7]. Therefore, taking into account the significant difference between
the percentage of frequent users of EC if they are younger or older than 45 years
old, we are going to consider the age groups 15-44 and 45-74. We assume that
this difference will be reduced as young people are getting older, but it will take
longer than the prediction time of 4 years we will propose.
In Table 1, we can see the aggregated percentages of people who have pur-
chased by the Internet in the last 3 months (frequent users of EC) and the
people who do not (non-frequent users of EC), per age groups 15-44 and 45-74
in the period 2009-2017.
2.2 Demographical model
As we discussed in the above section, we consider two age groups, that is,
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• Group 1 (G1): Population aged between 15 and 44 years old.
• Group 2 (G2): Population aged between 45 and 74 years old.
Then, following [10, p.623-624], taking into account that the time step is
going to be fixed in a month and the demographic data retrieved from [3] are
in years, the demographic model is given by the following system of difference
equations,


















• µ is the yearly birth rate (assuming that almost nobody dies between 0
and 14 years),
• d1 is the yearly death rate in the age group G1,
• c1 is the yearly growth rate from G1 to G2.
• d2 is the yearly rate of people who leave age group G2, by death or because
they turn 75.
The total population PT (t) = G1(t)+G2(t) is not constant. At this point, we
could use the yearly demographic data retrieved from [3] and calculate the cor-
responding constant values of G1(t) and G2(t) for each year t = 2009, . . . , 2017.
Nevertheless, demographic data beyond 2017 to perform predictions of frequent
EC users will not be available. Consequently, we are going to consider that the
demographic parameters will be determined later by probabilistic estimations,
being these values between the maximum and minimum values retrieved from
[3]. Thus, these average fitted demographic parameter values will be used for
predictions.





30 = 0.0333 because the length of the age group 15− 44 is
30 years and then, approximately 1/30 of people in this age group grow from
44 to 45 years old, moving then to age group G2. Also, we should note that
d2 gathers the death rate of people in G2, in the interval [0.001269, 0.02432]
plus the rate of leaving the system, approximately 175−45 =
1
30 = 0.0333, again,
because the length of the age group 45− 74 is 30 years.
2.3 Electronic commerce dynamic model
Considering the demographic model previously introduced, we are going to build
a discrete model able to describe the transmission dynamics of the habit of the
frequent use of EC over time. First, taking the time t in months, we introduce
the following subpopulations
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• Ni(t), i = 1, 2, denotes the number of individuals in the age group Gi who
have not purchased by the Internet at least in the last three months, at
the month t.
• Yi(t), i = 1, 2, denotes the number of individuals in the age group Gi who
have purchased by the Internet in the last three months, at the month t.
A first consequence of this division is that N1(t)+Y1(t) = G1(t) and N2(t)+
Y2(t) = G2(t). Therefore, PT (t) = N1(t) + Y1(t) + N2(t) + Y2(t) and as we
mentioned before, the total population is not constant over the time.
Furthermore, the frequent users of EC can be classified into two main groups:
the innovators, who make the decision of using EC because of advertising or
marketing strategies through the media or other external factors regardless of
the decisions of others; and the imitators, who will use EC due to the influence
received from social interaction with frequent users [4]. The effect of both, the
innovators and the imitators, is going to be taken into account in the modeling
process.
The diffusion of the frequent use of the EC will be represented by the tran-
sition of people from the population Ni(t) to Yi(t) (i = 1, 2) through the coeffi-
cients of innovation and imitation described by:
• pi, i = 1, 2, are the coefficients of innovators for the i-th group, and the
transitions due to innovators from Ni(t) to Yi(t) are modeled by piNi(t),
i = 1, 2;
• α1, α2, α3, α4 are the coefficients of the imitators, that is, when someone
is a frequent user of EC and influences another person who has not used it
yet or does it less frequently, that is, it has not used EC in the last three
















• γi, i = 1, 2, are the transition parameters of those who have not purchased
by the Internet in the last three months and the transitions from Yi(t) to
Ni(t) are modeled by the terms γiYi(t), i = 1, 2.
Then, assuming that the individuals that turn 15 years old are not frequent
users of EC, the following age-structured mathematical diffusion model based
on the nonlinear system of difference equations given by expressions (2)–(5)
describes the evolution of the frequent users of EC in Spain over the time.
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N2(t+ 1) = N2(t)−
d2
12




































Figure 1: Compartmental model corresponding to the system of nonlinear of
difference equations (2)–(5). The boxes represent the subpopulations and the
arrows the transitions between them.
As our data are given in percentages, we need to scale the model to match
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the magnitudes. To do so, first, we need to establish a relationship between
PT (t+1) and PT (t). Summing up all the expressions in (2)–(5), we obtain that,









(N2(t) + Y2(t)). (6)




























12 (N1(t) + Y1(t))−
d2
12 (N2(t) + Y2(t))
.
(8)
Then, if we divide numerator and denominator of equation (8) by PT (t),
taking into account (6) and (7), we have
n1(t+1) =
n1(t)− d112n1(t) + γ1y1(t)−
c1
12n1(t)− n1(t)(α1y1(t) + α2y2(t))− p1n1(t) +
µ
12
1 + µ12 −
d1
12 (n1(t) + y1(t))−
d2
12 (n2(t) + y2(t))
,
(9)
and then, all the terms in (9) are scaled. Using the same procedure in (3)-(5),
we obtain the following scaled system of nonlinear difference equations
n1(t+ 1) =
n1(t)− d112n1(t) + γ1y1(t)−
c1
12n1(t)− n1(t)(α1y1(t) + α2y2(t))− p1n1(t) +
µ
12
1 + µ12 −
d1
12 (n1(t) + y1(t))−
d2






12y1(t) + n1(t) (α1y1(t) + α2y2(t)) + p1n1(t)
1 + µ12 −
d1
12 (n1(t) + y1(t))−
d2




n2(t)− d212n2(t) + γ2y2(t) +
c1
12n1(t)− n2(t) (α3y1(t) + α4y2(t))− p2n2(t)
1 + µ12 −
d1
12 (n1(t) + y1(t))−
d2




y2(t)− d212y2(t)− γ2y2(t) +
c1
12y1(t) + n2(t) (α3y1(t) + α4y2(t)) + p2n2(t)
1 + µ12 −
d1
12 (n1(t) + y1(t))−
d2
12 (n2(t) + y2(t))
.
(13)




Here, the next usual step would be to fit the model to data in Table 1, that is,
to find the model parameter values that make the model output be as close as
possible to the data collected in Table 1 in the time instants t1= Dec 2009, . . .,
t9= Dec 2017. However, the data come from surveys and, therefore, contain
intrinsic uncertainties (survey error) that we want the model captures.
In order to quantify the uncertainty of the data, it would be interesting to
have the complete data of the surveys. Nevertheless, this information does not
use to be available. As an alternative to avoid this drawback, our goal is to
assign reasonable probability distributions to data that allow us to simulate the
real survey samples in a reliable way.
To do so, we need the sample sizes of the surveys, collected in Table 2 and
available in [1]. We will assume that people interviewed each year is different
and, consequently, the survey outputs are independent. For each one of the 9










, 0 ≤ Xji ≤ nj , i =
1, . . . , 4, j = 1, . . . , 9 a random vector whose entries are:
• Xj1 = Number of individuals who purchase frequently by the Internet in
the first age group G1 at the time instant j.
• Xj2 = Number of individuals who do not purchase frequently by the In-
ternet in the first age group G1 at the time instant j.
• Xj3 = Number of individuals who purchase frequently by the Internet in
second age group G2 at the time instant j.
• Xj4 = Number of individuals who do not purchase frequently by the In-
ternet in second age group G2 at the time instant j.
These components represent exclusive selections (events) with probabilities:
Pj(Xji = xi) = ρ
j







4 are the percentages collected in Table 1 for each
survey j, j = 1, . . . , 9. Thus each random vector has a multinomial (tetranomial)
probability distribution. Therefore, the probability that Xj1 occurs x1 times, X
j
2
occurs x2 times, X
j
3 occurs x3 times and X
j
4 occurs x4 times is given by







x4 , j = 1, . . . , 9, (14)
where x1 + x2 + x3 + x4 = nj .
Now, let us scale the above tetranomial distributions in order to have the
same magnitudes in the data and in the model. Then, we define the random
vector
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Year Non-users Users Non-users Users
15− 44 15− 44 16− 74 16− 74
t1 = Dec 2009 (j = 1) 0.4796 0.1008 0.392 0.0276
t2 = Dec 2010 (j = 2) 0.4588 0.1170 0.3885 0.0357
t3 = Dec 2011 (j = 3) 0.4371 0.1307 0.3929 0.0393
t4 = Dec 2012 (j = 4) 0.4204 0.1393 0.3927 0.0476
t5 = Dec 2013 (j = 5) 0.3885 0.1627 0.3934 0.0554
t6 = Dec 2014 (j = 6) 0.3725 0.1684 0.3979 0.0612
t7 = Dec 2015 (j = 7) 0.3338 0.1958 0.3897 0.0807
t8 = Dec 2016 (j = 8) 0.2976 0.2213 0.3806 0.1005
t9 = Dec 2017 (j = 9) 0.2709 0.2401 0.3785 0.1105
Table 1: Proportion of people who have purchased by the Internet in the last 3
months (frequent users of EC) and the people who do not (non-frequent users
of EC), for the age groups 15-44 and 45-74 in the period 2009-2017 in Spain [1].
Year Sample Size (=: nj)
t1= Dec 2009 (j=1) 24935
t2= Dec 2010 (j=2) 24877
t3= Dec 2011 (j=3) 24972
t4= Dec 2012 (j=4) 20647
t5= Dec 2013 (j=5) 20484
t6= Dec 2014 (j=6) 20815
t7= Dec 2015 (j=7) 20786
t8= Dec 2016 (j=8) 23877
t9= Dec 2017 (j=9) 24132















, i = 1, . . . , 4, j = 1, . . . , 9.
Note that the random variables Zji ∈ [0, 1] and the join probability mass
function of the scaled tetranomial distribution Zj is the same as the one of Xj
shown in expression (14).
Now, sampling a hundred thousand times the 9 scaled tetranomial proba-






4 by their corresponding
values in Table 1, for j = 1, . . . , 9, we can obtain the quantiles 2.5 and 97.5, (95%
confidence interval) of these scaled tetranomial probability distributions. These
quantiles are collected in Table 3 and capture most of the data uncertainty.
Year 95% CI of n1(t) 95% CI of y1(t) 95% CI of n2(t) 95% CI of y2(t)
15− 44 15− 44 45− 74 45− 74
t1= Dec 2009 (j=1) [0.4733, 0.4857] [0.0971, 0.0104] [0.3859, 0.3980] [0.0255, 0.0296]
t2= Dec 2010 (j=2) [0.4526, 0.4650] [0.1130, 0.1210] [0.2834, 0.3944] [0.0334, 0.0380]
t3= Dec 2011 (j=3) [0.4308, 0.4432] [0.1265, 0.1348] [0.3868, 0.3990] [0.0368, 0.0416]
t4= Dec 2012 (j=4) [0.4135, 0.4270] [0.1344, 0.1439] [0.3861, 0.3994] [0.0448, 0.0506]
t5= Dec 2013 (j=5) [0.3818, 0.3951] [0.1576, 0.1677] [0.3867, 0.4001] [0.0522, 0.0585]
t6= Dec 2014 (j=6) [0.3659, 0.3790] [0.1632, 0.1735] [0.3913, 0.4046] [0.0578, 0.0643]
t7= Dec 2015 (j=7) [0.3272, 0.3401] [0.1905, 0.2013] [0.3830, 0.3962] [0.0770, 0.0844]
t8= Dec 2016 (j=8) [0.2918, 0.3034] [0.2160, 0.2266] [0.3744, 0.3868] [0.0966, 0.1042]
t9= Dec 2017 (j=9) [0.2652, 0.2765] [0.2345, 0.2454] [0.3732, 0.3846] [0.1066, 0.1145]
Table 3: Calculated 95% confidence intervals, for each subpopulation, n1(t),
y1(t), n2(t), y2(t), for the time instants Dec 2009, Dec 2010, . . ., Dec 2017, of
the data.
3.2 Probabilistic estimation
The goal of this section is to determine sets of model parameters, which substi-
tuted into the model and calculating the model output, the means and the 95%
confidence intervals of the model output in the time instants t1= Dec 2009, . . .,
t9= Dec 2017 approximate as much as possible the data means and the data
95% confidence intervals given in Tables 1 and 3, respectively.
In order to determine the appropriate model parameters, we are going to
apply a computational technique other than the probabilistic fitting technique
presented in the paper [8], with the aim of saving computation time with similar
or even better results.
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Thus, in this section, we are going to determine an appropriate fitness func-
tion that measures if the model output lies inside or is close the data 95%
confidence intervals. Then, we will run several times the optimization Particle
Swarm Optimization algorithm (PSO) to minimize the defined fitness function
with the aim to calibrate the model. However, we are going to store all the model
evaluations and their errors (fitnesses). Now, among these performed evalua-
tions, we need to select those that allow us to capture the data uncertainty as
well as possible. To select the suitable evaluations and, therefore, their model
parameters, we have to propose a new selection algorithm. This algorithm has
been inspired in the PSO algorithm with an appropriate fitness function that
measures the closeness between the means and the 95% confidence intervals of
the model output of the evaluations and the data.
For the sake of clarity in the explanation of the processes properly, first, we
need to establish certain definitions and notations. Let us denote as M(t;P) a
short representation of model (10)–(13), where
P = {µ, d1, c1, d2, p1, α1, α2, γ1, p2, α3, α4, γ2},
are the model parameters and t is the time instant (in months). Now, given a
set of model parameters, say P∗, the model output M(ti;P∗) = (oti1, oti2, oti3, oti4)
is a vector with 4 elements corresponding to subpopulations n1, y1, n2 and y2,
for the time instants t1= Dec 2009, . . ., t9= Dec 2017. Also, we denote by Ikl,
k = 1, . . . , 9, l = 1, 2, 3, 4, the 95% confidence intervals given in Table 3. For
example, I34 = [0.0368, 0.0416]. Furthermore, we define the distance from a
point p ∈ R to an interval [a, b] as follows:
D(p, [a, b]) =
{
0 if a ≤ p ≤ b,
min{|a− p|, |b− p|} otherwise. (15)
Thus, we define the fitness function F in the Algorithm 1, where we consider
that the fitness is zero if the model output values lie inside the 95% confidence
intervals of the data.
Algorithm 1: Fitness function F used for model calibration.
Input : Model parameters
P = {µ, d1, c1, d2, p1, α1, α2, γ1, p2, α3, α4, γ2}.
Output: Fitness F (P)
1 Substitute the model parameters P into the model;
2 for t1= Dec 2009, . . ., t9= Dec 2017 do
3 Calculate the model outputs M(ti;P) = (oti1, oti2, oti3, oti4);
4 end





In the following, the calculation performed in the loop 2-4 of the Algorithm
1 will be called realization. Once the fitness function has been determined, we
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will use the rPSO algorithm introduced in [11] to calibrate the model. In fact,
we are going to run it several times, storing the sets of model parameters and
their fitnesses used by rPSO in the set P. Later, we have to select the model
parameters of P whose output capture the best as possible the data uncertainty.
To perform the selection of these model parameters, we are going to intro-
duce an adapted version of the rPSO algorithm. Then, we define the fitness
function G given by the Algorithm 2.
Algorithm 2: Fitness function G.
Input : A = {Pi1 ,Pi2 , . . . ,Pin}, Pij sets of model parameter values
i = 1, . . . , n.
Output: Fitness G(A)
1 foreach Pij set of parameters in A do
2 Substitute the model parameters Pij into the model;
3 Perform the realization of the model with the parameters Ai;
4 end
5 Calculate the mean, percentile 2.5 and percentile 97.5 of all the model
outputs in the time instants t1= Dec 2009, . . ., t9= Dec 2017;
6 Calculate G(A), the 1-norm [9] of the difference between the mean,
percentile 2.5 and percentile 97.5 calculated in Step 5 with the
corresponding mean, percentile 2.5 and percentile 97.5 of the data in
Table 1 and Table 3, respectively.
Now, we propose the Algorithm 3, a rPSO-inspired selection algorithm to
select the sets of model parameters whose model-outputs best capture the data
uncertainty.
The selection Algorithm 3, with a probability of 10%, rejects the current
updated particle and generates randomly a new one. Also, with a probability
of 10%, the current updated particle is mutated, where the mutation consists of
changing some sets of model parameters in the current particle by others ran-
domly chosen, avoiding repetitions. These features allow a deeper exploration
of the space of parameters.
At this point, we should remark that, computationally, this probabilistic
estimation procedure is less expensive than the one in [8], because the time
headed to fit the model using rPSO will be smaller than the number of times we
have to sample and fit the model in the probabilistic fitting technique developed
in [8]. Also, the selection procedure is better because it allows us more flexible
combinations to capture the data uncertainty.
Also, we must say that the random selection of the elements in the loop
10-25 of the Algorithm 3 uses to lead to a reduction in the number of elements
of Pi, making difficult to reach a good fitting. Therefore, we suggest to take the
same fixed given value every time the loop 10-25 is executed.
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Algorithm 3: rPSO-inspired selection algorithm.
Input : P, set of model parameters obtained by applying several
times the rPSO algorithm; N , number of particles; ITMAX
the maximum number of iterations; T number of elements of
the particles, T ≤ card(P).
Output: The sets of model parameters Sbestglobal that best capture the
data uncertainty.
1 Define Sbestglobal = ∅ and G(Sbestglobal) = +∞;
2 for i← 1 to N do
3 Initialize Si ⊆ P with T elements chosen randomly without
repetitions;
4 Evaluate its fitness G(Si);
5 Define its individual best fitness as Sbesti = Si;
6 if G(Si) < G(S
best
global) then
7 Sbestglobal = Si
8 end
9 end
10 for i← 1 to ITMAX do
11 for j ← 1 to N do
12 Build the new set Pi = Si ∪ Sbesti ∪ Sglobal, that is, joining the
current particle, its individual best and the global best;
13 Remove the repeated elements;
14 Build the new particle Si as the random selection without
repetition of T elements of Pi;
15 With a probability of 10%, rejects the current Si and generates
randomly a new one;
16 With a probability of 10%, the current Si is mutated;
17 Evaluate the fitness of the new Si, G(Si);
18 if G(Si) < G(S
best
i ) then
19 Sbesti = Si
20 end
21 if G(Si) < G(S
best
global) then






We have performed 30 different calibrations using rPSO, 10 using N = 30
particles, 10 using N = 45 particles and 10 using N = 60 particles, everyone
with N × ITMAX = 3000 evaluations, therefore, a total of 90, 000 evaluations
of the model were performed. Some of them were withdrawn because their
model output presented unrealistic oscillations, leaving 44, 853.
Our goal, now, is to find among the 44, 853 realizations of the model those
such that the means and the 95% confidence intervals of these realizations be
as much close as possible of the corresponding means and the 95% confidence
intervals of the data in Tables 1 and 3.
Nevertheless, it would be interesting to reduce the number of eligible real-
izations to much less than 44, 853. There are 66 realizations with error less than
0.02, 359 with error less than 0.025, 755 with error less than 0.03 and 1590 with
error than 0.04.
Then, we have performed 10, 000 evaluations of the Algorithm 3 with the
realizations with error less than 0.025, 0.03 and 0.04, with N = 30, N = 45
and N = 60 particles, and selecting T = 100, T = 150 and T = 200 elements.
Among all of them, the lowest error has been 0.07056 for the set of realizations
with error less than 0.04 performed with N = 45 particles and selecting T = 100
elements. Substituting the T = 100 chosen model parameters values into the
model and obtaining the model output, in Figure 2, we can assess visually the
goodness-of-fit the probabilistic estimation.
Furthermore, the Figure 2 shows the probabilistic prediction over the next
four years, on the right of the black dotted-dashed vertical line. The prediction
preserves the trends drawn by the data, increasing for the frequent users of EC
and decreasing otherwise. In the Tables 4 and 5, we can see the means and their
95% confidence intervals for the predictions from Dec 2018 to Dec 2021.
Date Mean n1(t) Mean y1(t) Mean n2(t) Mean y2(t)
15− 44 15− 44 45− 74 45− 74
Dec 2018 0.2454 0.2637 0.3643 0.1266
Dec 2019 0.2159 0.2867 0.3522 0.1452
Dec 2020 0.1874 0.3092 0.3382 0.1652
Dec 2021 0.1604 0.3304 0.3226 0.1866
Table 4: Mean of the probabilistic prediction from Dec 2018 to Dec 2021 for
every subpopulation.
Now, taking the 100 sets of parameters selected, we can calculate, for each
parameter, the mean and the 95% confidence interval, and the results are col-
lected in Table 6.
Looking at Table 6, we can see that the model parameters p1 and p2 related
to the people who make their own decisions to use frequently EC (innovators)
are zero. Therefore, according to the results of our model, the use of the EC in
Spain depends mainly on the transmission by peers (imitators) rather than the
14
Date 95% CI of n1(t) 95% CI of y1(t) 95% CI of n2(t) 95% CI of y2(t)
15− 44 15− 44 45− 74 45− 74
Dec 2018 [0.2342, 0.2529] [0.2544, 0.2721] [0.3573, 0.3737] [0.1207, 0.1345]
Dec 2019 [0.2035, 0.2255] [0.2757, 0.2965] [0.3439, 0.3623] [0.1383, 0.1548]
Dec 2020 [0.1736, 0.2002] [0.2954, 0.3207] [0.3280, 0.3513] [0.1568, 0.1770]
Dec 2021 [0.1453, 0.1766] [0.3133, 0.3435] [0.3108, 0.3371] [0.1765, 0.2010]
Table 5: 95% confidence interval of the probabilistic prediction from Dec 2018
to Dec 2021 for every subpopulation.
Parameters Mean 95% CI
µ 0.00351 [0.00351, 0.00355]
c1 0.04164 [0.03172, 0.05430]
d1 0.00139 [0.00033, 0.00269]
d2 0.05333 [0.02882, 0.07809]
p1 0 [0, 0]
α1 0.00376 [0, 0.01726]
α2 0.06905 [0.02934, 0.08545]
γ1 0.00011 [0, 0.00182]
p2 0 [0, 0]
α3 0.00011 [0, 0.00065]
α4 0.019124 [0.014733, 0.02262]
γ2 0.00011 [0, 0.00231]
Table 6: Mean and 95% confidence interval of the selected model parameters
whose model outputs best capture the data uncertainty.
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Figure 2: Probabilistic estimation and probabilistic prediction. Solid lines repre-
sent the model output 95% confidence bands and means, respectively. The dots
are the mean of the data and the data 95% confidence intervals, respectively. As
we can see, the model output band captures most of the data uncertainty rep-
resented by the dots. The dotted-dashed vertical lines separate the estimation
(on the left) and the prediction (on the right) from Jan 2018 to Dec 2021.
own decisions (innovators).
Also, we can see that the model parameters γ1 and γ2 are very small, that
is, when an individual uses frequently EC, it is not usual he/she gives it up for
more than 3 months and moves to the non-user state.
Furthermore, for the transmission parameters, we have that α2 and α4 are
greater than α1 and α3, respectively. This means that the group y2(t), frequent
users of EC in the age group 45 − 74, even being less people than y1(t), they
influence more effectively to make the others to become frequent users of EC,
regardless the age. Thus, elder frequent EC users are less people but more
convincing.
Recently, the Spanish INE has released the data of EC frequent users corre-
sponding to year 2018, [2]. These data with their CI 95% are collected in Table
7. Comparing with the model probabilistic prediction from Dec 2018, given in
Table 5, we can see that our prediction is in agreement with the real data to




In this paper, we propose a mathematical epidemiological-type model with vary-
ing size population, based on a scaled system of difference equations, to study
the dynamics of the frequent users of EC in Spain using real data retrieved from
the INE (Spanish Statistical Institute).
Then, we propose a new technique to estimate probabilistically the model
parameters in such a way the model is able to capture the data uncertainty.
With the estimated model parameters we can perform a probabilistic monthly
prediction over the next four years via the mean and the 95% confidence intervals
each month from Jan 2018 to Dec 2021.
A deeper look to the model parameters selected to capture the best the data
uncertainty, shows us some hidden behavior of the frequent and non frequent
users of EC and how the habit of the frequent use EC transmission occurs.
For instance: it is not usual the individuals get frequent users of EC by own
decisions; when an individual uses frequently EC, he/she does not use to give
it up; the elder users of EC are more convincing to make the others to change
their mind and use EC.
Furthermore, the probabilistic prediction shows a sustained increasing in the
subpopulations of frequent user of EC, reaching in Dec 2021 mean values around
33% and 18.5% of the total population for y1 and y2, respectively.
In comparison with the technique proposed in [8], this new technique is
much less expensive and more accurate, taking advantage of all the evaluations
performed during the rPSO fitting. However, we can not provide estimations of
the model parameters, only the means and the 95% confidence interval.
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t10 = Dec 2018 (j = 10) n1(t10) y1(t10) n2(t10) y2(t10)
15− 44 15− 44 45− 74 45− 74
Mean 0.2279 0.2570 0.3746 0.1405
CI 95% [0.2230, 0.0.2326] [0.2512, 0.2622] [0.3680, 0.3805] [0.1366, 0.1447]
Table 7: Data released for 2018. Mean and CI 95% of people who have used
EC in the last 3 months (frequent users of EC) and the people who do not
(non-frequent users of EC), for the age groups 15-44 and 45-74 during the year
2018 in Spain [2].
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