Let (M, g, σ) be a compact Riemannian spin manifold of dimension m ≥ 2, let S(M ) denote the spinor bundle on M , and let D be the Atiyah-Singer Dirac operator acting on spinors ψ : M → S(M ). We study the existence of solutions of the nonlinear Dirac equation with critical exponent
where λ ∈ R and f (|ψ|)ψ is a subcritical nonlinearity in the sense that f (s) = o s 
This equation is a spinorial analogue of the Brezis-Nirenberg problem. As corollary of our main results we obtain the existence of nontrivial solutions (λ, ψ) of (BND) for every λ > 0, even if λ is an eigenvalue of D. For some classes of nonlinearities f we also obtain solutions of (NLD) for every λ ∈ R, except for non-positive eigenvalues. The proofs of our results are based on variational methods using the strongly indefinite energy functional associated to (NLD). The solutions we obtain are least energy solutions. 
Introduction
Let (M, g) be an m-dimensional compact manifold. We assume that M is spin, and we fix a spin structure σ on M. We denote by S(M) = Spin(T M) × ρ S m the spinor bundle on M with hermitian metric (·, ·) and compatible spin connection ∇ S . The Clifford multiplication
T M ⊗ S(M) → S(M)
is denoted by X ⊗ ψ → X · ψ. Let D = D M be the (Atiyah-Singer) Dirac operator defined on Γ(S(M)), i.e. D = m k=1 e k · ∇ S e k for a local orthonormal frame {e 1 , . . . , e m } of T M. In this paper, we want to find solutions ψ ∈ Γ(S(M)) of the nonlinear Dirac equation ; here the dot "·" denotes the Clifford multiplication of an element of the Clifford algebra Cl(R m ) and a spinor.
Nonlinear Dirac equations on space-time R 4 with various types of nonlinearities have been investigated in [11] or [8] , for instance. We refer the reader to the surveys [12, 13] In [3] [4] [5] it was shown that where λ
, σ) denotes the Bär-Hijazi-Lott invariant for the standard sphere S m equipped with the canonical metric and the unique spin structure, and ω m stands for the volume of S m . It is known that λ
) is achieved if the strict inequality in (1.2) holds. We refer the reader to [2, 4, 6, 15, 16, 19] for these results.
The spinorial analogue of the Brezis-Nirenberg equation
has been treated by Isobe [17] . The energy functional
associated to (BND) is strongly indefinite because the spectrum spec(D) consists of an infinite sequence of eigenvalues . . . < λ −1 < λ 0 ≤ 0 < λ 1 < λ 2 < . . . with |λ k | → ∞ as |k| → ∞. Consequently, a critical point of E has infinite Morse index and infinite co-index. In order to avoid this indefiniteness Isobe used a dual variational principle. Then he could apply the classical mountain pass theorem provided m ≥ 4, λ / ∈ spec(D), and λ > 0.
In the present paper we deal with the more general equation (NLD) and present a different variational approach that works in all dimensions m ≥ 2 and also when λ ∈ spec(D). We do not use a dual functional but work instead with the strongly indefinite functional
where F (s) := s 0 f (t)t dt. Equation (NLD) is the Euler-Lagrange equation associated to (1.4). We show that L satisfies the Palais-Smale condition below a critical value γ crit . We present a min-max scheme, based on the Nehari-Pankov manifold, that yields a possible critical value γ. In order prove γ < γ crit we construct suitable test spinorsφ ε using the Bourgignon-Gauduchon trivialization. Since these do not lie on the Nehari-Pankov manifold we have to find suitable modifications of the test spinors that lie on the Nehari-Pankov manifold, and we have to control the energy of these modifications. This is the main technical difficulty that we have to overcome, in particular when λ ∈ spec(D). In that case we use a new idea, replacing the test spinorsφ ε bȳ ϕ ε − T (φ ε ) where T (ψ) ∈ ker(D − λ) is the nearest neighbor of ψ in ker(D − λ) with respect to the L 2 * norm. Observe that T is a nonlinear projection.
Statement of the main results
Let (M, g, σ) be a compact spin manifold of dimension m ≥ 2. The spectrum spec(D) = {λ k : k ∈ Z} consists only of eigenvalues with finite multiplicity which may be ordered as follows:
We consider the following assumptions on the nonlinearity f ; recall
and (f 3 ) hold then (NLD) has a least energy solution for every λ > 0.
Remark 2.2. a) Assumptions (f 1 ) and (f 4 ) imply:
for every ε > 0 there exists
This allows that F (s) grows almost critically as s → ∞. It also implies (f 2 ).
b) The function F (s) = αs p with α > 0 and p ∈ (2, 2 * ) satisfies all conditions from . This may depend on an intricate combination of conditions on the geometry of (M, g, σ) and properties of f .
As a consequence of our main theorem we obtain the following corollaries. This improves the result from [17] who could only treat dimensions m ≥ 4 and required λ / ∈ spec(D).
Corollary 2.4. The equation
has a least energy solution for every λ ∈ R \ {λ k : k ≤ 0}, α > 0, 2 < p < 2 * .
3 Preliminaries on spinors 3.1 Spin structure and the Dirac operator Let (M, g) be an m-dimensional Riemannian manifold with a chosen orientation. Let P SO (M) be the set of positively oriented orthonormal frames on (M, g). This is a SO(m)-principal bundle over M. A spin structure on M is a pair σ = (P Spin (M), ϑ) where P Spin (M) is a Spin(m)-principal bundle over M and ϑ : P Spin (M) → P SO (M) is a map such that the diagram
commutes, where Θ : Spin(m) → SO(m) is the nontrivial double covering of SO(m). There is a topological condition for the existence of a spin structure, namely, the vanishing of the second Stiefel-Whitney class ω 2 (M) ∈ H 2 (M, Z 2 ). Furthermore, if a spin structure exists, it need not be unique. For these results we refer to [14, 18] . In order to introduce the spinor bundle, we recall that the Clifford algebra Cl(R m ) is the associative R-algebra with unit, generated by R m satisfying the relation x · y − y · x = −2(x, y)
The spinor bundle is then defined as the associated vector bundle
Note that the spinor bundle carries a natural Clifford multiplication, a natural hermitian metric and a metric connection induced from the Levi-Civita connection on T M (see [14, 18] ), this bundle satisfies the axioms of Dirac bundle in the sense that
(ii) for any X ∈ T x M and ψ 1 , ψ 2 ∈ S x (M),
where (·, ·) is the hermitian metric on S(M);
where ∇ S is the metric connection on S(M).
The Dirac operator is then defined on the spinor bundle S(M) as the composition
where m denotes the Clifford multiplication m : X ⊗ ψ → X · ψ.
The Dirac spectrum and H

2 spinors
Let spec(D) denote the spectrum of the Dirac operator
) and has compact resolvents (see [14, 15, 18] ). Moreover, spec(D) = {λ k : k ∈ Z} is a closed subset of R consisting of a two-sided unbounded discrete sequence of eigenvalues. In addition, spec(D) is symmetric about the origin if m ≡ 3(mod 4). The eigenspaces of D form a complete orthonormal decomposition of
We now define the operator |D − λ|
coincides with the Sobolev space
) with the inner product
) with this inner product is the orthogonal decomposition of three subspaces
where E ± is the positive (resp. negative) eigenspace of D −λ, and E 0 = ker(D −λ) is its kernel (which may be trivial). The dual space of E will be denoted by
In the sequel, we will write ψ = ψ + + ψ 0 + ψ − for any ψ ∈ E with respect to this decomposition.
The Palais-Smale condition
Equation (NLD) is the Euler-Lagrange equation of the functional
The functional L is well defined on E = H 
We
Obviously the functional E defined in (1.3) coincides with L when f ≡ 0.
We now investigate the Palais-Smale condition for L. Due to the non-compactness of the critical embedding
, one cannot expect that L and E satisfy the Palais-Smale condition on E. We shall see that the Palais-Smale condition holds below a critical value.
Proof. Assumption (f 2 ) implies: for every ε > 0 there exists C ε > 0 such that
and
Thus, we have for every C > 2c and n large:
where in the last inequality we have used (4.1). By (4.4), we can deduce that
From this and the Hölder and Sobolev inequalities we get
where we have used f (s) ≤ C(1 + s 2 m−1 ). Now, by taking into account (4.5), we get
Note that dim E 0 < ∞, hence any two norms on E 0 are equivalent. Therefore we have
which implies
Now the boundedness of (ψ n ) n follows from 2 * > 2.
If c = 0 then (4.5) and the boundedness of ψ n imply |ψ n | 2 * → 0, hence ψ n → 0 by (4.6) and (4.7).
The next lemma has been proved in [17] . Let
be the functional associated to (1.1).
As a consequence of Lemma 4.2, we obtain the following compactness result below the critical value
. Then the functional L satisfies the (P S) ccondition for any c < γ crit .
Proof. Let (ψ n ) n be a (P S) c -sequence for L on E. By Lemma 4.1, (ψ n ) n is bounded and ψ n → 0 if (and only if) c = 0. Now suppose c > 0 and, up to a subsequence if necessary, ψ n ⇀ ψ 0 in E. Then we have
and the limit spinor ψ 0 satisfies
We claim that ψ 0 = 0 in E. Indeed, assume to the contrary that ψ 0 = 0. Then it follows from (4.9) that (ψ n ) n is also a (P S)-sequence for E 0 . Moreover,
Therefore, by Lemma 4.2 we have
which contradicts the assumption c < 1 2m
and, for arbitrarily ψ ∈ E with ψ ≤ 1,
On the other hand, arguing exactly as in [17, Lemma 5.2], we obtain the Brezis-Lieb type result for the integrand of critical part, that is,
Therefore, combining (4.11)-(4.14), we infer that
where we have used (4.10), i.e. L ′ (ψ 0 ) = 0, in the last equality.
(4.15) and (4.16) imply that (ϕ n ) n is a (P S)-sequence for E 0 . If |ϕ n | 2 * → 0 then we easily get ϕ n → 0 in E which gives the compactness of (ψ n ) n (cf. Lemma 4.1). If lim inf n→∞ |ϕ n | 2 * > 0, then it follows from Lemma 4.2 that
But this, together with (4.15
m ω m which contradicts our assumption. Hence we must have that (ψ n ) n is compact in E.
The min-max scheme
The functional L ∈ C 1 (E) has the form
We need to investigate the properties of K. In the sequel we always assume (f 1 ) − (f 3 ).
Lemma 5.1. K(0) = 0 and
Proof. Using (f 3 ) we obtain for s > 0:
The lemma follows immediately.
Lemma 5.2. K is weakly lower semi-continuous.
Proof. This is an immediate consequence of Fatou's lemma.
Recall the decomposition E = E + ⊕ E 0 ⊕ E − and let
For φ ∈ S + we set
Lemma 5.3. For each φ ∈ S + there exists a unique nontrivial critical point ν(φ) ∈ E(φ) of the constrained functional L| E(φ) . Moreover the following hold:
Proof. We proceed in two steps: STEP 1: sup L| E(φ) > 0 is achieved. STEP 2: A critical point ψ = 0 of L| E(φ) is a strict global maximum of L| E(φ) , hence it is unique. For the proof of STEP 1 observe that there exists a constant C > 0 such that
because Rφ ⊕ E 0 is of finite dimension. This and F ≥ 0 imply
Here we used that for every ε > 0 there
This together with the weak upper semi-continuity of L on E(φ) implies that the supremum is achieved at some ν(φ). It also follows that ν(φ) + is bounded away from 0. Now we prove STEP 2. Let ψ ∈ E(φ) be a nontrivial critical point of L| E(φ) and let ϕ = (1 + s)ψ + χ ∈ E(φ) be an arbitrary element of E(φ); here s ≥ −1 and χ ∈ E 0 ⊕ E − . Then, an elementary calculation shows
It is sufficient to prove that for ψ = 0 the integrand is negative. If Re(ψ, ϕ) ≤ 0, there holds
For the last inequality see the proof of Lemma 5.1. On the other hand, if Re(ψ, ϕ) > 0, the function
.
We may assume that h attains its maximum at some point s ∈ (−1, ∞), otherwise we are done. Then, we have
Now hypothesis (f 3 ) implies |ψ| = |ϕ| > 0 and
Remark 5.4. The set P := {ν(φ) : φ ∈ S + } is the Nehari-Pankov manifold associated to L. It is a topological manifold homeomorphic to S + via the homeomorphism ν : S + → P. Neither ν nor P need to be of class 
Now we consider the functional
M : S + → R, M(φ) := L(ν(φ)). Proposition 5.5. a) M ∈ C 1 (S + ) and M ′ (φ)[χ] = ν(φ) + L ′ (ν(φ))[χ] for all χ ∈ T φ (S + ). b) If {φ n } is a
Test spinors and auxiliary estimates
Our proof relies on the construction of a suitable test spinor on M in order to show inf M < γ crit . The test spinor comes from a spinor on R m being cut-off and transplanted to M so that it has support in a small neighborhood of an arbitrary point p 0 ∈ M. We first need to recall a construction from the paper [ In order to transplant the test spinor on M, we recall the Bourguignon-Gauduchon-trivialization. Here we fix p 0 ∈ M arbitrarily, and let (x 1 , . . . , x m ) be the normal coordinates given by the exponential map
For p ∈ V let G(p) = (g ij (p)) ij denote the corresponding metric at p. Since G(p) is symmetric and positive definite, the square root B(p) = (b ij (p)) ij of G(p) −1 is well defined, symmetric and positive definite. It can be thought of as linear isometry
We obtain an isomorphism of SO(m)-principal bundles:
where φ(y 1 , . . . , y m ) = (By 1 , . . . , By m ) for an oriented frame (y 1 , . . . , y m ) on U. Notice that φ commutes with the right action of SO(m), hence it induces an isomorphism of spin structures:
Thus we obtain an isomorphism between the spinor bundles S(U) and S(V ):
where (ρ, S m ) is the complex spin representation. Setting e i = B(∂ i ) = j b ij ∂ j we obtain an orthonormal frame (e 1 , . . . , e m ) of (T V, g). In order to simplify the notation, we use ∇ and∇, respectively, for the Levi-Civita connections on (T U, g R m ) and (T V, g) and for the natural lifts of these connections to the spinor bundles S(U) and S(V ), respectively. For the Clifford multiplications on these bundles, we shall write "·" in both cases, that is,
Now a spinor ϕ ∈ Γ(S(U)) corresponds via the isomorphims (6.4) to a spinorφ ∈ Γ(S(V )).
In particular, since the spinors ϕ ε ∈ Γ(S(U)) from (6.3) have compact support in U they correspond to spinorsφ ε ∈ Γ(S(M)) with compact support in V . These are not quite our test spinors, because they do not lie in M. In the rest of this subsection we prove some estimates that will be needed in order to control the critical values in the next section.
We write D andD for the Dirac operators acting on Γ(S(U)) and Γ(S(V )), respectively. By [4, Proposition 3.2] there holds
βk e i · e j · e k , and X = 1 4
i,k
here (b −1 ij ) ij denotes the inverse matrix of B, andΓ k ij := g(∇ e j e j , e k ). In the sequel we identify x ∈ R m with p = exp p 0 x ∈ M for notational convenience. As remarked in [4, 17] , observing
as |x| → 0, we deduce
In the sequel we use the notation f ε g ε for two functions f ε and g ε , when there exists a constant C > 0 independent of ε such that f ε ≤ Cg ε .
Lemma 6.1. Letφ ε ∈ S(V ) be as above and setR ε :=Dφ ε − |φ ε | 2 * −2φ
Proof. For ψ ∈ E with ψ ≤ 1 and ε small we have
This implies the estimate on φ ε E * . In order to estimateR ε , (6.1) and (6.2) yield
Using (6.5), we obtainR
where
In the following estimates we use that the support of η is contained in B 2δ (0) ⊂ R m . Analogous to (6.7), using (6.2) and (6.6) we estimate:
Here we used the inequality |∇ψ(x)| µ(x) m 2 and the same estimate as for A 4 E * . Finally there holds:
Here we used |∇η(x)| |x| and the same estimate as for A 3 E * .
From these estimates we finally obtain:
Lemma 6.2. Letφ ε ∈ S(V ) be as above and let ω m stand for the volume of the standard sphere
10)
Proof. For the first estimate, by taking into account
This implies (6.9).
Here we used the inequality |∇ψ(x)| µ(x) m 2 .
Here we used the inequality |∇η(x)| x and the same estimate as for J 4 .
Combining these estimates we deduce that
Finally (6.10) follows upon taking into account that
(1 + r 2 ) m dr.
Proof of the main results
As a consequence of the results from sections 4 and 5 we need to prove
where M : S + → R is defined in Proposition 5.5. The strategy is to find suitable modifications of the test spinors that lie on M, and to control the energy of these modifications.
7.1 Proof of Theorem 2.1 for λ > 0 
This implies
We need to collect some properties of T and of the functionals
Proof. a) is trivial. For the proof of b) we fix ψ ∈ L 2 * \ E 0 and consider the map
is the unique solution of F ′ ψ (φ) = 0 because F ψ is of class C 2 and strictly convex. A simple computation yields for
According to a theorem of Bär [7] the nodal set of any φ ∈ E 0 \ {0} is of measure zero, hence In order to prove c) observe that F ′ (ψ) is trivial on E 0 by a). This implies for φ ∈ L 2 * :
we obtain using the definition of T :
The second derivative of F is given by
Lemma 7.1 implies thatẼ(ψ + φ) =Ẽ(ψ) for ψ ∈ E and φ ∈ E 0 . Therefore we only need to considerẼ onẼ = E + ⊕ E − , so from now onẼ :Ẽ → R. A straightforward calculation shows for any ψ, φ ∈Ẽ:
Next we construct the Nehari-Pankov manifold forẼ. We could refer to [20] as in section 5 but we prefer a different 2-step procedure which will make the subsequent estimates more transparent.
Lemma 7.2. a) There exists a C 1 map η : E + → E − such that for ψ ∈Ẽ:
is strict concave because F is convex. Moreover, it is anti-coercive, hence it has a unique critical point η(φ), which is a maximum point. That η : E + → E − is of class C 1 follows from the implicit function theorem applied to the equation D χẼ (φ + χ) = 0 which defines χ = η(φ). This proves a). For the proof of b) recall thatẼ
holds also for all χ ∈ E + as a simple calculation shows.
In order to see c) we compute
The implication in c) is equivalent to:
This is a consequence of the following computation where we set ψ = φ + η(φ) and χ = η ′ (φ)[φ] − η(φ), and use thatẼ
The Nehari-Pankov manifold forẼ is defined as
By Proposition 7.2 this is a smooth submanifold of codimension 1 in E + , and it is a natural constraint for the problem of finding non-trivial critical points of J .
Proof. For simplicity of notation we set ζ n = ψ
Lemma 7.4. For φ ∈ E + and ψ := φ + η(φ) there holds
Proof. This estimate follows immediately from (7.5) and a similar argument as in (7.6).
Proposition 7.5. For any c > 0, if (φ n ) n is a (P S) c -sequence for J then there exists a sequence (t n ) n in R such that t n φ n ∈ N and |t n − 1| = ( J ′ (φ n ) ).
Proof. If (φ n ) n is a (P S) c -sequence for J then ψ n = φ n + η(φ n ) n is a (P S) c -sequence for E, hence (ψ n − T (ψ n )) n is a (P S) c -sequence for E which is bounded by Lemma 4.1. Therefore (φ n ) n is bounded. Moreover, since J (φ n ) → c > 0 we obtain:
Now we define g n : (0, +∞) → R by g n (t) = H(tφ n ). for t close to 1 and some C > 0 independent of n. Since (φ n ) n is a (P S)-sequence for J , we have g n (1) = J ′ (φ n )[φ n ] → 0. Therefore there exists a constant δ > 0 such that g ′ n (t) < −δ for all t ∈ (1 − δ, 1 + δ) and n large.
Moreover, since g n (1 − δ) > 0 and g n (1 + δ) < 0 the Inverse Function Theorem yields that φ n := g −1 n (0)φ n ∈ N ∩ span{φ n } is well-defined for n large. Furthermore, g ′ n (t) −1 is bounded by a constant, say, c 1 > 0 on (1 − δ, 1 + δ) due to the boundedness of {φ n }. As a consequence φ n −φ n = |g −1
Now the conclusion follows from |H(φ n )| = O( J ′ (φ n ) ).
Combining Lemma 7.3 and Proposition 7.5, we obtain Corollary 7.6. For any c > 0, if (ψ n ) n is a (P S) c -sequence forẼ, then there exists a sequence (φ n ) n in N such that ψ n − φ n − η(φ n ) = O( Ẽ ′ (ψ n ) ). In particular,
Proof. According to Lemma 7.3, we have ψ − n − η(ψ + n ) ≤ O( Ẽ ′ (ψ n ) ) and (ψ + n ) n is a (P S) c -sequence for J . Then, by Proposition 7.5, there exists φ n = t n ψ + n such that
(7.10)
Here we used that (ψ n ) n is bounded due to Lemma 4.1, and the inequality
which can be easily checked. The boundedness of the second derivative ofẼ and Lemma 7.3 yield
This together with (7.10) implies ψ n − φ n − η(φ n ) = O( Ẽ ′ (ψ n ) ). Next, Taylor's formula and the boundedness of the second derivative ofẼ implỹ
Finally we have
with K(ψ) = M F (|ψ|)dvol g + 1 2 * M |ψ| 2 * dvol g being strictly convex, a straightforward calculation shows that K also satisfies the following inequality which is an analogue of (7.5). For any ψ ∈ E \ {0} and φ ∈ E there holds:
Therefore, for λ ∈ spec(D) ∩ (−∞, 0] Lemma 7.2 applies to L, and we can use the arguments following it to conclude that
where φ ε =φ
andφ ε is our test spinor. Now we deduce from Lemma 6.1 and Lemma 6.2 that 
