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 Abstract - Feedforward neural networks have 
demonstrated an ability to learn arbitrary nonlinear 
mappings. Knowledge of such mappings can be of use in the 
identification and control of unknown or nonlinear systems. 
One such network, the Gaussian radial basis function (RBF) 
network has received a great deal of attention recently. In 
RBF networks, however, the problems of determination of 
the appropriate number of Gaussian basis functions and 
existence of the overlapped basis functions remain two 
critical issues. In order to overcome the mentioned 
problems, a systematic procedure, namely Data 
Construction Method (DCM), was proposed in this paper. A 
numerical example of function approximation was provided 
for illustration and validation. The obtained results show 
that DCM is a useful technique to improve the learning 
performance of RBF networks. 
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I.  INTRODUCTION 
 
A neural network is a self training system that can 
learn to internalize a function. The advantages of neural 
networks are that they are able to self organize and 
parallel process. The error between the desired output and 
the neural network output is used to adapt the network’s 
parameters. Among the proposed neural networks, radial 
basis function (RBF) networks form a unifying link 
among interpolation, chaotic time-series modeling, system 
identification, control engineering, electronic device 
parameter modeling, channel equalization, speech 
recognition, image restoration, shape-from-shading, 3-D 
object modeling, motion estimation and moving object 
segmentation, data fusion, etc., Therefore, they have 
attracted a lot of interests. Besides, training RBF networks 
normally is faster than training multi-layer perceptron 
networks [2, 4, 8, and 9]. 
A RBF network consists of three layers: input, hidden, 
and output, where each unit of the hidden layer is related 
to a basis function. The center and width are two 
important parameters associated with each basis function. 
Although, compared to multilayer perceptron networks, 
RBF networks have advantaged in choosing suitable 
parameters for the units of hidden layer, the problem of 
selecting the appropriate number of basis functions 
remains a critical issue [1, 3, and 8]. A small number of 
basis functions yields a high bias and low variance 
estimator; whereas a large number of basis functions 
yields a low bias but high variance estimator. Apparently, 
the best generalization performance is obtained by 
reducing bias while simultaneously reducing variance. 
This trade-off highlights the issue of basis selection of 
RBF networks in order to achieve the best generalization. 
Another problem that has not been addressed yet is the 
determination of the width of the basis function. While 
there is no problem if two basis functions belonging to the 
same class, the basis functions of two different classes 
should have as little effect on each other as possible. The 
mentioned overlapping situation will affect the learning 
accuracy of RBF networks. Jones et. al. [7] and Saha et al. 
[10] noted the shortcomings of RBF networks but have 
not resolved the issues. 
       In this paper, we proposed a procedure, namely Data 
Construction Method (DCM), for choosing an appropriate 
number of basis functions and deciding the parameters of 
basis functions, the center and width, in RBF networks. In 
Section II, after a basic concept of RBF networks is 
introduced, the membership functions adopted for 
deciding the center and width of Gaussian basis functions 
in RBF networks were introduced. For illustration and 
validation, a numerical example to function 
approximation was provided in section Ⅲ. Finally, 
discussion and conclusion were drawn in Section IV. 
 
 
II.  BACKGROUND 
 
A. Radial basis function (RBF) networks 
 
The training of RBF networks, referring to Figure 1, 
proceeds in two steps: first, the basis function parameters 
(corresponding to hidden units) are determined by 
clustering; second, the weights between hidden and output 
layers are decided by least squares for solving a simple 
linear system. Thus, the first phase is an unsupervised 
process, and the second, a supervised process.  
 
 
Fig. 1. Radial basis function (RBF) networks 
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Because the number of basis functions controls the 
complexity, and hence the generalization ability of RBF 
networks, if a RBF network has too few basis functions, 
the flexibility will be reduced which will result in poor 
predictions. On the other hand, a RBF network with too 
many basis functions, it will yield poor generalization by 
being too flexible to include the noise in the training data. 
In a RBF network, only a single hidden layer whose 
units are related to radially symmetric basis activation 
functions is needed to achieve a smooth approximation to 
an arbitrary real nonlinear function. Note that the 
connections from the hidden layer to the output are 
weighted as usual, but the input connections are un-
weighted. The output nodes are simple linear summation 
nodes. This allows the output to span a significant range 
of values. In general, the Gaussian basis function is 
adopted as 
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where the output Oi, is symmetric around the node center 
Ci for an input vector I. The adjustable parameters of a 
RBF network include the output weights, the node centers 
Ci, and the node widths σi. The node centers, Ci are each a 
vector containing m elements. The node widths, σi, affect 
the input range over which a node will have significant 
activation. Some researchers have chosen to determine the 
node centers and widths a priori and to keep them fixed, 
which greatly simplifies their system analysis when the 
network is used in a dynamic process. We will refer to 
this type of network as a fixed center RBF (FCRBF). 
 
 
Fig. 2. One-dimensional radial basis functions 
 
The RBF divides nodes to different portions of the 
input space. By allocating different nodes to different 
portions of the input space, the network becomes locally 
responsive. That is, groups of inputs that are "close" in the 
Euclidean sense to the center of a node will strongly 
affect that node and have little effect on the other nodes. 
As a result, RBF networks are easier to train, faster to 
converge, and more flexible in representing intuitive 
(local) function than their multi-layer network 
counterparts. Another advantage of RBF networks over 
multi-layer networks is in their simpler topology. Since 
only one hidden layer is needed, there are far fewer 
interconnections needed which would make an 
implementation easier. One further advantage of RBF 
networks is that their approximation capabilities are 
directly related to the number of hidden nodes presented 
in the network. This is not necessarily the case in multi-
layer networks. 
 
B. Data Construction Method (DCM) 
 
From the introduction above, we know that a RBF 
network is a useful learning tool with the identified 
advantages. However, the number of basis functions and 
the overlapped basis functions are issues needed to be 
solved. In this section, we proposed the Data Construction 
Method (DCM) for this purposes and the algorithm is 
listed in the following: 
 
Step 1: Input a training data set Ao={ ( )o iia k | oia ∈\ , 
ki∈` , 1 oi n} where ki is the relative 
frequency (or density) to the element value oia . 
Determine an arbitrary set C={1, c} with c>1; 
Step 2: Take mod(Ao)= min{max ( )}o
o ii
iia k
a k
∈ ∈\ `
 and let A={ 
ai(ki)| ai∈\ , ki∈` , 1≤i≤n} where ai= oia - 
mod(Ao); 
Step 3: Let Zt≡A(:)C(t)={ ( )t tq qz f | 1[ , ],t tq n qz a a f∈ ∈` , 
1≤q≤Q}, t∀ ∈` ; 
Step 4: Set a constant w, and define 
µ= (( * ) / | |)
t tq q tq
z f Z∑  and standard deviation 
σ= 1 2 2 0.5((| | * ) )
t tt q q
q
Z z f µ− −∑  then if 
Pr(| | )
tqz kµ σ− ≤ ≥w, go to Step 5; Otherwise t= t 
+ 1 and go to Step 3; 
Step 5: Assume t=T. Let ' mod( )
T T
o
q qz z A= + , and ZT 
={ ' ( )
T Tq q
z f } are obtained; 
Step 6: Let '( ) / , 1
T T TZ q q T
z f Z q Qπ = ≤ ≤ . Due to the 
multi-modal structure of '( )
T TZ q
zπ , each modal is 
denoted as a unit of hidden layer of a RBF 
network. 
 
Using the above procedure, a multi-modal distribution 
[5 and 6] can be identified of which each modal is 
regarded as a unit of hidden layer of a RBF network. 
Because the Gaussian basis function is chosen as the form 
of each hidden unit, trapezoidal and triangular 
membership functions were the possible function forms 
adopted for deciding the parameters of Gaussian basis 
function: center Ci, and width σi, as defined in the 
following. 
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 Definition 1 Trapezoidal and triangular membership 
functions [11] 
A trapezoidal membership function is specified by four 
parameters, a, b, c, and d with a < b ≦ c < d: 
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When b=c, this membership function is triangular and 
denoted by three parameters, a, b, d with a<b<d. 
 
In this paper, based on the above definition the rules 
of choosing the center Ci and width σi of Gaussian basis 
functions are listed: 
 
 If it is trapezoidal, then Ci = (b + c)/2 and  
σi =max {(d-((b + c) /2)), ((b + c) / 2)-a}.                (3) 
 
 If it is triangular, then 
Ci = b and σi =max {(b - a), (d - b)}.                        (4) 
 
Let’s use a sample of size 10, Ao={1, 2(2), 4, 5, 8(3), 
9(2)}, to explain the procedure of DCM. At step 1, let 
C={1, 2}. The mode 8 of this sample set was selected and 
the translated data set A={-7, -6(2), -4, -3, 0(3), 1(2)} was 
obtained at step 2. Then, the multiset division [5 and 6], 
A(:)C(t), was processed until the stopping rule at step 4 is 
satisfied. Setting k=2 and w=0.95, the process of multiset 
division stopped at t=1, and Z1 ={1, 2(2), 4, 4.5, 5(3), 6, 
6.5, 8(6), 8.5(2), 9(2)}.Because of |Z1|=20, a multi-modal 
distribution, was obtained as Figure 3. 
 
zq1
9.008.508.006.506.005.004.504.002.001.00
de
gr
ee
 o
f 
po
ss
ib
ili
ty
.4
.3
.2
.1
0.0
 
Fig. 3. The final distribution constructed by DCM 
 
Extending the up and down slops of edges to intercept 
of x-axis, by Definition 1 three triangular membership 
functions, F1 (1, 2, 4), F2 (4, 5, 6) and F3 (6, 8, 9), were 
defined as Figure 4. 
 
 
Fig. 4. Three triangular membership functions derived by the 
distribution of Z1 
 
Finally, according to equation (4), the parameters of 
three corresponding Gaussian basis functions were 
decided as C1 = 2 and σ1 = 2, C2 = 5 and σ2 =1, and C3 = 8 
and σ3 =2, respectively. 
 
 
III.  A NUMERICAL EXAMPLE 
 
For validation, let’s respectively use the DCM and 
RBF to learn the below nonlinear function: 
 
( ) 0.8[exp( 0.8 )*sin(4 ) 0.4], [0,1]f x x x xπ π= − + ∈ . 
 
Then, the training data set of size 10, and the testing 
data set of size 30 were also provided in the following. 
 
TABLE Ⅰ THE TRAINING DATA SET 
x f(x) x f(x) x f(x) 
0.0503 0.7363 0.0592 0.7868 0.2091 0.5527 
0.5678 0.4645 0.6029 0.4891 0.6808 0.4304 
0.3798 0.0126 0.4611 0.2021   
0.7833 0.2746 0.7942 0.2627   
 
TABLE Ⅱ THE TESTING DATA SET 
x f(x) x f(x) x f(x) 
0.0498 0.7332 0.0784 0.8674 0.0841 0.8839 
0.1708 0.7569 0.1739 0.7422 0.1909 0.6549 
0.2393 0.3787 0.2548 0.2947 0.2731 0.2047 
0.4508 0.1705 0.4544 0.1814 0.4784 0.2555 
0.6756 0.4378 0.6992 0.4022 0.7159 0.375 
0.8439 0.2313 0.8656 0.2298 0.8928 0.2373 
0.121 0.9094 0.1536 0.829 0.7275 0.3558 
0.2319 0.4208 0.2324 0.4181 0.9084 0.2455 
0.3533 0.003 0.4418 0.1441 0.8049 0.2527 
0.5548 0.4461 0.6408 0.4767 0.9943 0.3153 
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Fig. 4. The testing plots among desired, DCM, and RBF outputs 
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 With setting the same parameters of DCM as the front 
section, the process of multiset division stopped at t=1, 
and the testing errors 0.0465 was obtained. Using the 
same data source in RBF networks, the respective testing 
error is equal to 0.0771. Therefore, when using DCM to 
select the appropriate number of Gaussian basis functions, 
the learning accuracy is improved by  
 
(0.0771-0.0465) / 0.0771 = 40%. 
 
 
IV.  CONCLUSION 
 
 In order to solve the problem of selecting the 
appropriate number of Gaussian basis functions when 
using RBF networks, a novel procedure, namely Data 
Construction Method (DCM), was proposed in this paper. 
Additionally, to overcome the difficulty of which 
overlapped basis functions will affect the learning 
accuracy, trapezoidal and triangular membership 
functions are adopted to deciding the parameters of 
Gaussian basis function: center Ci, and width σi. For 
validation, a numerical example to function 
approximation was provided also. The obtained results 
show that DCM is a useful technique to improve the 
learning performance of RBF networks. 
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