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SUMMARY 
This thesis describes an investigation into the prediction and control of 
combustion instabilities.  The main contribution of this research is to enable the 
development of a “bolt-on” active control system that can be used on a variety of 
combustors without a priori knowledge of the instability characteristics of the combustor.  
An industrial version of such an active control system would reduce the amount of time 
required to field test a new combustor design by providing protection against damaging 
combustion instabilities.  In addition to the active controller development and 
characterization, this thesis discusses a novel experimental method for determining 
combustor stability margin and limitations of controllability of unstable combustors due 
to system noise and time delays.  
The first part of the thesis describes an experimental method for predicting the 
stability margin of a combustion system.  This method measures the transfer functions 
that describe 1) the influence of the combustor pressure oscillations on the heat release 
and 2) the influence of the fluctuating heat release on the combustor dynamic pressure 
oscillations.  Using these two transfer functions, the overall system gain and phase are 
determined, which provides an estimate of the tendency of the combustor to exhibit 
combustion instability. 
The second part of the thesis describes the development of an adaptive controller 
for damping combustion instabilities.  Two methods are presented: 1) an online 
identification method that provides a rapid, semi-automatic calculation of the optimum 
control phase, and 2) an adaptive method that continually adjusts the control system to 
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operate at the optimum control phase to provide maximum damping.  The adaptive 
controller performance is characterized and its limitations are discussed. 
The last part of the thesis describes an investigation into the factors that limit the 
ability of an active control system to damp combustion instability, i.e., its controllability.  
In particular, the effects of system noise and time delays are examined through 
experiments and a linear model.  
Finally, several ideas are presented for further research and development in each 
of the areas described above.  
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CHAPTER 1 
INTRODUCTION AND LITERATURE REVIEW 
 
 This thesis describes an investigation of active control of combustion instabilities 
in Dry Low NOx (DLN) Gas Turbine combustors.  This work primarily consists of two 
tasks: 1) developing an experimental method for evaluating the stability of a combustor, 
and 2) developing and testing an adaptive active control system for actively controlling 
the combustion process heat release and pressure oscillations in an unstable gas turbine 
combustor.  The results of this investigation provide new methods for predicting and 
controlling detrimental combustion instabilities, which can shorten combustor lifetime, 
cause catastrophic failure of a gas turbine engine, and prevent operating combustors at 
their optimum design point. 
 
1.1 Background 
 Interest in gas turbines for power generation has increased significantly in recent 
years due to their advantages over traditional methods of power generation.  For example, 
gas turbines cost less to install and maintain than other methods of power generation 
(e.g., coal-fired boilers, nuclear reactors)[1].  Gas turbines also provide a reliable, 
efficient method of power generation and are well suited for increasing the peak capacity 
of existing powerplants [2].  One of the most significant benefit of gas turbines is their 
lower pollutant emissions, especially oxides of nitrogen (NOx)[3].   
 Dry Low NOx (DLN) engines achieve very low NOx emissions levels by burning 
premixed fuel and air at a low equivalence ratio.  Lean premixed flames burn at much 
lower temperatures than diffusion flames, which traditionally have been used in other 
combustion-based power generation systems.  NOx production is strongly dependent on 
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flame temperature, and lowering the flame temperature significantly reduces NOx 
emissions.  The lean premixed mode of combustion is illustrated in the schematic of a 
generic DLN combustor in Fig. 1.1 [4].  Compressed air enters through an inlet section at 
the left of the figure.  Fuel is injected into the air stream, where it begins to mix with the 
inlet air.  As the fuel and air pass through the mixing section, they are further mixed by 
the swirl vanes before entering the combustion zone.  The flame is typically anchored by 
a bluff body, by a stabilizing pilot flame, or by a turbulent recirculation region caused by 
a rapid expansion of gases at the “dump plane” as shown in Fig. 1.1.  The hot exhaust 
products exit downstream to the turbine section, where they drive the turbine blades to 
















Figure 1.1: Generic schematic of an DLN combustor, see [4] 
 
1.2 Combustion Instabilities 
 The development of DLN combustors has been hindered by their susceptibility to 
combustion instabilities that can cause degraded performance and premature wear of 
system components, and in some cases catastrophic failure of the system.  Additionally, 
combustion instabilities can change the fuel-air mixing, which may result in higher NOx 
emissions.  Combustion instability is a generic term that describes coherent, large-
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amplitude pressure and heat release oscillations that are associated with the excitation of 
one or more natural acoustic modes of the combustor.  Combustion instabilities have 
been observed in many types of combustors, including rocket motors, ramjets, and DLN 
[5,6,7].  The increased interest in the application of lean premixed technology in DLN 
combustors has increased the importance of understanding and controlling their 
instabilities, which is the subject matter of this research. 
 
Figure 1.2: Feedback loop that drives combustion instabilities 
 
 
 Combustion instabilities are caused by complex interactions between pressure and 
heat release oscillations in a combustor.  These interactions comprise a feedback loop, 
which consists of two branches as illustrated in Fig. 1.2.  In the forward branch (top), heat 
release oscillations (denoted by Q’) excite acoustic velocity and pressure oscillations P’ 
in the combustor, which, in turn, excite heat release oscillations Q’ in the combustor via 
the backward (bottom) branch of the feedback loop.  Under appropriate conditions, this 
feedback process results in a rapid growth in the amplitudes of the combustor pressure 
and heat release oscillations.  At some point, nonlinear processes saturate the growth of 
the oscillation amplitude, resulting in limit cycle oscillations in the combustor.  Figure 
1.3 illustrates this transition from stable combustion to unstable limit cycle pressure 
oscillations in a DLN combustor.  In this example “stable” combustion occurs until t = 
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pressure.  At this time, the instability is triggered by a change in operating conditions and 
the oscillation amplitude grows exponentially until the amplitude saturates when t = 3.7 
seconds.  The limit cycle oscillations tend to persist either until the operating conditions 
are changed or active control is applied (see Section 1.4).  As mentioned previously, 
these large amplitude limit cycle oscillations are undesirable since they can significantly 
shorten the life of the combustor or other system components and lead to catastrophic 


























Stable Instability Growth Limit Cycle
 
Figure 1.3: Transition from stable combustion to unstable limit cycle oscillations. 
 
 Combustion instabilities are generally encountered only for certain operating 
conditions.  There are a number of factors, such as combustor geometry, fuel and air flow 
rates, and combustor pressure and temperature that determine whether the combustor is 
susceptible to instability for a given operating condition.  This is due to the specific 
requirements that must be met in order to generate coherent heat release and pressure 
oscillations that excite and maintain the combustion instability feedback loop. Lord 
Rayleigh first described these requirements in his Theory of Sound [8].  Rayleigh’s 
criterion states that if the local pressure and heat release oscillations are in phase, there is 
a net local addition of energy to the acoustic field.  Conversely, if the pressure and heat 
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release are out of phase, there is a net local removal of energy from the acoustic field.  
The “Rayleigh index,” G(x), can be used to quantify the spatial variation of this coupling 
between the heat release and pressure oscillations [9]: 
∫= dttxptxqTxG ),('),('
1)(      (1.1) 
where T is the period of an oscillation and q’ and p’ represent the fluctuating parts of the 
heat release and pressure, respectively.  Local acoustic driving occurs where the Rayleigh 
index is positive at a location (x), i.e., G(x) > 0.  For harmonic oscillations, this condition 
is met when the magnitude of the phase φ between the heat release and pressure is less 
than 90 degrees; i.e., -π/2 < φ < π/2.  On the other hand, if the phase between the heat 
release and the pressure oscillations is larger than 90 degrees, the Rayleigh index at 
location (x) is negative and the heat release oscillations damp the acoustic field at that 
location.  By integrating the Rayleigh index over the entire flame, the net acoustic energy 
addition can be calculated.  A combustor is unstable when the total rate of acoustic 
energy addition to the combustor is greater than the rate of acoustic energy losses through 
other processes (e.g., convection, viscous dissipation, heat transfer, acoustic radiation 
through nozzles); i.e., [4,10] 
 




dtdVtxLdtdVtxqtxp ),(),('),('     (1.2) 
where Li represents the various energy loss processes in the combustor.  During the 
transition to limit cycle, the term on the left is greater than the term on the right.  Once 
the limit cycle amplitude has been reached, the two terms are equal at a higher amplitude 
than the previous “stable” state.  
 Rayleigh’s criterion shows that combustion instability occurs when the heat 
release and pressure are in phase.  To predict analytically or numerically the conditions 
for instability, it is necessary to understand the physical mechanisms that contribute to the 
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driving and damping of the pressure and heat release oscillations.  Lieuwen, et al., have 
described a mechanism in lean premixed DLN combustors in which the feedback cycle 
for combustion instabilities is driven by oscillations in the combustion equivalence ratio 
[4,12].  The phase relationship between pressure and heat release can also be controlled 
by the distortion or displacement of the flame due to acoustic interactions.  There are 
many factors that control the phase between the pressure and heat release oscillations, 
including combustor geometry, flame dynamics, convection of the reactants and products 
of combustion.  Other factors, such as vortex shedding and turbulence noise also 
influence the dynamics and may enhance or inhibit the feedback mechanism.  In 
summary, instability can be excited by a complex interaction of several of these factors. 
 Because of the importance of understanding the roles of various mechanisms that 
can drive combustion instabilities, considerable effort has been invested in understanding 
and characterizing these mechanisms [4,11,12,13,14,15,16,17,18,19,20] in different types 
of combustors. The main goal of these studies was to provide engineers with the 
knowledge needed to design stable combustors.  Unfortunately, current understanding of 
the phenomena that are responsible for driving these instabilities in different combustors 
has not reached the level required to design stable combustors.  Therefore, it is nearly 
impossible to predict (through analysis or numerical simulation) whether, and under what 
operating conditions, combustion instabilities will occur.  Consequently, efforts to control 
combustion instabilities usually begin when they are first encountered during testing.  
However, at this stage major design changes become more costly and generally cause 
production delays.  A compromise that is sometimes employed is to avoid certain 
operating conditions under which the combustor becomes unstable.  However, this 
compromise may be costly in terms of preventing engine operation at peak efficiency or 
peak power [21] or preventing ultra-clean (low emissions) operation near the lean 
blowout limit [19].   
   
 7
 To maximize the potential of lean-premixed combustor technology, it is necessary 
to develop and implement technologies that prevent or limit the amplitude of combustion 
instabilities.  The primary goal is to develop tools that allow engineers to design stable 
combustors.  However, these tools require sophisticated models that are not available at 
present.  Since we cannot analytically or numerically predict the conditions for 
instability, it would be very useful to explore methods for quickly determining how likely 
a combustor is to become unstable.  Once an instability has been identified, control 
measures are required that can quickly and effectively damp these instabilities. 
1.3 Combustor Stability Prediction 
 As mentioned above, it would be very useful to have tools that can predict the 
occurrence of combustion instabilities by accounting for flow and combustion dynamics, 
chemical kinetics, and combustor geometry.  Unfortunately, such commercial tools do 
not exist for predicting combustion instabilities in gas turbine combustors, due mostly to 
the complexity of the interactions and the range of timescales that contribute to the 
problem.  Reliable tools may someday be available to model these processes and utilize 
them to aid in designing combustors.  In the meantime, it would be useful to develop 
technologies that allow engineers to determine experimentally how likely a combustor is 
to become unstable under certain operating conditions.   
 Traditionally, combustor stability characteristics have been determined by 
operating the combustor at a number of different operating points.  If the combustor 
pressure oscillations are deemed acceptable, then the combustor can be deployed for field 
testing.  If the pressure oscillations are unacceptable, then the combustor may have to be 
redesigned, or control measures may have to be implemented (see next section).  The 
problem with this method of testing is that it does not provide any indication of how 
design changes or slight changes in operating conditions will affect a marginally stable 
combustor.  This method only indicates whether a combustor is stable or unstable for a 
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given set of operating conditions that are encountered during testing.  What is needed is a 
systematic method for determining whether a combustor is marginally stable, and if so, 
what changes would be likely to increase or decrease the stability margin of the 
combustor.  Once the stability characteristics of a combustor have been determined, 
proper control measures can be developed to minimize pressure oscillations in the 
combustor.  Chapter 3 presents a new method that was developed for experimentally 
determining the stability of a combustor. 
 
1.4 Combustion Instability Control 
 After it has been determined that control measures are required, a number of 
options are available to reduce the amplitude of combustion dynamics.  However, there 
are several challenges associated with the control of combustion instabilities.  As 
mentioned above, the mechanisms that drive combustion instabilities are not completely 
understood.  Also, many combustors have several natural modes that can be excited 
under various operating conditions, and in some cases, two or more modes are 
simultaneously excited [22,23,24,25].  Harmonics of the fundamental mode are often 
damped when the fundamental mode is controlled.  However, in some cases distinct, 
independent modes can be present simultaneously.  This multiple mode behavior 
complicates the control problem and renders some control approaches ineffective [26].  
Suppression of one mode can lead to the destabilization of another mode in the 
combustor, and thus several iterations of control parameters may be required to eliminate 
the instability.  Another complication is the cycle-to-cycle variation of the oscillating 
pressure’s phase and amplitude in an unstable combustor [27,28,29].  Lastly, the stability 
characteristics of different combustors vary widely; in some combustors the oscillations 
can be easily prevented or damped, whereas in other combustors the persistent nature of 
the oscillations makes control very difficult.  The persistence of combustor pressure 
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oscillations depends upon the damping of the combustion system and the driving 
mechanism; a noise-driven oscillator has different stability characteristics than a pure 
feedback instability. 
 Traditionally, efforts to prevent combustion instabilities have utilized passive 
approaches to accomplish one or more of the following: 1) increase the damping of the 
unstable modes by, e.g., nozzle modifications, Helmholtz resonators, or acoustic liners, 2) 
modify the combustion process to decrease the driving of the unstable modes, or 3) 
change the natural frequencies of the acoustic modes of the combustor [7,30].  These 
passive solutions are generally very costly, are combustor specific, are only effective over 
a limited range of operating conditions, and significantly increase the cost and 
development time of the system.   
 As an alternative to passive control systems, active control systems (ACS) have 
received significant attention in recent years.  Active control of combustion instability 
involves adding energy to the system in a periodic manner so that the pressure 
oscillations are damped.  This can be accomplished by forcing the system in such a 
manner that the feedback cycle is altered or by adding energy out of phase with respect to 
the pressure oscillations in the combustor.  Though early work on active control systems 
was published in the 1950s [31,32], recent advances in computing performance and the 
development of new actuators have made active control of combustion instability in DLN 
combustors more practical.  A properly designed ACS can be effective over a wide range 
of operating conditions and can be applied to a variety of combustors with little or no 
modification to the combustor, thus providing cost savings over traditional passive 
control approaches.  An ACS can also be employed as a temporary measure to allow 
engine operation until design changes or passive control measures can be implemented. 
 There are two general classes of active controllers for combustion instabilities: 
open-loop and closed-loop.  The characteristics of each type of controller are summarized 
in the following subsections. 
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1.4.1 Open-Loop Control 
 Open-loop control systems use actuators (types of actuators are discussed in the 
next subsection) to disrupt the feedback mechanism that creates an unstable system.  The 
controller does not require any feedback (e.g., pressure or heat release measurement) to 
generate the control signal, and is thus relatively simple to implement.  A schematic of an 




Figure 1.4: Typical open-loop controller block diagram 
 
 An open-loop ACS can be used to decouple the feedback mechanism that drives 
combustion instability by, e.g., periodic forcing of the shear layer [33,34]. McManus et 
al. showed that shear layer excitation modifies the normal formation of coherent vortical 
structures and found that by setting the control parameters properly, this method can lead 
to improved mixing and heat release while lowering the RMS amplitude of pressure 
oscillations.  Richards et al. obtained similar results with open loop forcing by pulsed fuel 
injection [35]. The open loop control parameters are generally independent of the 
combustion instability characteristics.  For example, Richards, et al. used 50Hz 
modulation of the fuel injection with varying duty cycle to control a 300Hz combustor 
pressure oscillation.  A trial and error approach was used to experimentally determine the 
optimum open loop control parameters for maximum damping.   
 
 
1.4.2 Closed-Loop Control 
 In contrast, closed-loop controllers attempt to damp combustor pressure 
oscillations by adding energy out of phase with the naturally occurring combustor 
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pressure oscillations, in accordance with Rayleigh’s criterion [8]. Figure 1.5 shows a 
simple closed-loop ACS block diagram.   
 
ActuatorController Combustor Sensor 
 
Figure 1.5: Typical closed-loop control block diagram 
 
 A closed loop ACS generally consists of one or more sensors that measure the 
combustor pressure and/or heat release oscillations, a controller that analyzes the 
measured pressure/heat release data to generate a control signal, and an actuator that 
generates secondary heat release or pressure oscillations in the combustor that damp the 
natural instability.  Examples of sensors include transducers [36] that measure oscillating 
pressure, diode-laser arrays [37] that measure fluctuating local temperature or mole 
fraction of combustion reactants/products, and photomultipliers [22] that measure local or 
global chemiluminescence oscillations due to the formation and destruction of radicals in 
the course of an oscillating reaction process.  Examples of actuators include loudspeakers 
that drive pressure oscillations in the combustor [23,38], piezoelectric airfoils that perturb 
the shear layer near the flame [34,39], and high-frequency fuel valves/injectors (e.g., 
solenoid injectors, piezoelectric stack injectors, magnetostrictive actuator injectors) that 
modulate the fuel flow rate to generate secondary heat release oscillations in the 
combustor[21,35,40].   
 The mechanism for controlling the combustion instability depends upon the 
choice of actuator.  Laboratory experiments sometimes employ loudspeakers to drive 
pressure oscillations in the combustor that are out of phase with the limit cycle 
oscillations of the combustion instability.  In contrast, a fast-response fuel valve provides 
heat release oscillations that are out of phase with the limit cycle pressure oscillations.  
Though laboratory experiments have demonstrated effective use of loudspeakers for 
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active control, a fast-response valve for fuel flow modulation is generally a more 
practical solution for the harsh operating environment of full-scale DLN combustors.  In 
addition, a fast-response valve can introduce large energy reaction rate oscillations that to 
damp the combustion instability by modulating a relatively small fraction of the total fuel 
flow rate rather than attempting to modulate the pressure directly.  
 The heart of an ACS is its controller, which is typically implemented through 
analog circuitry or a computer.  Several controllers have been employed with varying 
success in the active control of combustion instabilities. A common practice is to filter 
and phase shift the oscillating pressure/heat release signal to generate the actuator 
command signal [40,41,42]. This method can work in simple combustors that have a 
single, dominant unstable mode.  However, as mentioned previously, many combustors 
have multiple modes that must be controlled, and these simple controllers can destabilize 
other modes in the combustor [22,23]. This method also requires knowledge of the exact 
frequencies of the unstable modes for all operating conditions in order to set the filter 
cutoff frequencies. Another approach to active control is to use model-based algorithms 
that attempt to account for combustor geometry, time delays, actuator dynamics and 
flame dynamics in order to predict combustor behavior under different operating 
conditions.  The model provides a transfer function that is used to generate the actuator 
control signal from a measured pressure signal.  Model-based algorithms have been 
demonstrated in the laboratory where the combustor geometry and dynamics are 
reasonably well known [38]. However, current modeling techniques are generally not 
capable of providing a transfer function for the complex dynamics of full-scale practical 
combustors [43]. 
 In order to bypass the two main problems associated with the above control 
methods, a fast multiple-mode observer was developed at Georgia Tech [24].  This 
observer does not require a model of the combustion system, and by isolating multiple 
modes it is able to control one mode without destabilizing another.  Appendix A provides 
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a description of the observer algorithm.  This observer transforms the pressure signal 
from the time domain to the frequency domain, thus calculating the frequencies, phases 
and amplitudes of the dominant mode(s) in the combustor.  Because the observer only 
calculates parameters that are relevant to the dominant mode(s), it is more efficient 
numerically (i.e., faster) than an FFT, which calculates the entire pressure signal 
frequency spectrum (see [25]).  The controller uses the information from the observer to 
calculate a command signal that can control multiple modes simultaneously by setting the 
control gain and phase independently for each mode.  These control parameters are 
generally determined in offline testing by manually adjusting the control phase and gain 
until the maximum damping is achieved [44].  When the controller is activated, it can 
damp the dominant mode(s) without destabilizing other modes in the combustor.   
 All three of the above control concepts (i.e., filter/phase shifter, model-based, and 
observer-based) require extensive offline testing to determine the control parameters 
properly.  The offline testing results are used to determine the frequency response of the 
combustor to excitation by the ACS actuator, and the data from these tests are then used 
to determine the control phase and gain for damping different modes in the combustor.  
As operating conditions change, the control parameters must be adjusted.  If operating 
conditions in the field vary from those in the test facility, the offline testing may not 
provide sufficient information needed to determine the proper control parameters.  If 
design changes are made, the offline testing may need to be repeated in order to 
determine whether any changes in the control parameters are necessary.  The necessity 
for offline testing is a significant obstacle to designing industry-ready control systems for 
active control of combustion instabilities.   
1.5 Overview of Present Work 
 This thesis describes the development of an adaptive control system that 
automatically identifies the optimum control parameters for minimizing the amplitude of 
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the pressure oscillations in an unstable combustor without a priori knowledge of the 
combustor stability characteristics.  Thus, the adaptive controller eliminates all or part of 
the offline testing that is presently required to implement active control.  The results of 
this research are directly applicable to industrial DLN combustors, thus increasing the 
likelihood that a “bolt-on” ACS can be developed and applied to various combustors.  
The developed ACS does not require additional modeling or testing of combustor 
characteristics; thus, it can be easily configured for use on different combustors with 
slight modifications to the control hardware (actuator, piping, etc.). 
 Other “adaptive” algorithms have been developed for active control of 
combustion instability.  However, these algorithms have typically been based upon some 
kind of model that will be substantially dependent of the type of combustor that is to be 
controlled.  For example, Annaswamy, et al. developed a self-tuning scheme that is based 
upon a model of combustor dynamics [45].  As conditions change, the model parameters 
are adjusted in order to optimize the controller effectiveness.  Koshigoe, et al. used a 
similar model-based approach, in which an online identification scheme is used to 
determine the correct model parameters that correctly describe the dynamics of the 
investigated system [46].  Bowman, et al. used a filtered-X LMS algorithm for parameter 
optimization [47].  The limitation of all of these approaches is that the control parameters 
require some model of the combustion system and control hardware, and must account 
for a number of time delays, including convection, valve actuation, combustion process 
heat release, and acoustic response.  While it is theoretically possible to model all of the 
components that contribute to combustion instability, the time and effort required to 
model these process increases rapidly as the combustor complexity grows.  Also, these 
models must account for a variety of operating conditions that depend upon, e.g., ambient 
temperature and fuel flow distribution in the combustor as a function of engine load.  The 
above-mentioned adaptive schemes are designed to compensate for these uncertainties, 
but they require that the model parameters can be properly adjusted in order to adapt to 
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these changing conditions.  In addition, it is likely that a given model will not apply to a 
wide variety of combustor designs, which thus limits the “bolt-on” capability of these 
systems.   This thesis describes the development of an adaptive algorithm that eliminates 
the need for such models. 
 To present the results of this study, Chapter 2 first describes the various 
experimental setups that were used in this research.  Next, Chapter 3 presents a method 
that was developed to experimentally determine the stability of a combustor.  
Subsequently, Chapters 4 and 5 describe the developed adaptive controller.  These 
chapters include the algorithm development, implementation, and experimental 
investigation of the algorithm performance.  Chapter 6 then presents an investigation of 
the limitations of the control authority imposed by the unstable system.  This thesis closes 
with Chapter 7, which presents the conclusions of this research and recommendations for 
future work.  Appendices are provided that describe the observer algorithm, background 
on computer programming for real-time control, and the algorithm used for controlling 




EXPERIMENTAL AND COMPUTING FACILITIES 
 
 This chapter describes the experimental and computing facilities that were used in 
the course of this research.  Sections 2.1-2.3 discuss the experimental setups that were 
used for conducting active control tests and for characterizing the stability of a DLN 
combustor simulator.  These experimental setups are described in detail in this chapter for 
reference in subsequent chapters.  Section 2.4 describes the computing facilities that were 
used for active control and data acquisition.   
 
 The three experimental setups used were:  
• An acoustic feedback setup was used to test the performance of the developed 
controller without the complexities of operating a combustion test facility.  
This setup also allowed more accurate measurements of controller 
performance and the effects of parameter variation. 
• A high pressure Dry Low NOx (DLN) Gas Turbine simulator was developed 
to study a various problems encountered in gas-fired DLN combustors, 
including active control.  This simulator was designed to exhibit instabilities 
at multiple frequencies, and provide a realistic simulation of a DLN 
combustor, which experiences combustion instabilities at low equivalence 
ratios. 
• An atmospheric liquid-fueled ramjet simulator was developed for testing 
active control techniques in a liquid-fuel combustor.  This facility provided 
the added complexity of droplet evaporation to the active control loop.  In 
contrast to the DLN simulator, this test rig was most susceptible to high 
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amplitude combustion instability as the equivalence ratio approaches 1.0 
(stoichiometric condition).   
 
2.1 Acoustic Feedback Setup 
 The acoustic feedback setup is a resonant box in which the unstable combustion 
dynamics have been simulated by an acoustic feedback circuit.  The system is much like 
a public address system in which the microphone senses the amplified output from the 
speaker.  The acoustic system was used to test the various stages of development of the 
active control software and algorithms without the expense of operating an actual 
combustor.  A schematic of the developed acoustic feedback setup is shown in Fig. 2.1.  
It consisted of a rectangular box 27.5 in long, 8.0 in wide, and 5.0 in high.  The bottom of 
the box was constructed from ¾” plywood and the sides and top from ¾” Lexan.  Three 
fast-response Kistler pressure transducers (i.e., TA, TB, TC) were installed at various 
locations on the sides of the box.  Transducer A was part of a feedback loop used to drive 
a positive feedback instability with an acoustic driver.  The signal from this transducer 
was routed through a low-pass analog filter (Krohn-Hite Model 3343), an analog phase 
shifter, and an audio amplifier (Radio Shack MPA-101) before it was supplied to one of 
the acoustic drivers (Whelen SA-340-TSA 100 watt sirens).  When the gain on the 
amplifier was increased from zero, a limit cycle instability was excited by the feedback 
loop.  The analog filter and phase shifter combination allowed selection of the unstable 
mode, see Table 2.1, to be analyzed and controlled.  The signal from transducer B could 
be used in similar fashion to set up a second feedback loop that generated an instability of 
a different frequency.  Alternatively, the second amplifier and loudspeaker could be used 
to drive oscillations in the acoustic box from a noise source or a function generator by 

























Figure 2.1: A schematic of the developed acoustic feedback setup 
 
 The signal from the third pressure transducer, Tc, was conditioned through a low-
pass filter before being sent to the control computer, described in Section 2.5, which runs 
the observer and controller algorithms.  The observer, as described in [25], determined 
the frequencies, phases and amplitudes of the unstable modes in the acoustic box.  The 
controller utilized these data to generate a control signal, which was amplified and 
delivered to the control actuator, i.e., another speaker. 
 This acoustic feedback setup offered a number of advantages for development and 
testing of the control algorithms that will be discussed in later chapters.  It was much less 
expensive to operate this experiment than any of the combustion experiments that are 
described later in this chapter.  More importantly, it was much easier to control the 
characteristics of the oscillations in the acoustic feedback setup than in any of the 
combustors.  For example, the amplitude of the feedback signal representing the 
combustion feedback could be adjusted by simply changing the gain on the amplifier or 
changing the phase shift.  In a combustor, the feedback gain and phase are functions of 
the physical characteristics of the combustor and the operating conditions, such as the air 
and fuel flow rates.  While the combustor operating conditions can be controlled to some 
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degree, some factors that influence the combustor stability, e.g., flame location, cannot be 
easily controlled.  However, in the acoustic feedback setup, feedback oscillations could 
always be driven with deterministic feedback gain if the pressure sensor and speaker 
were properly located.   
 The lowest natural acoustic mode frequencies of this box were calculated for 
room temperature using the equation for determining the eigenfrequencies of the solution 



































ncf     (2.1) 
where c is the speed of sound (345 m/s at room temperature), and nx, ny, nz represent the 
nth modes in the x, y, and z directions, respectively.  Lx, Ly, Lz represent the dimensions 
of the rectangular box.  The first several natural modes of the acoustic feedback system 
were calculated using Eq. (2.1), and are shown in Table 2.1.  The experiments on this 
setup were typically run using the lowest frequency natural acoustic mode (247Hz). 
 
Table 2.1: Natural modes of the acoustic feedback system 
nx ny nz fnat (Hz) 
1 0 0 247
2 0 0 494
3 0 0 740
0 1 0 850
0 2 0 1700
0 0 1 1358
1 1 0 885
2 1 0 983
3 1 0 1127
4 1 0 1302
1 0 1 1381
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2.2 DLN Combustor Simulator 
 The second experimental setup, used for experiments in both active control of 
combustion instabilities and in the experimental determination of combustor stability 
margin, was a small-scale lean-premixed DLN combustor simulator with variable 
geometry.  A schematic of this facility is shown in Fig. 2.2.  Both the length of the air 
inlet and the location of the fuel injector could be varied to change the stability 
characteristics of the combustor (the double-ended arrows in Fig. 2.2 indicate the 
movable sections.)  The configurable geometry allowed the primary longitudinal acoustic 
resonance and the fuel mixing length to be changed, thus giving additional ways to 
configure the combustor so that oscillations were excited.   
 
Tunable Inlet- Combustor-Transition-







Figure 2.2: Laboratory scale DLN combustor: (1) choked air inlet (moveable), (2) 
primary fuel injector (moveable), (3) upstream pressure transducer, (4) fuel injector 
actuator, (5) swirler/flameholder assembly, (6) combustor pressure transducer, (7) 
siren, (8) siren nozzle, (9) bypass valve, (10) combustor cooling air, (11) 
photomultiplier assembly. 
  
 During a test, air entered the circular 1.87in diameter inlet section through a 
porous plate (1) made of sintered granular steel, which produced a rigid acoustic interface 
at its upstream end. The air inlet pipe could be moved axially with a ball screw driven by 
a stepper motor, thus changing the length of the inlet section between 41.0 in and 64.5 in. 
Primary fuel (industrial grade methane) was supplied through a choked fuel injection tube 
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(2) that protruded into the inlet section through the center of the air injector and could be 
moved axially to vary the fuel injection location between 40.2 in and 63.7 in upstream of 
the flame holder. The maximum travel of the fuel injector location was limited by the 
position of the tunable air inlet.  For example, if the air inlet was moved as far back as 
possible, the fuel inlet could travel its maximum range of approximately 24in.  However, 
if the air inlet was moved as far forward as possible, the range of fuel injection locations 
was very limited, to approximately 0.8in.  The primary fuel and air mixed in the inlet 
section and then passed through a swirler (5) for further mixing prior to entering the 
combustor. A secondary fuel stream could be supplied through the fuel injector actuator 
(4), which was integrated with the swirler and flame holder. The second fuel stream was 
supplied through a choked orifice and subsequently injected radially into the air stream 
just upstream of the flame holder, where it was partially premixed with the incoming 
fuel/air mixture before reaching the flame zone. Combustion occurred in the 2x2x20in 
square combustor downstream of the conical flame holder.  The combustion products 
then flowed through a circular 3in diameter, 77in long exhaust section before leaving the 
system. A separate high-pressure air stream cooled the combustor walls and was injected 
through a tube (10) into the exhaust section where it mixed with the combustion products.  
The “combined” flow exited the setup through an exhaust nozzle (8), whose area could 
be modulated by the siren (7), and an adjustable bypass valve (9). It should be noted that 
by increasing the flow rate of the cooling air it was possible to significantly increase the 
combustor pressure without altering the flow rates of the reactants. The siren (7),  driven 
by a variable speed DC motor, provided capability for changing the frequency of the 
exhaust modulation between approximately 20Hz and 1000Hz.  With the bypass valve 
(9) closed, the siren modulated the mean exhaust area by +/-30 percent. Opening the 
bypass valve dramatically reduced the percentage of the exhaust area modulations.  The 
combustor could also be operated without the siren active. 
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 Combustion process heat release and pressure oscillations could be measured 
simultaneously. Kistler pressure transducers (3) and (6), see Fig. 2.2, were mounted 13in 
upstream and 2.0in downstream of the flame holder, respectively. The relative magnitude 
of the combustion heat release oscillations was obtained by measuring the global CH* 
chemiluminescence with a photomultiplier (PMT) (11) fitted with a 10 nm bandwidth 
filter centered at 430 nm. The PMT was installed downstream of a quartz window at the 
rear end of the setup in a manner that permitted it to “view” the chemiluminescence from 
the entire combustion zone, see Fig. 2.2.  The combustion process could also be viewed 
from the side, as a pair of windows was installed on each side of the combustor, with a 
flow of high pressure, cold air flowing through the gap between the windows.  This 
design was used to minimize the stress on the windows.  The inner quartz window was 
exposed to the high pressure, high temperature combustion process on one side, and high 
pressure, low temperature cooling air on the other side in order to minimize the pressure 
gradient across this window.  The outer Pyrex window was exposed to high pressure, low 
temperature cooling air on one side, and low temperature, low-pressure ambient air on 
the other side in order to minimize the temperature gradient across the outer window.  
 The fuel injector actuator assembly was a critical component of the experimental 
setup.  In order to generate controlled heat release oscillations in the combustor, high-
pressure methane (400 psi supply pressure) was connected to the upstream end of the 
reed valve assembly that controlled the “secondary” fuel flow rate through the actuator 
assembly.  A schematic of the reed valve assembly (not to scale) connected to the 
flameholder assembly is shown in Fig. 2.3.  The reed valve position was controlled by a 
Terfenol D magnetostrictive actuator manufactured by Etrema Corp. (model # 
AA140J025-ES1).  When supplied with a positive current, the actuator expanded, thus 
closing the reed valve; when a negative current was applied, the actuator contracted, thus 
opening the reed valve and allowing more fuel to flow through the actuator.  Current to 
the actuator was provided by an Advanced Motion Controls model 30A20ACT pulse-
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width modulated servo amplifier.  With this configuration, it was possible to provide fuel 
flow modulations from DC to 1500Hz.  Details of actuator characteristics and 
performance are given in Appendix A. 
 As mentioned above, the fuel flow modulations provided by this novel valve 
design were used to generate controlled heat release oscillations in the combustor.  In this 
setup, the valve injected the “secondary” fuel flow into the flame zone via six 1.0mm 
holes that were drilled into the conical flameholder assembly, see Fig. 2.3.  By injecting 
very close to the flame, the fuel flow oscillations were closely coupled to the heat release 
oscillations at the flame front.  In contrast, if the fuel were modulated further upstream, in 
the premixing section, the coherence of the fuel pulses would be reduced by the 
“smearing” of the fuel flow oscillations due to diffusion of the fuel pockets as they were 
convected towards the flame.  The fuel injector actuator assembly was used in “closed-
loop” to control pressure oscillations in the combustor, and in “open-loop” to drive heat 
release oscillations at specific frequencies. 
 The DLN combustor simulator exhibited longitudinal mode instabilities under 
certain operating conditions.  These oscillations typically occurred when the velocity of 
the reacting flow was slowed by restricting the exit area of the combustor exhaust, see 
[4].  Due to the geometry of the combustor and the temperature of the combustion 
products, the fundamental longitudinal mode was observed at approximately 100Hz, with 
an amplitude of approximately 1.0psi.  Strong longitudinal oscillations were also 
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Figure 2.3: Schematic of the Fuel Injector Actuator with connection to 
swirler/flameholder assembly (not to scale) 
 
2.3 Liquid Fuel Ramjet Combustor Simulator 
 Another experimental setup used in the study of active control of combustion 
instabilities was a liquid fuel ramjet combustor simulator, consisting of air and fuel 
supply systems, a fuel injector actuator (FIA) with flame holder, and a quartz combustor. 
The FIA consisted of an Etrema Terfenol D magnetostrictive actuator connected to a 
pintle-type injector, see Fig. 2.4. The actuator was driven by an Advanced Motion 
Controls model 30A20ACT pulse-width modulated servo amplifier.  The time 
dependence of the liquid flow rate through the FIA was controlled by sending control 
current through the actuator, which changed the length of the magnetostrictive rod (1), as 
described in Section 2.2. As the actuator’s length changed, it pushed the pintle (2) against 
a pressure force exerted by the liquid fuel supplied into the volume (3) between the 
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pintle’s conical termination and the FIA’s casing. The resulting force imbalance set the 
pintle in motion. As the pintle moved backward, the annular clearance (4) between the 
two cones expanded and allowed liquid fuel to flow through the plenum (5) into the 
nozzle (6). The pressure difference across the nozzle (6) changed as the width of the cross 
sectional area of the annular clearance (4) was changed. This pressure difference forced 














Figure 2.4: A schematic of the liquid fuel ramjet combustor setup, consisting of the 
following components: (1) magnetic rod, (2) pintle, (3) fuel supply, (4) annular 
clearance, (5) fuel plenum, (6) fuel nozzle, (7) quartz combustor, (8) air swirl holes, 




 The investigated combustor consisted of the air supply system, which was 
integrated with the FIA, a conical flame holder, and a 500mm long quartz pipe section (7) 
open at its downstream end. Thirty three percent of the air flow rate was directly injected 
with swirl into the liquid spray through a set of tangentially oriented orifices (8) and the 
remaining air (9) was supplied into the flame region in an annular stream that moved 
around the periphery of the conical flame holder. The maximum air supply was 15g/sec, 
and the maximum inlet air temperature was 200°C. The fuel in all experiments was n-
heptane (C7H16) and the maximum investigated fuel flow rate was 1g/sec.  The velocity 
of the combustion products was measured with a high speed Kodak EktaPro camera to be 
approximately 80m/s by tracking droplets as they moved through the combustor before 
evaporating.  Pressure oscillations in the combustor were measured with an air-cooled 
piezoelectric pressure sensor (10). 
 This combustor exhibited instabilities at equivalence ratios of 0.6< Φ <1.0. As the 
fuel flow into the combustor, and thus the equivalence ratio, was increased, the amplitude 
of the instability grew stronger, reaching a maximum amplitude of approximately 1.0 psi, 
or approximately 7 percent of the mean pressure under atmospheric operating conditions.   
During limit-cycle oscillations, the combustor exhibited quarter-wave longitudinal mode 
instabilities of 400-440Hz, depending upon the temperature of the combustion products.   
 
2.4 Computing and Data Acquisition Facilities 
 This section describes the computers that were used for active control and for data 
acquisition.  
2.4.3 Active Control 
 The active control system was programmed in the “C” programming language on 
a PC running the QNX 4.0 real-time operating system.  Analog Devices RTI-800 and 
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RTI-802 boards were used for real-time input and output, respectively, each with a total 
sampling rate of 40kS/s.  These boards provide non-buffered real-time input and output 
from the control computer at the sampling rate.   
2.4.4 Data Acquisition 
 Data acquisition was performed with a PC that used a National Instruments AT-
MIO-16X input board with a sampling rate of 100kS/s divided over 2,4,8 or16 input 
channels.  Labview software was used to collect voltage data from pressure transducers, 
photomultipliers, flowmeters and the control computer.  The resolution of the National 
Instruments board was 12 bits over a range of +/-10V, thus giving a resolution of 4.8mV.   
 Two Labview programs were used for data acquisition.  The first program 
measured time varying signals for up to 16 channels and recorded the raw data to a file.  
Typically, the sampling rate was set to 5kHz, which was at least ten times the natural 
(unstable) frequency of the oscillations for all of the experimental setups.  This “time-
trace” data was post-processed and analyzed using Matlab or Excel.  A modified version 
of the Labview Dynamic Signal Analyzer program was used to calculate the Fourier 
transform (FFT) of two signals simultaneously.  This program allowed rapid 
determination of the phase and gain between two signals.  Chapter 3 described how this 




EXPERIMENTAL DETERMINATION OF COMBUSTOR 
STABILITY 
 
 It is important to assess whether combustion pressure oscillations are likely to be 
excited under normal or off-design operating conditions.  Such knowledge allows 
engineers to determine whether design changes are required to limit the amplitude of 
combustion instabilities.  This chapter describes a method that was developed to 
characterize the stability of a gas turbine combustor by independently examining the 
transfer functions that describe: 1) the effect of oscillating heat release on the pressure in 
the combustor, and 2) the effect of oscillating pressure on the heat release in the 
combustor.  In what follows, Section 3.1 introduces the concept of combustor stability 
and the governing transfer functions, Section 3.2 presents the experimental procedure that 
was used to determine these transfer functions, and Section 3.3 provides a summary of 
the experimental results from the DLN combustor simulator.  
3.1 Background 
 One of the significant needs of combustion engineers is the ability to predict 
whether and under what operating conditions a combustor is likely to become unstable 
during operation.  Computer models that allow engineers to determine whether specific 
design changes will alter the stability characteristics of a combustor may someday be 
available.  However, existing models do not adequately capture all of the complex 
interactions that drive combustion instabilities in order to allow reliable predictions of the 
stability of a particular design.  Present computer models are generally only capable of 
giving qualitative information about the trends that can be expected from particular 
design changes, and experimental validation is generally required to verify the results. 
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 There exists a need for dependable approaches that could predict the stability 
margin of combustors. Such an approach would enable combustion engineers to 
determine whether a specific combustor is marginally stable and, thus, likely to become 
unstable in the field, due to slight changes in operating conditions.  Such a priori 
determination of a combustor’s stability would greatly reduce unexpected incidence of 
combustion instabilities in the field, thus preventing costly system malfunctions and 
delays in the introduction of new propulsion systems and gas turbines.  This predictive 
capability would be especially useful for determining whether active or passive control 
measures are necessary in order to bring an engine into production. 
 Determining the stability characteristics of a combustor involves characterization 
of the flame response to the acoustic field and the acoustic response of the combustor to 
flame fluctuations. While flame-acoustic wave interactions have been investigated 
theoretically, [49,50,51,52], current modeling capabilities are too immature to describe 
these phenomena in realistic combustion systems.  The flame response to acoustic 
oscillations has also been studied experimentally. Zinn et al. [53] used the impedance 
tube technique and Matsui [54] used microphones upstream and downstream of the flame 
to measure the flame response. Also, Poinsot et al. [55] describe a method for measuring 
the reflection coefficient of a premixed flame in a duct. Additional descriptions of the 
efforts by Panchenko in this area are described in Ref. [56].  A passive method for 
determining combustor stability limits has been recently published by Lieuwen [57]. 
 This chapter presents a new approach for determining combustor stability margin 
that takes advantage of the magnetostrictive fuel injector actuator for active control of 
combustion instabilities that is described in Sec. 2.2. While the technique presented 
herein was developed as part of an investigation of combustion instabilities in lean 
premixed gas turbine combustors, it can also be applied to determine the stability margin 
of other combustion systems. 
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 As discussed in Chapter 1, combustion instabilities are driven by a feedback 
mechanism involving interactions between flow and combustion process oscillations.  
We can assign each branch of the feedback loop a complex transfer function that relates 
the magnitudes and phases of the input and output of the branch. We describe the transfer 
functions of the upper and lower branches of the feedback loop in Fig. 3.1 by κp/q(ω, 'P ),  
and κq/p(ω, 'P ) respectively, indicating their possible dependence upon frequency and 
magnitude of the pressure oscillations. Note that system losses (e.g., heat transfer to 
walls, acoustic damping) play an important role in this feedback cycle.  These losses are 
not explicitly described in the illustration, but are incorporated into the transfer functions.  
For example, acoustic damping is considered in the transfer function κq/p – the effect of 
the pressure fluctuations on the flame is reduced by acoustic damping in the system.  
Alternatively, this acoustic damping could be described by another transfer function on 
the right side of the diagram; however, we cannot measure this loss (or other system 
losses) directly.  Therefore, all such losses are incorporated into the two transfer 
functions already described. 
 
Figure 3.1: Transfer functions κp/q and κq/p describe the interactions between heat 
release and acoustics in a combustor 
 
 While both of the transfer functions κp/q and κq/p relate important information 
about the relative contribution of different processes to the feedback loop, the product of 










system.  If the magnitude of this product is less than unity, i.e., |κp/qκq/p| <  1, the 
combustor is stable, and a feedback loop between the heat release and acoustics cannot be 
sustained.  However, if the magnitude of this product is greater than unity, i.e., |κp/qκq/p| >  
1, an instability is triggered, and the magnitude of the pressure and heat release 
oscillations are increasing for some period of time until reaching the limit cycle condition 
described below, see Fig. 1.3.  Note that triggering the instability requires overcoming the 
system losses as described above.  Referring to Fig. 3.1, this feedback cycle can be 
understood as follows.  If the product of the transfer functions is less than 1.0, the 
amplitude of the pressure (and heat release) fluctuations diminishes from one cycle to the 
next.  If the product is greater than 1.0, the amplitude increases from one cycle to the 
next.  Finally, when nonlinear processes saturate the growth of the instability, the 
oscillations will tend to maintain a constant limit cycle amplitude, which signifies that the 
product of the transfer functions is equal to unity, i.e., κq/pκp/q=1.0.  To satisfy this 
condition, the product of the magnitudes of κq/p and κp/q must equal one and the sum of 
the phases of κq/p and κp/q must be zero, i.e., 0// =Θ+Θ qppq .  If κq/pκp/q<1 for all 
frequencies and pressure amplitudes, the combustor is “globally” stable.  
 The above discussion indicates that a combustor’s stability over a range of 
frequencies could be determined if the frequency dependence of the magnitudes and 
phases of the transfer functions κq/p and κp/q could be determined.  An experimental 
approach was developed for determining the frequency dependence of these transfer 
functions, and applying the measured transfer functions in determining the stability of a 
combustor.  In this study, both transfer functions were determined from acoustic pressure 
and heat release oscillations measured simultaneously by the pressure transducer in the 
combustor (6) and the PMT (11), respectively, see Fig. 2.2. The transfer functions are 
dimensionless, as the magnitude of the oscillating heat release and pressure were 
normalized with respect to the mean heat release and mean combustor pressure, 
respectively. The transfer function κq/p was determined from the ratio Q’/P’ measured in 
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open loop tests in which the siren drove acoustic oscillations in the setup at specific 
frequencies. Similarly, the transfer function κp/q was determined from the ratio P’/Q’ 
measured in open loop tests in which the fuel injector actuator (4) periodically modulated 
the fuel injection rate into the combustor, thus generating heat release oscillations Q’ in 
the setup. These tests are described schematically in Fig. 3.2. An examination of Fig. 3.2-
a reveals that when the setup is driven by the siren, the effect of siren driving on heat 
release oscillations (κq/p) can be measured. All of the heat release oscillations in the 
combustor result from the pressure fluctuations when the combustor pressure is driven by 
the siren at a stable operating point.  However, the “contribution” of the heat release 
oscillations to the pressure oscillations (κp/q) cannot be determined because it cannot be 
isolated from the contribution of the siren to the pressure oscillations.  Similarly, for tests 
in which the fuel injector actuator drives combustion process heat release oscillations in 
the setup, Fig. 3.2-b shows that only κp/q can be determined.  Finally, Fig. 3.2-c shows 
that when the combustor is self-excited, both transfer functions can be determined, 
though only at the unstable frequency.  Note that the tests must be conducted at stable 
operating conditions, at a stable combustor operating point, for these tests to be accurate.  
Self-excited oscillations may add an unwanted source term (in addition to the siren 
driving or fuel modulation), thus distorting the transfer function measurements, especially 





Figure 3.2 - Schematics of the feedback loops when the experiment is (a) siren 
driven,  (b) driven by fuel injection rate modulation, (c) self-excited 
 
 The experimental setup that was developed to perform such driving experiments 
and measuring the corresponding transfer functions is described in Section 2.2.  The 
experimental procedure is described in the next section. 
 
3.2 Experimental Procedure 
 The DLN combustor simulator described in Section 2.2 has two important 
components that were essential for this study.  The first component is the exhaust siren 
that allowed modulation of the combustor exhaust area, thus exciting pressure oscillations 
in the combustion chamber and exhaust pipe sections.  The frequency of the pressure 
oscillations in the combustion chamber was varied between approximately 10Hz and 
350Hz in order to determine the frequency response of the pressure and heat release to 
the siren (the natural combustor modes are 100HZ and 200Hz).  The second component 






















required for this setup was a fuel injector actuator that was capable of modulating up to 
50 percent of the fuel flow rate into the combustor.  The frequency of these oscillations 
could be varied between zero and 1500Hz, and the amplitude could be adjusted from zero 
to the maximum amplitude that corresponded with 50 percent of the fuel flow rate into 
the combustor.  Although both the siren and fuel actuator had sufficient bandwidth to 
drive high frequency oscillations of the pressure and heat release, respectively, the range 
of frequencies investigated in these experiments was 50-350Hz.  Limitations imposed by 
the siren motor made it difficult to get repeatable results below 50 Hz.  Above 350Hz, the 
coherence between the pressure and the heat release oscillations diminished rapidly, thus 
making it difficult to determine the gain and phase between the two signals. 
 In the first set of experiments, the response of the combustor pressure oscillations 
to fuel flow modulation was measured by injecting the fuel through the fuel injector 
actuator. The siren was locked into a fixed position to keep the exit area of the combustor 
constant and the mean static pressure in the combustor (with combustion) at 105 psia.  
The fuel injector actuator was used to modulate the fuel injection rate into the combustor 
at chosen, discrete frequencies.  The pressure transducer in the combustor was used to 
measure the acoustic pressure oscillations in the combustion chamber and the 
photomultiplier was used to measure the time dependence of the global heat release in the 
combustion zone.  The Labview Dynamic Signal Analyzer was used to measure the 
amplitude and phase of both signals in real time, thus enabling the calculation of the 
transfer function κp/q at discrete frequencies between 50 and 350Hz.  The magnitude of 





/ =κ   
where P’ and Q’ are the measured amplitudes of the pressure and heat release oscillations 
as measured by the dynamic pressure transducer and the PMT, respectively, and P  and 
 
35 
Q  are the mean pressure and heat release, as measured by the static combustor pressure 
gauge (corrected to absolute pressure) and the PMT, respectively.  The amplitudes of the 
pressure and heat release were measured only at the frequency of the driven oscillations, 
which was the frequency of the input command to the actuator.  The phase qp /Θ  was 
calculated by subtracting the phase of the acoustic pressure from the phase of the 
oscillating heat release at the driven frequency.  At each test point, the frequency of the 
combustion process driving was held constant, and tests were conducted at different 
frequencies between 50 and 350Hz. 
 In the second set of experiments, the open loop response of the combustion 
process heat release to acoustic pressure was studied by forcing the combustor with the 
exhaust siren.  Fuel and air were mixed in the inlet section, and the mixture was burned in 
the combustor.  As in the first set of experiments, the acoustic pressure in the combustor 
was measured with the combustor pressure transducer and the global heat release rate 
oscillations were measured with the photomultiplier mounted in the exhaust section. The 
magnitude of κq/p was determined in a similar manner as in the second set of experiments, 





/ =κ  
 The phase calculation for the second set of experiments was identical to that for 
the first set of experiments, i.e., the phase of the transfer function was calculated by 
subtracting the phase of the pressure signal from that of the PMT signal at the driven 
frequency, using the modified Labview Dynamic Signal Analyzer (FFT).  The phase and 
magnitude data for κq/p were measured at discrete data points between 50 and 350Hz.  
Some limitations of the siren controller prevented obtaining data at the exact frequencies 
used in the second set of experiments; therefore interpolation was used to calculate the 
overall transfer function described in section 3.4. 
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 In the final set of experiments, naturally driven feedback instabilities were 
investigated at operating conditions near those used for the other two sets of tests.  In this 
case, the natural instability frequency was 180Hz.  
3.3 Results 
 Figures 3.3 and 3.4 show the acoustic pressure and normalized heat release 
measured in all three experiments.  Figure 3.3 shows that the siren driving produced very 
large amplitude pressure oscillations at the natural acoustic mode frequencies.  At the 
fundamental acoustic mode frequency of 180Hz the siren drove oscillations whose 
amplitude was more than five times larger than the limit cycle amplitude of the natural 
instability.  The flame driving experiments exhibited a similar behavior, but with much 
lower amplitudes.  In these cases, the acoustic pressure amplitude was approximately 
equal to what was measured in experiments in which the combustor was unstable.  While 
the acoustic pressure amplitude was highest at similar frequencies for both flame driving 
and siren driving, Fig. 3.4 shows that the normalized heat release response differed 
depending upon the driving mechanism.  In particular, when flame driving was used, the 
normalized heat release was low at frequencies where the siren driving produced a high 
amplitude response in the flame (e.g., 100Hz).  This difference in heat release response to 
acoustic perturbations versus fuel flow rate modulations highlights the complicated 
nature of the flame response to different inputs and why it is difficult to model this flame 
response.  The flame responds to external forcing from the siren in a predictable manner, 
i.e., large amplitude pressure oscillations drive large amplitude flame response, especially 
when the phase is aligned in accordance with Rayleigh’s criterion.  However, modulating 
the fuel flow rate causes two forces to act upon the flame: 1) direct “internal” forcing of 
heat release oscillations by the fuel flow modulations, and 2) indirect “external” forcing 
of heat release fluctuations by the induced pressure oscillations in the combustor.  If the 
phase between the two forces are aligned properly, they will act together to drive larger 
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heat release oscillations; however, if these two forces are acting against each other, the 
heat release oscillations may be partially damped.  At certain frequencies, the pressure 
oscillations and fuel flow rate modulations work together to drive the heat release 
oscillations, and at other frequencies these forces work against each other.  This 
relationship is dependent upon several factors including flame shape, actuator location, 


























Figure 3.3 - The frequency dependence of the measured acoustic pressure for (a) 



















Figure 3.4 - The frequency dependence of the measured heat release fluctuations for 




 Figures 3.5-a,b describe the frequency dependence of the magnitude and phase of 
κp/q measured in experiments in which all of the fuel was supplied by the fuel injector 
actuator and a fraction of the fuel flow rate was periodically modulated to produce heat 
release oscillations Q’.  It is important to note that the magnitudes and phases of κp/q 
measured in driven experiments and the “naturally” unstable experiments are in good 
agreement. This figure indicates that the acoustic response of the combustor to heat 
release oscillations, κp/q is the same regardless of whether the heat release oscillations are 
driven by the closed loop feedback cycle of the natural instability or by open loop 
modulation of the fuel flow rate.  This result is very important, as it shows that the 
pressure response to the flame driving did not “saturate” due to overdriving of the fuel 
actuator, i.e., the pressure response to flame driving was linear, up to the limit cycle 
pressure amplitude.  By contrast, it will be shown later that it was possible to drive the 
pressure amplitude high enough to saturate the flame response, i.e., the heat release 
oscillations increase with dynamic pressure oscillations driven by the siren up to the 
“saturation point.”  Once this level is exceeded, the flame response drops off rapidly, ,no 
longer providing an increase in heat release oscillations for an increase in the driven 
pressure oscillations. 
 Note that the phase between the heat release and the pressure is designated Θp/q to 
indicate that it represents the phase during experiments in which fuel injection rate 
modulation was used to drive the flame.  Phase data from tests with siren driving are 
designated Θq/p.  However, in both test configurations, the phase difference between the 
photomultiplier and the pressure transducer measurements was always determined in the 





































Figure 3.5 - The frequency dependence of measured (a) magnitude and (b) phase of 
the transfer function κp/q.   
 
 Figures 3.6-a,b describe the frequency dependence of the magnitude and phase of 
the transfer function κq/p measured in experiments with siren driving and in experiments 
with natural instability (i.e., without any external driving). Figure 3.6-a shows that the 
magnitude of the transfer function κq/p measured when the combustor was driven by the 
siren at 180Hz is nearly half that measured in the combustor when it is “inherently” 
unstable at this frequency.  Figure 3.6-b shows that the phase of κq/p monotonically 
increases with frequency and that the phases measured at the unstable frequency in the 
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driven and “inherently” unstable combustor are practically the same. In comparing the 
data from the driven experiments and data from the unstable combustor (both at 180 Hz) 
it should be noted that the amplitude of the pressure oscillations in the former and latter 
were 0.5 and 1.0 psi, respectively. The data in Figs. 3.6-a,b, thus, suggests that the 
magnitude of κq/p is a function of the pressure amplitude and the phase is not. For limit 
cycle oscillations to develop, the magnitude and/or phase of the product of the transfer 
functions κq/pκp/q must be a function of the pressure amplitude.  Since the magnitude of 
κq/p is the only pressure dependent parameter, it should control the amplitude of limit 
cycle oscillations for this combustor. Moreover, for a stable limit cycle, the magnitude of 
κq/p (i.e., Q’/P’) must be a decreasing function of the pressure amplitude, a trend that is 
exhibited in the data shown in Fig. 3.6-a. It should be noted that while the frequency 
dependence of the magnitude and phase of κp/q likely could be predicted with a relatively 
simple linear model, no capabilities for modeling the amplitude and phase dependence of 






































Figure 3.6 - The frequency dependence of measured (a) magnitude and (b) phase of 
the transfer function κq/p. 
 
 Next, we examine the frequency dependence of the product of the measured 
transfer functions κp/q and κq/p, see Eq. (1).  Figures 3.7-a,b show the product and sum of 
the transfer function magnitude and phase, respectively. In accordance with the 
discussion in the Section 3.1, a limit cycle occurs when the product of the magnitudes of 
κp/q and κq/p equals unity and the sum of their phases equals zero. Since the phases of both 
transfer functions were plotted as positive quantities in Fig. 3.7-b, their sum equals zero 
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where the plots of the two phases “intersect” in the figure. Accordingly, Fig. 3.7-b 
indicates that instabilities could occur around 140 and 180 Hz where these phases are 
equal. On the other hand, Fig. 3.7-a indicates that the product of the magnitudes of these 
transfer functions exceeds unity near 100 Hz, suggesting that instability could occur at 
this frequency. However, the phase difference at 100Hz is approximately 135 degrees., 
see Fig. 3.7-b.  Therefore, the combustor should be stable at this frequency, in agreement 
with observations during this set of tests. This discussion and measured transfer functions 
indicate, however, that while the combustor did not become unstable at 100 Hz, it may 
become unstable with relatively modest changes in operating conditions at this frequency 
due to its narrow phase margin.  In fact, other tests in this combustor at slightly different 
operating conditions have demonstrated self-excited oscillations at 100Hz, see [4]. 
 We now examine the magnitude and phase of the product of the transfer functions 
at 180 Hz, the frequency at which the combustor is unstable. Figure 3.7-a shows that the 
product pqqp // κκ  measured during unstable operation is indeed close to unity (i.e., the 
circles in Fig. 3.7-a vary between 0.8 and 1.0) and Fig. 3.7-b shows that the phases of the 
two transfer functions measured during unstable operation equal one another at this 
frequency. Figure 3.7-a also shows, however, that the product pqqp // κκ  determined 
from measurements of κp/q and κq/p in the two (different) driven experiments at the 180Hz 
is only around 0.4. It is important to note, however, that the amplitudes of the pressure 
oscillations in the inherently unstable combustor and siren driven experiment were 0.1 
and 0.5 psi (compared to a mean pressure of 105psi), respectively, when both operated at 
180Hz, indicating that the amplitude of the oscillations in the driven experiment was five 
times larger than that in the unstable combustor. Consequently, the observation that the 
driven experiments provide pqqp // κκ =0.4, see Fig. 3.7-a, indicates that the combustor 
cannot sustain limit cycle oscillations at this amplitude (i.e., 0.5 psi) for the operating 
condition of the tests.  In other words, the saturation mechanism that controls the limit 
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cycle amplitude (i.e., the flame response to dynamic pressure) does not permit limit cycle 
amplitudes to reach the amplitudes that were driven with the siren…the limit cycle 
amplitude is much lower than these values.  Furthermore, in accordance with theory, the 
above results show that the product pqqp // κκ indeed decreases as the pressure 













































Figure 3.7 -  Frequency dependence of (a) the product of the magnitudes of κq/p and 




 The observations that 1// ≈pqqp κκ  and that the phases of these transfer 
functions are nearly equal at 100 Hz, see Figs. 3.7-a,b, also suggest that the combustor is 
nearly unstable at or near 100 Hz.  A slight change in operating conditions that causes the 
phases to align would allow the combustor to become unstable, in which limit cycle 
oscillations could be expected at amplitudes of approximately 0.5psi, the pressure 
amplitude at which the overall system gain was measured at 1.0.  
 
3.4 Summary 
 An experimental method was developed to determine the amplitude and 
frequency of naturally occurring combustion instabilities.  The predicted amplitude and 
frequency of the combustion instability was compared with those occurring when the 
combustor was naturally unstable.   
 
 There are two conditions that must be met for instability to occur: 
1) The phase plots relating heat release and pressure oscillations must be 
equal.  By plotting the phase relation of the heat release to acoustic 
pressure for both the siren driving and flame driving experiments, it is 
possible to see which frequencies are most likely to become unstable (in 
this case, 180Hz).  It is also possible to see other frequencies where the 
phase plots nearly intersect, indicating a potential instability at these 
frequencies if the gain condition is met. 
2) The gain of the system must be greater than 1.0 at these frequencies to 




 The only frequency where both conditions was met was 180Hz.  At 100Hz, thee 
system gain is very high, but the phases do not align properly.  However, a slight change 
in operating conditions may cause this mode to be unstable. 
 Finally, this study was somewhat limited by the inability to control the amplitude 
of the siren driving.  For future experiments, it is recommended that an actuator capable 





ONLINE IDENTIFICATION OF OPTIMUM CONTROL PHASE 
 
 As a first step toward development of an adaptive control algorithm, an online 
identification algorithm was developed for determining the optimum control phase to be 
used for damping pressure oscillations in an unstable combustor.  This chapter provides 
the background for this development and describes theoretical and experimental studies 
of the developed online identification procedure.  The performance of this algorithm is 
investigated theoretically using a model of a van der Pol oscillator and experimentally in 
the positive feedback acoustic setup and the unstable DLN combustor simulator 
described in Chapter 2. Predicted and measured results demonstrate that the developed 
algorithm effectively and rapidly identifies the optimum control phase, which is applied 
to control the instability immediately after completion of the identification procedure. 
4.1 Background 
 As discussed in Chapter 1, active control systems (ACS) would benefit from a 
method that eliminates some or all of the offline testing that is required prior to their use.  
This offline testing is typically used to determine control parameters, such as gain and 
phase, which are then employed in an ACS in order to damp the instabilities that may 
arise during normal operation.  There are two problems with this procedure.  First, offline 
testing designed to “map” the regions of operation where active control is necessary can 
be time consuming and expensive.  Second, “unmapped” operating conditions may be 
encountered with different instability characteristics, in which case it would be helpful to 
have a flexible ACS that can quickly determine the optimum control parameters in order 
to regain control of the unstable combustor.   
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 The online identification algorithm described in this chapter was developed to 
address these problems by rapidly determining the optimum control phase for an 
observer-based ACS that was previously developed at Georgia Tech. 
 Before discussing the online identification algorithm, a brief description of the 
observer-based active controller is given below.  For more information on the observer-
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Figure 4.1. Closed-loop control block diagram. 
 
 Figure 4.1 shows a block diagram for the observer-based ACS that was used for 
active control of combustion instabilities using modulated fuel injection.  The bold lines 
indicate the fuel flow path, and the thin lines indicate electrical signals.  There are two 
control loops: the “AC” control loop on the right incorporates the observer and provides a 
control signal with the same frequency as the unstable pressure oscillations in the 
combustor.  The mean flow control (“DC”) loop on the left is necessary to provide a 
constant mean flow rate of fuel through the actuator.  The “mean flow controller” block is 
a classical proportional-integral (PI) controller tuned to provide a constant flow rate of 
fuel through the actuator.  This mean flow control loop is required in order to compensate 
for thermal expansion of the magnetostrictive actuator and to compensate for 
“overdriving” the reed valve, as described in Appendix C.   
 The high frequency (AC) control loop consists of a sensor, an observer, and a 
controller.  The controller output is added to the mean flow (DC) controller output, and 
the resulting signal is used to drive the fuel injector actuator (FIA).  During operation, the 
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sensor continuously measures the combustor pressure and sends the measured signal to 
the observer. The observer analyzes the measured pressure and determines the 
amplitudes, frequencies and phases of the most unstable combustor modes in real time.  
The controller then uses these data to generate a control signal for the FIA. Specifically, 
the controller uses data describing the open loop response of the control system, which 
has been previously determined in offline tests to determine the gain and phase of the 
control signal for optimum damping.  Once the control parameters for optimum damping 
are identified, these parameters are stored in a lookup table for reference by the 
controller.  During an active control session, the observer determines the frequency of the 
most unstable mode, and the control signal’s phase and gain are obtained from this table.  
 Previous studies have demonstrated that this ACS could rapidly and effectively 
damp large amplitude instabilities.  Figure 4.2 illustrates the effectiveness of this 
observer-based active controller when used to control instabilities in a gas rocket at 
Georgia Tech, see [58].  The pressure oscillations were damped within 40msec, and the 
dominant mode of the instability (400Hz) was damped by approximately 30dB.  While 
this ACS is highly effective, its application required the determination of the open loop 
response of the system in separate tests. The need for offline open loop response tests 
would be eliminated if the ACS determined the optimum control parameters in the course 
of operation. To be effective, this system should be capable of controlling instabilities in 
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Figure 4.2. Demonstration of fixed-parameter ACS on Georgia Tech gas rocket. 
 
 Section 4.2 discusses the control parameters required for effective control of 
pressure oscillations in a combustor and a method of offline testing that was used in 
previous ACS studies, as well as limitations on controllability.  Section 4.3 describes a 
concept for online identification of the optimum control phase, which was developed to 
be coupled with the observer-based ACS to allow rapid and effective control of unstable 
combustors without any a priori knowledge of the dynamic response of the system. 
Section 4.4 gives a detailed explanation of the how the algorithm works and shows 
results from a van der Pol oscillator simulation used to investigate the algorithm 
performance.  Section 4.5 shows results from experiments that demonstrate the 
effectiveness of the algorithm.  As will be explained in Section 4.6, this ACS with online 
identification does not constitute a fully adaptive controller.  However, the concepts 
explained in this chapter lay the groundwork for the adaptive controller that is described 




4.2 Determination of Active Control Parameters 
 One approach for effective control of pressure oscillations in an unstable 
combustor with a closed-loop ACS is to provide an oscillatory combustion process that is 
out of phase with the unstable pressure oscillations.  To accomplish this objective, the 
adaptive controller must determine the proper phase for the control modulation of the fuel 
injection rate, and the control amplitude or gain required to damp the unstable 
oscillations.   
 
4.2.1 Effect of Time Delays on Control Phase 
 In accordance with Rayleigh’s criterion, the ACS would damp pressure 
oscillations by generating heat release oscillations that are out-of-phase with the 
combustor dynamic pressure.  To provide these out-of-phase oscillations, it is first 
necessary to determine the optimum control phase.  This optimum control phase varies 
from combustor to combustor because the feedback mechanisms and the control 
dynamics can vary significantly from one system to another.  Furthermore, this optimum 
control phase can vary with time due to changes in operating conditions such as power 
output, ambient temperature, fuel composition, an so on.  Figure 4.3 describes some of 
the factors that influence the phase of the control signal that provide maximum damping 
of the pressure oscillations in the combustor.  This diagram does not represent a 
comprehensive model of combustor dynamics nor the active control feedback loop; it 




















Figure 4.3. Closed loop feedback time delays. 
 
 Each block in Fig. 4.3 represents a transfer function that includes a frequency 
dependent gain and phase.  Additionally, there are time delays τ that represent the time 
required for the signal to travel from one block to the next.  For example, the time 
required for the control signal to reach the actuator τc should be very short.  There is a 
certain amount of mechanical delay associated with the actuator’s response to the control 
signal τm.  The transfer function associated with the actuator can be determined 
experimentally.  The time required for the fuel flow rate oscillations to reach the 
combustor τf depends upon the length of the fuel supply line and the speed of sound in 
the fuel.  The “combustor” transfer function includes sub-blocks, such as the transfer 
function of the fuel nozzle and the flame transfer function, each containing its own time 
delays that may vary with operating conditions.  For example, at high load the fuel flow 
rate is higher, which means higher injection pressure and thus shorter time delay 
associated with fuel injection.  The time required for heat release oscillations to generate 
measured pressure oscillations at the pressure transducer is given by τq.  Ideally, the 
controller could act instantly based upon the measured pressure oscillations, but there is 




4.2.2 Effect of time delays on system stability and controllability 
 Rayleigh’s criterion indicates that the optimum attenuation of pressure 
oscillations will occur when the phase of control fuel injection rate modulations produces 
heat release oscillations 180 degrees out of phase with respect to the unstable combustor 
pressure oscillations.  In order to accomplish this objective, it is necessary to account for 
all of the combustion system delays and the controller time delay shown above.  Figure 
4.4 illustrates the effect of time delays on the determination of the proper phase for the 
control signal with a simplified example of the time delays between the observer input 
(pressure signal) and the control effect (heat release).  The goal is to choose a control 
signal delay τcontrol that produces heat release oscillations out of phase with respect to the 
pressure oscillations.  Figure 4.4 shows a simple example where the system time delays 
are short.  In this case, the delays for fuel delivery (second curve) and combustion (third 
curve) provide phase lags of π/2 and π/4, respectively.  By adding a control phase of π/4, 
the sum of the three phase lags is equal to π.  In this manner, the controller generates heat 
release oscillations (bottom curve) that are out-of-phase with the pressure oscillations 

















Figure 4.4. Time delays in control injection sequence. 
 
 Note that τcontrol is a frequency dependent variable.  More commonly, the control 
delay is given as a phase delay rather than a time delay, i.e., 
 
)(*2)( fff controlcontrol τπφ =     (4.1) 
where f is the frequency of the unstable oscillations.  In general, the control phase delay 
for optimum damping will vary for different frequencies, depending upon the system 
response of the combustor pressure oscillations at those frequencies.   
 In many cases, the (fixed) system time delays will be long enough that the 
resulting phase delay between the controlled heat release and the unstable pressure 
oscillations is greater than π, even if the controller time delay is very small.  In these 
cases, it is necessary to adjust the controller’s time delay to produce a total phase shift of 
180 degrees between the pressure and control process heat release oscillations.  In some 
cases, this will result in a total delay that is equivalent to 3π, 5π, 7π… for optimized 
control.  However, increasing the control loop time delay diminishes the overall 
performance of the controller.  This reduced controller effectiveness is due to reduced 
gain margin that is available to control the system in a stable manner for large time 
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delays.  In other words, there is a limited range of control system feedback gain that can 
be used to damp instabilities.  For very high feedback gain, the control signal tends to 
destabilize the system.  To demonstrate this phenomenon, an experiment was performed 
with a modification of the acoustic feedback setup described in Chapter 2.  Using the 
computer, an artificial time delay was inserted into the control loop, to delay the response 



















Figure 4.5. Experimental setup for determining effects of time delays on closed-loop 
feedback control 
 
 After inserting the time delay, feedback loop “B” was tuned to provide a limit 
cycle instability.  The controller was then tuned to the optimum control phase that 
provided maximum damping for the given time delay.  Next, the gain of the controller 
was gradually increased to maximize the attenuation of the pressure oscillations.  At 
some point the “gain limit” was reached, where further increases in the control gain did 
not provide additional attenuation of the pressure oscillations.  When this gain limit was 
exceeded, the controller became unstable and drove large amplitude oscillations in the 
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acoustic feedback setup.  As shown in Fig. 4.6, the maximum allowable gain decreases 
rapidly when the control loop time delay, τdelay, exceeds one oscillation period, τ0.  For 
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Figure 4.6. Effect of control loop time delays on the maximum allowable gain to 
damp pressure oscillations in the acoustic feedback setup. 
 
4.2.3 Offline determination of the time delays and control phase 
 Though some investigators have attempted to model all of the processes that 
affect time delays in a laboratory setup, it is generally difficult to accurately model all of 
these processes.  A conventional way to assess the global time delays in the system is to 
perform offline tests that determine the amplitude and phase of pressure oscillations with 
respect to the actuator control signal in a particular combustor.  One way to determine the 
proper control phase for maximum damping is to experimentally determine the 
dependence of the effectiveness of the controller upon the control signal phase, which is 
gradually varied during the experiment.  Once the optimal phase was determined, the 
gain was adjusted to provide the maximum damping for the least control effort and to 
prevent destabilizing the system.  Another way to obtain such data is to drive heat release 
oscillations in the combustor using the actuator and to measure the combustor pressure 
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response to the control input, as is discussed in Chapter 3 in connection with the DLN 
combustor simulator.  Figure 4.7 shows frequency response data that was obtained during 
such tests in a full-scale gas turbine combustor [59].  These data indicate a strong 
response of the combustor acoustic pressure to fuel flow modulations below 100Hz, with 
a rapid drop of the response at higher frequencies.  There is also rapid change in phase as 
a function of frequency, indicating that an ACS must have precise control of the phase for 
the targeted frequency.  These data provide the frequency response of the combustor to 
open loop forcing, which can be utilized by a fixed-phase ACS to the best control phase 
for damping oscillations at various frequencies.  The coherence data gives an indication 
of what frequencies may be controllable using this particular actuator arrangement in this 
combustor.  Low coherence indicates poor control authority, i.e., the combustor dynamic 























Figure 4.7. Open-loop frequency response data acquired in offline testing. 
 
 Because changes in operating conditions can affect the time delays of the various 
processes that affect the system response to active control, the offline determination of 
control parameters is practical only for a specific operating condition.  The online 
identification procedure that is described in the following sections provides a method for 
rapidly determining the proper control parameters should  the operating conditions 
change.  The theory developed in the following sections will also be used by the adaptive 
controller that is described in Chapter 5.    
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4.3 Online Identification Concept 
 This section qualitatively discusses the investigated control approach. To provide 
the developed ACS with adaptive control capabilities, it was necessary to develop an 
approach that would allow the ACS to identify the optimum phase of the control signal 
during an online active control session, i.e., “online identification.”  In an adaptive ACS, 
control phase and gain are initially assumed and then adjusted based on the system's 
response to the control action. The identification scheme described herein determines the 
initial control phase by systematically changing the phase of the control signal and using 
the observer to determine the real-time response of the unstable oscillations to the 
continuously varying control signal. The measured response data is then analyzed to 
determine the optimum initial control parameters.  
 Figure 4.8 provides an overview of the online identification process.  First, the 
observer identifies the frequency of the most unstable mode.  When the identification 
process is initiated, a small control signal is sent to the actuator with the frequency of the 
most unstable mode and an arbitrary phase. Because the phase is arbitrary, the resulting 
fuel flow rate modulations by the ACS may increase or decrease the amplitude of the 
instability (or have no effect) when control is applied, depending on whether the 
generated combustion process heat addition oscillations are in or out of phase with 
respect to the combustor pressure oscillations.  Next, the amplitude of the control signal 
is fixed, and the phase of the control signal is progressively changed by 360 degrees from 
its initial value, while the observer measures the amplitude response of the combustor 
pressure oscillations.  The measured combustor response is then correlated with the 
control signal parameters to determine the optimum phase. Once determined, this 













Figure 4.8. Open-loop frequency response data acquired in offline testing. 
 
 Figure 4.9 shows the variation in the amplitude of simulated combustor pressure 
oscillations in response to slowly varying the control signal phase over a 0-360 degree 
range. As the phase of the control signal changes, the amplitude of the combustor limit 
cycle oscillations continuously increases and decreases in response to the control signal 
phase variations. In this case, the control is most effective, i.e., the pressure oscillations 
are minimized, when the control phase is equal to 180 degrees.  By correlating the 
amplitude of the limit cycle oscillations with this phase it should be possible to 
effectively determine the optimum control signal phase; i.e., the one that produces 
minimum limit cycle amplitudes.  It is expected, however, that if the identification sweep 
frequency is increased, time delays inherent in the system will induce a phase lag as well 
as a decrease in the amplitude of the response.  Figure 4.10 illustrates this concept.  Note 
that the amplitude of the modulations decreases significantly for the faster phase sweep.  
Note also that the phase where the amplitude is minimized appears to occur at 
approximately 270 degrees, even though the actual “optimum” control phase is 
approximately 180 degrees, see Fig. 4.9. This phase lag occurs due to the acoustic 
response of the unstable system, i.e., it depends on whether the system has second-order 






Figure 4.9. Slow identification phase sweep. 
 
 
Figure 4.10. Fast identification phase sweep. 
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4.4 Online Identification Algorithm and Simulation 
 
 In this section, the investigated online identification algorithm will be discussed 
by describing its predicted performance when it is applied to a van der Pol oscillator, 
which was chosen for this study because its behavior is described by a nonlinear, second 
order, ordinary differential equation that is similar to the equations describing combustion 
instabilities.   
 
4.4.1 The van der Pol Oscillator 
 The van der Pol oscillator model produces limit cycle oscillations that are similar 
to limit cycle oscillations in an unstable combustor, see Fig. 4.11.  In general, the van der 
Pol oscillator itself may not accurately model the physics of a particular unstable 
combustion system, but it does provide the capability to model the effects of an ACS on a 
system similar to a combustor, which has a nonlinear feedback mechanism that results in 
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Figure 4.11. Limit cycle oscillations in a) an unstable combustor, b) a van der Pol 
oscillator simulation. 
 
 It will be shown that the results from the van der Pol model agree reasonably well 
with data obtained in the DLN combustor simulator and the acoustic feedback simulator, 
both of which can be modeled by a second order nonlinear system.  The van der Pol 








ωε      (4.2) 
where ω corresponds to the natural unstable frequency (i.e., the frequency of the limit 
cycle oscillations) in rad/sec and ε corresponds to the damping in the oscillator.  The 
second term in the van der Pol oscillator is critical to understanding the limit cycle 
behavior of such an oscillator.  For |p|<1, the quantity (1-p2) is positive, driving the signal 
 
62 
toward a higher amplitude while the growth rate of the signal is controlled by ε.  For 
|p|>1, the quantity (1-p2) is negative, and the second term in Eq. 4.2 damps oscillations 
toward a lower amplitude.   As the  driving and damping forces are balanced, the 
oscillator settles into limit cycles oscillations.  For limit cycle conditions, the oscillator 
pressure is approximately given by: 
( )ftPp π2cos0=       (4.3) 
 
 During an active control session, the observer determines the amplitude, P0, and 
frequency, f, of the dominant mode of the limit cycle pressure oscillations. Once these 
parameters are known, the control signal, U, is expressed in the following form:  
( )cc ftPKU φπ += 2cos0      (4.4) 
where φc and Kc are the control phase and gain, which are applied in order to damp the 
pressure oscillations.  To provide the best damping of the pressure oscillations, the 
optimum control phase is chosen, i.e.,  φc = φoptimum. 
 
4.4.2 Modeling the Online Identification Process 
 The developed online identification scheme first detects and characterizes the 
unstable combustor mode, and then identifies the optimum control phase without a priori 
knowledge of the combustor response. Using the developed ACS, the system is forced 
with a sinusoidal signal characterized by a constant amplitude Kident, the unstable 
frequency of the system  f, and an arbitrary phase φi. Applying this forcing function to the 









φωωε +=+−−    (4.5) 
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 The term on the right hand side of the equation represents the forcing of the 
unstable system with identification amplitude Kident and identification phase φident.  The 
system response to this forcing depends on both identification parameters.  If the 
identification phase is equal to the optimum control phase, i.e., φi = φoptimum, the instability 
will be damped. On the other hand, if φi is out of phase with respect to the optimum 
control phase, i.e., φi = φoptimum + 180deg, the instability amplitude will be increased.  As 
the identification phase is varied between damping and driving conditions, the effect of 
forcing is reduced, becoming zero at φi = φoptimum ± 90 degrees.  
 If the identification phase is varied slowly, the forcing causes the amplitude of the 
limit cycle oscillations of the unstable system to vary periodically, attaining minimum 
and maximum values when φi = φoptimum and φi = φoptimum + 180 degrees, respectively.  
Figure 4.12 illustrates the response of the oscillator’s pressure during an identification 
phase sweep.  The top plot shows the online identification control phase sweep, along 
with a dotted line indicating the optimum control phase equal to 180 degrees.  When the 
identification sweep passes the optimum control phase, the oscillator’s pressure 
amplitude is minimized. 
 
Figure 4.12:  Demonstration of the online identification process.  In this case, the 





 Recognizing the relationship between the control phase input and the amplitude 
response of the unstable system, what is needed is a method to calculate the optimum 
control phase based upon the amplitude response of the combustor to the control system 
forcing during the identification sweep.  To do this calculation, the orthogonal sine and 
cosine functions are utilized.  Figure 4.13 shows the sine and cosine of the control phase 
during the online identification sweep.  By correlating the amplitude response to the sine 
and cosine functions, the phase at which the minimum amplitude occurs can be 
calculated.  This correlation is derived below. 
 
Figure 4.13:  Sine and cosine of the control phase  
 
 
 To determine the optimum control phase φoptimum, the phase difference between 
the amplitude response of the limit cycle oscillations and the sine and cosine functions of 
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)2cos())((1 πχ    (4.7) 
),(2arctan χσφ −−=optimum     (4.8) 
 
where fident is the frequency of the identification sweep, Tident is the duration of the 
identification sweep, |A(t)| is the pressure amplitude determined by the observer, and A   
is the mean pressure amplitude when the controller is not active.  Equations 4.6 and 4.7 
are used to calculate the sine (σident) and cosine (χident) correlation functions.  In this case, 
the amplitude response is orthogonal to the sine function, so σident = 0 and χident = 1.0.   
Using Eq. 4.8 , the optimum control phase is calculated using the quadrant-specific 
arctangent function.  In this example, φoptimum = arctan2(0,-1) = 180 degrees.  Once the 
optimum control phase is determined, the phase correction is made, and the amplitude of 
the pressure oscillations is quickly minimized.   
 For very slow sweep rates, the above equations hold.  However, as the sweep rate 
is increased, the time delays associated with the unstable system will cause a phase lag in 
the calculated control phase.  Figure 4.10 illustrates this phase lag effect as the frequency 
is increased.  Figure 4.14 shows how this phase lag affects the correlation of the 
amplitude response control signal input.  In the middle plot, the amplitude response is 
instantaneous (phase lag = 0), and the amplitude response is minimized at the optimum 
control phase (180 degrees).  However, in the bottom plot, the amplitude response is 
delayed by a phase lag, so the amplitude appears to be minimized when the control phase 
is zero, thus introducing an error of 180 degrees into the calculation.  In other words, 
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using Eq. 4.8 to calculate the optimum control phase introduces an error in the phase 
calculation if no account is taken for the phase lag. 
 
Figure 4.14. Demonstration of online identification process with 180 degree phase 
lag. 
 
 The dependence of this phase lag upon the sweep frequency and the damping 
coefficient ε has been investigated using the second order van der Pol oscillator, and the 
results show that this phase lag tends toward –180 degrees as the sweep rate is increased, 
see Fig. 4.15.  For lightly damped systems, this asymptotic approach to –180 degrees is 
very rapid as the sweep frequency is increased.  However, as the system damping is 
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Figure 4.15. Identification phase dependence on sweep frequency. 
 
 To compensate for this phase lag, a phase correction factor, φcorr, is added to the 
phase given in Eq. (4.8) to yield the following phase expression:  
)(),(2arctan identcorroptimum fφχσφ +−−=     (4.9) 
 A comparison of experimentally determined phase lags to the van der Pol model 
results is discussed in the next section.  For now, it has been assumed that the phase 
correction applicable to van der Pol oscillations qualitatively describes the phase 
correction in unstable combustors, and can be obtained at each sweep frequency fident 
from Fig.4.15, i.e.,  
lagidentcorr f φφ −=)(      (4.10) 
where φlag describes the phase lag observed in Fig. 4.15 at the identification sweep 
frequency fident.  
 Because the phase correction rapidly varies with frequency as fident →0 and 
because a rapid identification scheme is desired, it is recommended that the sweep 
frequency be high enough to set the correction factor approximately equal to 180 degrees.  
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This approximation holds for lightly damped systems when the sweep rate is “large”, i.e., 
f/f0 > 0.1.  However, as the damping increases, the validity of this approximation 
deteriorates as the asymptotic approach of the phase lag toward –180deg is much slower.  
 
4.4.3 Measuring confidence in the identification result 
 The disadvantage of increasing the sweep frequency is that the amplitude of the 
system response to the constant amplitude forcing decreases.  As the system response 
decreases, the signal-to-noise ratio also decreases, thus decreasing the confidence in the 
calculated control phase.  If the confidence in the control phase is too low, the 
identification parameters (Kident, fident) need to be changed to increase the magnitude of 
the system response and, thus, yield the proper control phase (after another identification 
sweep).  If the algorithm is unable to converge to a control phase with a suitable 
confidence level, the combustor may not be controllable using this scheme.  Thus, a 
calculation of the confidence level is required.  For this purpose, Pearson's product 
moment correlation coefficient [60] was used.  This correlation factor, also called a linear 





















   (4.11) 
 In this application, the input function xj is the cosine of the phase of the 





jfx ij →= π     (4.12) 
and the response function yj is the slowly varying amplitude of the combustor oscillations 







jfy ij →−= φπ     (4.13) 
 
 In the above equations, j is the index of the instantaneous identification 
measurement, and jmax is the total number of measurements, which equals the product of 
the number of sweep cycles and the number of measurements per cycle.  For two 
perfectly correlated signals, i.e., two sinusoids that are in phase, this correlation factor is 
equal to 1.0.  However, if there is a phase offset between the two sinusoids, then this 
correlation varies between 1.0 and –1.0, depending upon the phase difference between 
the input and response signals.  For the example shown in Fig. 4.16, the correlation factor 
equals -1.0 because the two signals are out of phase. 
0 0.04 0.08 0.12 0.16
Time
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Figure 4.16. Determination of correlation factor. 
 
 During online identification, this phase difference depends upon the sweep 
frequency fident, and equals zero at low fident and 180 degrees at high fident.  Because this 
phase difference depends upon the identification sweep frequency fident and not the 
physics of the process controlling the unstable oscillations, its effect upon the correlation 
coefficient evaluated in Eq. (4.11) should be eliminated. This is accomplished by 
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subtracting this phase, see Eq. (4.10), from the phase of the input signal, see Eq. (4.12), 





jfx corrij →−= φπ    (4.14) 
 With the addition of this phase correction, the correlation coefficient now takes on 
values between 0.0 and 1.0 regardless of the phase difference between the input and 
response curves. When “good” correlation exists between the input signal in Eq. (4.14) 
and output signal in Eq. (4.13), the correlation coefficient calculated by Eq. (4.11) should 
be close to one. If the correlation coefficient is close to zero, the combustor pressure 
response to the identification process is negligible.  This may occur if, for example, the 
combustor pressure signal is dominated by random noise or if the identification forcing is 
too small for the combustor to respond.  A small correlation coefficient may also indicate 
a problem with the control system, e.g., a damaged actuator that is no longer capable of 
supplying the necessary control amplitude to the system. 
 To increase the confidence level in the identified control parameters, a second 
correlation coefficient is also calculated for the identification process. This “mean 




=     (4.15) 
where σident and χident are the sine and cosine correlation functions given in Eqs. (4.6) and 





minmax −=      (4.16) 
where Amax and Amin are the maximum and minimum amplitudes A(t) of the combustor 
oscillations during the period of the integration (Tident ) used to calculate σident and χident, 
see Eqs. (4.6)-(4.8). As with the Pearson’s product moment correlation, the mean square 
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correlation varies between zero and one, with large correlation values indicating a 
reasonable confidence in the phase calculation and small correlation values indicating 
little confidence that the calculated control phase is accurate.  If the correlation 
coefficient is small, it indicates that there may be a problem with the control system or 
that larger identification amplitude is required to determine an accurate value for the 
optimum control phase. 
4.4.4 Filtering to improve accuracy 
 In order to improve the accuracy of the online identification process, especially at 
high rates of identification, calculations for multiple identification sweeps are averaged 
together.  In order to accomplish this averaging, a low-pass filter is applied to the sine 
and cosine components of the phase calculation (see eqs. 4.6 and 4.7).  With the filter 
applied, equations 4.6 and 4.7 become 
)( filteredfilteredfiltered σσησσ −+=     (4.17) 
)( filteredfilteredfiltered χχηχχ −+=     (4.18) 
where η is the filter constant, whose range is typically 0.3-0.5.  Higher values of η result 
in negligible filtering, and lower values of η result in very slow response.  A low pass 
filter is used in lieu of a linear average because it is found that subsequent identification 
sweeps usually provided more accurate results than the initial identification sweeps.  The 
low-pass filter thus gives more weight to recent data than does a linear average.  The 
phase shift is then given as  
)(),(2arctan, icorrfilteredfilteredfilteredoptimum fφχσφ +−−=   (4.19) 
4.5 Experiments 
 This section describes experiments that are performed to investigate the 
performance of the online identification algorithm.  The experimental setups for all of the 
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experiments are described in Chapter 2.  Experimental setups used in this study are the 
acoustic feedback setup (Section 2.1) and the DLN combustor simulator setup (Section 
2.2).  The first set of experiments was designed to understand the effects of changing the 
online identification sweep frequency and amplitude for determining the proper control 
phase.  The second set of experiments simulated a realistic scenario in which the online 
identification algorithm was used to determine the proper control phase, and then active 
control is applied to damp the pressure oscillations. 
4.5.1 Phase lag and correlation coefficient determination 
 For the first set of experiments, the acoustic feedback facility was used.  Limit 
cycle pressure oscillations were driven in the facility by appropriate tuning of the 
filter/phase shifter combination and by increasing the feedback gain.  Twenty 
identification cycles were performed for each identification sweep frequency.  After each 
set of twenty identification sweeps, the phase lag and the two correlation coefficients 
were calculated.  Also, the amplitude of the pressure response was measured to determine 
the relation between the amplitude response and the correlation coefficient.  This process 
was performed once for all sweep frequencies, and then repeated.  The sweep frequency 
was varied between a minimum value of 0.1Hz and a maximum value of 70Hz, which is 
slightly less than 30 percent of the unstable natural frequency of 247Hz.   
 Data measured in the acoustic feedback setup suggests that the van der Pol 
oscillator adequately describes the oscillations in this setup. Figure 4.17 compares the 
phase lag measured in this setup at different sweep rates with those predicted for the van 
der Pol oscillator, see Figure 4.15.  It shows that the differences between the measured 
and predicted phase decreases as the sweep frequency increases. This is a welcome result 
as it indicates that the phase correction predicted by the van der Pol oscillator could be 
applied to the measured data at the high sweep frequencies at which the identification 
process will be performed to reduce the identification time.  In the data from the two 
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experiments shown, the damping is increased from experiment 1 to experiment 2 by 
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Figure 4.17. Comparison of the frequency dependence of the phase lags measured in 
the acoustic setup and predicted for the van der Pol oscillator. 
 
 Once the control phase is identified, the controller must be able to determine the 
confidence in the identified phase.  Figure 4.18 shows the dependence of the two 
confidence coefficients on sweep frequency for fixed identification amplitude.  As 
expected, for slow identification sweep frequencies there is a high level of confidence, as 
indicated by both coefficients.  Also shown in Figure 4.18 is the dependence of the 
amplitude of the system response, measured as percentage of the mean limit cycle 
amplitude, on varying sweep rate.  For high sweep frequencies, the amplitude response is 
approximately 1.0 percent of the mean pressure amplitude in the unstable system.  Figure 
4.19 gives an illustration of how the correlation coefficients are related to the amplitude 
of the system response.  As expected, for higher system response amplitude, these two 
measures of confidence exhibit the same trends. Both of these correlation coefficients can 
be used to determine whether the identified phase should be trusted or the identification 
process should be run again. The nominal cutoff value for the confidence level is 
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approximately 0.6.  If the correlation coefficient is higher than this value, the identified 












0 0.05 0.1 0.15 0.2 0.25

































Pearson's correlation Mean square correlation System Response (% Modulation)  












0% 2% 4% 6% 8% 10%












Pearson's correlation Mean square correlation  
Figure 4.19. Experimental comparison of correlation coefficients obtained by the 




4.5.2 Demonstration of Online Identification Algorithm 
 The second set of experiments was designed to investigate the performance of the 
online identification algorithm.  Experiments were performed on both the acoustic 
feedback setup and the DLN combustor simulator.  Typical test data measured in both 
test facilities when the controller was switched off are shown below.  After some time, 
the online identification process was manually initiated.  During this process, the sweep-
to-sweep fluctuations in pressure amplitude are observed.  After several cycles, the 
controller determined the optimum control phase. The identification process was 
completed, and the controller began damping the pressure oscillations with the newly 
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Figure 4.20: Time trace of unstable pressure oscillations in the acoustic feedback 
simulator, followed by an identification sequence and then active control with the 
identified optimum control phase.  
 
 Figure 4.20 shows active control of the acoustic positive feedback instability in 
the setup described in Section 2.1 after the system identification has been completed. 
Because the noise level in this system was low, the online identification algorithm was 
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able to rapidly determine the proper control phase, using only two iterations of the 
identification sweep.  Also, since it was relatively easy to control the acoustic feedback 
system (once the proper control phase is identified), the instability was completely 
damped 0.1 seconds after completing the system identification.  
 A closer inspection of the identification process during the same experiment in 
Fig. 4.21 shows how the control signal is shifted with respect to the pressure oscillation 
during the identification phase sweep.  During the identification sweep process, the phase 
between the control signal and the unstable pressure oscillations is continually varied.  At 
t = 0.38 sec, the two signals are nearly out-of-phase, and the amplitude of the pressure 
oscillations is maximized.  At t = 0.43 sec, the signals are nearly in-phase, and the 
amplitude of the oscillations is minimized.  At t = 0.48 sec, the signals are nearly out-of-































Figure 4.21: Time trace of unstable pressure oscillations and the identification 
sweep signal during the online identification process.  As time progresses, the 
control signal’s phase is changing with respect to the acoustic pressure trace. 
 
 Performance of the identification algorithm when applied to the DLN combustor 
simulator is described in Fig. 4.22. Comparison of the identified phase with phases 
measured in open loop tests shows that the developed identification algorithm correctly 
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determines the proper phase for control. Comparison of the control system performance 
in the combustor and acoustic setup shows that the control authority required to stabilize 
the acoustic simulator is higher than that in the combustor.  In other words, it is easier to 
damp the unstable oscillations in the acoustic feedback facility. Also, the identification 
time used in the combustor experiment is purposefully made longer than required to 
better demonstrate the identification scheme.  Similar performance is achieved with as 
few as five identification sweeps, although a minimum of ten identification sweeps is 
recommended for the noisy combustion environment. 
 
Figure 4.22: Time trace of unstable pressure oscillations in the DLN combustor 
simulator, followed by an identification sequence and then active control with the 
identified optimum control phase. 
 
4.6 Summary 
 This chapter describes an online identification algorithm that is capable of rapidly 
and effectively determining the optimum control phase with a few caveats.  First, this 
identification process will only work when the combustor is already unstable and 
operating at its limit cycle.  During the online identification process, the ACS is not 
actively controlling with a predetermined optimum control phase.  Therefore, the 






Second, it is only capable of determining the control phase for the present operating 
condition.  If the operating conditions should change, the identification process would 
need to be repeated.  Third, the identification process does require a small amount of 
amplification of the limit cycle amplitude, as can be seen in  Figs. 4.20-4.22.  Finally, this 
chapter has shown that the online identification algorithm can be used to effectively 
identify the optimum control phase, provided that the proper phase lag correction factor 
has already been identified through modeling or a separate set of experiments.  
Requiring a separate set of offline experiments to determine this phase lag parameter 
means that this algorithm is not suitable for a fully automatic system.  However, if a rapid 
method can be used to determine this phase lag correction, the offline testing procedures 
could be minimized, and the online identification procedure can rapidly determine the 
proper control phase for a given operating condition, provided that the above caveats are 
resolved. 
 The online identification algorithm described in this chapter serves as a building 
block in the development of the fully adaptive control algorithm that is described in the 
next chapter.  The guiding principles in the development of the adaptive control 
algorithm are the same as for the online identification algorithm, but several refinements 
are added in order to overcome the shortcomings of the online identification algorithm.  
In principle, the online identification algorithm can be used in order to rapidly identify a 
change in the optimum control phase due to, e.g., an abrupt change in operating 
conditions.  However, the developed adaptive controller utilizes similar principles and 







 An adaptive control algorithm was developed to rapidly and continually adjust the 
control parameters to damp pressure oscillations in an unstable combustor.  This chapter 
discusses the adaptive control algorithm development and experimental results 
demonstrating its performance. 
 
5.1 Introduction 
 Chapter 4 introduced a method for online identification of the optimum control 
phase and showed that while this algorithm could effectively determine the optimal phase 
for damping combustion instabilities, it had several limitations.  The two most significant 
limitations were that: 1) it was a one-time optimization of the control phase rather than a 
continual adaptation method, and 2) it required a phase lag parameter in order to identify 
the proper control phase.  The continually adapting control algorithm presented in this 
chapter overcomes both of these limitations while rapidly converging to the optimum 
control parameters. 
 The developed adaptive controller was based upon the same principle as the 
online identification algorithm, i.e., the system response to small perturbations in the 
control signal yields information about the behavior of the unstable system and the 
optimum parameters for damping the unstable pressure oscillations.  This information is 






5.2 Adaptive Controller Concept 
 This new method for adaptive control of combustion instabilities was developed 
utilizing the correlation analyses derived in Chapter 4.  The adaptive controller also 
utilizes the observer algorithm discussed in previous chapters.  The concept is somewhat 
similar to the online identification process described in Chapter 4.  The algorithm details 
are described below. 
 The observer rapidly and continually updates the observed frequency and 
amplitude of the dominant mode(s) of the instability.  The controller then generates a 
sinusoidal control output having the same frequency as the unstable oscillations.  
Initially, the controller assigns arbitrary phase to the control signal.  The oscillations will 
be damped if the “proper” control phase is chosen; however, a poor choice of control 
phase will tend to amplify the combustor pressure oscillations, which may have 
damaging effects on the combustor or other system components.  When the adaptive 
control algorithm is activated, it searches for the phase that provides the maximum 
damping of the pressure oscillations.  As long as the adaptive controller is active, it 
continues to search for the optimum control phase.  It will be shown later that while this 
continuous adaptation results in slightly lower damping of the pressure oscillations when 
compared with a fixed-phase controller with optimized control parameters, this 
performance degradation is compensated by the ability of the ACS to quickly adapt to 
changes in operating conditions.  Furthermore, the adaptive controller saves a significant 
amount of time and the expense associated with offline testing and calibration of the 
fixed-phase controller. 
 The online identification algorithm described in Chapter 4 uses a full 360-degree 
sweep of the input control phase to determine the optimum control phase (see Fig. 5.1).  
Several sweeps are normally performed to improve the accuracy of the calculation and a 
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filtered average is used to determine the new control phase.  The controller then changes 
to the new control phase in a single step, and control is applied.   
 The adaptive control algorithm improves the above discussed approach by 
continually incrementing the control phase in small steps.  During an adaptation cycle, 
the instantaneous control phase is equal to the mean control phase plus a modulated 
component, i.e., φc,inst  = φc,mean + φc,mod.  At the end of an adaptation cycle, a control phase 
adjustment is calculated by correlating the input and response functions.  This control 
phase adjustment is added to the mean control phase value, and the process is repeated.  
Unlike the online identification algorithm, the adaptive controller is not attempting to 
calculate the optimum control phase so that a single phase adjustment can be applied; 
instead, it is continually determining whether the mean control phase should be increased 
or decreased to improve the damping performance.  During an adaptation step, the 
controller makes only a small adjustment to improve the control phase, and successive 
adaptation cycles result in a closer approximation to the optimum control phase (see Fig. 
5.2).  In this manner, the adaptive controller can continually track the optimum control 
phase, which may change due to variations in operating conditions.  Although the control 
phase adjustments are small, they are performed in rapid succession so that the overall 
speed of the adaptive algorithm is high in comparison with the online identification 
algorithm.   
 Figures 5.1-5.2 show the difference between the online identification and adaptive 
controller with cartoons illustrating the concepts.  Figure 5.1 shows that the minimum 
pressure in this illustration occurs at a control phase of 120 degrees.  At the end of the 
online identification cycle, the control phase is set to 120 degrees.  During the online 
identification process, relatively large amplitude fluctuations are created by sweeping the 
control phase across all possible values.  As seen in Fig. 5.2, the adaptive controller 
continually modulates the control phase and calculates small corrections to the control 
phase, in the direction that minimizes the pressure amplitude.  The adaptive controller 
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continually searches for a “better” phase by calculating whether a positive or negative 
phase adjustment is required to reduce the pressure amplitude.  In this example, an 
increase in the control phase is accompanied by a decrease in the pressure amplitude, 
signifying that the optimum control phase is at a value higher than the current mean 
phase value.  At the end of each adaptation cycle, the mean phase value is incremented 
toward the optimum control phase, thus reducing the mean amplitude level after each 
adaptation step until the optimum control phase is achieved. The next section provides 
the algorithm details. 
 
 
Figure 5.1. Illustration of the online identification technique 
 
 




5.3 Adaptive Controller Algorithm 
5.3.1 Adaptive Controller Development 
 In this section, the development of the adaptive controller algorithm is discussed.  
The adaptive controller modulates the control phase (the phase between the pressure 









   (5.1) 
where θ is the amplitude of the control phase modulation.  φc,inst is the instantaneous 
control phase, and φc,mean, and φc,mod are the mean and modulated parts of the control 
phase, respectively.  From Fig. 5.2, we see that as the control phase approaches the 
optimum control phase, the calculated amplitude of the pressure oscillations decreases.  
The following equation approximately describes this response: 
)cos(~ , optimuminstcmeaninst KAA φφ −−     (5.2) 
where Amean is the mean amplitude value over all possible phase values, φc,inst is the 
control phase, and φoptimum is the phase at which the adaptive controller provides the 
optimum damping of the unstable system. Ainst is the instantaneous pressure amplitude.  
When φc,mean = φoptimum, the amplitude of the pressure oscillations is minimized, and when 
φc,mean - φoptimum = 180 degrees, the amplitude of the oscillations is maximized.  However, 
nonlinearities in system response often result in the maximum amplitude condition at a 
phase where φc,mean - φoptimum ≠180 degrees.  Figure 5.3 illustrates the amplitude response 
for both a linear model and a nonlinear van der Pol model as the mean control phase is 
swept through the full range of all possible phases.  During a sweep of the mean control 
phase, the instantaneous control phase is modulated about the mean phase value to 
simulate the response of the unstable system to the adaptive controller forcing.  The 
amplitude response shows a “compression” of the amplitude response where both the 
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minimum and maximum amplitudes are observed; in this case, the amplitude minima 
occur at φrel,mean = φc - φoptimum = 0 degrees (t = 0, 9, 18 sec). For the linear model, the 
amplitude maxima occur at φrel,mean = 180 degrees (t = 4.5, 13.5 sec), while for the 
nonlinear model these maxima occur at φrel,mean = 120 degrees (t = 3, 12 sec). 
 
Figure 5.3.  (Top) The mean control phase is swept linearly, while the instantaneous 
phase is modulated about the mean; (Middle) Linear amplitude response to phase 
modulation while mean phase is swept; (Bottom) Nonlinear amplitude response to 
phase modulation. 
  













   (5.3) 
where the relative mean phase, φrel,mean  is defined as the difference between the mean 
control phase and the optimum control phase.  Figure 5.3 also shows that the pressure 
amplitude is minimized when the relative mean phase, φrel,mean  = φc,mean - φoptimum = 0.  At 
this phase, the variation in pressure amplitude is very small (the response band is very 
narrow), showing that modulating the phase near the optimum phase has little effect.  
However, as the control phase is moved away from the optimum phase, the “response 
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band” widens, indicating maximum response to phase modulations when φrel,mean  ~ 90, 
270 degrees, …  For further illustration of this point, the dependence of the derivative of 
the amplitude function upon the relative phase, φrel,mean, is described in Fig. 5.4.  When 
dAinst/dt = 0, the combustor pressure oscillation amplitude does not change as the control 
phase is modulated; when this derivative function is maximized (at φrel,mean  = 90, 
270deg), the largest response to control phase modulations is observed.  
 
Figure 5.4: First derivative of the amplitude response to phase modulation during a 
mean phase sweep 
 
 
 Figure 5.4 also shows that there is little response to phase modulations at both the 
optimum control phase (φrel = 0) and the phase where the pressure amplitude is 
maximized (φrel = 180deg). In Fig. 5.5 these regions are described as regions of “driving” 
and “damping”.  The diminished response in these regions where dAinst/dt~0 will be 




























Figure 5.5. Relationship between φrel  and the driving, damping, and neutral 
response regions 
 
 For now, the discussion will focus on the regions where the pressure amplitude 
response to phase modulations is maximized, i.e., φrel,mean = φc - φoptimum ~ 90, 270deg,…  
In Fig. 5.5, these regions are described as “neutral” response regions.  They have been 
designated as such because applying active control here does not yield an appreciable 
change in the mean amplitude of the pressure oscillations.  However, the neutral response 
region provides the maximum change in response during an adaptive modulation cycle, 
as seen in Fig. 5.3.  For the linear model in Eq. 5.3, neutral response occurs when φrel,mean 
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   (5.5) 
 where θ is the angle of adaptation and K is the amplitude of the combustor pressure 
response function.  Equation 5.5 describes the fluctuating part of the combustor pressure 
amplitude in response to a constant amplitude control signal whose phase is modulated 
sinusoidally.   In the limit as u→0, sin(u) → u.  Therefore, for small θ, if u is defined as u 
= θsinf(2πfmodtmod), and Eq.  5.5 reduces to:  
)2sin(~ modmodmod tfKA πθ     (5.6) 
 Figure 5.6 describes the behavior of Eq. 5.5.  It shows that the system response to 
a “small” sinusoidal modulation of the control phase is sinusoidal, with a period equal to 
Tmod = 1/fmod, as long as φrel,mean ~ 90 degrees.  The limitations imposed by the “small” θ 
assumption are discussed in Section 5.3.  Figure 5.6 also shows the phase lag, φlag, which 
was discussed in Chapter 4 and will be treated later in this chapter.  For the present 




















































Figure 5.6. Linear response of pressure oscillation amplitude to small sinusoidal 
control phase modulations.  Two adaptation cycles are shown.  In this case, no 




 After one adaptation cycle is complete, the system’s amplitude response is 
correlated with the input control phase.  The adaptive controller then calculates a phase 
correction factor from the modulated phase and amplitude in a manner similar to the one 
















1 πχ     (5.8) 
),(2arctan modmod χσφ −−=corr      (5.9) 
where φcorr is the phase correction factor and arctan2 is the quadrant-specific arctangent 
function.  Equation 5.9 shows that when the amplitude response function is in-phase with 
the adaptive phase modulations (i.e., the relative mean phase is positive), the phase 
correction factor φcorr = -90 degrees.  Figure 5.7 shows that this in-phase behavior is 
observed when the relative phase φrel > 0.  As long as φrel > 0, an increase in the relative 
phase drives an in-phase increase in the pressure amplitude.  In this example, an in-phase 






Figure 5.7. In-phase response of pressure amplitude to control phase modulations 
when φrel > 0 and φlag = 0. 
 
 Unlike the online identification algorithm, this phase correction factor is not 
immediately applied to the control phase.  Instead, this phase correction factor simply 
determines whether the mean control phase value should be increased or decreased.  This 
increase or decrease is accomplished by adjusting the control phase by a fixed positive or 
negative amount, e.g., ±5 degrees, depending upon the sign of φcorr.  The maximum 
adaptation step size, ∆φmax determines the size of this control step, and the sign of the 
phase correction factor is applied to ∆φmax to determine the direction of adaptation.  
Adjustments to the size of the control step are discussed later in the chapter. 
 A key point in understanding the adaptive control algorithm is that the controller 
does not calculate the correct control phase during its adaptation cycle.  The equations for 
the calculation performed by the adaptive controller and the online identification 
algorithm are identical.  However, the domain of the adaptive controller for a single 
adaptation cycle is limited to the range of phase modulation: -θ < φc,mod < θ, where θ < 90 
degrees..  The result of this domain constraint is that the controller can only determine the 
direction of maximum damping, rather than the optimum phase.  To illustrate the 
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response of the system to these control phase modulations, Fig. 5.8 simulates a test 
sequence in which the mean control phase is swept linearly over all possible control 
phases, while the instant control phase is modulated about the mean.  This kind of test, 
discussed later in this chapter, was used to evaluate the performance of the adaptive 
controller.  In this example, Fig. 5.8 shows the response of a simulated linear system to 
such a test.  The mean control phase sweep results in changes to the mean pressure 
amplitude, while the control phase modulation about the mean results in oscillations 
about the mean amplitude. These oscillations of the pressure response are correlated with 
the control phase modulations to calculate the calculated phase correction factor, which is 
shown in the bottom plot of Fig. 5.8.  It is seen that the phase correction factor is equal to 
+90 degrees when the relative phase is less than zero, and –90 when the relative phase is 
greater than zero. 
 





5.3.2 Phase Lag Effect 
 Chapter 4 showed that a phase lag develops as the sweep frequency increases, to a 
maximum of –180 degrees for a second order system.  This phase lag also occurs during 
the adaptive modulation algorithm.  As a phase lag develops by increasing the 
modulation frequency, the modulated response is delayed, which results in a change in 
the phase correction factor, φcorr.  The effect of this phase lag is to lower the phase 
correction curve in Fig. 5.8 by the angle of phase lag.  As the modulation frequency 
increases, the phase lag is “lowered” by 180 degrees, which effectively inverts the phase 
correction curve in Fig. 5.8.  Thus, the phase correction calculation from Eq. 4.8 
becomes: 
),(2arctan modmod χσφ =corr     (5.10) 
 
 Figure 5.9 illustrates the phase relation between the input control phase 
modulations and the amplitude response signal from the acoustic feedback system, where 
the 180 degree phase lag is observed due to the high modulation frequency.  The mean 
“relative” phase values are given in degrees relative to the optimum control phase: 
φrel,mean = φc,mean - φoptimum.  As the mean relative phase moves from +120 degrees to + 30 
degrees, the amplitude response function remains out-of-phase with the control phase 
modulations.  As long as the mean relative control phase is positive, this out-of-phase 
response is observed, and the phase correction factor as calculated by Eq. 5.10 is –90 
degrees.  When the mean relative phase becomes negative (e.g., -30 degrees or -120 
degrees), the amplitude response is in-phase, and the phase correction is calculated to be 
+90 degrees.  The model presented in Fig. 5.8 shows that the phase relation between the 
input and response functions is constant for a range of mean phase values; this 
relationship is confirmed by the data shown in Fig. 5.9.  As long as the mean relative 
control phase is positive the two signals are consistently out-of-phase and the controller 
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requires a negative phase correction; as long as the mean relative control phase is 
negative, the two signals are consistently in-phase and the controller requires a positive 
phase correction.  This figure also shows that the mean amplitude of the response 
diminishes as the relative phase approaches zero.  This diminished amplitude response 
will be discussed in more detail later in this chapter.   
 
 
Figure 5.9. Response of pressure oscillation amplitude to sinusoidal phase variation 
in acoustic facility with varying mean phase angles relative to the optimum control 
phase 
 
 The developed adaptive control approach has several advantages.  First, the 
adaptive control parameters can be tuned to allow greater flexibility in the speed and 
accuracy of the active controller.  Second, since the exact determination of the optimum 
control phase is not critical, the controller is less susceptible to flow noise or other 
disturbances that can increase errors in the online identification approach.  To overcome 
this issue with the online identification algorithm, multiple control phase sweeps are 
performed; the resulting phase correction factor is calculated by a weighted average of 
the multiple identification sweeps.  As an additional measure of confidence, a correlation 
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coefficient is calculated to determine how well the input and response functions are 
correlated.  However, depending upon the nature of the disturbance and its amplitude, the 
error in the calculated control phase can be substantial when using the online 
identification algorithm, which may have a significant impact on the damping effect of 
the active control if the wrong control phase is calculated.  On the other hand, 
encountering a similar disturbance during an adaptation cycle of the current approach 
causes a momentary phase correction in the wrong direction.  The result of such 
misdirection is a slight delay in achieving the optimum control phase, which is normally 
corrected during the subsequent adaptation step.  If the step size chosen is small enough, 
the momentary disruption in the adaptation process will have little effect.   
 Both of these advantages are improvements over the online identification 
algorithm; however, the main advantage of the adaptive controller is that it eliminates the 
need to predetermine the phase lag correction factor.  This change addresses one of the 
major shortcomings of the online identification algorithm.  In Chapter 4, it was shown 
that for second order systems, the phase lag correction factor approaches –180 degrees as 
the frequency of the phase sweep is increased.  However, unknown system damping 
affects the slope of this curve, making it difficult to precisely determine the phase lag.  
Thus, this phase lag uncertainty introduces some error into the online identification 
algorithm.  The same phase lag correction factor also applies to the adaptive controller; 
however, it is not necessary to precisely identify this parameter in the adaptive control 
algorithm.  Figure 5.9 demonstrates that the response of the unstable system to control 
phase modulation is nearly identical over a range of mean phase values.  The adaptive 
controller calculates the phase of this response function, and determines whether to 
increase or decrease the control phase from this calculation.  If the phase lag is 




 It was shown in Chapter 4 that for a lightly damped system, the phase lag 
parameter asymptotically approaches –180 degrees very rapidly as the sweep rate was 
increased.  The same phase lag applies to the adaptive modulation rate: as the modulation 
rate is increased, the phase lag approaches –180 degrees.  For systems with higher 
damping, it was shown that the asymptotic limit was approached more slowly, so that the 
phase lag assumption of –180 degrees results in a larger error. 
 For example, if there is an error of 60 degrees in the lag compensation, the phase 
signal is shifted by 60 degrees, as shown in Fig. 5.10.  The result of this error is that Eq. 
5.10 yields a phase correction factor of +150 degrees when the relative mean control 
phase is negative and –30 degrees when the control phase is positive.  However, in the 
adaptive control procedure, only the sign of the phase correction factor is considered 
when making the phase adjustment.  As long as the phase lag error is less than 90 
degrees, the adaptive controller calculates the proper direction for the phase adjustment.  
If the modulation frequency is very low, it is possible to increase this phase error beyond 
90 degrees, which results in the adaptive controller seeking the maximum pressure 
amplitude, rather than the minimum pressure amplitude.  However, this problem can be 





Figure 5.10. Response of pressure oscillation amplitude to sinusoidal phase variation 
in control phase, with phase lag compensation error of 60 degrees. 
 
5.3.3 Nonlinear van der Pol model of Phase Response 
 Earlier, the phase response of a simple linear system was shown to yield phase 
correction factors of +/- 90 degrees as the mean phase was swept across a range of 
values.  To get a better picture of what happens in a nonlinear system with damping, the 
van der Pol model was employed again.  The van der Pol equation used in this analysis 
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where Kadapt is the amplitude of the control signal, φc,mean is the mean control phase, and 
φc,mod is the modulated component of the control phase.  Figure 5.11 shows the response 
of the van der Pol solution to the forcing function in Eq. 5.11.  In this case, the mean 
control phase is varied linearly with time, i.e., φc,mean = 2πfsweept, and the modulated part 
of the control phase is given by φc,mod = θsin(2πfmodt).  This sweep of the mean control 




phase is done slowly to provide a quasi-steady mean phase for the purposes of evaluating 
the effects of φc,mod. The modulating phase amplitude θ is set to 40 degrees, and the 
modulation rate, fmod is set to 40Hz.  The natural frequency for the modeled van der Pol 
oscillator is 200Hz.  
 
Figure 5.11. Response of van der Pol oscillator to control phase modulations as the 
mean relative control phase is swept 
 
The plot on the bottom-right shows the phase correction factor as a function of the mean 
relative control phase.  This plot illustrates that the phase correction factor crosses zero at 
a relative control phase of zero, i.e., where the mean control phase is equal to the 
optimum control phase.  There are three main features to note in Fig. 5.11: 
1) The phase correction factor curve is sloped slightly when compared with 
the linear model presented in Fig. 5.8. 
2) The phase correction factor is slightly above the +/-90 degree values 
predicted by the linear model. 
3) The phase correction factor crosses zero at the same time that the pressure 




 Figure 5.12 shows two important features that vary as the modulation frequency is 
changed.  The first is the average value of the phase correction factor, which depends 
upon the phase lag.  When the modulation frequency is high, the average phase correction 
factor during a phase sweep approaches +/-90 degrees, depending upon whether φrel,mean is 
greater than or less than zero.  For lower modulation frequencies, the phase lag correction 
of –180 degrees is no longer valid, and a phase lag error occurs, as shown in Fig. 5.10.  
The effect of this phase lag error is to push the phase correction factor curve upward by 
an amount equivalent to the phase lag error.  For example, if the phase lag error is 60 
degrees, the aveyrage phase correction factor is no longer +/-90 degrees but +150 degrees 
/ -30 degrees.   
 The second feature to notice is the slope of the phase correction factor.  As the 
modulation frequency is increased, the slope of the phase correction factor increases, due 
to the increased nonlinearity of the amplitude response to control phase modulations.  
This increase in nonlinear response is due to a reduction in the effective damping of the 
system response when the modulation frequency is increased.   
 
Figure 5.12. Effect of increasing the modulation frequency on the phase correction 




 Another parameter that can change the system response to adaptive phase 
modulations is its damping.  Figure 5.13 shows the effect of increasing the modulation 
frequency for a system with less damping than the one shown in Fig. 5.12.  The first key 
difference in this plot is that the phase correction factor curve has a greater slope.  Also, 
the plot is “pushed” downward, closer to the +/-90 degree breakpoints.  The increased 
slope is similar to what is observed as the modulation frequency is increased.  The key 
feature to note is the asymmetry of the phase correction function.  For a heavily damped 
system, the phase of maximum driving is approximately equal to +/- 180 degrees from 
the optimum control phase.  However, the nonlinearity of a lightly damped system 
introduces asymmetry into this function that shifts the phase of maximum driving to 
occur at a different mean phase value.  On the phase correction factor plot, this phase 
occurs where the correction phase asymptotically approaches +/-180 degrees.  In Fig. 
5.13, the phase of maximum driving occurs at a relative mean control phase of –90 
degrees.  In Fig. 5.12, the phase of maximum driving was approximately –160 degrees. 
 
Figure 5.13. Effect of increasing the modulation frequency on the phase correction 




5.3.4 Limits on adaptation rate 
 To improve the response time of the adaptive control algorithm to changes in 
operating conditions, the adaptive controller was developed without an averaging scheme 
like the one used in the online identification algorithm.  Unfortunately, the lack of such 
an averaging scheme makes the adaptive controller more susceptible to system noise.  In 
order to mitigate this problem, the adaptive controller makes small corrections to the 
control phase during each adaptation cycle. 
 Further restriction is placed on the control phase correction by a scaling factor 
that is calculated during the adaptation cycle.  This scaling factor provides additional 
restrictions on the impact of system noise by reducing the importance of a weakly 
correlated system response to control phase modulations.  The scaling factor also limits 
controller “wandering” due to continuous control adjustments after the control phase has 
already been set to its optimum value. To improve reliability in noisy environments and 
to minimize this “wandering”, control phase adjustments are scaled by the “mean square” 
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 Using this correlation factor, the adaptive controller correction to the mean 






φφ max∆=∆      (5.13) 
where ∆φmax is the maximum adaptation step size and R is the correlation coefficient, 
which varies between 0 and 1.  Using the correlation coefficient, R, has two effects: 
1) For very noisy systems, the correlation coefficient is generally smaller, 
which results in smaller adaptation steps and thus slower adaptation.   
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2) As the controller nears the optimum control phase, the amplitude of the 
response function diminishes, thus lowering the correlation coefficient and 
slowing the adaptation process.   
 
5.3.5 Algorithm sensitivity 
 The preceding discussion of the adaptive control algorithm was based on the 
assumption that a sinusoidal modulation of the control phase results in a sinusoidal 
response of the pressure amplitude at the same frequency, see Eq. 5.6.  This behavior is 
only observed when the instantaneous control phase is “small” and the response is linear.  
In the limit of the control phase approaching zero (i.e., “small” mean control phase), the 
assumption that sin(x) = x is valid.  Table 5.2 shows that the error of assuming sin(x) = x 
is less than 10 percent for θ < 0.8. 
Table 5.2: Error of estimating sin(θ) = θ 
x sin(x) Error 
0.00 0.00 0% 
0.10 0.10 0% 
0.20 0.20 1% 
0.30 0.30 1% 
0.40 0.39 3% 
0.50 0.48 4% 
0.60 0.56 6% 
0.70 0.64 8% 
0.80 0.72 10% 
0.90 0.78 13% 
1.00 0.84 16% 
 
 To determine the effect of a 10 percent error in θ,  Figure 5.14 shows the time 
dependence of φc,mod = θsin(2πfmodtmod) and Amod = Ksin(θsin(2πfmodtmod)) for θ = 0.8.  
Note that both of these quantities are normalized by their respective maxima.  Figure 5.14 
shows that the control phase modulation is perfectly sinusoidal, and that correlation 
between the two plots is high in spite of the fact that the normalized amplitude response 





































Figure 5.14: Time dependence of the normalized control phase modulation and the 
resulting normalized amplitude response of the combustor pressure oscillations for 
θ=0.8 (45 degrees). 
 
 To assess the level of correlation between the control phase and the pressure 
amplitude response, the mean square correlation factor, which gives a time-lag 
independent correlation between the two signals (Eq. 5.12) was used.  For θ = 0.8, the 
mean square correlation factor between the modulation phase and the system response is 
0.9996, indicating nearly perfect correlation between the two signals.  
 It has been previously shown that for “small” phase modulations, the pressure 
response in an “ideal” linear system is sinusoidal and well correlated with the control 
phase modulations.  On the other hand, for larger control phase modulations, i.e., as θ → 
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Figure 5.15: Time dependence of the normalized control phase modulation and the 
resulting normalized amplitude response of the combustor pressure oscillations for 
varying the modulation angles: i.e., π/4 < θ < π/2. 
 
 This saturation response is due to the presence of higher harmonics in the 
amplitude response function, as demonstrated by the Taylor series expansion of the 
expression in Eq. 5.5:  
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where u = 2πfmod(tmod - τdelay).  For small values of θ, the higher order terms diminish 
rapidly.  However, as the phase modulation amplitude θ increases, these terms become 
more dominant.  For example, when θ = π/2, the Taylor series expansion shows that the 
second harmonic of the modulation frequency (3*fmod) accounts for roughly 13 percent of 
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the pressure amplitude signal content.  In this case, the mean square correlation factor 
(without signal noise) is still very high at 0.9927, indicating that the correlation between 
the sinusoidal phase modulations and the pressure amplitude fluctuations can be used to 
calculate the phase correction factor with a high level of confidence.  As the modulation 
amplitude θ is increased further, the second harmonic becomes larger than the driven 
modulation frequency, and the correlation factor between the control phase modulation 
and the amplitude response drops off substantially.  For values of θ < π/2, the expected 
amplitude response to a sinusoidal modulation of the control phase should be a highly 
correlated, near-sinusoidal function of fmod.  For values of θ > π/2, the correlation with 
the fundamental modulation frequency diminishes. 
 Up to this point, the discussion of the system response to control phase 
modulations has focused on the response of the combustor pressure amplitude when the 
mean relative control phase φrel,mean = π/2.  Next, we examine the more general case, 
where φrel,mean ≠ π/2.  Referring to Eq.5.3, the modulated component of the pressure 













   (5.15) 
  
 Inspection of the case where φrel,mean =  φc,mean - φoptimum → π/2 shows that the first 
term in Eq. 5.15 vanishes, and the amplitude function is approximated by Ksin(φc,mod) = 
Ksin(θsin(u)), which is the previously derived result.  This result leads to the conclusion 
than the response is linear for small θ, as was previously assumed.  Note that sin(θsin(u)) 
is an odd function of u. 
 For other values of φrel, the amplitude function is a combination of both terms in 
Eq. 5.15.  As φrel,mean → 0, the second term vanishes, and the amplitude function is 
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approximated by -cos(θsin(u)), which is an even function of u.  The Taylor series 
approximation of this function is given by: 
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  (5.16) 
 
 In the limit as θ→0  the modulated amplitude function approaches the constant 
value Amod → -K for φrel,mean = 0 (for φrel,mean = π, Amod → +K).  As the amplitude of the 
control phase modulation θ increases, the higher order terms become important, 
introducing even harmonics of the fundamental modulation frequency, fmod, into the 
response according to Eq. 5.16.  Note that the fundamental frequency, u = 2πfmod 
vanishes when φrel,mean = 0. 
 To understand the physical meaning of these equations, we examine what happens 
when θ equals zero (no control phase modulation) and φrel,mean is varied.  For the case 
where φrel,mean = ± π/2, the mean amplitude is not affected by the control signal, as 
described by the curve “neutral response” in Fig. 5.5.  As φrel,mean approaches ±π, the 
amplitude of the pressure oscillations is increased, indicating driving in-phase oscillations 
with the control input.  On the other hand, as φrel,mean approaches 0, the amplitude of the 
oscillations is decreased.  When φrel,mean equals 0, the maximum damping has been 




5.3.6 Fundamental and Harmonic Response 
 Thus far, it has been shown that for small values of θ and φrel,mean ~ π/2, the 
amplitude function varies sinusoidally with the modulating frequency fmod, see Eq. 5.5.  
As θ is increased, higher harmonics of fmod appear, but their amplitude is very small for 
values of θ < 1.0.  The characteristics of these higher harmonics are described as follows: 














uuKA θθsin(u)   (5.17) 













θKA    (5.18) 













θKA    (5.19) 
  
 The above equations represent three conditions: a) “neutral” response (Eq. 5.17), 
where the mean control signal has no effect on the combustor pressure oscillations, and 
the mean pressure amplitude is the same as in the uncontrolled case; b) “driving” 
response (Eq. 5.18), where the combustor pressure oscillations are augmented by the 
control signal, and the mean pressure amplitude in the combustor is thus higher than in 
the uncontrolled case; c) “damping” response (Eq. 5.19), where the control actuation 
damps the pressure oscillations in the combustor, resulting in a mean pressure amplitude 
that is lower than the amplitude of the uncontrolled pressure oscillations.  These 
equations show that when the controller is in a neutral condition (φrel= ±π/2), the system 
should respond very strongly to control phase modulations, varying as ~Kθsin(u).  
Physically, this means that the system responds strongly to control phase modulations.  
As the mean control phase is adapted toward the optimum damping condition, i.e., 
φrel,mean = 0, the response of the system will tend to favor the first harmonic over the 
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fundamental frequency.  However, as the system response approaches the perfect driving 
or perfect damping conditions, the response varies as K*(θ2/4)*cos(2u), indicating that 
the first harmonic response is very small for θ < 1.0 and may not be very useful for 
determining optimum control parameters. 
 An analysis of the frequency response of the system for the fundamental and first 
harmonics of the control modulation frequency is presented below.  The goal of this 
analysis is to determine the value of φrel,mean for which the system response to the first 
harmonic of the modulation frequency becomes dominant over the system response to the 
fundamental modulation frequency.  Figure 5.16 shows the how the amplitude response 
of the linear model given in Eq. 5.16 varies with changes in the relative mean control 
phase φrel and the control phase modulation amplitude θ.  This plot shows the ratio 
between the first harmonic (bold term in Eqs. 5.18-5.19) to the fundamental mode (bold 
term in Eq. 5.17) of the amplitude of the system response.  Figure 5.16 shows the ratio of 
these two terms, as φrel,mean and θ are varied.  For φrel,mean ~ π/2, the fundamental term 
dominates (the ratio is less than 1.0), but as φrel,mean approaches 0, the first harmonic 
begins to dominate (ratio is greater than 1.0).  The importance of the first harmonic is 
amplified as θ becomes larger.  For a nominal phase modulation amplitude of θ = 0.70 
(40 degrees), the first harmonic becomes dominant when φrel,mean < 20 degrees (1.22 
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Figure 5.16. Ratio of amplitude of first harmonic to amplitude of fundamental 
response at the frequency of control phase modulation.  As φrel→ 0 degrees, the first 
harmonic begins to dominate, resulting in a “double-frequency” beating.   
 
5.4 Experimental Results 
 Several types of experiments were performed to assess the performance of the 
adaptive control algorithm.  Most of these experiments utilized the modified experimental 
setup, shown in Fig. 4.1.  In this setup, an electronic phase shifter was inserted into the 
signal line between the pressure transducer (with charge amplifier) and the control 
computer.  This phase shifter controls the phase between the actual pressure signal and 
signal read by the computer.  The input phase to the control computer (containing the 
observer and controller) can be offset by as much as 150 degrees using the phase shifter.  
In doing so, it is possible to test whether the ACS can converge on the optimum control 
phase and evaluate the performance of the ACS.  When the phase offset is zero, the 
“system phase” and the “control phase” are equal.  However, as the phase offset is 
changed, the controller must compensate for this offset in order to keep the system phase 
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System Phase  
Figure 5.17. Closed-loop control block diagram with manual phase offset. 
 
5.4.1 Liquid Fuel Combustor Adaptive Control Experiments 
 The first set of experiments was performed on the liquid fuel combustor to 
determine whether the adaptive control algorithm converged to the optimal control phase 
in a combustion test.  In these tests, the combustor was operated at an equivalence ratio of 
0.97 and exhibited instabilities with RMS amplitude of 1.4 psi at its quarter wave mode 
of 400 Hz (note that the 1.4psi oscillations equal almost 10 percent of the mean pressure 
in this atmospheric combustor).  The test started with an identification process in which 
the phase of the control signal was swept in a slow, continuous manner at a constant rate 
of 36 degrees/sec.  The effect of the phase sweep was manifested as a periodic variation 
of the pressure amplitude indicating the presence of an optimum phase at which the 
amplitude of the oscillations was at its minimum. After performing several slow sweeps, 
the identification process was stopped, and the adaptive control scheme was activated.  It 
should be noted that the adaptive control scheme was not provided with any information 
obtained during the slow identification process. It was expected that, if the adaptive 
scheme operated properly, it should converge to the optimal phase that was determined in 
the slow identification process.  Figure 5.18 describes the variation of the combustor 
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pressure amplitude during the slow phase sweep and then the response of the combustor 
pressure to the application of the adaptive control scheme. For an equivalence ratio of 
0.97, the identification process demonstrated two successive combustor pressure minima 
when the control phase equaled 280 degrees, thus identifying this as the optimal control 
phase.  Figure 5.18 also shows that when adaptive control was applied, the controller 
converged rapidly to the optimal control phase and maintained control at this phase with 
small variations of +/- 20 degrees. The attained pressure attenuation was generally 
consistent with that obtained during the slow phase sweep when the control phase was 
approximately 280 degrees. The adaptive controller required approximately one second 
to converge to the optimal control phase.  The mean square correlation scale factor was 
not implemented during these tests.  Its use would most likely have caused the controller 
to “settle” on the optimum control without much “wandering,” thus minimizing the 
















































Figure 5.18. Off-line identification of the optimal control phase followed by its 
determination by the adaptive controller. 
 
 The second set of experiments was designed to test the convergence rate of the 
adaptive controller by determining its response to sudden changes in the required control 
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phase.  This was accomplished by introducing a phase offset by an auxiliary variable 
phase shifter that was placed in series with the pressure transducer, see Fig. 4.1.  By 
turning a knob on the phase shifter, the overall phase in the forward loop was altered, and 
the adaptive controller was expected to compensate for this “phase disturbance” by 
changing the control phase.  Such a change in the phase offset allows performance 
assessment of the adaptive controller without changing operating conditions in the 
combustor. It is important to note that when a sudden phase offset larger than 90 degrees 
is introduced, the controller temporarily increases the amplitude of the oscillations rather 
than damp them. To restore control over the system, the adaptive controller must respond 










































Figure 5.19: Adaptive system pressure and phase response to step changes in the 
control phase produced by the phase shift offset. 
 









 Figure 5.19 shows the response of the adaptive controller to positive and negative 
step-like changes of 150 degrees in the phase offset (the knob on the variable phase 
shifter was turned as fast as possible from minimum to maximum and back) while the 
combustor was operated at an equivalence ratio of 0.85.  The following sequence of 
events is shown in Fig. 5.19.  (To aid the discussion, each curve is numbered (#1 - #4) 
and referenced as needed.)  At t = 7 sec, the phase shifter knob abruptly changed the 
phase of the pressure signal input (#1) to the controller by 150 degrees.  This caused a 
sudden change in the “system phase” (#2), which caused a rapid increase in the pressure 
amplitude (#3).  Immediately, the adaptive controller began increasing the control phase 
(#4) to compensate for the change in the system phase (#2).  As the control phase (#4) 
was increased, the system phase (#2) was restored to the optimum state,  and the pressure 
amplitude (#3) was reduced to its minimum value.  The optimum control phase (#4) is 
now +150deg from its initial phase.  At t = 15 sec, the phase shifter knob was abruptly 
turned the other direction, thus causing the phase of the pressure signal (#1) to return to 
its original state.  This time, the system phase (#2) was increased by 150 degrees, which 
caused the pressure amplitude (#3) to increase substantially.  The controller immediately 
began adjusting the control phase (#4) back to the original control phase and the pressure 
amplitude (#3) was reduced.  For both abrupt phase changes, the controller adjusted the 
phase at a rate of 150 degrees/sec.  Several similar tests were performed with different 
phase step changes, and the convergence rate in all cases was approximately 150 
degrees/sec. This convergence rate is dependent upon the selected adaptation parameters, 
which will be discussed later in this chapter. 
 In the third set of experiments, the performance of the adaptive controller at 
various combustor operating conditions was investigated. It was noted in previous tests 
with this combustor that when the equivalence ratio was increased from lean to near 
stoichiometric operating conditions, the amplitude of the instability increased. It was also 
noted in these experiments that the increase the stoichiometry of the system was 
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accompanied by a significant degradation in the system’s controllability. These trends are 
demonstrated in Figs. 5.20-a,b, which show the control system effectiveness under lean 












































Control On Control Off
 
Figure 5.20: System pressure under active control and uncontrolled operating 
conditions for a) lean operation, b) stoichiometric operation. 
 
 Figure 5.20-a shows that when control was turned off during lean operation (i.e., 
Φ = 0.76), the RMS pressure nearly doubled to 0.7 psi.  When this test was repeated with 
an equivalence ratio of 0.97, the pressure amplitude increased from 1.05 to 1.35 psi.  
These results indicate that the investigated ACS is capable of almost 50 percent 
attenuation at lean operating conditions, but only 25-30 percent attenuation at near 
Φ = 0.76 
Φ = 0.97 
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stoichiometric operating conditions.  These steady-state control results suggest the 
controller performance limits that can be expected during transient events. 
 There are two contributing factors for the limited controllability at stoichiometric 
conditions in this liquid fueled ramjet simulator: a) mechanical limitation of fuel flow 
modulation rate, and b) heat release fluctuations as a function of equivalence ratio.   
 The first factor limiting the controllability is related to the mechanical operation 
of the injector’s pintle.  As shown in 5.21 (and also Fig. 2.4), the rate of fuel flow in the 
fuel injector actuator is controlled by the vertical position of the pintle in relation to the 
conical housing.  As the pintle moves down, a gap is created between the two cones, 
allowing fuel to enter the plenum.  For low fuel flow rates, the pintle moves down 
slightly into the conical section, and for high fuel flow rates the pintle moves down 
further.  At some distance, the distance between the two cones is large enough that it no 
longer restricts the fuel flow; instead, the flow becomes restricted by the geometry of the 
flow passage inside the pintle.  At that point, the fuel flow rate cannot be increased by 
opening the plenum any further, i.e., the fuel flow rate is saturated at its maximum value.   
 






 This fuel flow saturation effect is illustrated in Fig. 5.22.  At low mean flow rates, 
modulation of the pintle position (solid line at bottom) results in modulation of the fuel 
flow (solid line at top) over the whole range of the pintle movement.  However, at high 
fuel flow rates (marked line at bottom), this modulation results in saturation of the fuel 
flow (marked line at top).  The effect of this saturation is a reduction in the total 
modulation of the fuel flow.  (Saturation also introduces nonlinearities which may affect 
























Saturation (clipping) of fuel flow modulation
 
Figure 5.22: Illustration of saturation effect at high fuel flow rates 
 
 The second explanation for the controllability limitations is related to the 
amplitude of the reaction rate fluctuations in response to modulating as the equivalence 
ratio increases.  As discussed by Lieuwen and shown in Fig. 5.23, the magnitude of the 
heat release fluctuations changes as a function of mean equivalence ratio.  In Fig. 5.23, 
the mean equivalence ratio starts at 1.0, with equivalence ratio fluctuations of 
approximately +/-0.2.  At stoichiometric conditions, the resulting reaction rate (heat 
release) fluctuations is minimal.  As the mean equivalence ratio is reduced (moving to the 
right), the reaction rate fluctuations increase.  Lieuwen used this figure to help explain the 
tendency for lean premixed combustors to become more unstable at low equivalence 
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ratios.  In the current application of active control to the liquid fuel combustor, the figure 
indicates that forced modulation of the fuel flow (equivalence ratio) can produce large 
fluctuations in heat release at low equivalence ratios.  Thus, modulating the pintle 
position provides a robust method for adding energy out of phase with the combustion 
instability.  However, as the equivalence ratio approaches 1.0, the same level of ACS fuel 
flow modulation results in less control authority because the fuel flow modulation does 
not produce a significant change in the reaction rate in the system.  
 
Figure 5.23: Dependence of the response of the reaction rate to equivalence ratio 
perturbations upon the mean equivalence ratio. [4] 
 
 The next test was designed to investigate the ability of the adaptive controller to 
continuously compensate for changes in operating conditions by observing how it 
responded to small changes in equivalence ratio.  Figure 5.24 shows the time trace of the 
equivalence ratio along with the adapted control phase.  It clearly shows that the adapted 
phase continuously adjusts to changing equivalence ratio. These results together with 
those showing that the adaptive controller rapidly converges to the proper control phase, 
see Figs. 5.18 and 5.19, indicate that the developed adaptive algorithm is capable of 















































Figure 5.24: Time trace of control phase and equivalence ratio when fuel flow is 
increased incrementally. 
 
 The results of these tests were also used to determine the dependence of the 
adapted phase upon the equivalence ratio for this combustor.  Figure 5.25 indicates that 
the total variation in control phase for the investigated range of equivalence ratios is 
approximately 140 degrees.  A fixed-phase controller would not be able to handle this 
phase change over the described operating conditions; for this application, the 
dependence of the phase upon the equivalence ratio would have to be determined in  
separate experiments and/or analysis.  Consequently, an adaptive controller that can 
rapidly vary the phase of this range is should significantly outperform a fixed phase 
























Figure 5.25: Control phase dependence on equivalence ratio. 
 
 In the final set of experiments, the adaptive controller attenuated instabilities in 
the combustor while the fuel supply to the combustor was varied rapidly. This test was 
designed to represent missile maneuvering using rapid changes in the fuel flow rate, thus 
providing information about the performance of the adaptive controller in practice. This 
type of transient event represents a significant challenge for an adaptive algorithm and 
requires that it respond quickly to changes in operating conditions without destabilizing 
the combustor during the transient.  First, the fuel flow rate was increased rapidly from 
0.65g/s (Φ = 0.76) to 0.89 g/s (Φ = 1.04) without active control. The experiment was then 
repeated with adaptive control applied. Figure 5.26 shows that the adaptive control 
system is capable of handling this transient, providing attenuation of 40 percent and 25 
percent before and after occurrence of the transient, respectively. During the transient 
event, the pressure spike is attenuated by approximately 20 percent. The reduced 
controllability at higher flow rates is consistent with the data presented in Fig. 5.20.  It is 
significant to note that the controller was well behaved during the transient event, i.e., it 
did not further destabilize the combustor. It should be also noted that the control phase 
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difference between the low and high fuel flow rates is approximately 120 degrees, thus 

















































Figure 5.26: Adaptive controller response to transient fuel flow rate input.  
 
5.4.2 Acoustic Feedback Setup Adaptive Control Experiments 
 The above experiments in the liquid fuel combustor represent a realistic operating 
condition with significant random noise levels that limit controller effectiveness and 
make it difficult to assess the impact of various input parameters on controller 
performance.  The next set of experiments was performed in the acoustic feedback 
facility to determine some of the attributes of the adaptive controller in a less noisy 
environment.  This facility is not subject to high intensity turbulence as is found in a 
typical combustor.  While it may be argued that this facility does not represent a realistic 
operating environment, it does provide the opportunity to evaluate the adaptive controller 
performance as different control parameters are varied, thus providing a method for 




 Several different tests were made with the acoustic test box to determine how the 
effectiveness of the adaptive controller depends upon its control parameters.  The results 
of the experiments are compared with the findings of the theoretical analysis presented 
earlier in this chapter.  Also, limitations of the adaptive control approach are described, 
and the control parameters are varied to determine the optimum controller configuration.  
The following parameters were studied in order to determine an optimal configuration for 
controlling combustion instabilities. 
 
Modulation Frequency (fmod): The frequency at which the control phase is 
modulated in order to determine the system response to the control input. 
Modulation Amplitude (θ): The angle of maximum phase modulation for an 
adaptation cycle.  The instantaneous control phase, φinst is equal to the mean 
control phase φmean plus an offset that oscillates sinusoidally between φinst = φmean ± 
θsin(2πfmod). 
Maximum Adaptation Step Size (∆φmax): The nominal step size for adaptive 
correction to the mean control phase after an adaptation cycle is complete.  This 
value is multiplied by the correlation coefficient (R) and the sign of the phase 
correction factor (φcorr) to determine the exact step size. 
 
5.4.2.1 Adaptive controller characterization 
 The first set of tests was conducted to examine the response of the dynamic 
pressure in the acoustic facility to modulations about a quasi-steady mean phase.  In 
particular, this set of tests was conducted to investigate two characteristics of the system 
response: 
• Presence (or lack thereof) of the first harmonic of the modulation frequency  
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• The characteristics of the phase correction factor compared to the van der Pol 
model 
 
Overview of Procedure 
 For these tests, the mean phase value was swept at a rate of 40 degrees/sec, thus 
requiring a total of 9 seconds to make a complete sweep of all possible mean phase 
values.  This sweep rate is equivalent to an online identification rate of 0.11Hz.  With an 
unstable frequency in the acoustic test facility of 247Hz, the ratio of the sweep rate to the 
unstable frequency is 4.5e-4, which means that the phase lag effect of the mean phase 
sweep rate should be infinitesimal (see Chapter 4).   
 The frequency of modulation was varied in different tests, but the nominal 
frequency of modulation for most tests was 40Hz, corresponding to a modulation period 
of 0.025 sec.  Using the mean sweep rate of 40deg/sec, the mean phase variation during a 
single modulation cycle was 1 degree.  The mean phase variation of 1 degree per 
adaptation cycle is considered quasi-steady since this variation is very small in 
comparison with the phase modulations that are used during the adaptation process.  
Also, this quasi-steady characterization is valid because the effect of a 1 degree variation 
in control phase is imperceptible when compared to the effects of, e.g., random noise in 
the combustor. 
 
Measurement of fundamental and first harmonic  
 As shown in Fig. 5.16, the first harmonic of the modulation frequency should 
appear in the system response as the mean relative control phase approaches the optimum 
control phase.  The next experiment was designed to study this effect.  Figure 5.27 shows 
data measured during a 60 second period from a typical experiment.  The top plot shows 
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the mean control phase, φmean,  and the instantaneous control phase, φinst, which is 
sinusoidally modulated about φmean with an amplitude in this case of θ = 80deg.  The 
mean control phase is the straight line, and the instantaneous control phase appears as a 
wide band above and below the mean control phase.  The middle plot shows the dynamic 
pressure in the acoustic box as it responds to the control phase modulations, and the 
bottom plot shows the amplitude of the phase modulations as calculated by the real-time 
observer.  In this figure, the large-scale changes in the amplitude of the pressure 
oscillations in response to the slow modulation sweep rate are readily observed.  The next 
figure (5.28) shows the same data for the time period 15 < t < 16.  This figure shows the 
modulation of the control phase and the small-scale response of the pressure oscillations 
to changes in both the modulation phase and the quasi-steady mean control phase.  It 
indicates that the response to the control phase modulations is very small, less than 5 
percent of the mean amplitude of the dynamic pressure. 
 
Figure 5.27: 60-second sweep of the mean control phase while simultaneously 






Figure 5.28: Modulation of the control phase about a quasi-steady mean control 
phase produces fluctuations in the dynamic pressure.  
 
 The primary goal of these phase sweep experiments was to understand the 
relationship between the fundamental frequency of modulation and the first harmonic.  
As described previously, when the adaptive controller approaches the optimum control 
phase, the amplitude of the first harmonic increases, and the amplitude of the 
fundamental decreases.  Depending upon the control phase modulation amplitude, θ, the 
magnitude of the first harmonic may become larger than the amplitude of the 
fundamental frequency of modulation as the dominant response frequency in the 
observed amplitude.  To investigate this behavior, the time dependence of the spectrum 
frequency content of the amplitude response function was investigated.  Specifically, the 
amplitude of the fundamental and first harmonic were determined using an FFT of the 
observed amplitude.  This “modulation amplitude” response is shown on the bottom of 
Fig. 5.29 for the time period 59.4 < t < 59.8.  The peak value in “band 1” represents the 
fundamental response, and the peak value in “band 2” represents the response of the first 
harmonic.  The low frequency peak represents the change in mean amplitude of the 




Figure 5.29: Investigation of fundamental and first harmonic response amplitude 
 
 Figure 5.30 shows the FFTs of the amplitude response at different points in the 
slow mean phase sweep cycle.  When the control phase is equal to the optimum control 
phase of –300 degrees, the amplitude of the response at the fundamental frequency (peak 
1) is very low.  Similarly, the amplitude response at the fundamental frequency is low 
when the maximum driving condition is obtained at φc,mean = -120 degrees.  However, 
when the control phase is in the “neutral response” condition of –30 and –210 degrees, 
the amplitude of the fundamental response is much higher.  The first harmonic response 
(peak 2) increases slightly for the maximum driving and maximum damping conditions, 
but its amplitude is still smaller than that of the fundamental mode for this experiment.  It 
is also interesting to note that the DC amplitude is much higher for the “neutral response” 
cases (-30 and -210 degrees), which is caused by the rapid change in mean amplitude 
response as the mean control phase is changed.  This high DC response indicates that 
adapting the mean control phase has a strong impact on the amplitude response in this 
range of mean control phases.  In contrast, when the mean control phase is equal to the 








Figure 5.30: FFT of the amplitude response for different mean control phases 
 
 Figure 5.31 shows the time dependence of the dynamic pressure and the 
amplitude response of the fundamental (peak 1) and first harmonic (peak 2) of the 
modulation frequency.  The values of peak 1 and peak 2 in the middle plot are 
normalized by the mean amplitude of the dynamic pressure.  The ratio of the two peak 
values is shown on the bottom plot.  This ratio approaches 1.0 at the optimum control 
phase and the maximum driving phase, but never exceeds 1.0 in this particular 
experiment.  The amplitude of the fundamental response decreases dramatically as the 
mean control phase approaches the optimum control phase, but there is very little change 
in the response of the first harmonic.  Therefore, the change in amplitude ratio for this 
experiment is driven primarily by changes in the fundamental frequency response.  
Figure 5.32 shows the variation of the amplitude ratio as a function of the mean control 




Figure 5.31: Variation of fundamental and first harmonic as the mean control phase 
changes 
 
Figure 5.32: Ratio of the first harmonic to the fundamental as a function of mean 
control phase; in this case, the optimum control phase is –300 degrees. 
 
 To get the amplitude of the fundamental and first harmonic as a function of time, 
test data from the 60-second experiment was divided into 1000 samples that were then 
analyzed by FFT.  Each sample represents a 2048-point FFT, with a sampling frequency 
of 5000Hz.  Thus, the bin-width for the FFT equaled 5000/2048 = 2.44Hz, and the 
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sampling period equaled 2048/5000 = 0.4096 sec.  Note that the FFT shown in Fig. 5.29 
was made by post-processing the data that was acquired during the experiment.  It should 
not be confused with the real-time observer that was used to calculate the amplitude of 
the pressure oscillations during the test. 
 To improve the frequency resolution of the FFT, it is necessary to increase the 
number of points per sample, at the expense of lower time resolution, which in this case 
means that the mean control phase variation over the sample time increases.  This, in 
turn, increases the magnitude of the error produced by assuming a quasi-steady mean 
control phase over the sample period.  There are two ways to resolve this problem: 1) 
lower the sweep rate, or 2) increase the sampling frequency.  If the sweep rate is lowered, 
then the quasi-steady assumption holds over a longer period of time.  However, this 
means that during a 60-second test, there will be fewer full sweep cycles, which reduces 
the number of sweeps over which the results are averaged.  If the sampling frequency is 
increased, then the larger number of data points collected per test becomes difficult to 
manage.  Using the existing data acquisition parameters, a 60-second experiments 
generates 300,000 data points.  If the sampling frequency is doubled, this number grows 
to 600,000.  The above discussion centers upon a tradeoff between needing a high 
sampling rate to measure rapidly fluctuating data (pressure oscillations with natural 
frequencies above 200Hz), and trying to measure over a long period of time to capture 
events that occur on a much slower time scale (mean control phase sweep rate of 
0.11Hz).   
 
Measurement of Correlation Coefficient 
 One of the key calculations in the adaptive control algorithm is the correlation 
coefficient, described in Eq. 5.12.  This correlation coefficient describes the strength of 
the correlation between input phase modulations and output pressure amplitude 
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fluctuations of the fundamental frequency of the phase modulations.  No correlation is 
calculated for the first harmonic.  As discussed earlier, this correlation coefficient can be 
used to modify the adaptation step so that the correction of the mean control phase is 
proportional to the confidence of the calculation.  The effect of this modification is to 
slow down the adaptive process as the controller approaches the optimum control phase, 
thus preventing excessive “wandering” of the control phase during the adaptation 
process.  Figure 5.12 shows the variation of the correlation coefficient as the mean 
control phase is varied during a typical experiment.  As the control phase is varied, the 
correlation coefficient between the control phase input and the amplitude response is 
calculated.  The correlation coefficient is at its maximum in the “neutral response” zones, 
and at its minimum for maximum damping (optimum control phase) or maximum driving 
(worst control phase).  Figure 5.33 shows the dependence of the correlation coefficient as 
the mean control phase is varied during a typical experiment.  As the control phase is 
varied, the correlation coefficient is calculated between the control phase input and the 
amplitude response.  The correlation coefficient is highest in the “neutral response” 
zones, and lowest for maximum damping (optimum control phase) or maximum driving 
(worst control phase).  Figure 5.34 shows the correlation coefficient as a function ofupon 
the mean control phase.  For this set of control parameters, the correlation coefficient at 
the optimum control phase is approximately 0.4.  At the neutral response phase, the 
correlation coefficient is approximately 0.9.  Using the correlation coefficient as a 
multiplier for the adaptation step size, the adaptation rate for the adaptive controller will 
be slowed by more than 50 percent when approaching the optimum control phase, thus 




Figure 5.33: Varying the control phase causes changes in the amplitude response of 
a) dynamic pressure, b) fundamental peak amplitude, c) correlation coefficient 
 
Figure 5.34: Correlation coefficient as a function of mean control phase; in this case, 
the optimum control phase is –300 degrees. 
 
 Thus far, it has been shown that the amplitude ratio between the first harmonic 
and the fundamental of the phase modulation frequency is minimum in the “neutral 
response” zone where φc,mean - φoptimum ~ nπ/2, and has peaks at both the optimum control 
phase where the pressure amplitude is minimized and at the phase where the maximum 
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driving occurs.  It has also been shown that the correlation coefficient approaches 1.0 in 
the “neutral response” zone and is minimized for optimum control phase and the 
maximum driving phase.  Next, we will examine how varying adaptive control 
parameters affects the amplitude ratio and the correlation coefficient.   
 
Response of Fundamental and First Harmonic 
 Several “sweep” experiments were performed in the same manner described 
above in the acoustic feedback setup, where the mean control phase was swept 
continuously and the instantaneous control phase was modulated sinusoidally.  Two 
control parameters were varied in the experiments: a) control phase modulation 
frequency (fmod), and b) control phase modulation amplitude (θ).  The results of these 
experiments are described below. 
 First, the dependence of the amplitude ratio of the first harmonic and the 
fundamental upon the phase modulation frequency was studied.  For these experiments, 
the phase modulation amplitude was held constant at θ = 80 degrees.  Figure 5.35 shows 
that for a modulation frequency of 20Hz, the amplitude ratio exceeds 1.0 for a range of 
phases near the optimum control phase of –300 degrees, indicating that the first harmonic 
response is actually higher than the fundamental response.   However, as the modulation 
frequency exceeded 20Hz, the amplitude ratio significantly decreased.  The main reason 
for the change in the amplitude ratio is that as the modulation frequency is increased, the 
amplitude of the modulated response Amod is much lower, for both the fundamental and 





Figure 5.35: Effect of phase modulation frequency on the amplitude ratio, and on 
the amplitude of the fundamental and first harmonic 
 
 The following figures show what happened as the modulation frequency was held 
constant and the phase modulation amplitude was increased.  Figures 5.36 and 5.37 show 
the response of the amplitude as the phase modulation amplitude is increased from 20 
degrees to 80 degrees with the modulation frequency held constant at 20Hz.  Increasing 
the phase modulation amplitude increases the resulting amplitude response to the control 
phase modulations.  Equation 5.16 shows that the amplitude response at the fundamental 
frequency of the control phase modulations varies as θ, and that the first harmonic varies 
as θ2.  Thus, as the phase modulation amplitude θ increases, the response of the first 
harmonic increases faster than the response of the fundamental oscillation.  In Fig. 5.35 it 
was shown that the amplitude ratio and the modulation amplitude both increased as the 
frequency of the modulations was lowered.  Similarly, Figs. 5.36 and 5.37 show that both 
the amplitude ratio and the modulation amplitude increased as the modulation phase θ 
was increased.  In other words, both studies show that the control parameters that cause 
an increase in modulation amplitude also cause an increase in the amplitude ratio 





that the first harmonic response is much larger for the optimum control phase than for the 
phase of maximum driving. 
 
 Figure 5.36: Effect of phase modulation amplitude, θ, on the amplitude ratio. 
 
Figure 5.37: Effect of phase modulation amplitude, θ, on the amplitude response of 








Response of the Correlation Coefficient  
 Figure 5.38 shows that the correlation coefficient also decreases as the modulation 
frequency is increased.  The correlation coefficients in this figure are for different phase 
modulation frequencies and a constant phase modulation amplitude of 80 degrees.  The 
lower correlation coefficient at higher modulation frequencies is mainly due to the lower 
amplitude response at higher modulation frequencies.  Thus, the signal-to-noise ratio is 
lower; consequently, the amplitude response is not as well correlated with the control 
phase modulations. 
 
Figure 5.38: Effect of phase modulation frequency on the correlation coefficient  
 
 Figure 5.39 shows the effect of increasing the modulation amplitude on the 
correlation coefficient, with the modulation frequency held constant at 20Hz.  As with the 
previous data, increasing the phase modulation amplitude increases the amplitude of the 
response function at the fundamental modulation frequency and, thus, the correlation 
coefficient.  The net result of varying the phase modulation frequency or the phase 
modulation amplitude is the same, i.e., increasing the amplitude of the system response to 
phase modulations causes an increase in the amplitude ratio and in the correlation 
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coefficient, both of which result in a higher confidence of convergence to the optimum 
control phase. 
 
Figure 5.39: Effect of phase modulation amplitude, θ, on the correlation coefficient. 
 
Phase Correlation Factor Response 
 As discussed previously, the correlation coefficient can be used to modify the 
adaptation step size.  Also, the ratio of the amplitudes of the fundamental and the first 
harmonic can be used to determine how close the mean control phase is to the optimum 
control phase.  However, the most important calculated parameter in the adaptive 
controller algorithm is the phase correction factor.  The behavior of this function was 
described previously in the discussion of the van der Pol model.  The same analysis will 
now be used to examine the data from the phase sweep experiments. 
 First, the phase modulation amplitude was held constant at 80 degrees, and the 
phase modulation frequency was varied from 20Hz to 60Hz.  The measured data shown 
in Fig. 5.40 are very similar to the results predicted with the van der Pol model (see Fig. 
5.13); i.e.,  
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1) For low modulation frequency, the curve is relatively flat, with a sharp 
transition from positive to negative at the optimum control phase.   
2) As the modulation frequency is increased, the overall slope of the curve 
increases, and the transition near φc,mean = φoptimum is more gradual. 
3)  As the modulation frequency is increased, the nominal value of the phase 
correction factor approaches +/- 90 degrees.  This occurs as the phase lag 
approaches the assumed value of –180 degrees,  
4) The phase correction factor always crosses zero at the optimum control 
phase (-300 degrees), regardless of the modulation frequency.  
 
Figure 5.40: Effect of phase modulation frequency, fmod, on the phase correction 
factor 
 
 Figure 5.41 shows the effect of the phase modulation amplitude θ on the phase 
correction factor for a phase modulation frequency fmod = 20Hz.  It shows that the phase 
modulation amplitude has no effect on the overall shape of the curve, although for small 
phase modulation values, there is increased uncertainty in the calculation, which is 




Figure 5.41: Effect of phase modulation amplitude, θ, on the phase correction factor 
 
 The following statements summarize the results of the adaptive controller 
characterization: 
1) As the adaptive controller approaches the optimum control phase, the 
dominant amplitude response transitions from the fundamental to the first 
harmonic.  This effect is more pronounced when the amplitude response to 
modulation is high.  The amplitude of the modulation response can be 
increased by lowering the modulation frequency (fmod) or by increasing the 
phase modulation amplitude (θ). 
2) The correlation coefficient, which is a measure of confidence in the phase 
correction factor calculation, increases as the amplitude response increases 
(again) due to lowering of the phase modulation frequency or by 
increasing the phase modulation amplitude.  The correlation coefficient is 
a minimum at the optimum control phase.  The correlation coefficient can 
be used as a multiplier to slow down the adaptation process as the mean 
control phase approaches the optimum control phase. 
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3) The phase correction factor depends upon the phase modulation 
frequency.  As the phase modulation frequency increases, the phase lag 
correction approaches –180 degrees.  Also, the phase correction factor is 
equal to zero when the control phase equals the optimum phase.  Finally, 
the phase correction factor does not depend upon the phase modulation 
amplitude, θ.  
 
 The above results indicate that the confidence in the control phase calculation 
would increase if the control parameters were chosen to maximize the amplitude of the 
response function, i.e., the phase modulation frequency should be as low as possible and 
the modulation amplitude should be as high as possible.  However, a modulation 
frequency that is too low results in a phase lag correction that may not be close to –
180deg.  The next section discusses the performance of the adaptive controller in terms of 
its dependence upon the factors that were studied in this section. 
 
5.4.2.2 Adaptive Controller Performance 
 There are several ways in which the performance of the adaptive controller can be 
evaluated.  The most important measure is whether it ultimately converges to the 
optimum control phase.  The experiments described in the characterization section have 
indicated that the developed adaptive controller correctly determines the direction of a 
phase adjustment in order to ultimately reach the optimal control phase.  The next 
consideration is how quickly the optimum control phase is attained after a rapid change in 
operating conditions.  Another consideration is the stability of the controller during a 
transient event.  Finally, the adaptive controller must be compared to its fixed-phase 
counterpart to determine how well the pressure oscillations are damped, once it 
converges to the optimum control phase. 
 
137 
Overview of Experiments 
 In the first set of experiments that evaluated the performance of the adaptive 
controller, a phase shifter was added into the control loop, as discussed previously.  This 
phase shifter allowed for a rapid change in the optimum control phase.  In a typical 
“phase-shifter” experiment, the optimum control phase was abruptly changed by quickly 
rotating a knob on the analog phase shifter, thus adding a time delay to the measured 
pressure signal.  Figure 5.42 shows the response of the adaptive controller to two phase 
shifts.  The first shift occurred at t = 0.95 sec and shifted the optimum control phase from 
–300 degrees to –170 degrees.  The controller responded by increasing the mean control 
phase until the oscillations were damped.  At t = 2.3 sec, the phase shifter knob was 
rotated back to its original position, resetting the optimum control phase is to –300 
degrees.  The middle plot in this figure shows the dynamic pressure as a function of time.  
It shows the growth of the initial disturbance, followed by the damping effect of the 
adaptive controller.  The bottom plot shows the observed amplitude calculated by the 
real-time observer. 
 




 One question that comes to mind when examining these plots is why the adaptive 
controller always seems to prefer to adapt with a positive phase adjustment to achieve the 
optimum control phase.  In  the above case, the most expedient path at t = 2.3 seconds 
would have been to lower the control phase steadily from –170 degrees until the new 
optimum phase of –300 degrees was reached.  Instead, the controller chose the “longer” 
path, increasing the control phase by a total of 230 degrees instead of reducing the phase 
by 130 degrees.  The answer lies in the nonlinearity of the system.  Referring to Fig. 5.43, 
it can be seen that the van der Pol model predicts that a lightly damped system is driven 
to its maximum amplitude when φrel,mean = -90.  Therefore, if 0< φrel < 90deg, the 
controller makes a negative adjustment;  if –90deg < φrel < 0, the controller makes a 
positive phase adjustment.  However, if a large phase correction is required to “return” to 
the optimum control phase, the controller will always adjust in the same direction (in this 
example, a negative phase correction was applied).  The net effect of this unidirectional 
phase adjustment is that the controller requires more time to make a large correction in 
one direction than in the other direction.  In addition to the additional time required to 
converge to the optimum control phase, there is another effect – the controller briefly 
increases the instability amplitude by passing through the phase of maximum driving on 
its approach to the optimum control phase through the “longer” path.  Consequently, 
there is a brief period during which the controller is driving the amplitude of the unstable 
system higher en route to finally damping the oscillations, as observed in Fig. 5.42.  In 
these experiments, this behavior was exaggerated due to the large abrupt phase changes 
imposed upon the system.  It is expected, however, that in practice (e.g., engine control) 
that the operating conditions would vary less rapidly, resulting in small control phase 







Figure 5.43: Nonlinear response of a lightly damped system causes asymmetry in the 
phase correction factor 
 
 The above explanation assumes that there is sufficient nonlinearity in the system 
to cause an asymmetry in the phase correction factor.  However, the adaptive controller 
characterization experiments showed that the phase correction plots (see Figs. 5.40 and 
5.41), did not exhibit the kind of asymmetry shown in Fig. 5.43.  In both figures, 
increasing the control phase by nearly 180 degrees resulted in a negative phase 
correction, and increasing decreasing the control phase by nearly 180 degrees resulted in 
a consistent positive phase correction.  There are two other sources of nonlinearity that 
were not investigated in the phase sweep characterization experiments.  First, the mean 
phase sweep rate in those experiments was sufficiently slow as to provide a “quasi-
steady” mean phase for observing the system response to control phase modulations.  In 
the case of the adaptive controller, the mean phase was held steady during the course of 
an adaptation cycle.  However, after this cycle was complete, a phase correction step was 
made in an attempt to damp the pressure oscillations.  A typical value for the maximum 
step size was 10 degrees/step.  If the modulation frequency was 40Hz, this step resulted 
in a mean phase change of 400deg/sec, which was 10 times faster than the sweep 
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frequency that was used in the characterization experiments.  Although the mean phase is 
held constant through the adaptation cycle, delays in system response would have 
generally caused the amplitude response to be slightly skewed from what is expected. 
 The second source of nonlinearity is the gain that was applied to the control signal 
when the adaptive controller was on.  A very important difference between these adaptive 
control experiments and the phase sweep characterization experiments discussed earlier 
was that the adaptation experiments did not use a constant amplitude control signal.  
During these experiments, the control signal amplitude was proportional to the amplitude 
of the pressure oscillations by a gain factor γ.  The purpose of this gain factor was to 
provide the maximum response to large amplitude pressure oscillations for rapid damping 
and to provide minimal excitation when the pressure amplitude was low, thus preventing 
system destabilization.  Using this gain factor instead of the constant amplitude signal in 
the previous experiments introduced additional nonlinearity into the system response.  
While this nonlinearity has not been modeled explicitly, it may tend to skew the phase 
correction factor in one direction or the other, thus resulting in the observed behavior. 
 
Recovery Time 
 The goal of this first set of experiments was to determine how changes in key 
control parameters affect the rate of the adaptive controller’s response to abrupt changes 
in the operating conditions, simulated by the phase shifter.  In controls applications, a 
standard method for measuring system response to disturbances is the settling time, 
which is typically measured after a step change in the input function.  In order not to 
confuse the measurement of interest in this case with the classical definition of settling 
time, the characteristic measure of the adaptation speed will be referred to here as the 
“recovery time”, which is the time it takes for the controller to return to a pressure 
amplitude near its pre-disturbance level.  Figure 5.44 illustrates how the recovery time 
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was measured.  First, a moving average smoothing function was applied to the measured 
amplitude, and the derivative of the pressure amplitude was calculated.  Then, the 
derivative of the amplitude function was used to find the maximum slope of the 
amplitude.   The amplitude function at this maximum derivative point was measured and 
called the “reference point.”  The “starting point” of the calculation was taken as the 
point where the amplitude increased above 25 percent of the amplitude at the “reference 
point” (this point is slightly before the maximum derivative value is measured).  Next, the 
amplitude was measured at the starting point.  Finally, the recovery time was measured as 
the time required for the adaptive controller to return the pressure amplitude to a value 
below the amplitude at the starting point.    
 
 
Figure 5.44: Method for measuring the “recovery” time of the controller 
 
 Over the course of several experiments, the following parameters of the adaptive 
controller were varied: a) phase modulation frequency (fmod), b) phase modulation 
amplitude (θ), and c) the maximum adaptive step size (∆φmax).  The adaptive step size 
determines the maximum possible correction to the control phase.  A small adaptive step 
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size is slower to respond to abrupt changes in the optimum control phase, but is less 
susceptible to “wandering” in search of a better control phase after the optimum phase 
has been found.  Note that the step size is scaled by the correlation coefficient, which is 
always less than 1.0.  As the controller nears the optimum control phase, the correlation 
coefficient is reduced and the step size is scaled downward.  The effect of this 
modification is to slow the response of the controller as it approaches the optimum 
control phase.  For example, in the top plot of Fig. 5.42, there is a change in the rate of 
adaptation at t = 1.2 sec and also at t = 2.8 sec.  This change in adaptation rate is due to 
the reduction of the correlation coefficient as the adaptive controller gets close to the 
optimum control phase. 
 Figure 5.45 describes the effect of the phase modulation amplitude θ on the 
recovery from an abrupt phase change.  For the three test cases shown, the modulation 
frequency, fmod was 40Hz and the maximum adaptation step size was 8 degrees. There are 
four significant attributes to note in this figure: 
1) The recovery time is approximately the same for the two cases with the 
higher modulation amplitude.  All three cases should have the same 
recovery time due to their common maximum adaptation rate.  However, 
in the case of the 20 degree modulation amplitude, the correlation 
coefficient is smaller due to the small amplitude of the modulation (see 
Fig. 5.39).  The reduction in correlation coefficient reduces the actual 
adaptation rate, thus slowing the adaptation process.  Note that at its 
steepest point, the rate of adaptation for 20 degree modulation is 
approximately the same as the maximum rate for the 40 degree 
modulation.  
2) The increased phase modulation amplitude is visible by the larger 
amplitude oscillations in the observed pressure amplitude between 40 
degrees and 80 degrees.  It is difficult to see the amplitude oscillations for 
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the 20 degree modulation because of significant noise on the signal for this 
test case. 
3) The “baseline” amplitude (e.g., at t = 1.5 sec) increases as the phase 
modulation amplitude increases.  This amplitude, representing the 
controlled amplitude when the optimum phase is achieved during active 
modulation, is elevated due to a higher mean deviation from the optimum 
control phase, which will be discussed later in this chapter. 
4) Even though the “baseline” amplitude is maximum at the largest phase 
modulation amplitude, the peak amplitude after the abrupt phase shift was 
minimum because of the short recovery time. 
 
 
Figure 5.45: Dependence of the pressure amplitude recovery time and baseline 
amplitude on the phase modulation amplitude, θ.  
 
 Figure 5.46 describes the impact of the maximum phase adaptation step size on 
the recovery time, for both positive and negative phase adjustments.  In each case, the 
first pulse requires a positive phase adjustment (+130 degrees) to bring the oscillations 






However, as discussed above, the controller always makes a positive adjustment for large 
phase changes due to the nonlinear response of the system, requiring the controller to 
increase the control phase by a total of 230 degrees during the second pulse recovery, 
leading to longer recovery times.  As the maximum adaptation step size (∆φmax) is 
increased, the recovery time is shortened and the peak amplitude is reduced. 
 
 
Figure 5.46: Dependence of the pressure amplitude recovery time and baseline 
amplitude on the maximum phase adaptation step size, ∆φmax.    
 
 Figure 5.47 shows the recovery time dependence upon the maximum allowable 
step size, ∆φmax, and the modulation frequency, f_mod for several test cases.  The plots 
on the left describe the recovery time for the first pulse, and those on the right describe 
the recovery time for the second pulse.  The recovery times for the second pulse (right) 
are always longer than the recovery times for the first pulse (left) because of the 
unidirectional phase adaptation.  However, as the modulation frequency increases, the 
difference of the recovery time for the first and second pulses decreases.  As the 
maximum phase change per step (∆φmax) is increased, the required number of adaptation 
cycles to reach the optimum phase decreases, as does the recovery time.  The 20Hz 
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modulation rate clearly does not provide optimum performance.  Both the 40Hz and 
60Hz modulation rates appear to provide adequate recovery times.   
 
 
Figure 5.47: Recovery time as a function of the modulation frequency and the 
maximum control phase correction step size. 
 
 Figure 5.48 presents the same data plotted as a function of maximum adaptation 
rate, i.e., the maximum rate at which the controller converges to the proper control phase.  
This number is simply the maximum step size multiplied by the adaptation rate 
(fmod*∆φmax).  The data in Fig. 5.48 indicates that the three modulation frequencies 
provide roughly equivalent performance if the maximum adaptation rate is higher than 
200deg/sec.  When the maximum adaptation rate is lower than 200 degrees/sec, the 
recovery time can increase dramatically, especially if the calculated correlation 





Figure 5.48: Recovery time as a function of the modulation frequency and the 
maximum adaptation rate 
 
Adaptive vs. Fixed-Phase Performance 
 It is also of interest to compare the adaptive controller performance in damping an 
instability with that of a fixed-phase controller once the optimum control phase has been 
identified.  As illustrated in Figs. 5.45 and 5.46, increasing the phase modulation 
amplitude lowers the damping effectiveness of the controller when the optimum control 
phase has been identified.  Figure 5.49 shows the dependence of the ratio of the 
controlled pressure amplitudes for the adaptive controller and the fixed-phase controller 
measured in dozens of experiments in the acoustic feedback facility. As the modulation 
phase magnitude increases, this ratio increases, indicating that the adaptive controller’s 
effectiveness at damping pressure oscillations is somewhat limited with higher phase 








Figure 5.49: Comparison of the controlled amplitudes with the adaptive controller 
compared to the fixed-phase controller  
 
 The reason for the lower damping is that as the adaptive controller modulates the 
control phase, it produces a mean effective phase error that is equal to 2θ/π (mean 
distance under the sine curve).  For example, if the phase modulation amplitude is 50 
degrees, there is a mean phase error of approximately 32 degrees due to the adaptation 
process. The effect of this mean phase error varies from system to system.  In the case of 
the acoustic feedback facility, where the background noise is low, the amplitude of the 
controlled system can be very small.  A mean phase error of 32 degrees may or may not 
have a significant impact on the overall amplitude levels, depending upon factors such as 
background noise and control authority.  This effect must be weighed against the error 
induced by using the wrong control phase for a fixed-phase controller.  Figure 5.50 
demonstrates the effect of having the wrong control phase when using a fixed-phase 
controller.  For this experiment, the adaptive control was turned off and fixed-phase 
control was used instead.  The control phase was varied in 10 degree increments above 
and below the optimum control phase.  In this case, using the optimum control phase 
damps the pressure oscillations to an amplitude of 0.10psi.  An error of +/-30 degrees 
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from the optimum control phase results in an increase in controlled amplitude from .10 to 
approximately 0.22psi, an increase of 120 percent.  According to the correlation 
described above, the same increase should be observed when the adaptive controller 
modulates the phase at 30*π/2 = 47deg   According to curve fit shown in Fig. 5.49, using 
a phase modulation amplitude of 47 degrees results in an increase of the controlled 
amplitude by approximately 120 percent (on average).  This brief analysis indicates that 
the mean phase error reduces damping by an amount approximately equal to having an 
error in the control phase of 2θ/π.  Note that these results depend upon several factors: the 
level of background noise, the controller gain, and the amount of damping in the unstable 
system.  However, this illustration shows one of the key tradeoffs when the adaptive 
controller is used: as the modulation phase magnitude is increased to provide quicker 
response, the damping effectiveness is reduced.   
 
 
Figure 5.50: Effect of a phase error when using the fixed-phase controller 
 
 The question of damping effectiveness ultimately is a question of what is an 
acceptable level of pressure oscillations.  Figure 5.51 shows results from a typical 
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experiment in which the adaptive controller was switched on and off.  When the 
controller was switched off, the dynamic pressure rapidly increased to its limit cycle 
amplitude of 0.95psi.  When the adaptive controller was switched back on, the 
oscillations were quickly damped to an amplitude level of approximately 0.1psi, a 20dB 
reduction, which by most standards is an acceptable level of damping.  However, this 
damping performance strongly depends upon several factors, including the feedback 
mechanism of the instability, external excitation sources, and the control (actuation) 
authority.  For example, a system that is mostly driven by random noise is generally less 
controllable than a system whose driving is solely provided by a feedback mechanism. 
 
 






 This chapter presents the development and characterization of the adaptive control 
algorithm and compares its formulation and application with the online identification 
algorithm introduced in Chapter 4.  The controller continually adapts to find the control 
phase where damping is optimized.  Because of its performance characteristics, the 
developed adaptive controller is well-suited for control of Dry Low NOx gas turbine 
combustors and for control of a variety of other combustors as well. 
 
5.5.1 Controller development and model predictions 
 The advantages of the adaptive controller over the fixed phase controller were 
examined.  In particular, it was shown that the adaptive controller is more robust than the 
online identification algorithm for the following reasons: 
• The adaptive controller continually seeks the optimum control phase, which is 
especially important when encountering changes in operating parameters or 
rapid transient events. 
• It does not require exact knowledge of the phase lag parameter. 
• It experiences only cause a small delay in converging to the optimum control 
phase due to a sudden disturbance rather than causing incorrect identification 
of the optimum control phase. 
 
 The phase correction factor was introduced and studied using both linear and 
nonlinear models.   
• It was shown that the phase correction factor approaches +/-90 degrees when 
the relative control phase (distance from the optimum control phase) is 
sufficiently removed from zero.   
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• For low phase modulation frequencies, fmod, this phase correction factor curve 
is relatively flat and is displaced from the “ideal” +/-90 degree position 
because of the presence of a phase lag.  If the phase modulation frequency is 
too low, the phase lag error can cause the adaptive controller to move in the 
wrong direction. 
• As the phase modulation frequency is increased, the phase correction factor 
approaches the +/-90 degree asymptotes, but the slope of the curve increases. 
• The phase correction factor curve crosses zero at the optimum control phase, 
regardless of the phase modulation frequency. 
• The phase correction factor curve does not depend upon the phase modulation 
amplitude, θ. 
• For lightly damped systems, the phase of maximum driving is not equal to –
180 degrees, which causes the phase correction factor curve to be asymmetric.  
This asymmetry is the most likely cause of the observed tendency of the 
controller to make phase corrections in one direction (positive or negative).  
 
 The control algorithm is based upon some assumptions of linearity in the system 
response to control phase modulations.  It is assumed that the control phase modulations 
are small, and that the resulting oscillations in the pressure amplitude are quasi-sinusoidal 
and linear.  This assumption holds in the “neutral response” region of the phase map.  
However, as the optimum control phase is approached, this assumption is no longer valid. 
 The limitations of this assumption were explored and it was shown that as the 
adaptive controller approaches the optimum control phase, a first harmonic of the phase 
modulation frequency appears in the amplitude response.  It was shown in later 
experiments that this first harmonic is very weak for low phase modulation amplitudes, as 
predicted by the model.  As the phase modulation amplitude increases, so does the 
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response of the first harmonic function. Very close to the optimum control phase, the first 
harmonic may become larger than the fundamental response.   
 
5.5.2 Experimental results 
 Several experiments were performed using an acoustic test facility and a liquid 
fuel ramjet combustor simulator.  The liquid fuel experiments demonstrated the following 
performance characteristics of the adaptive controller on a realistic combustion system: 
• Ability to correctly identify the optimum control phase 
• Ability to rapidly adjust to abrupt changes in the optimum control phase 
• Ability to maintain control of a combustor through transient conditions 
 
 A detailed study of the influence of the adaptive control parameters was 
conducted in the acoustic feedback facility.  This study consisted mainly of two types of 
experiments: 
• Characterization experiments to determine the response of the system to 
control phase modulations over the entire range of possible control phases 
• Performance experiments to test and optimize the adaptive controller 
parameters  
 
 Table 5.3 describes the various control parameters that were investigated, and the 
findings concerning each of them: 
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Table 5.3: Key Control Parameters 








• Phase lag approaches –180 deg; 
improves phase lag assumption 
• Added slope to phase correction 
factor curve 
• Lower amplitude response; lower 
correlation coefficient 









• Increased amplitude response; 
increased correlation coefficient 
• Increased mean control phase 
error; reduces damping effect of 
control 
• Increased response of first 




∆φmax deg Maximum 
size of the 
control step 




• Lower recovery time for fixed 
modulation frequency 
• Increased “wandering” about the 
optimum control phase after 
convergence 
 
5.5.3 Parameter Selection Strategy 
 The analysis provided in this chapter presents some of the tradeoffs between the 
different control parameters; however, little guidance has been provided concerning the 
initial choice of these parameters for the adaptive controller.  While the there are no 
specific rules for choosing the adaptive control parameters, the following guidelines 
emerge from this study: 
• The minimum modulation frequency should be at least 0.1 times the unstable 
natural frequency of the combustor, thus improving the phase lag 
approximation of –180 degrees.  Typically, modulation frequencies in the 
range 0.15 – 0.25 * f0 work well.  As the modulation frequency is further 
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increased, the amplitude response is diminished, as is the correlation 
coefficient. 
• The phase modulation amplitude should be at least 40 degrees, thus improving 
the amplitude response to the control phase modulations, and the correlation 
coefficient.  As the modulation amplitude is further increased, the mean phase 
error is increased, which reduces the damping effectiveness of the adaptive 
controller. 
• The maximum step size should be approximately 10 degrees.  This step size 
strikes a balance between fast adaptation (high values) and the tendency of the 
adaptive controller to “wander” in search of a better control phase, even after 
the optimum phase has been found. 
  
 A note about phase lag: it has been assumed throughout these analyses and 
experiments that the system to be controlled has a second-order response, thus resulting 
in a phase lag of 180 degrees.  Actually,  this phase lag value represents the minimum lag 
that can be achieved for a given modulation frequency.  This phase lag does not take into 
account time delays due to, e.g., actuator response, fuel evaporation, mixing and reaction 
processes.  These time delays must be accounted for in addition to the second order phase 
lag of 180 degrees.  However, as discussed earlier in this chapter, these values need not 
be precisely known for effective performance of the adaptive controller.  While it would 
be beneficial to have as good an estimate of these delays as possible, as long as the total 
phase lag can be determined to within +/-90 degrees, the developed adaptive controller 







 This chapter describes an experimental and theoretical investigation of the 
limitations of systems that actively control combustion instabilities.  Results of active 
control tests on a variety of combustors indicate that the characteristics of the unstable 
combustor inherently limit the controller’s effectiveness, regardless of the magnitude of 
its control authority and ability to finely tune the gain and phase of the control signal. An 
examination of time domain pressure signals in actively controlled combustors revealed 
that one source of control system limitation is related to a “beating” phenomenon that is 
characterized by frequent and irregular “necking” of the amplitude of the pressure 
oscillations [61,62]. This chapter describes an investigation into possible causes of this 
“beating” in controlled combustors.  The theoretical phase of this study simulated the 
behavior of controlled and uncontrolled combustors, accounting for the presence of a 
time delay in the control loop, random noise forcing and a positive feedback loop that 
drove the instability.  The predictions of the simulations were compared with measured 
data obtained in studies of the liquid fuel ramjet combustor simulator.  Open loop 
experiments were performed to determine the time delay of the control loop that was 
subsequently incorporated into the model.  Simulations of the performance of a 
combustor controlled in a closed loop indicate that the “beating” phenomenon depends in 
a complex manner upon the relationship between the random noise and the feedback 
process that drive the instability.  Furthermore, the results suggest that instead of 
attributing the “beating” phenomenon to a poorly performing controller, its cause is likely 




 While there has been significant progress in the development of Active Control 
Systems (ACS), future progress in this area will require better understanding of the 
fundamental processes that control the operation and performance of these ACS.  
Development of such an understanding will require that we determine, e.g., why are some 
control systems more effective than others? or why can a specific ACS satisfactorily 
damp combustion instabilities in one combustor over a certain range of operating 
conditions and fail to attain the same success in other combustors? To answer these 
questions, it is necessary to understand the physical processes that limit the controller’s 
effectiveness at different combustors and operating conditions.   
 In an effort to answer the above questions, the study presented in this chapter 
investigated the effects of the control loop’s time delay and combustor noise upon the 
controllability limits of an ACS in an unstable liquid fuel combustor.  Hibshman et al 
[61] and Banaszuk et al [62,63] have previously studied the role of time delays on the 
controllability of a liquid fueled gas turbine combustor at UTRC.  They presented a 
detailed analysis of the “peak-splitting” phenomenon that occurs when large control 
actuation is used to control an unstable system with a large time delay, and showed the 
resulting limits on the controllability of the system.  They used a linear model driven by 
broadband noise to generate pressure oscillations in the model.  They included analysis of 
the FFTs of the pressure signal and performed a Nyquist analysis to predict the “beating” 
exhibited by the combustor pressure oscillations.  This study extends the UTRC analysis 
by examining the time dependence of the pressure oscillations in actively controlled and 
uncontrolled combustors under various operating conditions in an effort to elucidate the 
causes of the “beating” phenomenon. The results of these simulations are correlated with 




 Experiments described in this chapter were performed on the Liquid Fuel Ramjet 
Combustor Simulator described in Section 2.3.  The unstable system was simulated using 
the model shown in Fig. 6.1.  The top block represents the plant (in this case a 
combustor) with an open loop transfer function (κ1s / …) and internal feedback 
mechanism represented by κ plant and τplant.  An external noise source drives the plant, and 
the resulting response of the plant is determined.  The active control system is shown as a 
separate external feedback loop.  The active control is represented by the blocks κcontrol 
and τcontrol.  Note that the unstable plant can be forced with an external noise source 


















Figure 6.1. A block diagram of the investigated actively controlled, unstable 
combustor model.   
 
6.2 Open Loop Response 
 This section describes results of theoretical and experimental studies of the open 
loop response of the investigated combustor to various excitations. The objective of these 
studies was to gain insight into the dependence of the of the ACS performance upon the 





To elucidate the processes that drive the pressure oscillations in unstable 
combustors, we first examined the characteristics of the unstable pressure oscillations in 
the investigated combustor.   Figure 6.2 shows a typical time trace of the pressure in the 
uncontrolled combustor operating at an equivalence ratio Φ=0.8.  The pressure trace 
exhibits irregular “beating” of the pressure amplitude.  To gain insight into the causes of 
the “beating” phenomenon, we first investigate the variation of the phase and frequency 
of the unstable oscillations with time by correlating the unstable oscillations with a 
reference sinusoidal signal, which has a fixed frequency that equaled that of the unstable 
oscillations.  Figure 6.3 shows such a correlation, for the time interval between t=0.9 and 
t=0.96 seconds where one of the “necks” occurred.  In this correlation, the frequency and 
phase of the reference signal were chosen to equal those of the combustor pressure 
oscillations during the initial time interval of the comparison, i.e., in the time interval 
immediately after t=0.9 seconds. An examination of Fig. 6.3 shows that the frequency of 
the unstable oscillations remains unchanged while the phase between the pressure and 
reference signal oscillations changed by a finite amount at the “necks” and remained 
practically constant during the time intervals between the “necks”. Specifically, Fig. 6.3 
shows that the phase of the pressure oscillations changed by approximately 45 and 135 
degrees at the “necks” at t=0.915 and t=0.955 seconds, respectively.  The pressure 
oscillations are shown with a reference signal whose frequency and phase matched those 
of the pressure signal during the initial period of the oscillations (i.e., when t=0.90 






























































Pressure Phase-locked Reference  
 
Figure 6.3. A correlation of the time trace of the pressure shown in Fig. 6.2 during 
the time interval between t = 0.9 and t=0.96 seconds with a reference signal. 
 
 To determine whether the above described phase behavior was caused by 
combustor noise, we simulated the response of the combustor to white noise excitation.  
This problem was also studied by Banaszuk et al. [62] who theoretically investigated the 
response of a stable linear resonator to white noise excitation.  This simulation was 
performed by setting the gains on both feedback loops in the model, see Fig. 6.1, to zero 
to eliminate the effects of driving and active control and then forcing the resonator with 
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random noise.  Figure 6.4 shows a typical simulation of the system’s response during a 
period of one second.  As in Fig. 6.2, it also shows evidence of “beating”, indicating that 
random noise can produce such behavior in an unstable combustor.  The simulated 
combustor response was then correlated with a reference signal in a manner similar to 
that in which the combustor pressure was correlated with a reference signal in Fig. 6.3.  It 
is noteworthy that in both cases the phase changes by a fixed amount when it passes 
through the “neck”. This finding is somewhat surprising given the fact that it was caused 
by white noise excitation.  Nevertheless, the correlations of the measured data and the 
results of the simulation in Figs. 6.4 and 6.5, respectively, suggest that the characteristics 
of unstable combustor oscillations are affected by the presence of white noise.  
As in Fig. 6.3, the pressure signal is displayed with a reference signal whose frequency 
and phase matched those of the simulated pressure oscillations during the initial period of 
the oscillations (i.e., when t=0.25 seconds and shortly thereafter).  On the other hand, a 
comparison of the measured and simulated pressure oscillations over a longer time 
interval, as shown in Figs 6.2 and 6.4, respectively, shows considerable differences 
between the two plots.  Specifically, the cycle-to-cycle variations generated by the white 
noise forcing in the simulation are much more pronounced than those exhibited by the 
measured data.  These comparisons suggest that while white noise probably affects the 
characteristics of the oscillations in unstable combustors, other processes should be 


























Figure 6.4. A time trace of the simulated combustor pressure oscillations forced by 
































Pressure Phase-locked Reference  
Figure 6.5. A correlation of a time trace of the pressure shown in Fig. 6.4 during the 
time interval between  t = 0.25 and t=0.30 seconds  
 
 Next, we studied the effect of the time delay between the response of the heat 
release in the combustor and the actuator command.  This time delay is determined by 
measuring the pressure response to periodic pulsing of the fuel flow rate.  Experiments 
were carried out at two operating conditions with same airflow rate but different 
equivalence ratios of 0.8 and 1.0.  Figures 6.6 and 6.7 show the actuator command 
consisting of a constant value with periodic negative pulses, which causes the valve to 
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open, and the measured pressure signal during long and short time intervals respectively. 
In addition, Fig. 6.7 shows the measured fuel flow rate and a reference signal similar to 
the one shown in Figs. 6.3 and 6.5.  The frequency and duration of the pulses in the 
command signal were 20 Hz and one millisecond, respectively.  Figure 6.6 shows that a 
sharp pressure spike follows each pulse in the actuator command.  Note that a negative 
pulse of the control signal command results in an increase in the fuel flow rate.  It is 
noteworthy that in addition to exhibiting synchronized spikes, the pressure in Fig. 6.6 
exhibits quasi-random amplitude variations that are not synchronized with the command 
signal. The plots in Fig 6.7 indicate that while the fuel flow rate responds instantaneously 
to the command, more than two cycles elapse before the combustor pressure responds to 
a command signal pulse. The response of the pressure oscillations to a command signal 
pulse starts when it exhibits an abrupt change in amplitude and phase with respect to the 
reference signal.  Note that the pressure is correlated with a reference signal whose 
frequency and phase equal those of the pressure signal when t = 0.39 seconds and shortly 
thereafter. The time dependence of the fuel flow rate into the combustor is shown at the 
bottom of the figure. The time delay between the control signal pulse and resulting 
response of the combustor pressure oscillations is marked by an arrow.  Note that the fuel 
flow rate responds instantaneously to the pulse in the command signal and that the 




























Control Input Pulse Train
Combustor Dynamic Pressure
 
Figure 6.6. Time dependence of the actuator control signal and combustor pressure 










































Phase-locked Reference Flow Rate
Discontinuity in pressure phase
Time delay ~ 6ms
Open-loop control "impulse" injection
Flow Rate
 
Figure 6.7. Time dependence of the control signal and combustor pressure shown in 
Fig. 6-a during the time period between t=0.39 and t=0.43 seconds.  
 
 The response of the combustor when operated at an equivalence ratio of 1.0 to 
similar open loop forcing is described in Figs. 6.8 and 6.9.  However, the flow rate 
response is omitted in Fig. 6.9 to simplify the figure.  Figure 6.8 shows that in contrast to 
the pressure spikes that were excited when the equivalence ratio equaled 0.8, the presence 
of pulses in the command signal produced a significant reduction in the pressure 
amplitude when the equivalence ratio equals 1.0.  Figure 6.9 shows that the response to 
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the pulse is delayed by 5 to 6 milliseconds (note the period of the oscillations equals 2.25 
milliseconds).  Note that the pressure is correlated with a reference signal whose 
frequency and phase equal those of the pressure signal when t=0.21 seconds and shortly 
thereafter. The time delay between the control signal pulse and resulting response of the 
combustor pressure oscillations is marked by an arrow.  In contrast to the results shown 
in Fig 6.7 , in this case the “pulsed” increase in fuel flow rate decreased the amplitude of 


























Control Input Pulse Train
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Figure 6.8. Time dependence of the actuator control signal and combustor pressure 


























Pressure Control Signal Phase-locked Reference
Discontinuity in pressure phase
Time delay ~ 5ms
Open-loop control "impulse" injection
 
Figure 6.9. Time dependence of the control signal and combustor pressure shown in 
Fig. 7-a during the time period between t = 0.21 and t = 0.26 seconds.  
 
165 
 The different response of the pressure oscillation to a pulse in the fuel flow rate in 
the two operating conditions may be explained as follows.  At the leaner operating 
condition, the additional fuel flow rate introduced by the pulse can readily react with 
available air and, thus, produce an additional heat release that increases the amplitude of 
the pressure oscillations.  In contrast, at an equivalence ratio of 1.0 the increase of fuel 
flow rate by the pulse likely creates local fuel rich regions that may cause temporary 
extinction of the flame. This, in turn, reduces the magnitude of the heat release 
oscillations and, thus, the magnitude of the pressure oscillations. 
 
6.3 Closed Loop Response 
 The results of the above described studies suggest that the open loop response of 
the oscillations in the investigated liquid fuel combustor are affected by persistent 
random noise excitation and a significant pure time delay in the control loop.  Since it 
was anticipated that these phenomena would significantly impact the performance of the 
ACS, the effect of these phenomena was studied theoretically using the simulation.  First, 
the delay in the controller loop was set to zero and the relationship between gain of the 
controller and pressure attenuation was studied.  As expected, it was found that unlimited 
attenuation could be obtained as the gain of the controller was increased.  Next, a time 
delay of two cycles was introduced into the control loop.  With this time delay, the 
maximum attenuation that could be attained was about 50 percent of the magnitude of the 
spike in the frequency spectrum with only negligible attenuation of the RMS pressure.  
When the controller’s gain was increased, the controller became less effective as its 




 Next, the closed loop performance of the developed ACS was investigated in the 
developed liquid fuel combustor at equivalence ratios of 0.8 and 1.0.  The FFT and time 
dependence of the pressure oscillations under these operating conditions are shown in 
Figs. 6.10 and 6.11 for an equivalence ratio of 0.8, and 6.12 and 6.13 for an equivalence 
ratio of 1.0.  Figures 6.10 and 6.11 indicate that the spikes in the frequency spectrum and 
the RMS pressure were attenuated by more than 20 and 10 dB, respectively, at an 
equivalence ratio 0.8 when active control was applied.  Interestingly, this performance is 
significantly better than that predicted by the simulation.  A close examination of the time 
dependence trace of the pressure prior to and during active control, shown in Fig 6.11, 
may provide an explanation of the cause of this difference.  As discussed above, the 
pressure oscillations in the uncontrolled combustor appear to be more “coherent” than the 
oscillations excited by white noise in the simulation. Specifically, while the measured 
oscillations in the uncontrolled combustor display significant cycle-to-cycle amplitude 
variations, they don’t exhibit the occasional “necking” that characterizes the simulated 
resonator’s response to white noise forcing.  When ACS is on, the pressure oscillations in 
the combustor bear striking similarity to the simulated response of the combustor to white 
noise forcing shown in Fig. 6.5.  This similarity suggests that the ACS attenuates the 
“coherent” portion of the instability but has only limited effect on that part of the 





























Figure 6.10. A comparison of the spectra of the pressure oscillations measured in the 

































Figure 6.11. Time dependence of the measured combustor pressure in the presence 






























Figure 6.12: A comparison of the spectra of the pressure oscillations measured in 
































Figure 6.13. Time dependence of the measured combustor pressure in the presence 
and absence of closed loop active control when the equivalence ratio Φ=1.0.  
 
 Figures 6.12 and 6.13 describe the performance of the controller when the 
combustor operates at an equivalence ratio of 1.0.  Figure 6.12 indicates significant peak 
attenuation of approximately 20 dB of the spike in the FFT.  However, Fig. 6.13 shows 
that the time trace of the attenuated signal displays “beating” with relatively large 
amplitude.  The measured RMS attenuation in this case is about 50 percent.  It is 
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noteworthy that the FFT of the attenuated pressure shows small peaks around 360 and 
440 Hz, suggesting that at least part of the “beating” is due to excess gain in the 
controller, a well-known phenomenon that is discussed in [62].  Again, as when the 
equivalence ratio equaled 0.8, the actual performance of the ACS is significantly better 
than that predicted by the simulation. The discrepancy between the measured and 
predicted results suggests that random noise is not the sole cause of instabilities and that 
models of unstable combustors should include the effects of both white noise and a 
deterministic positive feedback model of the mechanism that drives the instability.   
 To examine the above suggestion, the gain on the positive feedback in the 
simulation was adjusted in a way that produces a simulated instability with “beating” 
behavior, which closely approximates that exhibited by the experimental data.  Next, the 
optimal gain that yielded maximum attenuation was determined by adjusting the gain 
until the peak in the predicted FFT spectrum was minimized.  Simulations of the FFT and 
time dependence of the uncontrolled and controlled combustor are shown in Figs. 6.14 
and 6.15. They show that the spike in the pressure spectrum and the RMS pressure are 
attenuated by 20 and 10 dB, respectively, in very good agreement the data measured in 
the tests with an equivalence ratio of 0.8.  These predictions were obtained with a 
combustor model that included white noise forcing and positive feedback driving that 
simulated the measured data.  An active controller that included the measured time delay 


























Figure 6.14. A comparison of the predicted combustor pressure spectra in the 
































Figure 6.15. A comparison of the predicted time dependence of the combustor 
pressure oscillations in the presence and absence of closed loop active control. The 





6.4 Summary  
 The dependence of the performance of an ACS on the time delay in the control 
loop, noise and the complex nature of the instability was investigated in a liquid fuel 
combustor.  The “beating” phenomenon exhibited by the pressure oscillations under 
controlled and uncontrolled operating conditions can be related to the presence of 
persistent driving by white noise.  The open loop response tests show that the combustor 
responds with a significant time delay to a command signal.  When the measured time 
delay is incorporated into a simulation of an actively controlled combustor that is forced 
by white noise, the controller attains very limited attenuation.  On the other hand, actual 
active control tests shows that the ACS performs much better than the simulation 
predictions suggest.  Nevertheless, the “beating” phenomenon persists in the pressure 
oscillations of the controlled combustor, suggesting that the presence of random noise 
and time delay limit the controller’s effectiveness.  This hypothesis is supported by the 
prediction of a simulation that accounts for the effects of both white noise excitation, 





CONCLUSIONS, APPLICATION AND RECOMMENDATIONS FOR 
FUTURE RESEARCH 
 
 This chapter describes the main findings of this thesis, the author’s perspective on 
application of these findings, and recommendations for future work in the areas that were 
investigated:  
o Experimental determination of combustor stability margin 
o Development and characterization of an adaptive controller for combustion 
instabilities 
o Controllability limitations due to system noise and time delay 
 
7.1 Combustor Stability Margin 
 
Chapter 3 presented a novel experimental technique that was developed for 
determining the stability margin of a combustor.  This method determined the gain and 
phase of the transfer function between the heat release and combustor pressure by 
measuring these two parameters under stable and unstable operating conditions.  By 
driving pressure oscillations using a siren, it was possible to determine the transfer 
function from pressure oscillations to heat release oscillations.  By driving heat release 
oscillations using the developed fuel injector actuator, it was possible to determine the 
transfer function from the heat release to the pressure.  Multiplying these two functions 
by one another provided an overall picture of the stability margin of the combustor for 
the frequency range studied.   
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A similar approach could be used on full-scale industrial gas turbine combustors 
for early detection of operating regimes where the combustor is likely to become 
unstable.  Such a predictive capability would allow the combustor to be redesigned in the 
early development stages to limit the susceptibility to observed pressure oscillations.  
Modifying a test rig to accommodate this experimental technique would require the 
following capabilities and present associated technical challenges:  
o Reliable acoustic pressure and heat release measurements -  Acoustic pressure 
measurements are routinely made by all gas turbine manufacturers and do not 
present a technical challenge.  On the other hand, making accurate heat release 
measurements in a full-scale high pressure industrial combustor is more 
challenging, due primarily to limited optical access and complex geometries of 
industrial combustors. 
o Capability to independently modulate the heat release and acoustic pressure – An 
actuator that was developed for generating heat release measurements over wide 
frequency and amplitude ranges was discussed in Chapter 2.  This actuator design 
can be scaled to modulate the fuel flow for generating the required heat release 
oscillations.  On the other hand, driving large amplitude acoustic pressure 
oscillations in a controlled manner is more challenging.  A scaled-up version of 
the siren that was used in these tests could be designed, but the high heat load of 
the exhaust gases would present a design challenge.  Another option would be to 
drive pressure oscillations in the combustor section directly by using an acoustic 
driver coupled with a horn or acoustic waveguide; however, this approach also 
presents technical challenges, including the design of such a device that can be 
driven over a wide range of frequencies for this harsh environment.  If such a 
device is developed, it must be implemented without substantially altering the 




Further development of this experimental technique could be performed by 
adding the capability to drive pressure oscillations over a range of pressure amplitudes.  
This enhancement requires an actuator (or siren) that independently controls the 
frequency and amplitude of the driven pressure oscillations, subject to the technical 
challenges described above.  Such an actuator would provide the ability to drive pressure 
oscillations in both the linear and nonlinear regimes for better overall characterization of 
the flame response.  There are also promising techniques for determining stability margin 
using passive measurements, without external forcing, e.g., [57].  The benefit of this 
approach is that no special actuators are required, thus making the hardware design 
challenges much more tenable.   
 
7.2 Adaptive Controller Development and Characterization 
 
 The second area investigated in this thesis was the development and 
characterization of a practical adaptive controller that utilizes a real-time observer.  The 
controller continually modulates the phase of a control signal that is used to damp the 
pressure oscillations in the combustor.  By measuring the system response to the control 
phase modulations, the controller continually calculates the direction in which the control 
phase needs to be adjusted to minimize the pressure oscillation amplitude in the 
combustor.  This method is more robust than the investigated online identification 
method which calculates the optimum control phase directly.   
 The controller algorithm was analyzed using a van der Pol model and its 
performance was investigated in a number of different experiments.  The controller 
parameters can be modified to maximize adaptation speed or to maximize damping with 
slower adaptation.  The controller can be configured to provide very rapid adaptation, 
with the following tradeoffs: 
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o Increasing the modulation frequency results in a lower correlation coefficient 
o Increasing the modulation amplitude results in damping penalty ~ 2θ/π 
o Increasing the adaptation step size results in damping penalty from overshoot 
 
 The developed adaptive controller has potential as a very useful feature on gas 
turbine engines.  It continually adapts to changes in operating conditions and handles 
rapid transient events (e.g., from a change in fuel composition) well.  The main challenge 
is to couple the controller with a capable and reliable actuator.  Two actuator designs 
have been demonstrated in the literature to provide sufficient actuation authority for use 
with industrial full-scale high pressure combustors, see [21, 59].  With the control 
authority thus demonstrated, the primary concern then becomes reliability.  An actuator 
that operates at 100-200Hz (typical frequency range for combustion instabilities in DLN 
combustors) will accumulate over 3 billion cycles in one year.  If the actuator fails at a 
critical time, the engine may trip or be forced to shutdown for actuator replacement.  
Concerns over reliability are the main reason that gas turbine manufacturers are reluctant 
to rely exclusively on active control systems for damping combustion instabilities.  
Instead, the preferred route is to pursue passive control design options that eliminate the 
need for active control. 
 However, active control would be highly beneficial in the development process.  
Delays in development due to unexpected combustion instabilities can be very costly, 
especially in the final stages of prototype development and testing.  Having an active 
control system available as a measure for risk mitigation could be a valuable investment 
for gas turbine manufacturers.  The developed adaptive controller may provide the 
necessary margin against combustion instabilities to allow the engine to meet its 
performance requirements while passive control options are developed. 
 Returning for a moment to actuator authority, there is another consideration as to 
how an actuator is connected to a combustion system.  The developed adaptive controller 
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would work well with either a “bolt-on” or “integrated” actuator.  The distinction 
between these two approaches is that in the “integrated” approach the combustor 
designers are planning on having an active controller with its actuator available at all 
times.  In the “bolt-on” approach, the active control system may be an afterthought or at 
least is not considered in the design of the combustor.  This distinction is important in 
how the fuel delivery system is designed.  In many gas turbine designs, the fuel nozzles 
are designed for a high pressure drop so that there is minimal feedback of the pressure 
oscillations into the fuel system.  Furthermore, the auxiliary systems (fuel control valves, 
piping, etc.) may be designed to operate near the maximum available fuel pressure from 
the supply line.  Inserting an actuator for active control into this fuel delivery system may 
not be very effective, depending upon the actuator design and the fuel system design.  For 
example, an actuator that is optimized for a large pressure drop may alter the 
performance of the fuel nozzle or limit the maximum fuel flow rate into the combustor.  
On the other hand, if the same actuator is integrated into the combustor design, it may be 
possible to design a less restrictive fuel nozzle that is optimized to include the actuator in 
its fuel delivery system.  In short, the fuel system design (and particularly the geometry 
between the actuator and the fuel nozzle) plays a critical role in the ability of the active 
control system to be effective at damping combustion instabilities. 
 Further development and optimization of the adaptive controller could be 
achieved in a few areas.  The controller presented in Chapter 5 uses phase modulation to 
determine the optimum control phase.  However, determining the optimum control gain 
should also be investigated.  One method for determining the optimum control gain is to 
set a target level for the pressure amplitude.  The control gain is then adjusted to meet the 
target value.  However, if this target pressure amplitude is beyond the controllability 
limitations of the system, then the gain should be optimized to provide the maximum 
controllability for the minimum control effort.  Since too much gain may destabilize the 
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system, it is important to consider this limitation also.  Some efforts in this areas have 
been pursued by Coker, et al. in [64]. 
 A second area for optimizing the adaptive controller is to use intelligent online 
adaptation of the control parameters.  For example, the adaptation step size or modulation 
amplitude could be modified as the controller approaches the optimum control phase or 
after the combustor has maintained a stable operating condition for some duration.  The 
intelligent online adaptation would enable maximum benefits of rapid adaptation and 
maximum damping while minimizing the tradeoffs between these competing 
requirements. 
 Finally, this adaptive controller is set to damp a single unstable mode of the 
combustor.  The developed observer is capable of detecting and controlling multiple 
modes simultaneously, but the adaptive control algorithm is presently designed to control 
only one mode at a time.  A useful extension of the current research would be to modify 
the adaptive controller to find the optimum gain and phase for simultaneous control of 
multiple unstable modes. 
  
7.3 Controllability Limitations 
 
 The sixth chapter presented a study of the limitations on controllability of an 
unstable system, regardless of whether adaptive or fixed-phase control is applied.  The 
predictions of a simple linear model were correlated with experimental results, indicating 
that the limit of controllability is affected by the amplitude of the noise in the unstable 
system.  It was shown that the characteristic “beating” or “peak-splitting” that is 
sometimes observed when active control is applied can also be attributed to noise and 
time delays within the unstable system.  The conclusion of this chapter was that there are 
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inherent limitations in controlling some unstable combustors, even when an “ideal” 
closed-loop controller is used. 
The research performed in this brief study of controllability limitations provided 
some insight into two important factors limiting the controllability of a system.  It would 
be interesting to further examine the relationship between pure feedback instability and 
noise-driven systems.  The model used in this study could be expanded to account for 
combinations of driving mechanisms that might be present in an industrial combustor.   
This area of study could also be expanded to include the actuator response 
characteristics, and the combustor response to different methods of fuel modulation.  
Presently, the preferred approach is to use sinusoidal modulation of the fuel flow at the 
same frequency as the combustion instability.  However, depending upon actuator design 
and capabilities, it may be more effective to use a duty cycle injection approach, similar 
to the method used in automotive injectors.  Some of the other cited authors have used 
automotive-style injectors in their research, and it would be beneficial to understand the 
impact of the actuation methodology on the controllability. 









REAL-TIME OBSERVER OVERVIEW 
 
The following overview of the developed real-time observer was provided by Dr. Yedidia 
Neumeier.  A detailed analysis of the observer algorithm is given in [25]. 
 
Theory 
The objective of the developed observer is to determine the real time dependence of the 
characteristics of the oscillations in the combustor. The notion real time means that the 
evaluation is carried over time interval comparable to that of the period of oscillations. 
This demand excludes the use of windowed FFT because it required a time window much 
larger than a single period.  Time localization can be achieved by Wavelet analysis.  
However, since we do not know in advance the frequencies of the oscillations we would 
have to use a large bank of wavelet functions.  To overcome these difficulties, the 
observer uses a pair of wavelet like, orthogonal functions whose time stretch scale is 
constantly and rapidly adapted in a feedback process.  
 
The developed observer assumes that the combustor oscillations are quasi-periodic, 
consisting of several modes whose frequencies are not necessarily harmonically 
arranged.  Accordingly, the measured unstable combustor pressure is expressed in the 
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 (A.2) 
The quantity )(tpi  is one of the K modes present in the combustor whose frequencies, 
iω , amplitudes iA , and phases, iφ , vary with the time. 
Given that; 
( )22 )()()(ˆ tCtStA iii +=  
( ))(/)(tan)(ˆ 1 tStCt iii −=φ  
(A.3) 
The observer approximates the modes' amplitude and phase by use of the following 

































The integrals in Eq.(A.4) are not “conventional” Fourier series integrals because their 
limits of integration, require the yet unknown, time dependent, period Ti, of the analyzed 
mode which in turn is one of the quantities to be determined by this analysis.  To deal 
with these issues, the developed observer employs a fast iterative (feedback) procedure 
that determine the unknown, time dependent, periods, of the unstable modes. 
To gain insight into the developed iterative solution procedure for the unknown 
frequency, assume that the pressure in Eq.(A.1) consists of single frequency, 1ω .  To 
determine the characteristics of this mode, we solve Eq.(A.4) assuming initially that the 
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unknown frequency equals an arbitrary frequency 2ω  different than the correct frequency 
1ω .  It can be shown (a proof will not be given here because of paper length limitation) 
that when the assumed frequency 2ω  is substituted into Eq.(A.4) and the calculated 
coefficients S and C (the subscripts of these coefficients are omitted in this discussion for 
convenience) are substituted into Eq.(A.3) and (A.2), the "reconstructed” time dependent 
solution obtained from Eq.(A.2) oscillates with the correct frequency 1ω , even though an 
“arbitrary” frequency, 2ω , was used in Eq.(A.4).  It can be further shown [25] that the 
calculated coefficients S and C vary periodically with time and that their time derivatives 




































Equations (A.5) can be used to obtain the correct frequency 1ω  from the calculated 



























The RHS of Eq. (A.6) consists of two terms. The first term is the current estimate of the 
frequency and the second one is a correction term.  In the case of pure tone oscillations, 
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full implementation of the correction term bring the estimated frequency to the correct 
value after one step.  However, with the presence of other modes and/or noise in the 
observed signal such correction to the frequency is not feasible.  Instead, we “filter” the 
correcting term so that each update is only partial.  Thus, the estimate frequency ω̂ at 


































2ˆ =T .  The choice of the filter time-constant τ  is such that the estimated 
frequency converges in n oscillation periods. 
The successive estimations of the frequency are used in the integrals (A.4) by substituting 
the estimated frequency iω̂  instead of the unknown frequency iω .  This procedure 
constitutes the feedback process of the observer; 
1. Estimate mode frequency 
2. Calculate the mode coefficients using the integrals (A.4) 
3. Update frequency using Eq.(A.7) 
4. Go back to step 1 
Assuming that the above described feedback process is stable, the converging time of the 
algorithm, is of the order of a single period of the oscillations.   
With the above described feedback process we could in principle implement the observer.  
However, the numerical effort that would be required to perform the integrals (A.4) at 
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each time step may be too large for real time processing.  Analysis by Markopoulos [25] 
showed however, that the integral equations (A.4) and the frequency Eq. (A.7) can be 
transformed into the following set of ODEs; 
 























































The integration of the set (A.9) requires only little effort compare to the solution of the 
integral Eqs.(A.4).  However, there are “strings attached to this deal”.  Although the 
solution of the ODEs(A.9) provide the correct mode’s frequency, it does not converge to 
the correct amplitude.  This happens because the amplitude calculation is sensitive to 
error in initial conditions.  To see that, consider a pure sinusoidal signal with frequency 
ω and assume that we start our calculation with 0=iS  and 0=iC  ωω =iˆ .  Because the 





dS ii which causes the solution to “stuck” at zero.  To mitigate 
this problem without too big a penalty in computation efforts we use a “frozen” solution 
to update the solution of the ODEs (A.9).  The solution is called “frozen” because it is 
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based upon the solutions of the integrals (A.4) with the lower limit of the integration 
constant (frozen) during a period of integration.  The procedure is done as follows.  First, 
we introduce two frozen variables is and ic .  The two states are obtained solving the 
following equations, which are the time derivative of Eq.(A.4) when the lower integration 

















Next we amend the mode’s coefficient equations (A.9) a,b as follows: 















The term LRt  in Eqs. (A.10) and (A.11) is the time of Last Reset (LR) and its use is as 
follows.  Starting with 0=LRt  we integrate (A.10), (A.11) and the frequency equation 
(A.9)-c until iLR Ttt ˆ≥−  at that point in time we perform the following reset 
ttLR = ; ii sS = ; ii cC = ; 0=is ; 0=ic  
 
After the reset is performed we resume the integration of the above equations until the 
next reset time.  The coefficients is and ic  that start at zero after the reset arrived at 
the true value once the cycle is completed and therefore they are used to update the value 
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of the coefficients iS and iC  which are continuously updated between resets.  This way 
we enjoy the instantaneous update and are protected from the error described above.  In 
this form the computation effort of the mode observation is equal to that required for 
integration of a fourth order system and thus is easily handled in real time. 
 
The discussion so far focused on observation of a single mode. As mentioned in the 
beginning of this section, the signal is assumed to consist of plurality of modes that are 
not necessarily harmonic.  Analytical solution that can predict the response of the 
developed observer to such a signal does not exist yet.  However, as will be demonstrated 
in the next section, when operating on multi mode signal the observer tends to “lock” 
itself on the dominant mode. If this mode is then reconstructed in time and subtracted 
from the original signal the resulted net signal that is now dominated by the next larger 
mode can be fed to an identical observer.  Thus, by successive feed forwarding process a 
set of observers can hierarchically identify the various modes in the signal.  Moreover, 
the feed forward process can be extended to include a feed back process in which the 
signal of the secondary modes are fully or partially subtracted from the input signal of the 
previous observer stages in order to “clean” it and allow a better primary mode 
observation.  Thus, the multi stage observer can work either in a feed forward mode in 
which only the more dominant modes are subtracted from the pressure signal to obtain 
the less dominant mode or in a feedback mode in which a fraction of the reconstructed 
secondary modes are used as well to "clean" the input signal to the more dominant mode 
observes.  All the technical details required for practical implementation of the above 
described observer can be found in the patent [65]. 
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The discussion so far did not address the observer stability.  Efforts so far [25] proved 
analytically the asymptotic stability in a case of a single mode input and single stage 
observer.  Indeed, an analytic stability proof for multi mode signal observation with 
random noise seems at that point beyond achievement.  However, extensive numerical 
investigation, whose results are discussed in the following section, showed fast 
convergence and good stability even in “hard cases” where two or more equally strong 
modes with close frequencies dominate the signal. 
 
Observer Performance 
First, we tested the observer on a synthetic signal.  The signal was a combination of two 
equally strong inharmonic modes with frequencies 230 and 370 Hz and 50% random 
noise.  It was constructed with the following formula; 









The observer consisted of three stages with 50% feedback.  This mean that the input to 
stage 1 was the raw signal (A.12) minus 50% of the reconstructed signal of the 2th and 
3th stages, the input to the second stage was the raw signal minus 100% of the 
reconstructed signal of stage 1 minus 50% of the reconstructed signal of stage 3 and the 
input to stage 3 was the raw signal minus the sum of 100% of the reconstructed signals of 
stage 1 and 2.  The partial, rather than full, feedback is used to ensure hierarchy in the 
observation process in which the first stage always converges the mode with the largest 
amplitude and the second and third stages converge to the two consecutive modes in 
decreasing order, respectively.  The factor n in formula (A.9)-c was set to 3 in all stages.  
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This mean a convergence time constant of about 3 periods of the observed frequency 
(meaning the frequency to which the observer converged).  The algorithm was performed 
with time step of 1/5000 sec. 
Figure A.1 shows the time dependence of the two observed frequencies both starting 
from an initial guess of 1000Hz, it clearly shows that the observed frequencies converged 
to the correct values.  Figure A.1 further shows that the two observed frequencies drop 
initially almost together reaching the vicinity of 370 Hz in about 20 milliseconds.  This 
converging rate is in agreement with the expected three periods time constant imposed by 
the setting of n=3 in Eq.(A.9)-c.  When the estimated frequencies reached 370 Hz the 
observer reach a singular point because the modes are of equal strength and either stage 
may converge to any of the two frequency.  Figure A.1 shows that the two stages started 
to converge to the first encountered mode at 370 Hz, however, after 5 msec one of the 
stages, (in this case it happened to be the second stage), continue in the convergence 
process toward the lower frequency mode.  The convergence from an initial estimate of 
1000 Hz shows that the observer has very large domain of attraction and the rejection of 
the singular point suggests that the observer only stable points are at the correct 
frequencies. 
Figure A.1 indicates that the second stage trace of the frequency of the 230 Hz mode is 
smoother than the 370 Hz mode observed by the first stage.  This is so because the output 
of the first stage is fully subtracted from the input to the second stage thus cleaning the 
input from traces of the 370 Hz mode while only 50% the output of the output of the 
second stage is subtracted from the input of the first stage thus leaving significant portion 
of the 230 Hz mode.  Finally, the signal reconstructed from the observed parameters of 
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the modes subsequent to convergence is shown in Figure A.2 together with the original 
signal.  The trace clearly shows that the observer rejected the noise and accurately 











































Figure A.2 Comparison between the noisy and two-modes reconstructed signals 
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Next, the ability of the observer to follow mode transition that was measured in an 
unstable gas rocket motor simulator is demonstrated [66].  The measured pressure signal, 
shown in Figure A.3, exhibited a transition from low to high frequency oscillations 
between .05 and .064 seconds.  This signal was analyzed with two feed forward stages 
observer without feedback, i.e., the input to the first stage consisted of the raw signal 
alone and did not include a feedback from the second stage while the output of the first 
stage was fully subtracted from the input to the second stage.  Figure A.4 shows the time 
dependence of the primary and secondary modes that were computed from the observed 
frequencies and coefficients.  Figure A.4 shows that the time dependence of the dominant 
mode, in the left frame, appears to be a nearly sinusoidal, and its period abruptly changes 
around .065 seconds. Examination of the secondary mode, shown in the right frame of 
Figure A.4, indicates that even during the initial dominance of the lower frequency mode 
the observer was able to trace the higher frequency mode.  Figure A.4 further indicates 
that the initially secondary high frequency mode becomes dominant at .067 seconds, at 
which point the low frequency mode reduced to secondary, low amplitude, low frequency 
residue.  The time variations of the calculated frequencies of the two observed modes are 
shown in the left picture of Figure A.5.  The frequency trace indicates that the observed 
frequency of the dominant mode changed from 650 to 1250 Hz. within only three 
milliseconds.  The transition time of three milliseconds agrees with the three periods time 
constant discussed above.  It is important to note that during the transition of the primary 
mode from low to high frequency, the secondary mode remained more or less unchanged 
and it dropped only after the transition of the primary mode was completed.  Finally, the 
right frame in Figure A.5 presents a comparison of the measured pressure oscillations and 
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those obtained by synthesis of the two observed modes.  It yet again confirms that the 
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Figure A.5 Observed frequencies of the two modes left and comparison between the 







ACTUATOR PERFORMANCE FOR FUEL FLOW MODULATION 
 
As described in Chapter 2, the actuator used for supplying fuel flow modulations to 
the combustor utilizes an Etrema magnetostrictive actuator.  The actuator gain and phase 
characteristics (supplied by the manufacturer) are shown in Fig. B.1.  These curves show 
the magnitude and phase of the impedance as a function of frequency.  With a resonance 
frequency of approximately 2600Hz, the electro-mechanical gain of the actuator is 
relatively constant over the range: 0 – 1000Hz, increasing dramatically between 1000-
2500Hz.  These curves indicate that the actuator can provide reasonably constant 
modulations of the reed valve position over a frequency band that is much greater than 
the unstable frequencies of interest, i.e., the unstable modes in the combustor which are 
typically 100-500Hz.  One important aspect of the magnetostrictive actuator 
characteristics is that the phase of the response function is relatively constant (+/- 10deg) 
over the range 200-2000Hz.  However, below 200 Hz there is a rapid phase change in 
actuator response.  This rapid phase change can have a significant impact on the ability to 





Figure B.1: Impedance characteristics of the Etrema AA140J025-ES1 actuator 
 
 
 Although the actuator has a high resonance frequency, and the response is 
relatively constant over the range of interest, the design of the reed valve for fuel 
actuation can also have a substantial impact on the actuation performance.  The true 
performance of the fuel injector actuator depends upon the attributes of the 
magnetostrictive actuator coupled with the injector.  After the fuel injector was designed, 
several tests were performed to determine how well it could modulate the heat release 
response, especially at higher frequencies ( >500Hz).  
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The tests were performed in a gas rocket setup designed for active combustion 
instability control experiments, as shown in Fig. B.2.  A water cooled pressure transducer 
was used to monitor the pressure response in the combustion chamber, and a 
photomultiplier (PMT) was used to measure the heat release response.  Computers for 
data acquisition and control are also shown in the setup. 
actuator
secondary  fuel injection
primary reactants injection
pilot and igniter
high bandwith  
flow meter
















Figure B.2:  Schematic of actively controlled gas rocket setup 
 
First, open-loop tests were performed to determine the frequency response of the 
combustion process to fuel flow modulations.  Of particular interest was whether heat 
release modulations could be observed at frequencies above 500Hz.  During these tests, 
fuel flow through the secondary fuel injector was modulated at specific frequencies up to 
800Hz.  Results from a typical experiment are shown in Fig. B.3.  The left frame shows 
the frequency spectrum of the measured heat release and the right frame shows the 
spectrum of the pressure.  It is clear from the heat release response (left) that large 
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amplitude heat release oscillations of 600Hz were easily driven by the actuator.  Notice 
that the driven oscillations were an order of magnitude higher than the heat release 
oscillations at the natural unstable frequency of 360Hz.   
Acoustic pressure oscillations at 600Hz were also detectable (right), although 
their magnitude was much smaller in relation to the unstable natural modes (360Hz and 
harmonics).  The difference between the response of the pressure and heat release can be 
explained as follows.  At the natural acoustic modes of the combustor, there is a large 
acoustic gain for small amounts of heat release.  A close look at the heat release (left) 
shows that there are small heat release peaks at the same frequencies as the natural 
acoustic modes.   At 600Hz, there is relatively little acoustic gain to amplify the effect of 
the heat release oscillations on the acoustic pressure.  Thus, the acoustic pressure is four 
time smaller at 600Hz, whereas the heat release input is ten times larger.  It follows that if 
the actuator modulated heat release oscillations at the natural unstable frequency of 
360Hz, it would be able to control the natural pressure oscillations (as long as the correct 














Figure B.3: Spectra of heat release rate measured by PMT (left) and acoustic 




In another set of open-loop tests, two different experiments were employed to 
determine the transfer function between the actuator command and the combustor 
response.  In the first experiment, a “long” combustor setup identical to the one shown in 
Fig. B.2 was used.  In the second experiment, a “short” combustor setup was used.  This 
experimental setup drove the natural frequency from 360Hz to over 1000Hz.  Thus, the 
experiments could be operated in a “sub-resonant” frequency range.  One limitation of 
the “short” combustor experiments was that the PMT had to be removed; in this case, 
only the pressure transducer was available for correlation analysis.  Fig. B.4 shows the 
transfer function in terms of gain and phase at various excitation frequencies obtained by 
the two methods.  Both methods produced the same transfer function, which confirmed 
that the heat release response to secondary fuel injection is independent of the combustor 
acoustic field. 
Note that the phase of the transfer function drops linearly as a function of 
frequency, and at a frequency of 800Hz is approximately equal to –360deg, which 
equates to a pure time delay of approximately 1.25 ms.  This pure time delay can be 
attributed to mechanical response of the fuel injector/actuator as well as the time required 






Figure B.4: Transfer function between actuator command and heat release obtained 
from radical radiation measurement with long combustor and pressure 
measurement in short combustor 
 
 After the gain and phase of the combustor response were determined using the 
open-loop test methods described above, these values were put into a lookup table.  This 
lookup table was then used in closed-loop tests to demonstrate the ability of the active 
control system to control the combustion instability.  Fig. B.5 shows the effect of closed-
loop control on unstable pressure oscillations in the gas rocket simulator.  In the top 
figure, the initially unstable combustor was exhibiting large amplitude pressure 
oscillations until approximately t = 0.1 sec, at which time the active control system was 
activated.  Once the control was activated, the 360Hz pressure oscillations quickly 
vanished.  The middle figure provides an indication of when the control was active.  
Once the 360Hz oscillations were mitigated, the controller stopped modulation of the fuel 
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valve.  The bottom figure shows the observed frequency of the pressure signal.  Until the 
pressure oscillations are removed at t=1.3 sec, the dominant frequency coincides with the 
first natural mode at 360Hz.  When the 360Hz component is mitigated (by active 
control), random noise is observed at various frequencies ranging from 500 to 1500Hz.  
At several times during the actively controlled period, the first harmonic (720Hz) 
appears, especially during the time between t = 0.22 – 0.25sec. However, this mode never 
organizes itself to become a large amplitude instability.   
 
 
Figure B.5:  Pressure oscillation control signal and observed frequency in the gas 
rocket simulator prior and after control implementation. 
 
 In summary, these experiments demonstrate the ability of the developed actuator 
to modulate fuel flow at frequencies of at least 800Hz.  In open-loop tests, heat release 
modulations were measured up to 800Hz, and in closed-loop active control tests, the 
modulation capability at 360Hz was sufficient to control unstable oscillations at this 





MEAN FUEL FLOW CONTROL 
 
To control the mean flow rate of fuel through the actuator, a DC control loop is 
included in the active control circuit, as shown in Fig. C.1.  This DC control loop serves 
two main purposes: a) compensate for thermal expansion of the magnetostrictive 
actuator, and b) compensate for “overdriving” that can occur when the fuel modulation 
amplitude is high, but the mean fuel flow rate is low. 
Figure C.2 illustrates the concept of overdriving, and the mean flow compensation 
that is required to correct for it.  In this illustration, a small amplitude control signal is 
initially applied to the actuator to control combustor pressure oscillations, thus resulting 
in mass flow fluctuations about the desired mean fuel flow rate.  At time t=0.02, the 
amplitude of the control signal is increased (e.g., to attenuate a growth in the unstable 
oscillations), but the mean position of the actuator remains constant.  Thus, the RMS 
amplitude of the fuel flow oscillations and the maximum flow rate during an oscillation 
period are increased.  However, when the control signal approaches its maximum 
negative amplitude, at t=0.32 the actuator closes completely, and the fuel flow rate equals 
zero for a portion of the control period.  When the actuator “bottoms out” in this manner, 
the result is slightly reduced RMS amplitude of the oscillations, and increased mean fuel 
flow through the actuator.  Therefore, a mean fuel flow compensator is required, as 








Mean Flow (DC) 
Controller 
Fuel supply Flowmeter AC loop 
DC loop 
 
Figure C.1. Mean flow controller used to maintain the desired mean flow rate 
through the actuator 
 
This compensator changes the mean actuator position to restore the mean flow 
rate of fuel through the actuator to the desired level.  In Fig. C.2, the DC flow controller 
was abruptly turned on at t=0.042.  However, during actual operation of the control 
system, the PI controller continuously adjusts the mean actuator position in order to 
minimize the error between the measured fuel flow rate and the desired flow rate.  For the 
actuator configuration described in sections 2.2 and 2.3, the mean actuator position was 
adjusted by providing a DC bias to the actuator current.  A similar FIA was also 
developed that used a servomotor-driven cam to change the mean position of the actuator 
for mean flow rate adjustments.  In both cases, a simple PI controller is used for 





















m_dot mean(m_dot) Actuator position Mean actuator position
Mean flow rate increases
due to "overdriving"
Mean flow compensation restores desired flow rate; 
slightly reduces driving amplitude
Actuator command Mean actuator position
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