Abstract-New bounds on the rate distortion function of certain non-Gaussian sources, with a proportionalweighted mean-square error (MSE) distortion measure, are given. The growth, g, of the rate distortion function, as a result of changing from a non-weighted MSE distortion measure to a proportional-weighted distortion criterion is analyzed. It is shown that for a small distortion, d, the growth, g, and the difference between the rate distortion functions of a Gaussian memoryless source and a source with memory, both with the same marginal statistics and MSE distortion measure, share the same lower bound. Several examples and applications are also given.
I. INTRODUCTION
The rate distortion function for Gaussian processes, as well as for certain non-Gaussian processes, with a mean-square error (MSE) distortion measure is well known (e.g. [1] - [4] ). In order to preserve signal's fine and more fragile features that might disappear under source coding that aims only at minimizing the mean-square error energy, Sakrison [5] suggested the following generalization on the MSE distortion measure to a class of weighted MSE distortion measures. Let 
In (2), (3) E( ) µ is the set of frequencies for which 2 X A(f ) S (f ) ≥ µ and c E ( ) µ is its complement.
The meaning of the result above is that the rate distortion function of the stationary time-continuous Gaussian source X with a weighted MSE distortion measure is equal to the rate distortion function with a regular (non-weighted) MSE distortion measure of a stationary Gaussian source Y with power spectral density
The frequency-weighted MSE criterion for time-continuous Gaussian sources is also employed in [6] - [8] with similar results. However, no results for a specific example of weighting transformation were given. In this paper we focus on a special form of weighted MSE distortion measure. A will be defined so that the condition 2 X A(f ) S (f ) equals a constant is fulfilled for each frequency f. This criterion will cause to the power spectral density of the (non-weighted) error signal, as a function of f, to be proportional to that of the signal source X, for each f.
Our new results will also apply to certain non-Gaussian sources.
In section II the rate distortion functions for stationary timediscrete, and for bandlimited time-continuous processes are analyzed. Bounds on the rate distortion function under the proportional-weighted MSE distortion measure, as well as asymptotic behavior for a small distortion d, are given. The case of unlimited-bandwidth, time-continuous sources is also treated. Proofs of main results are given in the appendix. This restriction will be removed in the end part of this paragraph. We denote the distortion n d between any sourcereconstruction words pair by
II. R(d) FOR STATIONARY SOURCES

A. R(d) for time-discrete stationary sources
In (5) 2 n i symbolizes the usual norm in the Euclidean n space 
where o(1) denotes a function that goes to zero as d goes to zero. 
Eexample 1: First-order Markov source
We consider a first-order Gaussian Markov source X which is characterized by an exponentially decaying memory (see [1, example 4.5.2.2]). For convenience we assume S=1. The power spectral density of X is given by: 
The "cost" in terms of source encoding rate required in order to reconstruct the data using a proportional weighted distortion MSE measure can now be seen. The following expression gives the growth, g, from the rate distortion (6) to the rate distortion (9), both with same d, for the Gaussian case
As it can be seen, depending on the memory decaying factor r, the growth of the rate varies between zero (memoryless source) and infinity. One can come to a similar conclusion in the case of nonGaussian sources, at least for small d. The generalized Shannon lower bound for the non-weighted MSE [1, 4.6.14], when expressed in terms of divergence, is given by
Therefore, for small d (7) yields
For
In [9] it was shown that for any time-discrete stationary Gaussian source with memory, the rate distortion R(d) satisfies
is the rate of the memoryless source * X with the same marginal statistics as X. Hence, the growth of the rate distortion function when passing from a non-weighted MSE criterion to a proportional-weighted criterion, and the growth of the rate distortion function when passing from a Gaussian memoryless source to a source with memory and with the same marginal statistics, share the same lower bound (for small d).
A generalization
Let us suggest another approach to the solution of the above problem concerning the proportional-weighted MSE distortion measure. Suppose we dictate in advance an error spectral density function that is proportional to the source power density, for each frequency f. Let 
By transferring coordinates to the principal axes 1 n (X ,..., X )
Therefore, the rate distortion function can be calculated by finding the minimum information rate between * * 1 n (X ,..., X ) and * * 1 n( X ,..., X ) , where
to the condition
The following expression for the rate distortion function in the Gaussian case is straightforward: 
B. R(d) for time-continuous bandlimited sources
The following theorem is a straightforward consequence of theorem 1. Its proof is given in the appendix.
where o(1) denotes a function that goes to zero as d goes to zero.
Corollary: Suppose that a source x with is passed to a destination through a white, band-limited Gaussian channel that possesses signal to noise ratio SNR, and shares the same bandwidth B as that of x. Then, even for the best source and channel encoders, and the best channel and source decoders
In particular, if the source is Gaussian
A numerical example: The minimum SNR that is required for the above Gaussian link in order to maintain a proportional distortion of 10% is 9 (9.5 dB).
Let us check the growth g of the rates when passing from a non-weighted MSE distortion to a proportional-weighted MSE distortion. Bounds on the rate distortion function of nonweighted, time-continuous stationary bandlimited source were given in [1, (4.6.46)]. The lower bound when expressed in terms of divergence rate and the power density function X (f ) Φ of the sampled process X, is in the following form:
Then, from (17) and (20), for small d
Again, comparing (21) with the difference between the rate distortion function of a discrete-time Gaussian source and its memoryless equivalent with the same marginal statistics [9] , one can come to the following conclusion:
The growth g for small d is at least the difference between the rates of the sampled discrete-time Gaussian source with power density function X (f ) Φ and its equivalent memoryless, multiplied by minus B. 
C. R(d) for time-continuous, infinite-bandwidth sources
The rate (28) is smaller than that of (27) for a small d.
III. APPENDIX
Proof of theorem 1. The asymptotic behavior (28) follows from [4, (27) , c=1, r=0].
