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Ht  Čas neaktivnosti registra Ri 
tHunc Čas negotovosti za čas neaktivnosti 
Ri
St  Postavitveni čas registra Ri 
tSunc Čas negotovosti za postavitveni čas 
tREC Čas obnovitve asinhronega signala glede na urin signal 
tREM Čas odstranitve asinhronega signala glede na urin signal 
tSLACKij Preostanek časa na podatkovni poti Ri~Rj v eni periodi ure (ang. slack time) 
Cij Kombinacijska logika med registroma Ri in Rj 
Ri Register i 
Cki Urin signal registra i v k-tem ciklu 
TCP Perioda urinega signala 
tcki Začetek urinega signala na registru i 
∆C Nestabilnost periode urinega signala (ang. clock jitter) 
ij
PD  Podatkovna zakasnitev med urinim vhodom Ri in izhodom Rj 
Cij
QDD  Podatkovna zakasnitev kombinacijske logike  
TSkew Časovni zamik med urinimi signali vseh registrov 
Ri
CQD  Zakasnitev registra i med urinim signalom in podatkovnim izhodom 
t Časovna zakasnitev zakasnilne celice 
tBUFF Časovna zakasnitev gonilne celice 
Ptotal Celotna poraba moči 
CL Kapacitivnost bremena 
VDD Napajalna napetost 
V Vozlišče 
E povezava 
B Zgornja pasovna širina matrike 
deg Stopnja matrike 
deg - Vhodna stopnja matrike 




AD Usmerjena matrika sosednosti 
DC Matrika z začetno razporeditvijo urinega signala 
DP Usmerjena matrika sosednosti z zakasnitvami na podatkovni poti 
Ddp Matrika ostanka časa na podatkovni poti po serijski razporeditvi ure 
Dfp Matrika ostanka časa na povratnih vezavah 
DBmax Število možnih gonilnih celic na podlagi podatkovne poti 
DBud Razlika med številom možnih gonilnih celic in serijsko distribucijo 
tSLACK Matrika časov neaktivnosti na podatkovnih poteh 
tH Matrika s časi neaktivnosti 
tS Matrika s postavitvenimi časi 
CMPC Matrika konstant večcikličnih poti v vezju 
CFP Matrika lažnih poti v vezju 
DMCP Matrika večcikličnih poti 
tGC Čas zakasnitve celice za izklapljanje urinega signala 
  
Pregled nekaterih strokovnih izrazov 
XI 
 
Pregled nekaterih strokovnih izrazov 
Nekateri strokovni izrazi imajo v splošnem lahko več pomenov. V nadaljnjem navajamo opis 
privzetega pomena, ki je uporabljen v pričujočem delu. 
 
Slovensko Angleško Pomen 
postavitveni čas setup time Čas prisotnosti podatka pred preklopom ure 
čas neaktivnosti hold time Čas prisotnosti podatka po preklopu ure 
čas odstranitve removal time Čas prisotnosti asinhronega vhoda po preklopu ure 




time Čas nedoločenosti zaradi prehodnih pojavov 
nestabilnost ure clock jitter nestabilnost v periodi ure 
zakasnilni čas propagation delay 
Zakasnitev signala na poti preko logičnih elementov 
brez vpliva ure 
zamik ure clock skew Časovni premik signala ure glede na njegov izvor 
preostanek časa  slack time Čas neaktivnosti na podatkovni poti v eni periodi ure 
register register Pomnilno vezje na osnovi preklopa signala ure  




register Register sestavljen iz dveh zaporednih registrov 
držalo latch Pomnilno vezje brez signala ure 
gonilnik buffer Ojačevalnik logičnega signala brez funkcije pomnjenja; lahko ima privzeto funkcijo negiranja 
moč izhoda fanout Pove koliko vrat lahko priključimo na izhod, ne da bi pokvarili predpisan naklon izhodnega signala 
plazeči tok leakage current 
Tok puščanja tranzistorja (podpragovni tok in tok PN 
spoja) 
prevajalnik compiler Prevajalnik iz višje nivojskega opisa na opis s standardnimi celicami 
večciklična  pot Multi cycle path Podatkovna pot obdelana v več kot eni periodi ure 








Seznam uporabljenih kratic 
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Seznam uporabljenih kratic 
ASIC Application-specific integrated circuit 
ATPG Automatic test pattern generation 
BDD Binary decision diagrams 
BMP Bandwidth minimization problem 
CAD Computer-aided design 
CIC Cascaded integrator–comb 
CML Current Mode Logic 
CMOS Complementary metal–oxide–semiconductor 
CS-CMOS Current Steering CMOS 
DFT Design for test 
DSP Digital signal processing 
EDA Electronic design automation 
FF Flip-flop 
FP False paths 
FSM Finite state machine 
GA Genetic Algorithm 
GC Gated clock 
GPS Gibbs-Poole-Stockmeyer 
LSSD Level-sensitive scan design 
MCML MOS Current Mode Logic 
MCP Multi-cycle paths 
MODR Minimum out degree reordering 
MSL Master slave latch 
MSSL Master slave slave latch 
NLDM Non-Linear Delay Model 
PFSCL Positive Feedback Source Coupled Logic 
RCM Reverse Cuthill-Mckee 
RTL Register-transfer level 
SAT propositional satisfiability 
SCL Source-Coupled Logic 
SDC Synopsys design constraints 
STA Static timing analysis 





   Sinhrona vezja, sintetizirana s standardnimi orodji, povzročajo velike konice napajalnega 
toka zaradi velikega števila sočasnih preklopov ob aktivnem prehodu urinega signala. To 
lahko povzroča presluhe, lokalne padce napetosti in nihanja na napajalnih žicah. Pri izdelavi 
preciznih mešanih sistemov to prestavlja velik problem zaradi motenj v delovanju 
nizkošumne analogne elektronike, ki je integrirana skupaj z digitalnim procesorjem signalov. 
V takšnih sistemih digitalna vezja večinoma vsebujejo različne filtre, pogosto z velikimi 
podatkovnimi besedami z dolžino preko 32 ali več bitov. Po drugi strani je hitrost pretoka 
obdelanih podatkov relativno nizka zaradi fizičnih omejitev analogne elektronike in 
senzorjev. V velikem številu sistemov na osnovi kemičnih ali elektro-mehanskih senzorjev ( 
MEMS) je izhodna pasovna širina podatkov z decimacijo omejena do ~150 Hz. Posledica tega 
je zelo veliko razmerje med amplitudo konice napajalnega toka in povprečno porabo 
digitalnega vezja, kar prestavlja lepo možnost za zmanjševanje preklopnega šuma na osnovi 
razporejanja urinega signala. Orodja za sintezo v tem smislu ne nudijo skoraj nobene podpore, 
saj so v celoti usmerjena v optimizacijo hitrosti, porabe moči in površine vezij. Naše delo je 
zato usmerjeno v zmanjševanje konic napajalnega toka z dodatnimi ukrepi, ki jih lahko 
uporabimo ob sodelovanju s standardnimi orodji za sintezo digitalnih vezij. 
   V uvodnem poglavju je vključena kratka prestavitev znanih metod za odpravljanje 
preklopnega šuma. Prikazane prednosti in slabosti so odvisne od ciljev katerim sledimo pri 
izdelavi določenega sistema. V našem delu izhajamo iz predpostavke, da je hitrost obdelave 
signalov manj pomembna kot preklopni šum, ki nastaja zaradi istočasnih preklopov. Prav tako 
se omejimo izključno na tehnologijo CMOS, ker pri nizki hitrosti obdelave signalov omogoča 
najmanjšo porabo moči. V teh okoliščinah se najbolje izkaže metoda zamikanja urinega 
signala, kateri posvetimo pozornost v nadaljevanju poglavja. Prikazana problematika se izraža 
predvsem v potrebi po velikem številu zakasnilnih elementov in velikem številu potencialnih 
časovnih kršitev.  
   V drugem poglavju podrobneje predstavimo zamikanje urinega signala in predlagamo 
rešitve prikazanih problemov. Za praktično uporabo je potrebno najprej rešiti problem 
kopičenja zakasnilnih celic, ki povzročajo povečanje porabe moči. Rešitev omogoča uporaba 
gonilnih celic signala ure v notranjosti registrov. Pri serijski razporeditvi signala ure vemo, da 
je signal na izhodu gonilnika obremenjen samo z enim vhodom (v naslednji, serijsko 
krmiljeni register), tako da lahko gonilnik v notranjosti registra uporabimo tudi kot gonilnik 




strmine urinega signala znotraj registrske celice, posledično pa izločimo vse zunanje 
gonilnike ure, ki sicer lahko predstavljajo tudi do 30% porabe moči vezja. Za odpravljanje 
časovnih kršitev v vezju, ki nastanejo zaradi serijske razporeditve urinega signala, uporabimo 
latenčne registre, ki zakasnijo izhodni podatek za polovico periode ure. Ker taki registri 
porabijo več moči od navadnih registrov je smiselno njihovo število zmanjšati na najmanjše 
možno. Glavni namen tega dela je zato optimizacija števila latenčnih registrov ob 
predpostavki, da signal ure potuje serijsko v eni ali v večjem številu vej in pri tem zagotavlja 
sinhrono delovanje vezja brez časovnih kršitev. 
   V tretjem poglavju je opisana optimizacija razporeditve urinega signala, ki temelji na 
minimalni uporabi latenčnih registrov. Za primerno matematično obdelavo je najprej 
analiziran matematični model sinhronega digitalnega vezja. Nato so predstavljene razne 
metode za optimalno razporeditev urinega signala. Predlagani optimizacijski problem je 
zaradi svoje specifičnosti mogoče prevesti v zmanjševanje zgornje pasovne širine matrike 
sosednosti. Ta je dosti hitrejši od klasičnih načinov, ker ni potrebno računanje časovnih 
razmer ob vsaki iteraciji. Iskanje rešitev smo dosegli na več načinov. V prvem načinu 
predlagamo algoritem za zmanjševanje pasovne širine na osnovi najmanjše stopnje vozlišča, 
tako da algoritem deluje samo na zgornji trikotni polovici matrike. Z uporabo genetskega 
algoritma dosežemo bistveno boljše rezultate na račun daljšega časa iskanja optimalne rešitve. 
V tretjem načinu smo iskali rešitev za sintezo s tehniko izklapljanja urinega signala na osnovi 
genetskega algoritma. Prestavljena je tudi uporaba algoritma z upoštevanjem znanih 
večcikličnih poti, s katerimi sprostimo časovne omejitve v vezju in je mogoče razporejanje 
urinega signala preko več ciklov. Na koncu je predstavljena tudi možnost uporabe predlagane 
metode pri vezjih z vgrajenimi testnimi strukturami.  
   Četrto poglavje opisuje vključitev predlaganih algoritmov v standardna načrtovalska orodja. 
Uporaba načrtovalskih orodij je zelo pomembna, saj vsebujejo razne analizatorje za 
preverjanje časovne ustreznosti in funkcionalnosti vezja in omogočajo prenosljivost 
rezultatov. Posebne izvedbe celic smo zato ustrezno karakterizirali in vključili v knjižnice na 
osnovi standardnih zapisov, kot so HDL model v jeziku Verilog, časovni model NLDM in 
datoteka s fizičnim opisom LEF. Izdelali smo tudi generator matrike sosednosti, ki posreduje 
vse potrebne podatke za izvajanje optimizacijskih algoritmov. Pri običajni uporabi orodij 
namreč vsi podatki iz notranjih podatkovnih struktur niso dosegljivi in jih moramo dosegati 
posredno, s pomočjo ukaznega jezika TCL.  
   V petem poglavju smo predstavili primerjalne rezultate tokovnih konic med različnimi 




ISCAS99. Eno izbrano vezje smo tudi podrobno analizirali ter opisali optimizacijski postopek 
z vmesnimi rezultati. 
Ključne besede: serijsko drevo urinega signala, sinteza z izklapljanjem ure, matrika 























































     Synchronous digital circuits implemented by standard synthesis tools are known to 
produce large current spikes due to simultaneous switching of registers, activated by the 
global clock. Voltage fluctuation on supply lines is of particular importance in high-precision 
mixed systems, where the need for low noise comes together with large data words, typically 
32 bits or more. On the other hand, the processing speed is usually low, dictated by physical 
limitations of analog circuits and sensors. Many precision systems and data logging systems 
based on chemical or micro-electromechanical (MEMS) sensors have output data rates below 
150 Hz, since the measurement results are highly filtered with the decimation process. As a 
consequence, the ratio of the peak supply current over the average value may be very large, 
indicating the feasibility of trading the circuit speed for the mitigation of switching noise. 
Synthesis tools put most effort into the optimization of speed, power, and area. When it comes 
to the switching noise minimization, they do not provide much support, and we have to apply 
additional design measures. 
   In the first section we present the background and overview of known methods for 
switching noise reduction in digital circuits. With the assumption of low processing speed and 
low-power operation, we limit further discussion to the CMOS technology. In given 
circumstances, the serial clock distribution method is accepted as the most suitable to 
implement large switching noise reduction factors. The main problems, identified as power 
loss due to redundant switching, increased number of the registers, and potential timing 
violations are identified and left to be solved in the continuation of the work.  
A detailed description of serial clock distribution and suggested solutions for presented 
problems are shown in Section 2. In terms of power consumption, it is not economical to 
place delay buffers in front of every register cell. Considering that all clock buffers in the 
serial clock tree drive equal loads and that the loads are small, we propose to replace the clock 
delay buffers by register-internal clock buffers. The standard, minimum clock skew tree is 
therefore eliminated, enabling a large power saving (up to 30% power consumption of the 
circuit), in combination with the peak supply current reduction. If the clock period is not the 
limiting factor, then the timing solution can be assured by the application of shadowed 
registers. The data processing time is reduced to half of the clock period, while the other half 
remains to be used for serial clock distribution. Since shadowed registers consume more 
power and area than standard registers, we tend to replace as many shadowed registers with 




therefore to minimize the number of shadowed registers, provided that the clock is serially 
distributed in one or more branches without timing violations. 
   In the third section we describe the optimization of the clock signal distribution based on the 
minimal use of shadowed registers. First, we introduce the general synchronous timing model 
for further mathematical processing. The given optimization problem is translated into the 
bandwidth reduction of the upper triangular part of the circuit adjacency matrix. This 
approach is much faster than other methods relying on iterative static timing analysis (STA). 
Still, heuristic approaches are required due to the algorithm complexity. In the continuation 
we investigate the bandwidth reduction in three directions. In the first approach we apply the 
minimum out-degree reordering, which turns out to be applicable only to small circuits with 
up to ~50 nodes. Better results, at the expense of longer computation times, are obtained with 
the genetic algorithm (GA) used in the second approach. Finally, in the third approach we 
upgrade the genetic algorithm to implement the serial clock distribution in combination with 
the gated clock synthesis. All presented algorithms are supplemented with necessary steps to 
accept timing relaxations given by the known multi-cycle. The section ends with the 
discussion of compatibility issues related to the serial clock distribution in the design-for-test 
(DFT) environment. 
   The integration of the presented methods with standard design tools is presented in Section 
four. This important step puts to work various analyzers for circuit timing and functionality 
verification. Nonstandard cells are therefore characterized and included in the standard 
library, using common descriptions, such as Verilog HDL model, NLDM time model and 
LEF. With the help of standard design tools, we also create different data matrices containing 
parameters for the proposed optimization algorithms.  
   In the fifth section, we present comparative results of supply current spike simulations in 
different synthesis cases. Our optimization methods have been verified on several standard 
test circuits from the ISCAS89 and ISCAS99 family. Detailed circuit analysis with 
intermediate results of one selected circuit is presented for illustration. 
Key words: serial clock tree, gated clock synthesis, adjacency matrix, reordering algorithm, 






Pri načrtovanju ASIC/VLSI sistemov posvečamo veliko skrb zanesljivosti in visoki 
zmogljivosti ob najnižji možni ceni izdelave. Zaradi stalno naraščajoče kompleksnosti in 
hitrosti digitalnih sistemov se vedno bolj uveljavlja tudi zahteva po manjši porabi moči, 
manjšemu preklopnem šumenju in zagotavljanju kvalitetnega napajanja.  
   V našem delu se posvečamo minimizaciji preklopnega šuma, ki je pomemben dejavnik za 
delovanje mešanih ASIC vezij. Občutljivo analogno vezje, izdelano skupaj z digitalnim 
vezjem na istem substratu mora biti čim manj moteno z zunanjimi dejavniki, kot je recimo 
preklopni šum. Sinhrona digitalna vezja temeljijo na tem, da se stanja menjajo sočasno ob 
določeni fronti urinega signala. Sočasni preklopni pojavi povzročajo visok preklopni šum, ki 
lahko v veliki meri vpliva na zmogljivost analognih sklopov in tudi na zanesljivost samega 
digitalnega vezja. Hitrejša vezja potrebujejo tudi vse večje preklopne tokove, kar povzroča 
velika Ldi/dt in IR nihanja napetosti na napajalni mreži ter s tem povezane težave zaradi 
elektro-migracije. Ti problemi hitro privedejo do predimenzioniranja napajalnih žic in 
uporabe večjega števila napajalnih priključkov, kar pa poveča ceno izdelave.  
   V našem delu bomo predstavili nadaljevanje dela na osnovi že objavljene metode v 
navedeni literaturi [1], [2], [3], [4], [5] in [6], ki se ukvarja z zamikanjem ure na sekvenčnih 
vezjih. Preklopi, ki se v regularnem sekvenčnem digitalnem vezju dogajajo istočasno, se ob 
uporabi zamikov ure ustrezno razporedijo v času. Posledica tega je zamik tokovnih konic na 
napajalnih žicah, ki se ustrezno zmanjšajo. Pomanjkljivost te metode je v tem, da imamo za 
takšno razporejanje na razpolago le en urin cikel, če ne poznamo večcikličnih poti. Ker smo 
omejeni s periodo ure in ker imajo zakasnilne celice končno zakasnitev je metoda bolj 
uporabna pri nižjih kot pri višjih frekvencah. Poleg omejitve hitrosti takšno razporejanje lahko 
povzroči tudi nepravilno delovanje digitalnega vezja in ponavljanje prehodnih pojavov. Kadar 
je zakasnitev ure med sosednjima registroma večja od zakasnitve kombinacijskega vezja med 










1.1 Metode za zmanjševanje preklopnega šuma v digitalnih vezjih 
   Prve raziskave o zmanjšanju tokovnih konic ob preklopih z uporabo zamikanja ure segajo v 
90 leta prejšnjega stoletja z objavo člankov [1] in [2]. V teku let je sledilo nadgrajevanje z 
izboljšanimi algoritmi za razporejanje ure [3], [4] in [7] ter uporabo glavni-podrejeni (ang. 
master-slave) registrov za reševanja problema dolgih zamikov ure [8], [9].  Problematiko 
napajalnega šuma so reševali tudi z drugimi pristopi, na primer z razporejanjem preklopov na 
obeh frontah signala ure [10], [11], [12], [13]. Veliko je tudi objav, kjer rešujejo problem 
napajalnega šuma z uporabo ločilnih (ang. decoupling) kondenzatorjev [14], [15], [16] ali 
aktivne induktivnosti [17], [18]. Pomembne so tudi rešitve na osnovi tokovne logike CML. V 
naslednjih odstavkih predstavljamo nekatere značilnosti predlaganih rešitev iz literature. 
1.1.1 Zamikanje urinega signala 
   V [1] je predstavljena uporabnost zamikanja urinega signala na n-bitnem pomikalnem 
registru (Slika 1.1), ki prepreči sočasno preklapljanje na začetku aktivne fronte ure. Preklope 
razporedimo po celotni periodi ure in s tem veliko konico napajalnega toka razporedimo na 
več manjših, časovno zamaknjenih konic. 
FF1 FF2 FFi FFn-1 FFn
CLK1
CLK2 CLKi CLKn-1 CLKn  
Slika 1.1: n-bitni pomikalni register z zamikanjem urinega signala [1] 
V takšnem primeru je lahko tokovna konica zmanjšana za faktor n pri enaki periodi ure. 
Predstavljen algoritem minimizira tokovne konice tako da izračuna zamik ure za vsak Flip-
Flop (FF) in hkrati zadosti pogojem časovnih omejitev v vezju [1]. Če periodo ure razdelimo 
na n delov, lahko vsakemu FF priredimo eno binarno vrednost v naboru n binarnih 
spremenljivk (Si0…. Sin-1). Sij je enak 1 le takrat, ko je celo število i zamika ure enako celemu 















   (1.1.1) 
Graf takšnega vezja ima linearne časovne omejitve, zaradi česar je v algoritmu uporabljena 
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Vsak izraz v oklepaju predstavlja čas v katerem FF preklaplja. Neenakost na levi varuje pred 
statičnimi napakami kombinacijske logike, neenakost na desni omogoča dosti časa za 
napredovanje podatka od i-tega FF do j-tega FF. 
   Opisano metodo so uporabili po postavitvi digitalnih celic in globalnem fizičnem 
povezovanju [1]. Dobljene ocene zakasnitev so uporabili za nadaljnje podrobnejše fizično 
povezovanje. Algoritem so testirali na več referenčnih vezjih in dosegli do 50% manjše 
tokovne konice. Izjema je bil pomikalni register pri katerem so pokazali tudi do 80% 
redukcijo. Omenjena je bila tudi možnost zamikanja ure na FF z uporabo hevrističnih metod, 
ki je bila nato objavljena v [2]. Ker je v splošnem digitalnem vezju relativno veliko število 
FF, je nesmiselno pred vsakega postaviti zakasnilno celico (gonilnik ure), ker bi s tem 
prekomerno povečali porabo moči. Da se približamo povprečni porabi referenčnega vezja s 
standardno sintezo moramo uporabiti približno enako število zakasnilnih celic v urinem 
drevesu. To je omogočil algoritem predstavljen v [2], kjer so dosegli do 30% manjše tokovne 
konice pri približno enakem povprečnemu toku v vezju. Nato so bili predstavljeni še podobni 
izboljšani algoritmi razporejanja urinega signala, vendar bistvenih izboljšav na tej osnovi ni 
bilo [3], [7], [19], [20]. Problem zamikanja ure pri vezjih s povratnimi zankami, je lažje 
rešljiv na osnovi članka [8], [9], ki v takšnih primerih predlaga uporabo latenčnega registra z 
zakasnitvijo kritičnih FF za polovico periode ure. S tem se je pokazala možnost uporabe 
razporejanja ure ne glede na vrsto vezja (avtomati). 
  Sorazmerno z manjšanjem dimenzij v sodobnih tehnologijah se veča kompleksnost vezij in s 
tem tudi tokovne konice. Te niso problematične samo za analogna vezja na istem substratu 
ampak tudi za digitalno vezje samo. Pri vezjih v submikronskih tehnologijah, kjer je napajalna 
napetost relativno majhna, lahko takšni napajalni sunki v veliki meri zmanjšajo napetost 
digitalnim celicam na kritičnih mestih in povzročijo napačno delovanje vezja. Poleg tega 
visoke tokovne konice pospešujejo elektro-migracijo, kar zmanjša življenjsko dobo vezja. 
Pokazano je bilo na primer, da lahko napajalni šum velikosti 0.1V  povzroči do 80% variacijo 




predvidevanja takšnih variacij lahko povzroči napačno delovanje vezja. Ker se vezja 
projektirajo za vedno višje frekvence se hkrati iščejo tudi nove možnosti za zmanjševanje 
konic napajalnega toka.  
1.1.2 Izkoriščanje obeh front urinega signala 
   K preklopnemu šumu poleg FF prispeva v veliki meri tudi drevo ure. V ASIC digitalnih 
vezjih je lahko drevo ure sestavljeno tudi iz nekaj tisoč urinih gonilnikov. V delu [10] 
predlagajo uporabo različnih polaritet signalov na urinih gonilnikih, tako da dosežejo 
približno enako število preklopov na obe fronti urinega signala. Idejo najbolje ilustrira Slika 
1.2 [12]. 
(a) (b)  
Slika 1.2: Vsi gonilniki v primeru a) imajo pozitivno polariteto in preklapljajo istočasno, 
medtem ko v primeru b) polovica preklaplja s pozitivno in polovica z negativno polariteto 
[12] 
Slika 1.2 a) prikazuje, ko se vsi urini gonilniki v drevesu ure prožijo na isto fronto urinega 
signala, v drugem primeru (Slika 1.2 b)) pa polovica ob pozitivni in polovica ob negativni 
fronti. V b) primeru registri in ostala logika ne črpajo napajalnega toka istočasno ampak v 




(a) (b) (c)  
Slika 1.3: Napajalni šum pri isti polariteti a), b) in pri nasprotnih polaritetah urinih 
gonilnikov c) [12] 
 Z uporabo različnih tipov (pozitivno in negativno proženi) FF, lahko izkoristimo obe fronti 














Logični signal Logični signal
Urin signal Urin signal
(a) (b)  
Slika 1.4: Primer z pozitivno proženimi FF a) in z uporabo negativno proženih FF b) [12]. 
Slika 1.4 prikazuje uporabo negativno proženih FF s katerimi ne vplivamo na časovne 
omejitve vezja. Za učinkovito odstranjevanje preklopnega šuma je pomembna tudi pravilna 
postavitev inverterjev in gonilnikov v drevesu ure.  
Izvor
 
Slika 1.5: Trije različni načini sintetiziranja drevesa ure z nasprotno polariziranimi gonilniki 
ure [12]. 
Če sta invertirani veji urinega drevesa prostorsko ločeni med seboj, kot prikazuje Slika 1.5(a) 
ne dosežemo želenega rezultata, kajti lokalno (osenčena področja) se še vedno pojavljajo 
velike tokovne konice, ki bremenijo napajalno mrežo. Edino območje, kjer bi se čutile manjše 
tokovne konice je področje med obema vejama drevesa ure. Zato je bilo predlagano v [10], da 
invertirani veji pomešamo med seboj po celotnem prostoru, kot prikazuje Slika 1.5 (b). V tem 
primeru res zmanjšamo preklopni šum, vendar znatno povečamo dolžino žic drevesa ure. 
Pokaže se, da je sintetiziranje dveh ločenih vej ure neučinkovito za odpravo lokalnega 
preklopnega šuma. V [12] je predlagana fina postavitev polaritet urinih gonilnikov na že 
obstoječem drevesu ure, kot prikazuje Slika 1.5 (c). S tem dosežemo manjšo dolžino žic 




   V povezavi z opisano metodo je bilo objavljenih več podobnih orodij, ki samodejno 
obračajo polariteto urinih gonilnikov po specifičnih algoritmih v drevesu ure [10]–[13]. 
Poročajo o 46% do 50% zmanjšanju tokovnih konic. 
1.1.3 Uporaba premostitvenih kondenzatorjev 
   Premostitveni kondenzator (DECAPs) med napajalnima žicama zagotavlja lokalni naboj ki 
zmanjša hitre tokovne prehode med napajalnima žicama. Manjše kapacitivnosti so že naravno 
prisotne na napajalni mreži v ASICu zaradi kapacitivnosti med metalnimi žicami, na 
tranzistorjih ter med različnimi difuzijskimi plastmi (ang. n-Well) in substratom. Vendar so te 
kapacitivnosti relativno majhne in ne morejo bistveno zmanjševati velikih tokovnih konic 
digitalnih vezij. V [22], [23] so predlagali algoritem za zmanjšanje preklopnega šuma s 
pomočjo premostitvenih kondenzatorjev v dveh korakih: predvidevanju kritičnih lokacij sledi 
ustrezno popravljanje. Pred postavitvijo celic, določijo preklopni šum vsake celice na osnovi 
ocene frekvence preklopov in verjetnosti, da bodo postavljene blizu skupaj. Če se na primer 
celica s pogostimi preklopi nahaja v bližini celic z manj preklopi, se ne pričakuje škodljivih 
posledic zaradi preklopnega napajanja. Na osnovi takšnih predvidevanj preklopnega šuma 
dodajo premostitveni kondenzator, kjer je to potrebno. Od tega koraka naprej uporabijo 
standardno orodje za postavitev celic in naredijo močnostno analizo na napajalni mreži. Na 
podlagi te analize algoritem določi površino kondenzatorja in ga prestavi na najbolj kritično 
točko, da zmanjša preklopni šum na minimum. Algoritem za določanje površin temelji na 
linearnem programiranju. Eksperimentalni rezultati pokažejo da s tako metodo dosežejo do 
15% boljše rezultate kot pri običajni postavitvi premostitvenih kondenzatorjev. 
   Zunanji in notranji premostitveni kondenzatorji se v sodobnih sistemih zelo pogosto 
uporabljajo za odpravljanje preklopnega šuma, vendar takšen način lahko doda še druge 
komponente napajalnega šuma. Ena od dominantnih komponent je resonančni napajalni šum, 
ki se nahaja v osrednjem frekvenčnem pasu (običajno v področju 50-300 MHz). Resonanco 
na napajalni mreži povzroči induktivnost priključnih žic iz ASICa na ohišje (ang. bondov) in 
kapacitivnost premostitvenih kondenzatorjev [16]. Slika 1.6 prikazuje poenostavljen model 
















Slika 1.6: Poenostavljen model napajalne mreže ASIC vezja a) in impedanca napajalne mreže 
v odvisnosti od frekvence b)  (pri R=0.01, 0.05 nH in C=24 nF) [16] 
Resonančna oscilacija traja tudi do nekaj ciklov v hitrih digitalnih vezjih, kar lahko povzroči 
časovne kršitve v vezju. Slika 1.7 prikazuje princip preklapljanja premostitvenih 
kondenzatorjev za povečanje količine naboja poleg običajnih premostitvenih kondenzatorjev. 
V normalnih pogojih sta prikazana kondenzatorja vezana paralelno in delujeta kot navadna 
premostitvena kondenzatorja. 
Nihanje napajalne napetosti























Q ≈ 0.5 ∙ Cd ∙ Vdd









Slika 1.7: Princip zmanjšanja resonančnega šuma z uporabo preklopnih premostitvenih 
kondenzatorjev [16]. 
Ko napajalni šum povzroči, da napetost na napajalni mreži pade do določenega praga VSW, se 
kondenzatorja preklopita v serijsko vezavo (C1+C2) tako da se naboj odda v napajalno mrežo 
(Slika 1.7 (b)). Nazaj se preklopita, ko napajalni šum povzroči višek napetosti na napajalni 
mreži in se kondenzatorja napolnita za naslednji padec napetosti na mreži (Slika 1.7 (a)). 




1.1.4 Tokovno krmiljena logika 
   V mešanih sistemih, kjer je ločljivost analogne elektronike močno odvisna od preklopnega 
šuma je tradicionalna CMOS logika nezaželena. Prav tako so lahko CMOS vezja zaradi 
visoke porabe in napajalnih nihanj pri visokih frekvencah, nestabilna zaradi kršitve 
omejitvenih časov. Z najmanjšim preklopnim šumom se med vsemi logičnimi družinami 
najbolje izkaže SCL (ang. Source-Coupled Logic) [24], [25]. Osnovne karakteristike SCL vrat 
so zelo nizek napajalni šum, visoka odpornost na motnje ter konstantna poraba moči 
(neodvisna od preklopov).  
   Ena od izvedb SCL je MCML (ang. MOS Current Mode Logic) [26]. Ta logična družina je 
kot nekakšna zamenjava običajni bipolarni CML (ang. Current Mode Logic), ki so jo 
uporabljali za aplikacije visokih zmogljivosti. Pokazano je, da pri višjih frekvencah lahko 
MCML porabi bistveno manj moči, tudi od ekvivalentnega CMOS vezja, z ohranitvijo ostalih 











Slika 1.8: Splošna MCML vrata. 
   MCML vezja so izvedena v eno ali dvonivojski arhitekturi. Tipično MCML vezje je 
sestavljeno iz treh enot (Slika 1.8): tokovni generator, diferencialna N logika PDN (ang. Pull-
Down Network) in bremenski upor. Tako kakor izhodi so tudi vhodi v PDN logiki izvedeni 
diferencialno. Pri enonivojskih MCML vezjih deluje M1 v področju nasičenja (Slika 1.9 a), 
medtem ko pri dvonivojskih MCML vezjih, delujeta M1 in M2 v področju nasičenja ter M3 v 










































Slika 1.9: Enonivojski MCML inverter a) in dvonivojski MCML "latch" vezje b) [27]. 
   MCML vezja so odvisna od krmilnega toka. Konstanten tok I generiramo z MS, ki je 
krmiljen z eno od vej vezja, odvisno od vhodov na PDN. Aktivna veja, skozi katero teče tok 
povzroči nizko napetostni izhod na tej veji, medtem ko ima neaktivna veja visok napetostni 
izhod. Visok napetostni nivo je enak VDD, nizko napetostni nivo pa VDD - ∆V, kjer je ∆V padec 
napetosti na uporu R. Zaradi zmanjšanega napetostnega razpona med logičnima nivojema 
(∆V) so takšna vezja primerna za velike hitrosti. Prav tako je dobra lastnost takšnih vezij 
velika šumna odpornost zaradi diferencialne strukture, slabost pa je konstantna poraba moči.  
   Eden od ključnih parametrov za krmiljenje regeneracije in za stabilnost vezja je DC 
napetostno ojačenje Av. Določeno je kot ojačenje na sredini napetostnega razpona in ga lahko 










     (1.1.3) 
kjer je gm1 transkondutanca tranzistorja M1 in R vrednost upornosti bremenskega upora. 
MCML vezja imajo relativno večje šumne meje NM (ang. Noise Margin) zaradi manjšega 
napetostnega razpona med logičnima nivojema. Za pravilno delovanje takšnih vezij je 
zadostna 40% šumna meja [27], ki jo za zgornje vezje a) izračunamo, z enačbo (1.1.4). 
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  (1.1.4) 
Pasivni upor RL se lahko zamenja z PMOS tranzistorjem, ki deluje v linearnem območju. 




od linearnega področja [27]. Pri standardnem spice modelu (BSIM3v3) je linearna upornost 












  (1.1.5) 
















  (1.1.6) 
Poleg MCML obstajajo tudi druge tokovne krmiljene logične družine. Kot primer omenimo 
družino PFSCL (ang. Positive Feedback Source Coupled Logic) [28], ki za razliko od MCML 
ni diferencialna. 
   Za CMOS vrata je značilna majhna statična in izrazito večja dinamična poraba moči, 
medtem ko je pri MCML vratih statičen tok vedno prisoten in ni odvisen od preklopne 
aktivnosti. CMOS vezja pri nizkih frekvencah nimajo tako visoke porabe kot MCML, pri 
visokih frekvencah pa je MCM logika bistveno boljša, saj je njihov preklopni šum neprimerno 
manjši od CMOS vezij. Ker bo naš interes usmerjen predvsem v vezja z razmeroma nizko 
frekvenco ure bo uporaba MCML celic neprimerna zaradi statične izgubne moči. 
   Zanimiva metoda za odpravljanje preklopnega šuma je tudi logična družina CS-CMOS (ang. 
Current Steering CMOS), ki prav tako temelji na statični porabi moči [29]. Standardni CMOS 
logiki je v tem primeru dodan preprost tokovni generator in dva komplementarna 
premostitvena tranzistorja. Jedro CS-MOS inverterja sestavljata v serijo povezana 
komplementarna tranzistorja (M1 in M2), kot prikazuje Slika 1.10. Ker CMOS vrata načeloma 
ne odžirajo nobenega toka v statičnem stanju je za konstantno tokovno delovanje potrebno 
dodati dodatne tokovne poti. V ta namen sta dodana dva vzporedno vezana komplementarna 















Vozlišče X s kondenzatorjem CD deluje kot lokalni napetostni vir za CMOS inverter (M1, M2). 
Ko velja VX > VT1 + VT2, inverter (M1, M2) deluje kot navaden CMOS inverter. Tako obstaja 
vhodna napetost VIN, ko sta oba tranzistorja odprta, zato steče del toka IB v maso. Pri pogoju 
VX < VT1 + VT2 in vhodni napetosti, ki narašča iz nizkega na visok nivo, se M1 zapre še preden 
se M2 odpre in obratno. Idealna izbira je pogoj VX = VT1 + VT2, kar pa ni možno, če imata M1 
in M2 enaki pragovni napetosti kot M3 in M4. Zato je potrebno izbrati za M1 in M2 tranzistorje 
z nižjo pragovno napetostjo kot za M3 in M4 za zmanjšanje histereze v DC karakteristiki [29]. 
   Ko je VIN na visokem nivoju, je VOUT na nizkem nivoju, kar povzroči da teče tok čez M3. Pri 
padanju napetosti na VIN začne M1 počasi prevajati, kar ustvari M1, M3 p-kanalni diferencialni 
par z M2, ki deluje kot aktivno breme. Takšno vezje predstavlja Schmit prožilnik (ang. 
Schmidt-trigger) s pozitivno povratno vezavo med izhodom inverterja in vozliščem X, kar 
povzroči veliko ojačenje na prehodnem območju DC karakteristike. Pri prehodu izhoda iz 
visokega v nizek nivo (VIN na nizkem nivoju) je M1 sprva odprt. Takrat je vozlišče X kratko 
staknjeno na izhod VOUT in delovni tok IB teče skozi M4. Ko se VIN povečuje, začne M2 
postopoma prevajati, kar povzroči zmanjševanje izhodne napetosti. Dokler M3 prevaja, je v 
vezju prisotna negativna povratna vezava in tok IB se deli med vse tri veje M1 - M2, M3 in M4. 
Z nadaljnjim naraščanjem napetosti na VIN izhodna napetost pada, zmanjšuje se tok skozi M1 
in povečuje tok skozi M3, dokler se M4 dokončno ne izklopi. Med tem procesom postane 
pozitivna povratna vezava močnejša od negativne, kar povzroči prehod izhoda na visok nivo 
[29]. Hitrost nizkošumnih logičnih družin je omejena z delovnim tokom IB. Dodatni 
kondenzator CD na vozlišču X deluje kot premostitveni kondenzator in dovaja večino naboja 
za dvig nivoja na bremenski kapacitivnosti. Za dopustno ∆V na napajalnem vozlišču VX med 
prehodom na visok nivo je potrebna kapacitivnost CD, ki je izražena z enačbo (1.1.7), kjer je 
CL bremenska kapacitivnost.    





  (1.1.7) 
S kondenzatorjem dosežemo hitrosti, ki so podobne hitrosti navadnega CMOS inverterja. 
Izgubljen naboj na CD med prehodom na visok nivo se napolni z delovnim tokom IB. Potreben 
delovni tok za napolnitev lahko ocenimo z enačbo (1.1.8). 
 I 2B CLK Df C V    (1.1.8) 
Pri spremembi izhoda na visok nivo se večina toka I črpa iz kondenzatorja CD, nekaj toka ISUP 





 SUP CS CS
D CS D
I C C
I C C C
 

  (1.1.9) 
Za doseganje manjših tokovnih konic je potrebno zagotoviti, da je to razmerje čim manjše. To 
je mogoče zmanjšati s povečanjem CD ali zmanjšanjem parazitnih CCS [29]. 
1.1.5 Uporaba aktivne induktivnosti 
   V [17], [18] so pokazali uporabo induktivnosti za reševanje problema preklopnega šuma v 
mešanih ASIC sistemih. Induktivnost zagotavlja visoko impedanco za visoko frekvenčne 
komponente v tokovnih konicah, tako da ne prehajajo na napajalno mrežo. Hkrati je potrebno 
zagotoviti nizko impedanco za prehode skozi premostitveni kondenzator CD. Tako 
lokaliziramo tokovne konice in ne kontaminiramo ostalega vezja.  To je dobro znana in 
pogosto uporabljena tehnika za zmanjševanja preklopnega (napajalnega) šuma na PC 







Slika 1.11: Lokaliziranje napajalnih prehodov z uporabo induktivnosti in kapacitivnosti [18]. 
   Ker so pasivne tuljave dimenzijsko neprimerne za ASIC vezja je v [18] predvidena uporaba 













Slika 1.12: Aktivna tuljava [18]. 
  Privzamemo, da tokova v priključka port1 in port2 tečeta kot prikazuje Slika 1.12. Prvi del 
vezja z invertirano transkonduktanco vsebuje M1 in tokovno zrcalo (M2, M3), ki zagotavlja tok 




Drugi del vezja z ne invertirano transkonduktanco vsebuje tranzistor M2 v konfiguraciji s 
skupnim izvorom, ki pretvori napetost na kondenzatorju C1 v tok, usmerjen kot prikazuje 







   (1.1.10) 
Induktivnost L in kvaliteta Q sta odvisna od tokov IB1 in IB2, ki tečeta v tranzistorja M1 in M2. 
Tuljava z veliko kvaliteto Q bi z premostitvenim kondenzatorjem povzročila poddušen sistem 
in tako veliko oscilacij na napajanju. Pokazano je, da je najbolj primerna tuljava s kvaliteto 










Slika 1.13: Aktivna tuljava z nizkim Q, premostitvenim CD in parazitnim CP kondenzatorjem 
[18]. 
V vezju (Slika 1.13) dosežemo ne invertirano transkonduktanco s tranzistorjem M1 in 
invertirano s tranzistorjem M2. Potencial na priključku X deluje kot lokalni vir napetosti za 
skupino digitalnih CMOS vrat, ki so v neposredni bližini. Tranzistor M2 zagotavlja zahtevani 
tok na priključku X, ki je 100 krat večji od statičnega toka IB. Pomemben parameter tuljave je 
lastna resonančna frekvenca fSR, ki določa mejo med induktivnim in kapacitivnim značajem 
vezja. Parazitna kapacitivnost CP na priključku X je sestavljena iz kapacitivnosti vrata-izvor 
(CGS) in iz kapacitivnosti spoja na izvoru tranzistorja M1 ter kapacitivnosti spoja na ponoru 
tranzistorja M2. Največjo komponento prispeva kapacitivnost spoja tranzistorja M2, ki je daleč 
največji element v vezju. Izbira velikega M2 izboljša tokovno kapaciteto za ceno slabe lastne 




   (1.1.11) 
Kvaliteto aktivne tuljave Q, lahko zapišemo z enačbo (1.1.12), pri čemer zanemarimo izhodno 
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  (1.1.12) 
CX predstavlja celotno kapacitivnost na priključku X in go2 izhodno prevodnost tranzistorja 
M2. Zaradi parazitne kapacitivnosti na priključku X se del preklopnega toka prenese na 
napajalno mrežo. Frekvenčne komponente, ki so višje od lastne resonančne frekvence, se 
razdelijo med kondenzatorjem CD in parazitnimi kapacitivnostmi na priključku X. Tako je 





   (1.1.13) 
Izboljšano dušenje šuma dosežemo z manjšo parazitno diodo, ki povzroča kapacitivnost CP 
(manjša CP določa višjo fSR). To diodo lahko zmanjšamo z  uporabo več manjših vzporedno 
vezanih  tranzistorjev v sestavnici mask (ang. layout) za M2. Šum lahko bolje zadušimo tudi z 
uporabo večjega premostitvenega kondenzatorja CD, kar pa lahko v submikronskih 








  (1.1.14) 
kjer je ∆V dovoljena sprememba napetosti, fCLK je delovna frekvenca in IAVG je povprečni 











Slika 1.14: Dejanska implementacija aktivne tuljave [18]. 
Dejansko implementacijo aktivne tuljave v digitalnem vezju prikazuje Slika 1.14. Metoda je 
bila tudi testirana na več testnih vezjih. Rezultati pokažejo slabljenje šuma na napajalnih žicah 




1.2 Poraba moči in preklopni šum v CMOS vezjih 
   Disipacija moči v CMOS vezjih je sestavljena iz treh komponent, in sicer dinamične, 
kratkostične in plazeče disipacije moči. Celotno disipacijo moči opisuje enačba (1.2.1), kjer je 
CL bremenska kapacitivnost oz. vsota kapacitivnosti vseh povezanih vrat, VDD napajalna 
napetost, f frekvenca, tsc čas v katerem sta odprta oba P in N tranzistorja, Ipeak amplituda 
tokovne konice in Ileak plazeči tok. 









odinamična moč č č
t V I fVP V IC f         (1.2.1) 
   K preklopnemu šumu oz. amplitudi tokovne konice, ki nastane med preklopom CMOS 
vezja, prispevajo vse tri komponente. Pri večjih tehnologijah (nad ~100 nm) sta dominantni 
predvsem dinamična in kratkostična komponenta toka. Amplituda preklopnega šuma pri 
določenem preklopu je vsota vsot obeh komponent toka za vsako celico v digitalnem vezju, 
kot to prikazuje Slika 1.15. Ker se dominantni komponenti pojavljata le ob preklopih, je 
mogoče amplitudo preklopnega šuma zelo efektivno zmanjšati z razporejanjem preklopov v 
vezju, kar tudi želimo doseči v našem primeru. Tako dobimo samo vsoto obeh dominantnih 






Slika 1.15: Tokovne izgube v CMOS vezju 
   Pri tehnologijah s krajšimi kanali pridejo bolj do izraza plazeči tokovi (puščanje na vratih in 
podpragovno puščanje), kot to prikazuje Slika 1.16 [31]. Pri takšnih tehnologijah je 
konstantna poraba moči že tako velika, da je disipacija moči med preklopi relativno majhna v 
primerjavi s plazečo disipacijo moči. Tako opazimo, da metoda z razporejanjem preklopov 
izgubi svoj pomen pri tehnologijah s krajšimi kanali, ker je vsota dinamičnega (rjava barva) in 
kratkostičnega toka (zelena barva)  bistveno manjša od plazečega toka (modra barva). 
75% Dinamična moč 5%20%
58% Plazeča moč10%32%
250 nm
90 nm  




1.3 Opis uporabljene metode za razporejanje urinega signala 
   Primer serijskega razporejanja ure z zamikom ∆t je bil prvič predstavljen v [1] za navaden 
pomikalni register. V idealnem sinhronem digitalnem vezju vsi registri preklopijo skoraj 
istočasno oz. z izjemno majhnim časovnim zamikom (ang. clock skew), kar povzroči veliko 
tokovno konico. Za razporejanje urinega signala je v našem primeru uporabljena podobna 
tehnika, kjer začetek urinega signala tcki za majhen t zakasnimo pred sosednjim (i+1) 
registrom. S tem povzročimo, da se velika tokovna konica razporedi v več manjših, kot to 
prikazuje Slika 1.17. Velikost manjših tokovnih konic, je odvisna predvsem od količine 
kombinacijske logike, ki se preklopi ob aktivnem registru. 
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Slika 1.17: Sinhrono dig. vezje z običajno distribucijo ure a) in serijsko distribucijo ure b) 
Pri takšnem načinu serijskega razporejanja urinega signala je zelo pomembno časovno 
dogajanje v vezju, ker lahko zelo hitro pride do časovnih kršitev. Časovni diagram 













Slika 1.18: Časovno dogajanje na urinem signalu pri serijskem razporejanju urinega signala 
Problematika zamikanja urinega signala 
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Serijsko zamikanje urinega signala je omejeno s periodo enega urinega cikla. Zmnožek števila 
zakasnilnih celic n in njihove zakasnitve t mora biti manjši od periode urinega signala TCP. 
To splošno omejitev prikazuje neenačba (1.3.1). 
 CPn t T     (1.3.1) 
Na navadnem pomikalnem registru je z uporabo serijske razporeditve ure možna tudi do 80% 
redukcija amplitude tokovnih konic. 
2 Problematika zamikanja urinega signala 
   Kot smo že omenili, je za serijsko razporeditev ure potrebno zakasniti prihod urinega 
signala na registrih za določen čas glede na prejšnjega, tako da dobimo razporeditev tokovnih 
konic. Zakasnilne celice so v našem primeru gonilniki ure (ang. clock buffer), ker imajo 
najbolj preprosto strukturo ter izhod sledi vhodnemu signalu z določeno zakasnitvijo t. Kljub 
temu v smislu porabe moči ni varčno uporabiti gonilnik pred vsako registrsko celico. V 
najslabšem primeru je potrebnih toliko gonilnih celic kot je registrov, kar lahko prinese 
dodatnih ~20% celotne porabe moči. Pri serijskem razporejanju ure se poleg tega pojavljajo 
tudi drugi problemi. Eden pomembnejših je kopičenje prehodnih pojavov, ki se pojavljajo v 
kombinacijski logiki. Pri sinhronih vezjih, kjer je zamik med signali ure (ang. clock skew) 
minimalen, se spremembe na kombinacijski logiki ustalijo relativno hitro. V primeru 
zamikanja ure se lahko spremembe na kombinacijski logiki ponovijo večkrat, ker je običajno 
med seboj povezanih več registrov. Ker se ti odzivajo z zakasnitvijo ∆t, se bo za vsak ∆t 
odzvala tudi kombinacijska logika, ki je na podatkovni poti teh registrov. 
2.1 Zmanjšanje števila zakasnilnih celic 
   Digitalna vezja običajno vsebujejo veliko število registrov oz. FF (ang. flip-flop) in bi za 
zamik ure na vsakem registru potrebovali veliko število zakasnilnih celic. S tem bi sicer 
zmanjšali amplitudo šuma na napajalnih žicah, vendar bi tudi prekomerno povečali porabo 
moči v drevesu ure, ki že sicer predstavlja približno 30% celotne porabe moči v vezju. 
Prikazan pristop z zakasnjevanjem (Slika 1.17) je zato smiseln le ob uporabi omejenega 
števila zakasnilnih celic.  
   Osnovna celica statičnega CMOS registra je sestavljena iz dveh držal (master-slave) in 
urinega gonilnika oz. dveh inverterjev. Energijsko učinkovitejše zamikanje ure dosežemo, če 
uporabimo urin gonilnik v registrski celici, kot prikazuje Slika 2.1. b). Urin signal CLK 
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priključimo na prvi register in razvrščamo uro naprej preko izhodnega priključka registra CO. 
Takšna vezava žal ni združljiva s sintezo, ker časovni model ne dovoljuje uporabe urinega 
vhoda za sekvenčno in decezijsko delovanje znotraj iste celice. Brez ustreznega časovnega 
modela pa ni mogoče narediti statično časovno analizo STA (ang. Static Timing Analysis), ki 






















Slika 2.1: a) Splošno urino drevo, ki poganja običajne registre z minimalnim urinim zamikom 
in b) serijsko zamikanje ure z uporabo notranjih urinih gonilnikov 
Problem lahko rešimo tako, da register razdelimo na urin gonilnik in celico MSL (ang. 
Master-Slave Latch) z urinima vhodoma MCN in SCK, ki sta komplementarna. S takšno 
izvedbo registra potrebujemo izredno malo zunanjih urinih gonilnikov, tako da povprečna 
poraba vezja ostane približno enaka, oz. je lahko tudi manjša v primeru izredno dolgih 
zamikov ure. Časovni model registra je z omenjeno delitvijo celic možno realizirati, kar smo 
tudi uspešno izvedli, s standardnimi VLSI orodji (več v poglavju 4).  
2.2 Potreba po registrih z latenčnim izhodom 
   Obsežno zamikanje urinega signala je izvedljivo, če zadostimo vsem časovnim pogojem v 
vezju. Podatkovne poti v splošnem digitalnem vezju so običajno prepletene med registri, zato 
je v večini primerov zelo težko vedno zadostiti časovnim omejitvam v vezju. Za pravilno 
delovanje vezja je potrebno izpolniti pogoj (2.2.1) za vsak registrski par. 








      (2.2.1) 
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kjer sta 𝐷𝑃𝑚𝑖𝑛𝑚𝑛  in 𝐷𝑃𝑚𝑎𝑥𝑚𝑛  najmanjša oz. največja zakasnitev podatkovne poti med registroma n 
in m, tSFn postavitveni čas (ang. setup time) in ∆ti zakasnite i-te zakasnilne celice. Pri 
kaskadnih digitalnih strukturah z implementacijo serijske razporeditve ure v obratni v smeri 
napredovanja podatkovnih poti (Slika 2.2) je pogoj (2.2.1) vedno izpolnjen. Ker je zakasnitev 
t zakasnilne celice običajno manjša od zakasnitve 𝐷𝑃𝑚𝑖𝑛𝑚𝑛 − 𝑡𝑆𝐹𝑛, lahko trdimo da tudi pri 
implementaciji serijske razporeditve ure v isti smeri napredovanja podatkovnih poti izpolnjuje 
pogoj (2.2.1). To pa skoraj nikoli ne velja za splošna digitalna vezja kot so na primer 
avtomati.    
r0 r1 r2 rn
CLK













min , PP DD
tcktck + n∙t tck + (n-1)t tck + (n-2)t
Napredovanje serijske 










Slika 2.2: Serijska porazdelitev ure na kaskadni digitalni strukturi 
Največji problem predstavljajo podatkovne poti registrskega para, med katerima je večje 
število zakasnilnih celic oz. imajo velik mnogokratnik n, kar pomeni da ne zadostimo pogoju 
(2.2.1) in velja 𝑛∆𝑡 > 〈𝐷𝑃𝑚𝑖𝑛0𝑛 , 𝐷𝑃𝑚𝑎𝑥0𝑛 〉 − 𝑇𝑆𝐹𝑛 − 2∆𝐶. Tako register rn v registrskem paru r0  
rn prevzame vrednost vhodnega podatka, ki bi ga moral vzeti šle v naslednjem urinem ciklu. 
To se zgodi ker je zakasnitev celotne podatkovne poti krajša od nt in pride sprememba 
podatka 𝐷𝑃0𝑛 prej, kot sprememba urinega signala tck + n∙∆t. Takšen problem prikazuje Slika 
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min , PP DD
CLK
 
Slika 2.3: Serijska distribucija ure na splošni digitalni strukturi 
Te težave lahko rešimo z uporabo nadzirane latence oz. zakasnitve izhodnih podatkov 
registra, na kritičnih parih. Ena od možnosti je uporaba notranje latence, ki jo lahko dosežemo 
s strukturo glavni-podrejeni (ang. master-slave), oziroma z uporabo dveh registrov. Primer 
takšnega registra prikazuje Slika 2.4. 
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Opazimo da v tem primeru neenačba drži. Časovni potek odprave časovne kršitve z uporabo 
registra z latenčnim izhodom prikazuje Slika 2.7.   
sr0 r1 r2 rn




















Slika 2.6: Primer uporabe registra z latenčnim izhodom 
V smislu porabe moči in površine silicija se pri večjih vezja takšna metoda izkaže za precej 
potratno. Pri splošnih digitalnih strukturah je večina povezav časovno kritičnih, kar bi naneslo 
veliko latenčnih registrov. Ker je ta za ~30% večji in energijsko bolj razsipen, bi z ne 
racionalno uporabo povečali porabo moči in površino silicija vezja. Kako zmanjšati število 
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2.3 Določanje razpoložljivega časa za serijsko razporejanje 
   Filtri v digitalnih signalnih procesorjih DSP z veliko ločljivostjo uporabljajo velike dolžine 
registrov. Takšne strukture vezja zaradi sočasnih preklopov povzročajo visoke lokalne 
tokovne konice in so zelo primerne za serijsko distribucijo ure. Kot smo že omenili, smo z 
dolžino serijskega razporejanja ure omejeni s periodo urinega cikla TCP. V periodičnih 
sistemih obstajajo tudi podatkovne poti, ki omogočajo obdelavo podatkov v večjem številu 
urinih ciklov. Zato lahko podaljšamo tudi serijsko distribucijo ure preko večjega števila urinih 
ciklov. S tem seveda ne smemo pokvariti funkcionalnosti vezja in moramo zadostiti vsem 
časovnim zahtevam v vezju. 
   Časovne razmere v standardnem sinhronem vezju temeljijo na časovnih lokih logičnih celic, 
kot so postavitveni čas (ang. setup time), čas neaktivnosti na podatkovni poti (ang. hold time), 
zakasnite logičnih celic (ang. propagation time) itd. Vse spremembe ki se zgodijo, se izvršijo 
v eni periodi ure. Časovna izjema, kjer med dvema registroma ni potrebno, da podatek 
napreduje v enem urinem ciklu, imenujemo večciklična podatkovna pot MCP (ang. multi 
cycle path). Digitalni sistemi so sestavljeni iz avtomatov FSM (ang. finite state machine), ki 
kontrolirajo proženje registrov in podatkovnih poti v vezju. Pri čisto sinhronih vezjih, takšna 
pot nastane kadar FSM namensko onemogoči podatkovno pot za ustrezno število ciklov, 
medtem pa se prepisuje star podatek. Poleg večcikličnih poti obstajajo tudi lažne poti (ang. 
FP - false paths), ki niso realne oz. pomembne za dejansko delovanje vezja. To lahko 
uporabimo pri sintezi s tehniko izklapljanja urinega signala (ang. gated clock) RTL opisa 
(ang. register-transfer level), katera onemogoči urin signal ustreznim registrom za določeno 
število ciklov. Ta izrazito zmanjša preklopni šum in dinamično porabo vezja, ker registri, pri 
katerih se vhodni podatek ne spreminja vsak urin cikel, niso aktivni. Več o tehniki 


















Slika 2.8: Večciklična pot (MCP) s standardnim urinim drevesom 
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   Omenjene kaskadne strukture se največkrat pojavljajo v večstopenjskih digitalnih filtrih 
CIC (ang. cascaded integrator–comb), kot prikazuje Slika 2.8 [33]. Zaradi velikih dolžin 
registrov, ki so potrebni za večjo natančnost, običajno ni mogoče serijsko razporediti urin 
signal skozi vse registre v enem urinem ciklu. V takšnih primerih je potrebno zaznati poti kot 
so MCP in FP, kjer je mogoče izvesti serijsko procesiranje preko več period ure. Orodja za 
zaznavanje večcikličnih in lažnih poti znajo sporočiti informacijo o obstoju takšne 
podatkovne poti, ne pa tudi dolžine v urinih ciklih. V večini primerov je ta informacija 
zadostna, saj večciklična pot predstavlja najmanj dva urina cikla, kar pa pri sintezi vezja 
predstavlja določeno časovno relaksacijo. Število MCP ciklov postane pomembno v našem 
primeru, kjer želimo zmanjšati zelo velike tokovne konice večbitnih registrov. Decimacijski 
filtri vsebujejo periodične večciklične poti, zaradi deljenja takta ure med stopnjami, med 
katerim se vhodni podatki ne sprejemajo. V takšnih preciznih sistemih so konstante za 
deljenje takta običajno visoke, zato lahko v tem času serijsko razporejanje podaljšamo čez 

















Slika 2.9: Večciklična pot (MCP) s serijsko distribucijo urinega signala 
V tem primeru lahko splošen pogoj (1.3.1) nadgradimo z upoštevanjem večcikličnih poti. 
Konstanta CMCP predstavlja število ciklov, pri katerih podatkovna pot ni aktivna. Dopolnjen 












  (2.2.3) 
   Za iskanje MCP je bilo objavljenih več metod. Ena izmed takšnih temelji na simboliziranju 
prehodnih stanj avtomatov (ang. symbolic state traversal of FSM) z uporabo binarnih 
odločevalnih grafov BDD (ang. binary decision diagrams) [34]. Ta metoda zaznava MCP 
tako, da osvežuje stanja za en urin cikel vseh registrov. Najprej je potrebno definirati 
uporabljene simbole za opis avtomata M = (S, ∑, , , , q0): 
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 S je končno število stanj 
 ∑ je množica vhodnih spremenljivk 
  je množica izhodnih spremenljivk 
  : S x ∑  S je funkcija prehajanja stanj 
  : S x ∑   je izhodna funkcija 
 q0 ( S) je začetno stanje 
Metoda, ki začne iz izhodiščnega stanja, izračuna vsa dosegljiva stanja RS avtomata 
iterativno. Definicijo RS opisuje (2.2.4) [34]: 
   0  |   , ,  RS q x q q x      (2.2.4) 
V naslednjem koraku metoda osveži stanja za en urin cikel in pogleda vse registre, če so 
spremenili svoja stanja. S ponavljajočim osveževanjem stanj za en urin cikel za vse poti med 
registri, določijo največje možno število urinih ciklov, pri katerem se izhod registra ne 
spremeni (2.2.5). 
  outin kCS RS   (2.2.5) 
To metodo so preizkusili na 30-tih ISCAS89 testnih vezjih, kjer je bilo zaznanih 22 vezij, ki 
so vsebovale MCP [34]. Ker metoda vključuje BDD manipulacijo, je tudi omejena z 
velikostjo vezja oziroma velikostjo pomnilnika v PC. 
   Zaznavanje MCP je mogoče tudi z hevrističnimi metodami, kot je na primer metoda SAT 
(ang. propositional satisfiability) [34]. SAT je metoda, ki odloča ali je dana Boolean-ova 
enačba zadostna ali ni zadostna (True or False). Metoda najprej generira konjunktivno 
normalno obliko (CNF - conjunctive normal form) enačbe, ki je zadostna samo takrat, ko 
analizirana pot ni MCP. Pri velikih vezjih je lahko CNF zelo velika, zato so uporabljene razne 
hevristične metode pri pretvorbi v CNF enačbo. S hevristiko vstavijo prilagodljivo vmesno 
spremenljivko z upoštevanjem strukture logične mreže, s čimer zmanjšajo velikost CNF 
enačbe. Ker je s SAT težko manipulirati z dosegljivimi stanji, je privzeto da so vsa stanja 
dosegljiva. Zaradi te poenostavitve nekaj MCP ni mogoče zaznati. Tudi to metodo so 
preizkusili na ISCAS89 testnih vezjih. Eksperimentalni rezultati [34] so pokazali, da lahko s 
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2.4 Kopičenje prehodnih pojavov 
   Problematika kršitev statične časovne analize ni edini problem serijske distribucije ure. 
Problem se prav tako pojavi pri kopičenju prehodnih pojavov. Pri popolnoma sinhronih vezjih 
je časovni zamik med urinimi signali registrov zelo majhen, kar pomeni, da so vsi vhodi 
kombinacijske logike krmiljeni skoraj istočasno. Zaradi distribucije ure se registri, ki krmilijo 
logiko, prožijo zamaknjeno za n∙∆t, kar povzroči ponavljanje oz. ustvarjanje novih prehodnih 
pojavov v kombinacijski logiki. Večji kot je t, več energije se troši, ker ima prehodni pojav 
več časa, da se izvrši do ustaljenega stanja. Prehodni pojavi se pri zamikanju ure z t zgodijo 
dokaj blizu in tako izzvenijo skupaj v malo daljšem času kot sicer. Največje razlike se 
pokažejo pri uporabi registrov z latenčnim izhodom, pri katerih je ∆t enak polovici periode ali 
pri registrskih parih z zelo velikim n∙∆t časom. Registrskih parov z zelo velikim n∙t ni 





























a) b)  
Slika 2.10: Testno vezje z običajno (a) in serijsko distribucijo urinega signala (b) 
   Z zmanjšanjem števila latenčnih registrov na najmanjše možno in izpolnitvijo vseh časovnih 
pogojev v vezju, je možno malo znižati efekt kopičenja prehodnih pojavov. Pojav kopičenja 
prehodnih pojavov lahko ponazorimo s primerom, ki ga prikazuje Slika 2.10.  
















Slika 2.11: Tokovni odziv kombinacijske logike za običajno (oranžna)  in serijsko distribucijo 
ure (zelena barva) 
·
·
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Odziv zamaknjenih urinih signalov in tokovnih konic za dva najslabša primera prikazuje Slika 
2.13. Opazimo, da je v obeh primerih tokovna konica kombinacijske logike večja pri serijski 
distribuciji urinega signala. Če v eni periodi psevdonaključnega signala za oba primera 
izračunamo efektivno vrednost toka na kombinacijskem vezju, opazimo, da je ta dejansko 
manjša na vezju a) (Slika 2.10). Vrednost efektivnega toka za vezje a) znaša 21.49A, 
medtem ko za vezje b) 22.65A. Pri večjih vezjih, kjer je tudi več kombinacijske logike, bi 


















































1.82u 1.8204u 1.8208u 1.8212u 1.8216u
sec  
Slika 2.13: Povečava dveh tokovnih odzivov na kombinacijski logiki za običajno in serijsko 
distribucijo urinega signala 
Največje zmanjšanje tokovne konice celotnega vezja dobimo takrat, ko ni oz. je zelo malo 
kombinacijske logike, kot na primer pri pomikalnih registrih. Pri prisotnosti kombinacijske 
logike je pri skupnem toku, efekt serijske distribucije urinega signala manjši. Z zamikanjem 
zelo dobro zmanjšamo tokovno konico registrskega dela, medtem ko se poveča tokovna 
konica kombinacijske logike. Tako lahko dobimo namesto 80% zmanjšanja tokovnih konic v 
vezju le še od 40 do 70% zmanjšanje, kar pa je odvisno od velikosti kombinacijske logike v 
vezju.  
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3 Optimalno razporejanje urinega signala 
   Ob neprimerni serijski distribuciji ure je zelo velika verjetnost, da pokvarimo 
funkcionalnost vezja, zaradi raznih časovnih kršitev. Da jih lahko zaznavamo, je potrebno 
pridobiti graf vezja in časovne razmere v vezju. Pridobitev vseh potrebnih parametrov je 
opisana v poglavju 4. Nato je potrebno definirati matematični model sinhronega vezja, ki 
vključuje serijsko razporeditev ure in z njim ugotoviti kritične točke v vezju. Na teh točkah, 
kjer se pojavijo časovne kršitve, lahko uporabimo register z latenčnim izhodom. Ta zakasni 
oddajo izhodnega podatka za polovico periode ure, kot je opisano v poglavju 2.2. Slaba 
lastnost teh registrov je, da porabijo več energije in prostora na siliciju kot navadni register ter 
skrajšajo čas razporejanja za polovico periode urinega signala. Da se izognemo prevelikemu 
številu registrov z latenčnim izhodom, je potreben algoritem za optimalno razporejanje 
urinega signala. Potrebno je poiskati takšne registrske pare, katerim najkrajša zakasnitev na 
podatkovni poti sorazmerno narašča z zakasnitvijo na serijski razporeditvi urinega signala.  
3.1 Analiza in matematični model sinhronega digitalnega vezja  
Podatkovno pot, sestavljeno iz splošnega registrskega para in kombinacijske logike med 
registroma, prikazuje Slika 3.1. Časovni diagram takšnega registrskega para z časovnimi 
omejitvami prikazuje Slika 3.2. 
Ckj











Slika 3.1: Registrski par 
V tej preprosti strukturi je potrebno najprej preučiti dve časovni omejitvi [5]. Prva zahteva je, 
da se sprememba signala na podatkovnem vhodu Dj registrskega para Ri  Rj, mora zgoditi 
pred pozitivno fronto urinega signala Ckj za najmanj postavitveni čas FjSt  (ang. setup time). Če 
podatek Dj ne prispe pravočasno do registra Rj, se pojavi časovna kršitev, ki jo imenujemo 
postavitvena kršitev (ang. setup violation) oz. predolga podatkovna pot. 





















Slika 3.2: Časovni diagram registrskega para 
Za pravilno delovanje, mora biti signal Dj shranjen v register Rj tekom naslednjega urinega 
cikla (k+1). Pozitivna fronta ure Cki, ki začne k-ti urin cikel, se pojavi v času tck i + kTCP, 
medtem ko se pozitivna fronta urinega signala Ckj za naslednji cikel (k+1) začne pri času tck j 
+ (k+1)TCP. Tako mora podatkovna pot ijPD   zadostiti pogoju (3.1.1). 
  ( 1)ij j FjP ck CP C SD t k T t         (3.1.1) 
Podatkovna pot ijPD  v neenačbi (3.1.1) vsebuje dve komponenti, in sicer zakasnitev prvega 
registra Di (Cki  Qi) in zakasnitev kombinacijske logike med registroma ijQDD . 
  ij i i FijP i ijck CPQ QDD C CQt kD D TD D D         (3.1.2) 
Če vstavimo enačbo (3.1.2) v neenačbo (3.1.1), dobimo časovni pogoj, ki zagotavlja pravilen 
prihod signala Dj v register Rj: 
    , max ( 1)i Fi i j j Fjck CP C CQ QD ck CP C St k T D D t k T t               (3.1.3) 
Zgornjo neenačbo lahko preuredimo tako, da odštejemo k∙TCP na obeh straneh in upoštevamo, 
da je zamik ure definiran kot tcki – tckj = TSkew (i,j). Tako dobimo neenačbo (3.1.4), ki definira 
zgornjo časovno mejo na podatkovni poti med registroma. 
    , max, 2Fi i j FjCP CQ QD S Cskew i jT T D D t         (3.1.4) 
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Takšne kršitve lahko preprosto popravimo, tako da podaljšamo periodo ure, če nam to celoten 
sistem dopušča. V tem primeru sprostimo časovne omejitve v vezju, kjer imajo podatkovne 
poti na razpolago več časa za napredovanje. 
   Naslednja časovna omejitev, ki jo je potrebno analizirati, je preprečitev prezgodnjega 
prihoda podatka Dj v register Rj. Da preprečimo shranjevanje naključnih sprememb v register, 
mora biti signal Dj zakasnjen od pozitivne fronte Ckj naprej, najmanj za čas neaktivnosti FjHt . 
Takšno kršitev imenujemo kršitev neaktivnosti na podatkovni poti (ang. hold violation) oz. 
prekratka podatkovna pot. Takšna kršitev je bolj problematična kot postavitvena kršitev, ker 
je ni mogoče preprosto popraviti s prilagajanjem periode ure. V tem primeru pride do 
spremembe vhodnega podatka prehitro, zato je velika verjetnost da se trenutni podatek prepiše 
s podatkom, ki bi se moral shraniti šele v naslednjem (k+1) urinem ciklu. Takšne vrste kršitev 
lahko odpravimo le z ustrezno dodatno zakasnitvijo na podatkovni poti. Podobno kot pri 
prejšnji omejitvi, tudi tukaj upoštevamo, da pozitivna fronta urinega signala Cki sproži k-ti 
urini cikel v času tck i + k∙TCP. Urin signal Ckj sproži k-ti urin cikel v času tck j + k∙TCP. Tako 
mora najkrajši čas ijpd  signala Dj zadostiti naslednjemu pogoju (3.1.5):   
  ij j FjP cd CP C Hd t k T t        (3.1.5) 
Najkrajši čas di, da se pojavi veljaven podatek Qi na izhodu registra Ri, opisuje enačba (3.1.6), 
pri čemer je min
Fi
CQD  minimalna zakasnitev tega registra. 
 min     
i Fi
i cd CP C CQd t k T D   (3.1.6) 
Tako lahko zapišemo enačbo (3.1.7), kjer je najkrajša pot med registroma ijpd enaka vsoti 
zakasnitev registra di in kombinacijske logike min
Fi
QDD .  
  , ,min min minij i j i Fi i jP i QD cd CP C CQ QDd d D t k T D D           (3.1.7) 
Časovni pogoj (3.1.8), ki zagotavlja, da na vhodu Dj ne pride do spremembe signala prehitro, 
dobimo tako, da združimo enačbi (3.1.7) in (3.1.5).  
    ,min mini Fi i j j Fjcd CP C CQ QD cd CP C Ht k T D D t k T t              (3.1.8) 
Z upoštevanjem tcki – tckj = TSkew (i,j) lahko pogoj (3.1.8) preoblikujemo kot najmanjši zamik 
med urinima signaloma Cki in Cki, pri katerem še ne pride do kršitve časa neaktivnosti med 
registrskim parom Ri  Rj. Takšno preureditev prikazuje pogoj (3.1.9). 
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    , min min, 2i j Fi Fjskew QD CQ H CT i j D D t        (3.1.9) 
3.2 Metoda za optimalno razporejanje urinega signala z minimalno uporabo 
latenčnih registrov 
   Kot smo pokazali v poglavju 2.2, lahko pri serijski distribuciji ure latenčne registre 
uporabimo pri kritičnih registrskih parih, zato da zadostimo časovnim pogojem v vezju. 
Splošno digitalno vezje je prepleteno z veliko takšnih povezav, kar bi zahtevalo veliko teh 
registrov. Ker ta porabi več moči in prostora kot navaden register, je smiselno uporabiti 
minimalno število teh, hkrati pa zadostiti vsem časovnim pogojem. To lahko dosežemo s 
primerno razvrstitvijo zakasnilnih celic med registri tako, da postavimo zakasnitve urinega 
signala proporcionalno zakasnitvam na podatkovni poti. S tem registrskim parom z veliko 
podatkovno zakasnitvijo priredimo bolj ohlapne zakasnitve urinega signala.  
   Časovne razmere v vezju s serijsko distribucijo ure so opisane z usmerjenim grafom in 
usmerjenimi matrikami sosednosti vezja. Usmerjeni graf vezja G = (V, E) je sestavljen iz 
vozlišč (ang. vertex) in usmerjenih povezav oz. lokov (ang. edge) [35]. V našem primeru 
vozlišča predstavljajo nabor vseh registrov {R1, R2, …, Rn}, medtem ko povezave 
predstavljajo lokalne podatkovne poti {DP01, DP12, …, DPmn} med registri. Najprej začnemo z 
začetnimi matrikami, ki jih generiramo iz sintetizatorja. Te imajo informacijo o preostanku 
časa v enem urinem ciklu (ang. slack time), postavitvenih časih in časih neaktivnosti za vse 
registre in zakasnitve podatkovnih poti vseh registrskih parov, kot je opisano v poglavju 4.2.1. 
Matrika sosednosti označenega grafa je matrika, ki vsebuje medsebojne povezave vozlišč. Če 
sta vozlišči na položaju (Ri, Rj) sosednji, to označimo z 1, drugače pa z 0. Primer usmerjene 
matrike sosednosti našega splošnega vezja prikazuje Slika 3.3. Prej omenjene matrike z 
informacijo o preostanku časa v enem urinem ciklu, postavitvenim časom in časom 
neaktivnosti so navadne matrike sosednosti z dodatno informacijo med sosednjimi vozlišči oz. 







0 1 0 1
0 0 1 0
0 0 0 1
















Slika 3.3: Usmerjena matrika sosednosti 
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Pristop k optimizaciji zahteva še dve novi matriki. Prva matrika DS izraža uteži zakasnitev 
urinega signala, ki sorazmerno z naraščanjem indeksa elementov v matriki sosednosti 
narastejo za eno enoto. Ta matrika je predvsem pomembna za določanje števila paralelnih vej, 
zato da posamezna veja ne preseže urinega cikla. Matriki DS in DC zgradimo iz dveh 
pomožnih matrik DSlr in DSrl, ki predstavljata dve (naraščajoči oz. padajoči z indeksom 














     
     
n j ii j
i
n j m
j jj i n m
  (3.2.1) 
Matrika DC predstavlja začetno distribucijo zakasnitev urinega signala in je skozi optimizacijo 
konstantna. Izražena je kot absolutna vrednost razlike med matriko DSlr in njeno 
transponirano vrednostjo, kot to prikazuje enačba (3.2.2). 
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 
   
T
C Slr SlrD D D   (3.2.2) 
Matriko začetne distribucije zakasnitev ure DC bi lahko izrazili na n! načinov, vendar je 
izbrana na takšen način z razlogom. Če pogledamo strukturo matrike DC (3.2.2), opazimo da 
vrednost celih števil narašča z oddaljevanjem od diagonale. Vrednosti teh bodo predstavljale 
število zakasnilnih celic na urinem signalu med sosednjimi registri. Tako lahko poskusimo 
razporediti usmerjeno matriko sosednosti AD na takšen način, da so vsi elementi matrike čim 
bližje diagonali. S tem dosežemo najmanjše možno število zakasnilnih celic med registrskimi 
pari, kar z veliko verjetnostjo zmanjša tudi število časovnih kršitev. O verjetnosti govorimo 
zato, ker s takšnim pristopom ne izračunavamo časovnih kršitev. Za natančno informacijo o 
časovnih kršitvah je potrebno narediti statično časovno analizo. Vendar pa se lahko z 
razporejanjem matrike AD zelo približamo končni rešitvi, saj manj časovnih kršitev pomeni 
tudi manj registrov z latenčnim izhodom.  
   Glede na smer distribucije zakasnitev ure lahko matriko sosednosti interpretiramo na dva 
različna načina (Slika 3.4). V prvem primeru zgornji trikotni del matrike sosednosti Add 
predstavlja direktne podatkovne poti glede na zakasnitev urinega signala, spodnji trikotni del 
pa povratne povezave. V drugem primeru Adf, kjer smer distribucije ure interpretiramo v 
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obratni smeri od napredujočih podatkovnih poti, velja obratna interpretacija. V našem primeru 
se bomo osredotočili na interpretacijo Add. 













Slika 3.4: Interpretacija usmerjene matrike sosednosti 
Ker je iz sintetizatorja možno pridobiti le omenjene časovne omejitve, je za statično časovno 
analizo vezja, ostale potrebno izračunati. Matriko zakasnitev podatkovnih poti registrskih 
parov brez serijske distribucije ure DP izrazimo z enačbo (3.2.3), kjer je TCP perioda ure, C 
nestabilnost ure (ang. clock jitter), tS čas postavitve (ang. setup time), tSunc čas nedoločenosti 
(ang. uncertainty time) časa postavitve in tSLACK preostanek časa na podatkovnih poteh (ang. 
slack time). 
         P CP C S Sunc SLACKD T t t t   (3.2.3) 
V naslednjem koraku je potrebno izračunati matriki zakasnitev podatkovnih in povratnih 
povezav, za vse registrske pare, vključno z začetno distribucijo urinega signala. Zaradi lažjega 
opisa enačb upoštevamo, da imajo zakasnilne celice za distribucijo ure enake zakasnitve. V 
realnem primeru bodo zakasnitve med seboj odstopale za manj kot 1%, odvisno od 
obremenitve in parazitnih kapacitivnosti v vezju. To napako lahko kompenziramo z 
vključitvijo časa nedoločenosti tunc. Matrika zakasnitev podatkovnih poti z vključeno začetno 
serijsko razporeditvijo urinega signala Ddp predstavlja preostanek zakasnitve podatkovne poti 
registrskega para glede na zamik urinega signala med obema registroma. Izračun Ddp opisuje 
(3.2.4), kjer je tBUFF zakasnitev ene zakasnilne celice, tH čas neaktivnosti in tHunc čas 
nedoločenosti časa neaktivnosti. 
  BUFFt    dp P C H HuncD D D t t   (3.2.4) 
Matrika zakasnitev povratnih vezav Dfp predstavlja ostanek razpoložljivega časa za 
razporejanje, vsakega registra v vezju. Dfp je definirana z enačbo (3.2.5) in prestavlja razliko 
med preostankom časa na podatkovni poti in zakasnitvijo distribuirane ure. Če so vsi elementi 
v matrikah Ddp in Dfp pozitivni, potem vektor razporeditve indeksov matrike DC predstavlja 




Optimalno razporejanje urinega signala 
37 
 
Ker register r2 nima nobenih odhodnih povezav, so vsi elementi v tretji vrstici enaki 0. To 
nam omogoča prvo zamenjavo, in sicer prve in tretje vrstice, kot prikazuje Slika 3.9. Da 
ohranimo simetrijo matrike, je potrebno zamenjati tudi prvi in tretji stolpec. S ponovnim 
izračunom matrike Ddp na novo razporejene matrike sosednosti DP, dobimo samo še eno 
časovno kršitev. Podobno kot prej odpravimo tudi drugi negativni element z zamenjavo druge 
in tretje vrstice in stolpca. Po vstavitvi serijske distribucije ure v dokončno razporejeno 
matriko DP dobimo vse pozitivne elemente v matriki Ddp, kot prikazuje Slika 3.10. Trenutni 
razporeditveni vektor matrike sosednosti DP = [3 1 2 4 5]. 
Dp =
0 00 0 0
0 1.20.4 0 0
0 0-0.9 0.8 0
0.3 00 0 0.3
-1.3 00 0 0
0 00 0 0
0 2.51.7 0 0
0 01.4 2.1 0
2.6 00 0 1.6




Usmerjena matrika sosednosti Dp z distribucijo urinega signala
 
Slika 3.10: Optimalna distribucija ure 
Če izrišemo vezje z razporeditvijo matrike sosednosti, dobimo vezje z optimalno distribucijo 
ure, ki ga prikazuje Slika 3.11. Dolge podatkovne poti glede na razmik med urinima 
signaloma (Slika 3.6), sedaj predstavljajo povratne povezave, medtem ko kratke povratne 


















tck tck + t tck + 2t tck + 3t tck + 4t
CLK
 
Slika 3.11: Primer z optimalno distribucijo ure 
Časovni potek optimalne razporeditve urinega signala prikazuje Slika 3.12, kjer se vidi, da 
smo vse kritične povezave glede na razporeditev ure, spremenili v nekritične. Nobena 
podatkovna pot se ne spremeni, pred prevzemom podatka v naslednjem ciklu ure. 
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3.2.1 Minimizacija z naključnim iskanjem razporeditvenega vektorja 
Najbolj preprost način, učinkovit predvsem za manjša vezja (n < 10), je iskanje omejenega 
števila naključnih razporeditvenih vektorjev. Nato s pomočjo statične časovne analize 
izberemo tistega, ki da najboljšo rešitev. Najprej izračunamo matriko zakasnitev podatkovnih 
poti DP po enačbi (3.2.3) in matriko z največjimi enotnimi zakasnitvami DBmax za vsak 





H +D t tD   (3.2.6) 
Če odštejemo DC (matrika z distribucijo ure) od DBmax, dobimo informacijo ali je trenutni 
razporeditveni vektor za nas prava rešitev, v obliki pozitivnih ali negativnih elementov. 
 
max 0 BBud CD D D   (3.2.7) 
Najprej določimo velikost matrike sosednosti in izračunamo osnovne matrike za izvajanje 
algoritma in računanje statične časovne analize. Nato najdemo vse negativne vrstice in 
določimo začetno število teh s trenutnim razporeditvenim vektorjem.  
Psevdokoda 3.1: Iskalni algoritem z naključno izbranimi razporeditvenimi vektorji 
 n = določi velikost matrike AD 
iter = število naključnih permutacij  
izračunaj DC, DP, Ddp in Dfp matrike 
izračunaj DBmax in DBud matriki 
//najdi vse negativne elemente v DBud 
nv = find(DBud < 0) 
nvs = določi velikost nv 
rv = 1:n //določi začetni razporeditveni vektor 
FOR i = 1:iter 
   rv_tmp = določi naključni raz. Vektor 
   //razporedi matiko DP po rv_tmp 
   DP_tmp = DP(rv_tmp, rv_tmp) 
   izračunaj Ddp_tmp matriko 
   izračunaj DBmax_tmp in DBud matriki 
   // najdi vse negativne elemente v DBud 
   nv_tmp = find(DBud < 0) 
   nvs_tmp = določi velikost nv_tmp 
   IF (nvs_tmp > nvs) THEN 
      //prepiši razporeditveni vektor 
      nvs = nvs_tmp 
      rv = rv_tmp 
      //če ni negativnih elementov 
      IF (nvs_tmp == 0) THEN 
          //prekini zanko 
          BREAK 
      END IF 
   ENDIF 
ENDFOR 
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Z zanko naredimo toliko iteracij, kolikor hočemo imeti različnih permutacij razporeditvenega 
vektorja. Ob vsaki iteraciji preuredimo vse potrebne matrike z novim vektorjem in preverimo 
če vezje izpolnjuje vse časovne omejitve. Če najdemo optimum oz. vektor brez negativnih 
elementov, vzamemo to za končno rešitev in prekinemo zanko, drugače pa ob vsaki iteraciji 
izberemo tisti naključni vektor, ki ustvari manj negativnih vrstic. Po koncu določenega števila 
naključnih permutacij je tako izbran najboljši razporeditveni vektor, ki je bil v tem omejenem 
naboru. Glavna slabost tega algoritma je v tem, da ne vključuje nobene optimizacijske metode 
in samo preizkuša naključno generirane vektorje. Pri večjih vezjih s takšnim pristopom v 
nekem razumnem času ne pokrijemo niti 1% vseh možnih permutacij. Poleg tega je za 
preizkušanje naključnih permutacij razporeditvenega vektorja potrebno v vsaki iteraciji 
računati časovne razmere v vezju, kar zahteva relativno veliko časa. Opis tega preprostega 
algoritma prikazuje Psevdokoda 3.1. Primer uporabe je predstavljen na ISCAS89 vezju s526, 
ki ga prikazuje Slika 3.14. Opazimo, da iskalni algoritem v milijonu naključno generiranih 
razporeditvenih vektorjev ni našel najboljše rešitve. Število potrebnih latenčnih registrov pred 
razporejanjem je bilo 8 in po prerazporeditvi 5.  
 
Slika 3.14: Zmanjšanje negativnih elementov za ISCAS89 vezje s526 z naključnim izbiranjem 
razporeditvenih vektorja 







Matrika sosednosti pred optimizacijo







Negativni elementi pred optimizacijo







Matrika sosednosti po optimizaciji







Negativni elementi po optimizaciji
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3.3 Zmanjševanje zgornje pasovne širine usmerjene matrike sosednosti 
   Minimizacija pasovne širine matrike MBMP (ang. matrix bandwidth minimization problem) 
je matematični problem, s katerim skušamo najti takšno permutacijo stolpcev in vrstic 
matrike, ki bi zagotovila, da so vsi neničelni elementi postavljeni čim bližje diagonali. Za 
minimizacijo se pri takšnih problemih uporabljajo razni, že prej omenjeni algoritmi, kot so 
RCM, GPS, Hill Climbing in drugi. Veliko algoritmov za reševanje je hevrističnih [38], [39]. 
Hevristične metode se uporabljajo takrat, ko pri danih omejitvah ni znanih metod, ki bi 
poiskale optimalno rešitev v razumnem času, dajo pa dovolj dobro oz. sprejemljivo rešitev. Te 
metode so načeloma manj natančne in hitrejše od ostalih strogih optimizacijskih metod. 
Zaradi velikega števila možnih permutacij bi v našem primeru stroge optimizacijske metode 
predolgo iskale optimalno rešitev, zato bomo uporabili hevristične algoritme za iskanje 
zgornje pasovne širine matrike. 
   Polinomski časovni algoritem (ang. polynomal-time algorithem) je algoritem, ki za 
polinomsko funkcijo p vedno generira rešitev v času p(n), kjer n predstavlja dolžino vhodnega 
podatka. Za problem minimizacije pasovne širine matrike je znano, da spada v odločitveni 
problem NP-poln (ang. nondeterministic polynomial time comlete oz. P  NP - C) [40]. 
Problem, ki je NP-poln je unija kompleksnega razreda NP in razreda NP-težek (ang. 
nondeterministic polynomial time hard) oz. NP-C = NP  NP-H. Za problem P  NP - H oz. 
problem NP-težek velja, da je vsaj tako težek kot najtežji problem v razredu NP, čeprav je v 







Slika 3.15: Euler-jev diagram za P, NP, NP-težak in NP- poln set problemov 
V teoriji računske kompleksnosti je NP (nondeterministic polynomial time) najbolj osnoven 





   (3.3.1) 
Optimalno razporejanje urinega signala 
42 
 
NTIME(f(n)) razred kompleksnosti je množica odločitvenih problemov, ki jih je mogoče rešiti 
z nedeterminističnim Turingovim strojem. To je teoretični računski stroj (služi kot idealiziran 
model za matematične algoritme), ki bere in piše simbole enega za drugim na neskončnem 
traku po strogem zaporedju pravil. Število računskih korakov algoritma, ki reši določen 
problem, predstavlja časovno zahtevnost algoritma. Korake merimo v osnovnih operacijah 
stroja, ki jih izvaja algoritem. Velikokrat se uporablja zapis reda velikosti v obliki "veliki O 
zapis" (ang. Big O notation), ki opiše limitno vedenje neke funkcije, kjer njen argument teži k 
praktični vrednosti ali neskončnosti (običajno pri enostavnejših funkcijah). 
   Usmerjen graf vezja lahko zapišemo kot  ,G V E , kjer je V nabor vozlišč in E nabor 
usmerjenih povezav. Vozlišča v f : V → {1,…,n} obtežimo glede na trenutni položaj v matriki, 
kjer je n = |V|. Pasovno širino grafa G s funkcijo f lahko zapišemo z enačbo (3.3.2). 
 
( , )
( ) max ( ) - ( )f
u v E
B G f u f v

   (3.3.2) 
Za rešitev problema minimizacije pasovne širine BMP (ang. bandwidth minimization 
problem) je potrebno najti takšno razporeditev vozlišč, ki minimizira Bf(G). BMP velja za 
enega težjih kombinatornih optimizacijskih problemov, ker število možnih razporeditev 
narašča s fakulteto števila vozlišč n!. Če privzamemo da je AD = [aij]nn razpršena matrika, 
potem lahko definicijo pasovne širine matrike zapišemo kot največjo razdaljo med 
neničelnimi elementi v matriki sosednosti (3.3.3). 
    
(i, j):a 0
1,..., 1,.( ) max : ..,
ij
B i j i n j m

   D  A ,   (3.3.3) 
V našem primeru smo privzeli, da se direktne podatkovne poti nahajajo na zgornji in povratne 
vezave na spodnji trikotni polovici usmerjene matrike sosednosti, glede na smer porazdelitve 
urinega signala. Ker želimo zmanjšati pasovno širino samo na tisti polovici, kjer so direktne 
povezave, lahko zapišemo enačbo (3.3.4) 
    
( , ): 0
1,...,( ) max i,...,:
iji j i a
j mB i j i n
 
   D , A   (3.3.4) 
Permutacijo razporeditvenega vektorja (1, 2, 3, …, n) označimo z r in AD(r) matriko, 
razporejeno z vektorjem r oz. matematično zapisano kot AD(r) = [ari arj]. Tako lahko problem 
BMP izrazimo kot prikazuje (3.3.5). 
  min (r)
r
B DA   (3.3.5) 
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Če si predstavljamo usmerjeno matriko sosednosti kot graf, opazimo, da pri spreminjanju 
razporeditvenega vektorja struktura grafa ostaja ista, spreminjajo se le označbe vozlič, ki v 
našem primeru predstavljajo serijsko razporeditev ure. Graf in usmerjeno matriko sosednosti 












1 10 0 0
0 10 1 0
0 00 0 0
0 01 0 1
0 01 0 0
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1 00 0 1
























Slika 3.16: Graf in usmerjena matrika sosednosti 
Kot smo že omenili, je za splošen graf z n vozlišči število možnih permutacij 
razporeditvenega vektorja enako n!. Neposredna deterministična rešitev takšnega problema bi 
bila, da preizkusimo vse možne permutacije in izberemo tisto, ki da najmanjšo pasovno širino 
zgornje trikotne polovice matrike AD. Potreben čas za takšen pristop se nahaja v polinomskem 
razredu po notaciji O(n!/2) (polovica je zato, ker je mogoče vse označbe invertirati tako, da 
dobimo isto pasovno širino). Takšna rešitev problema postane nepraktična pri grafih z 
desetimi ali več vozlišči. Naslednja razmeroma enostavna možnost za rešitev problema je 
hevristična, kjer naključno generiramo permutacije razporeditvenega vektorja in izberemo 
tistega, ki da najmanjšo pasovno širino zgornje trikotne polovice matrike sosednosti. Takšen 
način je dovolj dober za grafe, ki so manjši od desetih vozlišč. Približna ocena potrebnega 
časa, za iskanje naključnih permutacij razporeditvenih vektorjev, je odvisna od izbranega 
števila iteracij O (št. iter.). 
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   Za dan graf lahko določimo tudi stopnjo (ang. graph degree) [35], ki vsebuje informacijo o 
številu vozlišč, povezanih na sosedna vozlišča. To zapišemo kot matriko, kjer je informacija 
zapisana po diagonali za vsako vozlišče. Za podan graf   ,G V E , kjer je ||V|| = n, stopnjo 









  (3.3.6) 
kjer je deg(vi) stopnja vozlišča i, ki je seštevek vseh prihajajočih in odhajajočih povezav tega 
vozlišča. Pri usmerjenih grafih, kot v našem primeru, stopnjo grafa ločimo na vhodno stopnjo 
(število vhodnih povezav v vozlišče vi) in izhodno stopnjo (število izhodnih povezav iz 












0 02 0 0
2 00 0 0
0 00 0 0
0 00 2 0
0 00 0 1
id =
0 02 0 0
1 00 0 0
0 20 0 0
0 00 1 0
0 00 0 1
 
Slika 3.17: Vhodna in izhodna stopnja grafa 
Vhodno stopnjo grafa označimo kot deg –(v) in izhodno kot deg +(v). Ko je stopnja vozlišča 
deg –(v) = 0, potem tako vozlišče imenujemo izvor, medtem ko za stopnjo vozlišča, kjer je 
deg +(v) = 0, imenujemo ponor. Za usmerjen graf velja vsota stopenj (3.3.7) [35],  
 ( )deg ( ) deg ( )
v V v V
e Gv v   (3.3.7) 
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3.3.1 Zmanjševanje pasovne širine na eni trikotni strani usmerjene matrike sosednosti na 
osnovi najmanjše izhodne stopnje vozlišča 
Za reševanje problematike pasovne širine matrike je bila sprva najbolj razširjena reverzna 
Cuthill-Mckee (RCM) hevristična metoda [41], ki je manjša modifikacija originalne Cuthill-
Mckee metode iz leta 1969 [37]. Leta 1976 so predlagali GPS (Gibbs, Poole and Stockmeyer) 
[42] metodo, ki v povprečju najde relativno enako dobro rešitev, vendar 10-krat hitreje. Te 
metode so bile razvite za zmanjšanje pasovne širine simetričnih razpršenih matrik, kot dobra 
prerazporeditev pred razcepom LU (ang. lower-upper decomposition) ali Cholesky razcepom. 
V našem primeru to metodo uporabljamo za zmanjšanje pasovne širine usmerjene matrike 
sosednosti. Poizkušamo najti takšen razporeditveni vektor, ki razporedi direktne povezave 
med registri glede na smer serijske razporeditve ure, tako da dobimo pozitivno razliko časov 
med podatkovno in urino zakasnitvijo. Kot smo že ugotovili, manjša pasovna širina na zgornji 
polovici matrike sosednosti, kjer nastopajo direktne povezave, pomeni manj negativnih 
elementov in posledično manj latenčnih registrov. Ker je npr. Cuthill-Mckee algoritem 
namenjen zmanjševanju pasovne širine celotne matrike, v našem primeru ne da najboljše 
rešitve. Potrebujemo podoben algoritem, ki zmanjša pasovno širino matrike sosednosti v 
področju, kjer se nahajajo direktne poti glede na serijsko razporeditev ure, medtem ko za 
povratne vezave to ni pomembno. Ker RCM uporablja različico standardnega iskanega 
algoritma BFS (ang. breadth-first search), ki za izbiro naslednjega vozlišča uporablja 
hevristično funkcijo, je končna rešitev dovolj dobra, ni pa optimalna. Podobno metodo bomo 
uporabili tudi za naš algoritem. Časovno zahtevnost lahko izrazimo kot O(|V| + |E|), ker bosta 
vedno vsako vozlišče in pripadajoča povezava raziskana za najslabši primer. O(|E|) se lahko 
giblje med O(1) in O(|V|2), odvisno od razpršenosti matrike. 
   Cuthill-Mckee metoda za svoje delovanje zahteva simetrično matriko. Če dobi kot vhodni 
podatek nesimetrično matriko, jo naredi simetrično, tako da izračuna vsoto matrike in njene 
transponirane vrednosti (A+AT). Nato izvede svoj iskalni algoritem in kot izhod da 
razporeditveni vektor. V našem primeru uporabljamo usmerjene matrike sosednosti, ki so 
nesimetrične. Naš predlagani algoritem bo temeljil na osnovi najmanjše izhodne stopnje 
vozlišča, ki ga bomo poimenovali MODR (ang. minimum out degree reordering). Preden 
sprožimo MODR iskalni algoritem, je potrebno pridobiti določene informacije iz matrike. 
Poiskati je potrebno pasovno širino vsakega vozlišča oz. matrike in stopnjo matrike. V našem 
primeru zmanjšujemo pasovno širino na eni trikotni strani matrike, zato je potrebno izračunati 
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vhodno in izhodno stopnjo matrike. Najprej določimo vhodno in izhodno stopnjo vseh vozlišč 
in jih nato združimo v diagonalno  matriko, kot to prikazuje Psevdokoda 3.2. 
Psevdokoda 3.2: Določanje stopnje matrike 
                                                                                                      n = določi velikost AD
//določi stopnjo vozlišča i 
FOR i = 1:n 
   //vsota vseh odhodnih povezav  
   Voutdeg(i) = ∑ 𝑑𝑒𝑔−(𝑣)𝑣𝜖𝑉  
   //vsota vseh prihodnih povezav 
   Vindeg(i)  = ∑ 𝑑𝑒𝑔+(𝑣)𝑣𝜖𝑉  
ENDFOR 
//določi diagonalno stopnjo matrike 
FOR i = 1:n 
   outdegree(i,i) = Voutdeg(i) 
   indegree(i,i)  = Vindeg(i) 
ENDFOR 
//stopnja matrike sosednosti 
Degree = indegree + outdegree 
 
Podobno kot stopnjo matrike izračunamo tudi pasovno širino, kjer najprej določimo razdalje 
med neničelnimi elementi na zgornjem trikotnem delu matrike nato pa še na celotni matriki 
sosednosti za vsako vozlišče posebej. Na koncu določimo še najbolj oddaljeno vozlišče v 
matriki, ki dejansko predstavlja pasovno širino matrike. Primer določanja pasovne širine 
vozlišča prikazuje Psevdokoda 3.3. 
Psevdokoda 3.3: Določanje pasovne širine vozlišč v matriki sosednosti  
 n = določi velikost AD 
FOR i = 1:n 
   FOR j = 1:n 
      IF (AD(i,j) > 0) THEN 
         //pasovna širina Zgornje pol. mat. 
         band_hi(i) = j-i 
         //pasovna širina spodnje pol. mat. 
         band_tmp(i) = največja oddaljenost vozlišča od diag. 
      ENDIF 
   ENDFOR 
ENDFOR 
//pasovna širina matrike 
band = max(band_tmp) 
 
Ker se uporablja iskalna metoda, je potrebno določiti, kako izbirati prava vozlišča za 
sestavljanje razporeditvenega vektorja. V našem primeru bomo za izhodišče razporeditvenega 
vektorja izbrali vozlišče z najmanjšo izhodno stopnjo, ki predstavlja vozlišče z najmanjšim 
številom odhodnih povezav (3.3.8). Na začetku postopka razporedimo vsa vozlišča po njihovi 
izhodni stopnji od najmanjše do največje in razporeditev shranimo v vektor sort_rV.  
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   (3.3.8) 
Za nadaljnjo izbiranje je potrebno najti tudi vsa sosedna vozlišča trenutno izbranega vozlišča i 
in jih shraniti v začasno matriko neighborM_tmp, kot to prikazuje Psevdokoda 3.4. 
Psevdokoda 3.4: Iskanje vseh sosedov vozlišča i 
 sort_rV = razporeditveni vektor po stopnji matrike outdegree 
FOR i = 1:n 
   k = 1 
   FOR j = 1:n 
      IF (AD(i,j) == 1) THEN 
         //iskanje vseh sosedov vozlišča i 
         neighborM_tmp(i,k) = j 
         povečaj k za 1 
      ENDIF 
   ENDFOR 
ENDFOR 
 
Ko dobimo matriko vseh sosednjih vozlišč, je potrebno tudi njih razporediti po izhodni stopnji 
vozlišč v naraščajočem vrstnem redu. Tako začasno matriko neighborM_tmp primerjamo z 
razporeditvenim vektorjem, urejenim po stopnji matrike sort_rV, in uredimo matriko 
neighborM. Matrika je velikosti n×n. Vsa mesta v matriki, ki ne označujejo soseda oz. nimajo 
povezave z nobenim vozliščem, zapolnimo z vrednostjo 0. Razporeditev sosedov vozlišč po 
izhodni stopnji prikazuje Psevdokoda 3.5. 
Psevdokoda 3.5: Razporeditev sosedov vozlišč po izhodni stopnji 
 FOR i = 1:n 
   o = 1 
   FOR j = 1:n 
      FOR k = 1:n 
         //primerjaj vsa vozlišča z razporeditvenim vektorjem 
         IF (neighborM_tmp(i,k) == sort_rV(j)) THEN 
            //zlaganje sosedov po izh. stopnji vozlišča 
            neighborM(i,o) = sort_rV(j) 
            povečaj o za 1 
         ENDIF 
      ENDFOR 
   ENDFOR 
ENDFOR 
 
Zadnji del algoritma, ustrezno sestavi končni razporeditveni vektor, kot prikazuje Psevdokoda 
3.6. Za prvi element razporeditvenega vektorja vzamemo tisto vozlišče iz vektorja sort_rV, ki 
vsebuje najnižjo izhodno stopnjo. Vsako naslednje vozlišče izberemo tako, da vzamemo 
soseda že izbranega vozlišča, ki ima najnižjo izhodno stopnjo in ga shranimo v spremenljivko 
next_neighbor. Pogosto se zgodi, da pri razporejanju pridemo do situacije, kjer je več sosedov 
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z isto stopnjo vozlišča. V tem primeru upoštevamo tudi pasovno širino in izberemo tistega, ki 
ima manjšo pasovno širino. V primerih, ko vozlišče nima soseda s povezavo proti njemu 
(izhodna stopnja je 0), izberemo naslednje vozlišče z najmanjšo izhodno stopnjo. Prav tako 
moramo sproti izločati vozlišča, ki so že uporabljena, da pri izbiranju ustreznega soseda ne 
uporabimo isto vozlišče, ampak naslednjega z ustrezno izhodno stopnjo.  
Psevdokoda 3.6: Zlaganje ustreznega razporeditvenega vektorja 
 rv_tmp(1) = sort_rV(1)  
FOR i = 1:n-1 
   //določi naslednjega soseda 
   next_neighbor = najdi primernega soseda glede na izhodno  
                   stopnjo in pasovno širino vozlišča  
   sort_rV_tmp = izloči že uporabljena vozlišča 
   IF (next_neighbor(1) == 0) THEN 
      //če ni soseda vzemi naslednje vozlišče 
      rv_tmp(i+1) = sort_rV_tmp(1) 
   ELSE 
      //vzemi naslednjega soseda 
      rv_tmp(i+1) = next_neighbor(1) 
   ENDIF 
ENDFOR 
//shrani končni razporeditveni vektor 
rv = rv_tmp 
 
Razpoložljiva vozlišča se med razporejanjem nahajajo v vektorju sort_rV_tmp. Končni 
razporeditveni vektor se shrani v spremenljivko rv.  
   Pri testiranju algoritma smo uporabili standardna testna vezja ISCAS89 in ISCAS99. Slika 
3.18 prikazuje primerjavo med standardnim reverznim Cuthill-Mckee (RCM) algoritmom in 
našim algoritmom MODR. S primerjavo ne želimo MODR prikazati kot izboljšavo RCM 
algoritma, temveč le kot modifikacijo, ki našemu problemu bolje ustreza. Algoritem RCM je 
bil razvit za druge namene (kot dobra prerazporeditev pred LU ali Cholesky razcepom), kjer 
tudi dobro deluje.  
   Opazimo, da MODR algoritem zelo dobro deluje pri manjših vezjih (do 50 registrov) in 
večjih vezjih, ki imajo relativno malo kombinacijske logike. Pri večjih vezjih z veliko 
kombinacijske logike, pa se MODR algoritem ne izkaže nič bolje kot izvirni Cuthill-Mckee 
algoritem, kot to prikazuje Slika 3.19.  To se zgodi zato, ker večja vezja običajno vsebujejo 
veliko povezav z veliko sosedi, ki pa se ob razporejanju razpršijo tudi po delu matrike, kjer 
želimo zmanjšati pasovno širino. 
 




Slika 3.18: Primerjava med RCM in MODR algoritma na ISCAS89 vezjih, kjer prvi stolpec 
prikazuje matrike sosednosti vezij, drugi stolpec predstavlja razporeditev z RCM algoritmom 
in tretji stolpec razporeditev z našim MODR algoritmom 















Preurejena matrika z RCM
























































































Slika 3.19: Primerjava med RCM in MODR algoritma na dveh večjih ISCAS89 vezjih, kjer 
prvi stolpec prikazuje matrike sosednosti vezij, drugi stolpec predstavlja razporeditev z RCM 
algoritmom in tretji stolpec razporeditev z MODR algoritmom 
Primerjava zmanjšanja pasovne širine med originalnem reverznim Cuthill-Mckee in našim 
MODR algoritmom za testna vezja ISCAS99 prikazuje Slika 3.20. 
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Slika 3.20: Primerjava med RCM in MODR algoritma na ISCAS99 vezjih, kjer prvi stolpec 
prikazuje matrike sosednosti vezij, drugi stolpec predstavlja razporeditev z RCM algoritmom 
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3.3.2 Zmanjševanje pasovne širine na eni trikotni strani usmerjene matrike sosednosti z 
uporabo Genetskega Algoritma 
   Genetski algoritem (GA) je metoda, ki rešuje razne optimizacijske in iskalne probleme na 
osnovi naravne selekcije s posnemanjem biološke evolucije. Genetski algoritmi so računsko 
bolj potratni od ostalih optimizacijskih metod (linearno programiranje, kvadratično 
programiranje …), vendar se z večjo verjetnostjo izogibajo lokalnem minimumu. Genetski 
algoritem predstavlja samo eno vejo večjega področja, ki se imenuje evolucijsko računanje 
[43]. Podobno kot pri biološki evoluciji je veliko procesov naključnih, toda ta optimizacijska 
metoda omogoča tudi nastavljanje nivoja naključnosti in nadzora. Ker ti algoritmi operirajo z 
naključnimi spremenljivkami, spadajo med stohastične optimizacijske metode. Mnogo 
optimizacijskih problemov je tako zahtevnih, da bi za njihovo reševanje natančni algoritmi 
porabili preveč časa, zato se takšne primere večkrat rešuje s hevrističnimi metodami, kjer 
dobimo relativno dobro rešitev v krajšem času. Genetski algoritmi so najbolj uporabni za 
reševanje problemov, kjer je kriterijska funkcija nezvezna, nelinearna ali pa ni možno 
izračunati njenega odvoda. Njihova prednost je tudi v tem, da ne potrebujejo veliko informacij 
o danem problemu. Slednja lastnost jim omogoča najti rešitev tudi takrat, ko drugih 
optimizacijskih metod ne moremo uporabiti zaradi nezveznosti, nelinearnosti ali drugih 
lastnosti. Prav tako GA v vsaki iteraciji generirajo množico rešitev (populacija), kjer se 
izberejo najboljše rešitve in se spet delijo v naslednji "generaciji". Skozi iteracije se rešitev 
izboljšuje, dokler se ne približa optimumu. Klasične optimizacijske metode generirajo le eno 
rešitev v vsaki iteraciji, ki se določi po determinističnih pravilih. Na učinkovitost genetskih 
algoritmov zelo vplivajo kriterijska funkcija, genetski operatorji in kodiranje.  
   Osnovne komponente, skupne skoraj vsem genetskim algoritmom, so: 
 Kriterijska funkcija za optimizacijo 
 Populacija kromosomov 
 Izbira kateri kromosomi se bodo reproducirali  
 Križanje za ustvarjanje nove generacije kromosomov 
 Naključna mutacija kromosomov v novi generaciji 
Kriterijska funkcija (ang. fitness function) je funkcija, katero algoritem poizkuša optimizirati 
oz. najti njen minimum. Brez izgube na splošnosti lahko govorimo samo o minimumih, zato 
ker lahko maksimum funkcije f pretvorimo v minimum funkcije g, kjer velja g = -f. Tako 
lahko zapišemo enačbo (3.3.9). 
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       max min min  f x g x f x   (3.3.9) 
Podana funkcija testira in ovrednoti ustreznost (ang. fit) potencialnih rešitev, zato predstavlja 
enega od najbolj ključnih delov algoritma. Kriterijska funkcija predstavlja edini korak v 
algoritmu, ki določi, kako se bodo kromosomi spreminjali skozi iteracije in lahko pomeni 
razliko med najdeno optimalno rešitvijo in slabo rešitvijo. Kriterijska funkcija mora biti 
občutljiva bolj kot samo detekcija med dobrimi in slabimi kromosomi. Zelo pomembno je 
upoštevati, kateri del rešitve uporabimo naprej, saj bo to določalo, kam se bo celotna 
populacija kromosomov oz. rešitev pomikala. Izraz kromosom se nanaša na numerično 
vrednost, ki predstavlja potencialno rešitev. Kromosom je običajno kodiran kot vektor 
parametričnih vrednosti ki, velikosti problema n (3.3.10). 
  1 2, , , nkromosom k k k   (3.3.10) 
Te lahko kodiramo na različne načine [44][43][45]: 
 Eden od načinov je binarno kodiranje (ang. bitstream/binary encoding), kjer 
kromosom pretvorimo v niz bitov (sekvenca ničel in enic), podobno kot pri genih v 
DNA, ki ustvarjajo kromosome. Takšno je bilo tudi prvo kodiranje. 
 Moderni pristopi omogočajo tudi druge načine kodiranja, kot je na primer 
permutacijsko kodiranje (ang. permutation encoding), kjer je kromosom zapisan v 
obliki zaporedja celih števil. Takšno kodiranje je primerno za reševanje problemov 
zaporedij, kot je naš problem zmanjševanja pasovne širine zgornje polovice usmerjene 
matrike sosednosti. Vsak kromosom je niz celih števil, ki predstavljajo nek položaj v 
sekvenci. Končni kromosom oz. rešitev je v našem primeru razporeditveni vektor, ki 
da minimum kriterijske funkcije.  
 Pri reševanju problemov z realnimi števili, znaki ali s kakšnimi drugimi objekti se 
uporablja vrednostno kodiranje (ang. value encoding), kjer je kromosom niz realnih 
števil, znakov ali drugih oznak. Najpogosteje se ta oblika kodiranja pojavlja pri 
iskanju uteži nevronskih mrež z realnimi števili.  
 Še zadnje večje kodiranje je kodiranje z drevesom (ang. tree encoding), kjer je 
kromosom zapisan v obliki drevesne strukture objektov, kot so funkcije ali ukazi v 
programskem jeziku. Takšno kodiranje je uporabno za razvijajoče se programe oz. za 
strukture, ki se lahko kodirajo v obliki drevesa. Takšen način kodiranja se uporablja 
predvsem pri genetskem programiranju (ang. genetic programming). 
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Genetski algoritem se začne z naključno izbrano populacijo kromosomov, ki služi kot prva 
generacija oz. začetna populacija. Nato je vsak kromosom v populaciji ovrednoten s pomočjo 
kriterijske funkcije, glede na to, kako dobro reši podan problem. Zatem selekcijski operator 
izbere nekaj kromosomov (staršev) za reprodukcijo na podlagi verjetnostne porazdelitve, ki jo 
določimo. Obstaja več načinov, kako izbrati primerne starše, in sicer: izbira na podlagi 
kriterijske funkcije (oz. metoda ruletnega kolesa), turnirska izbira in izbira po rangu [45].  
   Pri metodi ruletnega kolesa vsak kromosom v populaciji označimo z verjetnostjo izbire s 
pomočjo kriterijske funkcije. Če je f(Ci) vrednost funkcije posameznega kromosoma Ci v 













  (3.3.11) 
To si lahko predstavljamo kot ruletno kolo, kjer so razporejeni vsi kromosomi v populaciji. 
Velikost dela ruletnega kolesa za posamezen kromosom je proporcionalen vrednosti 
kriterijske funkcije (večja kot je vrednost, večji del zaseda na kolesu). Problem se pojavi, ko 
kakšen kromosom pokrije večje območje ruletnega kolesa, ker imajo ostali kromosomi zelo 
majhno verjetnost za izbiro. Tako bodo kromosomi z boljšo verjetnostjo večkrat izbrani, kar 
pomeni, da bo populacija čez iteracije stagnirala. Da se izognemo temu problemu uporabimo 
izbiro po rangu, zato kromosome v trenutni populaciji razvrstimo po vrednosti kriterijske 
funkcije. Na ta način zmanjšamo pomembnost visoko ocenjenih kromosomov in s tem 
preprečimo prehitro konvergenco. Verjetnost za izbiro kromosoma z rangom r v populaciji z 









  (3.3.12) 
Pri izbiri s turnirjem iz populacije naključno izžrebamo j kromosomov (j-turnir) in izmed njih 
izberemo tistega, ki ima najvišjo vrednost kriterijske funkcije.  
   Ko ustvarimo nove kromosome, jih je potrebno vstaviti v populacijo. Ker je število 
posameznikov v populaciji skozi iteracije konstantno, je potrebno odstraniti odvečne 
kromosome. Tukaj uvedemo elitizem in izbiro ustaljenega stanja (ang. steady-state selection). 
Pri elitizmu se del stare generacije z najboljšimi posamezniki prepiše v novo generacijo, ostali 
del pa se ustvari z običajnim izbiranjem staršev (iz celotne populacije), križanjem in mutacijo. 
Tako zagotovimo, da se najboljši kromosomi ne bodo izgubili. Obstaja tudi šibki elitizem, 
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kjer na najboljših kromosomih delujemo tudi z mutacijo, zato da preprečimo prezgodnjo 
konvergenco. Pri izbiri ustaljenega stanja, podobno kot pri elitizmu v novo generacijo, 
prepišemo del najboljših kromosomov, vendar pri ustvarjanju novih s križanjem in mutacijo 
ne upoštevamo najslabših. 
   Naslednji pomembni operaciji genetskega algoritma sta križanje in mutacija kromosomov. 
Ti operaciji se določita na podlagi kodiranja, ki se uporablja. Prikazali ju bomo na 
permutacijskem kodiranju, ki ga tudi uporabljamo v našem primeru. Če bi v populaciji izbirali 
samo najboljše kromosome za naslednjo generacijo, bi bili zelo omejeni na začetno 
populacijo. Zato s križanjem poizkušamo iz trenutnih rešitev ustvariti nove, ki bi potencialno 
lahko bile še boljše. Za križanje običajno izberemo dva oz. več staršev in ustvarimo potomce 
za naslednjo generacijo. Križanje lahko izvedemo enotočkovno, dvotočkovno ali pa 
uniformno. Pri enotočkovnem križanju genotip staršev presekamo v naključno izbrani točki, 
kjer dobimo po dva odseka za oba starša. Za razliko od binarnega kodiranja je pri 
permutacijskem kodiranju potrebno paziti, da potomec ne vsebuje dveh enakih celih števil, 
kot to prikazuje Slika 3.21.  
1 0 1 1 0 1 1 1
1 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0
1 3 6 4 2 8 5 7
2 5 8 1 3 7 4 6 1 3 6 1 3 7 4 6
1 1 0 1 0 1 1 1 2 5 8 4 2 8 5 7
Točka križanja Točka križanja
Generacija N Generacija N+1 Generacija N Generacija N+1
Binarno kodiranje Permutacijsko kodiranje
 
Slika 3.21: Primer križanja za binarno in napačno permutacijsko kodiranje 
Navadno križanje pri permutacijskem križanju povzroči neveljavne potomce, ker nekatera 
števila manjkajo, druga pa se ponavljajo. Za odpravljanje tega problema obstaja več rešitev, ki 
so tukaj na kratko povzeti. Bolj podrobno bomo opisali uporabljeno ciklično metodo križanja. 
Prva rešitev je znana kot križanje z delnim ujemanjem (ang. partially matched crossover 
PMX), kjer sta izbrani dve točki križanja. V teh dveh točkah naredimo izmenjavo vrednosti 
staršev, kjer zamenjani števili ostaneta nedotaknjeni skozi celoten postopek. Po tem koraku 
imamo še vedno problem s podvajanjem in manjkanjem števil v obeh potomcih. Zato 
originalne podvojene cele številke prvega potomca zamenjamo še s podvojenimi števili 
drugega potomca. Tako dobimo končno rešitev križanja, kjer vsak potomec vsebuje del starša 
ter različna cela števila. Naslednja rešitev križanja za permutacijsko kodiranje je lahko 
križanje po vrstnem redu (ang. order crossover OX), ki poizkuša ohraniti vrstni red števil. 
Podobno kot prej izberemo dve točki križanja in izmenjamo vrednosti staršev. Števila ki se 
ponovijo, odstranimo in označimo z X ter potisnemo na levo stran potomca. Števila ki so bila 
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prej na tem položaju se pomaknejo na levo in okoli na drugo stran potomca. Nato vse X 
zamenjamo z manjkajočimi števili. Prednost tega postopka je v tem, da se relativna 
razporeditev ohranja, čeprav se vrednosti ne nahajajo na začetnih mestih. Kot zadnjo metodo 
navajamo ciklično križanje (ang. cycle crossover CX), katero smo tudi uporabili v našem 
primeru. V prvem koraku izberemo naključno lokacijo križanja in ustvarimo nova potomca. 
Če zamenjani vrednosti nista isti, dobimo zopet podvojena števila. Nato zamenjamo 
podvojeno število v prvem potomcu s številom na istem položaju v drugem potomcu. S tem 
smo pridelali drugo število, ki se je podvojilo. Ta postopek ponavljamo, dokler ne dobimo vsa 
različna števila v prvem potomcu in tako posledično tudi v drugem. Primer takšnega križanja 
prikazuje Slika 3.22. 
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Slika 3.22: Primer cikličnega križanja za permutacijsko kodiranje 
Naslednji operator genetskega algoritma je mutacija. Pri binarnemu kodiranju naključno 
izberemo število in položaj bitov in jih nato negiramo. Če pri permutacijskem kodiranju 
naključno izberemo število in ga zamenjamo z drugim številom, dobimo spet problem 
podvajanja. Najenostavnejša rešitev je, da naključno izberemo kromosom za mutacijo in 
zamenjamo dve naključno izbrani števili v istem kromosomu. Primer mutacije za binarno in 
permutacijsko kodiranje prikazuje Slika 3.23. 
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Slika 3.23: Mutacija za binarno in permutacijsko kodiranje 
Poleg definicij zgoraj opisanih operatorjev in kodiranja je pri genetskem algoritmu pomembna 
tudi nastavitev velikosti populacije, faktorja križanja in mutacije. S faktorjem križanja 
povemo, kakšna je verjetnost, da se zgodi križanje kromosomov. Manjša kot je vrednost 
faktorja, več kromosomov iz predhodne generacije se ohrani. Vrednost faktorja se običajno 
giblje med 0.5 in 0.9. Naslednji pomemben faktor je faktor mutacije, ki nam pove kakšna je 
verjetnost mutacije kromosoma. Uporaba operatorja mutacije prepreči, da bi genetski 
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algoritem obstal v lokalnem minimumu. Vrednost faktorja mutacije določa delež 
kromosomov, ki bodo mutirali v trenutni generaciji. Kot zadnji pomemben parameter GA 
omenimo še velikost populacije. Vedeti je potrebno, da nam velika populacija ne zagotavlja 
boljše učinkovitosti genetskega algoritma. Običajne velikosti so med 20 in 30; ponekod 
velikost populacije tudi vežejo na velikost kromosoma.  
   Kot smo že omenili, v našem primeru poizkušamo najti takšen razporeditveni vektor oz. 
kromosom K, kjer bo zgornja pasovna širina matrike sosednosti najmanjša.  
  min
K
f K   (3.3.13) 
Pasovno širino zgornjega dela matrike definiramo s funkcijo (3.3.14), kjer za vsak izračun 
pasovne širine, matriko AD preuredimo s trenutnim kromosomom K v populaciji. 
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   ,   (3.3.14) 
S tem dobimo najbolj oddaljenega soseda za vsa vozlišča v na direktni poti glede na smer 
razporejanja urinega signala. Našo kriterijsko funkcijo lahko zapišemo kot (3.3.15), kjer za 









f B A v   (3.3.15) 
S to funkcijo ovrednotimo vse kromosome v populaciji za ustvarjanje naslednje generacije 
kromosomov. Rešitev kriterijske funkcije je celo število, kar pa je slabost. Takšna rešitev ne 
pove nobene druge informacije, kot na primer, kako dober je kromosom glede na nek drugi 
kromosom v populaciji, ki da isto zgornjo pasovno širino matrike AD. Zato smo kriterijsko 
funkcijo opremili z dodatnim členom, ki dosti bolje ovrednoti vsak posamičen kromosom v 























  (3.3.16) 
Dodatni člen predstavlja nekakšen profil vsakega kromosoma. Najprej seštejemo vse pasovne 
širine posamičnih vozlišč in to delimo z največjo možno vsoto seštevka pasovnih širin. Tako 
bodo kromosomi, ki dajo enake največje pasovne širine, ločeni oz. ovrednoteni še s 
seštevkom profila, ki je realno število z razpon med 0 in 1. S takšnim razponom zagotovimo, 
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da kljub slabemu profilu kromosoma še vedno bolje ovrednotimo tiste kromosome, ki imajo 
manjšo pasovno širino. Izkaže se, da s tem dodatkom dosežemo dosti boljše rezultate.  
   Naš algoritem vsebuje vse standardne operacije genetskega algoritma, kar prikazuje 
Psevdokoda 3.7.  
Psevdokoda 3.7: Genetski algoritem za zmanjšanje zgornje pasovne širine usmerjene matrike 
sosednosti 
 n = določi velikost matrike AD 
PopSize = določi velikost populacije 
igamax = določi št. iteracij 
//določi stopnjo ohranitve populacije in mutacije 
StopnjaSelekcije = 0.5 
StopnjaMutacije = 0.01 
//število ohranitve populacije 
OhraniPop = StopnjaSelekcije*PopSize 
//boljša polovica ohranjenih se uporabi za križanje 
m = ceil((PopSize-OhraniPop)/2) 
//generiraj naključno začetno populacijo 
FOR i = 1:PopSize 
   Pop(i,:) = randperm(n) 
END FOR 
//ovrednoti populacijo in razporedi po F_bw 
F_bw = kriterijska funkcija(Pop) 
Pop = sort(Pop(F_bw)) 
//iteracijska zanaka 
WHILE (iga < igamax) 
   NewPop = Selekcija(Pop, F_bw) 
   NewPop = Križanje(NewPop) 
   Pop = Mutacija(NewPop) 
   //ovrednoti populacijo 
   F_bw = kriterijska funkcija(Pop) 
   //razporedi potomce po F_bw 
   Pop = sort(NewPop(F_bw)) 
   iga = iga + 1 
END WHILE 
Na začetku algoritma najprej definiramo osnovne omejitve algoritma kot so velikost 
populacije, velikost kromosoma, število iteracij itd. Pri novi generaciji ne zamenjamo celotne 
predhodne populacije z novimi potomci, ampak ohranimo najboljši del te populacije, ostale pa 
generiramo s selekcijo in križanjem. Izbiranje definiramo s stopnjo selekcije, ki je v našem 
primeru 0.5, kar pomeni, da eno polovico populacije ohranimo, drugo pa zamenjamo s 
potomci. Omenimo še, da selekcijski operator izbere samo delček ohranjene populacije za 
produkcijo nove generacije oz. v našem primeru četrtino začetne populacije. Funkcijo 
selekcijskega operatorja prikazuje Psevdokoda 3.8. V tem ozkem območju najboljših 
kromosomov v populaciji (starši) se naključno razporedijo kromosomi za nadaljnjo križanje.   
Optimalno razporejanje urinega signala 
59 
 
Psevdokoda 3.8: Funkcija za selekcijo 
 //Funkcija za izbiranje potomcev  
FUNCTION Selekcija(Pop, F_bw) 
   //izberi dve naključni  
   izbira1 = ceil(naključno izberi r  [1,m]) 
   izbira2 = ceil(naključno izberi r  [1,m]) 
   //določi dva starša  
   stars1 = odds(izbira1) 
   stars2 = odds(izbira2) 
END FUNCTION 
Funkcija križanja najprej vzame prva dva starša iz potencialnih potomcev in izvede ciklično 
križanje. Nato to ponovi za vse ostale definirane pare staršev. Funkcijo križanja prikazuje 
Psevdokoda 3.9. Za vsako križanje parov se nov potomec shrani pod izbranimi kromosomi 
nove generacije. Mejo določa zmnožek izbrane stopnje selekcije in velikost populacije 
(OhraniPop = StopnjaSelekcije*PopSize) 
Psevdokoda 3.9: Funkcija za križanje 
 //Funkcija križanja 
FUNCTION Križanje(NewPop)  
   FOR i = 1:m 
      //Izberi dva potomca 
      Potomec1 = NewPop(stars1(i),:) 
      Potomec2 = NewPop(stars2(i),:) 
      //izberi začetno točko križanja 
      tk = naključno izberi r  [1,n] 
      Potomec_tmp = Potomec1 
      //ciklično križanje 
      WHILE (Potomec1(x) y, xℤ[1,n], yℤ[1,n]) 
         Potomec1(tk) = Potomec2(tk) 
         Potomec2(tk) = Potomec_tmp(tk) 
         tk_tmp = najdi točko kjer je 
                  (Potomec1(tk)==Potomec_tmp) 
         tk = tk_tmp 
      END WHILE 
      //shrani potomca v novo populacijo 
      NewPop(ohraniPop+(2*(i-1)+1),:) = Potomec1 
      NewPop(ohraniPop+(2*(i-1)+2),:) = Potomec2 
   END FOR 
END FUNCTION 
Lokalni minimum populacije preprečimo tako, da v vsaki iteraciji izvedemo mutacijo 
naključno izbranih kromosomov. Operator mutacije izvede mutacijo na vseh izbranih 
kromosomih v novi generaciji z verjetnostjo, ki jo definirana stopnja mutacije, velikost 
populacije in kromosoma. Funkcijo za mutacijo prikazuje Psevdokoda 3.10.  
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Psevdokoda 3.10: Funkcija za mutacijo 
 //Funkcija mutacije 
FUNCTION Mutacija(NewPop) 
   //Določimo število mutacij glede na stopnjo mutacije 
   Nmutacija = ceil(n*PopSize*Stopnja mutacije) 
   FOR i = 1:Nmutacija 
      //naključno izberi kromosom v populaciji 
      vrst = naključno izberi r  [1,PopSize] 
      //naključno izberi mesto mutacije 
      stolp1 = naključno izberi r  [1,n] 
      stolp2 = naključno izberi r  [1,n] 
      //shrani izbran kromosom v začasno spremenljivko  
      Tmp_pop = NewPop(vrst, stolp1) 
      //zamenjaj člena v izbranem kromosomu 
      NewPop(vrst, stolp1) = NewPop(vrst, stolp2) 
      NewPop(vrst, stolp2) = Tmp_pop  
   END FOR 
END FUNCTION 
 
Podobno kot pri prejšnjem algoritmu MODR smo tudi tukaj za testiranje uspešnosti 
genetskega algoritma uporabili matrike sosednosti testnih vezij ISCAS89 in ISCAS99. Za 
primerjavo smo uporabili rezultate algoritma MODR. Ena od pomembnih lastnosti algoritmov 
je tudi ponovljivost izhodne rešitve glede na vhodni podatek. Zato smo pred začetkom obeh 
algoritmov začetno matriko sosednosti naključno prerazporedili in opazovali končne rešitve. 
Izkaže se, da algoritem MODR večkrat da različne rešitve za različne preureditve matrike 
sosednosti, medtem ko da genetski algoritem bolj stabilne rešitve. Za optimalno hitrost 
delovanja genetskega algoritma je pomembna tudi izbira vrednosti genetskih operatorjev, kot 
sta velikost populacije in stopnja mutacije. Naredili smo test, kjer smo spreminjali omenjene 
parametre in opazovali, koliko iteracij je potrebno, da zmanjšamo zgornjo pasovno širino na 
določeno vrednost. Uporabili smo matriko sosednosti vezja s1423 iz nabora ISCAS89. Število 
iteracij smo merili toliko časa, dokler nismo dobili zgornjo pasovno širino vezja s1423, 
manjšo od 40. To smo preverili za 100 različnih kombinacij stopenj mutacije in velikosti 
populacije. Stopnjo mutacije smo spreminjali od 0.01 do 0.05 s korakom 0.005, medtem ko 
smo velikost populacije spreminjali od 20 pa do 100 s korakom 10. Opazimo da genetski 
algoritem najhitreje deluje z majhnimi populacijami in manjšimi stopnjami mutacije medtem 
ko najpočasneje z velikimi vrednostmi obeh operatorjev. Tridimenzionalen izris števila 
potrebnih iteracij, glede na nastavitev operatorjev, prikazuje Slika 3.24. Omeniti je potrebno, 
da pridobljeni rezultati niso splošno veljavni [45]. Optimalna nastavitev teh operatorjev se 
spreminja gleda na izbiro kodiranja in uporabljeno kriterijsko funkcijo, ki jo želimo 
minimizirati. 
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Ker imajo vsa vezja isto kriterijsko funkcijo, smo uporabljali podobne nastavitve genetskih 
operatorjev. Razlika med vezji je le v številu registrov in medsebojnih povezavah. Za stopnjo 
mutacije smo izbrali vrednosti med 0.01 in 0.02, velikost populacije pa med 30 in 50 
kromosomi. Izkaže se, da v tem območju pokrijemo vsa vezja glede optimalne hitrosti iskanja 
rešitve z genetskim algoritmom.  
   Primerjave rešitev med algoritmoma prikazujejo Slika 3.27, Slika 3.26 in Slika 3.28. V vseh 
primerih genetski algoritem daje veliko boljše (v nekaterih primerih enako dobre) rezultate 
kot algoritem MODR.  
 
Slika 3.26: Primerjava med algoritmom MODR in algoritmom z GA na dveh večjih ISCAS89 
vezjih, kjer prvi stolpec prikazuje matriki sosednosti vezij, drugi stolpec predstavlja 
razporeditev z MODR algoritmom in tretji stolpec razporeditev z genetskim algoritmom 
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Slika 3.27: Primerjava med MODR algoritma in genetskega algoritma na ISCAS89 vezjih, 
kjer prvi stolpec prikazuje matrike sosednosti vezij, drugi stolpec predstavlja razporeditev z 
MODR algoritmom in tretji razporeditev z genetskim algoritmom 















Preurejena matrika z MODR
























































































Slika 3.28: Primerjava med algoritmom MODR in algoritmom z GA na ISCAS99 vezjih, kjer 
prvi stolpec prikazuje matrike sosednosti vezij, drugi stolpec razporeditev z MODR 












































































































Slika 3.30: Graf dveh sosednjih registrov, ki sta prožena v različnih vejah 
Da se izognemo časovnim kršitvah je potrebno za vsako podatkovno pot izpolniti pogoj 
(3.3.18), kjer t prestavlja zakasnitev zakasnilne celice, i in j prestavljata število zakasnitev 
pred registroma rn in rm, Dnm prestavlja zakasnitev podatkovne poti in tsFm prestavlja čas 
postavitve registra rm. Za kompenzacijo raznih časovnih variacij, ki nastanejo zaradi različnih 
naklonov podatkovnih in urinih signalov, odštejemo tudi čas nedoločenosti tunc.  
 ( ) ( )k l Fmck ck mn S unct t i j t D t t         (3.3.18) 
Če upoštevamo, da tckk in tckl predstavljata čas izvora urinega signala v vejah k in l, potem 
njuna razlika predstavlja začetni zamik urinih signalov, definiran kot Tskew(k,l)= tckk - tckl. 
Najkrajšo zakasnitev podatkovne poti Dnm predstavlja vsota zakasnitve FnCQD  registra rn in 
zakasnitve kombinacijske logike nmQDD . Razširjena notacija pogoja, katerega mora izpolnjevati 
vsaka podatkovna pot v vezju je izražena v (3.3.19). Leva stran predstavlja vsoto začetnega 
zamika urinega signala (ustvarjenega med sintezo) in časovnega zamika, ki ga ustvarimo s 
serijsko distribucijo ure. Desna stran prestavlja minimalno zakasnitev podatkovne poti med 
registroma rn in rm. 
 Fn nm Fm uncCQ QD Sskew
začetni zamik serijske minimalna zakasnitev podatkovne potizamik distribucije ure
T ( i j ) t D D t t         (3.3.19) 
Za optimalno razporeditev serijske razporeditve ure je potrebno zmanjšati pasovno širino 
zgornjega dela vseh podmatrikah matrike AD, istočasno. V tem primeru algoritma na osnovi 
najmanjše izhodne stopnje vozlišča MODR ne moremo uporabiti, ker ne more zmanjševati 
pasovnih širin podmatrik sočasno. Zato v tem primeru uporabljamo genetski algoritem. 
Dokler izpolnjujemo vse pogoje statične časovne analize, ni pomembno v kateri serijski veji 
se nahaja določen register. To pomeni, da ni potrebno spreminjati operatorjev genetskega 
algoritma, spremeniti moramo le kriterijsko funkcijo, ki mora ločeno upoštevati vse 
podmatrike. Definicija kriterijske funkcije za obravnavanje več vej prikazuje (3.3.20). V tem 
primeru poizkušamo minimizirati vsoto vseh pasovnih širin podmatrik AD. 


































  (3.3.20) 
Za pravilen izračun serijske razporeditve ure je potrebno pripraviti ustrezno matriko začetne 
distribucije DC. Ker se upoštevajo le relativne zakasnitve med registrskimi pari, potrebuje 
vsaka podmatrika, matrike AD svojo začetno distribucijo. Novo matriko DC definiramo kot 
prikazuje Slika 3.31.  
0 1 2 3 4 0 1 2 3 4
1 0 1 2 3 1 0 1 2 3
2 1 0 1 2 2 1 0 1 2
3 2 1 0 1 3 2 1 0 1
4 3 2 1 0 4 3 2 1 0
0 1 2 3 4 0 1 2 3 4
1 0 1 2 3 1 0 1 2 3
2 1 0 1 2 2 1 0 1 2
3 2 1 0 1 3 2 1 0 1














Slika 3.31: Primer razdelitve matrike DC za dve veji 
Če upoštevamo veje v vezju, lahko definiramo novo enačbo (3.3.21) za najvišjo frekvenco 
urinega signala v vezju. Upoštevati je potrebno, da morajo serijske veje vsebovati isto število 
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  (3.3.21) 
Pri tem je potrebno poudariti, da več kot je uporabljenih vej, manjše je zmanjšanje tokovne 
konice zaradi pokrivanja prehodnih pojavov med vejami. Na račun višje hitrosti delovanja 
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3.3.3 Primerjava rešitev za zmanjševanje pasovne širine zgornje polovice matrike 
sosednosti 
Tabela 3.1 prikazuje uspešnost treh algoritmov pri zmanjševanju pasovne širine zgornje 
polovice matrike in potreben čas. Pasovno širino smo zmanjševali na usmerjenih matrikah 
sosednosti testnih vezij ISCAS89 in ISCAS99, velikosti do 180 vozlišč oz. registrov [46]. 
Prvi uporabljen algoritem je bil standardni reverzni Cuthill-Mckee algoritem (RCM). Ker ta 
algoritem zmanjša celotno pasovno širino matrike, ne da najboljših rezultatov za naš problem. 
Kot je razvidno iz spodnje tabele, se je pri zmanjševanju zgornje pasovne širine, pri vseh 
velikostih, najbolje odrezal genetski algoritem. Za manjša vezja je prav tako uspešen 
algoritem z upoštevanjem minimalne izhodne stopnje matrike MODR. Slabost genetskega 
algoritma v primerjavi z ostalima dvema, je v večji porabi časa pri iskanju ustreznega 
razporeditvenega vektorja.  
Tabela 3.1: Primerjava zgornjih pasovnih širin (upBW) med RCM,  MODR algoritmom in 





RCM MODR Genetski algoritem 
upBW čas [s] upBW čas [s] upBW čas [s] št. iteracij 
s298 14 10 0.00132 3 0.02224 1 0.142  84 
s344 15 6 0.00004 2 0.00127 2 0.28 178 
s526 21 11 0.00004 7 0.00179 1 2.257 1370 
s838 32 31 0.00005 0 0.00297 0 3.447 1445 
s953 29 6 0.00004 5 0.00266 5 0.493 298 
s1423 74 54 0.00011 61 0.01176 28 256.7 36156 
s5378 179 104 0.00019 145 0.09520 51 814.0 46646 
  
b05 34 23 0.00130 16 0.0460 8 1.147 461 
b10 17 9 0.00004 7 0.0034 5 3.218 2358 
b11 30 27 0.00005 17 0.0028 9 2.129 968 
b12 121 85 0.00013 96 0.0338 33 936.63 78496 
b13 53 15 0.00005 25 0.0056 7 70.39  22478 
2·n·
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Psevdokoda 3.11: Določanje končnega razporeditvenega vektorja s pomočjo časovne analize 
vezja 
 n = določi velikost matrike AD 
izračunaj DC, DP, Ddp in Dfp matrike 
izračunaj DBmax in DBud matriki 
//najdi vse negativne elemente v DBud 
nv = find(sum(DBud < 0)) 
nvs = določi velikost nv 
//določi začetni razporeditveni vektor 
rv1 = 1:n 
rv2 = določitev razporeditvenega vektorja z 
     zmanjšanjem pasovne širine matrike 
IF (rv1 boljši kot rv2) THEN 
   rv = rv1 
ELSE 
   rv = rv2 
ENDIF 
//razporedi matrike z novim raz. vektorjem 
DP_tmp = DP (rv,rv) 
izračunaj Ddp_tmp in Dfp_tmp matrike 
izračunaj DBmax_tmp in DBud_tmp matriki 
nv_tmp = find(DBud_tmp < 0) 
nvs_tmp = določi velikost nv_tmp 
FOR i = 1:nvs_tmp 
   //prelet čez vrstice in stolpce 
   FOR j = 1:2 
      nv = nv_tmp(j) 
      FOR k = 1:n 
         rv_tmp = rv 
         rv_tmp(nv) = rv(k) 
         rv_tmp(k) = rv(nv) 
         //razporedi matiko DP po rv_tmp 
         DP_tmp = DP(rv_tmp, rv_tmp) 
         izračunaj Ddp_tmp matriko 
         izračunaj DBmax_tmp in DBud matriki 
         // najdi vse negativne elemente v DBud 
         IF (rv_tmp boljši kot prej) THEN 
            //prepiši razporeditveni vektor 
            rv = rv_tmp 
            BREAK 
         ENDIF 
      ENDFOR 




Delovanje algoritma za končni razporeditveni vektor je prikazano na večjem ISCAS89 
testnem vezju s1423, ki vsebuje 74 registrov. Po razporeditvi z GA se število registrov z 
latenčnim izhodom zmanjša na 34, nato pa s končno razporeditvijo to število še dodatno 
zmanjšamo na 18. Rezultat obeh razporeditev prikazuje Slika 3.33. Zgornji dve matriki 
predstavljata usmerjeno matriko sosednosti AD in vse negativne elemente po vstavitvi serijske 
distribucije ure DC, pridobljene z algoritmom za zmanjševanje pasovne širine. Spodnji dve 
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matriki prav tako predstavljata AD in negativne elemente, ki so s časovno analizo 
prerazporejeni tako, da dobimo čim manj negativnih vrstic. 
 
Slika 3.33: Matrika sosednosti in časovne kršitve po GA razporeditvi in po končni 
razporeditvi urinega signala 
Takšen algoritem s časovno analizo ni primeren na začetku postopka, takoj po začetni 
razporeditvi ure oz. brez zmanjšanja zgornje pasovne širine. Kot smo že omenili, je možnih n! 
razporeditvenih vektorjev, kar v našem primeru znaša 74!  3.3∙10107. Tudi v primeru, ko bi 
imeli na zgornji trikotni strani matrike vse elemente negativne, kar znaša 2∙74∙(742/2) = 
405224 negativnih elementov, se s številom iteracijami ne bi približali številu n!. Preizkusili 
bi le približno 1.2∙10-100 % vseh možnih razporeditvenih vektorjev, kar nam da nične 
možnosti, da bi se približali optimalni vrednosti. 
   Zmanjšanje števila latenčnih registrov je mogoče doseči tudi z dodajanjem ustreznih 
zakasnitev na podatkovni poti. Časovna kršitev registrskega para oz. negativna vrednost v 
matriki Ddp nastane takrat, kadar ima urin signal Ckj, glede na Cki, daljšo zakasnitev od vsote 
zakasnitve registra DCQFn in kombinacijske logike DQDnm.  
        Fn nm Fmskew BUFF CQ QD S uncT i j t D D t t   (3.4.1) 






Matrika sosednosti po GA






Časovne kršitve po GA






Matrika sosednosti po STA optimizaciji






Časovne kršitve po STA optimizaciji
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Splošen primer časovne kršitve (3.4.1) med registrskim parom nm prikazuje Slika 3.34. 
Takšen problem rešimo tako, da poiščemo takšen razporeditveni vektor, ki da manjšo 
zakasnitev na urinem signalu Cki ~ Ckj med registrskim parom nm. 
Ckj   = 
Cki+(i-j)∙tBUFCOi COj











Slika 3.34: Časovna kršitev registrskega para 
V primerih, kjer je časovna kršitev med registroma nm manjša, lahko to odpravimo z uporabo 
istega razporeditvenega vektorja z dodatno zakasnitvijo DZ na podatkovni poti DPnm. Pri 
manjših zakasnitvah je bolj ekonomično, glede porabe moči, uporabiti zakasnilno celico kot 
latenčni register, ki je za 30 % večji od navadnega registra [9]. Velikost dodatne zakasnitve je 
smiselno večati do te meje, dokler je zakasnilna celica manjša ali enaka po porabi moči od 
razlike med latenčnim registrom in navadnim registrom. Neenačba, ki opisuje dodajanje 
zakasnitve na podatkovni poti je (3.4.2). 
           Fi ij Fj ijskew BUF CQ QD S unc ZT i j t D D t t D   (3.4.2) 
Splošen primer odpravljanja manjših časovnih kršitev med registrskim parom nm z 
dodajanjem zakasnitev na podatkovni poti, prikazuje Slika 3.35. 
Ckj   = 
COi+(i-j)∙tBUFCOi COj












Slika 3.35: Odpravljanje manjših časovnih kršitev oz. negativnih vrednosti v matriki Ddp z 
zakasnitvijo na podatkovni poti 
V našem primeru je največja zakasnitev za kompenzacijo, ki jo je smiselno generirati, 
približno 500 ps. Tabela 3.2 spodaj prikazuje primerjavo med potrebnimi latenčnimi registri 
ob začetni serijski razporeditvi urinega signala, po optimizaciji in po optimizaciji s STA. 
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Tabela 3.2: Število uporabljenih latenčnih registrov pred optimizacijo, po zmanjšanju zgornje 









Število SDFF po 
optimizaciji s STA 
s298 14 4 0 0 
s344 15 7 0 0 
s526 21 11 0 0 
s838 32 25 0 0 
s953 29 6 1 0 
s1423 74 52 28 16 
s5378 179 97 42 20 
      
b05 34 12 6 1 
b10 17 8 5 2 
b11 30 14 9 5 
b12 121 36 27 15 
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3.5 Zamikanje urinega signala preko večjega števila ciklov 
   Potreben dodatni čas za zamikanje urinega signala lahko pridobimo z podaljšanjem periode 
ure ali z upoštevanjem obstoječih večcikličnih poti MCP (ang. multi-cycle paths) in lažnih 
poti FP (ang. false path) v vezju. Večciklična pot je definirana kot časovna izjema med 
dvema sosednjima sinhronima registroma, za katero velja, da je čas prehoda podatka skozi 
kombinacijsko logiko lahko večji od enega urinega cikla. Tako dobimo navidezno podaljšan 
postavitveni čas za konstanto CMCP, ki pove, koliko ciklov je podatkovna pot neaktivna. 
Dokler ne dosežemo število ciklov, določenih s konstanto CMCP, se prepisuje star podatek v 
nasprotnem primeru pa se prepiše podatek predhodnega registra (Slika 3.36).  
rn rm
DIn Qm
k∙ tck (k+kmc)∙ tck
Qn DIm
 
Slika 3.36: Definicija večciklične poti 















  (3.5.1) 
Današnja formalna orodja znajo sporočiti obstoj večcikličnih poti, ne pa tudi določiti število 
neaktivnih ciklov registrskega para rn  rm. V večini primerov je ta informacija zadostna, ker 
v sinhronih vezjih na kritičnih mestih, dodatni urin cikel pomeni veliko časovno relaksacijo. 
V našem primeru, kjer želimo izvesti čim daljšo serijsko distribucijo ure, je pomembna tudi 
informacija o MCP številu ciklov oz. konstanti CMCP. V tem primeru je potrebno število 
ciklov za vsako večciklično pot definirati ročno v matriki sosednosti. Prav tako je potrebno 
večciklično pot, kot časovno izjemo definirati v omejitveni datoteki SDC (Synopsys Design 
Cnstraint) s stavkom set_multicycle_path [32][47]. S tem statičnemu časovnemu analizatorju 
(STA) sporočimo, da je podatek na vhodu registra rm odločilen šele takrat, ko se pojavi po 
preteku definiranega števila ciklov. Poleg informacije o številu neaktivnih ciklov je treba 
določiti še, kdaj je potrebno upoštevati postavitveni čas in čas neaktivnosti. Z dodatkom -
setup k ukazu set_multicycle_path definiramo, kdaj je uporabljen postavitveni časovni lok oz. 
dodatkom –hold, kdaj je uporabljen časovni lok neaktivnosti. V večini primerov želimo, da je 
časovni lok neaktivnosti uporabljen, kot v primeru enociklične poti, kot to prikazuje Slika 
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3.37. Tako zagotovimo, da ima podatek Dm na voljo CMCP ciklov za spremembo. V omejitveni 
datoteki za sintezo SDC, je potrebno to definirati z dvema ločenima ukazoma, in sicer za 
postavitveni časni lok:  
set_multicycle_path CMCP   –setup   –from Rn/Qn   –to Rm/Qm, 
in za časovni lok neaktivnosti: 
set_multicycle_path (CMCP – 1)   –hold   –from Rn/Qn   –to Rm/Qm. 
Privzeto preverjanje časovnega loka neaktivnosti je en cikel pred preverjanjem postavitvenega 
časovnega loka. To povzroči nerealistične negativne preostanke časov na podatkovni poti 
(ang. slack), zato je potrebno definirati, koliko ciklov prej želimo preverjanje, kar storimo s 
prejšnjim ukazom.  
CMCP
tck ∆t + tck








Slika 3.37: Časovni diagram večciklične poti 
V vezjih lahko obstajajo tudi določeni časovni loki, ki niso realni oz. so nepomembni za 
dejansko delovanje vezja. Imenujemo jih lažne poti. Te poti lahko prav tako izkoriščamo za 
časovno relaksacijo in dosežemo optimalnejšo serijsko razporeditev ure. Takšne poti je 
mogoče definirati v SDC datoteki, podobno kot za MCP, tako da jih statični časovni 
analizator med analizo ne upošteva.  
set_false_path -from [Rn/CK] -to [Rm/Dm] 
Za izračunavanje serijske distribucije ure, zakasnitve večciklične poti definiramo z enačbo 
(3.5.2), kjer je CMCP matrika vseh podatkovnih poti s konstanto oz. številom neaktivnih urinih 
ciklov med sosednjima registroma. 
 CPT MCP MCPD C   (3.5.2) 
Podobno kot za večciklične poti lahko definiramo matriko CFP za lažne poti. V matriki 
sosednosti  CFP lažne poti označimo z 0, ostale elemente pa z 1. Splošen primer matrike CMCP 
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in CFP prikazuje Slika 3.38. Matriko CFP smo definirali kot nekakšno masko v obliki matrike, 
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Slika 3.38: Matrika z večcikličnimi potmi 
Če želimo upoštevati večciklične poti in lažne poti v naših izračunih, je potrebno popraviti 
enačbi (3.2.4) in (3.2.5), medtem ko enačba (3.2.7) ostane nespremenjena. Najprej vključimo 
zakasnitev večciklične poti v matriko zakasnitev podatkovnih poti Ddp, ki predstavlja 
zakasnitev registrske celice in kombinacijske logike v relaciji s serijsko implementacijo 
urinega signala. Na koncu še odstranimo lažne poti z matriko CFP. 
   BUFFt      dp MCP P C H Hunc FPD D D D t t C   (3.5.3) 
Matrika zakasnitev povratnih vezav Dfp, ki predstavlja razpoložljiv preostanek časa za vsak 
register v vezju, je definirana kot razlika med podaljšanim preostankom časa za DMCP in 
zakasnitvijo serijsko razporejene ure (3.5.4). 
  BUFFt    fp MCP SLACK C FPD D t D C   (3.5.4) 
Z upoštevanjem večcikličnih poti v vezju in lažnih poti, dobimo zelo ohlapne časovne 
razmere in tako še bolj zmanjšamo potrebo po latenčnih registrih. Za izračun oz. določitev 
latenčnih registrov uporabljamo matriko DBud, ki pa jo je potrebno najprej opremiti z uporabo 
večcikličnih poti. Najprej je potrebno izračunamo matriko zakasnitev podatkovnih poti DP po 
enačbi (3.2.3), ter matriko z največjimi možnimi enotnimi zakasnitvami DBmax za vsak 




 P H Hunc FPMCPBmax
(D + D t t+ CD   (3.5.5) 
Z razliko matrik DBmax in DC dobimo informacijo oz. matriko DBud ali je trenutni 
razporeditveni vektor prava rešitev za nas v obliki pozitivnih in negativnih elementov, . 
 0 BmaxBud CD D D=   (3.5.6) 
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3.6 Metoda za optimalno razporejanje s tehniko izklapljanja urinega signala 
Za zmanjševanje dinamične disipacije moči in s tem posledično tudi preklopnega šuma v 
sinhronih digitalnih vezjih je večkrat uporabljena tudi tehnika izklapljanja urinega signala oz. 
GC (ang. Gated Clock) sinteza. Obstajajo tudi druge bolj efektivne metode za zmanjševanje 
porabe moči, kot je na primer izklapljanje napajanja, večnapetostno napajanje, dinamično 
napetostno in frekvenčno normiranje itd., vendar so bolj primerne za manjše tehnologije (pod 
~100 nm), kjer so večji problem plazeči tokovi. Namen te tehnike je, da s posebnimi celicami, 
ki vsebujejo dodatno logiko, ustavimo urin signal na določenih registrih in onemogočimo 
preklapljanje registra, kadar to ni potrebno. Aktivnost urinega signala na registrih najbolj 
vpliva na celotno dinamično disipacijo moči in velikost amplitude preklopnega šuma. Slika 
3.39 prikazuje primer sintetiziranega vezja, kjer register sprejme nov podatek le takrat, ko je 
aktiven signal EN, medtem ko v ostalih primerih ohranja prejšnje stanje. Ko signal EN ni 
aktiven, preklopi sistemske ure na registru ne spremenijo izhodnega stanja, vendar visoka 












Slika 3.39 Klasična sinteza 
Namen blokiranja urinega signala z vrati je zmanjšanje aktivnosti urinega signala na registrih 
med urinimi cikli, kadar vhod na registru ni aktiven. Primer takšne transformacije z 
izklapljanjem urinega signala prikazuje Slika 3.40. Celica za zaporo urinega signala poskrbi, 
da register preklopi le takrat, ko je na vhodu na voljo nov podatek in tako preprečimo odvečno 
















Slika 3.40: Tehnika izklapljanja urinega signala GC 
Z vključitvijo serijske distribucije ure k tehniki izklapljanja urinega signala, lahko še dodatno 
zmanjšamo preklopni šum v digitalnem vezju. Podobno kot pri standardni sintezi je tudi tukaj 
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potrebno najprej pridobiti matriko sosednosti vezja, ki vsebuje informacijo, kateri registri v 
vezju imajo zaporo urinega signala. Običajna matrika sosednosti AD s potrebnimi 
zakasnitvami ostane podobna, ker ima vezje še vedno enake podatkovne poti, kot pri običajni 
sintezi vezja. Edina razlika, ki nastane je ta, da je potrebno definirati kateri register spada v 
katero vejo urinega signala. Zato definiramo nov vektor VGC, ki za vsak register v vezju pove 
v katero vejo urinega signala spada določen register. Skripta za generiranje tega vektorja in 
matrike sosednosti z raznimi potrebnimi zakasnitvami je predstavljena v poglavju 4.2. V tem 
primeru, ko imamo več vej urinega signala, razporejanje matrike sosednosti ni tako preprosto, 
kot je bilo v prejšnjem primeru. Matriko bo potrebno razdeliti na več delov in upoštevati 
medsebojne povezave med registri različnih vej, tako da pri serijski distribuciji ure ne 
povzročimo časovnih napak. Pri splošnem digitalnem vezju so podatkovne poti prepletene 
med registri in je potrebno upoštevati vse zakasnitve serijske distribucije urinega signala ter 
dodatne zakasnitve med vejami urinega signala. Simbolično vezje z zakasnitvami, ki jih je 




































Slika 3.41: Splošno vezje s tehniko izklapljanja urinega signala 
Za pravilno matematično obravnavanje tehnike izklapljanja urinega signala v vezju je 
potrebno najprej definirati matematični in časovni model. Tukaj je potrebno izpostaviti dva 
primera registrskega para. V prvem primeru sta oba registra v registrskem paru prožena 
znotraj GC vej. V tem primeru je potrebno upoštevati samo relativno zakasnitev na urinem 
signalu med sosednjima registroma, tako kot je to bilo opisano v primeru več vej v poglavju 
3.3.2. Da se izognemo časovnim kršitvam, je potrebno za vsako podatkovno pot izpolniti 
pogoj (3.3.19). Naslednji primer nastopi, ko se prvi register proži z direktnim urinim 
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signalom, medtem ko se drugi register proži v eni od GC vej. Takrat je potrebno upoštevati 
dodatno zakasnitev tGC na urinem signalu, ki skrbi za zaustavitev urinega signala.  
rn rm
DIn Qm




Slika 3.42: Graf dveh sosednjih registrov, kjer je prvi register prožen z direktnim urinim 
signalom, medtem ko je drugi prožen v eni izmed GC vej 
Graf takšnega registrskega para, kjer je med urinima signaloma zakasnitev tGC, prikazuje 
Slika 3.42. Ko pride do spremembe na vhodu registra rm, se postavi EN v aktivno stanje. Tako 
register rm dobi urin signal in sprejme podatek z dodatno zakasnitvijo tCG, ki jo je potrebno 
upoštevati tudi pri serijski distribuciji ure. Časovni diagram za takšen registrski par prikazuje 













Slika 3.43: Časovni diagram tehnike izklapljanja urinega signala 
Podobno kot smo zapisali pogoj za prvi primer registrskega para, velja tudi za drugi primer, 
kjer je potrebno upoštevati dodatno zakasnitev tGC. Pogoj, ki ga pridobimo iz grafa (Slika 
3.42), je zapisan v (3.6.1). 
 ( ) ( )k l Fmck ck GC mn S unct t i j t t D t t          (3.6.1) 
Tega preoblikujemo v zapis (3.6.2), kjer upoštevamo, da je začetni zamik Tskew(k,l)= tckk - tckl 
in minimalna zakasnitev podatkovne poti Dnm = FnCQD +
nm
QDD . V tem primeru nam ta zakasnitev 
zmanjša razpoložljivi čas za razporejanje za zakasnitev tGC. 
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Slika 3.45: Matrika DC, matrika razporeditve urinega signala za več vej 
Vsaka podmatrika ima, glede na podatkovno pot, svojo definicijo zakasnitev urinega signala. 
Splošen primer definicije matrike DC prikazuje Slika 3.45, za matriko AD pa Slika 3.44. V tem 
primeru opazimo, da z zmanjševanjem zgornje pasovne širine matrike sosednosti AD, ne 
moremo iskati optimalne rešitve za serijsko razporeditev. Potrebno bi bilo zmanjševati 
zgornjo pasovno širino vseh podmatrik, kar prikazuje Slika 3.45. Sivo označena polja 
dejansko predstavljajo posamično vejo in medsebojne povezave. Podobno kot prej je potrebno 
izračunati matriko zakasnitev podatkovnih poti vseh registrskih parov DP z enačbo (3.2.3). 
Nato izračunamo matriko preostanka časa na podatkovni poti Ddp z vključeno začetno serijsko 
razporeditvijo ure, kjer morajo biti vsi elementi pozitivni, tako da lahko izpolnimo vse 
časovne pogoje, izražene v (3.3.19) in (3.6.2). Oznaka tGC prestavlja zakasnitev GC celice, tH 
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D D t t
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D D t t
  (3.6.3) 
Vsaka vrstica, ki vsebuje negativne elemente v matriki Ddp, predstavlja register z latenčnim 
izhodom. Tako kot pri razporejanju ure v eni veji, bomo tudi v tem primeru poizkusili število 
teh registrov zmanjšati na najnižje možno. Pri večjem številu vej je registre z latenčnim 
izhodom težje odpraviti, ker so registri pri sintezi zbrani v GC veje na podlagi večcikličnih 
podatkovnih poti, ki se redkeje preklapljajo. To nam precej zmanjša manevrski prostor za 
serijsko razporejanje urinega signala, saj ne moremo upoštevati vseh permutacij za vse 
registre skupaj, ampak samo kombinacije permutacij za vsako vejo posebej.  
   Za zmanjšanje števila latenčnih registrov bomo uporabili genetski algoritem, ker se izkaže 
kot najbolj primeren. Z algoritmom MODR si v tem primeru ne moremo pomagati, ker je 
potrebno rešitev iskati na vseh podmatrikah sočasno, ker so medsebojno odvisne. Zaradi 
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istočasnega obravnavanja vseh vej, pogojenega z medsebojnimi povezavami, je potrebno 
ustrezno razdeliti razporeditveni vektor. Prva pomembna sprememba genetskega algoritma je 
zato potrebna pri generiranju začetne populacije. Kromosom predstavlja razporeditev ure za 
celotno vezje, vendar so različne permutacije kromosoma med optimizacijo dovoljene le 
znotraj posamičnih vej. Zato je potreba razdelitev kromosoma, kot jo prikazuje Slika 3.46.  
r1 r2 r3 r4 r5 r6 rn-3 rn-2 rn-1 rn
veja 1 veja 2 veja m  
Slika 3.46: Razdelitev kromosoma glede na veje 
Če razporeditvenega vektorja ne bi razdelili glede na veje in bi ga obravnavali kot celoto, bi 
metoda s tehniko izklapljanja urinega signala izgubila svoj pomen, saj vezje ne bi delovalo 
pravilno. Zato je potrebno najprej narediti analizo vezja in določiti število vej ter njihovo 
velikost. Na osnovi teh informacij nato generiramo začetno populacijo kromosomov, kjer se 
različne permutacije dogajajo le znotraj posamičnih vej (Psevdokoda 3.13). Primer prvih 
desetih kromosomov začetne populacije ISCAS89 vezja s298 prikazuje Slika 3.47, kjer prva 
veja vsebuje 2 registra, druga veja 9 in zadnja veja 3 registre. 
veja1 veja2 veja3 
1 2 8 5 4 6 3 10 11 7 9 12 14 13 
1 2 11 10 8 6 4 5 7 3 9 14 13 12 
2 1 3 9 6 8 10 4 11 5 7 12 14 13 
2 1 5 3 6 11 8 7 9 4 10 13 12 14 
2 1 10 5 6 8 3 7 11 4 9 14 13 12 
1 2 9 10 5 6 4 3 8 11 7 12 13 14 
2 1 10 3 8 4 11 6 9 5 7 12 13 14 
1 2 6 3 8 9 5 4 11 7 10 12 14 13 
1 2 10 4 3 11 6 7 8 9 5 13 14 12 
1 2 4 8 7 5 3 6 9 11 10 12 13 14 
               
Slika 3.47: Primer prvih desetih kromosomov začetne populacije vezja s298 
Poleg začetne populacije je potrebno poskrbeti, da se križanje in mutacija zgodita znotraj 
posamične veje. Izkaže se, da lahko uporabimo enak postopek križanja, kot smo ga uporabili 
pri zmanjševanju zgornje pasovne širine matrike sosednosti. Ker uporabljamo ciklično 
križanje, se to vedno izvede v isti veji. Točka križanja se naključno izbere v eni od vej. Ker 
imajo vse veje isti nabor celih števil, uporabljenih le v drugačnem vrstnem redu, ciklično 
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križanje samo po sebi poskrbi, da se števila izmenjajo le v tem območju. Drugače rečeno, 
podvojena in manjkajoča števila se vedno pojavijo v isti veji.  
2 1 10 5 6 8 3 7
1 2 6 3 8 9 5 4
11 4 9 14 13 12
11 7 10 12 14 13
2 1 6 5 8 9 3 7
1 2 10 3 6 8 5 4
11 4 10 14 13 12





Slika 3.48: Primer cikličnega križanja kromosomov v izbrani veji ISCAS89 vezja s298 
Problem se pojavi pri mutaciji, kjer se naključno izbereta in zamenjata dve števili v 
kromosomu. To pomeni, da sta lahko celi števili izbrani iz različnih vej, kar pa generira 
napačen novi kromosom. Zato je potrebno rutino za mutacijo popraviti tako, da obe naključno 
izbrani števili pripadata isti veji. Najprej naključno izberemo prvo število in preverimo v 
kateri veji se nahaja, nato pa naključno izberemo še drugo število iz iste veje. Tako 
zagotovimo da bo mutiran kromosom vedno pravilen. Primer delovanja modificiranega 
operatorja za mutacijo prikazuje Slika 3.49. 
2 1 6 5 8 9 3 7 11 4 10 14 13 12
Mutacija
2 1 6 3 8 9 5 7 11 4 10 14 13 12
veja1 veja2 veja3
 
Slika 3.49: Primer mutacije kromosoma v izbrani veji ISCAS89 vezja s298 
Spremembo v funkciji mutacije prikazuje Psevdokoda 3.12. Naslednji pomemben del 
genetskega algoritma je kriterijska funkcija, s katero bomo ocenjevali kromosome v 
populaciji. Pri sintezi vezja z eno vejo serijske razporeditve ure smo zmanjševali zgornjo 
pasovno širino matrike in s tem tudi negativne elemente oz. časovne kršitve v vezju. Sedaj bo 
potrebno, podobno kot prej, iskati takšen razporeditveni vektor, ki bo dal najmanj negativnih 
elementov v vseh podmatrikah. Ločeno zmanjševanje zgornjih pasovnih širin teh podmatrik je 
v tem primeru neprimerno, ker so medsebojno odvisne zaradi prepletenih podatkovnih 
povezav med vejami. Zato bo v tem primeru iskanje ustrezne rešitve določeno s pomočjo 
statične časovne analize vezja. Torej bo potrebno upoštevati vse podatkovne poti, ki 
napredujejo v isti smeri kot naraščanje zakasnitve na urinem signalu. Podatkovne poti v 
obratni smeri ne povzročajo časovnih kršitev in zato niso problematične. 
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   //Določimo število mutacij glede na stopnjo mutacije 
   Nmutacija = ceil(n*PopSize*Stopnja mutacije) 
   FOR i = 1:Nmutacija 
      //naključno izberi kromosom v populaciji 
      vrst = naključno izberi r  [1,PopSize] 
      //naključno izberi mesto mutacije 
      stolp1 = naključno izberi r  [1,n] 
      FOR i = 1:Vgc_nb 
         IF (stolp1 > Vgc_bo(i) && stolp1(i) <= Vgc_bo(i+1)) 
            stolp2 = naključno izberi r  [Vgc_bo(i),Vgc_bo(i+1)] 
         END IF 
      END FOR 
      stolp2 = naključno izberi r  [1,n] 
      //shrani izbran kromosom v začasno spremenljivko  
      Tmp_pop = NewPop(vrst, stolp1) 
      //zamenjaj člena v izbranem kromosomu 
      NewPop(vrst, stolp1) = NewPop(vrst, stolp2) 
      NewPop(vrst, stolp2) = Tmp_pop  
   END FOR 
END FUNCTION 
 Kritične podatkovne poti se nahajajo na zgornji trikotni polovici usmerjene podmatrike 
sosednosti, medtem ko se nekritične nahajajo na spodnji trikotni polovici. Podobno velja tudi 
za vse podmatrike, ki predstavljajo medsebojne povezave med vejami.  
 
Slika 3.50: Primer optimizacije na ISCAS89 vezju s298, kjer se upoštevajo z rdečo omejena 
polja 






Matrika sosednosti pred optimizacijo






Negativni elementi pred optimizacijo






Matrika sosednosti po optimizaciji






Negativni elementi po optimizaciji
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Dele matrike AD, ki jih je potrebno upoštevati za splošno vezje med optimizacijo, prikazuje 
Slika 3.44 s sivo označenimi območji. Podobno kot pri eni veji je tudi tukaj potrebno najprej 
izračunati matriko zakasnitev podatkovnih poti DP. Ker iz digitalnega sintetizatorja dobimo 
matriko neaktivnega časa na podatkovnih poteh (ang. slack time) tSLACK, lahko DP zapišemo 
kot (3.2.3). Nato izračunamo matriko Ddp (3.6.3), ki predstavlja preostanek časa na 
podatkovni poti po vstavitvi serijske razporeditve ure. S kriterijsko funkcijo za vsak 
kromosom v populaciji izračunamo matriko Ddp in poizkušamo minimizirati število 
negativnih elementov v matriki. Primer optimizacije oz. zmanjševanja negativnih elementov 
na ISCAS89 vezju s298 prikazuje Slika 3.50. Upoštevati je potrebno negativne elemente le 
znotraj rdečih okvirjev, vsi ostali pa predstavljajo povratne vezave v primerjavi s smerjo 
napredovanja urinega signala. Celoten genetski algoritem za zmanjševanje števila registrov z 
latenčnim izhodom prikazuje Psevdokoda 3.13.  
Psevdokoda 3.13: Genetski algoritem za optimizacijo razporeditve ure s tehniko izklapljanja 
urinega signala 
 n = določi velikost matrike AD 
PopSize = določi velikost populacije 
igamax = določi št. iteracij 
StopnjaSelekcije = 0.5 
StopnjaMutacije = 0.01 
//število ohranitve populacije 
OhraniPop = StopnjaSelekcije*PopSize 
//boljša polovica ohranjenih se uporabi za križanje 
m = ceil((PopSize-OhraniPop)/2) 
//analiza GC vej 
Vgc_nb = določi število vej 
Vgc_bs = velikosti posamičnih vej 
Vgc_bo = razporeditev vej 
//generiraj naključno začetno populacijo na osnovi GC 
FOR i = 1:PopSize 
   FOR j = 1:Vgc_nb 
      Pop(i,Vgc_bo(j) + 1:Vgc_bo(j+1)) =    
                   randperm(Vgc_bs(j) + Vgc_bo(i)) 
   END FOR 
END FOR 
//ovrednoti populacijo in razporedi po F_bw 
F_bw = kriterijska funkcija(Pop) 
Pop = sort(Pop(F_bw)) 
//iteracijska zanka 
WHILE (iga < igamax) 
   NewPop = Selekcija(Pop, F_bw) 
   NewPop = Križanje(NewPop) 
   Pop = Mutacija(NewPop 
   F_bw = kriterijska funkcija(Pop) 
   //razporedi potomce po F_bw 
   Pop = sort(NewPop(F_bw)) 
   iga = iga + 1 
END WHILE 















Število SDFF po 
optimizaciji  
s298 14 2 1 5 2 
s344 15 1 0 8 0 
s526 21 2 1 9 1 
s838 32 1 0 22 0 
s953 29 1 1 4 4 
s1423 74 8 1 43 6 
s5378 179 5 1 98 53 
       
b05 34 2 1 19 2 
b10 17 3 0 5 0 
b11 30 5 1 12 1 
b12 121 8 1 30 13 
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3.7 Zamikanje urinega signala pri vezjih s testnimi strukturami 
   Načrtovanje digitalnih oz. kakršnih koli sistemov za določeno funkcijo zahteva tudi 
možnost testiranja teh sistemov. Če hočemo zagotavljati določen procent (95% ) delovanja 
vezja je večkrat potrebno vgraditi razne testne strukture DFT (ang. Design For Testability) v 
samo vezje, kar pa v splošnem ni enostavna naloga. Pri manjših digitalnih sistemih je mogoče 
preizkusiti funkcionalnost vezja s testom vseh možnih kombinacij vhodnega vektorja in 
opazovati izhodne signale. Pri velikih digitalnih sistemih ja takšen poseg skorajda nemogoč, 
ker je preprosto preveč kombinacij vhodnih vektorjev. Zato je pri takšnih vezjih potrebna 
drugačna strategija testiranja.  
   Pri testiranju digitalnih vezij običajno postavljamo različne vhodne vektorje in opazujemo 
izhodne signale. Vezje je med testiranjem postavljeno v testni način delovanja, ki dovoljuje 
dostop do nekaterih notranjih vozlišč, ki v običajnem delovanju niso dostopna. Najbolj tipična 
metoda za dostavljanje testnih vzorcev v notranja vozlišča vezja in opazovanje izhoda je 
verižna vezava registrov (ang. scan-design). Pri verižni vezavi so registri povezani v eno ali 
več serijskih verig, ki omogočajo dostop do notranjih točk vezja. Daljša kot je veriga, večji je 
čas testiranja. Zato se pri velikih vezjih večkrat uporablja večverižna-vezava (ang. multiple 
scan chains), kjer se čas testiranja manjša s številom verig. Za takšen način vezave so 
potrebni t.i. skenirni registri (ang. scan register), ki imajo na vhodu dodatni multiplekser, s 
katerim izbiramo med testnim ali navadnim načinom delovanja. Takšen register z ustreznim 

















D1 T2  
Slika 3.51: Skenirni register in časovni diagram 
Preproste implementacije testnih vzorcev lahko vodijo do zelo velikih naborov testnih 
vzorcev, kar povzroči daljši čas testiranja. Zato so večkrat uporabljene tehnike oz. algoritmi 
testne kompresije, ki zmanjšajo čas in ceno testiranja integriranih vezij. Za doseganje velikih 
pokritosti testiranja so zato bili razviti avtomatski generatorji testnih vzorcev ATPG (ang. 
Automatic Test Pattern Generation), ki z naborom testnih vektorjev preizkusijo skoraj vsako 
celico in povezavo v vezju. Poudariti je potrebno, da s tem pristopom ne preverjamo 
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funkcionalnosti vezja, temveč le pravilnost njihove zgradbe. Drugače povedano preverimo, če 
osnovne celice opravljajo svojo primarno nalogo. Algoritmi ATPG generirajo vhodne vzorce, 
iz katerih je mogoče na izhodni informaciji ugotoviti prisotnost napak, ki se lahko pojavijo 
med izdelovalnim procesom. Pri odkrivanju napak si običajno pomagamo z matematičnim 
modelom (ang. fault model), ki pove, kako napaka spremeni delovanje vezja. Najbolj pogosto 
se uporablja tako imenovani "obstal-pri" model (ang. stuck-at fault model), kjer 
predpostavljamo, da je ena od signalnih poti obstala na konstantni vrednosti (logična 1 oz. 0), 
ne glede na vrednost vhoda. Ta model ponazarja napake po izdelavi, kjer se signalna pot 
kratko sklene z eno od napajalnih povezav. Poleg tega obstajajo še drugi modeli, kot so 
napake na tranzistorju (ang. transistor faults), kratkostične napake med povezavami (ang. 
bridging faults), napake odprtih sponk oz. povezav (ang. open faults) in napake zakasnitev 
vrat ali napačen prehodni čas (ang. delay faults). 
   Splošno vezje z verižno vezavo registrov za vpis testnih vzorcev prikazuje Slika 4.30. 
Serijska veriga povezuje vse registre v serijo preko vhodnega priključka za test TI (ang. Test 
Input) do izhodnega priključka Q, ki je v testnem načinu tudi izhod za test. Z izbirnim 
priključkom TE (ang. Test Enable) izberemo način delovanja, in sicer med običajnim in 
testnim načinom. DFT verižno vezje, kjer je ločen sistem za normalno in testno delovanje 
























Slika 3.52: Splošno vezje z verižno vezavo za test  
V testnem načinu se vhodni vzorec najprej serijsko pomakne po verigi s pomočjo urinega 
signala. Nato onemogočimo testni način in sprožimo naslednji urin cikel, ki ga imenujemo 
zajemalni cikel (ang. capture cycle). Ta sproži kombinacijsko logiko v normalnem načinu 
delovanja v odvisnosti od vpisanih vhodov. V naslednjem koraku se ponovno omogoči testni 
način in rezultat se serijsko pomakne na izhod po verižni vezavi. Dobljeni rezultat nato 
primerjamo s pričakovano vrednostjo. Slika 3.53 prikazuje časovni diagram serijskega vpisa 
testnega vzorca zajema podatkov in serijskega izpisa izhoda. 
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Ti11 Ti12 Ti13 Ti1n Ti21 Ti2nTi2n-1




Serijsko vpisovanje testnega vzorca Serijsko izpisovanje izhodaZajem
 
Slika 3.53: Časovni diagram vpisa testnega vzorca in branja izhoda 
Za serijsko razporejanje urinega signala pri vezjih, pripravljenih za test, bi bilo potrebno 
najprej pripraviti dve dodatni nestandardni celici, kjer ločimo obe držali od urinega gonilnika. 
Potrebna sta navadni register in register z latenčnim izhodom, oba opremljena z mehanizmom 
za test. Podobno kot pri navadnih registrih, bi bilo potrebno narediti karakterizacijo obeh celic 
in pridobiti časovni model, LEF fizični opis in Verilog opis. Primer takšnih registrov 


















Slika 3.54: Nestandardni celici (navadni register in register z latenco) z ločenima držaloma in 
urinima gonilnikoma z mehanizmom za test 
Serijsko verigo za DFT ustvari sintetizator na nivoju vrat in jo poveže na osnovi statične 
časovne analize. Po vstavitvi serijske razporeditve urinega signala, vse te optimizirane 
časovne razmere v vezju porušimo, tako za podatkovne poti, kot za DFT verižno vezavo. Zato 
bi bilo potrebno narediti še optimizacijo razporeditve urinega signala glede na razpoložljivi 
čas na verižni poti, podobno kot smo to naredili za podatkovne poti. S tem načinom bi si 
močno zmanjšali manevrski prostor za razporeditev urinega signala s čim manjšim številom 
registrov z latenčnim izhodom. Druga možna rešitev bi lahko bila zasnovana tako, da 
distribucijo ure optimiziramo samo glede na podatkovne poti. Nato bi prekinili vse povezave 
v DFT verigi in jih povezali v smeri napredovanja urinega signala, kot to prikazuje Slika 3.55. 
Pravilne časovne razmere za DFT verižno vezavo bi zagotovili z neenačbo (3.7.1). 
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 Fn Fn FmBUFF mux CQ S unc
minimalna zakasnitev podatkovne poti
t D D t t      (3.7.1) 
Neenačba (3.7.1) pove, da mora biti zakasnitev na podatkovni poti med vhodom in izhodom 
registra FjFi Fimux uncCQ SD D t t    večja od zakasnitve zakasnilne celice tBUFF. S tem pogojem 
zagotovimo, da urin signal pride vedno pred vhodnim podatkom sosednjega registra. Ta pogoj 
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Slika 3.55: Serijsko razporejanje urinega signala pri vezjih pripravljenih za testiranje 
Sinteza vezja s serijsko razporeditvijo ure z vključenimi testnimi strukturami v okviru te 
disertacije ni bila realizirana. V tem poglavju smo predstavili samo koncept, s katerim bi 
lahko pristopili k temu problemu. Pojavi se tudi vprašanje, kako bi se ATPG algoritem 
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4 Vključitev predlaganih rešitev v orodje za sintezo 
Ker standardna orodja ne podpirajo serijske distribucije ure in težijo v obratno smer, k čim 
manjšemu zamiku urinih signalov (zaradi vse hitrejših digitalnih vezij), so potrebni nekateri 
nestandardni koraki v samem orodju. Kakorkoli, EDA (ang. Electronic design automation) 
orodja imajo širok nabor različnih ukazov, s katerimi lahko posegamo v vezje že na zelo 
nizkem nivoju, tako kot je to storjeno v našem primeru. Predstavljen koncept je narejen do te 
mere, da je uporaben za vezja (ang. netlist) z enim hierarhičnim nivojem. Hierarhična vezja je 
potrebno sintetizirati z enim hierarhičnim nivojem. Uporabljen načrtovalski postopek je zelo 
podoben standardnemu, z izjemo dodatnih procesnih korakov v določenih točkah načrtovanja. 



























Slika 4.1: Prilagojen načrtovalski postopek digitalnega vezja s serijsko distribucijo ure 
Po končani sintezi na nivoju logičnih vrat generiramo matriko sosednosti iz podatkovne baze 
s pomočjo specifičnih ukazov orodja in TCL (ang. Tool Command Language) skriptnih 
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ukazov. Za naše delo potrebujemo več matrik, nadgrajenih s pomembnimi podatki vezja za 
izračun serijske razporeditve ure. Po izračunu razporeditve se vsi registri v vezju zamenjajo z 
nestandardnimi in povežejo med seboj na osnovi izračunanega vektorja za serijsko 
distribucijo urinega signala. Za preverjanje pravilnega delovanja vezja in za kompatibilnost z 
EDA orodji je potrebno narediti uspešno statično časovno analizo. Nato se v naslednjem 
koraku vrnemo na standardno pot načrtovanja, izvedemo postavitev s fizičnim povezovanjem 
in izvozimo standardno podatkovno bazo. 
4.1 Opis nestandardnih registrov in njihova uporaba 
Registrske celice so sestavljene iz dveh držal vrste 'glavni-podrejeni' (ang. master-slave) in 
urinega gonilnika, sestavljenega iz dveh inverterjev. Energijsko učinkovitejšo distribucijo ure 
dosežemo, če za razporejanje uporabimo urin gonilnik iz notranjosti registrske celice. Urin 
signal CLK priključimo na prvi register in peljemo uro naprej preko CO izhoda. Takšna 
vezava se pokaže kot neprimerna, ker časovni model NLDM ne dovoljuje uporabe urinega 
vhoda za sekvenčno in decezijsko delovanje v notranjosti iste celice. Ker takšne celice ne 
moremo modelirati tudi ne moremo narediti statične časovne analize, ki je osnova za 
preverjanje digitalnih vezij.  
   Model registrske celice, ki omogoča uporabo notranjega gonilnika ure, izdelamo tako, da 
registrsko celico razdelimo na urin gonilnik in celico MSL z urinima vhodoma MCN in SCK, 
ki sta med seboj komplementarna. CMOS implementacijo registra prikazuje Slika 4.2. 






Slika 4.2: CMOS implementacija navadnega registra 
Ločen časovni model NLDM za tako razdeljeno celico je možno realizirati, kar bomo v 
nadaljevanju tudi opisali.  
   Tako kot v primeru navadnega registra lahko postopamo tudi pri modeliranju latenčnega 
registra. Slika 4.3 prikazuje modificiran latenčni register, ki vsebuje samo tri držala in urin 
gonilnik [8][9]. Če želimo gonilnik ure uporabiti tudi v zunanjosti celice, jo razdelimo na 
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držala MSSL (ang. Master-Slave Slave Latch) in ločen gonilnik ure, tako da MSSL vsebuje 
komplementarna urina vhoda MCN in SCK.  






Slika 4.3: CMOS implementacija Shadowed register [9] 
4.1.1 Karakterizacija nestandardnih registrov 
Orodja, ki se uporabljajo za karakterizacijo standardnih digitalnih celic, so običajno 
avtomatizirana, kar zelo olajša postopek karakterizacije standardnih digitalnih celic. Težava 
nastane, ko želimo karakterizirati nestandardne registrske celice, ki omogočajo uporabo 
gonilnikov ure zunaj celice. Orodje za karakterizacijo najprej prebere vezje digitalne celice v 
SPICE formatu in poizkusi prepoznati funkcijo, logično strukturo in tip celice. S to 
informacijo generira logični oz. funkcionalni model za sekvenčna, kombinatorna in 
trinivojska vezja. Nato ustvari tabelo pomembnih definicij in lastnosti vezja. Na osnovi 
ustvarjene tabele in datoteke s simulacijskimi parametri izvede simulacijo z izbranim 
simulatorjem. Pri modificiranih celicah, opisanih v začetku tega poglavja, se izkaže, da 
avtomatizem ni možen, tako da je potrebno ročno posegati v karakterizacijo. 
   Eden od pomembnejših korakov pri sintezi digitalnega vezja je uspešna statična časovna 
analiza vezja. Prav orodje za karakterizacijo generira časovne modele digitalnih celic za 
takšno analizo, in sicer na osnovi njihovih fizičnih implementacij (sestavnicah mask). Kot 
vhodna informacija za orodje je opis vezja (ang. netlist), ki vsebuje vse povezave 
tranzistorjev, parazitnih upornosti in parazitnih kapacitivnosti v vezju. Izhod iz orodja pa je 
izhodna podatkovna baza, ki vsebuje časovne, močnostne in šumne modele za vsako celico 
posebej. Da bomo razumeli nadaljevanje karakterizacije, se moramo dotakniti modeliranja 
časovnih zakasnitev in omejitev digitalnih celic, čemur skupaj rečemo časovni loki (ang. 
timing arc). Časovna zakasnitev je lastnost vseh digitalnih celic, medtem ko so časovne 
omejitve lastnost samo sekvenčnih vezij. Vsak časovni lok ima začetno točko in končno 
točko. Začetna točka je lahko vhod, izhod ali I/O priključek, medtem ko je končna točka samo 
izhod ali I/O priključek. V sekvenčni logiki je stanje registra določeno s časovnimi loki med 
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dvema vhodoma. Primeri takšnih časov sta postavitveni čas (ang. setup time) ali čas 
neaktivnosti (ang. hold time) med podatkovnim vhodom in vhodom urinega signala. Časovna 
loka, kot sta čas sprostitve (ang. relase time) in čas odstranitve (ang. removal time) sta 
definirana med asinhronim vhodom in vhodom ure, medtem ko je čas obnovitve (ang. 
recovery time) definiran med asinhronimi vhodi. Poleg naštetih časovnih lokov se preverja 
tudi zakasnitev med priključkoma in minimalna širina impulza. Vsi sinhroni časovni loki se 


























Slika 4.4: Definicije časovnih lokov 
   Najpreprostejši časovni model je linearni model, ki pa zaradi svoje preprostosti ni dovolj 
natančen za vezja, ki so realizirana v submikronskih tehnoloških procesih. Trenutno je v 
digitalnih knjižicah najbolj uporabljen nelinearni časovni model NLDM (ang. Non-Linear 
Delay Model), ki temelji na tabelah za različne časovne loke. Novejše knjižice za 
nanometerske tehnološke procese vključujejo tudi napredne modele na osnovi tokovnih 
izvorov kot so CCS (ang. Composite Current Source) in ECSM (ang. Effective Current 
Source Model) [1]. 
 Postavitveni čas in minimalen čas neaktivnosti 
   Oba omenjena časovna loka sta potrebna za pravilen prehod vhodnega podatka do izhoda, 
sekvenčne celice. Oba skupaj zagotavljata, da je podatek na vhodu nedvoumen v okolici 
aktivne fronte ure. Minimalnemu času, kjer mora biti vhodni podatek stabilen pred aktivno 
fronto ure, rečemo postavitveni čas, medtem ko je čas neaktivnosti definiran kot minimalen 
čas vhodnega signala, ki more ostati stabilen po aktivni fronti ure. Ta časovna loka prikazuje 
tudi Slika 4.4. Omeniti velja tudi, da sta lahko oba omenjena časa tudi negativna, vendar 
nikoli oba hkrati. Negativen postavitveni čas pomeni, da se vhodni podatek lahko spremeni 
tudi po aktivni fronti ure. To lahko nastane zaradi dosti večje zakasnitve (daljša pot) na poti 
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ure v register, kot na poti vhodnega podatka. Podobno velja za čas neaktivnosti, le da je pot 
vhodnega podatka daljša od urinega. Iz tega lahko zaključimo, da če je eden od njiju 
negativen je drugi ustrezno večji in pozitiven. Primer časovnega modela NLDM za 
postavitveni čas prikazuje Slika 4.5 [32]. 
pin (D) { 
  direction : input; 
  . . . 
  timing () { 
    related_pin : "CK"; 
    timing_type : "setup_rising"; 
    rise_constraint ("setuphold_template_3x3") {   
      index_1("0.4, 0.57, 0.84"); /* Data transition */ 
      index_2("0.4, 0.57, 0.84"); /* Clock transition */   
      values( /*            0.4   0.57   0.84 */ \ 
              /* 0.4 */  "0.063, 0.093, 0.112", \ 
              /* 0.57 */ "0.526, 0.644, 0.824", \ 
              /* 0.84 */ "0.720, 0.839, 0.930");   
    }  
    fall_constraint ("setuphold_template_3x3") { 
      index_1("0.4, 0.57, 0.84"); /* Data transition */ 
      index_2("0.4, 0.57, 0.84"); /* Clock transition */ 
      values( /*            0.4   0.57   0.84 */ \  
              /* 0.4 */  "0.762, 0.895, 0.969", \ 
              /* 0.57 */ "0.804, 0.952, 0.166", \ 
              /* 0.84 */ "0.159, 0.170, 0.245"); 
    } 
  } 
} 
Slika 4.5: Primer časovnega modela NLDM za postavitveni čas 
Vhodne časovne omejitve orodje za karakterizacijo določi tako, da med simulacijo išče že 
najmanjšo razliko v zakasnitvenem času med dvema vhodoma. To metodo imenujejo binarno 
iskanje (bisekcija) in je vključena v simulacijskem delu datoteke. Pri binarnem iskanju je 
potrebno nastaviti začetno območje in minimalno območje iskanja. Sintaksa je sledeča: 
Bisec = start  end  step 
Vrednost start je vrednost, v kateri moramo ujeti postavitveni čas in zgrešiti čas minimalne 
neaktivnosti. Za vrednost end je ravno obratno, torej moramo zgrešiti postavitveni čas in ujeti 
čas neaktivnosti. Binarno iskanje se konča, ko se območje iskanja skrči na vrednost step. Za 
izračun simulacijske točke se uporablja enačba:  
D – CK = (zadnja uspešna sim. točka + zadnja neuspešna sim. točka)/2 
Za postavitveni čas je zadnja uspešna simulacijska točka enaka start in zadnja neuspešna 
simulacijska točka enaka end. Za čas neaktivnosti je ravno obratno. Med simulacijo se 
preverja izhod Q glede na vhodni signal, v različnih izračunanih simulacijskih točkah.  





CK DD  
Slika 4.6: Način določevanja postavitvenega časa in časa neaktivnosti 
Glede na izhod Q in novo izračunane mejne simulacijske točke se naslednja simulacijska 
točka skozi iteracije vedno bolj bliža vrednosti računanega časovnega loka. Ko mejni točki 
prideta na razliko step, se simulacija ustavi in takratna razlika D – CK predstavlja izračunan 
časovni lok [48].  
 Časa obnovitve in odstranitve 
Asinhrona časa obnovitve in odstranitve se uporabljata za preverjanje, če se asinhroni 
priključki nedvoumno vrnejo v neaktivno stanje, dovolj daleč stran od aktivne fronte ure. Čas 
obnovitve je definiran kot minimalni čas, kjer mora biti asinhroni priključek stabilen pred 
aktivno fronto ure. Podobno velja za čas odstranitve, ki je minimalni čas, kjer mora biti 
asinhroni priključek stabilen po aktivni fronti ure. Oba omejitvena časa prikazuje Slika 4.4. 
Primer časovnega modela NLDM za čas obnovitve prikazuje Slika 4.7 [32]. 
pin(RN) { 
  direction : input; 
  . . . 
  timing() { 
    related_pin : "CK"; 
    timing_type : recovery_rising; 
    rise_constraint(recovery_template_3x3) { /* RN rising  */ 
      index_1 ("0.032, 0.504, 0.788"); /* Data transition  */ 
      index_2 ("0.032, 0.504, 0.788"); /* Clock transition */ 
      values( /*            0.032   0.504   0.788 */ \ 
              /* 0.032 */ "-0.198, -0.122,  0.187", \ 
              /* 0.504 */ "-0.268, -0.157,  0.124", \ 
              /* 0.788 */ "-0.490, -0.219, -0.069"); 
    } 
  } 
} 
Slika 4.7: Primer časovnega modela za čas obnovitve 
 Preverjanje širine impulza 
Poleg vseh sinhronih in asinhronih časovnih preverjanj je potrebno tudi preverjanje, ki 
zagotavlja, da širina impulza doseže minimalno zahtevano vrednost. Če bi bila na primer 
širina impulza na priključku ure manjša od navedene minimalne vrednosti, bi se lahko 
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zgodilo, da ura ne bi pravilno zadržala podatka v registru. Preverjanje širine impulza je možno 
navesti tako za sinhrone, kot tudi za asinhrone priključke in je lahko definirana za impulze z 
visokim in nizkim nivojem. Primer časovnega modela NLDM prikazuje Slika 4.8 [32]. 
pin(RN) { 
  direction : input; 
  capacitance : 0.002236; 
  . . .  
  timing() {  
    related_pin : "RN"; 
    timing_type : min_pulse_width; 
    fall_constraint(width_template_3x1) { /*low pulse check*/ 
    index_1 ("0.032, 0.504, 0.788");     /*Input transition*/ 
    values ( /* 0.032  0.504  0.788 */ \ 
               "0.034, 0.060, 0.377"); 
  } 
} 
Slika 4.8: Primer časovnega modela NLDM za preverjanje širine impulza 
 Zakasnitev širjenja 
Zakasnitev širjenja je zakasnitev med spremembo na vhodnem in spremembo na izhodnem 
priključku. Čas se začne meriti, ko vhodni signal doseže napetostni prag Vthi in konča, ko 







Slika 4.9: Zakasnitev med priključkoma 
Ker je vrednost zakasnitve odvisna od naklona vhodnega signala in kapacitivne obremenitve 
na izhodu, orodje za karakterizacijo opravi vse kombinacije pri različnih vhodnih naklonih 
signala in izhodnih kapacitivnih obremenitvah. Vhodni naklon, izhodna obremenitev in 
zakasnitev med priključkoma se shrani kot dvodimenzionalna tabela v zakasnitveni model, 
kot ga prikazuje Slika 4.10. Izhodni naklon, ki se izračuna na podlagi teh simulacij, se prav 
tako shrani v tabelo (model izhodnega naklona) [32][48].  
timing() { 
  related_pin : "CKN"; 
  timing_type : falling_edge; 
  timing_sense : non_unate; 
  cell_rise(delay_template_3x3) { 
    index_1 ("0.1, 0.3, 0.7");    /* Clock transition   */ 
    index_2 ("0.16, 0.35, 1.43"); /* Output capacitance */ 
    values ( /*           0.16    0.35    1.43 */ \ 
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             /* 0.1 */ "0.0513, 0.1537, 0.5280", \ 
             /* 0.3 */ "0.1018, 0.2327, 0.6476", \ 
             /* 0.7 */ "0.1334, 0.2973, 0.7252"); 
} 
Slika 4.10: Primer časovnega modela NLDM za zakasnitev med priključki 
 Poraba moči 
Model celice, poleg vseh časovnih modelov vsebuje tudi model za porabo moči celice in je 
razdeljena na tri tipe: 
 Preklopna moč, ki nastane zaradi polnjenja in praznjenja bremenskih kapacitivnosti. 
 Kratkostična moč, ki se porablja zaradi toka med preklopom, ki steče med 
napajalnima žicama. Kratkostična moč je odvisna od vhodne strmine in izhodne 
obremenitvene kapacitivnosti. 
 Statična izgubna moč, ki nastane zaradi toka, ki teče med napajalnima žicama, ko je 
vezje stabilno. 
Orodje najprej izmeri tok vezja, ki teče v mirovanju (statična izgubna moč), nato pa še pri 
preklopu. Iz teh informacij potem izračuna preklopno moč. Podatke o porabi moči v 
odvisnosti od naklona vhodnega signala in izhodne kapacitivnosti shrani kot 
dvodimenzionalno tabelo [32][48], kot jo prikazuje Slika 4.11.  
pin (Z1) { 
. . . 
  power_down_function : "!VDD + VSS"; 
  related_power_pin : VDD; 
  related_ground_pin : VSS; 
  internal_power () { 
    related_pin : "A"; 
    power (template_2x2) { 
      index_1 ("0.1, 0.4");  /* Input transition */ 
      index_2 ("0.05, 0.1"); /* Output capacitance */ 
      values ( /*          0.05    0.1 */ \ 
               /* 0.1 */ "0.045, 0.050", \ 
               /* 0.4 */ "0.055, 0.056"); 
    } 
  } 
} 






Vključitev predlaganih rešitev v orodje za sintezo 
99 
 
4.1.2 Priprava celic MSL in MSSL na karakterizacijo 
Za začetek ustrezne karakterizacije je potrebno najprej pridobiti opis vezja (ang. nelist). Ker 
želimo pridobiti čim bolj realen časovni model, je potrebno izhajati iz sestavnice mask (ang. 
layout), ki poleg tranzistorjev vsebuje tudi parazitne elemente. Slednji imajo velik vpliv pri 
časih naraščanja in padanja signalov, od katerih so naprej zelo odvisni praktično vsi zgoraj 
omenjeni časovni loki. Sestavnico mask za celici MSL in MSSL prikazujeta Slika 4.12 in 
Slika 4.13. Izvoz opisa vezja z RC paraziti je bil v našem primeru narejen z orodjem Quantus 
RC (QRC), ki je del načrtovalskega orodja Cadence. 
 
Slika 4.12: Sestavnica mask za celico MSL 
Kot je razvidno iz slik, je celica MSSL za ~30% večja od celice MSL. Za fizično 
implementacijo je potrebno prav tako generirati še eno datoteko iz sestavnice mask. Fizični 
sintetizator ne uporablja sestavnic mask posamičnih celic, ker ne potrebuje informacij za vse 
nivoje, ampak uporablja datoteko z opisom vseh metalnih povezav, prevezav in priključkov v 
celici. To datoteko imenujejo LEF (ang. Library Exchange Format) in je v ASCII formatu. 
Preden pridemo do LEF datoteke je potrebno generirati abstraktni nivo celice iz sestavnice 
mask. Abstraktni nivo celice je samo enostavnejša predstavitev fizične implementacije, ki 
vsebuje samo metalne povezave in prevezave med nivoji (ang. via). Nato iz podatkovne baze 
generira LEF datoteko s tekstovnim opisom celice v ASCII formatu. 
 
Slika 4.13: Sestavnica mask za celico MSSL 
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4.1.3 Karakterizacija celice MSL 
Kot smo že omenili, je celica MSL sestavljena iz dveh držal s strukturo 'glavni-podrejeni'. Pri 
karakterizaciji želimo doseči ustrezen časovni model NLDM, ki bo vseboval vse potrebne 
časovne loke. Za karakterizacijo moramo najprej ustvariti nastavitveno datoteko, ki vsebuje 
celoten načrt karakterizacije. Nastaviti je potrebno parametre  karakterizacije, določiti vrsto 
simulacije, vhodne naklone in izhodne obremenitve vhodno/izhodnih priključkov. Kot primer 
navajamo celico MSL, ki jo prikazuje Slika 4.14 in je v osnovi navaden register brez urinega 
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Slika 4.14: CMOS realizacija celice MSL. 
   Orodje za karakterizacijo samodejno prepozna logično strukturo standardne celice in ustvari 
datoteko z opisom na nivoju logičnih vrat ter sestavi ustrezen načrt karakterizacije s 
potrebnimi časovnimi loki. Ker vezje na Slika 4.14 ni standardno, je potrebno logični opis 
vezja napisati ročno. Problem pri prepoznavanju povzročata komplementarna urina priključka 
in obe držali. V odseku pri definiciji priključkov (PORT DEFINITION) je potrebno dodati 
stavek o komplementarnosti urinih vhodov. V odsek logičnega opisa (INSTANCES) pa 
moramo dodati logično strukturo vezja. Za opis smo uporabili osnovne logične funkcije in 
funkcijo IMUX za držala. Ustrezen opis vezja na nivoju logičnih vrat celice MSL, prikazuje 
Slika 4.15. Pri prvem koraku, orodje poizkusi samodejno sestaviti logično strukturo vezja, ki 
je v našem primeru neuporabna. Zato za tem korakom zamenjamo avtomatsko generirani 
logični opis z našim opisom (Slika 4.15). Na osnovi te datoteke se ustvari scenarij za 
karakterizacijo, kot jo prikazuje Slika 4.16. Če pozorno pogledamo scenarij, opazimo, da se 
preveri 18 običajnih časovnih lokov tipa zakasnitev, kjer se izmerijo in izračunajo zakasnitve 
ter disipacija moči za različne kombinacije vhodnih priključkov. Nato jim sledi še 7 vektorjev 
za izračun časovnih omejitev, kot so postavitveni čaš, čas neaktivnosti in časa obnovitve in 
ostranitve. 
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DESIGN ( MSLX1 ); 
//      ================= 
//       PORT DEFINITION 
//      ================= 
        INPUT MCN ( MCN ); 
        INPUT SCK ( SCK ); 
        INPUT D ( D ); 
        INPUT RN ( RN ); 
        OUTPUT Q ( Q ); 
        OUTPUT QN ( QN ); 
        SUPPLY0 VSS ( VSS ); 
        SUPPLY1 VDD ( VDD ); 
        -COMPLEMENTARY ( MCN, SCK ); 
//      =========== 
//       INSTANCES 
//      =========== 
   NOT ( NET46, n4 ); 
   NOT ( NET52, RN ); 
   NOT ( Q, NET46 ); 
   NOT ( QN, n4 ); 
   NOR ( n2, n1, NET52 ); 
   NOR ( n4, n3, NET52 ); 
   IMUX ( n3, MCN, n4, n2 ); 
   IMUX ( n1, MCN, D, n2 ); 
END_OF_DESIGN; 
Slika 4.15: Logični opis celice MSL 
   Poleg določanja časov se pri karakterizaciji preverja funkcionalnost vezja po spodnji tabeli 
(Slika 4.16). Za vsak vektor se izvede simulacija za vse možne kombinacije naklonov vhodnih 
signalov in kapacitivnih obremenitev izhodnih signalov, definiranih v nastavitveni datoteki. 
 
============================== 
      DESIGN : MSLX1 
============================== 
------------------------------------------------------------ 
       MCN RN   D  :  Q  QN  : N2  N3  N4  N1   
------------------------------------------------------------ 
D0000:  R   1   0  :  1   0  :  F   0   1   R  : POWER(MCN) 
D0001:  R   1   1  :  0   1  :  R   1   0   F  : POWER(MCN) 
D0002:  R   1   0  :  0   1  :  0   1   0   1  : POWER(MCN) 
D0003:  F   1   0  :  F   R  :  0   R   F   1  : DELAY(MCN) 
D0004:  F   1   1  :  R   F  :  1   F   R   0  : DELAY(MCN) 
D0005:  F   1   0  :  0   1  :  0   1   0   1  : POWER(MCN) 
D0006:  0   R   0  :  0   1  :  0   1   0   1  : POWER(RN) 
D0007:  0   F   0  :  F   R  :  F   R   F   R  : DELAY(RN) 
D0008:  1   F   0  :  F   R  :  0   R   F   1  : DELAY(RN) 
D0009:  1   F   1  :  F   R  :  F   R   F   0  : DELAY(RN) 
D0010:  0   F   0  :  0   1  :  0   1   0   1  : POWER(RN) 
D0011:  1   1   R  :  1   0  :  R   0   1   F  : POWER(D) 
D0012:  0   1   R  :  1   0  :  1   0   1   0  : POWER(D) 
D0013:  1   1   F  :  1   0  :  F   0   1   R  : POWER(D) 
D0014:  0   1   F  :  1   0  :  1   0   1   0  : POWER(D) 
D0015:  0   0   1  :  0   1  :  0   1   0   1  : POWER 
D0016:  1   0   0  :  0   1  :  0   1   0   1  : POWER 
D0017:  1   0   1  :  0   1  :  0   1   0   0  : POWER 
R0000:  F   1  0-1 : <R> <F> : <R> <F> <R> <F> : SETUP(D<=MCN) 
R0001:  F   1  0-1 : <F> <R> : <0> <R> <F> <1> : HOLD(MCN=>D) 
R0002:  F   1  1-0 : <R> <F> : <1> <F> <R> <0> : HOLD(MCN=>D) 
R0003:  F   1  1-0 : <F> <R> : <F> <R> <F> <R> : SETUP(D<=MCN) 
R0004:  F  0-1  1  : <0> <1> : <0> <1> <0> <R> : REMOVABLE(MCN=>RN) 
R0005:  F  0-1  1  : <R> <F> : <R> <F> <R> <0> : RELEASE(RN<=MCN) 
------------------------------------------------------------- 
Slika 4.16: Načrt karakterizacije za celico MSL 
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Izbira neprimernih parametrov (prevelika kapacitivna obremenitev) lahko pokvari pravilno  
delovanje celice, tako da se karakterizacija konča brez izdelave modela. Zato je potrebno 
pripraviti nastavitveno datoteko tako, da se karakterizacija konča uspešno. Kot izhodno 
datoteko karakterizacije dobimo datoteko ALF (ang. Advanced Library File), iz katere 
izvozimo časovni model. Izkaže se, da v našem primeru model ne vsebuje odvisnosti od obeh 
urinih signalov, ampak samo od MCN urinega signala. Zato je odvisnost od drugega urinega 
signala SCK potrebno dodati ročno, s stavkom clocked_on_also [9][47]. Ta dodatek k funkciji 
v časovnem modelu NLDM prikazuje tudi Slika 4.17.  
 
cell (MSLX1) { 
  area : 0.0; 
  cell_leakage_power : 0.0823805; 
  rail_connection( VDD, RAIL_VDD ); 
  rail_connection( VSS, RAIL_VSS ); 
  ff (N4,N3) { 
    next_state : "D"; 
    clocked_on : "(!MCN)"; 
    clocked_on_also : "SCK";        
    clear : "(!RN)"; 
  } 
} 
Slika 4.17: Funkcija celice MSL z dodanim stavkom clocked_on_also 
4.1.4 Karakterizacija celice MSSL 
Podobno kot v primeru celice MSL postopamo tudi pri karakterizaciji za celico MSSL. Za 
razliko od prejšnje celice ta vsebuje eno glavno držalo in dve podrejeni držali [8][9]. CMOS 
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Slika 4.18: CMOS realizacija celice MSSL 
Ker orodje za karakterizacijo ne prepozna logične strukture vezja jo napišemo ročno. Tako 
kot v prejšnjem primeru je tudi tukaj potrebno povedati, da sta urina signala SCK in MCK 
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DESIGN ( MSSLX1 ); 
// ================= 
//  PORT DEFINITION 
// ================= 
      INPUT D ( D ); 
      INPUT MCN ( MCN ); 
      INPUT RN ( RN ); 
      INPUT SCK ( SCK ); 
      OUTPUT Q ( Q ); 
      OUTPUT QN ( QN ); 
      SUPPLY0 VSS ( VSS ); 
      SUPPLY1 VDD ( VDD ); 
      -COMPLEMENTARY ( MCN, SCK ); 
// =========== 
//  INSTANCES 
// =========== 
      NOT ( N3, N2 ); 
      NOT ( N4, QM ); 
      NOT ( QN, N7 ); 
      NOT ( N9, N5 ); 
      NOT ( Q, QN ); 
      NOT ( R, RN ); 
      NOR ( N2, R, N1 ); 
      NOR ( N5, R, N4 ); 
      NOR ( N7, R, N6 ); 
      IMUX ( N1, MCN, D, N2 ); 
      IMUX ( N6, MCN, N5, N7 ); 
      IMUX ( QM, MCN, N9, N3 ); 
END_OF_DESIGN; 
Slika 4.19: Logični opis celice MSSL 
Kot v prejšnjem primeru smo za opis uporabili osnovne logične celice in funkcijo IMUX. Po 
uspešni prepoznavi vezja z logičnim opisom orodje uspešno generira celoten načrt 
karakterizacije, ki ga prikazuje Slika 4.20.  
 
============================== 
      DESIGN : MSSLX1 
============================== 
--------------------------------------------------------------------- 
        D  MCN RN  :  Q  QN  : N7  N6  N5  N4  N2  N1   
--------------------------------------------------------------------- 
D0000:  R   1   1  :  0   1  :  0   1   0   1   R   F  : POWER(D) 
D0001:  R   0   1  :  0   1  :  0   1   0   1   0   1  : POWER(D) 
D0002:  F   1   1  :  0   1  :  0   1   0   1   F   R  : POWER(D) 
D0003:  F   0   1  :  0   1  :  0   1   0   1   0   1  : POWER(D) 
D0004:  0   R   1  :  R   F  :  R   F   1   0   F   R  : DELAY(MCN) 
D0005:  0   R   1  :  F   R  :  F   R   0   1   0   1  : DELAY(MCN) 
D0006:  1   R   1  :  R   F  :  R   F   1   0   1   0  : DELAY(MCN) 
D0007:  1   R   1  :  F   R  :  F   R   0   1   R   F  : DELAY(MCN) 
D0008:  0   R   1  :  0   1  :  0   1   0   1   0   1  : POWER(MCN) 
D0009:  0   F   1  :  1   0  :  1   0   F   R   0   1  : POWER(MCN) 
D0010:  1   F   1  :  0   1  :  0   1   R   F   1   0  : POWER(MCN) 
D0011:  0   F   1  :  0   1  :  0   1   0   1   0   1  : POWER(MCN) 
D0012:  0   0   R  :  0   1  :  0   1   0   1   0   1  : POWER(RN) 
D0013:  0   0   F  :  F   R  :  F   R   0   1   0   1  : DELAY(RN) 
D0014:  0   0   F  :  F   R  :  F   R   F   R   F   R  : DELAY(RN) 
D0015:  0   1   F  :  F   R  :  F   R   F   R   0   1  : DELAY(RN) 
D0016:  1   1   F  :  F   R  :  F   R   F   R   F   0  : DELAY(RN) 
D0017:  0   0   F  :  0   1  :  0   1   0   1   0   1  : POWER(RN) 
D0018:  0   1   0  :  0   1  :  0   1   0   1   0   1  : POWER 
D0019:  1   0   0  :  0   1  :  0   1   0   1   0   1  : POWER 
D0020:  1   1   0  :  0   1  :  0   1   0   1   0   0  : POWER 
R0000:  1   F  0-1 :  0   1  :  0   1  <0> <1> <0> <R> : REMOVABLE(MCN=>RN) 
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R0001:  1   F  0-1 :  0   1  :  0   1  <R> <F> <R> <0> : RELEASE(RN<=MCN) 
R0002: 0-1  F   1  :  0   1  :  0   1  <R> <F> <R> <F> : SETUP(D<=MCN) 
R0003: 0-1  F   1  :  1   0  :  1   0  <1> <0> <R> <F> : SETUP(D<=MCN) 
R0004: 0-1  F   1  :  1   0  :  1   0  <F> <R> <0> <1> : HOLD(MCN=>D) 
R0005: 1-0  F   1  :  0   1  :  0   1  <0> <1> <F> <R> : SETUP(D<=MCN) 
R0006: 1-0  F   1  :  0   1  :  0   1  <R> <F> <1> <0> : HOLD(MCN=>D) 
R0007: 1-0  F   1  :  1   0  :  1   0  <F> <R> <F> <R> : SETUP(D<=MCN) 
--------------------------------------------------------------------- 
Slika 4.20: Načrt karakterizacije za celico MSSL 
Kot izhodno datoteko dobimo ALF, ki tudi vsebuje funkcijo naše celice. Problem se pojavi pri 
pretvorbi iz ALF v časovni model, kjer pretvornik ne zna zapisati takšne funkcije v formatu 
modela NLDM. Primer izpisa funkcije v ALF modelu prikazuje Slika 4.21. 
 
CELL MSSLX1 { 
    DELAY { UNIT = NS ; } 
    SLEWRATE {  UNIT = NS ; } 
    ECSM {  UNIT = NS ; } 
    POWER { UNIT = PW ; } 
    CAPACITANCE { UNIT = PF ; } 
    RESISTANCE { UNIT = KOHM ; } 
    PCAP { UNIT = PF ; } 
    CELLTYPE = LATCH ;  
    FUNCTION {  
         BEHAVIOR {  
            ALF_LATCH { ENABLE=MCN; D=N5; SET='B0; CLEAR=!RN; Q=N7; QN=N6; } 
            ALF_LATCH { ENABLE=!MCN; D=N2; SET='B0; CLEAR=!RN; Q=N5; QN=N4; } 
            ALF_LATCH { ENABLE=MCN; D=D; SET='B0; CLEAR=!RN; Q=N2; QN=N1; } 
            Q=N7 ; 
            QN=!N7 ; 
         }  
     } 
Slika 4.21: ALF model celice MSSL 
   Opis funkcije v modelu NLDM izdelamo ročno za izhoda Q in QN. Dodatke v modelu (s 
sivo označen tekst) prikazuje Slika 4.22. Ker NLDM format ne dovoljuje opisa dveh notranjih 
stanj znotraj ene sekvenčne celice, je potrebno to celico opisati kot navaden register. Edina 
razlika je v tem, da se mora izhod sprožiti ob negativni fronti ure, kar pa dosežemo s stavkom 
clocked_on : "MCN". Urin signal MCN v tem primeru ni negiran, ker je med globalnima 
urinima signaloma CLK in MCN vstavljen inverter (Slika 4.3), kar pomeni, da celica reagira 
ob prehodu iz 1  0 signala CLK. Poleg tega v opis funkcije vključimo tudi drugi urin signal 












cell (MSSLX1) { 
  area : 0.0; 
  cell_leakage_power : 0.125409; 
  rail_connection( VDD, RAIL_VDD ); 
  rail_connection( VSS, RAIL_VSS ); 
  ff (N7,N6) { 
    next_state : "D"; 
    clocked_on : "MCN"; 
    clocked_on_also : "SCK";        
    clear : "(!RN)"; 
  } 
  . . . . 
  pin(Q)  { 
    direction : output; 
    output_signal_level : RAIL_VDD; 
    capacitance : 0; 
    rise_capacitance : 0; 
    fall_capacitance : 0; 
    rise_capacitance_range ( 0, 0) ; 
    fall_capacitance_range ( 0, 0) ; 
    max_capacitance : 0.304377; 
    max_transition : 2.2282; 
    function : "N7"; 
    . . . . 
    } 
  pin(QN)  { 
    direction : output; 
    output_signal_level : RAIL_VDD; 
    capacitance : 0; 
    rise_capacitance : 0; 
    fall_capacitance : 0; 
    rise_capacitance_range ( 0, 0) ; 
    fall_capacitance_range ( 0, 0) ; 
    max_capacitance : 0.284951; 
    max_transition : 2.21585; 
    function : "N6"; 
    . . . .  
    } 
Slika 4.22: Dodatki v časovnemu modelu NLDM celice MSSL 
Poleg naštetih dodatkov je potrebno tudi odstraniti stavka: dont_use : true; dont_touch : true;, 
ki se nahajata na koncu modela NLDM. Ta stavka sta nastala avtomatično zato, ker celica po 









Vključitev predlaganih rešitev v orodje za sintezo 
106 
 
4.1.5 Definicija časovnih lokov za celice MSL in MSSL 
V prejšnjem podpoglavju smo opazili, da orodje za karakterizacijo generira tudi nepotrebne 
časovne loke za nestandardne celice. Za uspešno opravljeno statično analizo je potrebno 
odstraniti vse redundantne časovne loke iz časovnega modela NLDM. Ohraniti je potrebno le 










Slika 4.23: Časovni loki za celico MSL 
Podobno kot prej je potrebno odstraniti vse odvečne časovne loke tudi za celico MSSL iz 









Slika 4.24: Časovni loki za celico MSSL 
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4.2 Postopki po sintezi na nivoju vrat 
4.2.1 Generiranje matrike vezja in ostalih potrebnih parametrov vezja 
Za matematično obdelavo vezja in iskanje ustrezne razporeditve urinega signala v digitalnem 
vezju je potrebno najprej generirati matriko sosednosti vezja. Orodja za sintezo digitalnih 
vezij nimajo direktne metode oz. ukaza za generiranje matrike vezja, zato je bilo potrebno 
takšen generator narediti. Pri pisanju navodil (skript) smo uporabili sistemski skriptni jezik 
TCL (ang. Tool Comand Language) in nabor ukazov, ki so na voljo v orodju za sintezo vezja 
(v našem primeru Cadence RTL Compiler 10.1). Preden začnemo s sestavljanjem matrike je 
potrebno najprej zbrati osnovne podatke vezja, kot so: vsi registri v vezju, vsi podatkovni in 
urini vhodni priključki registra, podatkovni izhodni priključki in veje GC urinega signala.  
### pridobitev parametrov vezja 
set time_start [clock clicks -milliseconds] 
set allregs [all des seqs $topLevel -clock $design_clk] 
set datapoints [all des seqs $topLevel -clock $design_clk -data_pins] 
set clockpoints [all des seqs $topLevel -clock $design_clk -clock_pins] 
set outpoints [all des seqs $topLevel -clock $design_clk -output_pins] 
### pridobitev GC parametrov 
set GCcell_name "RC_CG_" 
set GC_cells [find . -inst $GCcell_name*] 
set GC_regs [lsearch -all -inline $allregs *$GCcell_name*] 
set GC_size [llength $GC_regs] 
for {set x 0} {$x < $GC_size} {incr x 1} { 
  set GCregs_pos  [lsearch $allregs *$GCcell_name*] 
  set allregs     [lreplace $allregs     $GCregs_pos $GCregs_pos] 
  set datapoints  [lreplace $datapoints  $GCregs_pos $GCregs_pos] 
  set clockpoints [lreplace $clockpoints $GCregs_pos $GCregs_pos] 
} 
 
set GC_OutSize [llength [lsearch -all $outpoints *$GCcell_name*]] 
for {set x 0} {$x < $GC_OutSize} {incr x 1} { 
  set GCouts_pos  [lsearch $outpoints *$GCcell_name*] 
  set outpoints   [lreplace $outpoints   $GCouts_pos $GCouts_pos] 
} 
### doloci stevilo registrov v vezju  
set Asize [llength $allregs] 
 
Slika 4.25: Zbiranje potrebnih podatkov iz vezja 
Za zbiranje podatkov iz vezja je uporabljen ukaz all des seqs iz nabora ukazov sintetizatorja 
vezja, kot prikazuje Slika 4.25. Ta ukaz generira TCL listo vseh registrov in držal v vezju. Za 
pridobitev vseh priključkov je potrebno posebej uporabiti podukaz: data_pins, clock_pins, 
output_pins. Nato generiramo vektor najmanjšega preostanka časa (ang. slack time) za vsak 
register posebej. Za pridobitev preostanka časa uporabimo atribute za priključke z ukazom 
slack, ki vrne izračunan čas zahtevanega priključka v pikosekundah. Izdelavo tega vektorja 
prikazuje Slika 4.26. Za vse vhodne podatkovne priključke skozi for zanko dobimo časovne 
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razpone. Ker generiramo vektor preostanka časa, nam uporabljen ukaz vrne najmanjši 
razpoložljivi čas.  
### doloci min slack vector 
for {set x 0} {$x < $Asize} {incr x 1} { 
  set slacktime($x) [get_attribute slack [find [lindex $allregs $x] -pin    
      [string trimleft [lindex $datapoints $x] [lindex $allregs $x]]]] 
} 
Slika 4.26: Izdelava vektorja preostanka časa 
Podatkovne povezave z majhnim negativnim časom lahko kompenziramo tudi z dodajanjem 
ustreznih zakasnitev. Da lahko dodamo zakasnilno celico z ustrezno močnim izhodom, je 
potrebno poznati tudi izhodno obremenitev registra. Izdelavo vektorja izhodne obremenitve 
prikazuje Slika 4.27. 
### doloci funout vector 
for {set x 0} {$x < $Asize} {incr x 1} { 
   set reg_fanout($x) [llength [fanout -max_pin_depth 1 [lindex 
       $outpoints$x]]]  
} 
Slika 4.27: Izdelava vektorja izhodne obremenitve 
Za vezja sintetizirana s tehniko izklapljanja urinega signala, je potrebno pridobiti informacijo, 
kateri registri se nahajajo v isti veji urinega signala. Najprej poiščemo vse GC celice in 
pogledamo kateri registri so povezani na izhod te celice. To označimo z ustreznim 
zaporednim indeksom, medtem ko za ostale registre, katerim se urin signal ne izklaplja, 
označimo z indeksom 0. Primer TCL opisa za pridobitev tega vektorja prikazuje Slika 4.28. 
### generiranje oznak za GC veje 
for {set x 0} {$x < $Asize} {incr x 1} { 
  set gatedclk_arr($x) 0 
} 
for {set x 0} {$x < $GC_size} {incr x 1} { 
  for {set y 0} {$y < $Asize} {incr y 1} { 
    set z 0 
    foreach start [fanout -end [lindex $GC_cells $x]/pins_out/ck_out] { 
      if {[lindex $clockpoints $y] == $start} { 
        set z [expr {$x+1}] 
      } 
    } 
    set gatedclk_arr_tmp($x,$y) $z 
  } 
} 
for {set y 0} {$y < $Asize} {incr y 1} { 
  for {set x 0} {$x < $GC_size} {incr x 1} { 
    set gatedclk_arr($y) [expr 
{$gatedclk_arr_tmp($x,$y)+$gatedclk_arr($y)}]  
  } 
} 
Slika 4.28: Generiranje oznak za GC veje 
Naslednja potrebna informacija vezja je matrika sosednosti. V našem primeru matriko 
generiramo tako, da med drugim prikaže, koliko kombinacijskih vej je na enem registrskem 
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paru. Za generiranje takšne matrike uporabimo ukaze sintetizatorja fanin in fanout, ter 
shranjene podatke vezja. Ukaz fanin –start, ki mu dodamo še vhodni podatkovni priključek i 
registra, vrne urine priključke vseh registrov, ki so podatkovno povezani z i registrom. Če 
obstaja urin priključek clockpoints v naboru, ki ga vrne fanin, potem se na trenutnem ij 
registrskemu paru generira enica, v nasprotnem primeru pa ničla. Drugi del rutine je namenjen 
modifikaciji matrike sosednosti tako, da preverja, koliko kombinacijskih povezav je 
priklopljenih na i register. Za takšno detekcijo uporabimo ukaz fanout –end, kateremu 
dodamo izhodni podatkovni priključek i registra, ki vrne vse podatkovne vhode registrov, ki 
so povezani z iskanim izhodom. Izdelavo matrike sosednosti prikazuje Slika 4.29. 
### generator matrike sosednosti 
for {set x 0} {$x < $Asize} {incr x 1} { 
  for {set y 0} {$y < $Asize} {incr y 1} { 
    set z 0 
    foreach start [fanin -start [lindex $datapoints $x]] { 
      if {[lindex $clockpoints $y] == $start} { 
        incr z 1 
      } 
    } 
    foreach start [fanout -end [lindex $outpoints $x]] { 
      if {[lindex $datapoints $y] == $start} { 
        if {$y != $x} { 
          incr z 1 
        } 
      } 
    } 
    set adjm_arr($x,$y) $z 
  } 
} 
Slika 4.29: Izdelava matrike sosednosti digitalnega vezja  
Zaradi lažje matematične obdelave je izdelana tudi usmerjena matrika sosednosti. Podobno 
kot prejšnja, je tudi ta matrika izdelana z ukazom fanout –end, s katerim zaznamo kateri 
podatkovni izhodi so povezani na kateri podatkovni vhod. S pomočjo te informacije lahko 
tudi enostavno določimo smer podatkovnih poti. Izdelavo usmerjene matrike sosednosti 
prikazuje Slika 4.30. 
### generator usmerjene matrike sosednosti 
set time_start [clock clicks -milliseconds] 
for {set x 0} {$x < $Asize} {incr x 1} { 
  for {set y 0} {$y < $Asize} {incr y 1} { 
    set z 0 
    foreach start [fanout -end [lindex $outpoints $x]] { 
      if {[lindex $datapoints $y] == $start} { 
        incr z 1 
      } 
    } 
    set dadjm_arr($x,$y) $z 
  } 
} 
Slika 4.30: Izdelava usmerjene matrike sosednosti digitalnega vezja 
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Za računanje preostalega časa po zamikanju urinega signala, je potrebno imeti tudi 
informacijo o preostanku času za vsak registrski par. Z ukazom fanout –end najprej poiščemo 
podatkovne povezave med registri, nato pa z ukazom report timing poberemo preostanek časa 
in ga shranimo v začasno datoteko. Ker prejšnji ukaz ne vrne samo vrednot časa je rezultat 
potrebno izsejati iz niza podatkov. Zaradi obstoja več kombinacijskih poti med registrskimi 
pari, z različnimi časovnimi zakasnitvami, je potrebno generirati matriko z najkrajšimi in 
najdaljšimi preostanki časa. Izdelavo obeh usmerjenih matrik v skriptnem jeziku TCL 
prikazuje Slika 4.31. V našem primeru je bolj pomembna matrika z največjim preostankom 
razpoložljivega časa, kar pomeni najmanjši čas kombinacijske logike. Najhitrejše poti nam 
zmanjšujejo manevrski prostor za serijsko razporejanje urinega signala.   
### usmerjena matrika sosednosti z najkrajšimi slack časi 
for {set x 0} {$x < $Asize} {incr x 1} { 
  for {set y 0} {$y < $Asize} {incr y 1} { 
    set dsadjm_arr_max($x,$y) 0 
    foreach start [fanout -end [lindex $outpoints $x]] { 
      if {[lindex $datapoints $y] == $start} { 
        report timing -endpoint -from [lindex $clockpoints $x] -to $start >  
                                                              slack_tmp.tcl 
        set fp [open "slack_tmp.tcl" r]  
        set file_data [read $fp] 
        close $fp 
        set sla [split [lindex [split $file_data "+"] 1] "ps"] 
        set dsadjm_arr_max($x,$y) [lindex $sla 0] 
      } 
    } 
  } 
} 
### usmerjena matrika sosednosti z najdaljšimi slack časi 
for {set x 0} {$x < $Asize} {incr x 1} { 
  for {set y 0} {$y < $Asize} {incr y 1} { 
    set dsadjm_arr_min($x,$y) 0 
    foreach start [fanout -end [lindex $outpoints $x]] { 
      if {[lindex $datapoints $y] == $start} { 
        report timing -worst $path_limit -summary –from [lindex  
            $clockpoints $x] -to $start > slack_tmp.tcl 
        set fp [open "slack_tmp.tcl" r]  
        set lines [split [read $fp] "\n"] 
        close $fp 
        set lines_size [llength $lines] 
        set best_slack_pos [expr {$lines_size-4}] 
        set best_slack [split [lindex [split [lindex $lines  
            $best_slack_pos]  
                                             ":"] 1] "ps"] 
        set dsadjm_arr_min($x,$y) [string trim [lindex $best_slack 0]] 
      } 
    } 
  } 
} 
Slika 4.31: Izdelava usmerjenih matrik sosednosti preostanka časa 
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Po vseh zbranih podatkih vezja sledi generiranje začetne datoteke v formatu, primernem za 
programsko okolje MATLAB. Primer matrike sosednosti in usmerjene matrike sosednosti za 
testno vezje s344 (ISCAS89) prikazuje Slika 4.32.   
%Adjacency matrix of design 
A = [1 2 2 1 0 0 1 1 0 1 1 1 1 1 1 ;... 
     2 1 1 2 0 0 1 1 0 1 1 1 1 1 0 ;... 
     2 1 1 1 0 0 1 1 0 1 1 1 1 1 1 ;... 
     1 2 1 1 1 0 1 1 0 1 1 1 0 1 0 ;... 
     0 0 0 1 1 1 1 1 0 1 1 0 0 1 0 ;... 
     0 0 0 0 1 1 1 0 1 1 1 0 0 0 0 ;... 
     1 1 1 1 1 1 1 1 1 2 2 1 1 1 1 ;... 
     1 1 1 1 1 0 1 1 1 1 1 0 0 0 0 ;... 
     0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 ;... 
     1 1 1 1 1 1 2 1 1 1 2 1 1 1 1 ;... 
     1 1 1 1 1 1 2 1 1 2 1 1 1 1 1 ;... 
     1 1 1 1 0 0 1 0 0 1 1 1 0 0 0 ;... 
     1 1 1 0 0 0 1 0 0 1 1 0 1 0 0 ;... 
     1 1 1 1 1 0 1 0 0 1 1 0 0 1 0 ;... 
     1 0 1 0 0 0 1 0 0 1 1 0 0 0 1 ]; 
%Directed Adjacency matrix of design 
Ad = [1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 ;... 
      1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 ;... 
      1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 ;... 
      1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 ;... 
      0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 ;... 
      0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 ;... 
      1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ;... 
      1 1 1 1 1 0 0 1 0 0 0 0 0 0 0 ;... 
      0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 ;... 
      1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ;... 
      1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ;... 
      1 1 1 1 0 0 0 0 0 0 0 1 0 0 0 ;... 
      1 1 1 0 0 0 0 0 0 0 0 0 1 0 0 ;... 
      1 1 1 1 1 0 0 0 0 0 0 0 0 1 0 ;... 
      1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 ]; 
Slika 4.32: Primer generirane neusmerjene in usmerjene matrike sosednosti za testno vezje 
s344 (ISCAS89) za MATLAB okolje 
4.2.2 Sinteza nestandardnih registrskih celic 
Za možnost samodejnega prevezovanja vezja s serijsko razporeditvijo urinega signala in 
uspešno opravljeno statično časovno analizo je potrebno sestaviti registrsko celico iz 
modificiranih držal in dveh gonilnikov. Kot smo že omenili statična časovna analiza ne 
dovoljuje decizijske logike na urinem signalu, zato tudi ni možno generirati časovnega 
modela za takšno celico, medtem ko je mogoče generirati model za modificirano držalo.  
# ustvari novo calico DFFRCO 
edit_netlist new_design -name DFFRCO -quiet 
# nalozi potrebne celice 
edit_netlist new_instance -name msl MSLX1 /designs/DFFRCO 
edit_netlist new_instance -name inv0 CLKINVX2 /designs/DFFRCO 
edit_netlist new_instance -name inv1 CLKINVX2 /designs/DFFRCO 
# ustvari in/out prikljucke 
edit_netlist new_port_bus -name CK -input /designs/DFFRCO 
edit_netlist new_port_bus -name D -input /designs/DFFRCO 
edit_netlist new_port_bus -name RN -input /designs/DFFRCO 
edit_netlist new_port_bus -name Q -output /designs/DFFRCO 
edit_netlist new_port_bus -name CO -output /designs/DFFRCO 
# povezi celice 
edit_netlist connect /designs/DFFRCO/inv0/A /designs/DFFRCO/CK 
edit_netlist connect /designs/DFFRCO/inv1/Y /designs/DFFRCO/CO 
edit_netlist connect /designs/DFFRCO/msl/D /designs/DFFRCO/D 
edit_netlist connect /designs/DFFRCO/msl/Q /designs/DFFRCO/Q 
edit_netlist connect /designs/DFFRCO/msl/RN /designs/DFFRCO/RN 
edit_netlist connect /designs/DFFRCO/inv0/Y /designs/DFFRCO/inv1/A –  
                                                       net_name "mcn" 
edit_netlist connect /designs/DFFRCO/inv0/A /designs/DFFRCO/msl/SCK 
edit_netlist connect /designs/DFFRCO/inv0/Y /designs/DFFRCO/msl/MCN 
Slika 4.33: Izdelava nestandardne registrske celice DFFRCO (D register z urinim izhodom 
CO) 
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Za sintezo registrske celice je najprej potrebno naložiti ustrezne elementne iz knjižnice s 
časovnimi modeli in ustvariti ustrezne priključke, kot prikazuje Slika 4.33. Nato ustrezno 
povežemo elemente in priključke med seboj z ukazom edit_netlist connect. Rezultat sinteze 
navadne registrske celice z urinim izhodom v okolju RTL Compiler, prikazuje Slika 4.34.  
 
Slika 4.34: Sintetiziran nestandardni register DFFRCO v okolju RTL Compiler 
Podobno kot prej, je potrebno tudi pri registru z latenčnim izhodom najprej naložiti ustrezne 
celice in potrebne priključke, nato pa jih ustrezno povezati. 
# ustvari novo celico SDFFRCO 
edit_netlist new_design -name SDFFRCO -quiet 
# nalozi potrebne celice 
edit_netlist new_instance -name mssl MSSLX1 /designs/SDFFRCO 
edit_netlist new_instance -name sinv0 CLKINVX2 /designs/SDFFRCO 
edit_netlist new_instance -name sinv1 CLKINVX2 /designs/SDFFRCO 
# ustvari in/out priključke 
edit_netlist new_port_bus -name CK -input /designs/SDFFRCO 
edit_netlist new_port_bus -name D -input /designs/SDFFRCO 
edit_netlist new_port_bus -name RN -input /designs/SDFFRCO 
edit_netlist new_port_bus -name Q -output /designs/SDFFRCO 
edit_netlist new_port_bus -name CO -output /designs/SDFFRCO 
# povezi celice 
edit_netlist connect /designs/SDFFRCO/sinv0/A /designs/SDFFRCO/CK 
edit_netlist connect /designs/SDFFRCO/sinv1/Y /designs/SDFFRCO/CO 
edit_netlist connect /designs/SDFFRCO/mssl/D /designs/SDFFRCO/D 
edit_netlist connect /designs/SDFFRCO/mssl/Q /designs/SDFFRCO/Q 
edit_netlist connect /designs/SDFFRCO/mssl/RN /designs/SDFFRCO/RN 
edit_netlist connect /designs/SDFFRCO/sinv0/Y /designs/SDFFRCO/sinv1/A – 
                                                          net_name "mcn" 
edit_netlist connect /designs/SDFFRCO/sinv0/A /designs/SDFFRCO/mssl/SCK 
edit_netlist connect /designs/SDFFRCO/sinv0/Y /designs/SDFFRCO/mssl/MCN 
Slika 4.35: Izdelava nestandardne latenčne registrske celice SDFFRCO (D latenčni register z 
urinim izhodom CO) 
Del TCL skripte za sintezo registrske celice z latenčnim izhodom v okolju RTL Compiler 
prikazujeta Slika 4.35 in Slika 4.36. V tem primeru uporabimo karakterizirano MSSL celico, 
ki vsebuje tri držala in dva urina gonilnika.  




Slika 4.36: Sintetiziran nestandardni latenčni register SDFFRCO v okolju RTL Compiler 
Za popravljanje majhnih kršitev časov neaktivnosti smo sintetizirali še pet drugih registrskih 
celic, ki imajo zakasnjen izhodni signal. Te celice se razlikujejo med seboj le v času 
zakasnitve izhodnega signala. Za ustrezno izbiro celice se uporabi tisti register, ki ima 
najmanjšo zakasnitev in odpravi kršitev časa neaktivnosti. Primer ene od takšnih celice 
prikazuje Slika 4.37. Te celice so uporabne le za malo večje kršitve časov neaktivnosti (od 50 
do 500 ps). Manjše kršitve popravi že fizična sinteza, medtem ko večje nepopravljene, 
statična časovna analiza smatra kot pravilne, ker se nahajajo globlje v urinem ciklu. Takšnih 
večjih zakasnitev sintetizator na nivoju vrat ne ustvari brez opozorila. V našem primeru za to 
sintezo vezje predelamo in ustvarimo kršitve časa neaktivnosti. Te pa lahko odpravimo z 
zakasnitvami izhoda, ampak le do te mere, kolikor je še smiselno, da se izognemo registru z 
latenčnim izhodom. 
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4.2.3 Sinteza serijske distribucije urinega signala 
Po končani matematični obdelavi vezja nam algoritem generira tri vektorje, in sicer 
razporeditveni vektor, vektor s potrebnimi latenčnimi registri oz. registri z zakasnitvijo na 
izhodu ter vektor z oznako, v kateri veji urinega signala se nahaja register i. Na osnovi teh 
informacij najprej zamenjamo vse registre z modificiranimi navadnimi registri, z latenčnimi 
registri ali z registri z izhodno zakasnitvijo. Zamenjavo registrov v TCL prikazuje Slika 4.38. 
Zamenjavo registrov je potrebno opraviti pred odstranitvijo urine povezave, zato da ohranimo 
začetni vrstni red registrov. Drugače bi imeli problem s pravilno serijsko razporeditvijo 
urinega signala na registrih po izračunanem razporeditvenim vektorjem. 
### zamenjava standardnih z nestandardnimi registrskimi celicami 
for {set x 0} {$x < $Asize} {incr x 1} { 
  if {[lindex $shd_arr $x] == 0} { 
    change_link -instances [lindex $allregs $x] -design_name  
                /designs/DFFRCO –lenient } 
  if {[lindex $shd_arr $x] == 1} { 
    change_link -instances [lindex $allregs $x] -design_name  
                /designs/DFFRBUF2CO –lenient } 
  if {[lindex $shd_arr $x] == 2} { 
    change_link -instances [lindex $allregs $x] -design_name  
                /designs/DFFR2BUF2CO –lenient } 
  if {[lindex $shd_arr $x] == 3} { 
    change_link -instances [lindex $allregs $x] -design_name  
                /designs/DFFRDLY1CO –lenient } 
  if {[lindex $shd_arr $x] == 4} { 
    change_link -instances [lindex $allregs $x] -design_name  
                /designs/DFFRDLY2CO –lenient } 
  if {[lindex $shd_arr $x] == 5} { 
    change_link -instances [lindex $allregs $x] -design_name  
                /designs/DFFRDLY3CO -lenient } 
  if {[lindex $shd_arr $x] == 6} { 
    change_link -instances [lindex $allregs $x] -design_name  
                /designs/DFFRDLY4CO –lenient } 
  if {[lindex $shd_arr $x] == 7} { 
    change_link -instances [lindex $allregs $x] -design_name  
                /designs/SDFFRCO -lenient } 
} 
Slika 4.38: Zamenjava standardnih registrov z nestandardnimi  
Ker se po zamenjavi registrov spremenijo podatki oz. imena poti priključkov v vezju, jih je 
potrebno zbrati iz vezja ponovno. Na tej stopnji podatkovni priključki ne igrajo več nobene 
vloge (potrebni so le pri generiranju matrike vezja za matematično obdelavo), zato izberemo 
samo nove priključke za urin signal. V naslednjem koraku izbrišemo celotno drevo urinega 
signala. Najprej prekinemo povezavo s priključkom za globalni urin signal, nato pa še za vsak 
register posebej, kot prikazuje del TCL skripte (Slika 4.39). Za vezja sintetizirana s tehniko 
izklapljanja urinega signala, je to potrebno še storiti za GC celice.  
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### izbriši nestandardne celice 
rm DFFRCO SDFFRCO DFFRDLY1CO DFFRDLY2CO DFFRDLY3CO DFFRDLY4CO DFFRBUF2CO  
   DFFR2BUF2CO 
# najdi nove urine priključke 
set newclockpoints [all des seqs $topLevel -clock $design_clk -clock_pins] 
for {set x 0} {$x < $GC_size} {incr x 1} { 
  set GCregs_pos  [lsearch $newclockpoints *$GCcell_name*] 
  set newclockpoints [lreplace $newclockpoints $GCregs_pos $GCregs_pos] 
} 
### prekini urine povezave na trenutnih registrih 
for {set x 0} {$x < $Asize} {incr x 1} { 
# navadni registri 
  if {[lindex $shd_arr [lindex $clk_arr $x]] < 7} { 
    edit_netlist disconnect [string trim [lindex $newclockpoints [lindex  
    $clk_arr $x]] /instances_seq/msl/pins_in/SCK]/pins_in/CK 
  } 
# registri z latenčnim izhodom 
  if {[lindex $shd_arr [lindex $clk_arr $x]] == 7} { 
    edit_netlist disconnect [string trim [lindex $newclockpoints [lindex  
    $clk_arr $x]] /instances_seq/mssl/pins_in/SCK]/pins_in/CK 
  } 
Slika 4.39: Prekinitev urinega signala na vseh registrih 
Povezava urinega signala na prvem registru v vezju je specifična, ker je potrebno urin vhod 
povezati na globalni urin priključek. Rutina, ki jo prikazuje Slika 4.40, je razdeljena na dva 
dela in sicer na priključitev navadnega registra oz. latenčnega registra. To je potrebno zato, 
ker imata obe držali različni oznaki in ju je potrebno obravnavati posebej.    
### povezi prvi register na urin signal 
  if {[lindex $nb_arr $x] == 1} { 
    if {[lindex $gc_arr $x] == 0} { 
      # navadni registri 
      if {[lindex $shd_arr [lindex $clk_arr $x]] < 7} { 
        edit_netlist connect [string trim [lindex $newclockpoints [lindex  
        $clk_arr $x]] /instances_seq/msl/pins_in/SCK]/pins_in/CK $design_clk 
      } 
      # registri z latenčnim izhodom 
      if {[lindex $shd_arr [lindex $clk_arr $x]] == 7} {     
        edit_netlist connect [string trim [lindex $newclockpoints [lindex  
        $clk_arr $x]] /instances_seq/mssl/pins_in/SCK]/pins_in/CK $design_clk 
      } 
    } else { 
      # navadni registri 
      if {[lindex $shd_arr [lindex $clk_arr $x]] < 7} { 
        edit_netlist connect [string trim [lindex $newclockpoints [lindex  
        $clk_arr $x]] /instances_seq/msl/pins_in/SCK]/pins_in/CK [lindex  
        $GC_cells [expr {[lindex $gc_arr $x]-1}]]/pins_out/ck_out 
      } 
      # registri z latenčnim izhodom 
      if {[lindex $shd_arr [lindex $clk_arr $x]] == 7} {     
        edit_netlist connect [string trim [lindex $newclockpoints [lindex  
        $clk_arr $x]] /instances_seq/msfr/pins_in/SCK]/pins_in/CK [lindex  
        $GC_cells [expr {[lindex $gc_arr $x]-1}]]/pins_out/ck_out 
      } 
    }     
  } 
Slika 4.40: Povezava urinega signala na prvi register 
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Za nadaljnjo serijsko povezovanje je uporabljen postopek, ki ga prikazuje Slika 4.41. Pri 
serijskem povezovanju urinega signala se upošteva tudi v kateri veji se nahaja določen 
register. Postopek je razdeljen na dva dela, s katerima poskrbimo za serijsko povezovanje v 
različnih vejah urinega signala. Zaradi oznak držal, je tudi vsak del postopka razdeljen, in 
sicer za navaden register in register z latenčnim izhodom. Vsi registri z oznako manjšo od 7 
so navadni registri oz. registri z različno zakasnjenim izhodom, medtem ko so registri z 
latenčnim izhodom označeni s številom 7. Na osnovi razporeditvenega vektorja, vektorja z 
latenčnimi registri in vektorja oznak vej ure je ustrezno narejeno serijsko povezovanje.  
### povezovanje ostalih registrov 
  if {[lindex $nb_arr $x] == 0} { 
    # navadni registri 
    if {[lindex $shd_arr [lindex $clk_arr $x]] < 7} { 
      if {[lindex $shd_arr [lindex $clk_arr [expr {$x - 1}]]] < 7} {   
        edit_netlist connect [string trim [lindex $newclockpoints [lindex  
        $clk_arr [expr {$x-1}]]]   
        /instances_seq/msl/pins_in/SCK]/pins_out/CO  
        [string trim [lindex $newclockpoints [lindex $clk_arr $x]]  
        /instances_seq/msl/pins_in/SCK]/pins_in/CK -net_name $design_clk$x 
      } 
      if {[lindex $shd_arr [lindex $clk_arr [expr {$x - 1}]]] == 7} {   
        edit_netlist connect [string trim [lindex $newclockpoints [lindex    
        $clk_arr [expr {$x-1}]]]  
        /instances_seq/msfr/pins_in/SCK]/pins_out/CO  
        [string trim [lindex $newclockpoints [lindex $clk_arr $x]]  
        /instances_seq/msl/pins_in/SCK]/pins_in/CK -net_name $design_clk$x 
      } 
    } 
    # registri z latenčnim izhodom 
    if {[lindex $shd_arr [lindex $clk_arr $x]] == 7} { 
      if {[lindex $shd_arr [lindex $clk_arr [expr {$x - 1}]]] < 7} {   
        edit_netlist connect [string trim [lindex $newclockpoints [lindex  
        $clk_arr [expr {$x-1}]]]  
        /instances_seq/msl/pins_in/SCK]/pins_out/CO  
        [string trim [lindex $newclockpoints [lindex $clk_arr $x]]  
        /instances_seq/msfr/pins_in/SCK]/pins_in/CK -net_name $design_clk$x 
      } 
      if {[lindex $shd_arr [lindex $clk_arr [expr {$x - 1}]]] == 7} {   
        edit_netlist connect [string trim [lindex $newclockpoints [lindex  
        $clk_arr [expr {$x-1}]]]  
        /instances_seq/msfr/pins_in/SCK]/pins_out/CO  
        [string trim [lindex $newclockpoints [lindex $clk_arr $x]]  
        /instances_seq/msfr/pins_in/SCK]/pins_in/CK -net_name $design_clk$x 
      } 
    } 
  } 
} 
Slika 4.41: Povezovanje urinega signala za vse ostale registre 
Po končanem serijskem povezovanju urinega signala vezje shranimo v datoteko s podaljškom 
_cts, s standardnim ukazom write_hdl. Prav tako shranimo novo datoteko z vsemi omejitvami 
vezja v SDC formatu. 
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### Izpis vezja v strukturnem Verilog format in SDC datoteka 
write_hdl -mapped >  outFiles_${DATE}/${topLevel}_${runname}_cts.v 
write_sdc >  outFiles_${DATE}/${topLevel}_${runname}_cts.sdc 
Slika 4.42: Izpis popravljenega vezja v Verilog formatu in omejitvene datoteke SDC 
Kot preizkusno vezje za test celotnega načrtovalnega postopka z našim dodatkom smo 
uporabili enostaven psevdonaključni generator. Za primerjavo smo naredili dve različni 
sintezi s standardnimi VLSI CAD orodji. Prva (referenčna) sinteza ima drevo ure sintetizirano 
na klasičen način (Slika 4.43), medtem ko druga sinteza vsebuje serijsko distribucijo urinega 
signala (Slika 4.46).  
 
Slika 4.43: Referenčna sinteza psevdo-naključnega generatorja (pot urinega signala je 
obarvana z rdečo) 
V simulaciji so vključene vse realne zakasnitve SDF (ang. Standard Delay File) in parazitne 
vrednosti SPEF (ang. Standard Parasitic Exchange format), pridobljene po fizični sintezi 
vezja.  Izsek simulacije referenčne sinteze prikazuje Slika 4.44. Na sliki je razvidno, da se vse 






Slika 4.44: Izsek simulacije referenčnega vezja. 
Signal clk predstavlja globalni urin signal v vezju, prs enobitni psevdonaključni signal, shift 
podatek na notranjem pomikalnem registru in shift_ref kontrolni psevdo naključni podatek 
pomikalnega registra. Slika 4.44 prikazuje, da prvo sintetizirano vezje deluje pravilno. 
   Drugo sintetizirano vezje je podobno prejšnjemu, kjer je uporabljena distribucija ure, z 
uporabo karakteriziranih nestandardnih celic (MSL in MSSL in gonilnikov). Izsek simulacije 
vezja z serijsko distribucijo ure prikazuje Slika 4.45. 







Point                           Fanout   Cap    Trans    Incr    Path 
------------------------------------------------------------------------- 
clk (in)                                         0.10    0.02   40.02 r 
shift_r_reg[6]/CK (SDFFRCOXl)                    0.00    0.00   40.02 r 
shift_r_reg[6]/cinv01/Y (INVXl)                  0.09    0.07   40.09 f 
shift_r_reg[6]/cinv02/Y (INVXl)                  0.16    0.11   40.20 r 
shift_r_reg[6]/CO (SDFFRCOXl)                    0.00    0.00   40.20 r 
shift_r_reg[5]/CK (DFFRCOXl)                     0.00    0.00   40.20 r 
shift_r_reg[5]/cinv01/Y (INVXl)                  0.09    0.06   40.27 f 
shift_r_reg[5]/cinv02/Y (INVXl)                  0.13    0.09   40.36 r 
shift_r_reg[5]/CO (DFFRCOXl)                     0.00    0.00   40.36 r 
shift_r_reg[4]/CK (DFFRCOXl)                     0.00    0.00   40.36 r 
shift_r_reg[4]/cinv01/Y (INVXl)                  0.08    0.06   40.42 f 
shift_r_reg[4]/cinv02/Y (INVXl)                  0.13    0.09   40.51 r 
shift_r_reg[4]/CO (DFFRCOXl)                     0.00    0.00   40.51 r 
shift_r_reg[3]/CK (DFFRCOXl)                     0.00    0.00   40.51 r 
shift_r_reg[3]/cinv01/Y (INVXl)                  0.08    0.06   40.57 f 
shift_r_reg[3]/cinv02/Y (INVXl)                  0.13    0.09   40.66 r 
shift_r_reg[3]/CO (DFFRCOXl)                     0.00    0.00   40.66 r 
shift_r_reg[2]/CK (DFFRCOXl)                     0.00    0.00   40.66 r 
shift_r_reg[2]/cinv01/Y (INVXl)                  0.08    0.06   40.72 f 
shift_r_reg[2]/cinv02/Y (INVXl)                  0.13    0.09   40.81 r 
shift_r_reg[2]/CO (DFFRCOXl)                     0.00    0.00   40.81 r 
shift_r_reg[1]/CK (DFFRCOXl)                     0.00    0.00   40.81 r 
shift_r_reg[1]/cinv01/Y (INVXl)                  0.08    0.06   40.87 f 
shift_r_reg[1]/cinv02/Y (INVXl)                  0.13    0.09   40.95 r 
shift_r_reg[1]/CO (DFFRCOXl)                     0.00    0.00   40.95 r 
shift_r_reg[0]/CK (DFFRCOXl)                     0.00    0.00   40.95 r 
shift_r_reg[0]/cinv01/Y (INVXl)                  0.08    0.06   41.02 f 
clock uncertainty                                       -1.20   39.82 
library setup time                                      -0.33   39.48 
data required time                                              39.48 
------------------------------------------------------------------------- 
data required time                                              39.48 
data arrival time                                              -21.56 
------------------------------------------------------------------------- 
slack (MET)                                                     17.92 














5 Preizkus predlagane metode na standardnih testnih vezjih 
5.1 Testna sekvenčna vezja ISCAS89 in ISCAS99 
Nabor sekvenčnih digitalnih testnih vezij ISCAS je namenjen preizkušanju raznih metod in 
algoritmov za testne strukture, časovne analize, tehnološko preslikovanje itd. Vezja so podana 
kot generičen opis v strukturnem Verilog formatu na nivoju vrat. Spodaj podani tabeli (Tabela 
5.1, Tabela 5.2) prikazujeta zgradbo uporabljenih ISCAS89 in ISCAS99 testnih vezij, ki 
vsebujejo ime vezja, število registrov, število registrskih parov, število vhodov in izhodov in 
število vrat v kombinacijski logiki [46]. 













s298 14 70 3 6 119 
s344 15 89 9 11 160 
s526 21 141 3 6 193 
s838 32 528 34 1 446 
s953 29 156 16 23 395 
s1423 74 1765 17 5 657 
s5378 179 1144 35 49 2779 
 













b05 34 482 3 36 608 
b10 17 99 13 6 172 
b11 30 377 9 6 366 
b12 121 1465 7 6 1000 
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5.2 Primerjava realiziranih testnih vezij z referenčnimi izvedbami 
5.2.1 Sinteza in analiza testnega vezja s298 s serijsko distribucijo ure 
Podrobna in sistematična sinteza s serijsko distribucijo ure, z uporabo algoritmov in navodil 
za sintezo, je prikazana na vezju s298 (Slika 5.1). Uporabljeni so bili algoritmi, opisani v 
poglavju 3. Vezje s298 s 14 registri in 119 logičnimi vrati spada med manjša vezja iz nabora 
ISCAS89. V našem primeru smo izbrali to vezje zaradi manjše velikosti in preglednosti, kar 
omogoča boljši prikaz obravnavanih postopkov. Slika 5.1 prikazuje visokonivojski model 





































































Slika 5.1: Blokovna shema ISCAS89 vezja s298 
Po začetni nastavitvi vezja, postavimo vhodni signal G0 v aktivno stanje, pri katerem krmilnik 
oz. avtomat začne ponavljati sekvenco prižiganja luči zelena-rumena-rdeča, ki je dolga 20 
urinih ciklov. Za glavno smer prometa je sekvenca naslednja: 14 urinih ciklov za zeleno, dva 
cikla za rumeno in štiri cikle za rdečo luč. Za nasprotno smer pa se uporablja 16 ciklov za 
rdečo, dva cikla za rumeno in dva cikla za zeleno luč. Ko se na vhodnem signalu G1 pojavi 
impulz, avtomat spremeni ponavljajoči vzorec luči, ki je od prejšnjega dvakrat hitrejši, torej 
dolžine 10 urinih ciklov. Če se pojavi kratek impulz na vhodnem signalu G2, avtomat izbere 
med utripanjem rdeče oz. rumene luči. Bloki od M1 do M6, ki predstavljajo preprosto 
kombinacijsko logiko, generirajo vrednosti za 6 izhodov oz. luči, kot prikazuje Slika 5.1. M7 
predstavlja statusni logični blok in M8 števec, ki šteje do vrednosti 10. Blok M9 je preprost 
avtomat z dvema stanjema za izbiranje med dvema načinoma delovanja. 
   Za implementacijo serijske razporeditve urinega signala je to vezje najprej potrebno 
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pot na kritičnem registrskem paru (v vektorju Vshd označeno s številom 1) in se izogniti 
latenčnemu registru, ki je za 30% večji od navadnega. V naslednjem koraku vezje po 
standardni sintezi predelamo v vezje s serijsko distribucijo ure, kjer uporabimo izračunani 
razporeditveni vektor na osnovi algoritma opisanega v poglavju 3.3.2. Za to je potrebno 
najprej zamenjati vse registrske celice z našimi nestandardnimi registrskimi celicami z urinim 
izhodom CO, kot je opisano v poglavjih 4.1 in 4.2.2. Z uporabo generatorja serijske 
distribucije ure povežemo priključke urinega signala v takšnem zaporedju, kot jih definira 
razporeditveni vektor. Predelano vezje s298 s serijsko distribucijo ure prikazuje Slika 5.4, kjer 
je napredovanje urinega signala prikazano z rdečo barvo. 
   Podobno kot za prejšnjo predelavo vezja naredimo serijsko distribucijo urinega signala za 
sintetizirano vezje, ki vključuje tehniko izklapljanja urinega signala (ang. gated-clock 
synthesis). Najprej je potrebno pridobiti matriko sosednosti vezja z vsemi potrebnimi časi in 
vektor, ki pove, v kateri veji se nahaja urin signal za vsak register. V tem primeru imamo dve 
celici za izklapljanje urinega signala, ki sta označeni z rdečo barvo (Slika 5.5), in tri veje 
urinega signala. Z uporabo algoritma, opisanega v poglavju 3.6, pridobimo razporeditveni 
vektor matrike sosednosti in vektor s podatkom, v kateri veji se nahaja urin signal za vsak 





10 14 12 6 8 5 2 3 13 7 9 4 1 11
0 0 1 1 1 1 1 1 1 1 1 1 2 2










  (5.2.2) 
Podobno kot za navadno sintezo, v naslednjem koraku predelamo vezje s serijsko distribucijo 


























Slika 5.5: Testno vezje s298 s serijsko distribucijo in tehniko izklapljanja urinega signala 
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Pri tem je pomembno, da se serijska razporeditev ure ne prepleta med GC vejami, ker bi s tem 
izničili tehniko izklapljanja ure in pokvarili funkcionalnost vezja. V obeh primerih je bila po 
predelavi urinega signala narejena statična časovna analiza s standardnim orodjem 
PrimeTime. Pri obeh izvedbah vezja se izkaže, da kljub serijski distribuciji urinega signala ni 
nobenih časovnih kršitev na podatkovnih poteh. Nato je bila realizirana še fizična sinteza za 
obe izvedbi in referenčno izvedbo. S tem dobimo informacije o parazitnih vrednostih na 
povezavah (SPEF – Standard Parasitic Exchange Format) in informacijo o vseh zakasnitvah 
v vezju (SDF – Standard Delay Format), ki smo ju tudi upoštevali v simulaciji. 
   Za preverjanje funkcionalnosti vezja bomo primerjali izhodne odzive signalov med 
referenčno izvedbo in obema predelanima izvedbama, pri enakih vhodnih signalih. 
Funkcionalni test smo naredili v logičnem simulatorju, kjer smo uporabili realne zakasnitve v 
vezju s pomočjo SDF datoteke. 
 
Slika 5.6: Simulacija vezja s298 v referenčni izvedbi (rdeča), izvedba s serijsko distribucijo 
ure (modra) in izvedbo s tehniko izklapljanja urinega signala s serijsko distribucijo (vijolčna) 
Funkcionalnost vezja je pri vseh treh izvedbah enaka in se ujema z začetnim opisom testnega 
vezja s298. Simulacijske rezultate prikazuje Slika 5.6. Majhne razlike se pojavijo le pri 
zakasnitvah izhodov med preklopi zaradi serijske porazdelitve ure, kar pa ne vpliva na 
funkcijo vezja. Za podrobno analizo tokovne konice je bila narejena še simulacija s 
simulatorjem na tranzistorskem nivoju. Pri simulaciji so bile vključene vse parazitne 
kapacitivnosti digitalnih celic in vsi RC parazitni elementi na povezovalnih žicah (SPEF), ki 
smo jih dobili iz sestavnice mask. Amplituda tokovne konice se spreminja glede na število 
aktivnih preklopov v vezju (registri + kombinacijska logika), zato bomo v našem primeru 
prikazali najslabše in najboljše zmanjšanje tokovne konice v primerjavi z referenčno. Na 
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popačitev razporeditve tokovne konice vpliva število preklopov kombinacijske logike, pri 
kateri nimamo nadzora med preklopi, kot v primeru registrov.  
 
Slika 5.7: Tokovna konica za obe izvedbi s serijsko porazdelitvijo ure in referenčno izvedbo, 
za najslabši primer 
 
Slika 5.8: Tokovna konica za obe izvedbi s serijsko porazdelitvijo ure in referenčno izvedbo, 
za najboljši primer 
Najslabšo razporeditev tokovne konice prikazuje Slika 5.7, kjer je referenčna izvedba 
označena z redečo barvo, izvedba s serijsko distribucijo ure z modro barvo in izvedba s 
kombinacijo tehnike izklapljanje ure in serijske razporeditve ure z vijolično barvo. V 
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najslabšem primeru s serijskim razporejanjem ure dosežemo za ~26% zmanjšanje tokovne 
konice, medtem ko s kombinacijo tehnike izklapljanja in serijske razporeditve ure dosežemo 
~53% zmanjšanje. Pri drugi izvedbi je pričakovano, da bo zmanjšanje tokovne konice boljše, 
ker se izklopi urin signal registrom, za katere preklapljanje ni potrebno. Zelo lepo 
razporeditev tokovne konice dobimo, ko je aktivnost kombinacijske logike zelo nizka in se 
dogajajo le preklopi znotraj registrov, kot to prikazuje Slika 5.8. V tem primeru dobimo za 
~86 % zmanjšanje za prvo izvedbo in malo manj, za ~72% za drugo kombinirano izvedbo.  
5.2.2 Primerjava ISCAS testnih vezij s serijsko distribucijo ure in referenčno izvedbo 
V spodnji tabeli so zbrani podatki za uporabljena ISCAS testna vezja. Omeniti je potrebno, da 
je pri večjih vezjih skoraj nemogoče preizkusiti vse kombinacije vhodnih vektorjev, zato so 
podane največje tokovne konice, ki smo jih dobili pri preizkušenih vhodih. 
Tabela 5.3: Prikaz rezultatov uporabljenih ISCAS89 in ISCAS99 testnih vezij (REF- 
standardna sinteza, SCT- sinteza z uporabo algoritma opisanega v poglavju 3.3.2, SCT_GC- 
sinteza s tehniko izklapljanja signala ure in uporabo algoritma opisanega v poglavju 3.6). 
ISCAS 
vezje 
Amplituda najvišje tokovne 
konice [mA] 
Efektivna (RMS) vrednost 
toka [mA] 
Povprečje max amplitud toka 
v enem urinem ciklu [mA] 
 REF SCT SCT_GC REF SCT SCT_GC REF SCT SCT_GC 
s298 3.086 2.315 1.431 0.392 0.292 0.359 2.998 1.4 1.052 
s344 3.386 1.947 1.635 0.383 0.265 0.252 3.013 0.862 0.579 
s526 4.46 2.295 2.302 0.486 0.274 0.336 4.1 0.881 0.803 
s838 5.99 2.441 1.954 0.501 0.344 0.282 5.71 1.012 0.742 
s953 4.665 3.842 3.845 0.523 0.293 0.311 3.8 0.955 0.889 
s1423 14.25 4.978 4.03 1.269 1.174 1.016 13.91 3.288 2.633 
s5378 28.03 19.45 11.02 2.264 2.855 1.903 25.38 10.57 8.177 
          
b05 7.418 2.135 1.094 0.614 0.357 0.332 7.142 3.232 2.767 
b10 3.759 2.772 1.166 0.347 0.213 0.248 3.254 1.301 0.931 
b11 9.708 4.757 2.446 0.72 0.511 0.503 9.201 4.293 3.207 
b12 26.86 7.93 6.231 2.437 1.921 1.572 24.54 4.404 4.119 





   V doktorskem delu predstavljamo metode za zmanjšanje preklopnega šuma s serijskim 
razporejanjem urinega signala in optimalno uporabo latenčnih registrov. Ker standardna 
orodja ne podpirajo serijske distribucije ure in težijo k minimalnemu zamiku ure (zaradi 
zahtevane hitrosti) so potrebni nestandardni pristopi. Zastavljeni optimizacijski problem, je 
zaradi svoje specifičnosti, mogoče prevesti v zmanjševanje zgornje pasovne širine matrike 
sosednosti. S tem se izognemo zamudnemu iterativnemu izračunavanju časovnih razmer, ki 
jih izvajamo samo na koncu postopka v smislu finih nastavitev in končnega preverjanja 
časovnih kršitev. Za zmanjševanje zgornje pasovne širine matrike smo predlagali dva 
postopka in ugotovili, da uporabne rezultate dosežemo ob uporabi genetskega algoritma. Za 
slednjega smo razvili vse potrebne atribute in jih nato še razširili za uporabo pri sintezi vezij s 
tehniko izklapljanja signala ure. Razpoložljiva orodja za sintezo digitalnih vezij imajo širok 
nabor ukazov, s katerimi lahko manipuliramo z vezjem po svojih željah, kar smo v našem 
primeru izkoristili tako, da smo predlagane algoritme predstavili kot nadgradnjo obstoječih 
načrtovalskih postopkov. Uspešnost predlaganih metod smo preizkusili na izbranih testnih 
vezjih ISCAS89 in ISCAS99. Za vsako vezje smo naredili tri različne sinteze in sicer, 
referenčno izvedbo s standardnim drevesom ure, modificirano izvedbo s serijsko distribucijo 
ure v eni veji in serijsko distribucijo ure z izklapljanjem urinega signala. Opazili smo, da v 
večini primerov dobimo najboljše rezultate s kombinacijo serijske distribucije in tehnike 
izklapljanja ure. Nadaljnje delo bo potekalo v smeri združitve teh metod z avtomatizirano 
izdelavo testnih vzorcev, kar je zelo pomembno pri industrijski proizvodnji integriranih vezij. 
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7 Prispevki k znanosti 
 Metoda za sintezo vezij z zmanjšanim preklopnim šumom na osnovi uporabe 
latenčnih registrov 
Serijska razporeditev ure brez upoštevanja časovnih razmer v vezju privede do 
nepravilnega delovanja vezja. Obstoječe metode odpravijo časovne kršitve z upoštevanjem 
časovnih razmer v vezju s specifičnimi strukturami, kar pa je pri splošnih vezjih skoraj 
nemogoče. Zato predlagamo uporabo latenčnih registrov, s katerimi rešimo časovne 
kršitve na račun zmanjšanja razpoložljivega razporeditvenega časa in večje porabe moči. 
Ker ne želimo povečati porabe moči vezja, poizkušamo s prerazporeditvijo ure najti 
rešitev ob uporabi minimalnega števila latenčnih registrov. 
 Algoritmi za optimizacijo serijske razporeditve urinega signala na osnovi 
minimalnega števila latenčnih registrov 
Predlagani optimizacijski problem je zaradi svoje specifičnosti mogoče prevesti v 
zmanjševanje zgornje pasovne širine matrike sosednosti. Ta je dosti hitrejši od klasičnih 
načinov, ker ni potrebno računanje časovnih razmer ob vsaki iteraciji. Iskanje rešitev smo 
dosegli na več načinov: 
  V prvem načinu predlagamo algoritem za zmanjševanje pasovne širine na osnovi 
najmanjše stopnje vozlišča, tako da deluje samo na zgornji trikotni polovici matrike.  
  V drugem načinu smo za zmanjševanje zgornje pasovne širine uporabili genetski 
algoritem, s katerim dosežemo bistveno boljše rezultate na račun daljšega časa iskanja 
optimalne rešitve.  
  V tretjem načinu smo iskali rešitev za sintezo s tehniko izklapljanja urinega signala na 
osnovi genetskega algoritma. 
 Nadgradnja standardnih orodij za sintezo vezij 
Za uporabo predlagane metode potrebujemo graf vezja, kar komercialna orodja za sintezo 
digitalnih vezij ne omogočajo. Predlagamo postopke za dopolnitev obstoječih orodij, s 
katerimi pridobimo vse potrebne podatke za delovanje predlaganih algoritmov. 
 Izdelava nestandardnih digitalnih celic 
Energijsko učinkovitejšo distribucijo ure dosežemo, če kot zakasnilni element uporabimo 
urin gonilnik v registrski celici. Takšna celica je neprimerna za sintezo, ker obstoječi 
časovni modeli ne dovoljuje uporabe urinega signala za opis sekvenčnega in decezijskega 
delovanje. Predlagana razdelitev registrske celice na dva dela omogoča realizacijo 
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