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ABSTRACT
Graphene electrons possess linear energy dispersion relation, and thus behave as
two-dimensional (2D) Dirac fermions. Consequently, compared with the conventional
2D electron gas systems (2DEG) found in MOSFETs and quantum wells, graphene
exhibits a variety of electronic and optoelectronic properties that are characteristic
of 2D Dirac fermions. Similar 2D Dirac fermions are found at the surface layer of 3D
topological insulator, and they are topological protected from backscattering due to
spin-orbital coupling and time reversal symmetry.
We here calculate the linear and nonlinear optical response of graphene in strong
magnetic and optical fields, using a quantum-mechanical density-matrix formalism.
We show that graphene in a magnetic field possesses a giant mid- or far-infrared
optical nonlinearity, perhaps the highest among known materials. The high nonlin-
earity originates from the unique electronic properties and selection rules near the
Dirac point. As a result, even one monolayer of graphene gives rise to an appreciable
nonlinear frequency conversion efficiency for incident infrared radiation.
Inspired by the highly efficient four-wave mixing process in the 2D Dirac fermion
systems, we further propose a new mechanism of generating polarization-entangled
photons based on the parametric generation process in the third section of this dis-
sertation. Unique properties of quantized electron states in a magnetized graphene
and optical selection rules near the Dirac point give rise to a giant optical nonlin-
earity and a high rate of photon production in the mid- or far-infrared range. A
similar mechanism of photon entanglement may exist in topological insulators where
the surface states have a Dirac-cone dispersion and demonstrate similar properties
of magneto-optical absorption.
ii
In the absence of a magnetic field, the surface plasmon resonance provides an al-
ternative method to enhance nonlinear frequency conversion efficiency. In the forth
section of this dissertation, a graphene-based difference frequency generation (D-
FG) of terahertz plasmons is proposed as an example to study nonlinear photon-
plasmon interaction in 2D Dirac fermion systems. Our results demonstrate strong
enhancement of the DFG efficiency near the plasmon resonance and the feasibility
of phase-matched nonlinear generation of plasmons over a broad range of frequen-
cies. Considering graphene plasmonics’ superiorities in wave confinement, dissipa-
tion and tunability, a graphene-based nonlinear terahertz plasmon generation process
promises applications in terahertz sources and sensors, as well as integrated photonic
circuits.
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NOMENCLATURE
TI Topological Insulator
DLG Double Layer Graphene
2D Two-dimensional
3D Three-dimensional
2DEG Two-dimensional Electron Gas
MOSFET Metal-oxide-semiconductor Field-effect Transistor
DFG Difference-frequency Generation
SPDC Spontaneous Parametric Down-conversion
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1. INTRODUCTION AND BACKGROUND
Monolayer graphene - a plane layer of Carbon atoms arranged in a honeycomb
lattice - is the ’most two-dimensional’ system ever discovered[1]. Such sheets have
long been known to exist in disguised forms like graphite, carbon nanotubes and
fullerenes (C60). However, until the year of 2004, it was generally believed that
it would be impossible to isolate a monolayer pure graphene, and such an extend-
ed graphene sheet would not be stable against thermal effects and other fluctu-
ations. In that year, Andre Geim’s research group at the University of Manch-
ester in the UK created single graphene sheets by peeling them off a graphite sub-
strate using scotch tape, and observed them as indeed single-sheet by simple opti-
cal microscopy[2]. In recent years, many other methods are developed to control
the growth of graphene sheets, including segregation by heat treatment of carbon-
containing substrates[3][4][5], liquid-phase exfoliation (LPE)[6][7][8][9] and chemical
vapour deposition (CVD)[10][11][12][13]. Furthermore, bilayer and multilayer sheets
can be prepared and characterized nowadays[13].
The band structure of monolayer graphene was first studied by P. R. Wallace in
1947[14][15], which showed a unusual semimetallic behavior. This work served as a
starting point to study graphite because people at that time thought that a purely
two-dimensional structure was not reality. A molecular orbital picture for an isolated
carbon atom is (1s)2(2s)2(2p)4. In monolayer graphene, the 1s electrons remain inert,
and the 2s and 2p electrons hybridize and form three sp2 orbitals, leaving over a pure
p-orbital. The lattice thus forms the honeycomb lattice.
One of the most interesting aspects of the graphene problem is that the electrons
in the Dirac cone (low-energy excitations) are massless, chiral, Dirac fermions[14].
1
This particular energy dispersion mimics the quantum electrodynamics for massless
fermions except that in graphene the Dirac fermions move with a speed that is 300
times smaller than the speed of light[15][16][17]. The Dirac fermion nature leads to
a series of new physical phenomena, such as the anomalous integer quantum Hall
effect (IQHE)[18][19], which is a trademark of Dirac fermion behavior. The IQHE
in graphene can be experimentally measured at room temperature[20] due to the
large cyclotron energy of graphene. Other interesting features of graphene that are
the characteristics of Dirac fermions include the Klein paradox[21], which is the
insensitivity to external electrostatic potential; a ’minimum’ conductivity even when
the carrier concentration is almost zero[1]; and a pi phase shift of Shubnikov-de Haas
oscillations[1].
The richness of the optical properties of graphene also attracts enormous inter-
est. For instance, graphene exhibits constant white light absorbance[22], where the
transmittance can be expressed in terms of the fine-structure constant. Hot lumi-
nescence is observed as a consequence of non-equilibrium carriers[23][24], and Pauli
blocking results in saturable absorption[25][26]. In addition, the linear dispersion
of Dirac-like electrons of graphene makes broadband applications possible. People
believe these Dirac-like fermions in graphene also exhibit promising applications in
photonics and optoelectronics[27]. Graphene possesses low sheet resistance and high
transparency[28], making graphene sheet a promising material to build optoelectron-
ic devices such as displays, touch screens and light-emitting diodes[27]. Graphene-
based photodetectors are demonstrated to be ultrafast and be able to work over a
very broad wavelength range[29][30]. Graphene devices can also be used for tera-
hertz detection and frequency conversion, including modulators, filters, switches and
polarizers[27].
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1.1 Band structure of monolayer graphene
The electronic band structure of graphene has been extensively studied start-
ing from Wallace in 1947[15]. Graphene is made out of carbon atoms arranged in
hexagonal structure. Each carbon atom has four valence electrons, three of which
form tight bonds with the three neighbor atoms. As a result, each atom has one
conduction electron in 2pz state. As shown in Fig. 1.1, the lattice vectors can be
trino” billiards Berry and Modragon, 1987; Miao et al.,
2007. It has also been suggested that Coulomb interac-
tions are considerably enhanced in smaller geometries,
such as graphene quantum dots Milton Pereira et al.,
2007, leading to unusual Coulomb blockade effects
Geim and Novoselov, 2007 and perhaps to magnetic
phenomena such as the Kondo effect. The transport
properties of graphene allow for their use in a plethora
of applications ranging from single molecule detection
Schedin et al., 2007; Wehling et al., 2008 to spin injec-
tion Cho et al., 2007; Hill et al., 2007; Ohishi et al., 2007;
Tombros et al., 2007.
Because of its unusual structural and electronic flex-
ibility, graphene can be tailored chemically and/or struc-
turally in many different ways: deposition of metal at-
oms Calandra and Mauri, 2007; Uchoa et al., 2008 or
molecules Schedin et al., 2007; Leenaerts et al., 2008;
Wehling et al., 2008 on top; intercalation as done in
graphite intercalated compounds Dresselhaus et al.,
1983; Tanuma and Kamimura, 1985; Dresselhaus and
Dresselhaus, 2002; incorporation of nitrogen and/or
boron in its structure Martins et al., 2007; Peres,
Klironomos, Tsai, et al., 2007 in analogy with what has
been done in nanotubes Stephan et al., 1994; and using
different substrates that modify the electronic structure
Calizo et al., 2007; Giovannetti et al., 2007; Varchon et
al., 2007; Zhou et al., 2007; Das et al., 2008; Faugeras et
al., 2008. The control of graphene properties can be
extended in new directions allowing for the creation of
graphene-based systems with magnetic and supercon-
ducting properties Uchoa and Castro Neto, 2007 that
are unique in their 2D properties. Although the
graphene field is still in its infancy, the scientific and
technological possibilities of this new material seem to
be unlimited. The understanding and control of this ma-
terial’s properties can open doors for a new frontier in
electronics. As the current status of the experiment and
potential applications have recently been reviewed
Geim and Novoselov, 2007, in this paper we concen-
trate on the theory and more technical aspects of elec-
tronic properties with this exciting new material.
II. ELEMENTARY ELECTRONIC PROPERTIES OF
GRAPHENE
A. Single layer: Tight-binding approach
Graphene is made out of carbon atoms arranged in
hexagonal structure, as shown in Fig. 2. The structure
can be seen as a triangular lattice with a basis of two
atoms per unit cell. The lattice vectors can be written as
a1 =
a
2
3,3, a2 =
a
2
3,− 3 , 1
where a1.42 Å is the carbon-carbon distance. The
reciprocal-lattice vectors are given by
b1 =
2
3a
1,3, b2 =
2
3a
1,− 3 . 2
Of particular importance for the physics of graphene are
the two points K and K at the corners of the graphene
Brillouin zone BZ. These are named Dirac points for
reasons that will become clear later. Their positions in
momentum space are given by
K = 23a , 233a, K = 23a ,− 233a . 3
The three nearest-neighbor vectors in real space are
given by
1 =
a
2
1,3 2 =
a
2
1,− 3 3 = − a1,0 4
while the six second-nearest neighbors are located at
1= ±a1, 2= ±a2, 3= ± a2−a1.
The tight-binding Hamiltonian for electrons in
graphene considering that electrons can hop to both
nearest- and next-nearest-neighbor atoms has the form
we use units such that =1
H = − t 	

i,j,
a,i
† b,j + H.c.
− t 	


i,j,
a,i
† a,j + b,i
† b,j + H.c. , 5
where ai, ai,
†  annihilates creates an electron with
spin  = ↑ , ↓  on site Ri on sublattice A an equiva-
lent definition is used for sublattice B, t2.8 eV is the
nearest-neighbor hopping energy hopping between dif-
ferent sublattices, and t is the next nearest-neighbor
hopping energy1 hopping in the same sublattice. The
energy bands derived from this Hamiltonian have the
form Wallace, 1947
E±k = ± t3 + fk − tfk ,
1The value of t is not well known but ab initio calculations
Reich et al., 2002 find 0.02t t0.2t depending on the tight-
binding parametrization. These calculations also include the
effect of a third-nearest-neighbors hopping, which has a value
of around 0.07 eV. A tight-binding fit to cyclotron resonance
experiments Deacon et al., 2007 finds t0.1 eV.
a
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1
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b
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1
2
K
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k
k
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FIG. 2. Color online Honeycomb lattice and its Brillouin
zone. Left: lattice structure of graphene, made out of two in-
terpenetrating triangular lattices a1 and a2 are the lattice unit
vectors, and i, i=1,2 ,3 are the nearest-neighbor vectors.
Right: corresponding Brillouin zone. The Dirac cones are lo-
cated at the K and K points.
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Figure 1.1: Left: lattice structure of graphene. a1 and a2 are the lattice unit vectors,
and δ1, δ2 and δ3 are the nearest-neighbor vectors. Right: the corresponding first
Brillouin zone. (Reprinted figure with permission from Castro Neto et al., Rev. Mod.
Phys., Vol.81, No.1, Jan.-Mar. 2009. Copyright (2009) by the American Physical
Society. http://journals.aps.org/rmp/abstract/10.1103/RevModPhys.81.109)
written as
a1 =
a
2
(3,
√
3), a2 =
a
2
(3,−
√
3).
Here a ≈ 0.142nm is the carbon-carbon distance. There are two different points K
and K ′ at the corners of the graphene Brillouin zone, which are named Dirac points.
3
The Brillouin zone of graphene is also a hexagonal structure, with reciprocal-lattice
vectors given by
b1 =
2pi
3a
(1,
√
3),b2 =
2pi
3a
(1,−
√
3).
Considering the nearest- and next-nearest-neighbor interaction, the tight-binding
Hamiltonian for electrons in graphene is given by
H = −γ0
∑
<i,j>,σ
(a†σ,ibσ,j +H.c.)− γ′0
∑
<<i,j>>,σ
(a†σ,iaσ,j + b
†
σ,ibσ,j +H.c.), (1.1)
where ai,σ(a
†
i,σ) annihilates (creates) an electron with spin σ on sublattice A, and
bi,σ(b
†
i,σ) annihilates (creates) an electron with spin σ on sublattice B. γ0 and γ
′
0 are
the nearest- and next-nearest-neighbor hopping energy. The ab initio calculations
find the relation between γ0 and γ
′
0 by 0.02γ0 ≤ γ′0 ≤ 0.2γ0. The energy bands are
then given by
Es(k) = sγ0
√
3 + 4 cos
√
3kxa
2
cos
√
3kya
2
+ 2 cos
√
3kya
− γ′0
√
4 cos
√
3kxa
2
cos
√
3kya
2
+ 2 cos
√
3kya.
Here the s = ± applies to the upper and lower band, respectively. As shown in
Fig. 1.2, the spectrum is symmetric around zero energy if γ′0 = 0, and the electron-
hole symmetry is broken when the next-nearest-neighbor hopping becomes finite. In
the vicinity of Dirac points, we can obtain the energy dispersion by expanding full
band structure close to K (or K’) as k = K+ q, with |q|  |K|:
E±(q) ≈ ±h¯υF |q|+O[( q
K
)2]. (1.2)
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Figure 1.2: Energy spectrum with t = 2.7 eV and t’ = -0.2 t, and zoom
in of the energy bands close to one of the Dirac points. (Reprinted fig-
ure with permission from Castro Neto et al., Rev. Mod. Phys., Vol.81,
No.1, Jan.-Mar. 2009. Copyright (2009) by the American Physical Society.
http://journals.aps.org/rmp/abstract/10.1103/RevModPhys.81.109)
band structure close to K (or K’) as k = K+ q, with |q|  |K|:
E±(q) ≈ ±h¯υF |q|+O[( q
K
)2]. (1.2)
Here q is the momentum measured relatively to the Dirac points, and υF is the Fermi
velocity given by υF = 3γ0/2h¯a ≈ 108cm/s. The most significant difference between
this energy dispersion and the usual case E(q) = q2/2m, where m is the electron
mass, is that the fermi velocity of graphene electron near the Dirac point does not
depend on the energy or momentum.
To simplify, we neglect the next-nearest-neighbor hopping, electrons near the
Dirac points(K and K’) can be described by four-component Bloch functions Φ =
[φK,A, φK′,A, φK,B, φK′,B] and the Hamiltonian is written as
Hˆ0(~q) = h¯υFΠz ⊗ ~ˆσ · ~q (1.3)
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points:
Hˆ0(~q) = h¯υF

0 qˆx − iqˆy 0 0
qˆx + iqˆy 0 0 0
0 0 0 qˆx + iqˆy
0 0 qˆx − iqˆy 0

(1.4)
The corresponding Schro¨dinger equation
Hˆ0ψ = εψ
can be solved exactly. The eigenfunctions are given by
ψKs (~q, ~r) =
1√
2L
exp(i~q · ~r)

s
eiθ(~q)
0
0

;
ψK
′
s (~q, ~r) =
1√
2L
exp(i~q · ~r)

0
0
eiθ(~q)
s

, (1.5)
where L2 is the area of graphene, θ(~q) is the angle of wave vector ~q with the x-axis,
and s = ±1 denotes the bands (+1 for the conduction band and -1 for the valence
band). The corresponding eigenenergy is
εs,q = s · h¯υF q. (1.6)
As we can see, the effective Hamiltonian Eq. (1.3) is block-diagonal. Therefore,
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we can also introduce a valley detergency of 2 and write the Hamiltonian and the
Schro¨dinger equation as
h¯υF ~ˆσ · ~q|ψ〉 = ε|ψ〉, (1.7)
which obeys the 2D Dirac equation.
1.2 Surface state of topological insulators
In the past several years a new quantum state, the quantum spin Hall (QSH) s-
tates or topological insulator, has been discovered and explored. The three-dimensional
(3D) topological insulator supports topologically protected 2D Dirac fermions on
its surface due to spin-orbit interaction and time-reversal symmetry[31][32][33][34],
which is observed in bulk crystals like Bi2Se3,Bi2Te3 and Sb2Te3[35][36][37][38][39][40].
These surface states exhibit characteristics of 2D Dirac fermions[31] and show promis-
ing applications in the terahertz and infrared range[41][42][43]. Recent experiments
have demonstrated their longer lifetime as compared to the bulk states, and success-
fully observed the linear energy dispersion and non-equidistant surface Landau levels
in a perpendicular magnetic field[44][45].
We here start from the effective Hamiltonian model of Bi2Se3, which exhibits
the largest bulk band gap so far. Choosing the hybridized states of Se and Bi
orbitals {|p1+z , ↑〉, |p2−z , ↑〉, |p1+z , ↓〉, |p2−z , ↓〉}, the Hamiltonian of a three-dimensional
topological insulator (3DTI) gives
H(k) = ε0(k)I4×4 +

M(k) −iA1∂z 0 A2k−
−iA1∂z −M(k) A2k− 0
0 A2k+ M(k) iA1∂z
A2k+ 0 iA1∂z −M(k)

, (1.8)
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where k± = kx ± iky, ε0(k) = C − D1∂2z + D2k2, M(k) = M + B1∂2z − B2k2,
and A1, A2, B1, B2, C,D1, D2,M are the model parameters of the material. Follow-
ing from Ref.[40], M = 0.28eV, A1 = 2.2eVA˚, A2 = 4.1eVA˚, B1 = 10eVA˚
2, B2 =
56.6eVA˚2, C = −0.0068eV, D1 = 1.3eVA˚2, D2 = 19.6eVA˚2. This Hamiltonian pos-
sesses time-reversal and inversion symmetry. The general solution of the bulk states
and surface states can be derived analytically from this Hamiltonian with proper
boundary conditions.
However, it is also desirable to establish an effective continuous model to study
the properties of topological surface states. The typical way is to expand the 3DTI
Hamiltonian using the solutions of the surface states at the Dirac (Γ) point. This is
valid when the energy is limited between the conduction bands and valence bands.
Thus, the 3DTI Hamiltonian can be rewritten as
H(k) = H0(k = 0) +H1. (1.9)
Here
H0 =
 h(A1) 0
0 h(−A1)
 ,
with
h(A1) =
 −D−∂2z + C +M −iA1∂z−iA1∂z −D+∂2z + C −M
 ;
and
H1 =
 D2k2 −B2k2σz A2k−σx
A2k+σx D2k
2 −B2k2σz
 .
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The basis states at the Γ point are obtained by solving
H0Ψ = εΨ.
SinceH0 is block-diagonal, the solution can be found by solving each block separately:
h(A1)Ψ↑ = εΨ↑; h(−A1)Ψ↓ = εΨ↓.
The corresponding four eigenstates are in the form of
Ψ1 =
 φ(A1)
0
 ; Ψ2 =
 χ(A1)
0
 ; Ψ3 =
 0
φ(−A1)
 ; Ψ4 =
 0
χ(−A1)
 ,
where the explicit expressions for χ and φ can be found in Ref. [46]. Projected onto
these four states, the Hamiltonian in the vicinity of the Γ point can be expanded in
an effective form:
Heff =
 h+ 0
0 h−
 , (1.10)
with
h+ = E0 −Dk2 +
 ∆/2−Bk2 A˜2k−
A˜∗2k+ −∆/2 +Bk2
 ;
h− = E0 −Dk2 +
 −∆/2 +Bk2 −A˜∗2k−−A˜2k+ ∆/2−Bk2
 ;
and
B = (B˜1 − B˜2)/2, D = (B˜1 + B˜2)/2−D2,
E0 = (E+ + E−)/2,∆ = E+ − E−,
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B˜1 = B2〈φ(A1)|σz|φ(A1)〉, B˜2 = B2〈χ(A1)|σz|χ(A1)〉,
A˜2 = A2〈φ(A1)|σz|χ(−A1)〉.
These parameters are thickness-dependent. In the thickness of our interest (i.e. above
6 QLs), they are nearly constants with E0 = 0.0337eV, D = −12.25eVA˚2, h¯υF =
4.07eVA˚,∆ = 0, and B = 0. As a result, the surface states become gapless, and the
effective Hamiltonian Eq. 1.10 is further simplified to
Heff = E0 −Dk2 + h¯υF (kyσx − kxσy) (1.11)
with a surface degeneracy factor of 2. However, when the thickness of topological
insulator thin film is small enough (less than 6 QLs), the tunneling effect between
upper and lower surfaces becomes strong, and opens an finite energy gap at the Dirac
point[46][47].
When the two surface layers are well separated (e.g. a topological insulator slab
geometry), the surface states at each surfaces are no longer coherent. One way to
simplify the effective Hamiltonian Eq. 1.10 is applying the semi-infinite boundary
condition on each surface:
Heff = C +
D1M
B1
+ (D2 −B2D1
B1
)k2 + A2
√
1− (D1/B1)2(σxky − σykx). (1.12)
The effective Hamiltonian of the top and bottom surface states have the same form
when the coupling between the two surfaces are neglected[46][47]. In the isotropic
case, D1 = D2 and B1 = B2, thus the quadratic term vanishes and we get a pure
linear energy dispersion relationship in the vicinity of the Dirac point. The Bi2Se3
material we are discussing here is not isotropic, so that the 2nd-order correction
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remains in the effective Hamiltonian.
As we are more interested in the gapless bandstructure and the optical properties
stemming from the 2D Dirac fermion nature of topological surface state, we’ll use
the effective Hamiltonian
Heff (k) = E0 −Dk2 + h¯υF (kyσx − kxσy) (1.13)
in our following calculations to study the optical response of topological surface
states.
1.3 Landau levels of 2D Dirac fermion systems
The characteristics of 2D Dirac fermion systems (e.g. monolayer graphene and
surface layer of topological insulator) in an external magnetic field show stark con-
trast to conventional 2D electron systems. In an external magnetic field Bzˆ perpen-
dicular to the plane of graphene or TI surface layer, the continuous energy bands
near the Dirac points split into discrete Landau levels[19]. The effective-mass Hamil-
tonian Eq. (1.3) for a monolayer graphene is rewritten as a 4×4 matrix using Peierls
substitution:
Hˆ0(~ˆpi) = υF

0 pˆix − ipˆiy 0 0
pˆix + ipˆiy 0 0 0
0 0 0 pˆix + ipˆiy
0 0 pˆix − ipˆiy 0

, (1.14)
where ~ˆpi = ~p + e ~A/c. ~p is the electron momentum operator, and ~A is the vector
potential, which equals to (0, Bx) for a constant magnetic field in the Landau gauge.
In this Hamiltonian the coupling between two different Dirac points is neglected, so
11
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}
}
}
}
But the expression Πˆ2x + Πˆ
2
y, with the commutation relation (15), is just twice the
Hamiltonian of the simple oscillator in units of ~ω0, (Πˆx → xˆ, Πˆy → pˆ), so we know that
the possible eigenvalues are 2n+ 1, n = 0, 1, 2 . . .. Thus, we find the fundamental result
for the eigenvalues En of Hˆ
En = ±
√
n~ω0, n = 0, 1, 2 . . . (17)
A crucial point to note is that while for n 6= 0 the eigenvalues come in pairs, one
in the pi∗ band (+ sign) and one in the pi band (− sign), the eigenvalue with n = 0
is nondegenerate. As we shall see below, each eigenvalue corresponds to a complete
Landau level, and this includes the n = 0 case. Consequently, since on a scale large
compared to ~ω0 the number of states must be conserved, we find that each Landau
level “condenses” the original states in an energy region around it containing exactly Nφ
states (Nφ ≡ number of flux quanta = A/2pil2M). Because the density of states in zero
field is proportional to , this means that the actual width in energy of the portion of
the band so condensed varies roughly as n−1/2. In particular, the n = 0 state condenses
all the states in both the pi∗ and the pi band, which have || < 12~ω0. The n = 0 state
(“zero mode”) is thus completely symmetric between the “electron” (pi∗) and “hole” (pi)
states.
What do the actual wave functions of the different Landau levels look like? This is
of course depends on the gauge. Let’s consider a disk geometry and choose the radial
gauge, in which the vector potential A(r) has the form Brφˆ. Then, using the result
∂x ± i∂y = e±iφ(∂r ± i∂φ), we find
Hˆ = ~vF
(
0 ieiφ(∂r + i∂φ − r/l2M)
ie−iφ(∂r − i∂φ − r/l2M) 0
)
(18)
Evidently, the solution should have the form(
f(r)eilφ
g(r)ei(l−1)φ
)
(19)
At the present stage the detailed form of the functions f(r) and g(r) is not important:
what is important is that, just as in the standard case, there is for each LL exactly one
Figure 1.3: In an external magnetic field perpendicular to the plane of graphene,
the continuous energy bands near the Dirac point split into discrete Landau levels.
(figure attached from A. J. Leggett’s lecture notes.)
we can write down the solutions to the Schro¨dinger equation Hˆ0(~ˆpi)Ψ = εΨ separately
for each Dirac point. For example, the effective Hamiltonian near the K point is
HˆK = υF ~ˆσ · ~ˆpi. The resulting eigenfunction is specified by two quantum numbers n
and qy, where n = 0,±1,±2, · · ·, and qy is the electron wave vector along y direction:
Ψn,K(qy, r) =
Cn√
L
exp(−iqyy)

sgn(n)i|n|−1φ|n|−1
i|n|φ|n|
0
0

;
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Ψn,K′(qy, r) =
Cn√
L
exp(−iqyy)

0
0
i|n|φ|n|
sgn(n)i|n|−1φ|n|−1

, (1.15)
with
Cn =

1 (n = 0)
1√
2
(n 6= 0)
;
sgn(n) =

1 (n > 0)
0 (n = 0)
−1 (n < 0)
,
and
φ|n| =
H|n|
(
(x− l2cky)/lc
)
√
2|n||n|!√pilc
exp
−1
2
(
x− l2cky
lc
)2,
where lc =
√
ch¯/eB is the magnetic length, Hn(x) the Hermite polynomial. The
corresponding eigenenergy is
εn = sgn(n)h¯ωc
√
|n|, with ωc =
√
2υF/lc. (1.16)
A positive or negative value of n corresponds to electrons or holes. Compared with
Landau levels for a conventional 2D electron/hole system with a parabolic dispersion,
En = (n+ 1/2)h¯eB/m
∗, Landau levels in graphene are unequally spaced: ∝ √B. As
shown in Fig. 1.3, the magnetic field ’condenses’ the original states in the Dirac cone
into discrete energies, and each Landau level contains the same areal density of states
NΦ = 1/(2pilc
2), not including spin and valley degeneracy factors. Infrared spec-
troscopy of Landau levels of graphene has already been realized in experiments[76],
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and becomes a strong tool to study Quantum Hall Effects as well as graphene’s
magneto-optical properties[42].
The surface state of a topological insulator possesses similar non-equidistant Lan-
dau levels in a magnetic field due to the nature of Dirac fermion[44][45]. After placing
topological insulator into a uniform perpendicular magnetic field, the orbital effect is
included by Perierls substitution pi = k+ e
h¯
A. The previous Hamiltonian (Eq. (1.13))
is rewritten after introducing annihilation and creation operators a = lc√
2
pi− and
a† = lc√
2
pi+. Here lc is the magnetic length
√
h¯
eB
.
Hss(pi) = E0 − 2D
l2c
(a†a+
1
2
) +
√
2h¯υF
lc
 0 ia−ia† 0
 . (1.17)
Utilizing the relations of
a†ψ|n| =
√
|n|+ 1ψ|n|+1, aψ|n| =
√
|n|ψ|n|−1,
the eigenfunctions and eigenvalues can be solved as
Ψn =
Cn√
L
e−ikyy
(
sgn(n) · i|n|ψ|n|−1, i|n|−1ψ|n|
)T
,
En = E0 − 2|n|D
l2c
+ sgn(n)
√
2|n|( h¯υF
lc
)2 + (
D
lc
)2.
(1.18)
Here C0 = 1, Cn6=0 = 1/
√
2, and ψ|n| is a orthogonal Hermite polynomial. Unlike
monolayer graphene, spin is coupled in the Hamiltonian of topological insulator sur-
face state. In each surface Landau level Ψn ∼
(
sgn(n)ψ|n|−1, ψ|n|
)T
, ψ|n|−1 denotes
the spin-up component and ψ|n| denotes its spin-down component. The spin texture
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on each surface Landau level is discussed in more details in Chapter 5. Magnetic
field condenses the continuous k-dependent states onto discrete surface Landau s-
tates, and brings a k degeneracy of 1
2pilc2
. For a topological insulator slab, surface
Landau levels are localized near the surfaces. However, when the thickness is in
several QLs, which is comparable to the decay length of surface state, the surface
state will fill up the whole film[47]. In addition, when the thickness of the film is
below 6QLs, the 0th landau level further splits into 2 spin down energy levels due to
the tunneling effects[46].
In the terahertz and mid-infrared range, it is safe to only keep the linear term in
the Hamiltonian for each surface layer
Hss(pi) = E0 − h¯υF (pixσy − piyσx), (1.19)
Compared with graphene, the surface state in a topological insulator possesses similar
linear energy dispersion relation near Dirac point, and follows similar Landau level
pattern in a magnetic field. Strong cyclotron resonance features as well as high optical
nonlinearities are expected for the topological insulator material in a magnetic field.
1.4 Surface plasmon mode in 2D Dirac fermion systems
A conventional surface plasmon is a collective mode of coupled charge-density
and field oscillations at an interface between a free-carrier system and a dielectric or
vacuum, which plays a fundamental role in the dynamic responses of electron sys-
tems and forms the basis of research in optical metamaterials[48][49][50]. Plasmonics
seems to be the only viable path to realize nanophotonics, which aims to control
light at scales substantially smaller than the wavelength. Currently, one large obsta-
cle toward achieving this vision is the fact that plasmonic materials have enormous
losses in the frequency of interests (such as terahertz and infrared). Stemming from
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the unique bandstructure and high electron mobility of graphene, graphene-based
plasmons possess high wave confinement, low dissipation and relatively longer prop-
agation distance[51][52][53][54]. Graphene plasmonics also exhibit strong oscillation
strengths at room-temperature, while plasmon absorption in a conventional 2D elec-
tron gas was observed only at very low temperature[55][56]. In addition, the intrinsic
graphene plasmons can be easily tuned by gating or doping, making graphene plas-
monics an attractive alternative to noble-metal plasmonics and possesses potential
applications in the infrared and terahertz frequency range[53][57][58][59].
Before showing the explicit derivation of the plasmon mode supported by the 2D
Dirac fermion systems, I’ll first introduce the optical conductivity (or linear electric
susceptibility) of the 2D Dirac fermion system in the absence of a magnetic field
calculated from Keldysh’s Green function(Ref. [60]):
σij(ω, q) =
ie2
pi2
×
 ∑
a=1,2
∫ d2pvivjf [a(p−)]− f [a(p+)]
[a(p+)− a(p−)][ω − a(p+) + a(p−)]
+
∫ d2p2ωvi12vj21f [1(p−)]− f [2(p+)]
[2(p+)− 1(p−)]ω2 − [2(p+)− 1(p−)]2
}
. (1.20)
In this expression, ω and q are frequency and x-component of the wave vector in a
monochromatic wave. The first term counts the contribution from intraband tran-
sitions, while the latter term describes the contribution from interband transitions.
The velocity operator here is in a very simple form. For graphene fermions, the
velocity operator is in the form:
υF
 0 −xˆ+ iyˆ−xˆ− iyˆ 0
 .
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For the surface states in topological insulator materials, the velocity operator is:
υF
 0 −xˆ− iyˆ−xˆ+ iyˆ 0
 .
We here derive the surface plasmon mode in 2D Dirac fermion systems by solving
the Maxwell’s equations explicitly with appropriate boundary conditions.
∇× ~E = −1
c
∂ ~B
∂t
, ∇× ~B = 4pi
c
~j +
1
c
∂ ~E
∂t
,
∇ ~E = 4piρ, ∇ ~B = 0. (1.21)
We seek the solutions for the fields in the form:
~E = E(z)eiqx−iωt, ~B = B(z)eiqx−iωt.
In the bulk region, the fields satisfy
∇×∇× F− ω
2
c2
F = 0, (1.22)
where we denoted F = E,B. So each component of the electric and magnetic field
satisfies the Helmholtz equation:
(
∂2
∂z2
− q2 + ω
2
c2
)
Fx,y,z = 0. (1.23)
The Maxwell’s equations give the relations between each field component as:
iqEx = −∂Ez
∂z
, iqBx = −∂Bz
∂z
;
Bz =
qc
ω
Ey, By = − ω
qc
Ez. (1.24)
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For a single layer 2D Dirac fermion system (e.g. monolayer graphene) placed
on an interface between two dielectric media with dielectric constants 1 and 2 (as
shown in the inset to Fig. 1.4), the monolayer electron system supports a EM-mode
with non-zero field components with the relationships given by
Ex = V±e∓p1,2z, Ez = ±i qp1,2V±e−p1,2z, By = ∓i
1,2ω
cp1,2
V±e−p1,2z.
Ey = W±e∓p1,2z, Bx = ∓i cp1,2ω W±e∓p1,2z, Bz =
qc
ω
W±e∓p1,2z.
Here ± denotes the field components in the bulk regions z > 0 and z < 0, respec-
tively; p1,2 =
√
q2 − 1,2 ω2c2 determines the inverse confinement length in z-direction.
Free electrons are localized on the interface, so we can write the surface current and
surface density as ~j = ~j⊥δ(z) and ρ = ρ⊥δ(z). The fields on both sides satisfy the
boundary conditions

1Ez(+0)− 2Ez(−0) = 4piqω (σxxEx(0) + σxyEy(0)) ,
1Bx(+0)− 2Bx(−0) = 4pic (σyyEy(0) + σyxEx(0)) ,
Ex(+0)− Ex(−0) = 0, Bz(+0)−Bz(−0) = 0.
These simplify to V+ = V− = V , W+ = W− = W and

(
1q
p1
+ 2q
p2
+ i4piq
ω
σxx
)
· V + i4piq
ω
σxy ·W = 0;
−i4pi
c
σyx · V +
(
1cp1
ω
+ 2cp2
ω
− i4pi
c
σyy
)
·W = 0.
(1.25)
For monolayer graphene, the optical conductivity gives σxx = σyy 6= 0 and σxy =
σyx = 0. Combine with Eq. (1.25), we are able to conclude the energy dispersion of
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Figure 1.4: Dispersion curve of a surface plasmon mode in monolayer graphene for
Fermi level EF = 50 meV. The dielectric constant 2 = 4 corresponds to SiO2 in the
THz region. Shaded area is the Landau damping region.
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surface mode in monolayer graphene:
D(ω, q) = i
4pi
ω
σxx(ω, q) +
1
p1
+
2
p2
= 0. (1.26)
Its solution for the real parts of the frequency and wavenumber is shown in
Fig. 1.4. In the limit that Fermi energy is greater than plasmon energy, interband
transitions are much less efficient than intraband transitions. We can simplify the
calculation by only counting surface polarization resulting from intraband transitions.
When cq  ω  υF q, the dispersion relation can be simplified to i4piσ(ω, q)q +
(1 + 2)ω ≈ 0, and further to the familiar dependence ω(q) ∝
√
EF q if we neglect
the q-dependent term in the denominator of Eq. (2.18). With increasing plasmon
frequency, the plasmon-phonon coupling and interband transitions need to be taken
into account[61].
The double layer geometry shown in the inset to Fig. 1.5 supports two types of
surface plasmon modes[62]: symmetric ω+ and antisymmetric ω− (only the field of
the symmetric mode is shown in the inset). The symmetric EM mode is robust to
many-body effects and has the form:
|z| ≤ d
2
: Ex = E0 cosh p2z;Ez = −i q
p2
E0 sinh p2z;By = +i2ω
p2c
E0 sinh p2z.
|z| > d
2
: Ex = E±e∓p1(z± d2 ), Ez = ±i q
p1
E±e∓p1(z± d2 ), By = ∓i1ω
cp1
E±e∓p1(z± d2 ).
(1.27)
Here ± denotes the field components in the bulk regions z > d
2
and z < −d
2
; 0 denotes
the field inside the two surface layers |z| ≤ d
2
. Field components Ey, Bx and Bz are
determined by the relations given in Eq. (1.24). Such a geometry appears naturally
in thin films of TIs and can be also implemented by separating two graphene layers
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Figure 1.5: Dispersion curves for symmetric (ω+) and antisymmetric (ω−) plasmon
modes in a thin TI film forming a double layer with a spacer thickness d = 10, 20
nm; EF = 100 meV. Electric field of the symmetric plasmon mode is shown in the
inset. The value of 2 = 10 typical for semiconductors was assumed. Shaded area is
the Landau damping region.
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with a dielectric. The plasmon modes in a double layer were studied theoretically by
a different method[63][64][65]. Here, instead of using the static dispersion relation
(ω, q) = 0, we start from the full Maxwell’s equations Eq. (1.21) with ~j = ~j⊥δ(z± d2)
and ρ = ρ⊥δ(z ± d2) and boundary conditions on the two surfaces:

Ex(
−d
2
+)− Ex(−d2 −) = 0,
Ex(
d
2
+)− Ex(d2−) = 0,
1Ez(
d
2
+)− 2Ez(d2−) = 4piqω
(
σxxEx(
d
2
) + σxyEy(
d
2
)
)
,
2Ez(
−d
2
+)− 1Ez(−d2 −) = 4piqω
(
σyxEx(
d
2
) + σyyEy(
d
2
)
)
.
(1.28)
and derive the following dispersion equations for the symmetric (top) and antisym-
metric (bottom) modes:
D(ω, q) =

4pi iσxx
ω
+ 1
p1
+ 2
p2
tanh(p2
d
2
) = 0; symmetric
4pi iσxx
ω
+ 1
p1
+ 2
p2
coth(p2
d
2
) = 0; antisymmetric
, (1.29)
where d is the distance between two 2D layers of massless Dirac electrons. General-
ization to the case when the top and bottom media have different dielectric constants
is straightforward, but makes the equations more cumbersome. The solution to the
dispersion equations is shown in Fig. 1.5. We consider the limit when d is thicker than
about 7 nm so that the electron hybridization and tunneling can be neglected[46],
but on the other hand, d is thin enough to satisfy p2d 1 which ensures strong elec-
tromagnetic coupling. For the plasmon frequency of 1 THz the latter means d  1
µm. In the limit of a thick spacer p2d→∞, the ω+ and ω− modes merge and turn
into uncoupled monolayer plasmon modes supported by each surface.
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2. LINEAR AND NONLINEAR OPTICS OF MONOLAYER GRAPHENE∗
Graphene has unique electronic and optical properties stemming from linear,
massless dispersion of electrons near the Dirac point and the chiral character of elec-
tron states[14, 22]. Magnetooptical properties of graphene and thin graphite layers
are particularly interesting, showing multiple absorption peaks and unique selection
rules for transitions between Landau levels [60, 66, 67, 68, 69]. Recent progress in
growing high-quality epitaxial graphene and graphite with high room-temperature
mobility and strong magnetooptical response attracted a lot of interest and showed
the promise of new applications in the infrared optics and photonics [70, 71, 72]. The
time is ripe to explore the nonlinear optical properties of a magnetized graphene and
their applications. We have recently shown that graphene placed in a magnetic field
possesses perhaps the highest infrared optical nonlinearity among known materials
[67]. Here we present detailed derivation of the linear and nonlinear response of
magnetized graphene based on a rigorous density-matrix formalism. We apply this
approach to calculate the terahertz radiation power generated by third-order non-
linear optical processes: four-wave mixing[67]and stimulated Raman scattering[68].
We argue that an extremely strong nonlinearity of graphene in combination with its
unique selection rules makes graphene a promising material for the next generation
of compact optoelectronic devices.
∗Reprinted with permissions from Giant Optical Nonlinearity of Graphene in a Strong Magnetic
Field by Xianghan Yao and Alexey Belyanin, 2012. Phys. Rev. Lett., vol. 108, pp. 255503,
Copyright [2012] by the American Physical Society, and Nonlinear Optics of Graphene in a Strong
Magnetic Field by Xianghan Yao and Alexey Belyanin, 2013. J. Phys.: Condens. Matter, vol. 25,
pp. 054203, Copyright [2013] by IOP Science.
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2.1 Density matrix formalism in Schro¨dinger picture
In quantum mechanics, a density matrix is a Hermitian matrix that describe the
statistical state of a quantum system, and is widely used to describe and perform
calculations with mixed states because any state, pure or mixed, can be characterized
by a single density matrix. If we know the density matrix of a system, we can
calculate the mean value of any physical quantities of the system. It is a very
useful quantum mechanical method to study optical properties of a material, which
is capable to deal with effects such as collision broadening, disorder and many-body
carrier-carrier interactions. If a quantum-mechanical system is in a particular state
denoted as s, we can describe the physical properties of the system in terms of state
wavefunction ψs(~r, t), which obeys the Schro¨dinger equation
ih¯
∂ψ(~r, t)
∂t
= Hˆψ(~r, t); Hˆ = Hˆ0 + Vˆ (t), (2.1)
Where Hˆ0 is the Hamiltonian of a free atom, and V0 is the interaction term. Choosing
the eigenfunction un(~r) of Hˆ0 as basis, the wave function of state s can be represented
as ψs(~r, t) =
∑
nCn
s(t)un(~r). And the mean value of a Hermitian operator Aˆ is
〈A〉 =
∫
ψs
∗Aˆψsd3r =
∑
n,m
Cs∗n (t)C
s
m(t)Anm, Anm =
∫
un
∗(~r)Aˆum(~r)d3r. (2.2)
However, it is difficult to specify the precise state of the system due to relaxation
processes, so we can describe the system using a statistical way by defining density
matrix elements
ρnm =
∑
s
p(s)Cs∗mC
s
n, (2.3)
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where p(s) is the probability of the system staying in state s, which reflects our
uncertainty to the system. The physical interpretation of density matrix elements
is that the diagonal element ρnn gives the probability that the system is in energy
eigenstate n; and off-diagonal element ρmn is the correlation between states n and
m.
Then we can use the density matrix to calculate the expectation value of any
observable quantity. From Eq. (2.2) and the definition of ρmn above, the expectation
value of A is :
〈A〉 = ∑
s
p(s)
∑
n,m
Cs∗n (t)C
s
m(t)Anm =
∑
m,n
ρmnAnm =
∑
n
(ρˆAˆ)nn = tr(ρˆAˆ), (2.4)
which is the trace of the product of density operator ρˆ and Aˆ. Thus, the evolution
of the expectation value goes to the time evolution of the density matrix. The time
derivative of the density operator ρˆ is
ρ˙nm =
∑
s
dp(s)
dt
Cs∗mC
s
n +
∑
s
p(s)
(
Cs∗m
dCsn
dt
+
dCs∗m
dt
Csn
)
. (2.5)
In addition, from the Schro¨dinger equation above, we can obtain
Cs∗m
dCsn
dt
=
−i
h¯
Cs∗m
∑
υ
HnυC
s
υ;
dCs∗m
dt
Csn =
i
h¯
Csn
∑
υ
HυmC
s∗
υ .
As a result, the time evolution relation of the density matrix element resulting from
interaction with Hamiltonian is :
ρ˙nm =
i
h¯
∑
υ
(ρnυHυm −Hnυρυm) = i
h¯
(
ρˆHˆ − Hˆρˆ
)
nm
=
−i
h¯
[Hˆ, ρˆ]nm. (2.6)
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However, many other effects such as collisions between different atoms, disorder
effects and many-body interactions will have influence on density matrix element,
which is characterized by the non-vanishing 1st term in Eq. (2.5) dp(s)
dt
. One way
to include these effects is introducing phenomenological relaxation terms into the
time-evolution equation to describe the decay process:
ρ˙nm =
−i
h¯
[Hˆ, ρˆ]nm − γnm(ρnm − ρ(eq)nm ), (2.7)
The 2nd term on the right-hand side indicates ρnm decays to its equilibrium value
ρ(eq)nm in a rate γnm. From the physical point of view, γnm = γmn and the equilibrium
value of the off-diagonal element ρ(eq)nm should be zero. For the diagonal matrix element
ρnn which stands for the population of energy state n, the relaxation process can also
be characterized by the population decay between higher energy level to lower level:
ρ˙nn =
−i
h¯
[Hˆ, ρˆ]nn +
∑
Em>En
Γnmρmm −
∑
Em<En
Γmnρnn, (2.8)
where Γnm is the decay rate per atom between energy level n and m. Usually, the
coherent relaxation term is very difficult to express due to many relaxation effects
in the material, therefore relaxation term or the corresponding decay rate is usually
measured from experiment. For example, for monolayer graphene in a magnetic
field, optical transitions occur between the Landau levels. The coherent relaxation
results from collision, disorder effects (ripples, topological lattice defects, impurity
and self-doping), phonon interactions, many body carrier-carrier interactions, short-
range interactions and so on. All of these effects will contribute to the decay rate γnm
in the relaxation term. In order to measure the decay rate between different Landau
energy states γnm, the infrared (IR) spectroscopy technique is used. We can measure
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the transition half-width in the IR absorption spectra to calculate the corresponding
damping rate, which will be discussed in the following paragraph.
In most cases, the time evolution equation of density matrix cannot be exactly
solved, so the perturbation technique is always used. For the above Hamiltonian
Hˆ = Hˆ0 + Vˆ (t), Vˆ (t) describes the interaction, for example, the interaction between
the material and incident optical field, which can be treated as a perturbation term.
Then the phenomenological equation for the density matrix element ρnm goes to
ρ˙nm =
−i
h¯
[Hˆ0, ρˆ]nm +
−i
h¯
[Vˆ (t), ρˆ]nm − γnm(ρnm − ρ(eq)nm ),
where
[Hˆ0, ρˆ]nm = (Hˆ0ρˆ− ρˆHˆ0)nm =
∑
µ
(
H0nµρµm − ρnµH0µm
)
= (En − Em)ρnm.
As a result, the density motion equation is represented by:
ρ˙nm =
−i
h¯
(En − Em)ρnm + −i
h¯
[Vˆ (t), ρˆ]nm − γnm(ρnm − ρ(eq)nm ). (2.9)
Using the formal perturbation method, define V (t) = sV (t) and
ρnm = ρ
(0)
nm + sρ
(1)
nm + s
2ρ(2)nm + . . . ,
where ρ(N)nm denotes the Nth order correction to the density matrix element. So we
can reconstruct the time evolution equation of ρnm as follows:
ρ˙(0)nm = −iωnmρ(0)nm − γnm(ρ(0)nm − ρ(eq)nm ) ;
ρ˙(1)nm = −(iωnm + γnm)ρ(1)nm −
i
h¯
[Vˆ , ρˆ(0)]nm ;
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ρ˙(2)nm = −(iωnm + γnm)ρ(2)nm −
i
h¯
[Vˆ , ρˆ(1)]nm ;
. . . . . . . . .
Choose ρ(0)nm = ρ
(eq)
nm , and we can calculate higher order term step by step. The
iteration formula is given:
ρ(N)nm =
∫ t −i
h¯
[Vˆ (t′), ρˆ(N−1)]nm exp [(iωnm + γnm) · (t′ − t)]dt′. (2.10)
As an application of the perturbation solution of density matrix elements, we can
calculate the material’s optical response in different orders. For example, ρ(1) describe
its linear response, and the higher order corrections characterize the nonlinear optical
response of the material. These expressions are valid in discrete energy systems (e.g.
Landau level system) as well as continuous energy systems, which play important
role in calculating linear and nonlinear optical response of graphene material in and
without magnetic field.
2.2 Linear optical response
Linear optical response of graphene in a magnetic field exhibits strong cyclotron
resonance features, which mainly come from the inter-Landau-level transitions. Tran-
sitions between adjacent Landau levels in graphene fall into the mid-infrared to tera-
hertz (THz) range for a magnetic field in the range 0.01-10 Tesla: h¯ωc ' 36
√
B(Tesla)
meV. Consider an incident classical optical field
~E = E(ω) exp (−iωt)eˆ
polarized in the x-y plane along vector eˆ. Let us define the left-hand circular polar-
ization vector as eˆLHS = [xˆ− iyˆ]/
√
2 and the right-hand circular polarization vector
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eˆRHS = [xˆ + iyˆ]/
√
2. To include the interaction with the optical field, we add its
vector potential , ~Aopt = ic ~E/ω, to the vector potential of the magnetic field in the
generalized momentum operator ~ˆpi in the Hamiltonian. This results in adding the
interaction Hamiltonian Hˆint to Hˆ0(Eq. (1.14)), where
Hˆint = υF ~ˆσ · e
c
~Aopt (2.11)
Unlike the interaction Hamiltonian Hint for an electron with a parabolic dispersion,
there are no higher order terms such as pi2 near the Dirac point in graphene, so that
even for a relatively strong optical field the interaction Hamiltonian is still linear
with respect to ~Aopt. Furthermore, Hint does not contain the momentum operator;
it is simply determined by the Pauli matrix vector ~ˆσ. The matrix element of the
optical transition between Landau levels is given by
〈m|Hˆint|n〉 = iυF
ω
〈m|σxxˆ+ σyyˆ|n〉 · ~E,
where |m〉, |n〉 denote Landau level with energy index m and n (Eq. (1.15)). 〈m|σxxˆ+ σyyˆ|n〉
is
√
2CmCn(−i)|m|+|n|−1
{
sgn(m)〈φ|m|−1|φ|n|〉 · eˆLHS + sgn(n)〈φ|m||φ|n|−1〉 · eˆRHS
}
.
Since φn are orthogonal, the above expression is nonzero only when
|m| − 1 = |n| or |m| = |n| − 1.
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As a result, the selection rule for the allowed transitions turns out to be
∆|n| = ±1, (2.12)
where n is the energy quantum number. Denoting f and i as the quantum numbers
of the final and initial state, we conclude that eˆRHS photons are absorbed when
|f | = |i|−1 while an absorption of a eˆLHS photon leads to the transition |f | = |i|+ 1
(as shown in Fig. 2.1). Comparing with a typical selection rule for inter-Landau level
transitions in a traditional 2D system, ∆n = ±1, the transitions with ∆n greater
than 1 are allowed in graphene, for example, from i = −1 to f = 2, which leads to
an efficient resonant nonlinear mixing. Mid/far-infrared optical absorption between
Landau levels in monolayer and multilayer graphene has been extensively studied
theoretically and in experiments[60][70][71][73][74][75][76].
In order to calculate the 2D optical polarization using density-matrix formalis-
m, we need to know the dipole moment matrix associated with inter-Landau level
transitions. To calculate this, we first evaluate the commutator
[~r, Hˆ] = [~r, υF ~ˆσ · ~ˆp] + [~r, υF σˆ · e
c
~A].
The second term on the right-hand side is zero because ~A is a function of ~r. So the
commutator of ~ˆr and the Hamiltonian is
[~r, Hˆ] = υF ~ˆσ · [~r, ~ˆp] = ih¯υF ~ˆσ.
Choosing the eigenstates of Hˆ as the basis, we obtain
〈m|[~r, Hˆ]|n〉 = 〈m|~rHˆ|n〉 − 〈m|Hˆ~r|n〉 = (εn − εm)〈m|~r|n〉,
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Figure 2.1: Allowed inter-LL transitions in graphene, eˆLHS photon is absorbed for
|n| → |n|+ 1, while eˆRHS photon is absorbed when |n| → |n| − 1.
where εn and εm are the eigen energies of states |n〉 and |m〉. So the dipole matrix
element of a closed system is defined as
~µmn = e · 〈m|~r|n〉 = ih¯e
εn − εm 〈m|υF ~ˆσ|n〉. (2.13)
Similarly to the matrix elements of the interaction Hamiltonian 〈m|Hˆint|n〉, the dipole
matrix elements are determined by elements of the Pauli matrix 〈m|σˆ|n〉. In partic-
ular, ~µmn is nonzero when |m| = |n| ± 1. Using the wavefunction in Eq. (1.15), the
analytic expression for the dipole moment element is derived:
~µmn =
i
√
2h¯eυFC
∗
mCn(−1)|m|−1i|m|+|n|−1
εn − εm ×
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{
sgn(m)δ|m|−1,|n|eˆLHS − sgn(n)δ|m|,|n|−1eˆRHS
}
(2.14)
Recall the first-order (linear) solution of the density matrix element can be cal-
culated from the iteration formula Eq. (2.10) and Eq. (2.11):
ρ(1)nm =
∫ t
0
−i
h¯
[Hˆint(t
′), ρˆ(eq)]nm exp [(iωnm + γnm) · (t′ − t)]dt′, (2.15)
where
[Hˆint(t
′), ρˆ(eq)]nm =
∑
υ
(
~˜µnυρ
(eq)
υm − ρ(eq)nυ ~˜µυm
)
· E˜(t′)
=
(
ρ(eq)mm − ρ(eq)nn
)
~˜µnm · E˜(t′).
This yields the 2D first-order polarization in the form
P˜ (1)(ω) = N · tr
(
ρˆ(1)µˆ
)
= N
∑
nm
ρ(eq)mm − ρ(eq)nn
h¯
·
(
~˜µnm · eˆ
)
~µmn
(ωnm − ω)− iγnmE(ω) exp (−iωt). (2.16)
Here we have defined
~˜µ ≡ ieυF
ω
~σ, 〈m|~˜µ|n〉 ≡ ieυF
ω
〈m|~σ|n〉;
N is the 2D (sheet) electron density of graphene, which is nsnυNΦ = 2/(pil
2
c) where
ns = 2 and nυ = 2 are spin and valley degeneracy. The corresponding linear suscep-
tibility tensor is then given by:
χ
(1)
ij (ω) = N
∑
nm
ρ(eq)mm − ρ(eq)nn
h¯
~˜µ
j
nm~µ
i
mn
(ωnm − ω)− iγnm (2.17)
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For a left-hand circularly polarized optical field, the circular polarization vector eˆ is
eˆLHS = [xˆ− iyˆ]/
√
2, and the term
(
~˜µnm · eˆ
)
in the above expression is nonzero only
when |n|=|m| − 1. On the other hand, for a right-hand circularly polarized optical
field the term is nonzero only when |m|=|n|−1. This corresponds to the polarization
selection rules that were already derived above. We here explicitly give the linear
optical susceptibility for left/right-hand circularly polarized optical field:
χ(1)(ω, eˆLHS) =
∑
|n|=|m|−1
−4C2mC2ne2υ2F
pil2c h¯ωωnm
· ρ
(eq)
mm − ρ(eq)nn
ωnm − ω − iγnm
χ(1)(ω, eˆRHS) =
∑
|m|=|n|−1
−4C2mC2ne2υ2F
pil2c h¯ωωnm
· ρ
(eq)
mm − ρ(eq)nn
ωnm − ω − iγnm (2.18)
Different from the constant high-frequency absorbance of monolayer graphene at zero
magnetic field, the absorption coefficient in a high magnetic field shows a series of
peaks due to inter-Landau-level transitions. From the standard expression for a weak
absorption,
α ' 4piω
c
Im[χ(1)(ω)]. (2.19)
Combining with Eq. (2.18), we can write the absorption coefficient of monolayer
graphene for left/right-hand circularly polarized optical field separately:
α(ω, eˆLHS) =
∑
|n|=|m|−1
−16C2mC2ne2υ2Fγnm
l2c h¯cωnm
· ρ
(eq)
mm − ρ(eq)nn
(ωnm − ω)2 + γ2nm
α(ω, eˆRHS) =
∑
|m|=|n|−1
−16C2mC2ne2υ2Fγnm
l2c h¯cωnm
· ρ
(eq)
mm − ρ(eq)nn
(ωnm − ω)2 + γ2nm
(2.20)
The above results agree with the absorption coefficient calculated using the Keldysh’s
Green function approach[60]. The Faraday rotation angle can be calculated in a
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similar way. In the limit ωce
2
γh¯c
 1, the standard formula for Faraday rotation is:
∆θ ' 4piω
c
Re[χ(1)(ω)]. (2.21)
The Faraday rotation angle for left/right-hand circularly polarized optical incidence
is then given by:
∆θ(ω, eˆLHS) =
∑
|n|=|m|−1
−16C2mC2ne2υ2F
l2c h¯cωnm
· (ρ
(eq)
mm − ρ(eq)nn )(ωnm − ω)
(ωnm − ω)2 + γ2nm
∆θ(ω, eˆRHS) =
∑
|m|=|n|−1
−16C2mC2ne2υ2F
l2c h¯cωnm
· (ρ
(eq)
mm − ρ(eq)nn )(ωnm − ω)
(ωnm − ω)2 + γ2nm
(2.22)
Note that the standard formula for weak absorption and Faraday rotation is accurate
in the limit ωce
2
γh¯c
 1, which is valid in monolayer graphene situation. In other
2D electron systems like the surface state of a topological insulator, we have to
solve Maxwell’s equations strictly together with polarization-induced surface current,
because the relaxation rate γ is observed to be much smaller than that in graphene
in recent experiments[36][37].
2.3 Nonlinear optical response
The classical and semi-classical approach[77][78][79] for graphene nonlinear op-
tics can be applied only to electrons in a low magnetic field that occupy highly
excited Landau levels n 1, where energy and momentum quantization can be ne-
glected. Compared with the classical treatment, quantum-mechanical density-matrix
description presents a more convenient way to characterize the nonlinear response
of graphene in quantizing magnetic fields and strong optical fields. Due to unique
optical selection rules for massless electrons near the Dirac point, one can implemen-
t a nonlinear interaction in which all optical fields are resonant to allowed optical
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transitions. The resulting magnitude of χ(3) turns out to be extremely large, of the
order of 0.1 esu at mid/far-infrared wavelengths in the field of several tesla. A similar
strategy of a completely resonant nonlinear wave mixing has been implemented in
asymmetric coupled quantum well systems, where one can increase the dipole mo-
ment of an intersubband transition involving a large change in the energy quantum
number n by an appropriate band structure design[80][81][82][83][84][85]. Howev-
er, the resulting third-order nonlinearity was still several orders of magnitude lower
than in graphene for the same spectral range. We here study a specific example of
1
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Figure 2.2: Landau levels near the Dirac point superimposed on the electron disper-
sion without the magnetic field E = ±υF |p|. (b): A scheme of the four-wave mixing
process in the four-level system of Landau levels with energy quantum numbers
n = −1, 0,+1,+2 that are renamed to states 1 through 4 for convenience.
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the nonlinear optical interaction, namely the four-wave mixing. Consider a strong
bichromatic field
~E = ~E1 exp(−iω1t) + ~E2 exp(−iω2t) + c.c.
normally incident on the graphene layer. Here ω1 is nearly resonant with the transi-
tion from n = −1 to n = 2 and ~E1 has left circular polarization. The frequency ω2 is
nearly resonant with the transition from n = 0 to n = ±1 and ~E2 has linear polariza-
tion, so that it couples both to transition −1 → 0 and 0 → 1, as shown in Fig. 2.2.
As a result of the four-wave mixing interaction, the right-circularly polarized field
~E3 at frequency ω3 = ω1 − 2ω2 nearly resonant with the transition from n = 2 to
n = 1 is generated. The frequencies involved in the four-wave mixing fall into the
mid-infrared and THz region in the magnetic field of a few Tesla, For example, at
B = 3T, the nonlinear signal is generated at a wavelength of 48 µm in the presence
of pump fields at wavelengths 8 and 20 µm.
The eigenfunctions of these four energy levels are
|1〉 = 1√
2L
exp(−iky1y)
 −φ0
iφ1
 ;
|2〉 = 1√
L
exp(−iky2y)
 0
φ0
 ;
|3〉 = 1√
2L
exp(−iky3y)
 φ0
iφ1
 ;
|4〉 = 1√
2L
exp(−iky4y)
 iφ1−φ2
 . (2.23)
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From Eq. (2.14), we can directly calculate the dipole moment matrix of this 4-level
system
~µ =
eυF√
2ωc

0 −ixˆ− yˆ 0 ixˆ−yˆ
2+
√
2
ixˆ− yˆ 0 ixˆ− yˆ 0
0 −ixˆ− yˆ 0 ixˆ−yˆ
2−√2
−ixˆ−yˆ
2+
√
2
0 −ixˆ−yˆ
2−√2 0

(2.24)
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Figure 2.3: Transition frequencies in the 4-level graphene system shown in Fig. 1(b).
ωmn indicates the transition frequency between levels m and n.
Truncating the master equation Eq. (2.9) into the 4-level system shown above,
and introducing slowly varying off-diagonal elements of the density matrix as ρ41 =
σ41e
−iω1t, ρ41 = σ43e−iω3t, ρ32 = σ32e−iω2t, and ρ21 = σ21e−iω2t one can obtain the
37
following set of equations for the amplitudes σnm in the steady state and in the
rotating wave approximation:
iΓ21σ21 = Ω21n21 − Ω∗32σ31 + Ω41σ24
iΓ32σ32 = Ω32n32 − Ω∗43σ42 + Ω∗21σ31
iΓ43σ43 = Ω43n43 − Ω41σ13 + Ω∗32σ42
iΓ31σ31 = Ω21σ32 + Ω41σ34 − Ω32σ21 − Ω∗43σ41
iΓ42σ42 = Ω
∗
21σ41 + Ω32σ43 − Ω43σ32 − Ω41σ12
iΓ41σ41 = Ω41n41 + Ω21σ42 − Ω43σ31. (2.25)
Here the Rabi frequencies are defined as Ωij = ~Eij · ~˜µij/h¯ and the population differ-
ences are nij = ρii−ρjj. The notation for the field amplitudes is as follows: ~E41 = ~E1,
~E21 is the right circularly polarized component of ~E2, and ~E32 is the left circularly
polarized component of ~E2. The complex dephasing Γ41 = γ41 + i(ω41 − ω1) and
similarly for other transitions; all detunings from resonance are small. If the incident
field is not strong enough to perturb the populations, the population differences nmn
are constant in Eqs. (2.25). As a result, the off-diagonal density matrix elements
such as σ43 can be solved analytically and written as an expansion in powers of the
pump fields:
σ43 =
Ω43
iΓ43
n43 − Ω41Ω
∗
21Ω
∗
32
i3Γ43Γ∗31Γ∗32
n32 +
Ω41Ω
∗
21Ω
∗
32
i3Γ43Γ∗31Γ∗21
n21 +
Ω41Ω
∗
21Ω
∗
32
i3Γ43Γ42Γ41
n41
+
Ω41Ω
∗
21Ω
∗
32
i3Γ43Γ42Γ∗21
n21 +
|Ω41|2Ω43
i3Γ43Γ∗31Γ∗41
n41 + ... (2.26)
The first term on the right-hand side describes the linear absorption and the next four
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terms describe the 3rd order nonlinear optical response; the higher-order terms are
dropped. Note that the last term on the right-hand side corresponds to a stimulated
Raman scattering of the pump field E41 into the signal field E43, which we will
consider later.
The optical polarization at the frequency ω3 of the nonlinear signal in the rotating
wave approximation is given by
~P (ω3) = N · σ43~µ43e−iω3t + c.c.
Below we investigate different nonlinear effects contained in Eq. (2.26). Consider first
the four-wave mixing interaction ω1 − 2ω2 ⇒ ω3, described by the second through
fourth terms on the right hand side of Eq. (2.26). Substituting the expression for σ43
into ~P (ω3), and keeping only these three terms will lead to the third-order nonlinear
susceptibility corresponding to the four-wave mixing:
χ(3)(ω3) =
Nµ43µ˜41µ˜
∗
32µ˜
∗
21
(ih¯)3Γ43
(
ρ22 − ρ33
Γ∗31Γ∗32
+
ρ22 − ρ11
Γ∗31Γ∗21
− ρ11 − ρ44
Γ42Γ41
+
ρ22 − ρ11
Γ42Γ∗21
)
(2.27)
A numerical estimate of the order of magnitude of χ(3) is obtained by assuming
that all incident fields are in exact resonance, so that the detuning factors Γij =
γij = γ are real numbers and all dephasing rates are the same. We also assume for
definiteness that state 1 is fully occupied while states 2, 3 and 4 are empty, which
means ρ11 = 1, ρ22 = ρ33 = ρ44 = 0. Then the expression for χ
(3) is further simplified
into
χ(3)(ω3) ∼ 3Nµ43µ˜41µ˜32µ˜21
(h¯γ)3
. (2.28)
This expression contains a 2D electron density N and is a 2D (surface) susceptibility.
To convert it into the bulk susceptibility for comparison with other materials, we can
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divide it by the thickness of one monolayer ∆z ∼ 3 A˚. Taking a reasonable value
for the dephasing rate, γ = 3× 1013 s−1[76], the bulk weak-field susceptibility χ(3)3D ∼
0.37 (1/B(T )) esu = 5× 10−9 (1/B(T )) m2/V2. Here the magnetic field is measured
in tesla. This is by far the strongest nonlinearity as compared to any material we
know. Of course for a monolayer graphene the notion of bulk susceptibilities does
not make much sense and we use it only for comparison with bulk materials. All
results below contain only the 2D (surface) susceptibilities.
When the incident fields increase in intensity, they start affecting populations on
each level. In this case Eqs. (2.25) have to be solved together with the equations for
diagonal components of the density matrix. Introducing phenomenological transition
times Tij between levels i and j, we can write these equations as
dn1
dt
=
n2
T21
+
n3
T31
+
n4
T41
− i (Ω21σ12 − Ω12σ21 + Ω41σ14 − Ω14σ41)
dn2
dt
=
n3
T32
+
n4
T42
− n2
T21
− i (Ω12σ21 − Ω21σ12 + Ω32σ23 − Ω23σ32)
dn3
dt
=
n4
T43
− n3
T32
− n3
T31
− i (Ω23σ32 − Ω32σ23 + Ω43σ34 − Ω34σ43)
n1 + n2 + n3 + n4 = 1. (2.29)
It is convenient to normalize incident fields by their saturation values which determine
the field strength at which the population at a given transition becomes significantly
perturbed:
Es21 =
h¯
√
γ21/T21
µ21
; Es32 =
h¯
√
γ32/T32
µ32
; Es41 =
h¯
√
γ41/T41
µ41
. (2.30)
Then the corresponding saturation Rabi frequencies are given by Ωsnm =
√
γnm/Tnm.
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We then introduce the dimensionless fields x, x′, and y as
x = Ω21/Ω
s
21; x
′ = Ω32/Ωs32; y = Ω41/Ω
s
41. (2.31)
For estimation, we can simply assume that the relaxation times Tnm are the same,
Tnm ∼ T . Then the solution to the density matrix equation of motion depends on
the fields through only two dimensionless factors x and y. In particular, the scaling
Eq. (2.28) for χ(3)(ω3) becomes
χ(3)(ω3) ∼ Nµ43µ˜41µ˜32µ˜21
(h¯γ)3
× f(x, y), (2.32)
where f(x, y) is a function of x and y shown in Fig. 2.4. It equals to 3 when incident
fields are weak (x, y  1), and quickly decreases as x and y become greater than one.
The electric field of the generated signal is determined by the nonlinear polarization
 
 
f(x, y) 
x
y
f(x,y)
Figure 2.4: Contour plot of f(x, y) as a function of normalized pump fields x and y.
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~P (3)(ω3). From Maxwell’s equations and neglecting the depletion of the pump fields,
one can obtain
∂ ~E
∂z
= i
2piω
c
~P
(3)
3D , (2.33)
where ~P
(3)
3D is the 3D polarization(an average dipole moment per unit volume). For
a thin layer of graphene one can integrate Eq. (2.33) over the thickness of the layer
and obtain
E3(ω3) = i · 2piω3
c
χ(3)(ω3)E1(E
∗
2)
2, (2.34)
where χ(3) is a 2D susceptibility. The magnitude of | ~E3| grows with the pump at
small pump intensities and decays at high intensities because of the decrease in χ(3).
It reaches a maximum at x = 2.6, y = 1.56. Of course, these particular numbers
depend on the relative values of the relaxation times between the Landau levels.
However, the general conclusion that the maximum nonlinear signal is reached when
the pump fields are of the order of the saturation values remains true. For fixed
x, y ∼ 1, χ(3) scales with the magnetic field as B−1, whereas E ∼ Esat ∼
√
B. As a
result, from Eq. (2.34), the maximum nonlinear signal scales with the magnetic field
as
|Emax3 | ∼ ω3χ(3)(ω3)|Esat|3 ∼
√
B
1
B
· (
√
B)3 ∼ B. (2.35)
If we define intensity as I = c|E|2/8pi, the intensity of the generated signal is related
to the incident field intensities as
I3(ω3) =
(
16pi2ω3
c2
)2
|χ(3)|2I1(ω1)(I2(ω2))2. (2.36)
Fig. 2.5(a) shows the plot of I3 as a function of the pump intensity I2 when the second
pump intensity I1 is tied to I2 by the optimal condition y = (1.56/2.6)x = 0.6x. The
conversion efficiency in the magnetic field of 1-10 T is I3/I2 ∼ 10−5 − 10−6. This
42
(a)                                                                                    (b) 
1T 
2T 
3T 2T 
1T 
3T 
Figure 2.5: (a) Intensity of the 4-wave mixing signal as a function of the intensity
of the pump field E2 normalized by I0 = c|Esat|2/8pi ' 2.2× 105 W/cm2. The value
of I0 is the saturation intensity of the transition 1-2 calculated at B = 1 T and
assuming that 1/T = γ = 3×1013 s−1. I1 is set to satisfy y = 0.6x. (b) Enlargement
of (a) near the origin, which shows the intensity of the 4-wave mixing signal for a
weak pump field.
trend is reversed for a small incident pump intensity, when χ(3) ∼ 1/B and f(x, y)
is nearly a constant. As a result, for weak pumps I3 is higher in a smaller magnetic
field, as illustrated in Fig. 2.5(b), which is the enlargement of Fig. 2.5(a) near the
origin.
The very last term on the right-hand side of Eq. (2.26) that we previously omitted
describes another interesting nonlinear process: stimulated Raman Stokes scattering
of the pump field E1(ω1) into the field E3(ω3); see Fig. 2.6. Note that this term does
not depend on the second pump field E2(ω2); therefore for this section we can put
E2 = 0. In this case the amplitude of the off-diagonal density matrix element σ43,
which determines the optical polarization at the frequency of the nonlinear signal,
43
becomes
σ43 =
(
Ω43
iΓ43
n43 +
|Ω41|2Ω43
i3Γ43Γ∗31Γ∗41
n41
)
/
(
1 + |Ω41|2/(Γ43Γ∗31)
)
. (2.37)
Here the complex detuning at the difference frequency is given by Γ31 = γ31 +
i(ω31 − ω1 + ω3), whereas other detunings are still Γ41 = γ41 + i(ω41 − ω1) and
Γ43 = γ43 + i(ω43 − ω3). Since the polarization P (ω3) is proportional to the field E3,
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Figure 2.6: Raman Stokes scattering of the incident field E1 into the signal E3.
the small-signal solution to the wave equation Eq. (2.33) has an exponential form,
E3 = E0 exp (gz), where g is given by
g =
2piω3N3Dµ43µ˜43
h¯cΓ43
(
n43 − |Ω41|
2
Γ∗31Γ∗41
n41
)
1
(1 + |Ω41|2/(Γ43Γ∗31))
, (2.38)
and N3D = 2/(∆zpil
2
c) is the volume density of electrons in a layer of thickness ∆z.
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The real part of g gives the spectrum of the Raman gain. It is similar to the one
derived for resonant Raman lasers in atomic and quantum-well systems [85, 86]. The
gain peaks at the frequency of the two-photon resonance ω1 − ω3 = ω31. Its peak
value increases when the pump frequency is tuned closer to the one-photon resonance
ω1 = ω41.
To estimate the maximum gain, we assume exact resonance for the pump and
Stokes fields with corresponding transition frequencies ω41 and ω43, and take all
dephasing rates to be the same, so that Γij ∼ γ. Then the gain factor is simplified
to
g∆z ∼ 4ω3µ
2
43
h¯γcl2c
(
n43 +
|Ω41|2
γ2
n14
)
/
(
1 + |Ω41|2/γ2
)
. (2.39)
For a weak pumping |Ω41|2  γ2, all population stays in the ground state of the
system, n14 ∼ 1 and n43 ∼ 0. Then the maximum gain becomes
g∆z ∼ 4ω3µ
2
43
h¯γcl2c
|Ω41|2
γ2
. (2.40)
When expressed in usual dimensions cm/W for comparison with other materials, the
Raman gain coefficient is really huge: around 20 cm/W in the magnetic field of 1
Tesla, and assuming γ = 3× 1013 s−1. This is many orders of magnitude higher gain
than the one reported for resonant intersubband Raman scattering in conventional
2D semiconductor systems: asymmetric coupled quantum well systems or quantum
cascade lasers [85, 86, 87, 88, 89].
For a stronger pump field, effects of the optical pumping and saturation become
important. From the structure of the gain expression Eq. (2.39), it is clear that the
gain reaches a maximum value when the pump field is of the order of the saturation
value. This is a generic property of all resonant nonlinearities. For even higher fields,
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Figure 2.7: (a) Population differences as functions of the normalized pump field. (b)
Gain g∆z for one monolayer of graphene as a function of the normalized pump field
in the magnetic field B = 1 T. Solid line: the total gain, dashed line: only the Raman
part assuming n43 = 0.
the gain drops due to a decrease in n14 and an additional power-broadening term
1+ |Ω41|2/γ2 in the denominator. Using the same notation as in the previous section,
we define the saturation field Es41 = h¯
√
γ41/T41/µ41 and the dimensionless pump field
x = E1/E
s
41. Taking all relaxation times to be the same, Tij ∼ T , all population
differences and the gain factor can be calculated analytically. They are shown in
Fig. 2.7 as functions of the normalized pump field. Note that for our choice of equal
relaxation rates, the optical pumping to the upper state 4 results in the population
inversion on the signal transition: n43 > 0. This leads to an additional contribution
to the gain, as is clear from comparing the total gain and the Raman contribution.
The peak gain of about 2 % is amazingly high for just one monolayer of the material.
By stacking several layers and placing the system in a high-Q THz laser cavity one
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can achieve a THz Raman laser with emission wavelength tunable by a magnetic
field.
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3. GENERATION OF ENTANGLED PHOTONS IN GRAPHENE∗
To date, the most widely used method of generating entangled photons is based
on spontaneous parametric down-conversion (SPDC) in a nonlinear crystal possess-
ing a second-order nonlinearity [90][91]. In this process, a photon from a strong
pump field at frequency ωp splits into two signal photons, ωp = ω1 +ω2 which can be
entangled in polarization, frequency, and wave vector. Entanglement in the polariza-
tion degree of freedom is the most convenient one for applications. Another way to
generate quantum-correlated photons through a parametric nonlinear optical process
is spontaneous four-wave mixing (SFWM) in the optical fibers, in which two pump
photons are converted into two signal photons, 2ωp = ω1 +ω2, utilizing a third-order
nonlinearity of silica [92]. This process is obviously compatible with fiber communi-
cation technologies, although it does not directly lead to polarization entanglement.
In order to achieve the latter, one needs to use two pumps with crossed polariza-
tions and apply additional signal processing. In both SPDC and SFWM processes,
the photon pair production efficiency is very low. An alternative approach utilizing
the radiative decay of biexcitons in semiconductor quantum dots [93, 94, 95] allows
photon pairs to be generated on demand but requires cooling down to liquid helium
temperatures.
Graphene has unique electronic and optical properties stemming from linear,
massless dispersion of electrons near the Dirac point and the chiral character of
electron states[14, 22]. Magnetooptical properties of graphene and thin graphite
layers are particularly unusual, showing multiple absorption peaks and unique selec-
∗Reprinted with permission from Generation of Entangled Photons in Graphene in a Strong
Magnetic Field by Mikhail Tokman, Xianghan Yao, and Alexey Belyanin, 2013. Phys. Rev. Lett.,
vol. 110, pp. 077404, Copyright [2013] by the American Physical Society.
48
tion rules for transitions between Landau levels [66, 60, 67, 69]. Recent progress in
growing high-quality epitaxial graphene and graphite with high room-temperature
mobility and strong magnetooptical response attracted a lot of interest and paved
the way to new applications in the infrared optics and photonics [70, 71, 72]. The
time is ripe to explore the nonlinear optical properties of a magnetized graphene
and their applications. We have recently shown that graphene placed in a mag-
netic field posesses perhaps the highest infrared optical nonlinearity among known
materials [67]. Here we argue that an extremely strong nonlinearity of graphene in
combination with its unique selection rules open new avenues for generation of the
nonclassical light states, in particular polarization-entangled photons[96].
3.1 Heisenberg density operator
The density-matrix formalism in the previous chapter is written in the Schro¨dinger
picture. In order to study quantum optics phenomenon in graphene material, it is
more convenient to rebuild the formalism in the Heisenberg picture. Consider elec-
trons on discrete energy levels described by stationary states |m〉 and energy levels
Wm. After introducing creation and annihilation operators of electrons
aˆ†m|0〉 = |m〉, aˆn|n〉 = |0〉, (3.1)
one can define the density operator as
pˆimn = aˆ
†
naˆm, (3.2)
which obeys the commutation relations [pˆipq, pˆimn] = (pˆimpδnq − δmppˆiqn). For the
problem of the electromagnetic wave propagation in a continuous medium, it is more
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convenient to deal with a coordinate-dependent density operator defined as
ρˆmn(~r, t) =
1
∆Vr
∑
j
aˆ†j,n(t)aˆj,m(t), (3.3)
where the index j numerates individual electrons and the summation is carried over
all electrons within a small volume ∆Vr in the vicinity of a point with radius-vector ~r.
Assuming that the operators in different points of space commute with each other,
the commutation relations of the coordinate-dependent density operator becomes
obvious:
[ρˆqp(~r), ρˆmn(~r
′)] = δ(~r − ~r′) (ρˆmpδqn − δmpρˆqn(~r)) . (3.4)
One can then write down the Heisenberg operator of any physical quantity x(~r, t) as
xˆ = xnmρˆmn(~r, t). (3.5)
For example, the optical polarization is then given by Pˆ(~r, t) = dnmρˆmn where dmn
is the dipole moment matrix element. The evolution function of Heisenberg density
operator is then described by the master equation:
˙ˆρmn = −
i
h¯
(
hˆmvρˆvn − ρˆmvhˆvn
)
+ Rˆmn(ρˆmn). (3.6)
Here
hˆnm = Wnδnm − dnmEˆ(~r, t)
is the matrix element of Hamiltonian operator Hˆ = hˆnmaˆ
†
naˆm, which describes the
interaction with electric field in dipole approximation. Rˆmn is the relaxation operator,
which can be simply defined as Rˆm6=n = −γmnρˆmn. If we take random noise into
consideration, one can simply add the Langevin noise operator Fˆmn into the evolution
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equation.
˙ˆρmn = −
i
h¯
(
hˆmvρˆvn − ρˆmvhˆvn
)
+ Rˆmn(ρˆmn) + Fˆmn. (3.7)
The random noise operator satisfies Fˆmn = Fˆ
†
nm and 〈Fˆmn〉 = 0. This evolution
equation will play important role in studying the mechanics of polarization-entangled
photon generation in graphene material.
In order to find commutation and correlation relations for the noise operators,
we start from Eq. (2) which can be rewritten as
[ρˆmn(r), ρˆnm(r
′)] = [ρˆmn(r), ρˆ†mn(r
′)] = δ(r− r′)(ρˆnn(r)− ρˆmm(r)). (3.8)
From Eqs. (4) and (5) one can obtain the commutation relation
[Fˆmn(r, t), Fˆ
†
mn(r
′, t′)] = 2γmn(ρˆnn − ρˆmm)δ(t− t′)δ(r− r′) (3.9)
We will also need a similar relation for the spectral components of the noise operator,
Fˆmn(t, r) =
∫ ∞
−∞
Fˆω;mn(r)e
−iωtdω, Fˆ−ω;mn = Fˆ †ω;nm, (3.10)
which immediately follows from Eqs. (6) and (7):
[Fˆω;mn(r), Fˆ
†
ω′;mn(r
′)] =
γmn
pi
(ρˆnn − ρˆmm)δ(ω − ω′)δ(r− r′) (3.11)
The correlation function of the spectral components of the noise operator can be
derived if we recall that for any stationary random delta-correlated process x(r, t)
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the spectral components of its Heisenberg operator satisfy the relation [97]
1
2
〈xˆ†ω′(r′)xˆω(r) + xˆω(r)xˆ†ω′(r′)〉 =
1
2
∑
n,m
〈ρˆnn + ρˆmm〉|xmn|2δ(ωmn−ω)δ(ω−ω′)δ(r− r′)
(3.12)
where ωmn = (Wm −Wn)/h¯ and we assumed a negligible level broadening. Using
Eqs. (3) and (4), one can obtain
xˆω =
∑
m,n
xnmFˆω;mn
i(ωmn − ω) + γmn . (3.13)
Taking into account Eq. (10) and the relationship
(
γmn
(ωmn − ω)2 + γ2mn
)
γmn→0
→ piδ(ωmn − ω) (3.14)
we obtain from Eq. (9):
〈Fˆ †ω;mn(r′)Fˆω′;mn(r)+ Fˆω′;mn(r)Fˆ †ω;mn(r′)〉 =
γmn
pi
〈ρˆnn+ ρˆmm〉δ(ω−ω′)δ(r−r′) (3.15)
Equations (9) and (12) give the correlation functions for the noise operator:
〈Fˆ †ω;mn(r′)Fˆω′;mn(r)〉 =
γmn
pi
〈ρˆmm〉δ(ω − ω′)δ(r− r′)
〈Fˆω′;mn(r)Fˆ †ω;mn(r′)〉 =
γmn
pi
〈ρˆnn〉δ(ω − ω′)δ(r− r′)
 (3.16)
If the system is in thermal equilibrium, i.e.〈ρˆnn〉/〈ρˆmm〉 = exp (h¯ωmm/kBT ), it follows
from Eq. (12) that the fluctuation component of the polarization δPˆL generated by
the Langevin noise satisfies the fluctuation-dissipation theorem [97, 98]:
1
2
〈δPˆ†L;ω′(r′)δPˆL;ω(r)+δPˆL;ω(r)δPˆ
†
L;ω′(r
′)〉 = h¯
pi
Im[χ(ω)](nT (ω)+
1
2
)δ(ω−ω′)δ(r−r′)
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where
χ(ω) =
1
h¯
∑
m,n
|dnm|2〈ρˆnn − ρˆmm〉
(ωmn − ω)− iγmn
is the linear susceptibility of the medium, nT (ω) = (e
h¯ω/kBT − 1)−1 is the average
number of thermal quanta,
δPˆL;ω =
∑
m,n
dnmFˆω;mn
i(ωmn − ω) + γmn
is the spectral component of the polarization δPˆL.
3.2 Equations for the field operators
For a quasi-monochromatic electric field of a given field mode propagating in a
dispersive medium with refraction index n(ω),
Eˆ = Eˆ0(r, t)e
−iωt+ikz + Eˆ
†
0(r, t)e
−iωt+ikz,
one can introduce an operator of the slowly varying field amplitude Eˆ0(r, t) which
has narrow spectrum, ∆ω  ω and ∆k  k, and is related to the operators of
annihilation and creation of ”photons in a medium” [99] cˆ0 and cˆ
†
0 as
Eˆ0(r, t) = e0E0cˆ0(r, t), Eˆ
†
0(r, t) = e
∗E0cˆ
†
0(r, t),
where e is a unit vector of the polarization of the field and
E0 =
√
4pih¯ω2/
∂(ω2n2)
∂ω
.
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With this normalization of the field operators the energy of the classical field E =
E0e
−iωt+ikz + c.c. in a volume V,
W =
V
4pi
(
∂(ωn2)
∂ω
|E0|2 + |H0|2
)
=
V
4piω
∂(ω2n2)
∂ω
|E0|2,
is transformed into Wˆ = h¯ω(V cˆ†0cˆ0 +
1
2
) after the field quantization. The commu-
tation relation for the field operators reads [cˆ0, cˆ
†
0] =
1
V
. Therefore, these operators
determine the number density of the photons in a certain state |ΨF 〉 of the field as
nPh = 〈ΨF |cˆ†0cˆ0|ΨF 〉. This normalization is more convenient for field propagation
problems than the conventional normalization with [cˆ0, cˆ
†
0] = 1 and cˆ
†
0cˆ0 determining
the operator of the photon number [99].
The equation of motion for the field amplitude operator has the same form as the
wave equation for a classical field amplitude:
(
∂
∂t
+ υgr
∂
∂z
)
cˆ0 =
4piiω2
E0∂(ω2n2)/∂ω
Pˆ0e
∗ (3.17)
Here υgr =
2c2k
∂(ω2n2)/∂ω
is a group velocity. Equation (14) includes all the relevant
effects: the slowly varying polarization amplitude Pˆ0 on the right-hand side includes
nonlinearity, dissipation, and fluctuations, whereas the part of the total optical po-
larization Pˆ(r, t) = dnmρˆmn that describes linear dispersion was separated and gave
rise to the group velocity term on the left-hand side. In a medium with a low op-
tical density one can put υgr = c and n
2 = 1 to recover a standard field equation;
see e.g. [100] . This approach based on calculating the dynamics of the Heisenberg
field envelope operators is better suitable for the field propagation problems than the
Schro¨dinger’s approach of finding the evolution of a two-photon wave function. The
final photon state can be reconstructed after finding the field operators.
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At the boundary zb between the medium and the vacuum, the boundary condition
for the field operator takes the form
cˆ0(zb)|vacuum =
√
υgr
c
cˆ0(zb)|medium (3.18)
which satisfies the conservation of the Poynting flux.
A more realistic field consists of many modes propagating within a paraxial beam
of a cross-sectional area S⊥. If we keep the same notation cˆ0 for the field operators
describing the field amplitude in the beam, their commutator becomes [cˆ0, cˆ
†
0] =
∆j/V where ∆j is the number of modes. The total photon flux density in the beam
is then given by
Q = υgrS⊥〈ΨF |cˆ†0cˆ0|ΨF 〉.
It is convenient to go from a discrete set of modes to a continuous spectral interval
∆ω  ω. The density of states in a volume V is equal to η = V k2/8pi3υgr and
the wave vectors of the modes constituting a beam occupy the solid angle ∆o ≈
4pi2/k2S⊥. As a result, we arrive at the following commutation relations for the
operator of the field amplitude and its spectral harmonics:
[cˆ0, cˆ
†
0] = ∆o∆ωη =
∆ω
2piS⊥υgr
(3.19)
[cˆ0ω′ , cˆ
†
0ω′′ ] =
1
2piS⊥υgr
δ(ω′ − ω′′)
[cˆ0(t
′), cˆ†0(t
′′)] =
δ(t′ − t′′)
S⊥υgr
 (3.20)
Here the spectral decomposition of the field amplitude operator is defined as
cˆ0 =
∫
∆ω
cˆ0ωe
−iωtdω.
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3.3 Parametric generation of entangled photons
B 
Laser 
Pump 
ωLF ωHF 
Figure 3.1: Geometry of the proposed experiment. Two pump fields at frequencies
ωHF and ωLF normally incident on a sheet of graphene placed in a magnetic field B
generate entangled photons with opposite sense of the circular polarization.
The proposed scheme is shown in Figs. 3.1 and 3.2. Here the energies of the
Landau levels for electrons near the Dirac point are given by εn = sgn(n)h¯ωc
√
|n| ,
where n = 0,±1,±2..., ωc =
√
2υF/lc, υF ≈ 106 cm/s the electron Fermi velocity,
and lc =
√
h¯c/eB the magnetic length. We assume that the graphene is biased
or doped so that the Fermi level is between the states with n = -2 and n = -1,
i.e. the state n = -2 is occupied and the states above are empty in the absence of
pumping. Two incident strong pump fields at frequencies ωHF and ωLF resonant to
the transitions from n = -2 to n = 1 and from n = -2 to n = -1 respectively, generate
two signal fields with opposite sense of the circular polarization at frequencies ω(−)
and ω(+) that are close to resonance with transitions from n = -1 to 0 and from n =
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0 to 1. The transition frequencies are easily tunable with a magnetic field.
ωHF, RHS 
ωLF , RHS 
ω(+), LHS 
Δ 
E 
|p| 
νF|p| 
n= 1 
n= 0 
n= 2 
n= -1 
n= -2 
ħωc 
-ħωc 
2ħωc 
- 2ħωc 
0 

1

2

3

4
ω(-), RHS 
Figure 3.2: Energy levels and optical transitions involved in resonant parametric
generation of entangled photons in graphene. Left: Landau levels near the Dirac
point superimposed on the linear electron dispersion without the magnetic field.
Right: A scheme of the entangled photon generation process in the four-level system
of LLs with energy quantum numbers n = -2, -1, 0, 1 that were renamed as states
1,2,3, and 4 for convenience of notation. Right-hand side (RHS) or left-hand side
(LHS) circular polarization of light indicated on the figure corresponds to the allowed
transitions.
The polarizations for the allowed transitions are indicated in Fig. 3.2. Here LHS
and RHS denote left-hand and right-hand circularly polarized light with polarization
vectors in the (x,y) plane of the graphene defined as e(∓) = (x0 ∓ iy0) /
√
2, respec-
tively. Peculiar selection rules for graphene, ∆|n| = ±1 as opposed to ∆n = ±1
for electrons with usual parabolic dispersion, allow transitions with a large change
in the principal quantum number n, such as the transition from n = -2 to 1. The
dipole matrix elements of the allowed transitions dmn ∼ h¯eυF/(εn − εm) grow fast
(∼ λ) with increasing wavelength, and reach a large magnitude of ∼ 1-10 nm in the
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mid/far-infrared range; e.g. |d|/e = 5 nm at λ = 10 µm. This enables extremely
high resonant third-order nonlinearity [67]. Note also that the states n = -1, 0, and 1
have low population when the intensities of the optical pumps are below saturation.
These factors lead to a high rate of photon generation and high signal to noise ratio
of entangled photons. In the four-wave mixing process depicted in Fig. 3.2, the total
field consists of the four waves,
Eˆ =
(
e(+)EHF e
−iωHF t+ikHF z + e(+)ELF e−iωLF t+ikLF z + c.c.
)
+
(
e(+)E(+)e
−iω(+)t+ik(+)z + e(−)E(−)e−iω(−)t+ik(−)z + h.c.
)
(3.21)
in which two classical pump fields at high and low frequencies (denoted as HF and LF)
are resonant to the corresponding transitions between the Landau levels, ωHF = ω41
and ωLF = ω21, whereas two signal fields are described by the operators and their
frequencies may have a small detuning, ω(+,−) = ω43,32 ∓ ∆,∆  ω(+,−) satisfying
the frequency-matching condition ωHF = ωLF + ω(+) + ω(−).
The density-matrix equations for the electrons in linear approximation with re-
spect to weak signal fields can be derived as:
∂ηˆ(−)
∂t
+ (i∆ + γ(−))ηˆ(−) − i(Ωˆ(−)(ηˆ33 − ηˆ44) + ΩHF ηˆ†31 − ηˆ42Ωˆ†(+)) = Fˆ(−) ≡ Fˆ43
∂ηˆ(+)
∂t
+ (−i∆ + γ(+))ηˆ(+) − i(Ωˆ(−)(ηˆ22 − ηˆ33) + Ωˆ†(−)ηˆ42 − ηˆ31Ω∗LF ) = Fˆ(+) ≡ Fˆ32
∂ηˆ42
∂t
+ γ42ηˆ42 − i(ΩHF ηˆ†21 − ηˆ41Ω∗LF ) = Fˆ42
∂ηˆ31
∂t
+ (−i∆ + γ31)ηˆ31 − i(Ωˆ†(−)ηˆ41 + Ωˆ(+)ηˆ21 − ηˆ(+)ΩLF − ηˆ†(−)ΩHF ) = Fˆ31
∂ηˆ41
∂t
+ γ41ηˆ41 − iΩHF (ηˆ11 − ηˆ44) = Fˆ41
∂ηˆ21
∂t
+ γ21ηˆ21 − iΩLF (ηˆ11 − ηˆ22) = Fˆ21. (3.22)
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Here
ρˆ41,21,42 = ηˆ41,21,42e
−iω41,21,42t, ρˆ32,43 = ηˆ(+,−)e−i(ω32,43∓∆)t, ρˆ31 = ηˆ31e−i(ω31−∆)t,
ΩHF =
d∗14EHF
h¯
,ΩLF =
d∗12ELF
h¯
, Ωˆ(+,−) =
d∗(+,−)Eˆ(+,−)
h¯
.
The optimal conditions for the entanglement are realized when the Fermi level is
close to the state 1 ( n = -2 ) and the populations for all higher-lying states m > 1
are low. This is possible when the thermal excitations are low, kBT  h¯ωc and the
Rabi frequencies of the pump fields are below saturation: |ΩHF,LF |  〈γ〉. Here we
assume for simplicity that all scattering rates γmn are of the same value 〈γ〉. The
latter assumption can be easily dropped once the relaxation rates are known for any
particular sample. If, in addition, the detuning is sufficiently large, 〈γ〉  ∆, the
populations of the excited states with m > 1 are mostly due to the Langevin noise
terms Fˆ(+,−) in Eqs. (3.22) and Raman scattering of the pump into the signal photons
can be neglected. Solving the density-matrix equations in the steady state and
neglecting the terms of the order of (〈γ〉/∆)2, we arrive at the following expression
for the operator of the polarization amplitude at the frequency of the signal fields:
Pˆ(+,−) = e(+,−)d(+,−)ηˆ(+,−) ≈ e(+,−)
(
χEˆ†(−,+) ∓ i
d(+,−)Fˆ(+.−)
∆
)
(3.23)
where
χ =
Nd(+)d(−)
h¯∆
(γ21 + γ41)ΩHFΩ
∗
LF
γ21γ41γ42
∼ Nd
2
h¯∆
Ω2p
〈γ〉2 (3.24)
and we denoted Ω2p = ΩHFΩ
∗
LF and d = h¯eυF/ω32. Using the polarization (Eq. 3.23)
as a source in Eqs. (3.17), we obtain the following coupled equations for the signal
59
field operators: (
∂
∂z
+
1
υgr
∂
∂t
)
cˆ(+) = iκcˆ
†
(−) + Gˆ(+)(
∂
∂z
+
1
υgr
∂
∂t
)
cˆ†(−) = −iκ∗cˆ(+) + Gˆ†(−)
 , (3.25)
where the coefficient of the parametric coupling is κ = 2piχ
〈ω〉2
c2〈k〉 and the noise term
Gˆ(+,−) = ∓2pii 〈ω〉
2
c2〈k〉
d(+,−)Fˆ(+,−)
E0∆
;
we neglected the small difference between the central frequencies of the signal fields
in the pre-factors, assuming ω(+) = ω(−) = 〈ω〉 and 〈k〉 = 〈ω〉/c.
The noise terms are described by the correlation functions
〈Gˆ†ω′(+,−)(z′)Gˆω(+,−)(z)〉 = Γ(+,−)
γ(+,−)
∆
1
2piS⊥υgr
δ(ω′ − ω)δ(z − z′)
〈Gˆω(+,−)(z)Gˆ†ω′(+,−)(z′)〉 = Γ˜(+,−)
γ(+,−)
∆
1
2piS⊥υgr
δ(ω′ − ω)δ(z − z′)
 (3.26)
where the factors
Γ(+,−) = 2pi
〈ω〉2
c2〈k〉
N4,3|d(+,−)|2
h¯∆
, Γ˜(+,−) = 2pi
〈ω〉2
c2〈k〉
N3,2|d(+,−)|2
h¯∆
(3.27)
are of the order of the parametric coupling terms:
Γ(+,−) ∼ Γ˜(+,−) ∼ 〈ω〉
2
c2〈k〉
Nd2
h¯∆
Ω2R
〈γ〉2 ∼ |κ|. (3.28)
Going from Eq. (3.16) to Eq. (3.26), we made the substitution δ(r−r′)→ δ(z−z′)S−1⊥
corresponding to a beam of rays with a fixed transverse cross-section.
Equations (3.25) are convenient to solve in terms of the spectral components of
60
the field amplitude operators:
(
∂
∂z
− i ω
υgr
)
cˆω(+) = iκcˆ
†
ω(−) + Gˆω(+)(
∂
∂z
− i ω
υgr
)
cˆ†ω(−) = −iκ∗cˆω(+) + Gˆ†ω(−)
 . (3.29)
Here ω is a small detuning from the central frequency ω(+) or ω(−). The solution
to Eq. (3.29) can be immediately obtained in the form
 cˆω(+)
cˆ†ω(−)
 =
 1
Kx
(uˆω,XeiqX(ω)z + ∫ z
0
e−iqX(ω)(ξ−z)fˆω,Xdξ
)
+
 1
KO
(uˆω,OeiqO(ω)z + ∫ z
0
e−iqO(ω)(ξ−z)fˆω,Odξ
)
(3.30)
where
qO,X =
ω
υgr
± i|κ|, KO,X = ±ie−iΘ, κ = |κ|eiΘ. (3.31)
The expression (3.30) is a sum of two modes denoted by O and X, one of which is
unstable. The operators uˆω,X and uˆω,O are expressed through the operators of the
incident field at the boundary of the graphene layer z = 0. Taking into account the
boundary condition (3.18), we obtain
uˆω,X =
√
c
υgr
 cˆω(+)(0)
2
− cˆ
†
ω(−)(0)
2i
eiΘ

uˆω,O =
√
c
υgr
 cˆω(+)(0)
2
+
cˆ†ω(−)(0)
2i
eiΘ


, (3.32)
The Langevin noise source terms for the O and X modes are given by
fˆω,X =
Gˆω(+)
2
− Gˆ
†
ω(−)
2i
eiΘ, fˆω,O =
Gˆω(+)
2
+
Gˆ†ω(−)
2i
eiΘ (3.33)
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The solution for the fields after propagating through a layer of thickness L be-
comes
cˆω(+)(L) = e
iω z
υgr (cosh(|κ|L)cˆω(+)(0)− ieiΘ sinh(|κ|L)cˆ†ω(−)(0))
+
√
υgr
c
∫ L
0
e
i
ω(z−ξ)
υgr (cosh(|κ|(L− ξ))Gˆω(+)(ξ)
− ieiΘ sinh(κ(L− ξ))Gˆ†ω(−)(ξ))dξ,
cˆω(−)(L) = e
−iω z
υgr (cosh(|κ|L)cˆω(−)(0)− ieiΘ sinh(|κ|L)cˆ†ω(+)(0))
+
√
υgr
c
∫ L
0
e
−iω(z−ξ)
υgr (cosh(|κ|(L− ξ))Gˆω(−)(ξ)
− ie2iΘ sinh(κ(L− ξ))Gˆ†ω(+)(ξ))dξ,
(3.34)
In the optimal limit of |Ωp|  〈γ〉  ∆, the terms containing the noise operator Gˆ
can be neglected and the solution for the fields exiting a layer of thickness L takes a
particularly simple form after taking an inverse Fourier transformation:
cˆ(+)(L, t) = cosh(τ)cˆ(+)
(
0, t− L
υgr
)
− ieiθ sinh(τ)cˆ†(−)
(
0, t− L
υgr
)
cˆ(−)(L, t) = cosh(τ)cˆ(−)
(
0, t− L
υgr
)
− ieiθ sinh(τ)cˆ†(+)
(
0, t− L
υgr
)
 . (3.35)
where τ = |κ|L.
Equations (3.34) and (3.35) clearly show the emergence of quantum correlations
between the signal photons. In particular, consider the boundary condition at z = 0
corresponding to a completely uncorrelated state of vacuum fluctuations within the
spectral bandwidth ∆ω. It is convenient to define it through the relation
cˆ†0ω′′ cˆ0ω′ = cˆ
†
S cˆS[cˆ0ω′ , cˆ
†
0ω′′ ] (3.36)
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where cˆS, cˆ
†
S are Schroedinger operators acting on the initial state |0〉 and normalized
according to [cˆS, cˆ
†
S] = 1. Using Eq. (3.36) together with Eq. (3.20) one can obtain
from Eq. (3.35) that the photon fluxes in two signal fields exiting the layer at z = L
are completely correlated:
〈0|Qˆ(+)(L)|0〉 = 〈|Qˆ(−)(L)|0〉 = ∆ω
2pi
sinh2 τ
〈0|(Qˆ(+)(L)− Qˆ(−)(L))2|0〉 = 0
 (3.37)
Here Qˆ(+,−)(L) = cS⊥cˆ
†
(+,−)(L)cˆ(+,−)(L) are operators of the photon fluxes. The sec-
ond equation in (3.37) corresponds to the Manley-Rowe relations for the parametric
process. It also follows from Eq. (3.35) that the system could be used to amplify the
light with nonclassical statistics of exchange the statistical properties between (+)
and (−) photons.
If noise is taken into account, the result in Eq. (3.37) gets modified to
〈0|Qˆ(+)(L)|0〉 ≈ ∆ω
2pi
×(
sinh2 τ +
γ(+)
∆
Γ(+)(sinh 2τ + 2τ) +
γ(−)
∆
Γ˜(−)(sinh 2τ − 2τ)
4|κ|
)
,
〈0|Qˆ(−)(L)|0〉 ≈ ∆ω
2pi
×(
sinh2 τ +
γ(−)
∆
Γ(−)(sinh 2τ + 2τ) +
γ(+)
∆
Γ˜(+)(sinh 2τ − 2τ)
4|κ|
)
. (3.38)
From these formulas one can see that the noise contribution can be neglected
if ∆  〈γ〉 provided the parametric gain is high enough: τ ≥ 1. For a weak
amplification τ  1 the condition for a large signal to noise ratio is more stringent:
∆  〈γ〉/τ . The behavior of the parametric gain τ per monolayer as a function
of the detuning and the pump field intensity is illustrated in Figs. 3.3 and 3.4.
If this condition is not satisfied or if one of the states 2, 3, or 4 acquires a large
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population, then in the steady state the noise is always comparable to or greater
than the signal. In this case, the entangled photons can be generated only in the
pulsed regime during the time of the order of a few relaxation times 1/γ. This is
usually the case in resonant schemes of entanglement in atomic vapors[101][102].
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Figure 3.3: Parametric gain τ per monolayer of graphene as a function of normalized
detuning of the signal fields ∆/〈γ〉 for the pump field intensity |Ωp| = 0.1〈γ〉.
The above analytic results were derived in the limit of |Ωp|  〈γ〉  ∆. In
the general case the equations can be solved numerically, including the effects of the
optical pumping of electrons to excited states and optical saturation. The resulting
parametric gain τ per one monolayer of graphene is plotted in Figs. 3.3 and 3.4 as a
function of the frequency detuning and the pump intensity. As seen from the figures,
the magnitude of τ is around 0.01 for ∆ ∼ 10γ ∼ 100Ωp. To increase the value of
τ for a higher rate of the twin photon generation, one can use a stack of graphene
monolayers or a thin layer of graphite. Recent studies have demonstrated that a
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Figure 3.4: Parametric gain τ per monolayer of graphene as a function of normalized
strength of the pump field |Ωp|/〈γ〉 for the detuning ∆ = 10〈γ〉.
graphite layer consisting of ∼ 100 monolayers maintains high carrier mobility and
graphene-like Landau levels near the H-point of the 3D Brillouin zone of graphite
[70, 71]. The optimal thickness is a tradeoff between the pump absorption and the
desired output photon flux.
In conclusion, we show that graphene placed in a magnetic field can serve as an
efficient, tunable source of polarization-entangled photons in the mid/far-infrared
frequency range. The proposed scheme can operate at high temperatures if the mag-
netic field is high enough to prevent thermal excitations, kBT  h¯ωc. A thin layer of
graphene can be easily integrated with semiconductor laser chips and optoelectronic
circuits to make a compact setup. A similar mechanism of entangled photon gener-
ation could exist in other materials which show a massless dispersion, for example
topological insulators. We hope that our results will stimulate active experimental
research in this area at the intersection of quantum optics, materials science and
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information technology.
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4. DIFFERENCE FREQUENCY GENERATION OF TERAHERTZ SURFACE
PLASMONS∗
Graphene exhibits many interesting electronic properties because of its chiral
symmetry and gapless linear spectrum of free carriers near the Dirac point. In
recent years, graphene has also been recognized as a promising broadband opto-
electronic material in the infrared (IR) and terahertz (THz) region, especially when
utilizing a surface plasmon resonance [51, 52, 63]. A surface plasmon is a collective
mode of coupled charge-density and field oscillations at an interface between a free-
carrier system and a dielectric or vacuum. Surface plasmons guided by graphene are
expected to have low losses and be highly tunable by gating and doping, making
graphene an attractive alternative to metal plasmonics. Surface states in certain
topological insulators (TIs) have a massless Dirac-cone electron dispersion at low
energies with a slope similar to that in graphene. They provide a potentially even
more interesting host medium for surface plasmons due to lower scattering rates of
two-dimensional (2D) surface electrons that are topologically protected from scat-
tering on non-magnetic impurities [31]. In particular, Bi2Se3 has a large bulk band
gap of about 0.3 eV, suitable for THz and mid-infrared plasmonics, and a tunable
Fermi level which can be put within the bulk gap [64]. The combination of high-
ly efficient light-matter interaction, relatively long propagation distances, and tight
confinement of surface plasmons in graphene and TIs promises interesting applica-
tions including compact room-temperature THz sources for imaging, spectroscopy
and telecommunications; integrated photonic circuits; THz modulation of telecom
∗Reprinted with permission from Efficient Nonlinear Generation of THz Plasmons in Graphene
and Topological Insulator by Xianghan Yao, Mikhail Tokman, and Alexey Belyanin, 2014. Phys.
Rev. Lett., vol. 112, pp. 055501, Copyright [2014] by the American Physical Society.
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signals, and compact THz sensors. Furthermore, optical methods [44] may provide
a better access to characterization and manipulation of massless fermion states than
transport measurements that are affected by conductivity in the bulk.
4.1 Surface plasmon resonance in 2D Dirac fermion systems
In the absence of an external magnetic field, the linear electric susceptibility of
monolayer graphene can be calculated using Keldysh’s Green function(Eq. 1.20). One
can obtain the same result using the 1st-order solution of density matrix element.
Recall that in the absence of magnetic field, the effective Hamiltonian of monolayer
graphene near Dirac point is given by
Hˆk = h¯υF
 0 kx + iky
kx − iky 0
 = h¯υF ~ˆσ · ~k; (4.1)
with eigenfunction and eigenvalue:
ψs,~k(~r) =
1√
2L
exp(i~k · ~r)
 s
eiθ(
~k)
 ;
εs,~k = s · h¯υF |~k|, (4.2)
where L2 is the area of graphene, θ(~k) is the angle of wave vector ~k in momentum-
plane, and s denotes the band(s = +1 for conduction band, s = −1 for valance
band). For a given electric field ~E = eˆE(ω)eiqx−iωt, the interaction Hamiltonian is
simply
Hˆint =
ieυF
ω
~ˆσ · ~E,
which is determined by the field and Pauli matrix vector ~σ only. Following the deriva-
tion of Eq. (2.13), one can write down the transition matrix element for monolayer
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Figure 4.1: Interband transition and intraband transition in doped monolayer
graphene.
graphene
〈s,~k|Hˆint|s′, ~k′〉 = ie
ω
~υs~k,s′~k′ · ~E ≡ ~˜µ · ~E, (4.3)
where the velocity operator is defined as ~υs~k,s′~k′ = 〈s,~k|υF~σ|s′, ~k′〉. Typically, the
in-plane wave vector of a optical field is much smaller than electron wave vector, so
that ~k ≈ ~k′. We can further simplify the velocity operator for inter- and intraband
transition (as shown in Fig. 4.1) as:

~υinter = isυF (sin θxˆ+ cos θyˆ);
~υintra = sυF (cos θxˆ− sin θyˆ).
(4.4)
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Similarly, the dipole matrix element is also determined by Pauli matrix only:
~µsk,s′k′ = e · 〈s,~k|~r|s′, ~k′〉 = ih¯e
εs′,k′ − εs,k 〈s,
~k|υF ~ˆσ|s′, ~k′〉. (4.5)
In the limit that the Fermi energy is greater than the plasmon energy (EF > h¯ω/2),
interband transitions are much less efficient than intraband transitions. We can
simplify the calculation by only counting surface polarization resulting from intra-
band transitions. Combine with the 1st-order solution of density matrix element, we
conclude the expression of 2D linear electric susceptibility of graphene
χ
(1)
ij (ω) =
∑
k1,k2
f(k1)− f(k2)
h¯
~˜µ
j
k2,k1
~µik1,k2
(ωk1,k2 − ω)− iγ
. (4.6)
Here χxx = χyy = χ˜ω,q and χxy = χyx = 0. In the limit of ω  υF q,
χ˜ω,q =
g
(2pi)2
e2υF
h¯ω
∫ ∞
0
dk
∫ 2pi
0
dφ
∂f(k)
∂k
kx
cosφ
−iγ + υF q cosφ− ω
= − g
(2pi)2
e2υF
h¯ω
∫ ∞
0
f(k)dk
∫ 2pi
0
dφ
cos2 φ
−iγ + υF q cosφ− ω . (4.7)
ω and q are frequency and x-component of the wave vector in a monochromatic
wave, φ is the angle between the electron momentum and x-axis; γ is the scattering
rate which greatly depends on the material and substrate quality. The degeneracy
factor g is equal to 4 for graphene. f(k) is the Fermi-Dirac distribution function
1/(e(−EF )/kT + 1). The integral in Eq. (4.7) is equal to:
kT
h¯υF
ln (1 + e
2EF
kT )
2pi(ω + iγ)
υ2F q
2
(
1 +
ω − iγ
ω + υF q + iγ
√
1 +
2υF q
ω − υF q + iγ
)
.
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At low temperature, kT
h¯υF
ln (1 + e
2EF
kT ) ≈ 2EF
h¯υF
. Placed on an interface between two
dielectric media with dielectric constants 1 and 2, as shown in the inset to Fig. 1.4,
the monolayer graphene supports TM-mode with non-zero Ex, Ez, and By field com-
ponents. Recall field components are solutions of the Helmholtz equation Eq. (1.23)
with the relationships given by Eq. (1.24), the TM-mode field has the form:
Ex = E±e∓p1,2z, Ez = ±i q
p1,2
E±e∓p1,2z, By = ∓i1,2ω
cp1,2
E±e∓p1,2z. (4.8)
Here ± denotes the field components in the bulk regions z > 0 and z < 0, respec-
tively; p1,2 =
√
q2 − 1,2 ω2c2 determines the inverse confinement length in z-direction.
Given the surface current J with frequency ω and in-plane momentum q in x-direction
on the monolayer graphene sheet, the fields on both sides satisfy the boundary con-
ditions
1Ez(+0)− 2Ez(−0) = 4piq
ω
(J − iωχ˜ω,qEx(0)) ,
Ex(+0)− Ex(−0) = 0.
From here we derive the field amplitude:
E+ = E− = E = −i 4piJ
ω
(
4piχ˜ω,q +
1
p1
+ 2
p2
) . (4.9)
Note that the expression in the denominator is the dispersion equation for surface
plasmon modes guided by monolayer graphene:
D(ω, q) = 4piχ˜ω,q +
1
p1
+
2
p2
= 0. (4.10)
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As a result, when ω and q satisfy the plasmon dispersion relation, i.e. Re[D(ω, q)] =
0, the generated field is greatly enhanced to
E = − J
ωImχ˜ω,q
≈ − 4piqJ
γ(1 + 2)
. (4.11)
Here we used the fact that D(ω, q) = 4piImχ˜ω,q ≈ γω 1+2q when ReD(ω, q) = 0.
The double layer geometry of the kind shown in the inset to Fig. 1.5 supports
two types of surface plasmon modes[62]: symmetric ω+ and antisymmetric ω− (only
the field of the symmetric mode is shown in the inset). The symmetric TM mode is
robust to many-body effects, which is given by:
|z| ≤ d
2
: Ex = E0 cosh p2z;Ez = −i q
p2
E0 sinh p2z;By = +i2ω
p2c
E0 sinh p2z.
|z| > d
2
: Ex = E±e∓p1(z± d2 ), Ez = ±i q
p1
E±e∓p1(z± d2 ), By = ∓i1ω
cp1
E±e∓p1(z± d2 ).
(4.12)
Here ± denotes the field components in the bulk regions z > d
2
and z < −d
2
; 0 denotes
the field inside the two surface layers |z| ≤ d
2
. Given two identical surface currents on
both surfaces, i.e. Jeiqx−iωtδ(z± d
2
), we solve the amplitude of the excited symmetric
field using a similar method:
E+ = E− = E0 cosh
(
p2
d
2
)
,
E0 cosh
(
p2
d
2
)
= −i 4piJ
ω
(
1
p1
+ 2
p2
tanh p2
d
2
+ 4piχ˜ω,q
) , (4.13)
where the dispersion equation of the symmetric plasmon mode appears in the denom-
inator. Again, when ω and q satisfy the plasmon dispersion relation, the generated
field resonates with the plasmon mode and gets greatly enhanced.
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4.2 Difference frequency generation (DFG) process
|1>
|2>
E
k
z
x
y
Eb Ea
Epl
EbEa
(a) (b)
|3>
|2’>
substrate
θaθb
Figure 4.2: (a): Geometry of the DFG process. Two pump fields at frequencies ωa
and ωb incident at angles θa and θb on graphene/TI placed on a substrate generate a
highly confined surface plasmon field Epl at their difference frequency and in-plane
wave vector q = qb− qa. (b): Elementary three-wave-mixing processes involving two
photons and a plasmon coupled to interband and intraband transitions, respectively.
Grey shading indicates filled electron states.
Nonlinear optics of massless Dirac fermions has received little attention so far,
especially in the THz range where many basic devices and components are lack-
ing. Here we show that the difference frequency generation (DFG) in 2D layers of
massless Dirac electrons is an efficient and controllable way of generating surface
plasmons over a broad range of frequencies[103]. Second-order nonlinear processes
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such as DFG are usually assumed to be forbidden in an isotropic medium such as
the plane of a graphene layer. However, the second-order susceptibility χ(2) becomes
non-zero when its spatial dispersion (dependence on photon wave vectors) is taken
into account. In our case the anisotropy is induced by the in-plane wave vectors
of obliquely incident electromagnetic waves. The proposed experiment scheme is
shown in Fig. 4.2(a). This effect is well-known for the DFG of plasma waves in
a bulk isotropic classical plasma. Another second-order nonlinear process, second-
harmonic generation in graphene has been theoretically studied in [104, 105]. Of
course second-order processes are also non-zero for out-of-plane excitations due to
anisotropy between in-plane and out-of-plane directions, which is a property of any
surface. Here we consider only in-plane excitations which yield a much stronger non-
linear effect. We find that the DFG of surface plasmons at the beat frequency of
two obliquely incident or in-plane propagating infrared beams shows a surprisingly
high efficiency over a broad range of frequencies and is widely tunable by varying an
angle of incidence, gating, or doping.
We here study the nonlinear optical excitation of THz surface plasmons, based on
difference frequency generation, in graphene material. First, consider two incident
mid-infrared pump fields at frequencies ωa and ωb linearly polarized in the xz plane
in the geometry shown in Fig. 4.2(a).
E˜ = Eae
iqax−iωat + Ebeiqbx−iωbt + c.c.
For high pump frequencies a purely intraband contribution to the second-order sus-
ceptibility is very small, and the three-wave mixing processes that give the main
contribution to the DFG signal at frequency ω = ωb − ωa are those in which the
pump fields are coupled to the interband transitions and the difference-frequency
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field is coupled to the intraband transitions. For a particular triplet of electron k-
states |1〉, |2〉, |3〉 shown in Fig. 4.2(b), i.e. when the intraband transition is in the
conduction band, one can obtain the following set of density matrix equations from
density-matrix-formalism:
∂σ21
∂t
+ Γ21σ21 = ie1(ρ11 − ρ22) + ie∗2σ31 − ie3σ∗32;
∂σ31
∂t
+ Γ31σ31 = ie3(ρ11 − ρ33)− ie1σ32 + ie2σ21;
∂σ32
∂t
+ Γ32σ32 = ie2(ρ22 − ρ33)− ie∗1σ31 + ie3σ∗21. (4.14)
Here we used the rotating wave approximation assuming
ρ21,31,32 = σ21,31,32e
−iω21,31,32t,
e1,2,3 =
~˜µ21,32,31 · ~Ea,c,b
h¯
,
Γ21,31,32 = γ21,31,32 + i(ω21,31,32 − ωa,b,c).
A similar set of equations can be written for the case when the intraband transition
is in the valence band (i.e. the triplet |1〉, |2′〉, |3〉 shown in Fig. 4.2(b).) From the
second-order solution of density matrix element, we can derive the 2D second-order
nonlinear polarization:
~P (2)(ω) =
∑
1,2,3
~µ23(~˜µ31 · ~Eb)(~˜µ
∗
21 · ~E∗a)/h¯2
γ32 + i(ω32 − ω)
(
f(ε1)− f(ε3)
γ31 + i(ω31 − ωb) +
f(ε1)− f(ε2)
γ21 − i(ω21 − ωa)
)
+
∑
1,2′3
−~µ12′(~˜µ31 · ~Eb)(~˜µ
∗
32′ · ~E∗a)/h¯2
γ2′1 + i(ω2′1 − ω)
(
f(ε1)− f(ε3)
γ31 + i(ω31 − ωb) +
f(ε2′)− f(ε3)
γ32′ − i(ω32′ − ωa)
)
,
(4.15)
where f(k) is the occupation number of a given k-state and k2(k2′) and k3 can
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be expressed through k1 utilizing the selection rules that follow from the matrix
elements of the interaction Hamiltonian: k1 + qb = k3; k1(k2′) + qa = k2(k3). Here
~vαβ = υF 〈α|~σ|β〉 is the matrix element of the velocity operator, ~µαβ = ieυF
ωβα
〈α|~σ|β〉
is the transition dipole matrix moment, ~σ = (σˆx, σˆy) is a 2D Pauli matrix-vector,
and ωαβ = (ε(kα) − ε(kβ))/h¯ is the energy difference between electron states |α〉
and |β〉. ~˜µαβ is defined as ieυFω 〈α|~σ|β〉, which is the interaction Hamiltonian matrix
element. We can then directly write down the corresponding second-order nonlinear
susceptibility
χ
(2)
ijk =
ge2
h¯2ωaωb
∫ d2k1
(2pi)2
{[
f(k1)− f(k3)
ω31 − ωb − iγ +
f(k1)− f(k2)
−ω21 + ωa − iγ
]
µi32v
j
31v
k
12
ω32 − ω − iγ
−
[
f(k1)− f(k3)
ω31 − ωb − iγ +
f(k2′)− f(k3)
−ω32′ + ωa − iγ
]
µi2′1v
j
31v
k
2′3
ω2′1 − ω − iγ
}
, (4.16)
An order of magnitude estimate for χ(2) can be obtained if we take the limit of a
degenerate electron distribution kBT → 0 and assume that ω  υF q, γ and ωa '
ωb ≡ ω¯. Then Eq. (4.16) gives
χ(2)xxx '
e3
8pih¯2
g
qω¯ω
{
pi
2
+ arctan
(
ω¯ − 2υFkF
γ
)}
, (4.17)
where kF is the Fermi momentum. This approximate expression matches well the
low-temperature dependence of the magnitude of χ(2) for graphene shown in Fig. 4.3
as a function of the Fermi energy. With increasing Fermi energy, more states in the
integral in Eq. (4.16) are fully occupied, which leads to a lower χ(2). The value of
|χ(2)| ∼ 10−6 esu is extremely high: if we divide it by a monolayer thickness ∼ 0.3
nm to compare with bulk susceptibilities of other nonlinear materials, we obtain
|χ(2)bulk| ∼ 10−2 m/V, which is four orders of magnitude higher than |χ(2)| measured
at similar wavelengths in asymmetric coupled quantum-well structures[106].
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Figure 4.3: Magnitude of the 2D χ(2)xxx as a function of Fermi energy for a fixed
incidence angle θa = θb = θ = 60
◦ and fixed sum of the incident pump frequencies
ωa + ωb = 400 meV. Red line is the generated plasmon frequency which satisfies the
phase-matching condition and energy conservation at each Ef .
Note that, unlike the situation in a magnetized graphene with a discrete energy
spectrum(Landau levels), here we don’t have strong resonant enhancement of the
nonlinear susceptibility at interband resonances: it is smeared out by integration
over the continuous spectrum of electron momenta, as is clear from Eq. (4.17). Also,
the second-order susceptibility is not affected by plasmon resonance; its large value
is mainly due to large matrix elements of single-particle transitions. At the same
time, the generated difference-frequency field does experience a strong enhancement
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at the surface plasmon resonance, i.e. when the momentum and frequency of the
generated difference-frequency photons satisfy the plasmon dispersion relation given
by Eq. (4.10) or (1.29), depending on the layer geometry.
Indeed, as follows from Maxwell’s equations, for a given 2D (surface) polarization
~P ∝ xˆeiqx−iωt the generated surface plasmon mode has the electric field amplitude
Epl(ω, q) = − 4pi
D(ω, q)
P = −χ
(2)
xxx(Ea)x(Eb)x
Imχ˜ω,q
. (4.18)
Here the second equality is valid when q and ω satisfy the plasmon dispersion e-
quation, in which case the real part of the denominator D(ω, q) goes to zero and
the generated field is greatly enhanced. For example, in monolayer graphene, when
q >>
√
1,2ω/c, we obtain
Imχ˜(ω, q) ≈ γ
4piω
1 + 2
q
. (4.19)
Fig. 4.4 shows the DFG efficiency η as a function of the plasmon frequency, where
η =
Ipl
IaIb
is defined as a ratio of the plasmon field intensity to the product of intensities
of the incident pump fields. The generated frequency ω can be tuned by varying the
pump frequencies ωa,b or/and the angles of incidence θa,b. The efficiency goes to
zero at θa,b = 0 (because (Ea,b)x ∝ sin θa,b) and at θa,b = pi/2 when χ(2) vanishes by
symmetry. For mid-infrared pump frequencies, the generated signal can be tuned
from 1 THz to several THz while still maintaining a high efficiency. For example,
focusing two 1-W mid-infrared beams at wavelengths around 5 µm into the area
of 100 × 100 µm2 yields about 0.01 W of power in the in-plane propagating THz
plasmon mode. Note that the DFG efficiency scales roughly as 1/γ2 according to
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Figure 4.4: The DFG efficiency η =
Ipl
IaIb
and incidence angle θ as a function of the
plasmon frequency under the conditions of frequency and phase matching. The sum
of the incident pump frequencies is fixed to ωa + ωb = 400 meV.
Eqs. (4.18),(4.19). The relaxation rate γ is 1 meV for the plots in Figs. 4.3, 4.4.
4.3 DFG in graphene/silicon-heterostructure waveguide
For integrated photonics and optoelectronics applications, it is desirable to avoid
open optical paths and integrate all fields into a planar waveguide structure, see e.g.
[52][106][107]. The DFG of surface plasmons can also be implemented in the inte-
grated waveguide geometry in which both pump fields propagate as waveguide modes
and overlap on the graphene or TI surface. The simplest geometry is a dielectric or
semiconductor waveguide with graphene deposited at the interface between the core
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Figure 4.5: (a) Integrated waveguide geometry of DFG of surface plasmons by
counter-propagating TM modes. Profiles of By and Ex field components are indicat-
ed in blue dashed and red lines, respectively. (b) The relation of in-plane momentum
and wavelength of the fundamental mode in 1µm-thick graphene/Si waveguide.
and the cladding. Fig. 4.5(a) shows one such example: a Si/SiO2 waveguide in which
the top cladding is air, with graphene deposited on the top. Another example would
be a TI film in which the bulk TI material serves as a waveguide core. Consider a
waveguide with a core layer of thickness d and dielectric constant 2 surrounded by
cladding materials of lower dielectric constants 1 and 3. Let the two pump fields
propagate in opposite directions as fundamental TM modes of the waveguide. They
can be excited e.g. by z-polarized laser beams. In a TM mode the longitudinal
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component of the electric field in the waveguide is
By =

Beikxx cos (kzd/2− φ) expκ3(d/2− z) z > d/2
Beikxx cos (kzz − φ) −d/2 < z < d/2
Beikxx cos (kzd/2 + φ) expκ2(d/2 + z) z < −d/2
Ex =

icκ3B
ω3
eikxx cos (kzd/2− φ) expκ3(d/2− z) z > d/2
ickzB
ω1
eikxx sin (kzz − φ) −d/2 < z < d/2
− icκ2B
ω2
eikxx cos (kzd/2 + φ) expκ2(d/2 + z) z < −d/2
(4.20)
Here kz, κ2,3 satisfy k
2
z + k
2
x = 1
ω2
c2
;−κ22 + k2x = 2 ω
2
c2
;−κ23 + k2x = 3 ω
2
c2
. The boundary
conditions give the relationship between waveguide mode frequency ω, kz and φ
tan kzd =
kz
1
(
κ2
2
+
κ3
3
)/
[
(
kz
1
)2 − κ2κ3
23
]
;
tan 2φ =
kz
1
(
κ2
2
− κ3
3
)/
[
(
kz
1
)2 +
κ2κ3
23
]
. (4.21)
For example, Fig. 4.5(b) shows the relationship between the wavelength of the waveg-
uide mode and the corresponding in-plane momentum of a 1µm-thick graphene/Si
waveguide. Ex ∝ ∂By/∂z has a maximum near the interfaces z = ±d/2, where z = 0
in the middle of the waveguide core. Strong overlap of the Ex components of the
pump fields with a graphene layer is exactly what we need for efficient nonlinear
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excitation of a surface plasmon at the difference frequency.
D(ω, q ) (arbitrary. unit)
λb(μm)
λa(μm) Generated 
frequency
Figure 4.6: D(ω, q) for the difference frequency signal, with two given fundamental
mode in the Mid-IR range, we set Fermi energy 50meV here.
For the Ex-fields in the two pump modes given by Ea ∼ exp (iqax− iωat) and
Eb ∼ exp (−iqbx− iωbt), the second-order nonlinear interaction between the fields
generates the 2D nonlinear polarization in graphene at the difference frequency ω =
ωb − ωa and in-plane momentum q = qa + qb.
Ec(ω, q) =
−4piχ(2)xxxEa(d2)Eb(d2)
4piχ˜ω,q + 1/p1 + 3/p3
(4.22)
When ω and q satisfy the surface plasmon dispersion relation ( i.e. D(ω, q) = 0,
shown in Fig. 4.6), the plasmon field excited by the nonlinear polarization experiences
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a strong enhancement (as shown in Fig. 4.7):
Ec(ω, q) = −χ
(2)
xxxEa(
d
2
)Eb(
d
2
)
Imχ˜(ω, q)
. (4.23)
Here we assumed that the pump fields are constant over the vertical confinement
Conversion efficiency η (1/W)
λb(μm)
λa(μm)
Generated 
frequency
Figure 4.7: Difference frequency generation efficiency for two given fundamental
mode in the same wavelength range(5 − 6µm). We can easily observe the peak on
the plasmon resonance points.
scale of the plasmon mode ∼ 1 µm. In Fig. 4.7 and Fig. 4.8, the DFG efficiency is
defined as a ratio of the Poynting flux in the surface plasmon mode to the product
of Poynting fluxes of the TM modes of the pump fields. Using mid-IR quantum
cascade lasers of a typical power 0.1-1 W as a pump, one can get about 1-10 mW
of power in the coherent plasmon mode. We also performed similar calculations for
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Figure 4.8: (a) Phase-matched plasmon frequency vs. wavelength of the fundamental
TM mode for one of the pump fields in a 1-µm thick Si waveguide, for two values
of Fermi energy. (b) DFG efficiency of surface plasmons for EF = 50 meV and two
values of the relaxation rate.
pump lasers at telecom wavelengths around 1.5 µm. In this case the phase-matched
DFG of surface plasmons takes place around plasmon frequency 25-35 meV (for EF
of 50-100 meV) and the conversion efficiency is ∼ 10−4−10−5/W (shown in Fig. 4.9).
4.4 DFG in double layer graphene and topological insulator
For a thick slab of topological insulator or a double layer grpahene geometry, i.e.
a large separation d between two massless Dirac surface states, the plasmon modes
turn into two uncoupled monolayer modes. At the same time, for given identical
surface currents j = xˆRe[J exp (iqx− iωt)] generated on the two surfaces z = ±d
2
by
difference-frequency generation process, the Maxwell’s equations admit an interesting
solution: a TM mode which is completely confined inside the layer |z| ≤ d
2
, i.e. the
electromagnetic field is zero outside the layer. Indeed, Maxwell’s equations for a TM
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Figure 4.9: Fix one pump field at 1.55µm, the difference frequency generation ef-
ficiency is a function of the tunable pump field, which reaches the peak value at
plasmon resonance point. The peak efficiency scales as 1/γ2. Here Fermi energy in
graphene is set as 50meV .
mode in a bulk region with dielectric constant  are:
iqEx = −∂Ez
∂x
, By = −ω
qc
Ez.
Here Ex satisfies the Helmholtz equation
(
∂2
∂z2
− q2 + ω
2
c2
)
Ex = 0.
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Consider a symmetric solution
Ex = E0 cos pz, Ez = −iq
p
E0 sin pz, By = i
ω
pc
E0 sin pz,
with the transverse wave number p =
√
ω
2
c2
− q2 > 0, i.e. this mode is not a surface
mode. For the values of q satisfying
√

ω2
c2
− q2d = Npi,N = 1, 2, 3, ... (4.24)
One can find solutions with zero field outside the layer, i.e. satisfying the boundary
condition:
Ex(±d
2
) = 0, By(
d
2
) = ±4pi
c
J, Ez(±d
2
) = ±4piq
ω
J.
The resulting field amplitude is then solved as
E0 = −i4piq
ω
J. (4.25)
The field amplitude E0 does not have a surface plasmon resonance enhancement ∝ ωγ
as compared to the field of surface plasmon mode. However, this symmetric mode
can directly propagate into the vacuum or be coupled into dielectric waveguide.
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5. OPTICAL RESPONSE OF TOPOLOGICAL INSULATORS
3D topological insulator material (e.g. Bi2Se3 and Sb2Te3) is characterized by
a surface state consisting of a single Dirac cone, where spin and momentum are
strongly coupled in the Hamiltonian
H(k) = E0 −Dk2 + h¯υF (kyσx − kxσy). (5.1)
Here υF is the Fermi velocity, and σx,y describes the spin. The spin-momentum cou-
pling demonstrates the helical Dirac fermion nature of topological surface state. The
time-reversal symmetry protects the surface state from backscattering and ensures
its robustness. For low-energy excitations in the terahertz or long-wavelength mid-
infrared region below 100 meV, it is safe to only keep the linear momentum term
and neglect higher order corrections in the Hamiltonian; see Fig. 5.1. The effective
Hamiltonian is then simplified to
H(k) = E0 + h¯υF (kyσx − kxσy) (5.2)
for calculations. In the magnetic field, the effective-mass Hamiltonian is rewritten
using Peierls substitution as :
H(pi) = E0 + h¯υF (piyσx − pixσy). (5.3)
The external magnetic field breaks the time-reversal symmetry, and quantized the
linear bandstructure into non-equidistant surface Landau levels. Due to the Dirac
fermion nature of a topological surface state, it is straightforward to study the optical
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Figure 5.1: (a) Energy bands of the surface states near the Γ point at zero magnetic
field (with 2nd order correction shown by dashed line), and energies of Landau levels
in a magnetic field of 10 T (horizontal lines). (b) Landau level energies as a function
of the magnetic field for Bi2Se3.
properties and relevant applications of topological insulator in analogy to the optical
applications of graphene. For example, very similar to graphene, the low energy op-
tical absorbance of thin film Bi2Se3 is a universal quantity piα/2[41]. The topological
surface state also exhibits a series of mangeto-optical Faraday and Kerr effects[42].
In addition, topological surface state possesses a much longer lifetime due to the
topological protection, making topological insulator a promising material for nonlin-
ear signal generation and quantum information. However, up to now, few studies on
optical properties of the topological surface states have been reported. In this chap-
ter, we present theoretical estimation for the linear and nonlinear optical response
of topological surface states in a external magnetic field. In addition, we notice that
the external magnetic field breaks the time-reversal symmetry, and introduces finite
off-diagonal elements into the dielectric tensor, making electrons selectively couple to
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circularly polarized light with opposite sense. As a result, we believe that topological
insulators also exhibit promising applications in the polarization optics.
5.1 Linear optical response
Very similar to graphene, linear optical response of topological insulator in a
magnetic field exhibits strong cyclotron resonance features, which mainly come from
inter-surface-Landau-level transitions. Transitions between adjacent surface Landau
levels in topological insulator fall into mid-infrared to terahertz (THz) range for a
magnetic field in the range 0.01-10 Tesla. Consider an incident classical optical field
~E = E(ω) exp (−iωt)eˆ
polarized in the x-y plane along vector eˆ. As usual, we define the left-hand circular
polarization vector as eˆLHS = [xˆ − iyˆ]/
√
2 and the right-hand circular polarization
vector eˆRHS = [xˆ + iyˆ]/
√
2. To include interaction with the optical field, we add its
vector potential , ~Aopt = ic ~E/ω, to the vector potential of the magnetic field in the
generalized momentum operator ~ˆpi in the Hamiltonian. This results in adding the
interaction Hamiltonian Hˆint to H(pi)(Eq. (5.3)), where
Hˆint = υF (~ˆσ × e
c
~Aopt)z ≡ −(~˜µ× ~E(ω))ze−iωt, (5.4)
with ~˜µ defined as ieυF
ω
~σ. Unlike the interaction Hamiltonian Hint for an electron
with a parabolic dispersion, there are no higher order terms such as pi2 near the
Dirac point in a topological insulator, so that even for a relatively strong optical
field the interaction Hamiltonian is still linear with respect to ~Aopt. Furthermore,
Hint does not contain the momentum operator; it is simply determined by the Pauli
matrix vector ~ˆσ. The matrix element of the optical transition between different
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surface Landau levels is given by
〈m|Hˆint|n〉 = ieυF
ω
〈m|σxEy − σyEx|n〉 ,
where |m〉, |n〉 denote surface Landau level with energy index m and n (Eq. 1.18).
〈m|Hˆint|n〉 is nonzero only when
|m| − 1 = |n| or |m| = |n| − 1.
As a result, the selection rule for the allowed transitions turns out to be
∆|n| = ±1, (5.5)
where n is the energy quantum number. Denoting f and i as the quantum numbers
of the final and initial state, we observe that eˆRHS photons are absorbed when |f | =
|i| − 1 while an absorption of a eˆLHS photon leads to the transition |f | = |i| + 1.
The resulting selection rule for inter-surface-Landau-level transitions of topological
insulator is the same as that for monolayer graphene. Comparing with a typical
selection rule in a traditional 2D system, ∆n = ±1, the transitions with ∆n greater
than 1 are allowed in topological insulator surface layer, for example, from i = −1
to f = 2, which leads to an efficient resonant nonlinear mixing. Mid/far-infrared
optical absorption between surface Landau levels of topological insulator has been
experimentally observed in real materials[44][45].
In order to calculate the 2D optical polarization using density-matrix formalism,
we need to know the dipole moment matrix associated with inter-surface-Landau-
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level transitions. To calculate this, we first evaluate the commutator
[~r,H] = υF [~r, (~ˆσ × ~ˆp)z] + υF [~r, (σˆ × e
c
~A)z].
The second term on the right-hand side is zero because ~A is a function of ~r. So the
commutator of ~ˆr and the Hamiltonian is
[~r,H] = υF [~r, σxpˆy − σypˆx] = ih¯υF (σxyˆ − σyxˆ).
Choosing the eigen states of H as the basis, we obtain
〈m|[~r,H]|n〉 = 〈m|~rH|n〉 − 〈m|H~r|n〉 = (εn − εm)〈m|~r|n〉,
where εn and εm are the eigen energies of states |n〉 and |m〉. So the dipole matrix
element of a closed system is defined as
~µmn = e · 〈m|~r|n〉 = ih¯υF e
εn − εm 〈m|σxyˆ − σyxˆ|n〉. (5.6)
Similarly to the matrix elements of the interaction Hamiltonian 〈m|Hˆint|n〉, the
dipole matrix elements are determined by elements of the Pauli matrix 〈m|σˆ|n〉
as well. In particular, ~µmn is nonzero when |m| = |n| ± 1.
Recall the first-order (linear) solution of the density matrix element can be cal-
culated from the iteration formula Eq. (2.10) and Eq. (5.4):
ρ(1)nm =
∫ t
0
−i
h¯
[Hˆint(t
′), ρˆ(eq)]nm exp [(iωnm + γnm) · (t′ − t)]dt′, (5.7)
91
where
[Hˆint(t
′), ρˆ(eq)]nm =
∑
υ
[
(~˜µnυ × E˜(t′))zρ(eq)υm − ρ(eq)nυ (~˜µυm × E˜(t′))z
]
=
(
ρ(eq)mm − ρ(eq)nn
)
(~˜µnm × E˜(t′))z.
This yields the 2D first-order polarization in the form
P˜ (1)(ω) = Ntr
(
ρˆ(1)µˆ
)
= N
∑
nm
ρ(eq)mm − ρ(eq)nn
h¯
·
(
~˜µnm × eˆ
)
z
~µmn
(ωnm − ω)− iγnmE(ω) exp (−iωt). (5.8)
Here we have defined
~˜µ ≡ ieυF
ω
~σ, 〈m|~˜µ|n〉 ≡ ieυF
ω
〈m|~σ|n〉;
N is the 2D (sheet) electron density, which equals to g ·NΦ = g/(2pil2c). Here g = 1
for a single topological surface layer, and g = gs = 2 for a ultrathin topological
insulator film. The corresponding linear susceptibility tensor is then given by:
χ
(1)
ij (ω) = N
∑
nm
ρ(eq)mm − ρ(eq)nn
h¯
ki′j ~˜µ
i′
nm~µ
i
mn
(ωnm − ω)− iγnm (5.9)
For a left-hand circularly polarized optical field, the circular polarization vector eˆ is
eˆLHS = [xˆ−iyˆ]/
√
2, and the term
(
~˜µnm × eˆ
)
z
in the above expression is nonzero only
when |n|=|m| − 1. On the other hand, for a right-hand circularly polarized optical
field the term is nonzero only when |m|=|n|−1. This corresponds to the polarization
selection rules that were already derived above. We here explicitly give the linear
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optical susceptibility for left/right-hand circularly polarized optical field:
χ(1)(ω, eˆLHS) =
∑
|n|=|m|−1
−gC2mC2ne2υ2F
pil2c h¯ωωnm
· ρ
(eq)
mm − ρ(eq)nn
ωnm − ω − iγnm
χ(1)(ω, eˆRHS) =
∑
|m|=|n|−1
−gC2mC2ne2υ2F
pil2c h¯ωωnm
· ρ
(eq)
mm − ρ(eq)nn
ωnm − ω − iγnm (5.10)
Different from the constant high-frequency absorbance of topological insulator at
zero magnetic field[41], the absorption coefficient in a high magnetic field shows a
series of peaks due to inter-surface-Landau level transitions, as shown in Fig. 5.2.
From the standard expression for a weak absorption
α ' 4piω
c
Im[χ(1)(ω)], (5.11)
combining with Eq. (5.10), we can write down the absorption coefficient of a 2D
topological surface layer for left/right-hand circularly polarized light :
α(ω, eˆLHS) =
∑
|n|=|m|−1
−4gC2mC2ne2υ2Fγnm
l2c h¯cωnm
· ρ
(eq)
mm − ρ(eq)nn
(ωnm − ω)2 + γ2nm
α(ω, eˆRHS) =
∑
|m|=|n|−1
−4gC2mC2ne2υ2Fγnm
l2c h¯cωnm
· ρ
(eq)
mm − ρ(eq)nn
(ωnm − ω)2 + γ2nm
(5.12)
The Faraday rotation angle can be calculated in a similar way. In the limit ωce
2
γh¯c
 1,
the standard formula for Faraday rotation holds:
∆θ ' 4piω
c
Re[χ(1)(ω)]. (5.13)
The Faraday rotation angle for left/right-hand circularly polarized optical field is
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Figure 5.2: 1T magnetic field, half-filled surface LL n=-1. (a) absorption coefficient.
The upper half is eˆRHS photon absorbance, and the other half corresponds to eˆLHS
photon absorbance; (b) Faraday rotation angle. Here γ is chosen as 1012s−1.
then given by:
∆θ(ω, eˆLHS) =
∑
|n|=|m|−1
−4gC2mC2ne2υ2F
l2c h¯cωnm
· (ρ
(eq)
mm − ρ(eq)nn )(ωnm − ω)
(ωnm − ω)2 + γ2nm
∆θ(ω, eˆRHS) =
∑
|m|=|n|−1
−4gC2mC2ne2υ2F
l2c h¯cωnm
· (ρ
(eq)
mm − ρ(eq)nn )(ωnm − ω)
(ωnm − ω)2 + γ2nm
(5.14)
Note that the standard formula for weak absorption and Faraday rotation is accurate
only when ωce
2
γh¯c
 1. And they can only be applied to estimate absorbance and
Faraday rotation angle for a single surface layer of 3D topological insulator or a
ultrathin topological insulator film, where the thickness is much smaller than the
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wavelength of the incident field.
5.2 Polarization optics of topological insulators
The external magnetic field breaks the time-reversal symmetry of topological
surface state, and introduces finite off-diagonal elements into the dielectric tensor.
As a result, topological insulator selectively responds to circularly polarized light
with opposite sense. The ultrahigh surface mobility of topological insulator further
enhances the classical Faraday effect. These interesting properties make topological
insulator a promising material to build circular polarizers.
Time-reversal symmetry of topological insulator is broken in a global magnetic
field, but the surface Landau states still possess a much longer lifetime than the bulk
states, which is demonstrated in recent experiments[108][109][110]. This phenomenon
can be explained by the helical nature of topological surface states, which persists in
a perpendicular magnetic field. Recall the wavefunctions of surface Landau level in
the Landau gauge, they are 1D plane waves along y direction whose central x posi-
tions linearly depend on ky as x = l
2
cky. So these 1D modes with opposite momentum
are spatially separated on the surface layer. Such a protection mechanism also exists
in the 2D quantum Hall electron systems. However, in topological insulator, the sur-
face Landau levels are further protected by the helical nature of the surface states,
which limits the scattering channel due to impurities and disorder[110]. As a result,
the lifetime of surface Landau states is mainly affected by the electron-electron in-
teraction, which is in the order of 10−1 ps[110]. The corresponding mean free path
is around 80 nm.
Beyond the limit ωc
γ
e2
h¯c
 1, we can no longer use the standard formulas (E-
qs. 5.11, 5.13) to describe the light-matter interaction. We here need to solve
Maxwell’s equations strictly together with polarization-induced surface current ~j⊥ =
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−iωχ˜ω ~E⊥. Here ~E⊥ is the in-plane electric field, and χ˜ω is the linear susceptibility
tensor. When the incident field resonates with an allowed inter-surface-Landau-level
transition (ω ≈ ωnm), the cyclotron resonance features are mainly dominated by this
particular transition. We thus write the linear optical susceptibility as:
χ
(1)
ij (ω) = N
ρ(eq)mm − ρ(eq)nn
2h¯
 ki′j ~˜µ
i′
nm~µ
i
mn
ωnm − ω − iγ +
ki′j ~˜µ
i′
mn~µ
i
nm
ωnm + ω + iγ
 (5.15)
The resulting linear susceptibility tensor is in a gyrotropic form:
χ˜ =
 χxx χxy
χyx χyy
 =
 χ⊥ −ig
ig χ⊥
 , (5.16)
where χ⊥ and g are calculated from Eq. (5.9) directly:
χ⊥ =
Ω2nm
ω2nm − (ω + iγ)2
;
g = s · ω + iγ
ωnm
Ω2nm
ω2nm − (ω + iγ)2
, (5.17)
with
Ω2nm =
C2mC
2
n(ρ
(eq)
mm − ρ(eq)nn )Ne2υ2F
h¯ω
,
s =

+1, |n| = |m| − 1
−1, |m| = |n| − 1
.
Let the electromagnetic wave with in-plane electric field E˜i = E˜ixxˆ + E˜
i
yyˆ incident
from z < 0 onto the surface layer of topological insulator, the field components of
the incident wave are in the form:
E˜ix = V0e
ipz, E˜iz = − tan θV0eipz, B˜iy = cos θ−1V0eipz;
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E˜iy = W0e
ipz, B˜ix = − cos θW0eipz, B˜iz = sin θW0eipz.
The corresponding transmitted field (denoted with superscript t) and reflected field
(denoted with superscript r) are:
E˜tx = V+e
+ipz, E˜tz = − tan θV+e+ipz, B˜ty = + cos θ−1V+e+ipz;
E˜ty = W+e
+ipz, B˜tx = − cos θW+e+ipz, B˜tz = sin θW+e+ipz.
E˜rx = V−e
−ipz, E˜rz = + tan θV−e
−ipz, B˜ry = − cos θ−1V−e−ipz;
E˜ry = W−e
−ipz, B˜rx = + cos θW−e
−ipz, B˜rz = sin θW−e
−ipz.
Here V0,± and W0,± are unknown amplitudes. Plug the above expressions into
Maxwell’s equations and apply boundary conditions on the surface z = 0:
E˜z(+0)− E˜z(−0) = 4piρ⊥;
E˜x(+0) = E˜x(−0), E˜y(+0) = E˜y(−0);
B˜z(+0) = B˜z(−0);
B˜x(+0)− B˜x(−0) = 4pijy
c
, B˜y(+0)− B˜y(−0) = −4pijx
c
. (5.18)
We obtain:
V+ = V0 + V−;
W+ = W0 +W−;
V+ − (V0 − V−) = i 4piω
cos θc
(χxxV+ + χxyW+);
W+ − (W0 −W−) = i 4piω
cos θc
(χyyW+ + χyxV+).
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Define the in-plane electric field vector E˜⊥ and polarization coefficient K as:
E˜⊥ =
 E˜y
E˜x
 ;K = E˜yE˜x .
The in-plane electric component of transmitted optical field is then derived as:
(b)
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Figure 5.3: (a)A proposed experiment geometry: the incident field is linearly po-
larized with orientation angle pi
4
. (b)The corresponding inter-surface-Landau-level
transition scheme for incident frequency ω ≈ ωc. Here Fermi level is placed between
surface Landau levels -1 and 0, so photons are coupled with inter-surface-Landau-
level transition −1 → 0. (c)Polarization coefficient(K) of the transmitted optical
field, as a function of ξ. The slab thickness is chosen as 0.01λ in the plot.
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 E˜ty
E˜tx

z=0+
=
1
(1− κχxx)2 + (κχxy)2
 1− κχxx κχyx
κχxy 1− κχyy

 E˜iy
E˜ix

z=0−
,
(5.19)
where κ ≡ i 2piω
cos θc
. The corresponding transmission matrix and polarization coefficient
of the transmitted wave are
T =
 1− κχxx κχyx
κχxy 1− κχyy

(1− κχxx)2 + (κχxy)2 ,
Kt =
K(1− κχxx) + κχyx
κχxyK + (1− κχyy) . (5.20)
On the surface plane z = 0, the in-plane electric field components of the incident,
reflected and transmitted fields satisfy the boundary conditions:

E˜tx(z = 0) = E˜
i
x(z = 0) + E˜
r
x(z = 0);
E˜ty(z = 0) = E˜
i
y(z = 0) + E˜
r
y(z = 0).
(5.21)
So the in-plane electric vector of the reflected field is in the form of
 E˜ry
E˜rx

z=0−
=
 E˜ty
E˜tx

z=0+
−
 E˜iy
E˜ix

z=0−
= (T − I) ·
 E˜iy
E˜ix

z=0−
(5.22)
The corresponding reflection matrix of the in-plane electric field can then be written
as
R = T − I. (5.23)
As a result, beyond the limit that ωc
γ
e2
h¯c
 1, even one single surface layer of 3D topo-
logical insulator possesses a strong reflection to the field component that resonates
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with an allowed inter-surface-Landau-level transition.
For the TI slab geometry(Fig. 5.3(a)), with localized surface state on the top
and bottom surfaces, one has to take multiple optical reflections between the two
surface layers into account, especially when the slab thickness d is comparable to the
optical wavelength. Consider the optical field normally incident from z < −d/2 onto
the slab, one can similarly derive the transmission matrix for the bottom and top
surfaces respectively:
T1 =
2
 n+ 1− 2κχ⊥ 2κig−2κig n+ 1− 2κχ⊥

(n+ 1− 2κχ⊥)2 − (2κg)2
T2 =
2
 n2 + n− 2nκχ⊥ 2nκig−2nκig n2 + n− 2nκχ⊥

(n+ 1− 2κχ⊥)2 − (2κg)2 . (5.24)
Here n is the high-frequency refractive index of bulk topological insulator. The
transmission and reflection matrix on each surface layer follow the simple relation
T1,2 = R1,2+I, derived from the boundary conditions on both surfaces. Take multiple
reflections between the two surfaces into account:
E˜ t⊥(d/2) = T2PT1 · E˜ i⊥ + T2PR2PR2PT1 · E˜ i⊥ + ...
= T2
(
P + P 3R2R2 + P
5R2R2R2R2 + ...
)
T1 · E˜ i⊥
= T2P
(
I − P 2R2R2
)−1
T1 · E˜ i⊥(−d/2).
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The final transmitted in-plane electric field is
 E˜ty
E˜tx

z= d
2
+
= ei
nωd
c T2
(
I − ei 2nωdc R2R2
)−1
T1
 E˜iy
E˜ix

z=−d
2
−
. (5.25)
One can also apply this technics to study the polarization optics of double-layer
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Figure 5.4: (a)Multiple reflections between the double-layer geometry( e.g. topolog-
ical insulator slab, double-layer TI thin-film). (b)The real and imaginary part of the
polarization coefficient (K) of the transmitted optical field as a function of topologi-
cal insulator slab thickness d. (c)Transmittance T as a function of slab thickness d,
the dashed line is for a pure dielectric slab. Here ξ = 4 in both plots.
graphene and TI thin-film by revising the linear susceptibility tensor. Due to the
nature of helical Dirac fermions, the lifetime 1/γ of the topological surface states is
much longer compared to the bulk states and the similar 2D Dirac fermion states
in graphene, which greatly enhances the cyclotron resonance feature of the linear
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optical response of topological surface layer. As a result, the slab geometry exhibits
strong reflection of the incident field component that resonates with the inter-surface-
Landau-level transition. For example, given a linearly polarized optical field ~E ∼
(xˆ + yˆ) exp (−iωt) incident onto doped topological insulator slab (Fermi energy is
set between surface Landau level -1 and 0), when ω ≈ ωc, the right-hand circular
polarized component resonates with the inter-surface-Landau-level transition −1→
0. It leads to a strong reflection of the right-hand circularly polarized component of
the incident field. The resulting polarization coefficient (Kt) of the transmitted field
is plotted in Fig. 5.3(c) as a function of the dimensionless quantity
ξ = g · ωc
4γ
e2
h¯c
,
where g = 1 for a topological insulator slab, and g = 2 for a double-layer TI thin-film,
which is two topological insulator thin-films separated by a dielectric layer. When
the scattering rate is small enough and ξ becomes big, only the left-hand circularly
polarized component (∼ xˆ − iyˆ) of the incident field transmits. In addition, one
can always enhance the magneto-optical properties by stacking multiple interlayer-
decoupled TI thin-films[111], which further increases the surface degeneracy factor g.
So we believe such a geometry based on topological surface layers possesses promising
application as a polarizer.
Such a double-layer geometry with surface polarization also exhibits optical prop-
erties of a Fabry-Perot cavity. In Fig. 5.4 we show both the transmittance and polar-
ization coefficient of the transmitted optical field as a function of the slab thickness
d. We observe that when the thickness d is around n · λ
2
, n = 0, 1, 2, ..., the topologi-
cal insulator slab possess strong reflection to the resonance part of the incident field.
Different from a pure dielectric Fabry-Perot cavity, the topological-insulator-based
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Figure 5.5: Polarization ellipse of the transmitted field. First row: from left to
right, ξ = 0.1, 1, 2, 3, 4; d is fixed at 0.01λ. Second row: from left to right, d =
0.1λ, 0.2λ, 0.3λ, 0.4λ, 0.5λ; ξ is fixed at 4.
double-layer geometry also possesses a transmittance peak between nλ and (n+ 1
2
)λ
due to the strong surface polarization, as shown in Fig. 5.4(b).
The corresponding polarization ellipse of the transmitted field is derived as
(
Ety
|Ety|
)2
− 2 E
t
y
|Ety|
Etx
|Etx|
cos δ +
(
Etx
|Etx|
)2
= sin2 δ, (5.26)
where Ety = E˜
t
y|z= d
2
, Etx = E˜
t
x|z= d
2
, and δ is the phase difference between Ety and E
t
x.
We can also rewrite the ellipse equation in terms of in-plane polarization coefficient
K and transmittance T .
|K|2(Etx)2 − 2Re[K]EtxEty + (Ety)2 =
Im2[K]
|K|2 + 1T. (5.27)
We here list the ellipses of the transmitted field for different ξ and thickness d in
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Fig. 5.5. The first row clearly shows that the transmitted optical field gradually
transformed to circularly polarized light when ξ increases. The second row shows
the transmitted fields at different thickness. The corresponding orientation angle θ
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Figure 5.6: Orientation angle θ and phase-difference δ between Ety and E
t
x.
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of the polarization ellipse is solved as
tan 2θ =
2|Etx||Ety|
|Etx|2 − |Ety|2
cos δ, (5.28)
where θ is the angle measured from x-axis. Phase difference δ and orientation angle
θ are more meaningful to explain the polarization optics of topological insulator slab
as well as its Fabry-Perot properties. As shown in Fig. 5.6, we plot θ and δ as a
function of d for the same physics picture described in Fig. 5.3. In each period
(nλ ≤ d ≤ (n+ 1
2
)λ), TI slab exhibits three transmittance peaks. At each peak, the
orientation angle θ is 0. The phase difference δ at peak 1 and 3 are −pi
2
, while the
phase difference at peak 2 is pi
2
. In other words, when d is around n· λ
2
, the polarization
component that resonates with the inter-surface-Landau-level transition exhibits a
strong reflection, and only the field component with the opposite sense of polarization
is able to transmit. However, interestingly, due to the strong surface polarization
and the cavity property of a double-layer geometry, the transmitted field at peak 2
possesses an opposite polarization as compared to those at peak 1 and peak 3 (refer
to the polarization ellipses shown in Fig. 5.5).
5.3 Nonlinear optical properties
Originating form the quasi-particle like energy dispersion near the Γ point and
the unique optical selection rule, a topological insulator film has nonlinear optical
properties similar to that of monolayer graphene. The nonlinear optical behavior of
a thin film can be calculated following the master equations.
Bulk hole doping can manipulate Fermi level of a topological insulator below the
Dirac point, which makes 4-wave-mixing between different surface Landau level pos-
sible. Here we choose a close system consists of LLs -1, 0, 1 and 2. The corresponding
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Figure 5.7: four wave mixing and stimulated raman scattering.
eigenfunctions are:
|1〉 = 1√
2L
exp(−iky1y)
 −iφ0
φ1
 ;
|2〉 = 1√
L
exp(−iky2y)
 0−iφ0
 ;
|3〉 = 1√
2L
exp(−iky3y)
 iφ0
φ1
 ;
|4〉 = 1√
2L
exp(−iky4y)
 −φ1
iφ2
 . (5.29)
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The dipole moment matrix of the 4-level-system is given by
~µ =
elc
2

0 xˆ− iyˆ 0 xˆ+iyˆ
2+
√
2
xˆ+ iyˆ 0 xˆ+ iyˆ 0
0 xˆ− iyˆ 0 xˆ+iyˆ
2−√2
xˆ−iyˆ
2+
√
2
0 xˆ−iyˆ
2−√2 0

(5.30)
Consider a strong bichromatic normally incident field
~E = ~E1 exp(−iω1t) + ~E2 exp(−iω2t) + c.c.
with ω1 resonant with transition from n = −1 to n = 2 and ω2 resonant with
transition between n = 0 and n = ±1, where ~E1 has left circular polarization and
~E2 has linear polarization. As a result, the 4-wave-mixing interaction generates a
right-circularly polarized signal field ~E3 with frequency ω3 = ω1 − 2ω2, as shown
in Fig. 5.7. The resulting third-order nonlinear susceptibility corresponding to the
characterized 4-wave-mixing is
χ(3)(ω3) =
Nµ43µ˜41µ˜
∗
32µ˜
∗
21
(ih¯)3Γ43
(
ρ22 − ρ33
Γ∗31Γ∗32
+
ρ22 − ρ11
Γ∗31Γ∗21
− ρ11 − ρ44
Γ42Γ41
+
ρ22 − ρ11
Γ42Γ∗21
)
, (5.31)
with
µ˜mn = 〈m|~˜µ|n〉 = ieυF
ω
〈m|~σ|n〉, Γmn = γmn + i(ωmn − ω).
Here N is aerial density of states on each surface LL; µ˜mn coincides with dipole
moment ~µmn for resonance transition; Γmn is the complex dephasing factor between
surface LL m and n. For resonant incidence, the dephasing factors become real num-
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Figure 5.8: 3rd order nonlinear signal intensity and stokes raman gain. B = 1T,
γ = 1012s−1.
bers, and we further assume all the detuning rates are the same Γij ∼ γ = 1012s−1
in the following calculation. For weak incidence, the equivalent 2D third order sus-
ceptibility for the thin film is 10−5(1/B(T ))esu. When incident fields increase in
intensity, the population on each level is strongly dependent on the incident intensi-
ty. As a result, third order susceptibility dramatically drops after the 4 level system
gets saturated. The electric field of the generated signal can be solved together with
Maxwell’s equations. Neglecting the depletion of pump fields, the relation between
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signal field and optical polarization is
∂ ~E
∂z
= i · 2piω
c
· ~P . (5.32)
The resulting signal field is then given by
E3 =
2piiω3
c
χ(3)E1(E
∗
2)
2.
The stimulated Raman Stokes scattering of pump field E1 into the field E3 can
also be calculated using density matrix formalism. The small signal solution of E3
has the form E0e
gz, the Raman gain of the generated signal field, taking power-
broadening and population inversion into account, is given by
g =
2piω3Nµ43µ˜43
h¯cΓ43
(
n43 − |Ω41|
2
Γ∗31Γ∗41
n41
)
× 1/
(
1 + |Ω41|2/(Γ43Γ∗31)
)
, (5.33)
Where Ωmn is the corresponding Rabi frequency. The signal gain of the whole 10nm
thin film can be integrated along its propagation direction. For a 10nm thick topo-
logical insulator film, the signal field is strong enhanced by stokes Raman scattering
near the 2 surfaces, and the total gain of the whole film is 10−2 ∼ 10−1 when magnetic
field is 1T. The maximum gain can be realized when incident field is of the order of
saturation value, and quickly drops when beyond saturation, which is clearly shown
in Fig. 5.8.
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6. SUMMARY
In this dissertation, we established a fully quantum mechanical density matrix
formalism to study both linear and nonlinear optics in a system of massless Dirac
fermions.
We presented detailed theoretical studies of the linear and nonlinear optical re-
sponse of monolayer graphene in a strong magnetic field, including megneto-absorption,
Faraday rotation, four-wave-mixing process and stimulated Raman scattering. We
theoretically demonstrated that monolayer graphene in a strong magnetic field pos-
sesses a very high infrared optical nonlinearity due to unique properties of quantized
Landau levels near the Dirac point. The nonlinearity is expected to be ultrafast,
enabling reponse to THz modulation. These properties of monolayer graphene may
have important implications for coherent nonlinear generation and detection in the
mid-infrared and THz range. One should expect to encounter similar unusual non-
linear optical properties in 3D topological insulator materials.
Based on the highly efficient four-wave mixing process in the 2D Dirac fermion
systems, we further proposed a new mechanism of generating entangled photons.
We theoretical demonstrated that the extremely strong nonlinearity of graphene
in combination with its peculiar properties of the Landau levels open new ways
for generation of the nonclassical light states, in particular polarization-entangled
photons. This parametric mechanism could also be used to control the quantum
state of electrons in topological surface states.
We also found that THz surface plasmons in graphene and topological insula-
tors can be generated with high efficiency through second-order nonlinear frequency
mixing of two obliquely incident or in-plane propagating mid-IR beams over a broad
110
range of frequencies and angles of incidence. This process can be used for compact
integrated schemes of nonlinear generation, detection and modulation of the THz
light in these materials or for the manipulation of electron states by optical means.
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