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Synchrony Branching Lemma
for Regular Networks
Pedro Soares∗
Abstract
Coupled cell systems are dynamical systems associated to a net-
work and synchrony subspaces, given by balanced colorings of the
network, are invariant subspaces for every coupled cell systems asso-
ciated to that network. Golubitsky and Lauterbach (SIAM J. Ap-
plied Dynamical Systems, 8 (1) 2009, 40-75) prove an analogue of
the Equivariant Branching Lemma in the context of regular networks.
We generalize this result proving the generic existence of steady-state
bifurcation branches for regular networks with maximal synchrony.
We also give necessary and sufficient conditions for the existence of
steady-state bifurcation branches with some submaximal synchrony.
Those conditions only depend on the network structure, but the lat-
tice structure of the balanced colorings is not sufficient to decide which
synchrony subspaces support a steady-state bifurcation branch.
Keywords: Coupled cell systems; Steady-state bifurcations; Synchrony-
breaking bifurcations.
2010 Mathematics subject classification: 37G10; 34D06; 34C23
1 Introduction
Coupled cell networks describe influences between cells and can be repre-
sented by graphs. A dynamical system that respects a network structure is
called a coupled cell system associated to the network. In [16] and [7], the
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authors formalize the concepts of (coupled cell) network and coupled cell sys-
tem. They also show that there exists an intrinsic relation between coupled
cell systems and networks, proving that a polydiagonal subspace given by a
coloring of the network is an invariant subspace for any coupled cell system
if and only if the coloring is balanced. Here, a coloring is balanced if any
two cells with the same color receive, for each color, the same number of
inputs starting in cells with that color. And a polydiagonal subspace given
by a balanced coloring is called a synchrony subspace. Given a balanced col-
oring, they define the corresponding quotient network by merging cells with
equal color. Moreover, the restriction of a coupled cell system to a synchrony
subspace is a coupled cell system for the quotient. We will focus on regular
networks, where all cells and edges are identical, and each regular network
can be represented by an adjacency matrix. The adjacency matrix of a quo-
tient network is given by the restriction of the original network adjacency
matrix to the corresponding synchrony subspace, [1].
Equivariant theory is the study of dynamical systems that commute with
an action of a group in the phase space and isotropy subgroups are the sub-
groups that fix some point of the phase space, see e.g. [4]. For each isotropy
subgroup, the set of fixed points forms an invariant subspace for every equiv-
ariant dynamical system and it is called the fixed point subspace. One goal
of equivariant bifurcation theory is to characterize which isotropy subgroups
support a bifurcation. The Equivariant Branching Lemma [3] is one of the
first important results about the existence of symmetry-breaking steady-state
bifurcation branches for isotropy subgroups that have one dimensional fixed
point subspaces. Later this result was extended for isotropy subgroups that
have odd dimensional fixed point subspaces, see e.g. [9, 2]. This topic is a
large source of inspiration to the study of synchrony-breaking bifurcations
on networks, where one of the key questions concerns the characterization
of synchrony subspaces which support (generically) steady-state bifurcation
branches.
A similar result to the first version of the Equivariant Branching Lemma
for regular networks has been already stated, see [17, Theorem 2.1], [5, The-
orem 6.3] and [8, Corollary 3.1.], we call this result the Synchrony Branching
Lemma. The eigenvalues of the Jacobian of a coupled cell system associ-
ated to a regular network at a full synchronous solution are related to the
eigenvalues of its adjacency matrix and this relation preserves multiplicities,
[10]. So, we can use the eigenvalue structure of the network adjacency ma-
trix to tabulate the possible local codimension-one (steady-state or Hopf)
synchrony-breaking bifurcations that can occur for the coupled cell systems
associated to a network. We say that an eigenvalue of the adjacency matrix
belongs to a balanced coloring, if it has an eigenvector in the synchrony sub-
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space given by that coloring. Fixing an eigenvalue, we say that a coloring
is maximal if the eigenvalue belongs to that coloring and it does not belong
to any lower dimensional synchrony subspace. The Synchrony Branching
Lemma states that every synchrony subspace given by a maximal coloring
with a simple eigenvalue (algebraic multiplicity 1) generic supports a bifur-
cation branch. In [15], the authors study the degeneracy of steady-state
bifurcation problems for regular networks and simple eigenvalues. They give
conditions on the network structure for the degeneracy of steady-state bi-
furcation problems and they also present examples of regular networks that
have generic highly degenerated steady-state bifurcation problems. In [8],
it is given a characterization of the synchrony subspaces which support a
synchrony-breaking bifurcation using the lattice structure of balanced color-
ings, for regular networks that only have simple eigenvalues.
In this manuscript, we generalize the Synchrony Branching Lemma for
semisimple eigenvalues (the algebraic and geometric multiplicity are equal).
We prove that a synchrony subspace given by a maximal coloring generically
supports a bifurcation branch, if the semisimple eigenvalue has odd multiplic-
ity, 4.1. This follows from the application of the Lyapunov-Schmidt Reduc-
tion [6] and a blow-up technique also used in equivariant bifurcation, see e.g.
[9]. In the way, we prove that the degeneracy of a bifurcation problem associ-
ated to a semisimple eigenvalue only depends on the network structure, 3.1.
Next, we focus on semisimple eigenvalues with multiplicity 2. If a coloring
is maximal and has even degeneracy, then its synchrony subspace supports
a bifurcation branch, 5.1. We also give necessary and sufficient conditions
for the existence of bifurcation branches on synchrony subspaces given by
submaximal colorings, i.e., the eigenvalue belongs to the submaximal color-
ing and it must have multiplicity 0 or 1 in any synchrony subspace strictly
included in the synchrony subspace given by the submaximal coloring, 5.2.
Those conditions only depend on the network structure. We give examples
of networks where the previous results apply, including two networks that
have the same synchrony lattice structure but do not have the same type of
synchrony-breaking bifurcations, 3.1 and 5.3. Despite we do not present an
explicit network, we show how a network can have a semisimple eigenvalue
with multiplicity 2 and do not support a bifurcation branch, see 4.2.
This text is organized as follows: in 2, we review some concepts and results
of networks, coupled cell systems and steady-state bifurcations on networks,
focusing on regular networks. Choosing a semisimple eigenvalue of the adja-
cency matrix and considering a generic coupled cell system with a bifurcation
condition associated to the eigenvalue, in 3, we apply the Lyapunov-Schmidt
Reduction and a blow-up technique to the coupled cell system reducing the
bifurcation problem to the problem of finding zeros of a vector field in a
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sphere. Next, we prove the existence of a bifurcation branch, if the eigen-
value has odd multiplicity, 4. Last, we study the existence of bifurcation
branches, when the eigenvalue has multiplicity 2, 5.
2 Settings
In this section, we recall some facts about networks and coupled cell systems,
following [16, 7], and steady-state bifurcations on coupled cell systems.
2.1 Regular Networks
A directed graph is a tuple G = (C,E, s, t), where c ∈ C is a cell and e ∈ E is
a directed edge from the source cell, s(e), to the target cell, t(e). We assume
that the sets of cells and edges are finite. The input set of a cell c, I(c), is
the set of edges that target c.
Definition 2.1. A regular network is a directed graph N such that the
cardinality of the input set of a cell is the same for all cells. The valency ϑ
of N is the number of edges that target each cell. We denote the number of
cells in N by |N |. ♦
See 1 for two examples of regular networks with valency 2.
A regular network can be represented by its adjacency matrix A, where
A is a |N | × |N | matrix and the entry (A)c c′ is the number of edges from c
′
to c.
1 3
4 2
(a) Network #29 of [8]
1 3
4 2
(b) Network #51 of [8]
Figure 1: Regular networks with valency 2.
Definition 2.2. A coloring of the cells of a network N is an equivalence
relation on the set of cells of N . The coloring is balanced for N if for any two
cells of N with the same color there is a bijection between the input sets of
the two cells preserving the color of the source cells. ♦
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Any regular network N has two trivial balanced colorings: the full syn-
chronous coloring, ⊲⊳0, and the full asynchronous coloring ⊲⊳=. The full
synchronous coloring has only one class, i.e., c ⊲⊳0 c
′ for every cells c, c′ in N ,
and the full asynchronous coloring has |N | classes, i.e., c ⊲⊳= c
′ if and only if
c = c′.
Each balanced coloring defines a quotient network, [7, Section 5].
Definition 2.3. The quotient network of a regular network N with respect
to a given balanced coloring ⊲⊳ is the network where the equivalence classes
of the coloring, [c]⊲⊳, are the cells and there is an edge from [c]⊲⊳ to [c
′]⊲⊳, for
each edge from a cell in the class [c]⊲⊳ to c
′. We denote the quotient network
by N/ ⊲⊳. We also say that a network L is a lift of N , if N is a quotient of
L with respect to some balanced coloring of L. ♦
1 3
Figure 2: Quotient network of the network in 1a associated to the balanced
coloring with classes {1, 2} and {3, 4}.
See 2 for an example of a quotient network.
The set of balanced colorings forms a complete lattice, see [14, 8]. Denote
by ΛN the set of balanced colorings for N . For every ⊲⊳1, ⊲⊳2∈ ΛN , we say
that ⊲⊳1 is a refinement of ⊲⊳2, and we write ⊲⊳1≺⊲⊳2, if ⊲⊳1 6=⊲⊳2 and c ⊲⊳1 d
implies c ⊲⊳2 d for every cells c, d of N . We denote by  the relation of
refinement or equal. The pair (ΛN ,) forms a lattice.
Now, we introduce the definition of µ-maximal and µ-submaximal color-
ings, where µ is an eigenvalue of the network adjacency matrix.
Definition 2.4. Let N be a regular network, ⊲⊳ a balanced coloring of N
and µ an eigenvalue of the adjacency matrix associated to N . We say that
⊲⊳ is a µ-maximal coloring if for every ⊲⊳′ such that ⊲⊳≺⊲⊳′ we have that µ is
not an eigenvalue of the adjacency matrix associated to N/ ⊲⊳′. ♦
Definition 2.5. Let N be a regular network, ⊲⊳ a balanced coloring of N and
µ an eigenvalue of the adjacency matrix associated to N with multiplicity
m > 1. We say that ⊲⊳ is a µ-submaximal coloring of type j if there are j
balanced colorings ⊲⊳1, . . . , ⊲⊳j all distinct such that: (i) ⊲⊳≺⊲⊳i, ⊲⊳i 6⊲⊳i′ and
µ is an eigenvalue with multiplicity 1 of the adjacency matrix associated to
N/ ⊲⊳i for i, i
′ = 1, . . . , j with i 6= i′; (ii) for any other balanced coloring ⊲⊳′
such that ⊲⊳≺⊲⊳′ we have that µ is not an eigenvalue of the adjacency matrix
associated to N/ ⊲⊳′ or ⊲⊳i⊲⊳
′ for some i = 1, . . . , j. We say that ⊲⊳1, . . . , ⊲⊳j
are the µ-simple components of ⊲⊳. ♦
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Example 2.1. We consider the network #51 of [8] (1b), which we denote
by N51 and it has the following adjacency matrix:
A51 =


0 0 0 2
0 0 0 2
1 1 0 0
1 1 0 0

 .
The eigenvalues of A51 are: the network valency 2, −2 and 0 with multiplic-
ity 1, 1 and 2, respectively. The network N51 has four non-trivial balanced
colorings ⊲⊳1= {{1, 2}, {3, 4}}, ⊲⊳2= {{3}, {1, 2, 4}}, ⊲⊳3= {{1, 2}, {3}, {4}}
and ⊲⊳4= {{1}, {2}, {3, 4}}. The balanced colorings of N51 and the eigenval-
ues of the adjacency matrix corresponding to the quotient networks of N51
associated to each balanced coloring are annotated in 3.
The balanced coloring ⊲⊳0 is 2-maximal. The balanced coloring ⊲⊳1 is
(−2)-maximal. The balanced colorings ⊲⊳2 and ⊲⊳4 are 0-maximal. And the
balanced coloring ⊲⊳= is 0-submaximal of type 2 with 0-simple components
⊲⊳3 and ⊲⊳4. ♦
⊲⊳0: {2}
⊲⊳2: {2, 0}⊲⊳1: {2,−2}
⊲⊳3: {2,−2, 0}⊲⊳4: {2,−2, 0}
⊲⊳=: {2,−2, 0, 0}
Figure 3: Balanced colorings of N51 (1b) and the eigenvalues of the adjacency
matrices associated to the corresponding quotient networks.
2.2 Coupled Cell Systems
In order to associate dynamics to a network, following [16, 7], we specify a
phase space for the network and describe vector fields that are admissible for
the network.
Let N be a regular network with valency ϑ and represented by the adja-
cency matrix A. We correspond to each cell c a coordinate xc and assume
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that xc ∈ R. The network phase space is the product of the phase space of
the cells, i.e., R|N |.
A vector field F : R|N | → R|N | is admissible for a regular network N if:
1. The dynamics of cell c depends only on its internal state and on the
state of its input cells, s(I(c)). Thus there is a function f : R×Rϑ → R
such that for every cell c
(F (x))c = f(xc, xs(I(c))),
where xs(I(c)) = (xs(e))e∈I(c);
2. The state of the input cells have equal effect on the dynamics. That is,
the function f is Sϑ-invariant, where Sϑ is the group of permutations
in {1, . . . , ϑ}. For every σ ∈ Sϑ
f(σ(x0, x1, . . . , xϑ)) = f(x0, x1, . . . , xϑ),
where σ(x0, x1, . . . , xϑ) = (x0, xσ(1), . . . , xσ(ϑ)).
A coupled cell system associated to a regular network N is a dynamical system
defined by an admissible vector field F : R|N | → R|N |
x˙ = F (x), x ∈ R|N |.
Let f : R × Rϑ → R be a Sϑ-invariant function. We denote by f
N the
admissible vector field for N defined by f and given by the previous formulas.
Observe that every admissible vector field for N is equal to fN for some Sϑ-
invariant function f . We say that a function f : R× Rϑ → R is regular if f
is Sϑ-invariant and (0, 0, . . . , 0) is an isolated zero of f . In this case 0 ∈ R
|N |
is an equilibrium point of the coupled cell system defined by fN .
For differentiable admissible vector fields fN , its Jacobian at the origin
can be represented in terms of the adjacency matrix ofN , see [10]. We denote
by JNf the Jacobian of f
N at the origin 0 ∈ R|N |. We have that
JNf = (Df
N)0 = f0Id+ f1A,
where Id is the |N | × |N | identity matrix,
f0 =
∂f
∂x0
(0, 0, . . . , 0), f1 =
∂f
∂x1
(0, 0, . . . , 0) = · · · =
∂f
∂xϑ
(0, 0, . . . , 0). (2.1)
For every eigenvalue µ of A with algebraic multiplicity ma and geometric
multiplicity mg, we have that f0 + µf1 is an eigenvalue of J
N
f with the same
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multiplicities ma and mg. See [10, Proposition 3.1]. Moreover, the kernel
of JNf can be described using the eigenvectors of A. Denote by v1, . . . , vj a
set of linear independent eigenvectors of A and µ1, . . . , µj its corresponding
eigenvalues, where j is equal to the sum of all geometric multiplicities. Then
ker(JNf ) = {v : J
N
f v = 0} = span({vi : f0 + µif1 = 0}),
where span denotes the linear subspace spanned by the vectors.
Definition 2.6. A polydiagonal subspace of R|N | is a subspace defined by
the equality of certain cell coordinates. Let ⊲⊳ be a coloring in N . The
polydiagonal subspace associated to ⊲⊳ is defined by
∆⊲⊳ = {x : xc = xd ⇐ c ⊲⊳ d} ⊆ R
|N |.
Each polydiagonal subspace defines an unique coloring of the cells. A subset
K ⊆ V is invariant under a map g : V → V , if g(K) ⊆ K. A synchrony
subspace of a network is an invariant polydiagonal subspace for any vector
field admissible for the network. ♦
We have that the synchrony subspaces and balanced colorings are in one-
to-one correspondence.
Theorem 2.1 ([7, Theorem 4.3]). Let ⊲⊳ be a coloring of cells in a network
N . Then ∆⊲⊳ is a synchrony subspace of N if and only if ⊲⊳ is balanced.
The restriction of an admissible vector field to a synchrony subspace ∆⊲⊳ is
an admissible vector field for the quotient network associated to the balanced
coloring ⊲⊳. Moreover, any admissible vector field for the quotient network
lifts to an admissible vector field for the network.
Theorem 2.2 ([7, Theorem 5.2]). Let N be a regular network with valency
ϑ, ⊲⊳ a balanced coloring of N and f : R×Rϑ → R a Sϑ-invariant function.
If Q is the quotient network of N associated to ⊲⊳, then
(i) The restriction of fN to ∆⊲⊳ is the admissible vector field f
Q for Q.
(ii) The admissible vector field fQ for Q lifts to the admissible vector field
fN for N .
In particular, the previous result means that if xQ(t) ∈ R
|Q| is a solution
to x˙Q(t) = f
Q(xQ(t)), then xN(t) is a solution to x˙N (t) = f
N(xN (t)), where
(xN (t))c = (xQ(t))[c]⊲⊳ for each cell c in N . And we say that xQ(t) is lifted to
xN (t).
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2.3 Steady-Sate Bifurcation on Regular Networks
Let N be a regular network with valency ϑ and represented by the adja-
cency matrix A. We consider a family of regular functions f : R × Rϑ ×
R → R depending on a parameter λ, i.e., for each λ ∈ R, the function
f(x0, x1, . . . , xϑ, λ) is regular. In this work, we assume that this function is
smooth in some neighborhood of the origin. Consider the coupled cell system
x˙ = fN(x, λ), (2.2)
where fN : R|N | × R→ R|N | is given for each cell c in N by
(fN(x, λ))c = f(xc, xs(I(c)), λ).
Since we are assuming that f is regular, the origin 0 ∈ R|N | is an equilibrium
point of the coupled cell system for every λ ∈ R.
We are interested in studying the steady-state bifurcations of 2.2 occur-
ring from the origin x = 0 at λ = 0. A local steady-state bifurcation at
λ = 0 near the origin can only occur if JNf has a zero eigenvalue. Thus we
will assume that one of the eigenvalues of JNf is zero, say, f0 + µf1 = 0 for
some eigenvalue µ of A, where f0 and f1 are defined in 2.1. Observe that,
under the generic hypothesis on f , f1 6= 0, µ is the unique eigenvalue satis-
fying f0 + µf1 = 0. In this case, we say that f is a regular function with a
bifurcation condition associated to µ.
Definition 2.7. Let N be a regular network with valency ϑ and represented
by the adjacency matrix A, and f : R × Rϑ × R → R a regular function.
We say that a differentiable function b = (bN , bλ) : [0, δ[→ R
|N | × R is an
equilibrium branch of f on N if b(0) = (0, . . . , 0, 0), bλ(z) 6= 0 and
fN(bN(z), bλ(z)) = 0,
for every z > 0. We say that an equilibrium branch b is a bifurcation branch
of f on N if b is different from the trivial equilibrium branch of f on N , i.e.,
for every z 6= 0,
bN(z) 6= 0.
♦
Despite two different bifurcation branches can define essentially the same
branch (e.g., by rescaling of the parameter), it is not a problem for our
discussion about the existence of bifurcation branches (see [4, Section 4.2]
for a definition of bifurcation branch that takes this aspect into account).
The trivial equilibrium branch is totally synchronized, since all cell’s co-
ordinates have the same value. Other bifurcation branches can have less
synchrony depending on which synchrony subspaces they belong.
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Definition 2.8. We say that an equilibrium branch b : [0, δ[→ R|N | ×R has
(exactly) synchrony ⊲⊳, if bN([0, δ[) ⊆ ∆⊲⊳ (and bN ([0, δ[) 6⊆ ∆⊲⊳′ for every ⊲⊳
′
such that ⊲⊳≺⊲⊳′). ♦
In the same way we lift solutions, we can lift bifurcation branches on a
quotient network to the original network, see the end of 2.2.
3 Synchrony Branching Lemma
In this section, we establish the two main steps in order to prove the existence
of a bifurcation branch of generic regular functions on regular networks. First
we apply the method of Lyapunov-Schmidt Reduction, [6, Chapter VII], to
the coupled cell system and we obtain a reduced equation for the bifurcation
problem. Next we apply a blow-up argument (see e.g. [9]) to transform the
reduced equation into a vector field on a sphere.
Let N be a regular network with valency ϑ and represented by the ad-
jacency matrix A, µ an eigenvalue of A and f : R × Rϑ × R → R a regular
function with a bifurcation condition associated to µ. Hence ker(JNf ) 6= {0}
and we assume the generic hypothesis that m = dim(ker(JNf )) > 0 is the
geometric multiplicity of µ in A.
Let v1, . . . , vm be a basis for ker(J
N
f ) (and eigenvectors of A associated to
µ), v∗1, . . . , v
∗
m be a basis for range(J
N
f )
⊥. Applying the Lyapunov-Schmidt
Reduction method, we get a function g : Rm × R → Rm such that the
solutions of fN(x, λ) = 0 are in one-to-one correspondence with the solu-
tions of g(y, λ) = 0. We can calculate the derivatives of g at the origin
using the derivatives of f at the origin, see [6, Chapter VII §1 (d)]. Since
f(0, 0, . . . , 0, λ) = 0 for every λ, we have that
g(0, λ) = 0,
∂gi
∂yj
(0, 0) = 0,
∂gi
∂λ
(0, 0) = 0.
The Taylor expansion of g at (y, λ) = (0, 0) has the following form:
g(y, λ) = L(λ)y +Qk(y) +O(‖y‖
k+1 + ‖y‖2|λ|),
where
L(λ) = λDgλ +O(2),
Dgλ is the matrix with entries (∂
2gi/∂λ∂yj) evaluated at (y, λ) = (0, 0), Qk
has homogenous polynomial components in the variable y of smallest degree
k such that Qk does not vanish. From [6, Chapter VII §1 (d)], we know that
∂2gi
∂yj∂λ
(0, 0) = 〈v∗i , (Df
N
λ )vj〉 = 〈v
∗
i , (f0λId+ f1λA)vj〉 = (f0λ + µf1λ)〈v
∗
i , vj〉,
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where 〈·, ·〉 is the usual inner product in R|N |. Therefore
Dgλ = (f0λ + µf1λ)L,
where
L =


〈v∗1, v1〉 〈v
∗
1, v2〉 . . . 〈v
∗
1, vm〉
〈v∗2, v1〉 〈v
∗
2, v2〉 . . . 〈v
∗
2, vm〉
...
...
. . .
...
〈v∗m, v1〉 〈v
∗
m, v2〉 . . . 〈v
∗
m, vm〉

 .
We will assume that the eigenvalue µ is semisimple, i.e., µ has the same
algebraic and geometric multiplicity. Note that L is invertible if and only if
µ is semisimple.
Since L is invertible, we can choose a basis v′∗1 , . . . , v
′∗
m of range(J
N
f )
⊥ such
that 

〈v′∗1 , v1〉 〈v
′∗
1 , v2〉 . . . 〈v
′∗
1 , vm〉
〈v′∗2 , v1〉 〈v
′∗
2 , v2〉 . . . 〈v
′∗
2 , vm〉
...
...
. . .
...
〈v′∗m, v1〉 〈v
′∗
m, v2〉 . . . 〈v
′∗
m, vm〉

 = Id,
by taking v′∗i =
∑m
l=1 bi lv
∗
l where bi j are the entries of L
−1 for 1 ≤ i, j ≤ m.
In the following we assume that µ is semisimple and that we have chosen
a basis of range(JNf )
⊥ in the Lyapunov-Schmidt Reduction such
g(y, λ) = L(λ)y +Qk(y) +O(‖y‖
k+1 + ‖y‖2|λ|), (3.1)
where Qk has homogenous polynomial components in the variable y of small-
est degree k such that Qk does not vanish and
L(λ) = λ(f0λ + µf1λ)Id+O(2).
Definition 3.1. Let N be a regular network with valency ϑ and f : R ×
R
ϑ × R → R a regular function. We denote by k(N, f) the integer k in 3.1.
We say that the bifurcation problem of f on N has k − 1 degeneracy. ♦
In [15], the authors studied the degeneracy of a bifurcation problem on
regular networks associated to simple eigenvalues. They have shown that
there exist bifurcation problems on regular networks with high degeneracy.
We refer the reader to their work for examples of k-degenerated bifurcation
problems on regular networks, with 1 ≤ k ≤ 5.
Before we prove that the integer k(N, f) does not depend generically on
the regular function f associated to some eigenvalue, we give an explicit
formula for the second derivatives of gi with respect to yj and yl for 1 ≤
i, j, l ≤ m.
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Since f : R×Rϑ×R → R is a regular function, it has the following Taylor
expansion at the origin:
f(x0, x1, . . . , xϑ, λ) = f0x0 + f1(x1 + · · ·+ xϑ) + f0λx0λ+ f1λ(x1 + · · ·+ xϑ)λ
+
f00
2
x20 + f01x0(x1 + · · ·+ xϑ) +
f11
2
(x21 + · · ·+ x
2
ϑ)
+ f1ϑ(
ϑ∑
i=1
ϑ∑
j>i
xixj) +O(3),
where
f00 =
∂2f
∂x0∂x0
(0, 0), f11 =
∂2f
∂x1∂x1
(0, 0) =
∂2f
∂xi∂xi
(0, 0),
f01 =
∂2f
∂x0∂x1
(0, 0) =
∂2f
∂x0∂xi
(0, 0), f1ϑ =
∂2f
∂x1∂xϑ
(0, 0) =
∂2f
∂xi∂xj
(0, 0),
for i, j > 0 and i 6= j.
For every cell c in N , we denote by c1, . . . , cϑ the source cells of the edges
that target c (repeated, if there is more than one edge from the same cell).
d2fNc (vj, vl) = f00(vj ∗ vl)c + 2f01(vj ∗ Avl)c +
ϑ∑
a=1
ϑ∑
b=1
fab(vj)ca(vl)cb
=(f00 + 2µf01)(vj ∗ vl)c + f1v(Avj ∗ Avl)c + (f11 − f1v)
ϑ∑
a=1
(vj ∗ vl)ca
=(f00 + 2µf01 + µ
2f1v)(vj ∗ vl)c + (f11 − f1v)(A(vj ∗ vl))c,
where w ∗ z = (w1z1, w2z2, . . . , wnzn), for w, z ∈ R
n. So
d2fN(vj , vl) = (f00 + 2µf01 + µ
2f1v)vj ∗ vl + (f11 − f1v)A(vj ∗ vl).
It follows from [6, Chapter VII §1 (d)] and the Taylor expansion of f that
∂2gi
∂yj∂yl
(0, 0) = (f00 + 2µf01 + µ
2f1ϑ)〈v
∗
i , vj ∗ vl〉+ (f11 − f1ϑ)〈v
∗
i , A(vj ∗ vl)〉,
for 1 ≤ i, j, l ≤ m. Since µ is semisimple, v∗i is orthogonal to any generalized
eigenvector associated to an eigenvalue different from µ. Writing vj ∗ vl in
the base of generalized eigenvectors of A, we have that 〈v∗i , A(vj ∗ vl)〉 =
µ〈v∗i , vj ∗ vl〉. Thus, for 1 ≤ i, j, l ≤ m,
∂2gi
∂yj∂yl
(0, 0) = (f00 + 2µf01 + µf11 − µf1ϑ + µ
2f1ϑ)〈v
∗
i , vj ∗ vl〉.
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Thus, generically, the vanish of the second derivatives of g is independent of
the regular function f with a bifurcation condition associated to µ. Next,
we prove that the smallest integer k(N, f) is, generically, the same for every
regular function f with a bifurcation condition associated to µ.
Lemma 3.1. Let N be a regular network with valency ϑ and adjacency matrix
A, µ an eigenvalue of A and f, f ′ : R× Rϑ × R → R regular functions with
a bifurcation condition associated to µ. Then, generically,
k(N, f) = k(N, f ′).
Proof. For a given integer l, we can rearrange the terms in the Taylor expan-
sion of f as follows
f(x0, x1, . . . , xϑ, λ) = Pl−1(x0, x1, . . . , xϑ) + Pl(x0, x1, . . . , xϑ)
+ Pl+1(x0, x1, . . . , xϑ) +R(x0, x1, . . . , xϑ, λ),
where Pl−1 is a polynomial of degree lower or equal to l − 1, Pl+1 has
only terms of degree upper or equal to l + 1, R is a function such that
R(x0, x1, . . . , xϑ, 0) = 0 and Pl is homogenous polynomial of degree l:
Pl(x0, x1, . . . , xϑ) =
∑
0≤n0,n1,...,nϑ≤l
n0+n1+···+nϑ=l
fn0n1...nϑ
n0!n1! . . . nϑ!
xn00 x
n1
1 . . . x
nϑ
ϑ ,
fn0n1...nϑ is the l-partial derivative of f at (0, 0, . . . , 0, 0) with respect n0 times
to x0, n1 times to x1, . . . , and nϑ times to xϑ. Since f is Sϑ-invariant, Pl is
also Sϑ-invariant and it has the following form, see e.g. [11],
Pl(x0, x1, . . . , xϑ) =
l∑
n0=0
∑
0≤n1≤···≤nϑ≤l
n0+n1+···+nϑ=l
fn0n1...nϑ
n0!n1! . . . nϑ!
xn00
(∑
σ∈Sϑ
xn1σ(1) . . . x
nϑ
σ(ϑ)
)
.
For 1 ≤ i, i1, . . . , il ≤ m, the l-th derivative of gi with respect to yi1 , yi2, . . . , yil
at (y, λ) = (0, . . . , 0, 0) is given by
∂lgi
∂yi1∂yi2 . . . ∂yil
=
l∑
n0=0
∑
0≤n1≤···≤nϑ≤l
n0+n1+···+nϑ=l
fn0n1...nϑ
n0!n1! . . . nϑ!
〈v∗i , An0n1...nϑ(vi1 , . . . , vil)〉,
where An0n1...nϑ(vi1 , . . . , vil) ∈ R
|N | and it is given for every cell c in N by
(An0n1...nϑ(vi1 , . . . , vil))c =
∑
σ∈Sϑ
∂l
∂t1 . . . ∂tl
(
ϑ∏
b=0
(t1vi1 + · · ·+ tlvil)
nb
cσ(b)
)∣∣∣∣∣
ti=0
,
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where σ(0) = 0, c0 = c and c1, . . . , cϑ are the source cells of the edges that
target c.
Note that every term in the variable y of degree l in g vanish if and only
if for every 1 ≤ i, i1, . . . , il ≤ m
∂lgi
∂yi1∂yi2 . . . ∂yil
= 0.
For each 1 ≤ i, i1, . . . , il ≤ m, regard (∂
lgi)/(∂yi1∂yi2 . . . ∂yil) as a poly-
nomial function in the variables fn0n1...nϑ, where 0 ≤ n0 ≤ l and 0 ≤ n1 ≤
n2 ≤ · · · ≤ nϑ ≤ l such that n0 + n1 + · · · + nϑ = l. We have two cases:
(∂lgi)/(∂yi1∂yi2 . . . ∂yil) is identically zero since
〈v∗i , An0n1...nϑ(vi1, vi2 , . . . , vil)〉 = 0,
for every 0 ≤ n0 ≤ l and 0 ≤ n1 ≤ n2 ≤ · · · ≤ nϑ ≤ l; otherwise the set of
regular functions such that (∂lgi)/(∂yi1∂yi2 . . . ∂yil) = 0 is residual and for
every generic regular function we have that
∂lgi
∂yi1∂yi2 . . . ∂yil
6= 0.
Therefore, generically, given f regular every term in the variable y of
degree l in g vanishes if and only if
〈v∗i , An0n1...nϑ(vi1, vi2 , . . . , vil)〉 = 0,
for every 1 ≤ i, i1, . . . , il ≤ m, 0 ≤ n0 ≤ j and 0 ≤ n1 ≤ n2 ≤ · · · ≤ nϑ ≤ j.
The second part of the previous “if and only if” does not depend on the
regular function f . So for every regular functions f, f ′ : R × Rϑ × R → R
with a bifurcation condition associated to µ, we have generically that
k(N, f) = k(N, f ′).
Following the previous lemma, we define the smallest k in 3.1 as a function
of the network N and the eigenvalue µ.
Definition 3.2. Let N be a regular network and µ an eigenvalue of its
adjacency matrix. For any generic regular function f with a bifurcation
condition associated to µ, we define k(N, µ) = k(N, f). We say that the
bifurcation problem associated to µ on N has k(N, µ)− 1 degeneracy. ♦
14
Remark 3.1. Let N be a regular network, Q a quotient network of N and
µ an eigenvalue of the adjacency matrix associated to Q. Then
k(N, µ) ≤ k(Q, µ).
In fact, let f be a regular function with a bifurcation condition associated to
µ. Denote by gQ and gN the reduced functions of fQ and fN , respectively,
obtained by Lyapunov-Schmidt reduction. The previous inequality follows
from the fact
gQ = P−1gNP,
where P : R|Q| → ∆ ⊆ R|N | is the lift of the phase space of Q into the
synchrony subspace of N associated to the quotient network and P−1 : ∆→
R
|Q| is the inverse of P . ♦
In the next step we apply a blow-up argument also used in the equivariant
theory, see e.g. [9]. Applying the following change of variables to the reduced
function g of the Lyapunov-Schmidt reduction 3.1,{
y = ǫu
λ = ǫk−1η
, (3.2)
where u ∈ Sm−1(m− 1 dimensional sphere), ǫ ∈ R, η ∈ R and k = k(N, µ),
we have the following equation:
g(y, λ) = 0⇔ g(ǫu, ǫk−1η) = 0⇔ ǫk (η(f0λ + µf1λ)u+Qk(u) +O(|ǫ|)) = 0.
Let h : Sm−1 × R× R→ Rm be the function given by
h(u, ǫ, η) = η(f0λ + µf1λ)u+Qk(u) +O(|ǫ|).
For y 6= 0, we have that
g(y, λ) = 0⇔ h(u, ǫ, η) = 0. (3.3)
Proposition 3.1. Let N be a regular network with valency ϑ and adjacency
matrix A, µ a semisimple eigenvalue of A with multiplicity m and f : R ×
R
ϑ × R→ R a regular function with a bifurcation condition associated to µ.
If b is a bifurcation branch of f on N with synchrony ⊲⊳, then generically
there exists u˜ ∈ Sm−1 and η˜ ∈ R such that
h(u˜, 0, η˜) = 0,
and
u˜1v1 + · · ·+ u˜mvm ∈ ∆⊲⊳,
where v1, . . . , vm is the basis of ker(J
N
f ).
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Proof. Let b = (bN , bλ) be a bifurcation branch of f on N and k = k(N, µ).
Consider b˜ = (b˜y, b˜λ) : [0, δ[→ R
m × R such that b˜y is the projection of bN
into ker(JNf ) according to the basis v1, . . . , vm and b˜λ = bλ. Then
g(b˜y(z), b˜λ(z)) = h
(
b˜y(z)
‖b˜y(z)‖
, ‖b˜y(z)‖,
b˜λ(z)
‖b˜y(z)‖k−1
)
= 0,
for z 6= 0. Note that b˜′y(0) 6= 0, see e.g. [4, Lemma 4.2.1]. We can also
prove by induction on j, that b˜
(j)
λ (0) = 0, for 1 ≤ j < k − 1, where b˜
(j)
λ (0)
is the j-derivative of b˜λ at z = 0. Taking the limit of z → 0 in the previous
equation,
h(u˜, 0, η˜) = 0,
where
u˜ =
b˜′y(0)
‖b˜′y(0)‖
, η˜ =
b˜
(k−1)
λ (0)
(k − 1)!‖b˜′y(0)‖
k−1
.
If b has synchrony ⊲⊳, then bN (z) ∈ ∆⊲⊳ and b˜y1(z)v1+· · ·+b˜ym(z)vm ∈ ∆⊲⊳
for every z ≥ 0. So b˜′y1(0)v1 + · · ·+ b˜
′
ym(0)vm ∈ ∆⊲⊳ and
u˜1v1 + · · ·+ u˜mvm ∈ ∆⊲⊳.
It follows from 3.1 that we can study the zeros of h(u, 0, η) to understand
the bifurcation branches. For the radial component
〈h(u, 0, η), u〉 = 0⇔ η = −
〈Qk(u), u〉
f0λ + µf1λ
,
where it is assumed, generically, that f0λ + µf1λ 6= 0. Defining
η˜(u) = −
〈Qk(u), u〉
f0λ + µf1λ
, h˜(u) = h(u, 0, η˜(u)),
we obtain a vector field h˜ on the (m− 1)-sphere and
h(u, 0, η) = 0⇔ h˜(u) = 0 ∧ η(u) = −
〈Qk(u), u〉
f0λ + µf1λ
.
Now, we see how to make the correspondence between a zero of the vector
field h˜ and a bifurcation branch of f on N . For this purpose, we will assume
for a zero u˜ ∈ Sm−1 of h˜ that(
∂h
∂(u, η)
)
(u˜,0,η˜(u˜))
is non-singular, (3.4)
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where the Jacobian is calculated in the geometry of Sm−1 × R.
Moreover, we say that condition H1 holds for f and N if
∀u˜ h˜(u˜) = 0⇒ 3.4 holds for u˜. (H1)
Proposition 3.2. Let N be a regular network with valency ϑ and adjacency
matrix A, µ a semisimple eigenvalue of A with multiplicity m, f : R× Rϑ ×
R → R a regular function with a bifurcation condition associated to µ and
u˜ ∈ Sm−1 such that h˜(u˜) = 0 and 3.4 holds for u˜. Then generically there
exists a bifurcation branch of f on N .
Proof. We have that h(u˜, 0, η˜(u˜)) = 0, because h˜(u˜) = 0. Since 3.4 holds for
u˜, it follows from the implicit function theorem that there exists a neighbor-
hood W ⊆ R of ǫ = 0 and a differentiable function (u∗, η∗) : W → Sm−1 ×R
such that h˜(u∗(ǫ), ǫ, η∗(ǫ)) = 0 and (u∗, η∗)(0) = (u˜, η˜). Recalling 3.2 and
3.3, we have that
h(u∗(ǫ), ǫ, η∗(ǫ)) = 0⇔ g(ǫu∗(ǫ), ǫk−1η∗(ǫ)) = 0⇔ g(y∗(ǫ), λ∗(ǫ)) = 0,
defining (y∗, λ∗) : W → Rm × R by y∗(ǫ) = ǫu∗(ǫ) and λ∗(ǫ) = ǫk−1η∗(ǫ).
By the Lyapunov-Schmidt reduction, there exists a differentiable function
b∗ : W → R|N | × R associated to (y∗, λ∗) such that 0 ∈ W , b∗(0) = (0, 0),
b∗N (ǫ) 6= 0 and f
N(b∗N(ǫ), b
∗
λ(ǫ)) = 0, for every ǫ ∈ W \ {0}. Since the
origin is an isolated zero of fN(x, 0), there exists δ > 0 such that b∗λ(ǫ) 6= 0
for 0 < ǫ < δ. Restricting the function b∗ to [0, δ[, we have that b∗ is a
bifurcation branch of f on N .
Remark 3.2. 3.4 is related to the determinacy of a bifurcation problem.
When the kernel of the Jacobian is one-dimensional, the determinacy and
degeneracy are equal. If m = 1 and f0λ + µf1λ 6= 0, then 3.4 holds. When
m > 1, determinacy and degeneracy can be different, see 3.1. ♦
If condition 3.4 fails, we can apply the Lyapunov-Schmidt Reduction to
the function h(u, ǫ, η) at (u˜, 0, η˜) and a blow-up change of coordinates to
obtain a vector field on a sphere, then we look for zeros of this new reduced
vector field on a sphere associated to the parameter ǫ. Since the Jacobian of
h with respect to (u, η) at (u˜, 0, η˜(u˜)) is not identically null, the dimension of
the problem will be further reduced and we will need to calculate derivatives
of higher order of the original vector field fN . In the new reduced vector
field on a sphere, u˜ can continue or not to be an equilibrium. If it is not an
equilibrium, then do not correspond to a bifurcation branch. If it continues
to be an equilibrium and a similar condition to 3.4 holds, then we obtain
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a bifurcation branch. If it continues to be an equilibrium and a similar
condition to 3.4 fails, we need to repeat the previous process. See e.g. [13].
If a zero u˜ of h˜ corresponds to a point in some synchrony subspace ∆⊲⊳
(u˜1v1 + · · ·+ u˜mvm ∈ ∆⊲⊳) such that k(N/ ⊲⊳, µ) > k(N, µ), then 3.4 fails at
u˜. In this case, we should study the bifurcation problem of f on N/ ⊲⊳, or
look for zeros of h˜ which do not correspond to a point in ∆⊲⊳.
For submaximal colorings, we use condition H1a. We say that condition
H1a holds for f and N if
∀u˜,⊲⊳ h˜(u˜) = 0∧ ⊲⊳=≺⊲⊳ ∧(u˜1v1 + · · ·+ u˜mvm) /∈ ∆⊲⊳ ⇒ 3.4 holds for u˜.
(H1a)
Example 3.1. As in 2.1, consider again the network #51 of [8]. The eigen-
value 0 of A51 is semisimple and has multiplicity 2. The balanced color-
ing ⊲⊳= is 0-submaximal of type 2 with 0-simple components ⊲⊳3 and ⊲⊳4.
Let f : R × R2 × R → R be a generic regular function with a bifurcation
condition associated to 0, i.e., f0 = 0. We have that dim(ker(J
N51
f )) = 2.
We choose a basis of ker(JN51f ) such that v1 ∈ ∆⊲⊳3 and v2 ∈ ∆⊲⊳4 . Let
v1 = (0, 0, 1, 0) ∈ ∆⊲⊳3 , v2 = (−1, 1, 0, 0) ∈ ∆⊲⊳4 , v
∗
1 = (0, 0, 1,−1) and
v∗2 = (−1, 1, 0, 0)/2, where v
∗
1, v
∗
2 is a basis of range(J
N51
f )
⊥. Then
h(u1, u2, ǫ, η) =

f0ληu1 + f00u212
f0ληu2

+O(ǫ).
Moreover, h(u1, u2, 0, η) = 0 if and only if (u1, u2, η) = (±1, 0,∓f00/(2f0λ))
or (u1, u2, η) = (0,±1, 0). We have(
∂h
∂(u, η)
)
(±1,0,∓
f00
(2f0λ)
)
=
[
0 ±f0λ
∓
f00
2
0
]
,
(
∂h
∂(u, η)
)
(0,±1,0)
=
[
0 0
0 ±f0λ
]
.
Since 3.4 holds at the zeros (±1, 0), then by 3.2 there is a bifurcation
branch with exactly synchrony ⊲⊳3 . However condition 3.4 fails at the ze-
ros (0,±1) and the dimension of the kernel is equal to 1. We could apply
the Lyapunov-Schmidt Reduction and obtain an one-dimensional bifurcation
problem, then we should solve it by finding the lowest non-vanishing terms of
the reduced equation. Alternatively, we note that the zero (0, 1) corresponds
to a point in the synchrony subspace ∆⊲⊳4 and that k(N/ ⊲⊳4, 0) = 3. We can
also obtain the bifurcation branch of f on N with synchrony ⊲⊳4 by studying
the bifurcation problem of f on N/ ⊲⊳4. ♦
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4 Synchrony Branching Lemma – Odd Di-
mensional Case
Now, we prove the analogous version of the odd dimensional version of the
Equivariant Branch Lemma for regular networks. Recall the notation of 3.
Theorem 4.1. Let N be a regular network with valency ϑ and adjacency
matrix A, ⊲⊳ a balanced coloring of N and µ a semisimple eigenvalue of A.
Let f : R × Rϑ × R → R be a regular function with a bifurcation condition
associated to µ such that ker(JNf ) ∩ ∆⊲⊳ has odd dimension. Assume that
condition H1 holds for f and N/ ⊲⊳. Then generically there is a bifurcation
branch of f on N with at least synchrony ⊲⊳. Moreover, if ⊲⊳ is µ-maximal,
then the bifurcation branch has exactly synchrony ⊲⊳.
Proof. Let N be a regular network with valency ϑ and represented by the
adjacency matrix A, ⊲⊳ a balanced coloring of N and µ a semisimple eigen-
value of A. Let f : R×Rϑ×R→ R be a regular function with a bifurcation
condition associated to µ such that ker(JNf ) ∩∆⊲⊳ has odd dimension.
Denote by Q the quotient network of N with respect to ⊲⊳ which is rep-
resented by the adjacency matrix AQ. Then µ is a semisimple eigenvalue of
AQ and m = dim(ker(J
Q
f )) = dim(ker(J
N
f ) ∩∆⊲⊳) is odd.
We perform the calculation of 3 for the network Q and the generic regular
function f . Following 3, let h˜ be the vector field in Sm−1 obtained. Since m
is odd, from the Poincare´-Hopf theorem [12], we know that there exists at
least one u˜ ∈ Sm−1 such that h˜(u˜) = 0. Then h(u˜, 0, η˜(u˜)) = 0, where η˜(u˜)
is defined in 3.
Assuming that condition H1 holds for f and N/ ⊲⊳, we have that 3.4 holds
for u˜. From 3.2, there exists a bifurcation branch of f on Q. Last, we can
lift this bifurcation branch of f on Q to a bifurcation branch of f on N with
at least synchrony ⊲⊳.
If ⊲⊳ is µ-maximal, then for every ⊲⊳′ such that ⊲⊳≺⊲⊳′ there is no bi-
furcation branch of f on N/ ⊲⊳′. Thus the bifurcation branch has exactly
synchrony ⊲⊳.
We establish the existence of a bifurcation branch, using the result above.
Example 4.1. Let N be the regular network given by the adjacency matrix:
A =


24 1 2 3 4
16 0 5 6 7
8 6 3 8 9
0 8 9 6 11
20 3 4 5 2

 .
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The eigenvalues of A are: the network valency 34 with multiplicity 1; 13 with
multiplicity 1; and −4 with multiplicity 3.
Let f : R× R34 × R→ R be a regular function with a bifurcation condi-
tion associated to the eigenvalue µ = −4. Considering the trivial balanced
coloring, ⊲⊳=, we have that dim(ker
∗(JNf )∩∆⊲⊳) = 3. Assume that condition
H1 holds for f and N . Then there exists a bifurcation branch of f on N , by
4.1.
The network N has no non-trivial balanced colorings and the unique
eigenvalue of the adjacency matrix associated to N/ ⊲⊳0 is 34. So ⊲⊳= is
(−4)-maximal and the bifurcation branch has no synchrony. ♦
In the next two examples, we do not explicitly present the networks but
we assume that the networks satisfy some conditions. Since the number of
cells in a network is not restricted, those conditions may be solved with as
many variables as it is needed to consider. The next example shows that we
cannot remove the odd dimension condition in 4.1.
Example 4.2. Let N be a network with adjacency matrix A, µ a semisimple
eigenvalue of A with multiplicity 2. Let f be a generic regular function with
a bifurcation condition associated to µ, (v1, v2) be a basis for ker(J
N
f ) and
(v∗1, v
∗
2) be a basis for range(J
N
f )
⊥. We will assume that A, (v1, v2) and (v
∗
1, v
∗
2)
respect the following conditions:
〈v∗1, v1〉 = 〈v
∗
2, v2〉 = 1, 〈v
∗
2, v1〉 = 〈v
∗
1, v2〉 = 0,
〈v∗i , v1 ∗ v1〉 = 〈v
∗
i , v1 ∗ v2〉 = 〈v
∗
i , v2 ∗ v2〉 = 0, i = 1, 2,
〈v∗1, v1 ∗ v1 ∗ v1)〉 = 〈v
∗
2, v1 ∗ v1 ∗ v2)〉, 〈v
∗
1, v2 ∗ v2 ∗ v1)〉 = 〈v
∗
2, v2 ∗ v2 ∗ v2)〉,
〈v∗1, 3(v1 ∗ (A(v1 ∗ v1)))〉 = 〈v
∗
2, 2v1 ∗ (A(v1 ∗ v2)) + v2 ∗ (A(v1 ∗ v1))〉,
〈v∗2, 3(v2 ∗ (A(v2 ∗ v2)))〉 = 〈v
∗
1, 2v2 ∗ (A(v2 ∗ v1)) + v1 ∗ (A(v2 ∗ v2))〉,
0 6= 〈v∗1, v1∗v1∗v2)〉 = 〈v
∗
1, v2∗v2∗v2)〉 = −〈v
∗
2, v1∗v2∗v2)〉 = −〈v
∗
2 , v1∗v1∗v1)〉,
0 6= 〈v∗1, 2v1 ∗ (A(v1 ∗ v2)) + v2 ∗ (A(v1 ∗ v1))〉 = 〈v
∗
1, 3(v2 ∗ (A(v2 ∗ v2)))〉 =
= −〈v∗2 , 2v2 ∗ (A(v1 ∗ v2)) + v1 ∗ (A(v2 ∗ v2))〉 = −〈v
∗
2, 3(v1 ∗ (A(v1 ∗ v1)))〉.
Then k(N, µ) = 3. Let g = (g1, g2) : R
2 × R → R2 be the reduced equation
obtained by the Lyapunov-Schmidt Reduction. The previous equalities imply
for every regular function f that
∂3g1
∂y31
=
∂3g2
∂y21∂y2
,
∂3g1
∂y1∂y22
=
∂3g2
∂y32
,
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α =
∂3g1
∂y21∂y2
=
∂3g1
∂y32
= −
∂3g2
∂y31
= −
∂3g2
∂y1∂y22
6= 0
at (y1, y2, λ) = (0, 0, 0). Then the vector field, h˜, on the 1-sphere is given by
h˜(u1, u2) =
[
αu2(u
2
1 + u
2
2)
2
−αu1(u
2
1 + u
2
2)
2
]
= α
[
u2
−u1
]
,
where (u1, u2) ∈ S
1. We have that h˜(u1, u2) 6= 0 for every (u1, u2) ∈ S
1. By
3.1, there is no bifurcation branch of f on N . ♦
In the next example, we lift the network of the previous example to a
network with one more cell. This example shows that there are zeros of the
vector field on the sphere which do not correspond to a bifurcation branch
and the relevance of 3.4 in 3.2.
Example 4.3. Let N , A, µ, v1, v2, v
∗
1 and v
∗
2 as in 4.2. Assume that µ = 0.
Fix a cell c of N . Let Nˆ be the network with |N | + 1 cells given by the
following adjacency matrix:
Aˆ =
[
A 0
R 0
]
,
where R = (Ac d)d∈N is a 1 × |N |-matrix. Denote by c
′ the new cell of Nˆ
and by ⊲⊳ the balanced coloring of Nˆ given by c ⊲⊳ c′. The network N is
a quotient network of Nˆ with respect to ⊲⊳. Note that 0 is a semisimple
eigenvalue of Aˆ with multiplicity 3.
Let f be a generic regular function with a bifurcation condition associated
to µ = 0, vˆ1 = (v1, (v1)c), vˆ2 = (v2, (v2)c), vˆ3 = (0, . . . , 0, 1), vˆ
∗
1 = (v
∗
1, 0),
vˆ∗2 = (v
∗
2, 0) and vˆ
∗
3 ∈ R
|Nˆ | such that (vˆ∗3)c = −1, (vˆ
∗
3)c′ = 1 and (vˆ
∗
3)d = 0
otherwise. Then (vˆ1, vˆ2, vˆ3) is a basis of ker(J
Nˆ
f ) and (vˆ
∗
1, vˆ
∗
2, vˆ
∗
3) is a basis
of range(J Nˆf )
⊥. Let gˆ = (gˆ1, gˆ2, gˆ3) : R
3 × R → R3 be the reduced equation
obtained by the Lyapunov-Schmidt Reduction of f Nˆ . Note that
∂2g3
∂y1∂y3
= f00(v1)c,
∂2g3
∂y2∂y3
= f00(v2)c,
∂2g3
∂y23
= f00,
∂2gi
∂yj∂yl
= 0,
for any other i, j and l. Then k(Nˆ, 0) = 2 and
h(u1, u2, u3, 0, η) =


f0ληu1
f0ληu2
f0ληu3 +
f00
2
u23 + f00(v1)cu1u3 + f00(v2)cu2u3

 ,
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where (u1, u2, u3) ∈ S
2. We have that h(0, 0, 1,−f00/(2f0λ)) = 0, condi-
tion 3.4 holds for (0, 0, 1) and it leads to a bifurcation branch of f on Nˆ .
On the other hand h(u1, u2, 0, 0) = 0, condition 3.4 does not hold for
(u1, u2, 0), where (u1, u2, 0, 0) ∈ S
2×R, and it does not lead to a bifurcation
branch of f on Nˆ . Otherwise this bifurcation branch would be inside ∆⊲⊳ ⊆
R
|Nˆ |, since vˆ1, vˆ2 ∈ ∆⊲⊳, and would lead to a bifurcation branch of f on N .
But, as we saw, there is no bifurcation branch of f on N . ♦
5 Synchrony Branching Lemma – Two dimen-
sional case
In this section, we study the smallest case not included in the results of
the previous section, i.e., when the semisimple eigenvalue µ has multiplicity
m = 2 and k(N, µ) is even. We give conditions for the existence of bifurcation
branches with maximal or submaximal synchrony.
Let N be a regular network with valency ϑ and represented by the adja-
cency matrix A, µ a semisimple eigenvalue of A and f : R × Rϑ × R → R
a generic regular function with a bifurcation condition associated to µ such
that m = dim(ker(JNf )) = 2.
Taking into account the calculations in 3, when m = dim(ker(JNf ) = 2,
we have the following vector field on the 1-sphere
h˜(u1, u2) = Qk(u1, u2)− 〈Qk(u1, u2), (u1, u2)〉(u1, u2),
where u21 + u
2
2 = 1, k = k(N, µ). Transforming the variables (u1, u2) to the
angular variable θ, where (u1, u2) = (cos(θ), sin(θ)). The dynamical system
u˙ = h˜(u) is equivalent to the dynamical system θ˙ = Θ(θ) given by
Θ(θ) = cos(θ)q2(cos(θ), sin(θ))− sin(θ)q1(cos(θ), sin(θ)),
where Qk(u1, u2) = (q1(u1, u2), q2(u1, u2)). So, finding zeros of h˜ is equivalent
to solve the equation
Θ(θ) = 0.
Theorem 5.1. Let N be a regular network with valency ϑ and adjacency
matrix A, ⊲⊳ a balanced coloring of N and µ a semisimple eigenvalue of A.
Let f : R × Rϑ × R → R be a regular function with a bifurcation condition
associated to µ and such that dim(ker(JNf )∩∆⊲⊳) = 2. Assume that condition
H1 holds for f and N/ ⊲⊳. If ⊲⊳ µ-maximal and k(N/ ⊲⊳, µ) is even, then
generically there is a bifurcation branch of f on N with exactly synchrony ⊲⊳.
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Proof. Let N be a regular network with valency ϑ, ⊲⊳ a balanced coloring
of N and µ a semisimple eigenvalue of the adjacency matrix of N . Take
f : R × Rϑ × R → R to be a regular function with a bifurcation condition
associated to µ such that dim(ker(JNf ) ∩∆⊲⊳) = 2.
Let A⊲⊳ to be the adjacency matrix ofN/ ⊲⊳. Thenm = dim(ker(J
N/⊲⊳
f )) =
dim(ker(JNf ) ∩∆⊲⊳) = 2 and µ is a semisimple eigenvalue of A⊲⊳.
Performing the calculations of 3 and of this section for the network N/ ⊲⊳
and the regular function f , we consider the function Θ(θ) given by
Θ(θ) = cos(θ)q2(cos(θ), sin(θ))− sin(θ)q1(cos(θ), sin(θ)),
where Qk(u1, u2) = (q1(u1, u2), q2(u1, u2)) and k = k(N/ ⊲⊳, µ). We look for
solutions of Θ(θ) = 0.
Suppose that ⊲⊳ is µ-maximal and k(N/ ⊲⊳, µ) is even. Then Qk(u1, u2) =
Qk(−u1,−u2) and
Θ(θ + π) = −Θ(θ).
By the intermediate value theorem, we know that it must exists θ˜ such
that Θ(θ˜) = 0. Consider u˜ = (cos(θ˜), sin(θ˜)), then h˜(u˜) = 0. Assuming that
condition H1 holds for f and N/ ⊲⊳, we know that 3.4 holds for u˜. From
3.2, there exists a bifurcation branch of f on N/ ⊲⊳. Lifting this bifurcation
branch, we obtain a bifurcation branch of f on N with at least synchrony
⊲⊳. Since ⊲⊳ is µ-maximal this bifurcation branch of f on N has exactly
synchrony ⊲⊳.
Returning to the beginning of this section. If k(N, µ) = 2, then
qi(u1, u2) = β
(
di11
2
u21 + di12u1u2 +
di22
2
u22
)
, (5.1)
where i = 1, 2, β = (f00 + 2µf01 + µf11 − µf1ϑ + µ
2f1ϑ) and for l1, l2 = 1, 2
dil1l2 = 〈v
∗
i , vl1 ∗ vl2〉.
Theorem 5.2. Let N be a regular network with valency ϑ and adjacency
matrix A, ⊲⊳ a balanced coloring of N and µ a semisimple eigenvalue of A.
Let f : R × Rϑ × R → R be a regular function with a bifurcation condition
associated to µ and such that dim(ker(JNf )∩∆⊲⊳) = 2. Assume that condition
H1a holds for f and N/ ⊲⊳ and k(N/ ⊲⊳, µ) = 2.
(i) If ⊲⊳ is µ-submaximal of type 1. Then generically there is a bifurcation
branch of f on N with exactly synchrony ⊲⊳ if and only if
(d222 − 2d112)
2 ≥ 4d122(d111 − 2d212). (5.2)
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(ii) If ⊲⊳ is µ-submaximal of type 2. Then generically there is a bifurcation
branch of f on N with exactly synchrony ⊲⊳ if and only if
(2d212 − d111)(2d112 − d222) 6= 0. (5.3)
Proof. Let N be a regular network with valency ϑ and adjacency matrix
A, ⊲⊳ a balanced coloring of N and µ a semisimple eigenvalue of A. Let
f : R × Rϑ × R → R be a regular function with a bifurcation condition
associated to µ and such that dim(ker(JNf ) ∩∆⊲⊳) = 2 and k(N/ ⊲⊳, µ) = 2.
Let A⊲⊳ to be the adjacency matrix ofN/ ⊲⊳. Thenm = dim(ker(J
N/⊲⊳
f )) =
dim(ker(JNf ) ∩∆⊲⊳) = 2 and µ is a semisimple eigenvalue of A⊲⊳.
Performing the calculations of 3 and of this section for the network N/ ⊲⊳
and the regular function f , we consider the function Θ(θ) given by
Θ(θ) = cos(θ)q2(cos(θ), sin(θ))− sin(θ)q1(cos(θ), sin(θ)),
where Qk(u1, u2) = (q1(u1, u2), q2(u1, u2)) and k = k(N/ ⊲⊳, µ). We look for
solutions of Θ(θ) = 0.
(i) Suppose that ⊲⊳ is µ-submaximal of type 1 with a µ-simple component
⊲⊳1. We denote by ⊲⊳
′
1 the balanced coloring of N/ ⊲⊳ that corresponds to the
balanced coloring ⊲⊳1 of N . Now, we return to the calculations of 3 for the
network N/ ⊲⊳ and we choose a basis v1, v2 of ker(J
N/⊲⊳
f ) such that v1 ∈ ∆⊲⊳′1 .
Note that d211 = 0, for the following reason. From 4.1 and dim(ker(J
N/⊲⊳
f )∩
∆⊲⊳′1) = 1, there exists a bifurcation branch of f on N/ ⊲⊳ with synchrony
⊲⊳′1. By 3.1, h˜(±1, 0) = 0. So d211 = 0. (This can be also shown using the
fact that ∂
2g2
∂y1∂y1
(0, 0) = 0, since ∆⊲⊳′1 is invariant.)
Using the expansion of q1 and q2 presented in 5.1, we have that
Θ(θ) = β
(
u1
(
d212u1u2 +
d222u
2
2
2
)
− u2
(
d111u
2
1
2
+ d112u1u2 +
d122u
2
2
2
))
,
where u1 = cos(θ), u2 = sin(θ) and β = (f00+2µf01+µf11−µf1ϑ+µ
2f1ϑ) 6= 0
generically. We have that Θ(θ) = 0, if sin(θ) = 0, however those zeros
correspond to the known bifurcation branch of f on N/ ⊲⊳ with synchrony
⊲⊳′1. For sin(θ) 6= 0, we have that
Θ(θ) = 0⇔ (2d212 − d111)
(
cos(θ)
sin(θ)
)2
+ (d222 − 2d112)
cos(θ)
sin(θ)
− d122 = 0.
Define x = cos(θ)/ sin(θ) and consider the equation
(2d212 − d111)x
2 + (d222 − 2d112)x− d122 = 0 (5.4)
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that has a real solution if and only if 5.2 holds.
If 5.2 holds, then there exists a solution x˜ of 5.4. Since the image of
θ 7→ cos(θ)/ sin(θ), sin(θ) 6= 0 is the entire real line. There exists θ˜ such
that x˜ = cos(θ˜)/ sin(θ˜) and Θ(θ˜) = 0. Consider u˜ = (cos(θ˜), sin(θ˜)), then
h˜(u˜) = 0. Assuming that H1a holds for f and N/ ⊲⊳, we know that 3.4
holds for u˜. From 3.2, there exists a bifurcation branch of f on N/ ⊲⊳. This
bifurcation branch has no synchrony in N/ ⊲⊳, since ⊲⊳ is µ-submaximal and
sin(θ˜) 6= 0. Lifting this bifurcation branch to N , we obtain a bifurcation
branch of f on N with exactly synchrony ⊲⊳.
Suppose by contradiction that there exists a bifurcation branch of f on
N with exactly synchrony ⊲⊳ and 5.2 does not hold. We have by 3.1 that
there exists (u1, u2) ∈ S
1 such that u2 6= 0 and h˜(u1, u2) = 0. So x = u1/u2
is a real solution of equation 5.4, which is an absurd since we are supposing
that 5.2 does not hold. This proves (i).
(ii) Suppose that ⊲⊳ is µ-submaximal of type 2 with µ-simple components
⊲⊳1 and ⊲⊳2. We denote by ⊲⊳
′
1, ⊲⊳
′
2 the balanced colorings of N/ ⊲⊳ that
corresponds to the balanced colorings ⊲⊳1, ⊲⊳2 of N , respectively. In the cal-
culations of 3 for the network N/ ⊲⊳, we choose a basis v1, v2 of ker(J
N/⊲⊳
f )
such that v1 ∈ ∆⊲⊳′1 and v2 ∈ ∆⊲⊳′2 .
As before, we note that d211 = 0 and d122 = 0. So
Θ(θ) = β
(
u1u2
(
d212u1 +
d222u2
2
)
− u2u1
(
d111u1
2
+ d112u2
))
,
where u1 = cos(θ) and u2 = sin(θ). We have that Θ(θ) = 0, if sin(θ) = 0 or
cos(θ) = 0, however those zeros correspond to the known bifurcation branch
of f on N/ ⊲⊳ with synchrony ⊲⊳′1 or ⊲⊳
′
2. For cos(θ), sin(θ) 6= 0, we have that
Θ(θ) = 0⇔ (2d212 − d111) cos(θ) = (2d112 − d222) sin(θ).
has a solution such that cos(θ), sin(θ) 6= 0 if and only if 5.3 holds.
If 5.3 holds, let θ˜ be a solution of the equation above, i.e., Θ(θ˜) = 0.
Assuming that condition H1a holds for f and N/ ⊲⊳, we know that 3.4 holds
for u˜ = (cos(θ˜), sin(θ˜)). From 3.2, there exists a bifurcation branch of f
on N/ ⊲⊳ which has no synchrony in N/ ⊲⊳, since ⊲⊳ is µ-submaximal and
cos(θ), sin(θ) 6= 0. Lifting this bifurcation branch to N , we obtain a bifurca-
tion branch of f on N with exactly synchrony ⊲⊳.
Suppose by contradiction that there exists a bifurcation branch of f on
N with exactly synchrony ⊲⊳ and 5.3 does not hold. We have by 3.1 that
there exists (u1, u2) ∈ S
1 such that u1, u2 6= 0 and h˜(u1, u2) = 0. So (2d212 −
d111)u1 = (2d112 − d222)u2 and u1, u2 6= 0. This is an absurd since (2d212 −
d111)(2d112 − d222) = 0. This proves (ii).
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Now, we study some examples where the trivial balanced coloring ⊲⊳= is
maximal or submaximal. We see, in particular, that there are networks with
similar lattice structures but different synchrony-breaking bifurcations.
Example 5.1. Consider the network N1 given by the adjacency matrix
A1 =


343 430 86 129
377 453 77 81
47 214 166 561
432 494 62 0

 .
The eigenvalues of A1 are the network valency 988, −24 and −1 with mul-
tiplicity 1, 1 and 2, respectively. They are semisimple. We consider the
trivial balanced coloring ⊲⊳= and the bifurcations associated to the eigen-
value µ = −1 of A1. The network N1 does not have any non-trivial balanced
coloring. So the balanced coloring ⊲⊳= is maximal and is (−1)-maximal.
Let f : R×R988×R→ R be a generic regular function with a bifurcation
condition associated to −1, i.e., f0−f1 = 0. We have that dim(ker(J
N1
f )) = 2.
Let v1 = (1,−1, 1, 0) and v2 = (8,−7, 0, 2) be a basis of ker(J
N1
f ). Let (v
∗
1, v
∗
2)
be a basis of range(JN1f )
⊥ such that 〈v∗i , vj〉 is 1 if i = j and 0 otherwise, for
i, j = 1, 2. Then dabc 6= 0 for every a, b, c = 1, 2 and k(N1, µ) = 2 is even.
By 5.1, there is a bifurcation branch of f on N1 without synchrony, if
condition H1 holds for f and N1. ♦
Example 5.2. Consider the network N2 given by the adjacency matrix
A2 =

2 0 00 2 0
1 1 0

 .
The eigenvalues of A2 are the network valency 2 and 0 with multiplicity 2
and 1, respectively. They are semisimple. We consider the trivial balanced
coloring ⊲⊳= and bifurcations associated to the eigenvalue 2 of A2. The
network N2 has only one non-trivial balanced coloring: ⊲⊳1 given by the
classes: {{1, 2}, {3}}. The balanced coloring ⊲⊳= is 2-submaximal of type 1,
with 2-simple component ⊲⊳1. See 4.
Let f : R×R2 × R→ R be a generic regular function with a bifurcation
condition associated to 2, i.e., f0+2f1 = 0. We have that dim(ker(J
N2
f )) = 2.
We choose a basis of ker(JN2f ) such that v1 ∈ ∆1. Let v1 = (1, 1, 1) ∈ ∆1 and
v2 = (1,−1, 0). Let v
∗
1 = (1/2, 1/2, 0) and v
∗
2 = (1/2,−1/2, 0) that form a
basis of range(JN2f )
⊥. Then
d112 = d211 = d222 = 0, d111 = d122 = d212 = 1.
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⊲⊳0: {2}
⊲⊳1: {2, 0}
⊲⊳=: {2, 2, 0}
Figure 4: Balanced colorings of N2 and the eigenvalues of the adjacency
matrices associated to the corresponding quotient networks.
Therefore k(N2, µ) = 2 and 5.2 holds.
By explicit calculations, we can see that condition H1a holds whenever
f0λ + 2f1λ 6= 0 and f00 + 4f01 + 2f11 + 2f19 6= 0. Then there is a bifurcation
branch of f on N2 without synchrony, by 5.2 (i). ♦
Example 5.3. Consider the network #29 of [8] (1a) which will be denoted
by N29 and has the adjacency matrix
A29 =


0 0 0 2
0 0 0 2
0 1 1 0
0 1 1 0

 .
The eigenvalues of A29 are the network valency 2, −1 and 0 with multiplicity
1, 1 and 2, respectively, which are semisimple. The network N29 has four non-
trivial balanced colorings ⊲⊳1= {{1, 2}, {3, 4}}, ⊲⊳2= {{1}, {2, 3, 4}}, ⊲⊳3=
{{1, 2}, {3}, {4}} and ⊲⊳4= {{1}, {2}, {3, 4}}. The balanced coloring ⊲⊳= is
0-submaximal of type 2 with 0-simple components ⊲⊳3 and ⊲⊳4. See 5.
We consider the trivial balanced coloring ⊲⊳=. Let f : R×R
4×R→ R be
a generic regular function with a bifurcation condition associated to 0, i.e.,
f0 = 0. We have that dim(ker(J
N29
f )) = 2. We choose a basis of ker(J
N29
f )
such that v1 ∈ ∆⊲⊳3 and v2 ∈ ∆⊲⊳4 . Let v1 = (1, 1,−1, 0) ∈ ∆⊲⊳3 and v2 =
(1, 0, 0, 0) ∈ ∆⊲⊳4 . Let v
∗
1 = (0, 0,−1, 1) and v
∗
2 = (1,−1, 0, 0) that form a
basis of range(JN29f )
⊥. Then
d111 = −1, d112 = d122 = d211 = 0, d212 = 1, d222 = 1.
Therefore k(N29, µ) = 2 and 5.3 holds.
By explicit calculations, we can see that condition H1a holds, whenever
f0λ 6= 0 and f00 6= 0. Then there is a bifurcation branch of f on N29 without
synchrony, by 5.2 (ii). ♦
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⊲⊳0: {2}
⊲⊳2: {2, 0} ⊲⊳1: {2,−1}
⊲⊳4: {2,−1, 0} ⊲⊳3: {2,−1, 0}
⊲⊳=: {2,−1, 0, 0}
Figure 5: Balanced colorings of network N29 and the eigenvalues of the ad-
jacency matrices associated to the corresponding quotient networks.
Remark 5.1. Note that the networks N51 and N29 share the same lattice
structure. However, the network N51 does not support a bifurcation branch
without synchrony, 3.1, and the network N29 supports a bifurcation branch
without synchrony, 5.3. ♦
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