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ABSTRACT 
Two projects in constructing new apparatus for laser absorption spectroscopy at 
high resolution and high sensitivity have been completed during the past two years. 
As a part of the home-built Ti: sapphire laser spectrometer, a computerized data 
acquisition and frequency calibration system has been set up. Lab VIEW®, an 
industry standard programming language for instrument control and data acquisition 
was used in writing the software programs for collecting, analyzing, and storing data 
from various channels using a four-channel synchronous data acquisition card. 
With this calibration routine, an accuracy of 0.0010 cm'^  in frequency can be 
achieved. 
In addition to the data acquisition, I was also involved in setting up the 
apparatus for the cavity enhanced absorption spectroscopy using our spectrometer. 
A new phase sensitive detection scheme has been incorporated in the signal 
processing routine to improve the sensitivity by at least an order of magnitude. 
g 
With this implementation, we have achieved sensitivity in absorbance of 2.5 x 10" 
cm] using cavity mirrors with relatively low reflectivity of about 0.9993. These 
results illustrate the importance of appropriate signal processing routine in achieving 
good sensitivity. 
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Molecular spectroscopy, one of the oldest science initiated by Isaac Newton^ in 
the 15th century, studies the interactions of light and molecules. In his 
extraordinary experiment, Newton was able to disperse the emission spectrum of the 
Sun using prisms and lenses. Over the years, spectroscopy has evolved from a 
purely observational science to a ftindamental means in understanding the structural 
and dynamic properties of molecular systems. 
The correlation between spectra and structure and dynamics was first pointed 
out by Herzberg in his three volumes of classic books:，�，4 in the 1940s. This 
monumental work marked the beginning of modem spectroscopy. In these concise 
texts, detailed discussion on structure and spectroscopy was presented using the 
theory of quantum mechanics. Following this lead, many developments have been 
made throughout 50s to 80s.^  
The application of laser radiation sources in the 1970s has led to revolutionary 
developments in molecular spectroscopy. The high resolution and high sensitivity 
brought by laser sources allows the observation of very detailed structures in the 
spectra of molecules at very low concentration. Numerous interesting molecular 
^ 7 6 systems such as radicals, van der Waals complexes, molecular ions, as well as 
quantum crystals^ have been extensively studied using laser spectroscopy. In 
addition to the wealth of structural information, various dynamic information on 
tunneling and intermolecular interactions can also be obtained from the detailed 
7 9 
features in the spectra. Furthermore, time-resolved spectroscopy using 
femtosecond pulsed lasers allows close monitoring of reaction dynamics and 
1 
mechanisms in real time. 
As one of the students in an establishing laboratory for laser spectroscopy, I 
have been involved mainly in constructing the commercially unavailable apparatus 
for spectroscopic studies at high resolution and high sensitivity. Applying the 
Lab VIEW® programming language, a data acquisition and calibration program in 
graphical user interface has been designed and tested for our home-built 
state-of-the-art Ti: sapphire laser spectrometer. In addition, an experimental setup 
for the sensitive cavity enhanced absorption spectroscopy with a new phase sensitive 
detection scheme has also been constructed and tested. This implementation 
improves the sensitivity by an order of magnitude comparing to the direct 
digitization scheme widely used in cavity enhanced absorption spectroscopy. 
In this thesis, these works will be discussed in Chapters 2 and 3, respectively. 
In Chapter 4, a brief concluding remark will be presented to summarize our work 
and to foresee the future development. 
2 
Chapter 2 
Computer-controlled Data Acquisition 
and Frequency Calibration System for 
a Ti:sapphire laser spectrometer 
2A. Motivation and Overview 
In constructing our home-built high resolution near infrared (NIR) laser 
spectrometer, we have set up a computer-controlled data acquisition (DAQ) and 
frequency calibration system. Fig. 1 shows the schematic diagram of our 
spectrometer. The centerpiece of the instrument is the Titanium-doped sapphire 
(Ti:sapphire) ring laser source, which is optically pumped by a � 1 5 W Argon ion 
laser operated at mutli-line configuration to give the NIR output with a spectral 
purity at about 500 kHz root-mean-square frequency jittering. The typical NIR 
output is about 1.5 W. The monochromatic NIR output can be continuously swept 
by applying a dc ramp voltage from -5 V to +5 V to electrically tune the etalon 
assembly in the laser cavity. This scanning mechanism allows a continuous 
frequency change for a range of 0.8 cm] (24 GHz) without mode hopping. The 
starting frequency of each scan can be adjusted by applying an offset voltage to the 
etalon assembly to choose from one of the etalon modes, which are separated by 
about 0.3 crrfi. Repeating these two procedures, one can continuously change the 
laser output with about 0.2 overlap in frequency for each scan. The complete 
coverage of the Ti:sapphire laser is from 11500 to 14600 cm'^ The detailed 
description of our spectrometer can be found elsewhere, i � 






























































































































































































































































































































































































































known clearly unless a calibration procedure is done. The calibration involves the 
measurement of some known spectra with well-documented transition frequencies 
(e.g. h in the NIR region)/丨 Typically, the NIR output is spit into two components 
to record the spectra of the reference gas as well as the survey species simultaneously. 
Artificial frequency markers produced by spectrum analyzers are often added to 
improve the accuracy of measurements. The measurement of spectra can be done 
simply by drawing the spectra of reference gas, spectrum analyzer and survey 
species on a paper using a two-channel chart recorder. The frequency of absorption 
peaks can be measured later using a ruler, pencil, and calculator. 
In this case, the "measurement" does not mean the recording of the spectra but 
instead, means the calculation of the absolute frequency of an absorption peak of 
survey species based on the knowledge of its linear separation from an absorption 
peak of the reference gas using extrapolation and/or interpolation. This approach, 
though applicable, is tedious, tiresome, and sometimes inaccurate due to human bias. 
In case of producing spectra of publication quality, repetitive recording of data is 
often required. 
Computerized measurement/calibration is needed to improve the efficiency of 
our spectroscopic experiments. The use of computer routines in the calibration 
process provides much better reproducibility with little error due to human bias. 
With the speed of modem personal computer, the calibration and processing of data 
can be done in seconds. In addition, the data obtained can be stored in the 
computer for further manipulation and analysis. In this chapter, the hardware and 
software for the computerized measurements of our spectrometer will be discussed. 
2B. The Hardware 
In our DAQ and calibration system, five channels of data from survey species 
5 
(S), reference gas (R), spectrum analyzer (SA), ramp voltage (Vr), and wavelength 
meter (W), respectively, were collected. As shown in Fig. 1, the NIR laser output is 
split into different components for this purpose. 
The spectrum analyzer is based on a Fabry-Perot type confocal interferometer^^ 
in which an optical cavity is formed by two concave mirrors with high reflectivity as 
shown in Fig. 2. The separation between the two mirrors is the same as their radii 
of curvature. Light trapped in the SA will produce interference pattern as shown in 
Fig. 3. The linewidth (full-width-at-half-maximum, FWHM) of the constructive 
interference^^ is related to reflectivity of the mirrors (Fig. 4) by 
— c / 1 
= 27iLcose ^ Jr ^ 
where c is the speed of light, R is the reflectance, L is the distance between the two 
mirrors and 9 is the angle of the incident light at the normal of the mirror. 
The free spectral range^^ (the separation of intensity maxima in the TEMoo 
mode) shown in Fig. 3 and 4 is a function of the mirror separation 
C , 
where c is the speed of light and L the distance between the two mirrors. 
For our 25 cm long spectrum analyzer, an FSR of 300 MHz is obtained. If the 
constructive interference signals of the SA are used as our frequency marker, a 
"ruler" with 0.01 cm'^  scale will be obtained. Since the length of the SA varies 
with changing temperature as a result of thermal expansion/contraction, the FSR will 
change accordingly. A vacuum housing has been built to maintain a thermally 
stable environment for the operation of SA. As shown later, this arrangement 
produces satisfactory results. A wavelength meter (wavemeter) from Burleigh Inc., 
which reads the absolute frequency of light with a resolution of 0.001 cm"^  based on 
6 
Fig. 2 Schematic view of spectrum analyzer. The spectrum analyzer is made of a 
pair of high reflectivity concave mirrors, which is separated as the radii of curvature 
of the mirrors 
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Fig. 3 The spectrum of the spectrum analyzer signal. The range between two 
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8 
Fig. 4 The effect of mirror reflectivity on the spectral linewidth (FWHM) of SA. 
When the reflectivity of the pair of concave mirrors increases, the linewidth of the 
spectrum analyzer decrease. The definitions ofFSR and FWHM are also shown. 
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the principle of Michelson interferometry^^ is also used as a second reference for 
frequency calibration. It is essential when the reference gas has no absorption peak 
in a particular scan. Since the frequency reading of the wavemeter is calculated 
based on a relatively low resolution He-Ne laser, systematic shift as well as random 
fluctuation are expected. To make things even worse, it provides one less 
significant figure than what we need. Our calibration program extrapolates the 
additional digit by a fitting routine and determines the systematic error of the 
instrument, h and H2O cells of 80 cm long are used as the reference gases. By 
comparing the reading from wavemeter to the literature values^，丨斗 of reference 
absorption, the systematic error of the wavemeter can be determined. 
The personal computer used in our data acquisition system is a Pentium 200 
MHz machine with 64 MB EDO RAM and 2 GB hard disk storage running on 
Windows ME operating system. A four-channel synchronous data acquisition 
(DAQ) card NI-PCI-6110E with GPIB interface from National Instruments Inc. was 
installed. The computer-controlled data acquisition requires the conversion of 
analog data to digitized data. The DAQ card not only collects analog data from the 
four data channels, namely, S, R, SA, and Vr, respectively but also serves as an 
analog to digital (A/D) converter which converts analog data into digitized data at 
certain sampling rate. In the original approach, we planned to use the ramp voltage 
as the primary reference for frequency calibration since it is used to vary the laser 
output frequency. In this respect, synchronous acquisition is essential to ensure 
signals of various channels due to photons of the same frequency are measured at the 
same time. In the digitization process, the most important concern is to maintain 
the data integrity after the digitization. As shown in Figure 5, the signal will be 
distorted significantly if the sampling rate is too slow. On the other hand, much 
resource of computer will be occupied if the sampling rate is too fast. The 
10 
Fig. 5 Alasing effects of an improper sampling rate. The dotted trace is the true 
analog sinusoidal signal, while the solid line is the digitized signal. The digitalized 
is totally distorted to a linear signal in (a); for (b), the frequency of the digitalized 
sinusoidal signal is different to the analog one; for (c), the minimum sample rate to 
present the digitized signal without any analog signal distortion; for (d), the optimum 
sample rate is achieved, when it has enough data to present the wave form of the 
analog one. 
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minimum sampling rate / frequency^^ can be determined by 
Sample frequency = 2 xNyquist frequency, 
where is Nyquist frequency is the maximum frequency with aliasing, and the 
Nyquist frequency must be higher than the signal frequency. 
Since the frequency marker from the spectrum analyzer has a width of 0.025 
MHz fiill-width-at-half-maximum (FWHM), we use a sampling rate of 100 Hz for a 
scanning range of 24 GHz at a scanning speed of 0.002 cm'Vs. At this sampling 
rate, about 10 data points can be obtained for each marker to maintain their shape 
after digitization (Fig. 6). 
The absolute frequency of the laser light measured by the wavelength meter is 
sent to the personal computer via the RS-232 interface at a rate of about 1 Hz. 
Because of unsuccessful attempt of using the ramp voltage as the primary reference 
(please refer to Section 2C), all data were measured with respect to the computer 
clock. Data from these five channels collected with respect to time are stored in the 
pc for later measurements. 
2C. The Program 
The data acquisition and frequency calibration program for our Ti:sapphire laser 
spectrometer is an interactive program in graphical user interface (GUI) written by 
the Lab VIEW® programming language from National Instruments, Inc. 
Lab VIEW®, which is an interactive language using graphical symbols rather than 
textual language to describe programming actions, is widely used for instrument 
• ® 
control and data acquisition in industry as well as academia. In Lab VIEW 
programming, objects such as controls, displays, indicators, functions, icons, and 
connecting wire are used to set up a flow chart of algorithms. Each of these objects 
represents a subroutine written in C-language. By properly combining these 
12 
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6 . 加 . 收 1 F C 
controls, indicators, functions and icons, a variety of software programs called 
virtual instruments (vi) can be set up for instrument control, data acquisition, 
calibration, and manipulation. 
In the original design of our program, the ramp voltage was intended to be a 
primary reference common to all channels since it triggers the change of laser 
frequency. This can be done by synchronously measuring the ramp voltage, the 
output digital signal of the wavemeter, the analog signals of the spectrum analyzer, 
reference gas cell, and the survey species. After fitting the correlation between the 
ramp voltage and the wavemeter reading, we can determine the output frequency at 
each values of ramp voltage. If all data channels are sampled referred to the same 
ramp voltage, spectra can then be obtained by combining the data of the wavemeter 
(from fitting) and those from channels S, SA, and R recorded at the same ramp 
voltage. However, a careful examination of the ramp voltage shows that it does not 
increase smoothly in a scan (Fig. 7) and a plot of the output frequency against the 
ramp voltage (Fig. 8) shows that the same ramp voltage can produce different laser 
frequency. This is probably due to the active mode locking system of the ring laser. 
Using this correlation, the spectrum is badly distorted. A distorted spectrum of the 
SA obtained using this correlation approach, as shown in Fig. 9, is obviously far 
from satisfactory. 
Our second approach was to use time as a common parameter for reference. 
As shown in Fig. 10, the frequency reading from the wavemeter varies smoothly 
with respect to time. The correlation can be fitted using a 3rd power polynomial 
with correlation coefficient, r^  >0.9999. Using the correlation plot, the frequency 
output at the time of collecting data from S, R and SA can be calculated. Fig. 8 
shows the same SA signal obtained using this approach. This spectrum is obtained 
from the same data set used in Fig. 6. It is seen that the second approach leads to 
14 
Fig. 7a Ramp voltage as function of time showing fluctuation, (with magnification, 
shown as Fig. 7b). The ramp is so fluctuated in a small period of times. 
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15 
Fig. 8a Plot of wavenumber versus ramp voltage showing that fluctuation of ramp 
voltage has no effect on output frequency. Fig. 8b In the same ramp voltage, it 
consists of many different of frequency of the laser light. 
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16 
Fig. 9 Distorted SA spectrum. If we use the fluctuated ramp voltage signal as 
primary reference, a distorted spectrum can be obtained. 
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Fig. 11a SA spectrum obtained in time. Fig. l ib SA spectrum obtained in 
wavenumber. It can show that there is no signal distortion due to extrapolation of 
the data. 
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19 
little distortion of the spectrum after converting the x coordinates to wavenumber. 
The acquisition of data from different channels is a bit more complicated than 
originally anticipated. The digital frequency readout from the wavemeter is sent to 
the pc via the RS-232 interface at a rate of � 1 Hz, which is much slower than the 
required sampling rate of 100 Hz for the DAQ card. To solve this difficulty, we had 
set up two independent routines to acquire data at different sampling rates from the 
RS-232 interface and the DAQ card, respectively. As mentioned above, the pc 
clock is used to measure the common time for both routines. Fig. 12. shows the 
block diagram for the program logics. The complete DAQ program written in 
Lab VIEW® objects is shown in Fig. 13, and the GUI surface is shown in Fig.l4. 
In calibrating the frequency to obtain spectra, we have set up two different 
approaches. The first approach makes use of the reference absorptions and the 
spectrum analyzer. The absolute frequency of the survey absorption can be 
determined by its frequency shift from the reference absorption. The frequency 
shift is calculated by the FSR of the SA multiplied by the number of frequency 
markers sandwiched by the two absorptions being considered. Since the separation 
of frequency markers only depends on the mirror separation regardless of the laser 
output frequency, the major error in counting the number of FSR is to determine the 
non-integral values at both ends. After repeated tests, we found that an uncertainty 
of 2% of an FSR is obtained. This corresponds to about 0.0002 cm"^  of error. 
This approach will provide accurate measurements provided that the FSR of the SA 
is precisely and accurately known. Nevertheless, if the FSR is not known 
accurately, the error will be enlarged due to the accumulation effect. 
While the factory-specified FSR of our SA is 300 MHz, more tests are needed 
to accurately determine its value. By more than 120 repeated measurements of the 























































































































































































































































































































































































































































































































































































































































































































Fig. 14 The GUI surface of the DAQ program written in Lab VIEW® after 
compilation. 
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regions, an average value of 0.00999394 cm^^  (299.611 MHz) was obtained. Using 
this value, we measured the frequencies for 5 other pairs of h transitions^ to 
examine its accuracy. The results of these measurements are shown in TABLE 1. 
It is seen that the accuracy obtained from this approach is < 0.0010 c i r f � 
Although this approach is satisfactory, it only works when at least one transition 
frequency (from either reference gas or survey species) in the spectrum is known. 
In case there is no documented transition frequency, the second calibration approach 
making use of the wavemeter is applied. 
As mentioned above, the frequency change measured by the wavemeter is 
originally collected as a function of time during a scan. Although the wavemeter 
with an uncertainty of 0.001 cm"^  only outputs 3 digits after the decimal point, the 
fitting routine can extrapolate one more digit to provide the needed significant 
figures. The spectra can then be obtained by converting the time variation of 
intensity to the frequency dependent intensity using the correlation fit. This 
approach relies on the accuracy of the wavemeter. It is applicable only when the 
systematic error of the wavemeter is known and the random error of the wavemeter 
output is less than its resolution. After completing the program, we had tested its 
applicability by comparing the measured transition frequencies of H2O to the 
HITRAN 96 database.【彳 TABLE 2 shows the results of the tests. The values 
obtained from our program based on the wavemeter reading are consistently higher 
than the literature values. An average shift of +0.0002 cm'^  can be obtained by 
averaging the shifts for all the measured transitions. After correcting for this 
systematic error of the wavemeter, the measurements from our program gives an 
accuracy on the order of 0.0006 cm—1, which is obtained from the standard deviation 
derived from the repeated measurements. It is seen that both approaches give about 
the same accuracy. 
24 
TABLE 1 Frequency calibration using known absorptions and frequency 
markers. Each pairs of the transitions were measured repeatedly for 30 times. 
The values shown in the table are averages of 30 measurements. 
Peak A (Literature Peak B (Measured Peak B (Literature Peak B (Measured value -
v a W 1), cm-i value), cm"^  v a W i), cm"^  Literature v a W cm"^  
12375.2147 12375.4420 12375.4414 +0.0006 
12560.9690 12561.4910 12561.4884 +0.0026 
12640.7628 12640.9251 12640.9257 -0.0006 
12802.0302 12802.1400 12802.1413 -0.0013 
12802.0302 12802.2907 12802.2915 -0.0008 
I i — •‘ 
The average of measured value - literature value^^ of Peak B is 0.0001 cm"''. 
The uncertainty of measured value - literature value^^ of Peak B is ±0.0008 cm'\ 
(The high uncertainty of the measured values means the result has only accuracy < 0.0010 
cm-i.) 
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TABLE 2 Frequency calibration using wavenumber. 
Literature value" of the H2O Measured value of the H2O The difference of (Measured value -
Peak, cm—i Peak, cm'^  Literature value^" )^ of the H2O, cm'^  
12661.1102 12661.1100 +0.0008 
12661.9495 12661.9485 -0.0010 
12665.1595 12665.1597 +0.0002 
12667.7522 12667.7525 +0.0003 
12671.8620 12671.8619 -0.0001 
12675.4320 12675.4327 +0.0007 
12678.8100 12678.8097 -0.0003 
12685.7690 12685.7699 +0.0009 
12692.4101 12692.4106 +0.0005 
The average of measured value - literature value^ "^  of Peak B is +0.0002 cm'''. 
The standard deviation of measured value - literature v a l u e o f Peak B is 
0.0006cm"\ 
(The average shift is +0.0002cm'\ so 
the truth value = the measured value - 0.0002cm"'') 
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2D. Summary 
We have set up the necessary hardware and software for acquiring and storing 
experimental data using a personal computer. The routine for calibrating the absolute 
frequency of the laser output gives an accuracy better than 0.0010 cm"^ 
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Chapter 3 
Cavity Enhanced Absorption Spectroscopy 
Using Phase-Sensitive Detection 
3A. Motivation 
Sensitivity (detection limit) is always a crucial factor for the success of a 
spectroscopic experiment. In studying pure rotational and rovibrational 
spectroscopy, the direct absorption approach has been widely used since it is 
straightforward and easy to apply. Nevertheless, its sensitivity is very limited. 
For studies in which the sensitivity is a main concern, special techniques such as 
phase sensitive detection with a variety of modulation techniques/^ intracavity 
absorptions, 17 optoacoustic detection/^ optothermal detection/^ ionization 
detection,20 etc. have been used to improve the detecting limits. Cavity ring-down 
spectroscopy^^ (CRDS) is a relatively new approach to obtain good sensitivity 
without very complicated setup. 
The output of our laser spectrometer (11500 to 14600 cm"^ ) is in the high 
vibrational overtone regions of molecules. The traditional detection techniques are 
not sufficient to give a reasonable value of signal-to-noise ratio, S/N. As a result, 
this region has only been studied in a handful of experiments using modem 
spectroscopic tools. While the pioneers of CRDS have claimed high sensitivity for 
this technique based on the studies of much stronger transitions in other regions, it is 
worth to actually test and make use of this technique in this relatively unexplored 
region for studying the weak overtone bands. In designing the detection scheme for 
our spectrometer, we decided to apply a variation of cavity ring down technique, 
namely the cavity enhanced absorption spectroscopy (CEAS), which is particularly 
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suited for cw high-resolution lasers. Unlike the typical CEAS setups in which the 
signal from the detector is directly digitized, we made a modification in the signal 
processing by using the phase sensitive detection scheme. This modification allows 
an improvement of sensitivity by more than an order of magnitude. As we show 
later, we can reach a detection sensitivity 2.5x10"^ cm"^  in absorbance. In this 
chapter, the apparatus and tests of our system will be presented. 
3B. Cavity ring-down technique: the background 
In the traditional approach of direct absorption spectroscopy, the amplitude of 
light absorbed by a medium (atoms, molecules, liquids, or solid materials) is 
measured (Fig. 15). An absorption spectrum can then be obtained by plotting the 
transmitted intensity against the frequency of light. For weak absorptions, the well 
known Beer-Lambert law 
= K x / ' � 
I 
is used to quantitatively correlate the amount of light absorbed to the concentration 
of the medium. In the above equation, 1 �i s the light intensity before the 
introduction of sample in the sample cell, I is the light intensity after the introduction 
of sample in the sample cell, K is absorption coefficient, and I is the optical 
absorption path length. 
In contrast to the conventional approach, cavity ring-down spectroscopy 
measures the rate of absorption but not the magnitude of absorption. This method 
measures the time rate of decay of a light pulse trapped in a high reflectance optical 
cavity. The optical cavity, similar to the spectrum analyzer discussed in Chapter 2, 
is made of two concave mirrors with radii of curvature r and reflectivity R > 99.9% 
separated by a distance L < 2r. Fig. 16 shows a schematic diagram of the apparatus 
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Fig. 15 A conventional absorption technique setup. We measure the intensity of 
light before and after the introduction of the sample cell. 
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I �： the amplitude of the power intensity before the introduction of the sample into the sample cell 
I ： the amplitude of the power intensity after the introduction of the sample into the sample cell 
I : the optical absorption path length 
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for a cavity ring-down experiment. Consider a light pulse is injected into the cavity 
through mirror Ml. Most of the light will be reflected back because of the high 
reflectance of the mirror. The small amount of light entered the cavity reflects back 
and forth between the mirrors. There will be a small fraction 1 - R) of light 
transmitted through the mirror for each refection in each pass. It is obvious that the 
light power leaking out is proportional to the power remained in the cavity. By 
monitoring the output light as a function of time, one can determine the decay curve 
of the light in the cavity. The decay curve (Fig. 14) following a first-order rate 
equation gives a decay constant as a function of the separation between the mirrors 
and the reflectivity of the mirrors 
1/T-(1-R)C /L, (2) 
where L is the length of the cavity, c is the speed of light and R is the reflectivity of 
the pair of concave mirrors. The so-called ring down time x, defined as the time 
required for the intensity to decay to 1/e of the starting value, is the inverse of the 
decay constant. 
If the cavity is filled with molecules, the decay of trapped light will be faster as 
22 
a result of molecular absorption. The ring down time in this case is expressed 
T = L /C(1-R+KL) , (3) 
where K is the absorption coefficient. 
Fig 14 also shows the schematic change in the decay time due to gas absorption. 
For a pair of mirrors with R = 99.995%, a total of about lO^ passes can be obtained 
during the decay time. This approach allows exceedingly long effective optical 
path for molecular absorptions. For instance, for mirrors with R = 99.999% and 
separated by 50 cm, the effective optical path is estimated to be about 50 km, which 
23 
is much longer than that obtained from multi-traversal techniques. 
32 
Fig. 14 The schematic change in the decay time due to gas absorption. The decay 
time is shorter when there is some gas absorbing radiation. 
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3C. Cavity enhanced absorption spectroscopy: a historical review 
The cavity ring down technique can be dated back to an experiment by Herbelin, 
McKay, Kwok, Ueunten, Urevig, Spencer, and Bernard in 1980.24 ^^ this 
experiment the reflectivity of laser mirrors was determined by measuring the phase 
shift of cw lasers after passing through an optical cavity composed of high reflection 
mirrors. For a separation of L between the two mirrors, the time (t) required for 
photons to travel a round trip takes 
t = 2 L / c , (4) 
where c is the speed of light. During the ring down time, the total number of round 
trips (N) is determined using Eqs. (2) and (4) 
N = T / t = 1 / 2 (1-R) . (5) 
If there is a phase shift cp for each�round trip, the total phase shift can then be 
related to the reflectivity R , 
R = g-87rfL / tancpc ( 6 ) 
where f is the laser chopping frequency. 
Anderson, Frisch, and Masser^^ modified this approach in 1983 by directly 
measuring the ring down lifetime of light pulse generated using a cw laser and a fast 
optical switch. Based on the ring down time obtained, Anderson et al. calculated 
25 
the reflectivity using the relation 
T _ 2L _ R _ (7) 
r — X  
c 1-R 
O'Keefe and Deacon imported this technique in 1989 to set up the first cavity 
21 
ring down spectroscopic experiment in the visible region. The molecular 
absorption coefficient is obtained from the measured ring down time using Eq. (3). 
Using a pulse laser in place of a cw laser, the experimental arrangement was greatly 
34 
simplified since an optical switch was no longer needed. In this experiment, a 
fractional absorption of 1x10"^ cm'^  per pass was reported. Following this 
remarkable work, numerous applications have been developed for CRDS using 
26 27 
pulsed lasers.‘ 
The use of pulse laser in CRDS, while simple, sacrifices the resolution of the 
spectra. The use of cw high resolution laser though more complex, is therefore 
desirable. Like the case of Anderson et al.,^ ^ the measurement of ring down time 
for cw lasers requires the use of an optical shutter to block the beam during the decay. 
Since the output power of a cw laser is much lower than that of a pulse laser, 
injection of light into the cavity is very inefficient unless the frequency of the cavity 
mode is a multiple integer of the laser frequency (the so-called mode matching 
condition). In order to maintain the. mode matching condition for the power 
injection during laser scanning, the cavity needs to be actively locked to the laser 
28 
frequency all the time. Romanini, Kachanov, Sadeghi and Stoeckel reported the 
first cw CRDS in 1997. In their studies of C2H2 transitions in the visible region, an 
excellent detection limit of 10'^  cm"^  was reported using this complicated locking 
technique. 
The application of unstabilized optical cavity was proposed by Engeln, Berden, 
Peeters, and Meijer^^ and O'Keefe^^ independently by realizing that a 
quasi-continuous mode matching can be obtained by adjusting the cavity mirrors into 
a multimode configuration (Fig. 18). In the cavity enhanced absorption 
spectroscopy proposed by Engeln et al.,22 the power built up in the cavity but not the 
power decay after light injection was detected. In this case, the power injected into 
the cavity may vary depending on the time staying in resonance while laser 
frequency is continuously scanning. This power fluctuation will cause much noise 

















































































































































































































































































22 since in this case the ring down time but not the power is measured. Engeln et al. 
solved the problem, by fast scanning the laser and signal averaging, they obtained 
about the same sensitivity as the CRDS for CEAS. This development greatly 
simplifies the experimental apparatus for using cw lasers in the CRDS-type 
techniques. In a more recent work, Cheung, Ma, and Chen^^ obtained a sensitivity 
of 4.8x10-9 cm-i using a pair of ultrahigh reflection mirrors, and a modified signal 
processing routine. 
Phase sensitive detection (also known as lock-in amplification) is a powerM 
technique in picking up weak signals in a very noisy background based on 
synchronously demodulating signals originally modulated at a reference frequency. 
Applying this technique, a fractional absorption of 10"^  to 10"^  can be obtained.^^ 
The coupling of this technique in the signal processing of CEAS therefore holds the 
potential to dramatically improve the sensitivity. Nevertheless, the phase sensitive 
detection, since being used in the first CRDS-related experiment by Herbelin et al.,^ * 
has not been used in the CRDS/CEAS experiments until Peeters, Berden, Olafsson, 
Laarhoven, and Meijer. ^ ^ In their experiment, the lock-in technique was used for 
the detection in the 10 |Lim region to obtain a sensitivity of 10"^  cm"^ In setting up 
the CEAS techniques using the Ti:sapphire laser, we adopted the approach used by 
8 1 
Peeters et al. to use the lock-in detection to obtain a sensitivity of 2.5 x 10' cm". 
3D. Experimental Apparatus 
Our initial experimental setup of cavity enhanced absorption spectroscopy 
shown in Fig. 19 was similar to those found in l i t e r a tu re .The cavity cell is made 
of a stainless steel tube of 175 cm long and 2 inches in diameter sealed with a pair of 
concave mirrors with factory specified reflectivity R �99.97o/o and radius of 






















































































































































































































































































































mirrors because of the budget limitation. Nevertheless, these mirrors work in a 
wider frequency region comparatively. Each mirror is held by a mount with three 
equally spaced adjustment screw knobs. A piezoelectric translator (PZT) was 
installed in one of the mirror mounts to vary the mirror separation by applying DC 
voltages. Because of the high reflectivities of the mirrors, light can hardly enter the 
cavity unless the laser frequency in an integer multiple of the cavity resonance 
frequency (the so-called mode-matching condition). The cavity resonance modes 
depend on the mirror separation, which can be adjusted using the piezoelectric 
translator. When the mode matching condition is achieved, the laser can be injected 
into the cavity. Our home-built Ti: sapphire laser spectrometer was used as the 
excitation source. 5 mW of NIR radiation from the source is focused for mode 
matching and then sent to the cavity. . An optical isolator is placed between the 
cavity and the source to eliminate the interference to the source by the backward 
reflection from the first cavity mirror. In the normal operations, the cavity mirrors 
are adjusted to multimode configurations (Fig. 18) so that the injection of laser light 
is quasi-continuous in time. The piezoelectric transducer was modulated using 
triangular wave at 10 Hz to 800 Hz to maximize the mode matching efficiency 
during laser scanning. The power leaking from the cavity is focused and detected 
using a silicon PIN diode detector and digitized by a 500-MHz LeCroy digital 
oscilloscope. 
In applying the phase-sensitive detection scheme, a mechanical chopper is used 
to power modulate the laser source. As shown in Fig. 20, the laser beam is chopped 
by a mechanical chopper at a few kHz before entering into the ring down cavity cell. 
The signal from the silicon PIN diode is demodulated using a lock-in amplifier (from 
Stanford Research System) referenced at the chopping frequency. The amplified 




































































































































































































































































































































































3E. Results of Performance tests 
1. Reflectivity of cavity mirrors 
The reflectivity of the cavity mirrors has a deciding effect in the performance of 
CEAS. As shown by Cheung et al,^^ a pair of mirrors with R>99.9995% can give 
a sensitivity of absorbance at about 4x10"^ cm\ On the other hand, He and Orr^ ^ 
could only achieve a sensitivity of 7x10'^ cm"^  using a pair of mirrors with R 
-99.96%. The reflectivity of our cavity mirrors have been measured based on the 
absorptions of H2O vapor at 1 Torr. Using the corresponding integrated absorption 
intensities, we can calculate the value of R for our mirrors. 
For instance, the transition at 12609.0729 cm'^  in Fig. 21 has an integrated 
intensity of 2.660x10"^^ cm]/(molecule cm"^ ) as listed in the HITRAN 96 data 
base]4 From this value, together with the observed linewidth (FWHM) of 0.0460 
cm—i (Doppler width = 0.0363cm'^), we can determine the observed absorption cross 
section a, 
a = the intregrated intensity / observed linewidth. 
Multiplying the value of a by the number density (N) of the gas sample, we can 
obtain the absorption coefficient K (V) at the peak center. Using^ "^  
T , , k M L 
— = ( 1 ) 
A 1 - R + K(v)L 
where T is transmission function and A is the airy function. We determined that R 
=99.93% for our mirrors. This value is a bit lower than the factory specified value 
of 99.97%. Because of the relatively low reflectivity, the sensitivity of our setup 
was limited to about 5x1 CT? cm'^  in the early stage. 
2. Implementation of phase sensitive detection scheme 
Based on the work of Peeters et al.严 we applied the phase sensitive detection 
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Fig. 21 The spectra of H2O of 12609.0729 cm"^  resulted from different data 
processing routine. The spectrum obtained without the lock-in amplifier is shown 
in (a) whereas the same spectrum obtained using the lock-in detection is shown in (b). 
The use of the lock-in technique improves the signal to noise ratio, by a factor of 20. 
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scheme instead of the direct digitization of the detector signal. For the same 
transition of H2O at 12609.0729 cm\ the improvement has been dramatic as shown 
in Fig. 21b. The spectrum obtained without the lock-in amplifier is shown in (a) 
whereas the same spectrum obtained using the lock-in detection is shown in (b). A 
careful examination indicates that an improvement in S/N by a factor of about 20 
was obtained. With this improvement, the sensitivity of our setup has reached 2.5 
The applicability of the lock-in detection is based on the assumption that the 
power is injected to the cell quasi-continuously at a more or less constant level. To 
satisfy this condition, the mode density should be as high as possible (Fig. 16). 
Under this condition, the cavity ring down cell can be regarded as a simple 
multi-traversal cell. By suitably modulating the laser beam and applying 
synchronous demodulation technique (lock-in detection), the majority of random 
noise can be removed due to the very narrow (�0.01 Hz) detection band width 
afforded by lock-in detection. As a result, an improved S/N can be obtained. 
3. Effect of modulation conditions on the sensitivity 
After observing the improvement using the lock-in detection, we studied the 
effect of the laser chopping frequency (i.e. the reference frequency used for the 
signal modulation) on the S/N. Fig. 22 shows the result using a transition at 
12724.2596 cm"^  due to C2H2 at a pressure of 7 Torr. It is seen that a better S/N is 
generally obtained at higher chopping frequency. This may be due to the reduction 
of 1/f noise at the high frequency end. Nevertheless, at chopper frequency higher 
that 4 KHz, the observed S/N reduced due to the low power input to the cell as a 
result of high chopping frequency. 
The effect of PZT modulation frequency on the observed S/N was also studied. 
43 
Fig. 22 The Signal to noise ratio is plotted against the laser chopping frequency. 
There is a trend of increasing signal to noise ratio with increasing chopping 
frequency. 
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As shown in Fig. 23, the observed S/N increases steadily with PZT modulation 
frequency to about 700 Hz and then starts dropping at high frequency. This 
observation may be due to the insufficient time (under mode matching condition) 
required for the power build up. 
Under these conditions, we found that the S/N remains almost constant for a 
number of alignment conditions of the cavity mirrors. This observation suggests 
that the phase sensitive detection scheme sets very little requirement on good optical 
alignment. 
3F. Applications 
At the moment we are measuring the overtone combination bands of C2H2 in 
the NIR region. These transitions were first observed using photographic detection 
at a pressure of 900 torr in 1935 by Bradley and McKellar.^^ Smith and w W ^ has 
performed an extensive study in this region using Fourier transform infrared (FTIR) 
spectroscopy. The relatively low sensitivity of FTIR technique required the use of 
high pressure (300 torr) and long co-addition. In our case, our sensitivity allows 
the use of 7 Torr of C2H2 without any need for signal averaging. Figs. 24a and 24b 
show some of the typical spectra recorded in our experiment with good S/N. 
TABLE 3 lists the transitions observed in our experiment. The typical linewidth 
(FWHM) of these transitions were measured to be 0.0331 cm"\ which agrees well 
with the Doppler-limited linewidth (0.0305 cm"^ ) suggesting that the effect of 
pressure broadening is greatly reduced. While the complete scan of the whole 
region may take some time, the information from our study will no doubt improve 
the accuracy of the experimental data for the analysis of this complex spectrum. 
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Fig. 23 The Signal to noise ratio against the PZT frequency. There is a trend of 
increase of the signal to noise ratio when we increase the PZT frequency of the 
chopper. But there is a maximum about 700 Hz, and then drop, if we continue to 
increase the PZT frequency. 
I ~ r _ 
I—^ —I -吕 
I 
I * 1 _ § 
I——*I - § -至 
s= ] 
O-




M M - § £ 
… _ i 
h ^ - g 
I 1 1 1 1 1 •“ 
o O ；^  o CD 
‘ oj;ej dsjouaiieutjjs 
46 
Fig. 24 The spectra of acetylene using CEAS at 7 torr at different wavelength. The 
spectrum obtained at 12715.8824 cm'^  is shown in (a) whereas the spectrum obtained 
at 12732.5841 cm'^  is shown in (b). 
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TABLE3 Observed transition of C2H2 with intensity. 
















We have found that the implementation of phase-sensitive detection can 
improve the sensitivity of CEAS by at least an order of magnitude. The conditions 
to achieve this improvement are laser chopped at 4 kHz, PZT modulated at 
frequency 700 Hz with aptitude from 70 V to 110 V. Under these conditions, a 
8 1 




In this thesis, I have presented the work I performed in constructing the 
apparatus for the study of high resolution laser spectroscopy. Since this is a new 
direction of research in our department, I had the opportunity to deal with various 
problems during in the process. This valuable exposure has helped me develop 
from an inexperienced student into a researcher in the field. 
In summary, a computerized data acquisition and frequency calibration system 
for our NIR laser spectrometer has been built and tested. With this system, we can 
measure reliably the frequency of spectral transitions to less than 0.0010 cm"^  
accuracy needed for our high resolution spectrometer. The novel cavity enhanced 
absorption spectroscopy has also been adopted in our laboratory. The 
implementation of a new phase sensitive detection scheme has allowed a sensitivity 
of 2.5 X 10-8 cm] using mirrors with moderate reflectivity R -99.93%. Our work 
has shown the importance of data processing in obtaining good S/N. 
While our phase-sensitive detection scheme has demonstrated excellent 
sensitivity, further improvement is still feasible. A simple approach is to use 
mirrors of high reflectivity. In principle, using mirrors with R = 0.999995 may 
improve the S/N ratio by one to two orders of magnitude after optimization. It will 
be interesting to find out if this is really the case. Another approach for improving 
the sensitivity may result from changing the phase sensitive detection scheme. For 
the present setup, we use a mechanical chopper to power modulate the laser radiation. 
An improvement of 2 to 3 orders of magnitude may be possible with pure frequency 
modulation (such as heterodyne technique), concentration modulation, or velocity 
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modulation. These modulation techniques are not affected by the power fluctuation 
received by the detector. The detailed investigation of these techniques applied to 
CEAS is underway. 
While our development is still at a very primitive stage and much more 
improvement has to be done, the present sensitivity achieved by our system allows 
spectroscopic studies of very weak transitions. Systems such as van der Waals 
complexes, radicals, molecular ions, and highly forbidden transitions will be 
examined in the near fixture. Our CEAS setup is being incorporated with the 
supersonic expansion for the study of van der Waals complexes. 
To end this thesis, I would like to express my appreciation to all who have 
contributed to the development of molecular spectroscopy. Their hard work has 
built this beautiful discipline of science. 
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