Abstract-Causal video coding is considered from an information theoretic point of view, where video source frames Xl, X 2, ... , XN are encoded in a frame by frame manner, the encoder for each frame Xk, k = 1"" , N, can use all previous frames and all previous encoded frames while the corresponding decoder can use only all previous encoded frames, and each frame Xk itself is modeled as a source Xk = {Xk(i)}~l' A novel computation approach is proposed to analytically characterize, numerically compute, and compare the minimum total rate of causal video coding Rc (D1 , • •• , D N) required to achieve a given distortion (quality) level Dl, .. ·, DN 2 O. Specifically, we first show that for jointly stationary ergodic sources Xl,X2,'" , XN' Rc(Dl, .. · ,DN) is equal to the infimum of the nth order total rate distortion function Rc,n (D1 , where Rc,n(Dl, .. ·, DN) itself is given by the minimum of an information quantity over a set of auxiliary random variables. We then present an iterative algorithm for computing Rc,n(D1 , .. • , DN) and demonstrate the convergence of the algorithm to the global minimum. The global convergence of the algorithm further enables us to establish a single-letter characterization of Rc (Dl , . .. , D N) in a novel way when the N sources are an independent and identically distributed (lID) vector source. With the help of the algorithm, we also demonstrate a surprising result (dubbed the more and less coding theorem)-under some conditions on source frames and distortion, the more frames need to be encoded and transmitted, the less amount of data has to be actually sent. Predictive video coding, where each encoder and its corresponding decoder can use only all previous encoded frames, is also investigated.
I. INTRODUCTION
Consider a causal video coding model shown in Figure 1, where Xk, k = 1,2, ... , N, represents a video frame, Sk and Xk represent respectively its encoded frame and reconstructed frame, all frames Xk, k = 1,2"" , N, are encoded in a frame by frame manner, and the encoder for Xk can use all previous frames Xj, j = 1,2"" , k -1, and all previous encoded frames Sj, j = 1,2"", k -1, while the corresponding decoder can use only all previous encoded frames. The model is causal because the encoder for X k is not allowed to access to future frames in the encoding order. In the special case where the encoder for each X k is further restricted to enlist help only from all previous encoded frames Sj, j = 1,2"" , k -1, causal video coding reduces to predictive video coding. [6] proposed so far fall into the above causal video coding model (strictly speaking, into the predictive video coding model); the differences among these different video coding standards lie in how information available to the encoder of each frame Xk is used to generate Sk. When N = 2, the causal coding model is the same as the sequential coding model of correlated source proposed in [3] . When N = 3, the causal coding model is also called the C-C model in [4] . However, when N > 2, which is a typical case in MPEG-series and Hseries video coding, the causal coding model considered here is quite different from sequential coding.
It is expected that a future video coding standard will continue to fall into the causal video coding model shown in Figure 1 . To provide some design guidance for a future video coding standard, in this paper, we aim at investigating from an information theoretic point of view how each frame in the causal model should be encoded so that collectively the total rate is minimized subject to a given distortion ( 
. ,DN) through a novel
application of the algorithm. With the help of the algorithm, we further demonstrate in Section V a surprising result dubbed the more and less coding theorem-under some conditions on source frames and distortion, the more frames need to be encoded and transmitted, the less amount of data has to be actually sent. For predictive coding, the corresponding problem turns out to be even harder. In Section VI, we show that under the condition that Xl, X 2 ,'" ,XN form a (first-order) Markov chain, predictive coding achieves the same performance as does causal coding. In this case, therefore, all the information theoretic results and our proposed algorithm for causal coding can be applied to predictive coding. When Xb X 2 ,'" ,XN do not form a (first-order) Markov chain, however, the problem remains open. (1) Xl (1 j n) = 91 (U 1) for some deterministic function 910 (2) Xk(lj n) = 9k(Uk' Uk) for some deterministic function 9k, k = 2, ... ,N -1, (3) for any 1 :::; k:::; N, ~E[dk(Xk(ljn),Xk(ljn))l :::; Dk , and (4) the Markov chain conditions Uk
II. MINIMUM TOTAL RATE AND ACHIEVABLE
its convex hull closure by co(R~(Db'" ,DN))' Then we have the following results, the proofs of which along with other omitted proofs and other practical video coding settings can be found in the full paper [2] .
Theorem 1: For jointly stationary and ergodic sources Xl, ... ,X N and any distortion level Db'" ,D N ?: 0, 
where the minimum is taken over all auxiliary random vectors Xk(lj n) satisfying the following two conditions for all j = 1"" ,N, and k = 1"" ,N -1: 1) the Markov chains For general stationary ergodic sources Xl,'" ,X N, Theorem 2 is probably the best result one could hope for in terms of characterizing analytically Rc(D1,'" ,DN)' However, its impact on practical video coding will be limited if the optimization problem involved can not be solved by an effective algorithm. To a large extent, this is also true even if Rc(Db'" ,DN) admits a single letter characterization and for many other multi-user problems. In the following section, we will develop an iterative algorithm to compute Rc,n(Db ·· . ,DN ) defined in (2) for any stationary ergodic sources, and establish its convergence to the global minimum.
III. AN ITERATIVE ALGORITHM
In this section, an iterative algorithm is proposed to calculate Rc,n (D1' ... ,D N ) defined in (2), which serves three purposes in this paper: first, it allows us to do numerical calculations; second, the global convergence of this algorithm provides a completely different approach to establish a single-letter characterization of Rc (D1' .. , DN) Step 1: Initialize i = ° and set «?(O)A ~q~~t as a joint distribution function over X, Y and Z.
Step
. . xIx' YIXYX'
(i+l) ) PZIXYZ such that p(i+l) ~argminpFs(P,Q(i)) (4) where the minimum is taken over all transItIon probability functions P (PxIX,PYIXYX,PZIXYz)' p(i+ l ) can be further derived as follows
where (6) where A(i)(x,y,x) ~Lyq(i)(ylx) x e-.Bd2(y,Y)eL::zp(zlyx)log~(i)(z,X,y) ; and
Step 3: Fix p(i+ l ). Find Q(i+ l ) such that Q(i+l) ~arg mi~Fs(p(i+I), Q) 
Step 4: Increase i by 1. Record Fs(p(i) , Q(i)) as F~i).
Step 5: Repeat Steps 2-4 until F~i) -F~i+l) is smaller than a prescribed threshold.
(3) For Abr~vity, l~t Q(P) denote the joint probability function over X, Y and Z obtained from P through (9). The following theorem shows that the sequence ((Q(i-l), p(i)) : i ~ I} obtained by our iterative algorithm converges to a quadruple of distributions that achieve
F; ~inf Fs(PxIX,PYIXYX,PZIXYZ,qXyz)
where the infimum is taken over all possible PXlx' PYIXYX' PZIXYZ' and qXyz· Theorem 3: There exists a P* = (Pklx'P~IXYX'P2-IXYz) such that as i ---+ 00, p(i) ---+ P*, Q(i) ---+ Q* = Q(P*), and Fs(P*, Q*) = F;.
Remark 1:
The above iterative algorithm can be easily extended to the case of N > 3, and Theorem 3 remains valid.
By setting 1/ = 0, it also reduces to the case of N = 2.
Remark 2: The iterative algorithm can be further extended to work for coupled distortion measures (as defined in [3] ) dic :
XkXXkXXk-1 x·· ,xXI ---+ [0,00), k = 2"" ,N, where the distortion dic(Xk,XkIXk") depends not only on (Xk,Xk) but also on (XI," . ,Xk-l). Its global convergence as expressed in Theorem 3 is still guaranteed.
Remark 3: It is worthwhile to point out that the BlahutArimoto algorithm [5] can not be applied directly to compute Rc,n(DI," . ,DN) since the corresponding optimization problem has N Markov chain conditions in addition to the standard distortion constraints, which makes the problem become a non-convex optimization problem. Although there are many other ways to derive iterative procedures, their global convergence can not be guaranteed.
IV. SINGLE-LETTER CHARACTERIZATION: lID CAUSAL CASE
.
q(i) (x)e-ad1(x,x)
p(t+l)(xlx) = .
x r(t)(x) 
where r(i)(x) ~ Lx q(i) (x)e-ad1(x,x) x eL:: y p(ylx) log A (.) (x,y,x) .
lWhen N = 2, Theorems 4 and 5 reduce to Theorems 1 and 3 in [3] , respectively. However, the proofs in [3] are incomplete due to the invalid claim of the Markov condition made in the proofs therein; as such formulas therein can not be extended to the case of N > 2. (5), (6), (7), and (9) are the solution to F;,l for the case of n = 1. This implies that if Q~O) is set to be Ql in our iterative algorithm for the case of n = 1, then pi l ) obtained in 
Checking (14) against (10), (11) and (12) , we see that 
. ,DN).
which, together with Theorem 2, in turn implies that
This completes the proof of Theorem 5. Remark 4: Note that the characterization of the minimum total rate does not involve any auxiliary random variables other than Xj,j = 1,2, ... , N taking values from the reconstruction alphabets Xj,j = 1,2, ... ,N. This is in contrast with the achievable region.
V. MORE AND LESS CODING THEOREM
To gain deep insights into how each frame in the causal video coding should be efficiently encoded, in this section, (11) we compare Rc(Dt,'" , DN) among different values of N.
j=l Using Pn we initialize Q~O) = q~~ynzn as follows
To be specific, we will compare the case of N = 3 with that of N = 2. Let R:I X 2 X 3(Dl , D 2 , D3 ) denote the minimum total rate required to encode three source frames Xl, X2 and X3 at the distortion level Dt, D 2 , D3 ~ 0, and (12) R:2 X 3 (D2 , D3 ) denote the minimum total rate required to encode two source frames X2 and X3 at the distortion level D2 and D 3 • When Xl. X 2 , and X3 are jointly stationary ergodic and form a (first-order) Markov chain, we have the following result.
(13) Theorem 6 is what one would expect and consistent with our intuition. Let us now look at the case where Xl, X 2 , and X3 do not form a (first-order) Markov chain. Define Fix Q~O). It can be verified from (5), (6) and (7) for any DI > Di.
Theorem 7 is really surprising and counter intuitive. It says that whenever the conditions specified in Theorem 7 are met, the more source frames need to be encoded and transmitted, the less amount of data has to be actually sent! Remark 5: One needs the conditions specified in Theorem 7 to rule out some corner cases such as the case where X I, X 2 , and X3 do not form a (first-order) Markov chain, but X 2 and X3 are independent. The conditions are nonetheless really minor and satisfied by most sources which do not form a (firstorder) Markov chain, as shown in the following examples. It is easy to see that X I , X 2 and X 3 do not form a Markov chain. We consider the following three cases.
Case 1: DI = 0.3100 < DI ,max, and D3 = 0.1500. Case 2: D2 = 0.2000 < D2,max, and D3 = 0.1500. Case 3: D2 = 0.2200 < D2,max, and D3 = 0.2300.
For Case 1, Figure 2 shows the rate-distortion curves of R~lX2X3 (Dl, D2, D3) and R~2X3 (D2' D3) versus D2. Over the interval of D2 shown in Figure 2 , it is clear that R~lX2X3 (DI,D2 , D3) is always strictly less than
For Case 2, Figure 3 When we assign different values to D2 < D2,max and D3, we observe the same phenomenon, as shown again in Figure 4 for Case 3. Let us now look at another example with a different joint distribution.
Example 2: Suppose that Xl = X 2 = X3 = Xl = X2 = X3 = {O, I}, and that the Hamming distortion measure is used. Fix D2 = 0.0988 < D2,max and D3 = 0.0911. Figure 5 shows the two rate distortion curves R~lX2X3 (DI,D2 , D3) and R~2X3 (D2,D3) versus D I. The same phenomenon is revealed as in example 1 .
For all cases shown in Examples 1 and 2, in comparison with R~2X3 (D2,D3), when we include Xl in the encoding and transmission, we not only get the reconstruction of X I free at the receiver end, but are also able to reduce the the number of bits to be transmitted. In other words, we can achieve a double gain.
VI. PREDICTIVE VIDEO CODING
In this section, we investigate the rate performance of predictive video coding. We have the following result. D N) among different values of N with the help of the algorithm, we further established a surprising more and less coding theorem-under some conditions on source frames and distortion, the more frames need to be coded and transmitted, the less amount of data has to be sent! Predictive coding was also investigated.
