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Abstract
In [H. Suzuki, Association schemes with multiple Q-polynomial structures, J. Algebraic Combin. 7 (1998) 181-196],
Suzuki gave a classification of association schemes with multiple Q-polynomial structures, allowing for one exceptional case
which has five classes. In this paper, we rule out the existence of this case. Hence Suzuki’s theorem mirrors exactly the well-
known counterpart for association schemes with multiple P-polynomial structures, a result due to Eiichi Bannai and Etsuko
Bannai in 1980.
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1. Introduction
Eiichi Bannai and Etsuko Bannai [2] studied association schemes with multiple P-polynomial structures and obtained the
following classification. See [2] or [1, Section III.4].
Theorem 1. Suppose that X is a symmetric association scheme with a P-polynomial structure A0, A1, . . . , Ad for the adjacency
matrices. If X is not a polygon and has another P-polynomial structure, then the new structure is one of the following:
(I) A0, A2, A4, A6, . . . , A5, A3, A1;
(II) A0, Ad, A1, Ad−1, A2, Ad−2, A3, Ad−3, . . . ;
(III) A0, Ad, A2, Ad−2, A4, Ad−4, . . . , Ad−5, A5, Ad−3, A3, Ad−1, A1;
(IV) A0, Ad−1, A2, Ad−3, A4, Ad−5, . . . , A5, Ad−4, A3, Ad−2, A1, Ad.
Hence, X admits at most two P-polynomial structures.
The parametric conditions for each case above can be found in [1, Section III.4]. The question was raised whether similar
result could be obtained for association schemes with multiple Q-polynomial structures in [1, Section III.4] and [2]. Suzuki [7]
settled this question in the following theorem in 1998.
Theorem 2. Suppose that X is a symmetric association scheme with a Q-polynomial structure E0, E1, . . . , Ed for the primitive
idempotents. If X is not a polygon and has another Q-polynomial structure, then the new structure is one of the following:
(I) E0, E2, E4, E6, . . . , E5, E3, E1;
(II) E0, Ed, E1, Ed−1, E2, Ed−2, E3, Ed−3, . . . ;
(III) E0, Ed, E2, Ed−2, E4, Ed−4, . . . , Ed−5, E5, Ed−3, E3, Ed−1, E1;
(IV) E0, Ed−1, E2, Ed−3, E4, Ed−5, . . . , E5, Ed−4, E3, Ed−2, E1, Ed;
(V) d = 5 and E0, E5, E3, E2, E4, E1.
Hence, X admits at most two Q-polynomial structures.
Note that case (V) has no counterpart in Theorem 1. In fact, its counterpart A0, A5, A3, A2, A4, A1 did appear in the original
statement of Theorem 1 in [2] but was eliminated with an easy combinatorial argument. It has been wondered if this case can
also be eliminated, e.g. [5, p.1506]. We will do exactly this in this paper, and so Theorems 1 and 2 are dual to each other.
Theorem 3 (Main theorem). Case (V) in Theorem 2 does not occur.
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We conclude this section with the outline of our proof. Any automorphism of the splitting field for an association scheme
induces a permutation of its primitive idempotents. In particular, when applied to a given Q-polynomial structure, each nontriv-
ial automorphism induces another Q-polynomial structure. By Theorem 2, the Galois group has order at most 2. If the Galois
group has order 2 and fixes the Krein parameters, we can compare the Krein parameters from the two Q-polynomial structures
and then determine the Krein matrix B∗1 for a putative association scheme X in case (V). It turns out that B∗1 is completely
determined by the first multiplicity m. X has a fusion scheme with 3 classes, whose parameters can be obtained from B∗1. Using
elementary number theory we determine the possible values for m and further show that these values give infeasible parameters
of the original scheme. If the Galois group is trivial or it has order 2 but does not fix the Krein parameters, we will derive two
equations from the two Q-polynomial structures, which lead to a contradiction. All calculations are verified with the software
package Maple 14 .
All association schemes in this paper are symmetric. The reader is referred to [1, 8] for missing definitions. For recent
activities on P- or Q-polynomial association schemes and related topics, see the recent survey paper by Martin and Tanaka [5].
2. Preliminaries
In this paper, we adopt the notation in [1]. Let X be a symmetric association scheme with adjacency matrices Ai and
primitive idempotents Ei, 0 ≤ i ≤ d. Then A0, . . . Ad span an algebra M over the real field R, called the Bose-Mesner algebra
of X.
The intersection numbers pki j and Krein parameters qki j are defined by
AiA j =
d∑
k=0
pki jAk and Ei ◦ E j = |X|−1
d∑
k=0
qki jEk,
where ◦ is the entry-wise (Hadamard) product. The intersection matrix Bi has ( j, k)-entry pki j and the Krein matrix B∗i has
( j, k)-entry qki j. When there is a possibility of confusion, we write pki, j for pki j and do the same for Krein parameters.
The adjacency matrices Ai and primitive idempotents Ei form two bases for M and so we can write down the transition
matrices between them:
Ai =
d∑
j=0
pi( j)E j and Ei = |X|−1
d∑
j=0
qi( j)A j.
The numbers pi( j) and qi( j) are called eigenvalues and dual eigenvalues of X. Set ki = pi(0) and mi = qi(0); ki is called
the valency of Ai and mi is the multiplicity of Ei. Set P = [pi( j)], and Q = [qi( j)], whose ( j, i)-entries are pi( j) and qi( j),
respectively. P and Q are called the first eigenmatrix and the second eigenmatrix of X.
We call A0, A1, . . . , Ad a P-polynomial structure for X if the following conditions are satisfied: for 0 ≤ i, j, k ≤ d,
(P1) pki j = 0 if one of i, j, k is greater than the sum of other two;
(P2) pki j , 0 if one of i, j, k is equal to the sum of other two.
In this case we write ci = pi1,i−1, ai = p
i
1i, and bi = p
i
1,i+1.
Dually, we call E0, E1, . . . , Ed a Q-polynomial structure for X if, for 0 ≤ i, j, k ≤ d,
(Q1) qki j = 0 if one of i, j, k is greater than the sum of other two;
(Q2) qki j , 0 if one of i, j, k is equal to the sum of other two.
Similarly, we write c∗i = qi1,i−1, a
∗
i = q
i
1i, b
∗
i = q
i
1,i+1. Note b
∗
0 = m1, c
∗
1 = 1, and by (Q2), c∗i , 0 (1 ≤ i ≤ d) and b∗i , 0
(0 ≤ i ≤ d − 1) .
An association scheme X is called P- (resp. Q-) polynomial if it has at least one P- (resp. Q-) polynomial structure. For
a P-polynomial scheme, each Bi is a polynomial of B1 of degree i. Similar assertion holds for Q-polynomial schemes; more
precisely,
B∗i = (B∗1B∗i−1 − a∗i−1B∗i−1 − b∗i−2B∗i−2)/c∗i , 2 ≤ i ≤ d, (1)
where B∗0 = I, the identity matrix of order d + 1.
The splitting field for an association scheme X is the Galois extension L of the rational field Q by adjunction of all the
eigenvalues (hence dual eigenvalues) of X ([1, Section II.7], [6]). Each automorphism of L/Q applies entry-wise to all matrices
in the Bose-Mesner algebra. Let K be the extension of Q by adjunction of all the Krein parameters. Since Krein parameters
are rational functions of the eigenvalues [1, p.65], K is an intermediate field between Q and L. If the Galois group Gal(L/Q),
denoted also by Gal(X), is non-trivial, then X has irrational eigenvalues. For any σ ∈ Gal(X), Eσ0 , Eσ1 , . . . , Eσd are all primitive
idempotents of M and thus a permutation of E0, E1, . . . , Ed . It is not hard to see that Gal(X) acts faithfully on the primitive
idempotents. In particular, if E0, E1, . . . , Ed is a Q-polynomial structure, then Eσ0 , Eσ1 , . . . , Eσd is also a Q-polynomial structure.
One can build new association schemes from existing ones by merging classes. For a scheme X = (X, {Ri}di=0), another
scheme Y = (X, {S j}ej=0) is called a fusion of X if each S j is a union of some subset of relations Ri. For any subgroup
2
H ≤ Gal(X), the orbits of H on the primitive idempotents of X give rise to a fusion scheme. The parameters of Y can be
obtained from these of X [3].
Now we close this section with parametric conditions for case (V) in Theorem 2, which will be needed later.
Lemma 4. [7] Theorem 2 (V) holds if and only if q515 = q525 = q545 = q555 = 0 , q535 and q534 = 0.
3. Proof of the main theorem
Let X be an association scheme with two Q-polynomial structures in Theorem 2 (V). In the rest of this paper, E0, E1, . . . , E5
is a fixed Q-polynomial structure for X. Let B∗1 be the first Krein matrix of X. Now by Lemma 4, we may assume
B∗1 =

0 1
m a∗1 c
∗
2
b∗1 a∗2 c∗3
b∗2 a
∗
3 c
∗
4
b∗3 a∗4 m
b∗4 0

:=

∗ 1 c∗2 c∗3 c∗4 m
0 a∗1 a∗2 a∗3 a∗4 0
m b∗1 b∗2 b∗3 b∗4 ∗

,
where we use the notation of [1, p.189] for tridiagonal matrices. Note the columns of B∗1 sum to the rank m(= m1) of E1.
We use a hat ˆ to indicate the second Q-polynomial structure. Theorem 2 says
E
ˆ0 = E0, E ˆ1 = E5, E ˆ2 = E3, E ˆ3 = E2, E ˆ4 = E4, E ˆ5 = E1. (2)
By the remarks from the previous section, |Gal(X)| ≤ 2 and Q ⊆ K ⊆ L. So we have either Q = K , L or K = L. Now we
prove the main theorem under two separate assumptions: A) K , L; B) K = L.
3.1. K , L
In this subsection, we assume K , L and hence Q = K. In this case, Gal(X) is generated by an involution σ, i.e., σ2 is the
identity. Now Eσ0 , E
σ
1 , E
σ
2 , E
σ
3 , E
σ
4 , E
σ
5 is the other Q-polynomial structure and thus Eσk = E ˆk. For brevity we write qˆrst := qrˆsˆtˆ.
Since K = Q, σ fixes the Krein parameters, i.e.,
qˆrst = q
r
st. (3)
Since mi = q0ii, we have m2 = mˆ2 (= m3) by (3). It follows that b∗2 = c∗3, since mib∗i = mi+1c∗i+1. Since q111 = qˆ555, a∗1 = 0 by
Lemma 4. So b∗1 = m − 1. Similarly, a∗3 = q313 = qˆ252 = 0. Since B∗i is a polynomial in B∗1 of degree i, we use Eq. (1) to calculate
B∗2:
B∗2 =

0 0 1 0 0 0
0 m − 1 a∗2 c∗3 0 0
(m − 1)m
c∗2
(m − 1)a∗2
c∗2
c∗2(m − 1) + a∗22 + c∗32 − m
c∗2
a∗2c
∗
3
c∗2
c∗3 c
∗
4
c∗2
0
0
(m − 1)c∗3
c∗2
a∗2c
∗
3
c∗2
c∗3
2 + b∗3c
∗
4 − m
c∗2
a∗4c
∗
4
c∗2
c∗4 m
c∗2
0 0
b∗3 b∗2
c∗2
a∗4b∗3
c∗2
c∗4 b∗3 + a∗4
2 + mb∗4 − m
c∗2
ma∗4
c∗2
0 0 0
b∗4 b
∗
3
c∗2
a∗4b
∗
4
c∗2
m(b∗4 − 1)
c∗2

.
By Lemma 4, q525 = 0 and so b
∗
4 = 1.
Relation (3) implies B∗2 = B∗ˆ3. Now compute B∗ˆ3 with (1) and compare B∗ˆ3 with B∗2 to obtain the following:
b∗3 = c∗2c∗3, a∗4 = 2a∗2 = c∗2c∗4, mc∗4 = c∗3(m − 1).
Using the fact that the columns of B∗1 sum to m, we can obtain
B∗1 =

∗ 1 m − 1
2
2m
m + 1
2(m − 1)
m + 1
m
0 0 (m − 1)
2
2(m + 1) 0
(m − 1)2
m + 1
0
m m − 1 2m
m + 1
m(m − 1)
m + 1
1 ∗

.
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Since |Gal(X)| = 2, {E0}, {E1, E5}, {E2, E3}, {E4} are the orbits of Gal(X) on the primitive idempotents. By the remark before
Lemma 4, these orbits give rise to a fusion scheme Y. Let
T0 = {0}, T1 = {1, 5}, T2 = {2, 3}, T3 = {4}.
Then the Krein parameters ski j of Y can be calculated from qrst:
s
γ
i j =
∑
α∈Ti , β∈T j
qγ
αβ
(4)
is independent of the choice γ in Tk.
Using (4), we can obtain the Krein matrix C∗1 of Y:
C∗1 =

0 1 0 0
2m 0 m − 1
2
2
0 m − 1 m
2 + 6m + 1
2(m + 1)
m − 1
4(m + 1)
0 m (m − 1)m
m + 1
(m − 1)2
2(m + 1)

.
Now we can obtain the second eigenmatrix S of Y from C∗1:
S =

1 2m 4m m2
1 2 −4 1
1
m2 − 10m + 1 + ∆
4(m + 1)
(5m2 − 2m + 5 + ∆)(m − 1)
4(m + 1)2 −
(3m2 − 6m + 3 + ∆)m
2(m + 1)2
1 m
2 + 1 − 10m − ∆
4(m + 1)
(5m2 − 2m + 5 − ∆)(m − 1)
4(m + 1)2 −
(3m2 − 6m + 3 − ∆)m
2(m + 1)2

,
where ∆ =
√
(m2 − 2m + 9)(9m2 − 2m + 1). The first eigenmatrix of Y is (m2 + 6m + 1)S −1, and its top-most row are the
valencies of Y: 1,m2 and
m(7m2 − 22m + 7)√
(m2 − 2m + 9)(9m2 − 2m + 1)
± 3m. (5)
In the rest of this subsection, we determine the possible values of m. Since a valency is a positive integer, the ratio
m(7m2 − 22m + 7)√
(m2 − 2m + 9)(9m2 − 2m + 1)
(6)
is an integer, and in addition the following must hold: (i)
√
(m2 − 2m + 9)(9m2 − 2m + 1) divides m(7m2 − 22m + 7); (ii)
(m2 − 2m + 9)(9m2 − 2m + 1) is a perfect square.
If the ratio (6) is an integer, then any prime p which divides m2 − 2m + 9 divides either m or 7m2 − 22m + 7. If p divides m
then clearly p = 3. If p divides 7m2 − 22m + 7 then p divides
7m2 − 14m + 63 − (7m2 − 22m + 7) = 8m + 56.
Hence either p = 2 or p divides m + 7. In the second case, p divides
(m2 − 2m + 9) − (m + 7) = (m − 1)(m − 2).
Now p divides 8 if m ≡ 1 (mod p) and p divides 9 if m ≡ 2 (mod p). Hence (m−1)2+8 has the form 2a3b. The greatest common
divisor of 7m2 − 22m + 7 and 9m2 − 2m + 1 is also very restricted. If p is an odd prime which divides both 7m2 − 22m + 7 and
9m2 − 2m+ 1, then (subtracting the first from the second and dividing by 2), p divides m2 + 10m− 3. Then (subtracting the first
equation from 7 times the new equation), p divides 92m−28 = 4(23m−7) and hence p divides 7m2+m = 7m2−22m+7+(23m−7).
Since p does not divide m, p divides 7m+1, and thus divides (23m−7)−3(7m+1) = 2(m−5). But now p also divides 7(m−5)+36,
so p divides 36 and p = 3.
Hence we see that m2 − 2m + 9 has the form 2a3b and 9m2 − 2m + 1 has the form 2e3 f for integers a, b, e, f . But now
notice that the greatest common divisor d of m2 − 2m + 9 and 9m2 − 2m + 1 divides 16m − 80, which is the latter equation
minus 9 times the former. Also, 16 does not divide d, since m2 − 2m + 9 = (m − 1)2 + 8 is not divisible by 16 (and neither is
4
9m2 − 2m + 1 = 8m2 + (m − 1)2). If h is the odd part of d, then m ≡ 5 (mod h), and h divides 24. Hence d divides 24, since
m2 − 2m + 9 = (m − 5)2 + 8(m − 5) + 24. If m is divisible by 3, then 9m2 − 2m + 1 must be a power of 2, but is not divisible by
16, yielding m = 0 under current assumptions. Hence we may suppose that m is not divisible by 3. If 9 divides m2 − 2m + 9,
then m ≡ 2 (mod 9) so 9m2 − 2m + 1 ∈ {3, 12, 24}, a contradiction. Hence m2 − 2m + 9 = 24 and m = 5 or m2 − 2m + 9 = 8 and
m = 1 are the only remaining possibilities (for positive m not divisible by 3, as we are currently assuming). Thus m = 1 and
m = 5 are the only positive integers which yield an integral value.
Since c∗2 = (m − 1)/2 > 0, m = 5. Hence B∗1 is determined. Now it is a routine exercise to obtain the second eigenmatrix Q
from B∗1:
Q =

1 5 10 10 25 5
1 1 −2 −2 1 1
1 −2 +
√
21
3
2(1 − √21)
3
2(1 + √21)
3
5
3 −2 −
√
21
3
1 −2 −
√
21
3
2(1 + √21)
3
2(1 − √21)
3
5
3 −2 +
√
21
3
1 1 +
2
√
21
3
2(4 + 2√21)
3
2(4 − 2√21)
3 −
25
3 1 −
2
√
21
3
1 1 − 2
√
21
3
2(4 − 2√21)
3
2(4 + 2√21)
3 −
25
3 1 +
2
√
21
3

.
We can obtain the intersection numbers from the matrix Q by [1, Th.3.6 (ii), p.65]:
B1 =

0 1 0 0 0 0
25 72
7
10 10 100
7
100
7
0 4 5 203
20
3 0
0 4 203 5 0
20
3
0 20
7
10
3 0
20
7
25
21
0 20
7
0 103
25
21
20
7

.
Since intersection numbers must be integers, we reach a contradiction. We complete the proof of our main theorem under the
assumption K , L.
3.2. K = L
In this subsection, we assume K = L. So Gal(X) is either trivial or Gal(X) has order 2 but its nonidentity element does not
fixed all Krein parameters. So relation (3) no longer holds.
The (5, 5) entry in B∗
ˆ5 is q
ˆ5
ˆ5ˆ5
= a∗1 and by Lemma 4, a
∗
1 = 0 and hence b
∗
1 = m − 1. So we begin with
B∗1 =

∗ 1 c∗2 c∗3 c∗4 m
0 0 a∗2 a
∗
3 a
∗
4 0
m m − 1 b∗2 b∗3 b∗4 ∗

.
Now compute B∗2 with (1). We obtain q525 =
m(b∗4 − 1)
c∗2
and so b∗4 = 1 by Lemma 4. Now recompute B∗2, B∗3, B∗4, and B∗5. With
the second Q-polynomial structure, the first Krein matrix B∗
ˆ1
= (qˆk
ˆ1ˆi
) with (i, k) entry qˆk
ˆ1ˆi
is tridiagonal with nonzero off-diagonal
entries. The (2,1) entry of B∗
ˆ1
is
ma∗4
c∗2c
∗
3
, so a∗4 , 0. We also have
qˆ4
ˆ1ˆ1 =
c∗4b∗3 + a∗4
2 − a∗2a∗4 − (m − 1)c∗2 − a∗3a∗4
c∗4c
∗
3c
∗
2
and qˆ4
ˆ1ˆ2 =
c∗4b∗3 + a∗4
2 − a∗2 ∗ a∗4 − (m − 1)c∗2
c∗3c
∗
2
,
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which should be 0 by (Q2). It follows that a∗3 = 0. Now, we have
B∗1 =

∗ 1 c∗2 c∗3 c∗4 m
0 0 a∗2 0 a
∗
4 0
m m − 1 b∗2 b∗3 1 ∗

.
Similarly, we compute B∗5, from which we can obtain B
∗
ˆ1
. We find
qˆ111 =
a∗4m − a∗2c∗4b∗3 − b∗2a∗4c∗3
c∗4c
∗
3c
∗
2
.
By Lemma 4, q555 = 0. As qˆ
1
11 = p
5
55, we have
a∗4m − a∗2c∗4b∗3 − b∗2a∗4c∗3 = 0. (7)
Now we derive another equation. Let v∗i (x) (2 ≤ i ≤ 5) be the polynomials defined by B∗1 [1, Section III.1]:
v∗0(x) = 1, v∗1(x) = x, xv∗i (x) = b∗i−1v∗i−1(x) + a∗i v∗i (x) + c∗i+1v∗i+1(x),
where c∗6 := 1. So v
∗
6(x) annihilates B∗1. Since m is an eigenvalue of B∗1, we have
v∗6(m) =
m2(m − 1)(−m2a∗4 + ma∗4c∗2 − mb∗3c∗4 + ma∗2a∗4 + a∗2b∗3c∗4 + a∗4b∗2c∗3 + c∗4b∗3c∗2)
c∗2c
∗
3c
∗
4
= 0,
which gives
−m2a∗4 + ma∗4c∗2 − mb∗3c∗4 + ma∗2a∗4 + a∗2b∗3c∗4 + a∗4b∗2c∗3 + c∗4b∗3c∗2 = 0.
Using Eq. (7), it simplifies to
−m2a∗4 + ma∗4c∗2 − mb∗3c∗4 + ma∗2a∗4 + ma∗4 + c∗4b∗3c∗2 = 0.
By a∗2 + c
∗
2 = m − b∗2, it becomes
ma∗4(1 − b∗2) = b∗3c∗4(m − c∗2). (8)
Taking the difference of Eq. (7) and (8), we obtain
ma∗4b
∗
2 = b
∗
3c
∗
4(a∗2 + c∗2 − m) + a∗4b∗2c∗3.
This simplifies to a∗4b∗2b∗3 = −b∗2b∗3c∗4, as c∗3 + b∗3 = m . Hence, a∗4 + c∗4 = 0, absurd. We have proved the main theorem under the
assumption K = L.
4. Concluding Remarks
Remark 1. P-polynomial structures (I) and (II) come in pair. As pointed out in [1, p.243], (I) and (II) are dual to each
other, i.e., exchanging the roles of the first and second structures, the first is of type (II) (resp. (I)) in terms of the second if
the second is of type (I) (resp. (II)) in terms of the first. The structures (III), (IV) are self dual. The same comment applies to
Q-polynomial structures.
Remark 2. Cases (I), (II) and (IV) of Theorem 1 are realized [1, Section III.4]. Similarly for Theorem 2, case (I) is
realized by the half cube 12 H(2d + 1, 2), case (II) by the antipodal quotient of the cube H˜(2d + 1, 2) and the dual polar graph
on [2A2d−1(r)], r ≥ 2, and case (IV) by the cube H(d, 2), d even. Note each member of these four families is a distance regular
graph admitting two Q-polynomial structures. Dickie [4] classified such graphs with diameter d ≥ 5 and valency k ≥ 3. In
view of Remark 1, 12 H(2d + 1, 2) admits a Q-polynomial structure of type (II); H˜(2d + 1, 2) and [2A2d−1(r)], r ≥ 2, admit a
Q-polynomial structure of type (I).
Suzuki [9] showed that the class number d ≤ 4 for Th.1 (III), and it is yet unknown whether similar result can be obtained
for Th.2 (III). We do not know any association scheme with d (≥ 3) classes, which admits two Q-polynomial structures and no
P-polynomial structures.
Remark 3. A careful reader will notice that the proof in Subsection 3.2 does not even use the assumption K = L, so
Subsection 3.1 can be omitted. However, we feel that Subsection 3.1 serves to illustrate a powerful use of the Galois group.
Plus, the elementary number theoretic proof in this subsection is very beautiful.
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