Abstract-Closed-form expressions for ergodic capacity of repetition-based cooperative networks under adaptive transmission with selection combining are derived. According to the changing channel conditions, the source adapts its rate and/or power level while the relays simply amplify and then forward the received signals. Specifically, three different adaptive techniques are investigated under the assumption of independent Rayleigh fading channels: optimal simultaneous power and rate adaptation (OPRA), constant power with optimal rate adaptation (OPA) and channel inversion with fixed rate (TIFR). Among them, for an arbitrary number of relays, TIFR gives the worst channel capacity; OPRA gives the best channel capacity and ORA has a channel capacity quality in between the others. The analysis results, based on the upper and lower bound of the end-to-end signal-to-noise ratio (SNR), agree very well with the simulated results and definitely show the impact of selection combining on the calculated channel capacity per unit bandwidth.
I. INTRODUCTION
The concept of cooperative relaying has recently drawn a great attention in the research community due to its potential in improving the reliability of data transmission and in extending coverage of wireless networks in a cost-effective manner (see, e.g. [1] , [2] and the references therein). It is based on the broadcast nature of the wireless medium and enables wireless nodes, which are in the communication range of a source, to relay the source information toward the destination. Several cooperation strategies with different relaying techniques, including amplify-and-forward (AF), decode-and-forward (DF), and selective relaying, have been proposed and investigated in terms of outage and bit error probability [3] - [9] . Furthermore, cooperative transmissions have been categorized into spacetime coded cooperation [3] , [4] , repetition-based cooperation [5] - [7] and opportunistic relay selection cooperation [8] , [9] .
Recently, optimum resource allocation has emerged as an important research topic to improve the performance of cooperative networks (e.g., see [10] , [11] ). Particularly, in [10] , an opportunistic decode-and-forward protocol is proposed where the relay terminal is utilized depending on the overall network state with dynamic power and time allocation. Furthermore, the effect of partial channel state information at the transmitter (CSIT) on the performance of cooperative communications for delay limited applications is provided. The authors showed that the opportunistic decode-and-forward protocol brings a considerable improvement compared to direct transmission or multi-hop. In [11] , the upper bounds and lower bounds on the outage capacity and the ergodic capacity as well as power allocation of three-node wireless relay networks in a Rayleighfading environment are studied when practical constraints on the transmission/reception duplexing at the relay node and on the synchronization between the source node and the relay node is taken into account. Compared to the direct transmission and traditional multihop protocols, the paper reveals that optimum relay channel signaling can significantly outperform multihop protocols, and that power allocation has a significant impact on the performance.
Most of the above-mentioned studies, however, focus on the optimum power allocation with assumption that accurate channel state information (CSI) of all links in the network are available at each nodes. Furthermore, these systems are effectively designed for the worst-case channel conditions, resulting in insufficient utilization of the full channel capacity. This can be ameliorated through the use of adaptive transmission whereby the source adapts its rate and/or power level in response to fading conditions. The idea of applying adaptive transmission for cooperative networks is pioneered by Tyler et. al. in [12] in which the capacity of Rayleigh fading for repetition-based cooperative networks employing maximal ratio combining (MRC) at the destination under three adaptive policies: optimal simultaneous power and rate adaptation, constant power with optimal rate adaptation and channel inversion with fixed rate is provided.
For repetition-based cooperative networks, the destination can employ a variety of diversity combining techniques to obtain diversity from the multiple signal replicas from the relays and the source. Although optimum performance is highly desirable, practical systems often sacrifice some performance in order to reduce their complexity. Instead of using MRC, which requires exact knowledge of the channel state information, a repetition-based cooperative system may use selection combining (SC), which is the simplest combining method and can be used in conjunction with differentially coherent and noncoherent modulation techniques [13] - [18] since it does not require knowledge of the signal phases on each branch as would be needed [19] . More specifically, the destination only selects the best signal out of all replicas for further processing and neglects all the remaining ones. This reduces the computational costs and may even lead to a better performance than MRC, because channels with very low signal-to-noise ratio (SNR) cannot be accurately estimated and contribute much noise [20] .
In this paper, we provide a capacity analysis of Rayleigh fading channel for AF repetition-based cooperative networks with SC under adaptive transmission by applying the seminal theory developed in [21] , [22] . Because of the relatively complicated statistics of AF repetition-based cooperative relaying [23] , [24] , the probability density function (PDF) of the upper and lower bounds of the end-to-end SNR are derived and then used to evaluate the system capacity.
The remainder of this paper is organized as follows. In Section II, the system model under investigation and the upper and lower bounds of the end-to-end SNR expressed in a tractable form are provided. In section III, the optimum and sub-optimum adaptation policies for AF repetition-based cooperative relaying are studied in terms of Rayleigh fading capacity. Finally, numerical results are given in Section IV and conclusions are drawn in Section V.
II. SYSTEM MODEL
Consider a distributed wireless cooperative network in which the source (S) communicates with the destination (D) with the help of N relay nodes, denoted as R 1 · · · R i · · · R N using amplify-and-forward relaying. Each node is equipped with single antenna and operates in half-duplex mode. All transmissions are assumed orthogonal either in time or in frequency. To facilitate the explanation, we assume a timedivision protocol with N + 1 time slots.
We denote the source-to-destination, source-to-the i-th relay and the i-th relay-to-destination link coefficient by h SD , h SRi and h RiD , respectively. Due to Rayleigh fading, h SD , h SR i and h RiD are statistically modeled as zero-mean, independent, circularly symmetric, complex Gaussian random variables with variances λ 0 , λ 1,i and λ 2,i , respectively.
The cooperative transmission under consideration takes places into two phases. In the first phase, the source broadcasts its symbol s with an average transmitted power P to all the relays and the destination. Under repetition-based AF relaying fashion, the i-th relay retransmits the scaled version of the received signal towards the destination in time slot i+1 with the amplification factor G i . Mathematically, the system model can be described by the following set of equations as follows:
where r AB = r A→B denotes the received signal at B sent from A with A ∈ {S, R i } and B ∈ {D, R i }; n AB is the additive noise sample at the reception node B which is modeled as zero-mean mutually independent, circularlysymmetric, complex Gaussian random variable with variance N 0 . Furthermore, the amplification factor G i can be defined as
Let us define the effective instantaneous signal-to-noise ratio
respectively. Assuming selection combining at the destination, the total combined instantaneous signal-to-noise at the output of the selection combiner, γ Σ , is written by
where
can be shown to be [23] , [24] 
It is hard to derive the exact PDF of (4), therefore, for tractable analysis, (4) can be upper-and lower-bounded as follows [24] , [25] :
Since γ 1,i and γ 2,i are exponentially distributed random variables with hazard rates μ 1,i = 1/γ 1,i = 1/(Pλ 1,i ) and μ 2,i = 1/γ 2,i = 1/(Pλ 2,i ), respectively. Making use the fact that the minimum of two independent exponential random variables is again an exponential random variable with a hazard rate equals to the sum of the two hazard rates [26] , i.e., μ i = μ 1,i + μ 2,i =γ
γ1,i+γ2,i and from (5), we have
where K equals 1 or 1/2 associated with the cases of upper bound and lower bound in (5), respectively. Under the assumption that all links are subject to independent fading, order statistics gives the cumulative distribution function (CDF) of γ Σ as:
The joint PDF of γ Σ is given by differentiating (7) with respect to γ.
Substituting (6a) and (6b) into (8) and after some manipulation yields [27] 
III. CAPACITY ANALYSIS

A. Optimal Simultaneous Power and Rate Adaptation
Since the equivalent end-to-end CSI γ Σ is assumed to be known at the source and destination, it allows the source to adapt both its power and rate according to the actual fading channel gain. In particular, the channel capacity of opportunistic cooperative networks over fading channels is given by Goldsmith and Varaiya [21] as
where B is the channel bandwidth in Hz and γ c is the optimal cutoff SNR threshold below which data transmission over the network is halted. The ratio 1/(N + 1) in (10) is included to reflect that the source-to-destination information transmission via relays will occupy N + 1 time slots. The cutoff threshold γ c can be determined by using the power constraint [22, eq. 8], namely
Inserting (9) into (11) leads to
where E n (x) is the exponential integral of order n defined by E n (x) = +∞ 1 t −n e −xt dt, x > 0. With the current form of (12), apparently, the optimal cutoff threshold γ c cannot be expressed in an explicit closed form but, in general, can be found by numerically solving (12) 1 . Next, substituting (9) into (10), we obtain the capacity of AF repetition-based cooperative systems with SC in terms of the integral J n (μ) = 
(13) According the operation mode of optimal simultaneous power and rate adaptation, the system will stop transmitting when γ Σ < γ c . As a result, the system suffers an outage probability, namely
B. Optimal Rate Adaptation with Constant Transmit Power
Since selection combiner is used at the destination, the channel capacity under the condition of optimal rate adaptation with constant transmit power over Rayleigh fading channels is given by [22, 
eq. (29)]
C ora = B N + 1 +∞ 0 log 2 (1 + γ)f γΣ (γ)dγ (15) = B (N + 1) ln 2 N i=0 (−1) i N n0,...,ni=1 n0<···<ni e 1/χi E 1 (1/χ i )
C. Channel Inversion with Fixed Rate
In order to maintain a constant received SNR at the destination, the source adapts its transmit power based on the channel fading. As previously discussed in [21] , [22] , [28] , the power adaptation is commonly used and the related channel capacity is given by
For total channel inversion, a large amount of the transmitted power is used to compensate for the deep channel fades resulting in a large capacity loss compared with others adaptation techniques. To achieve a better capacity, a modified inversion policy in which the channel is compensated since the 1 It can be done with the help of Matlab function fzero in the optimization toolbox channel fading is greater than a threshold is proposed leading to
where P o has the same form as in (14) . However, the optimal cutoff threshold γ c here can be selected to satisfy the desired outage probability or alternatively to maximize C tif r given in (17) . For the latter case, the optimal cutoff threshold can be numerically found with the help of Matlab function fminbnd in the optimization toolbox.
IV. NUMERICAL RESULTS AND DISCUSSION
In this section, based on the mathematical formalism above, we illustrate the selected analytical and simulation results
= 1 for independent and identically distributed (i.i.d.) Rayleigh channels and λ 0 = 1,
= 3 for independent but nonidentically distributed (i.n.d.) Rayleigh channels. Furthermore, performance results are reported in terms of the capacity per unit bandwidth versus average SNR in dB.
In Fig. 1 and 2 , we present the normalized system capacity over i.i.d. and i.n.d. Rayleigh fading under optimal simultaneous power and rate adaptation. One can see that an increase in the number of relays significantly affects the system capacity. Specifically, it can be observed from Fig. 1 that a transition from N = 1 to N = 3 leads to a normalized capacity decrement around 20dB at average SNR of 10dB. Moreover, one may notice that there is a small gap between [24] for the amplify-and-forward relaying case undergoing Rayleigh fading. However, for the upper and lower simulated curves, this gap is negligible.
Figs. 3 and 4 depict the channel capacity per unit bandwidth against the average SNR in dB for optimal rate adaptation with constant transmit power over i.i.d. and i.n.d. channels, respectively with an aim to examine the effects of the number of relays participating in the cooperative transmission as well as to validate analytical results. As expected, increasing N yields degradation in system capacity. Regarding the influence of N on the overall system capacity, note that the normalized capacity obtained from increasing N from 1 to 5 decreases, but with diminishing returns. Furthermore, the analysis results agree very well with the simulation results.
Figs. 5 and 6 show the system normalized-capacity under the channel inversion with fixed rate policy with respect to the optimal cutoff threshold over i.i.d. and i.n.d. Rayleigh fading channels, respectively. It can be clearly seen that a similar observation relative other policies can be made when the optimal cutoff is chosen to maximize the system capacity.
In Fig. 7 , the closed-form channel capacity given in (13), (15) , and (17) are presented and compared over i.n.d. Rayleigh fading with K = 1, i.e., using the upper bound. Among them, OPRA provides the best capacity and TIFR provides the worst one, as expected. Fig. 7 also shows that our analytical results are in good agreement with our simulation results. The corresponding outage probability for the optimum adaptation and truncated channel inversion policies are plotted in Fig. 8 . As we can see, the benefit of the maximization of the capacity for TIFR systems takes places at the cost of increasing probability of outage.
To investigate the capacity loss due to the use of SC relative to MRC, we plot the calculated channel capacity per unit bandwidth as a function of average SNR for different adaption policies with SC and MRC in Fig. 9 . It can be observed from the standpoint of average SNR that the power efficiency of the SC-based networks suffers around 2-dB loss with respect to that of the MRC cooperative networks. Stated another way, curves of normalized capacity for the SC schemes would be parallel to those for the MRC schemes and seem to be shifted 3 dB to the right.
V. CONCLUSION
The paper has investigated and compared AF repetitionbased cooperative networks with selection combining under three different adaptive transmission policies, namely optimal simultaneous power and rate adaptation, constant power with optimal rate adaptation and channel inversion with fixed rate. The analysis is valid and applicable for general cases, including independent identically distributed and independent but not identically distributed Rayleigh fading channels. Numerical results show that by taking advantage of the "timevarying" nature of the wireless environment, the performance of repetition-based cooperative networks is improved. However, the advantage of these schemes comes at the expense of additional hardware complexity to implement adaptive transmission.
