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The research topic of this thesis cannot go without a short discussion about its relevant
contexts. In this introductory chapter we briefly elaborate on the historical, practical and
theoretical context of the subject. In the final section we formulate the research objectives
and give an outline of what is to come in the remainder of this thesis.
1.1A short history of (computational) fluid mechanics
The early study of fluid mechanics was principally characterized by simple (thought)
experiments and theoretical contemplation. Thinking of the early stages of fluid me-
chanics study brings up names like Archimedes of Syracuse in ancient Greece, who
investigated buoyancy effects, and Leonardo da Vinci from the Renaissance period,
who by experiment and observation derived an equation for mass conservation.
Modern understanding of fluid mechanics starts with Newton who performed funda-
mental theoretical research leading to his well-known laws of motion and the law of
viscosity for what we nowadays call Newtonian fluids. Up to the nineteenth century
the theoretical and experimental research of hydrodynamics remained two largely
separated disciplines. In the seventeenth and eighteenth century mathematical equa-
tions were formulated for the description of non-viscous flow (a.o. Euler, Bernoulli,
Laplace). Because in many engineering flows viscosity effects play an important role,
experimental investigation remained of great importance. In the nineteenth cen-
tury viscous flow theory showed a rapid development with, most notably, research
by Claude Navier (1822) and George Stokes (1845) that ultimately resulted in the
Navier–Stokes equations which describe the motion of viscous fluids.
The Navier–Stokes equations form the foundation of modern (computational) fluid
dynamics. There is no general analytical solution for these equations, hence one has
to resort to simplified models, either by making assumptions or by numerical approx-
imation. Obtaining an analytical solution is generally very hard or unfeasible1, except
for some special cases or simplifications of the equations. Those few that do exist are
either short form simple solutions, that are mostly of little practical value, or com-
plicated solutions to artificial problems. A comprehensive review is given in [150].
1The still open Millennium Prize problem on the existence and smoothness of solutions to the Navier–
Stokes equations [56] will have to be answered to know if at all a solution always exists.
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Because of this the Navier–Stokes equations at that time were still of little practical
use.
A major step in overcoming this problem was in the beginning of the twentieth cen-
tury, when Ludwig Prandtl composed his boundary layer theory, which shows that
high-Reynolds number flows can be decomposed in a nearly non-viscous part (exter-
nal flow) and a viscous boundary layer. This theory was of large significance for the
fluid mechanics community. It was in these years that the experimental and theoret-
ical approaches started to unite in what could be called the modern science of fluid
mechanics.
What holds for the Navier–Stokes equations is also true for many other equations
describing fluid flow: it is generally impossible or unrealistic to obtain an analytical
solution. One therefore has to resort either to experimental methods or to numerical
approximation of the analytical equations.
Initial attempts to numerically solve fluid mechanics equations for specific problems
were performed by human calculators (or simply “computers”). Possibly the first ex-
ample of modern-style numerical calculations on a computational grid dates back to
a Royal Society publication from 1910 by Lewis Fry Richardson [120]. In this publi-
cation a finite-difference discretization and solution method is introduced to approx-
imate partial differential equations for calculating stress functions to be used in the
design of a dam. The calculations were performed on grids that fit on one page of pa-
per. The difficulty of performing these calculations is well illustrated by Richardson’s
remark that “The chief trouble to the computers has been the inter-mixture of plus and
minus signs” (§3.2.5 of [120]), after which he continues “As to the rate of working, one
of the quickest boys averaged 2,000 operations [..] per week, for numbers of three digits,
those done wrong being discounted.”.
Obviously, around that time, solving the equations efficiently, primarily concerned the
reduction of the required number of man hours and the reduction of error sensitiv-
ity. The solution process was accelerated by a technique that nowadays is known as
the Richardson iteration. Decades after that, several other researchers published on
(hand-performed) numerical calculations for steady flow around circular cylinders at
low Reynolds numbers [82, 133].
Much later, similar work was performed on what could be called a modern computer,
e.g. in [71, 83]. Other examples of numerical solutions of flow problems can be found
in [41] and the references therein. Typical grid sizes were of O (100) and calculation
times of half an hour are mentioned (e.g. in [83]). Problem sizes were restricted
by limited computational speed and available memory storage space. Numerical effi-
ciency therefore focused on reducing the number of floating point calculations as well
as reducing the required amount of memory.
In the nineteen-sixties researchers at Los Alamos National Laboratory introduced var-
ious methods for the numerical approximation of the unsteady Navier–Stokes equa-
tions including a free surface. Several of these methods still form the basis of many
methods existing today. Here we only cite the most relevant one to the work in this
thesis, being the Marker-and-Cell (MAC) method introduced in 1965 by Harlow and
Welch [73].
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The decades after this showed a continuous further improvement of computer tech-
nology (faster processors, larger and faster memory storage, vectorization and paral-
lelization techniques) which led to the arrival of the first supercomputers.
An exponential growth of computing power up to the present day (already conjec-
tured in the sixties by Moore’s law) opened the doors to numerical simulation of
continuously larger and more complicated flow problems within a reasonable amount
of time. Gradually commercial software packages became available which by now
are commonplace. Numerical simulation nowadays forms an indispensable part of
modeling tasks and is fervently used in various engineering disciplines.
Hardware improvements alone, could never have led to increased possibilities with-
out the continuous improvement of numerical methods.
Most numerical models include some form of time-consuming iterative solution pro-
cedure; extensive research has been carried out in this field resulting in significant
speedup, see [154] for a review. In recent years parallelization techniques have gained
renewed interest since processor clock speeds have reached their physical limits. In
this sense history repeats itself, albeit in a different way. In fact, recent research on
organic computing [114] suggests it is not unrealistic to imagine human (parallel)
computing in a very different form than that of the early twentieth century.
Due to continuously changing computer architectures, the design of efficient numer-
ical methods becomes strongly interweaved with the discipline of software engineer-
ing. Changes in the computer architecture open new pathways for improving ef-
ficiency of numerical methods, but sometimes architectures also become obsolete,
therewith requiring frequent redesign of the algorithms that are being used. There
are numerous technical aspects that can significantly influence the efficiency of nu-
merical models, starting with the programming techniques and heuristic tools that
are being used, but also practical aspects like buying the right hardware.
Another approach to improving efficiency2, not necessarily related to computer hard-
ware, follows from the notion that high-resolution (or high-quality) information (nu-
merical data) is only required in areas that are of interest, and should be reduced
elsewhere to minimize memory load and computational time.
On one hand this is an engineering matter, i.e. selecting an appropriate (numerical)
modeling tool and using it correctly. On the other hand this concerns the imple-
mentation of the actual model or the software itself. Numerical methods have to be
designed in such a way that they dedicate computational resources to those parts of
2The efficiency of a modeling technique is a versatile concept that can relate to a number of aspects. Also
in the current work the word ’efficient’ is used in different ways. It strongly depends on the status quo,
i.e., it depends on the available resources of any kind: scientific, technical, material, economical (etc.).
Sometimes an approach is called efficient if it simply performs better than before, which illustrates its
relative nature.
The bottom line is that efficiency is often talked about, be it directly or indirectly, from an economical
point of view: it is about getting more for less. Or, from a more idealistic point of view: it is about
exploring new possibilities.
Because of this, the meaning of an ’efficient’ technique or model has continuously changed in time. In
the past efficiency primarily concerned the adequate use of available man hours (study, calculations)
and material resources (for experiments), because of their limited availability. However, nowadays
constraints are of a very different nature: after the digital revolution of the last half century, efficiency
more and more concerns the use of economical, computer and labour resources.
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the simulation that matter most.
1.2 Modeling tools and techniques in fluid mechanics
For a long period of time, experimental model tests were the only way to provide
insight in difficult flow configurations. Even with nowadays’ computing power, they
still form an integral part of engineering practice since engineering problems quickly
become too large or too complicated to be accurately and/or efficiently represented
by a numerical model.
Examples one could think of in the offshore industry are breaking waves or wave load-
ing on ships with complicated geometry. It is often a complicated or even impossible
task to numerically reproduce the same environment as found in a test basin (or as
found in reality for that matter).
In particular for specialized applications, the combined modeling of different physical
processes is sometimes realized more easily in experimental test environments, since
numerically this can be a challenging or time-consuming task. Although validation of
numerical modeling tools helps to gain confidence in their general validity, it does not
guarantee that they provide an accurate model for the test cases that do not form part
of the test bench.
This being said, numerical modeling tools start to have increasing importance in en-
gineering practice. Numerical models can help to provide insight in flow situations
without the need of expensive and often time-consuming model tests. In fact, numer-
ical modeling forms a viable tool in the design process of the actual model tests. Once
a numerical model is sufficiently validated by experiments, numerical simulations can
be repeated with different parameters at the click of a button, whereas model tests re-
quire costly preparatory work. Given the continuous increase of computational power,
the possibilities of numerically simulating entire test setups (as found in a wave or
towing tank) becomes more and more feasible. By means of parallelization, clusters
of computers can be employed as so-called numerical wave- or towing tanks. Finally,
numerical modeling becomes crucial for problems that cannot be fitted in a test basin
because scaling effects from full to model scale play a role.
In the field of computational fluid dynamics, frequently one (or a combination) of the
following equations is being modeled:
• Navier–Stokes equations (viscous flow)
• Euler equations (non-viscous flow),
• potential equations (non-viscous, irrotational flow).
This list is by no means exhaustive.
More simplified forms of the Navier–Stokes equations exist, such as the shallow wa-
ter equations. On top of this, the Navier–Stokes equations are often “simplified” to
account for turbulent fluctuations of the flow, because for most applications direct
numerical simulation is too costly or even unfeasible.
In the particular field of wave modeling also other techniques are used, such as wave
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theory or the modeling of, for example, the Boussinesq equations.
The above mentioned methods find their use in a wide range of other applications
beside those involving the flow of water and within each of the above mentioned cat-
egories, various simplifications can be made and many numerical implementations
can be found.
A commonly encountered offshore engineering application involves the calculation
of wave impacts on an offshore structure. If the geometry of the structure and the
configuration of the incoming wave is not very complicated, it is still possible to em-
ploy potential-flow methods in combination with approximating formulae for the im-
pact forces. To obtain details of flow around complicated structures, or in otherwise
complicated environments, one has to resort to simulation of the full Navier–Stokes
equations (the “CFD” or hydrodynamic modeling approach).
(a) breaking wave impact on a
monopile, courtesy ’WiFI’ JIP
(b) green water loading on a ship, courtesy ’Safe-
FLOW’ project
Figure 1.1: Examples of model tests for typical offshore engineering applications. The pictures
were taken at the Maritime Research Institute Netherlands (MARIN).
The present work concentrates on this last type of applications and is performed in
the context of the CFD solver ComFLOW, which has been developed with exactly this
type of applications in mind. Examples include among others:
• wave impacts
• green water loading on ships
• liquid sloshing in LNG tankers
ComFLOW has its roots in the late seventies when at the National Aerospace Labo-
ratory (NLR) the SAVOF code was developed for the simulation of liquid sloshing on-
board spacecraft[144]. The SAVOF code was based on the numerical model SOLA-VOF
[110] and it was elaborated in order to make it suitable for micro-gravity conditions
where surface tension and capillarity effects play a dominant role. In a later stage, at
the Deltares research institute (formerly WL Delft), the SAVOF method was extended
to enable the simulation of wave impacts on coastal protection systems leading to the
SKYLLA code [141]. The developments on free-surface simulation continued, in the
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mid-nineties, when this method was extended to fully three-dimensional flow around
complex (moving) geometries. With its focus on free-surface and wave (impact) sim-
ulation, the solver started to find its use in a wide range of offshore applications. The
ComFLOW solver was used for large-scale offshore applications such as green water
loading on ships [57], but also for the modeling of small-scale phenomena such as
liquid sloshing in space [62, 63, 143].
Development of the method continued with focus on offshore applications, starting
in 2000 with the SafeFLOW Joint Industry Project (JIP), and the ComFLOW-2 JIP in
2004. The research in these projects concentrated on wave propagation, absorbing
boundary conditions and the addition of a two-phase flow model [85, 151, 152].
1.3 Numerical methods for CFD
Trying to review the available numerical discretization techniques necessarily implies
some form of selection or simplification. A more detailed overview of computational
methods is given in text books like [59, 75].
1.3.1 Discretization of the flow domain
The continuous equations for fluid dynamics have to be mapped onto a finite repre-
sentation. The continuous problem is represented in computer memory by dividing
it in smaller discrete sub-problems. Therefore, the first question that arises when de-
signing (or selecting) a flow simulation method (or package) is: How to represent the
physical quantities, the simulation domain and the governing equations at the discrete
level?
Roughly speaking, the following approaches can be distinguished:
• grid-based methods
– structured (see figures 1.2b and 1.2c)
– unstructured (see figure 1.2a)
• meshless methods, e.g. in particle-based methods
The choice of the approach can be motivated by the typical problems that have to
be solved, but also by other aspects such as the simulation software that is already
available.
In general the above mentioned methods are highly competitive and are able to pro-
duce similar results. Nevertheless, for certain applications, one method might be more
suitable (e.g. more accurate or less time-consuming) than the other.
Unstructured grids are more flexible and more easily allow for the generation of
boundary-fitted grids, hence they can be useful for resolving boundary layers around
complex geometries.
Structured grids allow for simpler discretizations and avoid the need of complicated
data structures and indirect addressing, which would otherwise reduce the possibil-
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(a) (b) (c)
Figure 1.2: Grid around a circular boundary: (a) unstructured grid (b) boundary-fitted struc-
tured grid (c) structured Cartesian grid with cut cells.
ities to exploit the efficiency of modern computer architectures. The downside is
that structured grids, in principle, are not boundary-fitted unless a coordinate trans-
formation is used. Coordinate transformations allow for boundary-fitted structured
grids, but grid generation (as well as local refinement) can still be difficult and time-
consuming. Moreover, for complicated geometries it can be difficult or even impossi-
ble to find an acceptable coordinate transformation.
Cartesian grids are generally not boundary-fitted and hence a cut-cell or immersed
boundary approach is needed [108] to accurately account for the presence of solid
objects or the free surface.
There exist also combinations of structured and unstructured approaches, for example
on so-called multi-block or overset grids. A comprehensive general overview of grid
generation methods can be found in [60, 134].
From the users’ point of view, the approaches also differ in a practical sense. Because
of their simplicity, structured grids require little setup efforts, whereas the generation
of unstructured boundary-fitted grids can be a cumbersome task. Meshless methods
in their turn hardly require any setup.
Having chosen the type of grid, the question remains where to exactly place the vari-
ables on the grid. There exist cell-centered and vertex-centered approaches, as well
as variations thereof. Furthermore, variables can be placed on a single grid (the collo-
cated arrangement) or on multiple grids in a staggered arrangement. This aspect will
be further addressed below.
1.3.2Discretization of the flow equations
A second question, which is not totally unrelated to the one discussed above, is: How
to discretize the flow equations? The following methods are typically distinguished in
the literature:
• finite-difference (FD) methods
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• finite-element methods (FEM)
• finite-volume (FV) methods
• spectral methods
The most classical approach to numerical discretization is the use of finite-differences,
see e.g. [45]. The finite-difference method starts from the differential or strong form
of the governing equations which are correspondingly discretized in a point-wise fash-
ion, typically on structured Cartesian grids.
At the discrete level the differential equations are approximated by finite differences
of the grid variables. By truncated Taylor-series expansions it is relatively straight-
forward to derive discrete approximations to differentials of a certain order (hence
the term “truncation error”). Perhaps the most famous finite-difference method for
solving the Navier–Stokes equations is the aforementioned Marker-and-Cell (MAC)
method [73].
The finite-element method finds its roots in the discipline of solid mechanics, but can
also be applied to fluid dynamics. The method starts from an integral or weak form
of the governing equations. The flow domain (or continuum) is subdivided in a finite
number of elements on which the field variables are approximated in terms of interpo-
lating basis functions, e.g. u(x) =
∑
i ciUi(x), where Ui are the basis functions and ci
the unknown coefficients. After substitution of these undetermined approximations in
the weak form of the boundary value problem, a system of equations can be solved to
obtain the interpolation coefficients. Finite-element methods are well capable of han-
dling complex geometries. They are usually applied on unstructured grids consisting
of triangles or tetrahedra, however structured grids are also possible.
Perhaps the most popular method in the CFD community is the finite-volume method.
Like the finite-element method, the finite-volume method starts from a weak for-
mulation of the partial differential equations in conservative form. The domain is
subdivided in a number of control volumes on which the discrete equivalent of the
conservation laws (mass, momentum) are applied. By using a conservative flux for-
mulation the discretization is easily shown to conserve physical quantities as mass,
momentum, and with some care also energy [145]. A clear advantage of the ap-
proach is that it inherently satisfies the conservation properties of the equations at
the discrete level, which is often more important than higher-order accuracy alone.
Although in discretized form the finite-volume method largely resembles the finite-
difference approach, it is conceptually more similar to the finite-element approach:
by taking piecewise constant test functions FV can be seen as a special case of FEM.
However, the finite-element method does not generally start from a conservative weak
form of the equations. An exception to this forms the class of discontinuous Galerkin
(DG) methods that start from a conservative flux formulation.
Finally there exists the class of spectral (element) methods in which the solution is
discretized by means of a finite number of basis functions (usually a truncated Fourier
series). This approximation is either applied across the entire domain or across a
number of sub-domains (elements). The spectral method is based on the same ideas
as the finite-element method, with the main difference being that the basis functions
that are used in the spectral method are non-zero across the entire (sub)domain.
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In this sense, particularly the spectral element method can be seen as a high-order
finite-element method on large elements. Spectral methods can be computationally
very efficient, but become less accurate for problems involving discontinuities (e.g.
shocks) or complex geometries.
Numerical schemes
The continuous equations are discretized in space and time by means of numerical
schemes. A wide range of discretization schemes can be found in the literature. Nu-
merical schemes primarily differ in (order of) accuracy and stability properties.
First-order accurate discretization schemes suffer from unphysical properties such as
artificial damping. Second or higher-order accurate methods typically show little or
no artificial damping at all, but can introduce instabilities leading to unbounded os-
cillatory solutions.
There are several ways to suppress the development of these spurious oscillations,
with one method introducing more artifacts than the other. We will come back to this
issue later.
ComFLOW
In ComFLOW the flow variables are discretized on a staggered Cartesian (hence struc-
tured) grid. The equations are modeled using a finite-volume approach. As start-
ing point for the work presented in this thesis a second-order accurate and energy-
conservative discretization of the flow equations is used as described in [145]. The
immersed boundaries are accounted for by means of a Volume-of-Fluid method [85]
for the modeling of the free surface and a cut-cell discretization for the geometry [57].
1.4Grid generation and grid refinement
The simplest solution for obtaining more accurate results is to apply mesh refinement
across the entire computational domain. We will refer to this approach as global or
uniform grid refinement. For small problems or smooth solutions this is a simple and
effective approach. For flow problems that are characterized by a large variation of
localized physical phenomena this approach is no longer realistic (for example in case
of complex boundaries, large solution gradients and boundary layers).
In order to obtain sufficient resolution in under-resolved areas unavoidably also a
large part of the domain is over-resolved. Especially for large flow problems or prob-
lems locally requiring high resolution this introduces an excessive amount of (wasted)
memory and (wasted) computational load. Given the limitations of current computer
architectures, in many complex problems a sufficient resolution can only be obtained
by implementing some form of local (or even adaptive) grid refinement in which the
grid resolution is only increased in areas where this is required.
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(a) Original grid: 576 pts. Experiment (courtesy ’CresT’ JIP)
(b) Global refmt: 2304 pts. (c) Stretching: 1600 pts. (d) Local refmt: 768 pts.
Figure 1.3: A two-dimensional conceptual example of refinement around the pillars of an
oil platform. The experiment was performed at the Maritime Research Institute,
Netherlands (MARIN).
In previous ComFLOW versions, mesh refinement was only possible by adding or
(re)moving grid lines. Let us have a look at the possibilities of the existing Cartesian
mesh of ComFLOW and consider the horizontal grid spacing for a two-dimensional
simulation of flow around the pillars of an oil platform (see figure 1.3a).
The simplest approach of course consists of uniform, global refinement (see figure
1.3b). More efficient refinement can be obtained by concentrating the grid lines in
the areas of interest as depicted in figure 1.3c. This approach is commonly called grid
stretching. In the example an abrupt change of grid spacing is used for illustrational
purposes only: In practice it is better to apply a more gradual change of resolution
since this enhances the accuracy of the solution. Stretched grids contain significantly
less grid points than globally refined grids (in the current example almost a factor
of two), however they still introduce a large amount of unnecessary grid points in
the far-field regions of the domain. Moreover, stretching unavoidable leads to non-
uniform grid spacing outside refinement areas, and cell aspect-ratios can become far
from unity, both of which are undesirable properties. If local refinement is applied,
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a grid is obtained like shown in figure 1.3d. It is clear that less additional grid points
have to be introduced in order to obtain the desired resolution. For the considered
(simple) example the number of additional grid points required for global, stretched
and local grid refinement relate as 27 : 16 : 3, respectively.
When the region(s) of interest become(s) smaller, the differences become even larger
and it is not difficult to think of examples that could benefit of even more advanced
local (or adaptive) grid refinement methods.
Local refinement provides an efficient tool to capture more details around boundaries
where the solution has large gradients, but local grid refinement also allows for low-
cost expansion of the solution domain by coarsening the grid towards the boundaries.
(The latter can be useful to minimize distortions arising from the discretization of the
boundary conditions.) This illustrates that local grid refinement can be seen from two
perspectives. On the one hand the goal of grid refinement is to concentrate grid nodes
in those areas of the solution domain that are under-resolved in order to increase the
(global) accuracy of the solution with as little effort as possible.
On the other hand it can be employed as a tool to decrease computational effort with-
out loosing the order of accuracy.
In this last context one could also speak of grid coarsening in order to gain efficiency in
those areas where the solution is over-resolved. Grid refinement methods are there-
fore also grid coarsening methods3. These two perspectives on grid refinement are
reflected in the design approach, as well as in the discretization and the data struc-
ture of the refinement method.
In a broader sense, local grid refinement is about locally obtaining higher accuracy at
a reasonable cost. Commonly three refinement approaches are distinguished (which
can all be viewed from a “coarsening” perspective as well):
• r-refinement:
A simple and straightforward method of locally increasing the grid resolution is
to use a structured grid with a fixed number of grid points and redistribute them
across the physical domain according to some criterion. This is also known as
r-refinement or the moving mesh method.
A simple example of this approach is to use a Cartesian structured grid and
apply local refinement by moving grid lines in areas of interest (as described
above and in figure 1.3c). Advantages consist of the fixed number of grid points
and the relatively straightforward discretization. In some applications this ap-
proach can be effective, however, an important drawback is the refinement or
coarsening of the grid in areas where this is unnecessary. Other disadvantages
of the moving grid approach can be grid skewness and node crossing. For this
reason the method is not suitable for simulations with frequent and local need
of refinement.
• p-refinement:
It is also possible to locally switch to a more advanced discretization scheme.
3The Collins English Dictionary defines refinement as “a device, change, adaptation, etc., designed to
improve performance or increase efficiency”
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This approach is frequently followed in finite-element methods where the accu-
racy is increased by (locally) varying the polynomial degree of the basis func-
tions (commonly denoted by p, hence the prefix). In a conventional finite-
volume context, based on volume-integrated computational variables, large dis-
cretization stencils are needed to obtain higher-order flux approximations, which
makes the implementation a tedious task. An alternative is given by the finite-
volume-like Discontinuous Galerkin method (e.g. [25]), in which higher-order
discretizations are obtained by employing higher-order polynomials within the
elements (volumes).
• h-refinement:
In a conventional finite-volume context it is more convenient to use a mesh
enrichment approach in which grid points are added in under-resolved areas.
The prefix h refers to the grid spacing that is modified. Typically a hierarchical
approach is followed in which elements (grid cells) are split in a set of smaller
elements (grid cells) upon satisfying a certain refinement criterion. Local grid
refinement unavoidably results in unstructured grids. However, on Cartesian
grids it is convenient to take advantage of the structured nature of the grid and
to apply refinement in such a manner that the grid remains locally structured.
The approach of hierarchical grid refinement, which is followed in this study, is out-
lined in more detail in chapter 2. Because of its simple grid generation, Cartesian grids
and immersed boundary treatment have lately gained much interest and the approach
is used in a wide range of applications [48, 118]. In combination with local grid re-
finement this approach is a serious competitor of approaches based on (unstructured)
boundary-fitted grids.
1.5. Research goal and thesis outline 13
1.5Research goal and thesis outline
In short, the goal of the current research is to design and implement a local grid
refinement method with the apparent final goal of increasing the numerical efficiency.
On itself the use of local grid refinement in CFD applications is not new. It is the
special context in which this happens that will receive extra attention.
The method has to combine well with the existing algorithm in all its facets. It should
have limited or no consequences for the existing functionality. On top of this, the
local grid refinement method should take into account concurrent research and com-
bine well with expected future developments such as parallelization.
Within these constraints, the principle goal of the current research is to explore and in-
vestigate the potential of local grid refinement for increasing the numerical efficiency
of free-surface flow solvers that are used for industrial (offshore) applications. The
research ultimately has to result in an implementation inside the solver ComFLOW
and is to be tested for practical applications.
The outline of the thesis is as follows:
Chapter 2 discusses the choice of the grid refinement method and the data structure
that is needed for implementation.
In chapter 3 the general form of the discretization method is described.
At refinement interfaces a modified discretization method is needed. This topic is
addressed in chapter 4, which starts off with a general discussion in sections 4.1
and 4.2. In section 4.3 several modified discretization methods are introduced for
the divergence and pressure gradient terms at refinement boundaries. In section 4.4
numerical results are presented for the various methods, whereafter one is selected
for implementation in ComFLOW. The interface discretization of the convection and
diffusion terms is discussed in section 4.5.
A special treatment is required for refinement boundaries located near objects, free-
surface and domain boundaries. This treatment is discussed in chapter 5. This chapter
also describes a modified algorithm for the fluid displacement on locally refined grids.
For verification purposes various numerical simulations have been performed in which
the results obtained on locally refined grids were investigated for their convergence
behaviour and compared with results obtained on regular Cartesian grids. These
results are presented in chapter 6: in section 6.1 several academic test cases are
presented and in section 6.2 the method is tested for applicability to engineering
cases.
Finally, in chapter 7 the thesis ends with conclusions and an outlook on future re-
search.
Note: Parts of the work presented in this thesis have been published before. For an






In this chapter we introduce the concept of block-structured Cartesian local grid refine-
ment. Sections 2.1 and 2.2 describe the concept of (locally refined) Cartesian grids.
Sections 2.3 to 2.5 contain a general discussion of several properties of locally refined
grids. In section 2.6 several approaches are discussed and a choice is motivated. In sec-
tion 2.7 a new data structure for the locally refined grid is presented which is compared
with some other formats found in the literature. We conclude this chapter with a brief
discussion of grid design topics in section section 2.8.1.





























Legend: • pressure (p) / I u velocity component / N v velocity component
Figure 2.1: The staggered grid at some refinement level `.
The flow equations are discretized on a stretched Cartesian grid. As a starting point
let us consider an equidistant Cartesian grid in computational space ξ = (ξ, η, ζ) with
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the coordinates of the right cell corners defined by
ξi+ 12 ;` = iδ`, (2.1)
where i + 12 is shorthand vector notation for (i +
1
2 , j +
1
2 , k +
1
2 ) and the subscript `
indicates the refinement level of the grid (as explained in section 2.2). In situations
where the refinement level is irrelevant or clear from the context, the additional sub-
script ` is sometimes omitted. The actual physical coordinates x = (x, y, z) of the
computational grid are obtained by means of the grid transformation function
x(ξ). (2.2)
In the present work we only consider grid transformations functions that are con-
tinuous and differentiable. Furthermore we discard curvilinear transformations be-
cause these require significantly more complicated discretization schemes (see e.g.
[23, 128]). In other words, the cross-derivative terms of the Jacobian of the transfor-
mation are all equal to zero. Typically the computational coordinate space is chosen
such that ξ ∈ [0, 1]3 maps onto the entire flow domain.
The staggered grid is uniquely defined by its corner points. The actual physical coor-
dinates of the corner points are given by




Zero-based indexing is used for the grid cells with the cell indices i = (i, j, k) ranging
between
0 ≤ i < n`. (2.4)
Here n` are the grid dimensions as specified by the user. The extents of the compu-
tational domain are given by x− 12 and xn`− 12 . For the technical implementation of
the numerical method auxiliary cells might be defined outside this range in so-called
guard layers. These auxiliary cells do not form part of the final answer. The coordi-
nates (2.3) give rise to a range of derived grid properties, which we state for future





(xi− 12 ;` + xi+ 12 ;`) (2.5)
Note that if grid stretching is applied, these coordinates are usually not the same as
x(ξi;`). For further use we define the cell sizes
δxi;` = xi+ 12 ;` − xi− 12 ;` (2.6)
The sizes of the staggered momentum cells are defined by the distances between the
cell centers. Additional grid spacings are defined for the description of the momentum
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cells:
δxi+ 12 ;` =
1
2
(δxi;` + δxi+1;`) (2.7)
Finally let us introduce the generic grid spacing
δ = max
i;`
{δxi;`, δyj;`, δzk;`} , (2.8)
which is of practical use when denoting order of magnitudes.
2.2Cartesian local grid refinement
In the remainder of this thesis we only consider hierarchical grid refinement methods,
that comply to the following definition:
Hierarchical grid refinement methods include all methods that generate
locally refined grids that could also have been obtained by subsequently
splitting parent cells (grid points) in a fixed number of children cells (grid
points).
Here, the predicate hierarchical only refers to the apparent parent-child relation be-
tween coarse and fine grid points. This hierarchy might not be described explicitly
by the refinement method or the data structure. Note that the above collection of
methods not only includes methods that are based on hierarchies of single cells, but
also of blocks or patches.
On structured grids simple i = (i, j, k) indexing can be used. This property strongly
facilitates the design of discretization methods and allows for efficient array-based
solving. When applying local refinement, grid cells can be on different refinement
levels and it is generally no longer possible to use simple indexing. However, when
local grid refinement is applied on a set of uniformly refined Cartesian grids, they can
still be addressed easily by adding an additional index denoting the refinement level
`, i.e. by writing (i; `).
If local grid refinement is realized by subsequently splitting up grid cells into a fixed
number of smaller cells, a simple recursion relation shows up between coarse and
fine grid cell indices. Let r = (ri, rj , rk) ∈ N3×1 denote the refinement ratios in
the different coordinate directions. These values describe how much the resolution
increases upon refinement and must all be positive integers. Following this approach,
a coarse grid cell (i; `) is parent of the fine grid cells (i  r +m; ` + 1), at offsets
satisfying 0 ≤m < r (see also figure 2.2). In this thesis we let denote the pointwise
Hadamard product.
Note that although a straightforward indexing system can be used, the number of cell
neighbours is not fixed and neighbours can be on different refinement levels. In the
interior of refinement regions the grid is locally structured, however in areas where






m = (0, 0)
m = (0, 1)
m = (1, 0)
m = (1, 1)
Figure 2.2: Two-dimensional semi-structured indexing with refinement ratio r = (2, 2)
the grid resolution changes, across so-called refinement interfaces, it is unstructured.
For this reason locally refined grids can at most be classified as semi-structured. Anal-
ogously, because the indices (i; `) cannot be seen as simple structured array indices,
in the remainder of this document we refer to them as semi-structured indices. Be-
cause of their unstructured nature, semi-structured grids cannot be stored in memory
efficiently using simple arrays, instead a new data structure has to be introduced.
For the purpose of local grid refinement let us introduce a set of uniformly refined
Cartesian grids, starting from a coarse “base grid” at level ` = 0 having dimensions
n0. This results in a set of grids at levels ` ≥ 0, with cell index spaces defined as
Ω` = {(i; `) | 0 ≤ i < n0  r`}. (2.9)
In practice, a locally refined grid is obtained by taking a Cartesian grid at some refine-
ment level ` = `0 as starting point and then modifying it by either merging or splitting
grid cells. This allows for local coarsening of an existing grid Ω`0 as long as n`0 is an
integer multiple of r`0 .
In the remainder of this thesis we assume that grids at different refinement levels are
“well aligned”. To be more precise, the cell edges of the parent grid coincide with edges
of the child grid:
xi− 12 ;` = xir− 12 ;`+1. (2.10)
For a coarse cell index (i; `) let the underlying refined cell indices be defined by
Ii;` = {i ri, . . . , (i+ 1) ri − 1} , (2.11a)
Jj;` = {j rj , . . . , (j + 1) rj − 1} , (2.11b)
Kk;` = {k rk, . . . , (k + 1) rk − 1} . (2.11c)
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xiri− 12 xiri+ 12 . . . x(i+1)ri− 12
δxiri δxiri+1 . . .
xi+ 12xi− 12 δxi
xi− 12 xi+ 12
δxi
xbi/ric+ 12xbi/ric− 12 δxbi/ric
Figure 2.3: Illustration of semi-structured indexing for the primary coordinate direction. Left:
from coarse to fine. Right: from fine to coarse (for i at arbitrary offset w.r.t. the
parent cell).













2.3Grid hierarchies and composite grids
In the field of Cartesian local grid refinement most commonly a distinction is made
between the hierarchical patch-based grid approach pioneered by Berger and Colella
(e.g. [30, 32]) and the hierarchical cell-based refinement methods employing quad-
trees or oct-trees (e.g. [118]). In this thesis we consider a third category and follow
the classification of methods as done in [61], by distinguishing between hierarchi-
cal cell-based, block-based and patch-based refinement methods (as illustrated in
figures 2.4a to 2.4c respectively).
Arguably the most intuitive approach is to construct a grid hierarchy at the cell level.
Refinement takes place if a local, cell-based criterion is fulfilled. The resulting hierar-
chy can be described using a regular tree structure in which each parent node has a
fixed number of children nodes (as illustrated in figure 2.10a for the two-dimensional
case). Similarly this can be done using a block-based approach in which each node
in the tree corresponds to a block of bi × bj × bk grid cells, which upon refinement
generates a set of ri×rj×rk refined blocks each of them consisting of bi×bj×bk cells
again. In the more general patch-based approach a rectangular subgrid can generate
an arbitrary number of refined subgrids. The apparent hierarchy is typically less reg-
ular (a subgrid can have multiple parents for example) and can become very complex
if a large number of small patches is generated.






















Figure 2.4: Illustration of several approaches to local refinement around a small curved strip
(with ratios r = (2, 2)).
Discretization of the equations can be applied on the resulting composite grid which is
constructed by only taking grid cells at the highest locally available resolution in the
hierarchy and disregarding any parent cells. Another option is to apply a numerical
method on the entire hierarchy of subgrids, for example in a local multigrid solver
[39, 136, 147].
2.4 Grid regularity
Because the local refinement method is to be applied to a wide range of offshore
engineering applications and is going to be combined with a large variety of numerical
methods and features in ComFLOW, the complexity and variation of the grid layout
near refinement interfaces should not become too large.
In order to reduce the complexity of the discretization at refinement interfaces and
to reduce the number of variable arrangements, in almost all published literature a
fixed refinement ratio r is used and grid regularization conditions are imposed.
Most commonly the grid is regularized by only allowing for graded refinement (see
figure 2.5), i.e. the levels of (diagonally) neighbouring cells cannot differ by more than
one. The condition of graded refinement is most easily satisfied by starting with a
regular grid and applying refinement or coarsening according to the following two
rules:
• cells can only be refined if none of their (diagonal) neighbours is located on a
coarser grid level
• groups of cells can only be coarsened if none of their (diagonal) neighbours is
on a finer grid level
The complexity of the discretization can be further reduced by restricting grid refine-
ment to rectangular subgrids as is automatically the case if a block-based or patch-
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Figure 2.5: Examples of graded (left) and non-graded (right) grid refinement.
based approach is used. Allowing only for rectangular subgrids with minimal dimen-
sions 2 × 2 × 2 has the helpful result that at least half of the grid faces of any grid
cell is unrefined. By using the block-based or patch-based approach on a grid that is
restricted to graded refinement, only four types of interface arrangements can occur
(as illustrated in figure 2.6). One might also want to avoid the fourth situation of
two adjacent subgrid corners (right most case in figure 2.6). This is easily done by
also refining the surrounding coarse cells. Another aspect that determines the com-
Concave corner Convex corner Straight edge Adjacent corners
Figure 2.6: Four possible interface arrangements for the block-based approach on two-
dimensional graded grids (blocks of dimension b = 2 or larger).
plexity and variation of discretization stencils is the choice of the refinement ratios r.
Large refinement ratios lead to large and generally complicated discretization stencils.
Moreover, the variation of cell configurations significantly increases, because fine grid
cells can have different offsets with respect to coarser neighbours. Therefore most
commonly in the literature an (isotropic) refinement ratio r = 2 is encountered. Es-
pecially on staggered grids, where the variables are not collocated in space, the choice
of the refinement ratio can have an effect on the difficulty of designing a discretiza-
tion at the interfaces. Some authors, see e.g. [50, 87], suggest the use of an odd
refinement ratio (typically r = 3) because it results in convenient alignment of coarse
and fine grid variables, making interpolation procedures at interfaces more straight-
forward. In chapters 4 and 5 we present an interface discretization that can handle
arbitrary (possibly an-isotropic) refinement ratios; hence choosing a refinement ratio
can be based solely on practical motivations. For the offshore applications that we
have in mind here, there is no clear practical (or physical) motivation to use a large
refinement ratio. Therefore, in most applications r will be a combination of ratios 1
and 2.
Although regularization as described above facilitates the design of a discretization
scheme and results in a smooth transition between fine and coarse grid areas, it is
important to observe that it reduces locality of the refinement method, because sat-
22 Chapter 2 Block-structured Cartesian local grid refinement
isfying regularization conditions requires additional refinement in areas where this is
otherwise not necessary. On the other hand, regularization enhances accuracy and
stability of numerical methods by enforcing a smooth transition of grid resolution.
2.5 Considerations on memory and computational efficiency
The memory efficiency of grid refinement methods primarily depends on the reduction
of computational grid points. On the other hand, using a locally refined grid requires
additional storage space for describing the grid layout, so altogether the memory
requirements of a numerical method employing local grid refinement depend on the
following two properties:
• the capacity of the refinement approach to reduce the number of grid points,
• the additional storage costs introduced by the modified data structure.
Of course these properties are interrelated, because the choice of the refinement ap-
proach usually has consequences for the (choice of the) data structure. Apart from the
storage efficiency of the local refinement data structure, other aspects play a role such
as the number of (computational) variables that are stored in the actual computer
program (e.g. physical quantities, labels and work arrays. (In ComFLOW, the number
of grid variables can range between one hundred and two hundred, depending on the
activated functionality.) Hence there are a lot of areas of the program where mem-
ory can be saved. Furthermore, since the prices of internal memory nowadays have
dropped significantly, reducing the memory load is not of primary concern.
For comparison of different refinement methods it seems most practical to measure
from the “grid coarsening” perspective. If we neglect the additional memory and
computational costs introduced by the modified data structure, a reasonable measure





where Ωref is some Cartesian reference grid and Glgr is the locally refined grid un-
der consideration. The latter typically is a coarsened version of Ωref with sufficient
resolution to produce similar simulation results.
For many cases the above measure gives a fairly good indication of the computational
efficiency gain, at least concerning the memory load. However, it does not neces-
sarily reflect the reduction of the simulation time, which is our primary objective.
For example, equations do not have to be solved for every cell on the grid and the
computational load of the numerical solver does not necessarily scale linearly with
the number of computational cells. A more appropriate measure for efficiency is a
comparison between the computational time needed for simulations, on some Carte-
sian reference grid and on a locally coarsened version that both yield similar results,





For a good comparison, both Ωref and Glgr have to be designed well, i.e. Ωref must
be the optimal Cartesian grid and Glgr must be the optimal locally refined grid for
the given number of grid points. Only if both grids are optimal, the measure gives a
true indication of the potential of a local refinement method. Note that T includes the
computational time spent by the numerical solvers, as well as the overhead introduced
by the local refinement method. It can be interesting to measure them separately.
Measure (2.14) may be polluted by the behaviour of the numerical solver that is used,
whereas this is not the case for measure (2.13).
The computational load of a refinement method depends on several factors. Switching
from a structured grid to a semi-structured grid has consequences for the numerical
solver, since its efficiency not only depends on the reduction of grid points, but also
on modifications made to the underlying data structure. These modifications typically
have consequences for:
• memory access time (amount of direct or indirect addressing, structured or un-
structured approaches)
• locality of memory storage (for cache efficiency)
• time needed for data (de)allocation in adaptive methods
Connections between different parts of the grid (i.e. cells, blocks or patches) are
necessarily based on some form of indirect addressing, which is computationally in-
efficient. As a rule of thumb, indirect addressing is approximately twice as slow as
random memory access [29]. Furthermore, expensive conditional statements are re-
quired to distinguish between different variable arrangements. At refinement inter-
faces often a large number of interpolations and expensive conditional statements is
required. The following steps can be taken to mitigate the effect of these drawbacks:
• Reduce the number of subgrid boundaries by choosing an appropriate refinement
approach (see section 2.6) and by designing an appropriate grid (see section 2.8.1)
As the size of refinement regions becomes smaller, the overhead due to indirect
addressing becomes more significant. Of course this most noticeable for cell-
based refinement and less for block-based and patch-based refinement.
In block-structured regions of the grid, efficient array-based, cache- and access-
efficient solution procedures can be used (the same as on simple Cartesian
grids). Therefore, an important objective is to increase the ratio
number of internal (structured) cells
total number of cells
. (2.15)
For normal Cartesian grids this ratio is equal to 1. In the cell-based approach
each grid cell potentially borders a refinement interface, making this ratio equal
to 0 because of the lack of internal cells. For block-based and patch-based meth-
ods the ratio can be anywhere between 0 and 1, depending on the actual imple-
mentation, i.e. for block-based methods the ratio depends on the block size and
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for patch-based methods it depends on the (re)gridding algorithm.
• Increase the efficiency of the data structure (see section 2.7)
Especially when the number of subgrid boundaries is large, it can be interesting
to fine-tune the data structure for optimal performance. An important property
of the storage methods of hierarchical structures is the way in which neighbour-
ing cells are accessed at grid interfaces. Intelligent use of pointers and indexing
can significantly reduce computational load and can make storage computa-
tionally more convenient. In this way the unavoidable drawback of indirect
addressing can be somewhat compensated for.
2.6 Different refinement approaches and their applications
A natural approach would be to apply hierarchical grid refinement at the cell level,
because then refinement of grid cells only takes place if a local refinement criterion is
satisfied. Grid granularity gives a good indication of the locality and adaptivity of the
different methods. Cell-based refinement provides the finest granularity, followed by
patch-based (fine/medium) and block-based refinement (medium/coarse, block-size
dependent). In principle patch-based approaches can have fine granularity, but this
requires detailed tree structures and high quality grid generation algorithms. Coarser
grid granularity leads to unnecessary refinement of grid cells in areas where the solu-
tion is already well resolved. Using a cell-based refinement criterion, the number of
refined grid cells is minimized –without considering the quality of the chosen criterion
itself–, whereas using rectangular subgrids a part of the domain is over-resolved and
more memory and computer time is required.
It is important to observe that grid granularity only tells something about the locality
of a refinement approach: While a coarser granularity does imply a larger amount of
unnecessary refinement, it does not imply that a method is less capable of capturing
detail. Although reduction of the number of grid points is an important aspect of the
refinement method, given the discussion in section 2.5, this is only one face of the
coin.
2.6.1 Literature survey
From the available literature we can conclude that all approaches have been success-
fully applied to a wide range of practical applications. Nevertheless there are some
clear differences.
2.6.1.a Cell-based approaches
Cell-based refinement methods are especially useful for capturing details of strongly
localized flow features. Typically these methods are applied to adaptive grid refine-
ment. The approach is frequently used for capturing vortical structures in turbulent







Figure 2.7: Example of a locality preserving ordering by means of a Hilbert curve; the compu-
tational grid is based on 4× 4 blocks.
flow, e.g. [69, 119]. Cell-based refinement is also employed for the purpose of front
or interface tracking. Examples one could think of are flow details of liquid or smoke
[97, 98], wet-dry fronts in shallow-water flow [92] or violent free-surface dynamics
[67, 68, 93]. While cell-based methods are widely used for simulations of small-scale
physics, they are encountered far less in the context of large-scale industrial (offshore)
applications.
2.6.1.bBlock-based approaches
Examples of block-based refinement methods are becoming widespread in a range
of applications, see e.g. [139, 147]. Gao and Groth [61] applied a parallel block
refinement method to the simulation of turbulent combusting flow. In the C++ pack-
age Racoon [53] the refinement approach is used for parallel solving of hyperbolic
conservation laws. There exist also more general packages that provide the core func-
tionality for block-structured locally refined grids that can be used in a wider range of
numerical methods, for example PARAMESH [100, 113].
Using fixed-size grid blocks is an easy way of improving cache performance on mod-
ern computer architectures and it facilitates load balancing in parallel applications.
Locality preserving orderings can be employed to increase the locality of reference,
for example by means of space filling curves as illustrated in figure 2.7. This facili-
tates the efficient use of cache memory and reduces the communication overhead in
parallel applications [19, 72].
The grid blocks can have any fixed size bi × bj × bk and this allows to find a proper
balance between the advantage of using large structured subgrids on one hand and
the locality and adaptivity of cell-based methods on the other hand. The hierarchy
underlying the block-based approach is similar to that of the cell-based approach and
the two approaches are of course identical for block size b = 1.
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In order to further exploit the efficiency of working on structured subgrids, block-
clustering techniques can be used to combine individual blocks into larger rectan-
gular regions, see e.g. [50, 51, 147]. This approach is also used in the scheme of
NIRVANA [156], where the clusters are referred to as “superblocks”. When applying
block-clustering, the method can be seen as a variation on the classical patch-based
approach discussed below.
2.6.1.c Patch-based approaches
The patch-based adaptive grid refinement technique was pioneered by Berger et al.
[21, 26, 27, 30, 31, 32] in the context of the compressible Euler equations and hy-
perbolic systems of equations in general. Later on the ideas have also been applied
for viscous, incompressible flow modelling, e.g. [20, 77, 107, 121], as well as in the
context of multi-phase flow [132].
In the classical patch-based approach rectangular subgrids are superimposed on top
of coarser (sub)grids. Each refinement level consists of one or more, possibly overlap-
ping, rectangular Cartesian grids. In the original approach of Berger and Oliger [32]
also rotated and overlapping subgrids could be used. In the present work we restrict
ourselves to grid-aligned, non-overlapping patches as encountered in the majority of
cases.
In order to satisfy regularization conditions or to improve efficiency of the resulting
grid, several conditions could be imposed on the location and shape of the subgrids
(see e.g. [30]). The bottom line is that the number of subgrids and their locations
depend on the chosen algorithm for grid generation. It is difficult to find a fool-
proof procedure for generating refinement patches. Ideally, the refinement patches
are solely generated on the basis of the following criteria:
• include all cells (or blocks) that satisfy the refinement criterion,
• exclude unflagged cells (or blocks).
Fully satisfying these criteria typically requires a large number of small refinement
patches. Frequently there are other objectives that limit the possibilities of satisfying
these criteria
• make the subgrids as large as possible in order to exploit the advantage of array-
based solving,
• the distribution of subgrid sizes should be convenient for load balancing.
On grids with variably sized refinement regions other algorithms have to be used for
load balancing. One technique is to distribute the subgrid among the computational
nodes by solving a “knapsack” problem (explained in [103]). Another popular tech-
nique for parallel load balancing is orthogonal recursive bisection in which the grid is
recursively split and distributed among the computational nodes. The cutting planes
are chosen in such a way as to balance computational work and to make the cuts
as small as possible (therewith reducing the communication time). Good results can
be obtained with orthogonal recursive bisection, see e.g. [130]. An additional data
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structure and extra coding is needed to describe the splitting in computer memory, in
particular if the splitting for load balancing cuts through the refinement grid.
2.6.2Conclusion: selecting the refinement approach
Choosing between the different approaches remains a non-trivial question and de-
pends on the problem at hand. To the best knowledge of the author and at the time
of writing, a rigorous comparison of different methods was not yet performed. The
efficiency of a refinement method depends (among others) on flow properties, size
and variation of length scales, the model equations, the discretization, but also on the
(distributed) computer architecture(s).
C per cell
B per blockrefinement criterion
P per cell, followed by clustering in patches
C per cell
B per blockextra memory load
P per patch
C fine-grained
B any: depending on the block sizegranularity
P any: (re)gridding algorithm dependent
C large number of small fixed-size memory blocks
B fixed-size memory blocksmemory management
P memory blocks of variable size
C space-filling curve
B space-filling curveload balancing
P “knapsack” problem (more complicated)
C 0%
B 0%-100%: block-size dependentstructured cells (%)
P 0%-100%: (re)gridding algorithm dependent
Table 2.1: Look-up table with properties of different refinement approaches (C=“cell-based”,
B=“block-based” and P=“patch-based”).
As already mentioned in section 2.4, grid regularization facilitates the discretization
on the staggered grid of ComFLOW. As long as regularization conditions are satisfied,
the design of the discretization near refinement interfaces remains unaffected by the
choice of the refinement approach.
First of all, for general applicability in an industrial CFD solver, the cell-based ap-
proach has some clear disadvantages and in order to simplify the discussion we
present several reasons to discard it at once. The cell-based method effectively is fully
unstructured, because in each cell indirect addressing and conditional statements are
needed to determine the local grid layout and to access neighbouring grid cells. Fur-
thermore, cell-based refinement results in a large variation of interface configurations
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and complicated discretization (or interpolation) stencils, which is inconvenient for
application in an industrial flow solver that is to be applied for a wide range of appli-
cations. The only way of overcoming this drawback is to apply some regularization
conditions, but this would strongly reduce the flexibility of the cell-based approach
and cancels its main advantage of fine grid granularity. The block- and patch-based
approaches on the other hand already have some form of inherent grid regulariza-
tion, which is not present in the cell-based approach. By using a block size of at least
2×2×2, the variation of possible cell configurations is strongly reduced while the grid
granularity remains almost the same. Therefore, the option of cell-based refinement
is discarded and we will only consider block- and patch-based refinement.
Block-based grids can easily be adapted to allow for patch-based refinement by group-
ing together grid blocks in larger block-structured refinement regions. Therefore, in
the following we discard the classical patch-based refinement approach and only con-
sider patch-based refinement by means of block clustering. In this way we allow for
patch-based refinement, while still having available the underlying block-based struc-
ture of the grid, which is convenient for efficient memory allocation and load balanc-
ing in parallel computing. Block-based refinement is also convenient for a possible
future implementation of grid adaptivity, which is more complicated for arbitrarily
shaped subgrids.
2.7 Data structures for block-based local grid refinement
In this section we introduce two different data structures for block-structured local grid
refinement. The implementation of grid interfaces (discretization, solution methods etc.)
can be treated independently from the design of the data structure, which will simply be
a “black-box” that the solver can use to retrieve cell connectivity information.
Cells are grouped together in blocks of fixed dimensions B = bi × bj × bk. In the
remainder of this thesis we distinguish between cell indices (i; `) and block indices
(I; `) which relate as
I = bi/bic, J = bj/bjc,K = bk/bkc.
In the following we write b = (bi, bj , bk) and use Cartesian block grids defined in a
similar fashion as (2.9),
Ω′` = {(I; `) | 0 ≤ I <N0  r`}. (2.16)
Note that a prime (′) has been added to distinguish the set of block indices Ω′` from
the set of cell indices Ω`.
Irrespective of the actual local refinement configuration, grid information has to be
stored –or be available by means of some procedure– for each refinement level that
may occur during the simulation. For local refinement on uniform grids the coordinate
information could be provided by means of some simple functions. In the current work
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we decide to store the coordinates and cell spacings in memory in order to allow for
the option of user-defined (e.g. stretched) grids as starting point for refinement. A
refinement level can be stored using the following level descriptor:
Level descriptor
• vectors with coordinates x`, y`, z`
• vectors with cell spacings δx`, δy`, δz`
Optional:
• linked list across all grid blocks or “superblocks” at level `
• ...
Algorithmically, each grid block stores its properties in a block descriptor. Apart from
the computational variables, it contains data such as its semi-structured indices.
Block descriptor
• block indices I, `
• variable arrays of dimension bi × bj × bk:




• flags and indicators for adaptive refinement
When a grid block (I; `) is created (either adaptively or at start-up), memory has
to be allocated to store its block descriptor. For the time being let us assume we
have at our disposal some dynamic memory allocation algorithm that does this for
us and provides an identifier p in return (typically an integer or data pointer). This
functionality could for example be provided by means of a memory pool or hash
table (see e.g. [86]). In not very demanding cases it could even be provided by the
compilers’ built-in allocation directives (e.g. (de)allocate in FORTRAN).
Each of the data structures for block-based Cartesian grids that are described in the
following subsections, can be made capable of storing patch-based grids by cluster-
ing blocks in so-called “superblocks”. Although the data structure still describes the
grid layout and connectivity in terms of blocks, the actual grid data is now stored in
superblock descriptors, that account for the rectangular shape of the subgrids. A
“superblock” is simply defined by its semi-structured block indices (I; `) and its size
δI = (δI, δJ, δK) expressed in number of blocks:
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Superblock descriptor
• block indices I, ` of the lower corner
• size of the “superblock” δI
• pointer to previous and next “superblock” at the same level
• variable arrays of dimension bi × bj × bk × δI × δJ × δK:




• flags and indicators for adaptive refinement
Upon block clustering, the pointers to the block descriptors are simply replaced by
pointers to the corresponding “superblock” descriptor. This has no consequences for
the underlying data structure and all connectivity information between individual
blocks is still available (i.e. the underlying data structure is still block based). Note
that in the case of adaptive refinement the process of block clustering can be costly be-
cause it requires reallocation of variably-sized memory blocks and the copying of data.
Hence on adaptive grids it is crucial to use efficient clustering and data (re)allocation
algorithms.
2.7.1 Unstructured storage formats
One class of data structures stores the computational grid by explicitly describing the
location and orientation of the cell faces. This approach is also commonly employed
for unstructured grids (see [134]) and is frequently encountered when Cartesian local
grid refinement is implemented in the context of an already existing unstructured flow
solver, e.g. [148, 149]. For Cartesian semi-structured grids the data format can be
modified to improve efficiency because the number of possible cell configurations is
rather limited, see e.g. [137]. Further savings in computational and memory costs
can be achieved by storing block faces instead of cell faces.
Accessing neighbouring cells is relatively fast because cell-connectivity is described
explicitly. Due to its unstructured nature, this class of data structures is quite flexi-
ble with respect to the grid layout. On the other hand, because the storage format
is unstructured, it misses some advantages such as straightforward semi-structured
indexing and fast enumeration of grid cells.
2.7.2 Auxiliary grid storage format
In this subsection we describe a data structure that is purposely designed for local
grid refinement on Cartesian grids. First a data structure is introduced for composite
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Figure 2.8: Two-dimensional illustration of the auxiliary grid storage format for a composite
grid built out of 4 × 4-sized grid blocks. The base grid consists of a single coarse
grid block and the maximum refinement level equals L = 3.
grids, as also used in [49, 78], thereafter it is adapted to support grid hierarchies.
The idea behind the data structure is very similar to the procedure of “iblanking” in
which one starts with a Cartesian grid and then masks out portions of the grid that are
not needed [54]. The auxiliary grid data structure can be used to describe any type of
block-structured locally refined grid and in principle does not make any assumptions
on the grid hierarchy or the refinement ratio(s).
2.7.2.aAuxiliary grid storage format for composite grids
Let us consider the description of a semi-structured composite and block-based grid




l. From the definition
of the block grids Ω′` it follows that each of the grid blocks of GC is aligned with the
block grid Ω′L at the maximum refinement level L. The area of block (I; `) corresponds
to the total area of RL−` underlying grid blocks on the finest block grid Ω′L (where
R = ri × rj × rk). This geometric correspondence is illustrated by the colored areas
in figure 2.8. Similar to this geometric projection, the block index (I; `) corresponds




∣∣ I  rL−` ≤ I˜ < (I + 1) rL−`}. (2.17)
We refer to AI;` as the auxiliary indices for grid block (I, `).
For each grid block on the computational grid, (I; `) ∈ GC , an identifier (typically an
integer) is stored at all indices AI;` of the auxiliary grid. These can then be used to
retrieve its storage location and to determine the grid layout. Regardless of the actual
refinement configuration, the computational grid GC geometrically always covers the






Hence, the memory overhead introduced by the data structure only consists of one so
called auxiliary array of Ni;0 ×Nj;0 ×Nk;0 × RL grid block identifiers. The auxiliary
grid is the “block grid” that we would have obtained by uniformly refining the coarse
base grid. However, it stores only one value for each block of cells which is little
compared with the actual data on the computational grid. Note that it does not store
the actual data (computational variables, labels, etc.) belonging to the computational
grid GC .
The auxiliary grid allows for fast navigation across the semi-structured grid blocks.
It is possible to describe any type of composite grid GC as long as it consists of non-
overlapping grid blocks that are all aligned with Ω′L. Of course this implies that a
maximum refinement level L has to be chosen. Note that this maximum refinement
level can be changed during the course of a simulation with little computational effort,
by remapping the original auxiliary array onto the new maximum refinement level.
This is of particular importance when applying adaptive grid refinement.
When a grid block is created (at start-up, or due to adaptive refinement) memory is
allocated to store its block descriptor. The memory address of the block descriptor,
say p, is then stored in the auxiliary array entries corresponding to the grid block. The
procedure is illustrated in figure 2.8. In order to access the data associated with a grid
block, its storage location has to be queried from the auxiliary array. The identifier
of the grid block overlapping the location (I; `) is simply obtained in the lower left
corner of the underlying part on the auxiliary grid, that is at index I  rL−` of the
auxiliary grid.
It can be seen that getting a pointer to the grid block descriptor overlapping a certain
point only involves a small number of arithmetic operations and one evaluation of
the auxiliary array. A block descriptor can now be referenced either directly by its
identifier p or indirectly by its indices (I; `). Both representations are readily inter-
changeable.
Neighbouring grid cells can be accessed in the following manner. On grids with graded
refinement (see section 2.4) a block at level ` can only have neighbours at refinement
levels `, ` ± 1. In order to access (one of) the neighbour(s) along a block interface
it suffices to evaluate the auxiliary grid in the lower left or right corner just outside
the block. For a neighbour in the direction d = (di, dj , dk) being any permutation of
(+1, 0, 0) this comes down to looking up the identifier at indices (I +d) rL−` of the
auxiliary grid Ω′L. The procedure is illustrated in figure 2.9. For a neighbour in the
direction d being any permutation of (−1, 0, 0), likewise we look up the identifier at
indices I  rL−` + d of the auxiliary grid.
Once the identifier of the overlapping grid block is obtained, the refinement level of
the neighbour can simply be looked up in its block descriptor. The type of refine-
ment interface is then readily determined by comparing the refinement level of this










Figure 2.9: Three possible interface configurations on a graded grid in the direction d =
(1, 0, 0). The interface type can be determined by getting a pointer to the grid
block overlapping the auxiliary grid block (shaded red).
neighbour with that of the grid block itself.
2.7.2.bModification for grid hierarchies
Remark: the data structure presented in this subsection is the one implemented in
ComFLOW.
The storage format described in the previous subsection can only be used to describe
composite grids and this is inconvenient for multi-grid solution methods or for adap-
tive refinement. By using an auxiliary grid on all refinement levels, the storage format
can be made suitable for the description of grid hierarchies.




`, which now covers
all block indices (I; `) that potentially occur given the grid dimensions, refinement
ratios and maximum refinement level. Given a locally refined grid hierarchy GH, for
each index (I; `) the auxiliary grid either stores a pointer to a block descriptor, if a
block is defined at the corresponding location, or an empty pointer otherwise.
The overhead of the auxiliary grid storage method for composite grids consists of#Ω′L
data pointers (typically integers), where #Ω′L simply denotes the number of blocks
on the auxiliary grid Ω′L. For grid hierarchies an auxiliary grid is stored at each of the








i.e. #Ω′L times the partial sum of the geometric series with argument R
−1 (where
R = ri × rj × rk). For the typical case of three-dimensional refinement with isotropic
refinement ratio r = 2, this is only a factor of 8/7 larger than the overhead of the
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method for composite grids, which is very acceptable.
2.7.3 Regular tree-based storage formats
Regular tree-based methods are mainly employed for cell- and block-based refinement
with an inherent hierarchy. However, it is possible to modify or extend the storage
format to also make it suitable for patch-based refinement.
Unlike the auxiliary grid storage format, which explicitly describes individual sub-
grids, tree-based storage formats store the computational grid by describing the un-
derlying parent-child relations of the cell or block hierarchy.
The most commonly used method for describing a locally refined grid is the quad-
tree or oct-tree data structure for the two- and three-dimensional case, respectively.
Starting from a coarse base grid (in the classical example consisting of a single grid
cell) a locally refined grid is obtained by recursively subdividing grid cells that are
considered to be under-resolved (see figure 2.10a). The classical quad-tree or oct-
tree data structure, as implemented in CFD applications, describes all parent-child
relations on a per cell basis, but it can be used in the same way for hierarchies of grid
blocks. If bisection is used along all coordinates one obtains the classical quad-tree or
oct-tree grids for the two-dimensional and three-dimensional case, respectively. Each
grid block that is flagged for refinement generates a set of ri×rj×rk finer grid blocks.
These correspond to groups of ri × rj × rk nodes in the tree structure (in the case of










(b) More efficient tree-based storage
Figure 2.10: Tree-based storage structures for cell- and block-based refinement methods. The
dashed arrows illustrate the path that has to be traversed to look up the right
neighbour of the marked cell.
The use of quad-trees for local grid refinement can at least be traced back to the early
nineties [52], or even earlier, for which we refer to [60]. Quad-trees and oct-trees
have been used in a wide range of applications and are strongly rooted in computer
graphics. Quad-trees, oct-trees and their applications are described in full detail by
Samet [123, 124]. It is also interesting to note that the data structure has been
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used for compression of sparse matrices, see for example [155] and the references
therein. Within the field of computational fluid dynamics, Greaves and Borthwick
used them as a tool for finite-element grid generation [70]. Popinet used adaptive
quad-tree and oct-tree grids for the discretization of the incompressible Euler equa-
tions [118]. Adaptive quad-tree grids have further been implemented for the simu-
lation of shallow-water flow [35, 36, 93]. Greaves and Borthwick published several
articles on quad-tree grids applied to incompressible Navier–Stokes flow simulations
[67, 68, 69]. Malik and co-workers used adaptive quad-tree grid refinement in combi-
nation with a modified volume-of-fluid discretization at refinement interfaces [101].
Tree-based storage formats have some disadvantages with respect to the auxiliary grid
storage format described in section 2.7.2. One of the drawbacks of the classical quad-
tree and oct-tree formats is the computational work required to look up cell neigh-
bours. A possibly existing neighbour is searched for by traversing up the tree until a
common ancestor is encountered (see figure 2.10a). In the worst case the common an-
cestor corresponds to the root of the tree and the tree has to be traversed up and down
across its entire height (as illustrated for a one-dimensional example in figure 2.10a).
This makes the computational work for looking up neighbours O (L), where L is the
maximum refinement level occurring on the computational grid. Improved perfor-
mance can be obtained with the fully threaded tree introduced in [84]. By including
additional connections, the number of indirect addressing steps is reduced signifi-
cantly, the shortest connection with a neighbouring block never extending over more
than two edges (see figure 2.10b). The fully threaded tree as originally presented is
designed for three-dimensional refinement with ratios ri = rj = rk = 2. Modifying
the data structure to facilitate other refinement ratios (possibly an-isotropic) and both
two- and three-dimensional grids requires a significant amount of programming be-
cause this has implications for the number (and ordering) of neighbour pointers and
children pointers.
Regarding the storage requirements, tree-based data structures typically introduce a
modest memory overhead proportional to the number of grid blocks. Trees in which
parents have a fixed number of children nodes can be stored efficiently in the linear
tree format consisting of a single integer array [123]. Tree-based methods are partic-
ularly convenient for strongly localized refinement, for example in multi-scale simula-
tions that require very large differences in grid resolution, say differences larger than
a factor of 64 (6 layers of refinement by a factor of 2). For these cases the auxiliary
grid format requires considerably more storage space.
2.7.4Conclusion: selecting a data structure for use in ComFLOW
The literature on local grid refinement provides a range of other data structures. In
most cases this concerns tree-based structures in which cell connectivity is stored by
means of parent-child pointers. One example is a modified tree structure for patch-
based refinement in which each tree node contains a linked list to point to the non-
fixed number of subgrid patches (e.g. [28, 30] and [32]). The literature also provides
a wide range of application-specific modifications to the data structures discussed so
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far.
There is no foolproof data structure, the choice depends on the applications in mind,
but also other factors could play a role. An overview of the properties of the different
data structures can be found in table 2.2. We repeat that the data structure can be
implemented as “black box” and does not affect the implementation of the rest of the
method (e.g. discretization of the equations). This means that for special applications
one could still switch to a different data structure, if needed.
Online a number of libraries and software packages are available, providing a data
structure for local Cartesian grid refinement. A major drawback of using a data struc-
ture from an existing package lies in the code integration. Since the algorithms un-
derlying most data structures (including those discussed here) are not complicated, it
is preferable to build a data structure from scratch in order to keep full flexibility and
to avoid difficulties with code integration.
For most applications the memory requirements of the data structures discussed in
the previous sections are very similar. Only for applications that demand strongly
localized refinement with large changes in grid resolution, the auxiliary grid storage
format would become unfeasible and fully unstructured or tree-based storage formats
are required. However, for most practical cases the grid resolution does not have
to differ more than a factor of say 26 or 27 across the solution domain in order to
obtain a large accuracy gain. This corresponds to a maximum refinement level of
L = 6 or L = 7, for which the memory load of the auxiliary grid storage format is still
acceptable. In very demanding cases it is possible to stretch the limits by increasing
the block size (see section 2.8.3) or by applying local refinement in combination with
grid stretching.
Contrary to tree-based storage formats, the auxiliary storage format makes no assump-
tions about the grid hierarchy and refinement approach, apart from the condition that
blocks or patches need to be aligned with an auxiliary grid Ω′L. This means that in
theory any combination of block-structured subgrids could be used, making it a more
flexible option than tree-based methods which would require an extensive amount of
(re)programming in order to support different types of refinement.
For implementation in ComFLOW, the auxiliary grid storage format is chosen because
of its simplicity and flexibility with respect to the choice of refinement approach. The
method allows for straightforward semi-structured indexing, can be used with any
combination of refinement ratios and in the future can be easily extended to support
features like multigrid solvers, parallelization and adaptive grid refinement. Its faster
navigation and update algorithms, together with its simplicity and flexibility, make
the auxiliary grid storage format a better option for implementation in ComFLOW, for
both block- and patch-based refinement, as also suggested by Iaccarino et al. [78].
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Aux. yes
composite grid Tree yes (leaf nodes of the tree)
Unstruc. yes
Aux. yes (relative extra cost of 1/7)





Aux. no (up to say 6 or 7)
maximum refinement level Tree no
Unstruc. no
Aux. optional
graded grid Tree mandatory
Unstruc. optional
Aux. yes
(i, `)-indexing Tree no
Unstruc. no
Aux. yes
arbitrary r Tree yes
Unstruc. yes
Aux. any
grid dimensionality (D=1,2,3) Tree any
Unstruc. any
Aux. straightforward
variable settings for D, r Tree complicated
Unstruc. straightforward
Aux. fast (semi-structured)
neighbour look-up Tree medium (pointer-based)
Unstruc. slow (unstructured)
Aux. additional linked list
per-level subgrid enumeration Tree additional linked list
Unstruc. additional linked list
Table 2.2: Look-up table with properties of different data structures. Aux.=“auxiliary grid
storage” (see section 2.7.2), Tree=“tree-based storage” (see section 2.7.3), Un-
struc.=“fully unstructured” (see section 2.7.1).
38 Chapter 2 Block-structured Cartesian local grid refinement
2.8 Setting up a locally refined grid
A great deal of industrial offshore applications can be perfectly simulated on a static
grid. The refinement configuration can either be set by hand or some automated
refinement criterion could be used. Especially for strongly varying needs of grid res-
olution, in space and/or time, it can be interesting to use an automated refinement
criterion.
2.8.1 Design by hand
For many applications the areas of interest are known a priori and do not change dur-
ing the simulation, which means that refinement regions and refinement levels can
be easily chosen by hand. For this category of problems, a patch-based refinement
approach is usually both user-friendly and computationally efficient. Typical user in-
put consists of a set of rectangular refinement regions (coordinates) together with
the desired levels of refinement. As an example, consider the grid for the simulation
Figure 2.11: Grid setup for simulation of flow around a segment of a semi-submersible with
three levels of refinement.
of wave impact on a semi-submersible. A straightforward approach is to define rect-
angular refinement regions around the object and to coarsen the grid elsewhere (as
illustrated in figure 2.11). To improve efficiency the local refinement can be combined
with grid stretching, for example towards the edges of the flow domain. Another ex-
ample could be the refinement around a single square cylinder (see section 6.1.3);
in industrial context this could be the flow around a monopile as described in the
introduction (chapter 1). For these simple configurations local grid refinement and
grid stretching can be very competitive approaches; a combination of both refinement
approaches is often even better.
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2.8.2An outlook on automatic or solution-adaptive refinement
Automatic or adaptive refinement methods require some criterion that indicates how
well the solution is resolved on the grid. Because the exact solution is usually not
available one must rely on properties of the discrete solution itself. Lower and upper
thresholds can then be defined below or above which the grid is locally refined or
coarsened.
Since the main purpose of grid refinement is to improve the accuracy of the discretiza-
tion, it seems natural to find an approximation of the numerical discretization error.
An option is to use a Richardson-type estimate of the actual truncation error. Exam-
ples of this approach can be found in [32, 33].
Instead of using a mathematical criterion one could also look at physical properties
of the solution. In smooth regions of the solution the grid resolution can be set much
lower than in less smooth regions of the flow. In order to quantify smoothness of
the flow one could for example consider flow properties such as vorticity, free-surface
curvature or the presence of boundaries. For turbulent flow an option is to use a
criterion that relies on the local rotation of the solution [118]
h |∇ × u|
max |u| , (2.19)
where h denotes the local grid spacing and max |u| is the maximum absolute velocity
found in the entire flow domain. Preliminary results, shown in figure 2.12, for the
simulation of turbulent flow around a square cylinder (at a Reynolds number of 1000)
suggest that this measure is an efficient and reliable indicator for the need of grid
resolution, at least for simulations of this type of turbulent flow.
Figure 2.12: Snapshot of the vorticity profile for flow around a square cylinder at a Reynolds
number of 1000. The results were obtained with ComFLOW using a preliminary
implementation of adaptive grid refinement. Adaptive refinement is based on
criterion (2.19) with the maximum refinement level set to L = 3. The grid lines
indicate the “block grid” with blocks of size b = (6× 6× 6)
Also the second-order derivative of the velocity field can be used as a smoothness
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indicator of the flow. The grid is then refined (coarsened) above (below) a certain
threshold, see e.g. [34]. Similarly this can be done for the curvature of the free-
surface, see e.g. [101]. In large-scale industrial applications it is easy to imagine
other refinement criteria. A simple, but effective example is a criterion that applies
a certain refinement ratio in the vicinity of (moving) objects or the free surface in-
terface. Already by simply checking for the presence of the free surface a reasonable
refinement layout is obtained. This is illustrated by preliminary results obtained from
the simulation of a free-fall lifeboat, shown in figure 2.13.
Figure 2.13: Simulation of a free-fall lifeboat (snapshots are sorted clockwise, starting from
the top-left corner). The grid is adaptively refined by means of a basic surface-
and geometry tracking criterion. Each visualized block corresponds to 6 × 6 × 6
grid cells. Coloring represents the flow vorticity in the xz-plane, clipped to the
interval [−12, 12].
Designing and optimizing a solution-dependent refinement criterion falls outside the
scope of the present study (as is adaptive refinement). However, there are situations
in which adaptivity is the only way of efficiently refining the grid, for example for sim-
ulations involving violent sloshing or moving objects. Hence, adaptivity is suggested
for future research.
2.8.3 Selecting a block size
The block size affects the granularity of the local refinement approach, but also the
percentage of unstructured cells near the block interfaces. Looking up the data pointer
is only needed once for each block of cells, hence the amount of indirect addressing
can be reduced by increasing the block size. Furthermore, looking up neighbouring
cells and determining their refinement level is only needed along the faces of the
blocks and not for each cell individually. Inside the grid blocks a structured approach
can be used.
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Figure 2.14: Effect of the block size (b×b×b) on the relative number of interface cells ( ),
following (2.20), and the extra memory load introduced by the data structure
( ), which is normalized by the amount needed for the cell-based case.
The relative number of interface cells is simply expressed by
1− (bi − 2)(bj − 2)(bk − 2)
bi × bj × bk . (2.20)
To determine the advantage of using larger block sizes let us consider cubic blocks.
Using block-based refinement significantly reduces the memory overhead of the aux-
iliary array.
In very demanding cases (where L is large) the relative memory overhead of the ex-
tra auxiliary array can be reduced by increasing the block size. For some industrial
applications this was necessary (see section 6.2). Of course increasing the block size
comes at the cost of coarse-grained refinement resolution, but, fortunately, a block-
size of 4 × 4 × 4 is generally more than sufficient (see figure 2.14). To significantly
reduce the percentage of interface cells large block sizes are needed. This percentage
can be reduced further by grouping blocks together in patches (or “superblocks”). For
now, it is left to the ComFLOW user to select a block size and to define appropriate
rectangular refinement regions. For most of the industrial applications under consid-
eration, this is more than sufficient. Implementing patch-based refinement by means
of an automated refinement criterion combined with a block-clustering algorithm is
left as a topic for future research if the applications show the need for it.
2.9Conclusions
In this chapter we have provided the main framework for implementing a local grid
refinement method. In section 2.1 the notation was introduced for a (stretched) stag-
gered Cartesian grid which formed the starting point for the local grid refinement
42 Chapter 2 Block-structured Cartesian local grid refinement
framework. By subsequent refinement (or coarsening) of this grid a hierarchy of grids
is obtained of which the cells can be addressed using semi-structured indexing of the
form (i, j, k; `). A locally refined grid can then be generated by selecting a domain-
covering subset of this grid hierarchy. This approach based on Cartesian grids allows
for a simple relation between coarse and fine cell grid indices, therefore the resulting
grid is called semi-structured.
In order to exploit the structured nature of the grid, the number of potential refine-
ment configurations is reduced by demanding graded refinement, i.e. the refinement
level of neighbouring grid cells cannot differ by more than one. This also facilitates
the design and implementation of interpolation and discretization schemes at refine-
ment interfaces.
The principal criterion for selecting the refinement approach was its capability to re-
duce the number of grid points, since this is expected to have the largest impact on the
overall computational time. We also considered memory efficiency and computational
efficiency of the grid format (and the data structure to describe it). These consider-
ations mostly concern technical aspects that may influence the performance of the
method and become especially important in future applications such as paralleliza-
tion and adaptive refinement. Block-based refinement was deemed to be the most
flexible approach. A more detailed discussion can be found in sections 2.5 and 2.6.
After a refinement approach was selected, a data structure had to be chosen to de-
scribe the grid in computer memory. There exists a wide variety of storage methods.
In this chapter we discussed three categories, being: fully unstructured, tree-based
and semi-structured storage methods. The category of semi-structured methods best
matches the here followed refinement approach based on Cartesian grids. Because of
its simplicity and flexibility the auxiliary grid storage method was chosen for imple-
mentation. The version described in section 2.7.2.b is a variation of the method as
found in [78]. A more detailed discussion can be found in section 2.7.
The chapter was concluded with a short argument on the process of setting up the
computational grid. In the first place, obtaining an efficient (locally refined) grid
remains hand work. Automatic and adaptive refinement may help in this process.
This requires research on the design of good refinement criteria.
Practical considerations played an important role in the design process. The block-
based approach combined with the selected data structure is expected to facilitate
parallelization as well as the implementation of automatic or adaptive grid refine-
ment. Furthermore, the data structure can be modified straightforwardly to further





In this chapter the discretization scheme is presented for interior computational cells. The
treatment of the discretization near refinement interfaces and/or boundaries is discussed
in chapters 4 and 5.
A continuum assumption is used for the fluid flow model. The motion of fluid is
completely described by the conservation laws for mass, momentum and energy. In
an incompressible fluid for any arbitrary volume Ω with boundary Γ (figure 3.1a), the
following conservation laws apply:
• conservation of mass (continuity equation)∮
Γ
u · n dΓ = 0, (3.1a)







(u · n)u dΓ +
∮
Γ







In these equations u denotes the velocity vector (with components u, v and w), p de-
notes the pressure, ν is the kinematic viscosity and f represents external forces includ-
ing for instance gravitation. For the discretization of these equations, a finite-volume
approach is followed: Integral equation (3.1a) is discretized on a set of finite volumes








(b) Volumes Ωph, Ωuh and Ωvh
Figure 3.1: Arbitrary integration volume (left) and the finite volumes used for discretization
on a staggered grid (right).
44 Chapter 3 Finite-volume discretization




h , being the momentum conservation volumes (see
figure 3.1b).
3.1 Semi-discrete equations
Let uh and ph be vectors containing the discretized velocity and pressure in the inte-
rior of the flow domain and uΓ and pΓ the vectors containing values at the boundaries.
After discretization of the spatial derivatives (to be explained in section 3.4), written





dt + C0 +D0 G0 CΓ +DΓ GΓ















In these equationsM? and G? are the discrete divergence and gradient operators, C?
is the discrete convection operator and D? is the discrete diffusion operator, which
stem from discretizations of the corresponding surface integrals in (3.1a) and (3.1b);
the external force fh is a discretization of the corresponding volume integral in (3.1b).
Ωuh is a matrix with the sizes of the momentum conservation cells on the diagonal.
A subscript is added to the operators to distinguish between contributions from the in-
terior and from the boundaries. The “Γ”-subscripted terms contain contributions from
the boundaries. These contributions can arise at in- and outflow boundaries, but also
near (moving) objects and the free surface. The “0”-subscripted terms contain contri-
butions from the interior of the domain. The remaining rows of the matrix contain
the discretization of the boundary conditions of which details depend on the simula-
tion setup. Depending on the discretization scheme that is employed, the boundary
operators can have non-zero coefficients at any place, i.e. they may involve interior
variables as well (for example in Neumann boundary conditions).
Let m0 and mΓ denote the total number pressure variables located in the interior and
at the boundaries, respectively. Similarly, let n0 and nΓ denote the total number of
momentum variables located in the interior and at the boundaries, respectively. Then
uh,fh ∈ Rn0×1,
ph ∈ Rm0×1,
M0 ∈ Rm0×n0 ,
G0 ∈ Rn0×m0 ,
C0(uh), D0,Ω
u
h ∈ Rn0×n0 .
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The semi-discrete operators are assumed to inherit the properties of the analytical
operators (for the spatial discretization of these operators see section 3.4). This means
that in the interior of the domain the divergence and gradient operator satisfy the
adjointness condition
M0 = −G∗0 (3.3a)
and the convection operator satisfies the skew-symmetry condition
C0(uh) = −C∗0 (uh). (3.3b)
In these expressions the superscript ∗ denotes the Hermitian adjoint. Following the
terminology of [145], a discretization that satisfies these properties will be called
symmetry preserving.
3.1.1Semi-discrete energy conservation
For further analysis let us introduce the discrete inner product and corresponding
norm
〈u,v〉Ωuh = u
∗Ωuhv, ‖u‖2Ωuh = 〈u,u〉Ωuh , (3.4)
acting on vector fields in the interior of the domain u ∈ Rn0×1. Note that if the
subscript Ωuh is omitted, the standard Euclidean inner product 〈u,v〉 = u∗v or norm
‖u‖2 = 〈u,u〉 is considered.
From the skew-symmetry of the real-valued convection operator, property (3.3b), it
follows that for any v,w ∈ Rn0×1,
〈C(u)v,w〉Ωuh = −〈v, C(u)w〉Ωuh ,
〈C(u)v,v〉Ωuh = 0.
At the continuous level, the kinetic energy is defined as k := 12 ‖u‖2. At the discrete
level, integrated over the momentum volumes, it is defined as K := 12 ‖uh‖2Ωuh . As-
suming a periodic domain there exist no boundaries at which positive or negative
energy contributions can arise, hence the total amount of energy should therefore be
conserved or decrease by diffusion. Omitting any boundary contributions, the discrete










= 〈−C0(uh)uh +D0uh −G0ph + fh,uh〉 . (3.5)
If the adjointness condition (3.3a) is satisfied, the contribution by the pressure gradi-
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ent can be rewritten as follows
dK
dt
= 〈−C0(uh)uh +D0uh + fh,uh〉+ 〈ph,M0uh〉
The last term on the right hand side vanishes by the continuity equation (3.10). For
symmetry-preserving discretizations also the convective term drops out because of
property (3.3b), leading to
dK
dt
= 〈uh, D0uh〉+ 〈fh,uh〉 .
Hence, it is seen that only diffusion, external forces (and boundary contributions)
affect the energy balance. Furthermore, because the diffusion operator is negative
definite, it follows that
dK
dt
− 〈fh,uh〉 = 〈uh, D0uh〉 ≤ 0, (3.6)
which shows that only source and boundary terms can give positive contributions to
the total energy of the numerical solution. In other words, the semi-discretization is
stable in the energy norm.
Another observation is that the time evolution of the discrete kinetic energy is only
affected by the physical diffusion mechanism. No numerical (artificial) diffusion is
added to the spatially discretized system, which guarantees that the discretization
will not interfere with the subtle balance between convection and diffusion that is
important for the simulation of turbulent flow.
3.2 Time integration method
The convection and diffusion terms are discretized explicitly in time, using either a
forward Euler scheme or second-order Adams-Bashforth scheme, and therefore move
to the right hand side. When using the forward Euler integration scheme, we define:
un+
1
2 := un (3.7a)
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The divergence and pressure gradient terms, on the other hand, are discretized im-
































where the convection and diffusion operator C and D have been collected in the
operator F by defining
F0 = C0 −D0, (3.8a)
FΓ = CΓ −DΓ. (3.8b)
For later use the pressure values at the new time level are expressed in terms of the





















































A three-step solution procedure is followed. In the first step the intermediate “velocity
field” un˜+1h is calculated using equation (3.12). In the second step the pressure update
is calculated. After multiplying (3.11) by δtΩ−1h and substituting it in (3.10), the
divergence-free condition can be written in terms of implicit pressure updates and
















This equation is known as the discrete pressure Poisson equation, as it can be viewed
as a discretization of the equation ∇ · (∇p) = ∇ · u. Note, however, that we are not
directly discretizing the composed operator ∇ · ∇ here, but its separate parts (∇·)
and ∇. Hence, of sole importance is the accuracy of the discrete operators M and G
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individually. It is important to keep this in mind during the design and analysis of the
discretization scheme.
After having obtained the pressure update δpn+
1
2
h , in the third step, the new pressure
solution follows from (3.9) and the final solution of the velocity field follows from the












We remark that in ComFLOW the explicit part of the pressure gradient was originally
not included in the first solution step, i.e. on the right hand side of equation (3.12),
but in the last solution step, i.e. on the right hand side of equation (3.14). Hence,
the Poisson equation was solved in terms of pn+1h instead of δp
n+ 12
h . This has the
advantage that the pressure gradient only has to be included (read: programmed)
once. For the existing discretization on regular grids, both approaches lead to the
same answer. On the other hand, for several of the interface schemes that are intro-
duced in section 4.3 it does make a difference. Here we choose to incorporate the
pressure gradient contribution Gpnh already in the first step in order to let the inter-
mediate “velocity field” un˜+1h include as much of the physics as possible. Following
this approach has the additional advantage that any Dirichlet or Neumann boundary
condition involving the pressure can be applied in an explicit fashion. This includes
most of the inflow- and outflow conditions as well as the atmospheric pressure condi-
tion at the free surface as discussed in section 5.3.1. The inhomogeneous part of the
pressure boundary condition can be applied to pnh during the first step of the solution
procedure, after which the pressure update δpn+
1
2
h is set to satisfy a corresponding
combination of homogeneous conditions at the boundaries. This simplifies the imple-
mentation of the discrete Poisson equation.
3.2.1 Discrete energy conservation
The energy conservation properties do not only depend on the spatial discretization
but also on the discretization in time. For the fully discretized equations, the change






∥∥un+1h ∥∥2Ωuh − 12 ‖unh‖2Ωuh = 〈δun+ 12h ,un+ 12h 〉Ωuh ,
where we used the notations δ?n+
1
2 = ?n+1− ?n and ?n+ 12 = 12 (?n+ ?n+1). Just as in
the previous discussion in section 3.1.1, we assume a periodic domain which allows
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If symmetry property (3.3a) is satisfied, the contribution involving the pressure gra-


















The last term on the right hand side cancels in the interior, because the flow is
divergence-free by equation (3.10). Unfortunately the symmetry properties of the
convection and diffusion matrix, which are part of the operator F0, are not suffi-









is not equal to zero, hence the convective term does not







, has to be re-investigated.
The above considerations hold for the case of forward-Euler time integration, but also
for the second-order Adams-Bashforth time integration scheme. If instead the implicit









the diffusion term gets replaced by D0u
n+ 12
h . This means that the convective con-


















and can only give a negative contribution to the energy balance. Unfortunately this
requires a fully implicit solver. Also all other energy-conserving time integration meth-
ods that are encountered in the literature are implicit, for an in-depth discussion see
[125].
3.3Description of the domain
A labeling system is used to distinguish between cells with different phase configu-
rations, as shown in figure 3.2. Boundary cells that are closed for flow are labeled
“B” and do not partake in the discretization. Cells that are open for flow are labeled
depending on the local fluid distribution. If a cell contains no fluid, it is labeled as
empty (”E”) and does not partake in the discretization (except for two-phase flow
simulations). If any of the direct neighbours is empty, the cell is labeled as surface cell
(“S”). All remaining cells cells that are open for flow are labeled as fluid cells (”F”). In
two-phase simulations, the continuity equation is discretized in all F, S and E cells. In
one-phase simulations, the continuity equation is only discretized in F cells while in
S cells a pressure boundary condition is applied (see section 5.3.1). The momentum
equations are discretized for velocities that are located between F and/or S cells, so
called F-F and F-S velocities. In two-phase flow mode, this is also done for S-E and
E-E velocities; in one-phase flow mode, surface boundary conditions are applied to
approximate missing velocities (see section 5.3.2).






























































(b) Liquid volume fractions
Legend: geometry / liquid.
Figure 3.2: Discrete description of the geometry and liquid configuration. Fluid and empty
cells that are located more than one cell away from the free surface are labeled
with an additional asterisk.
The geometry of the domain is described by means of the volume apertures fB and
the cell face apertures ax, ay, az. The apertures are normalized by the size of the cell
or cell face, hence 0 ≤ ax, ay, az, fB ≤ 1. To ensure a consistent description of the
geometry across different grid refinement levels, the apertures on coarser grid levels
are obtained by summation of the apertures on the finer level.
Similarly, the total liquid contents of a cell is described by a volume fraction fS and
satisfies 0 ≤ fS ≤ fB ≤ 1. The reconstruction of the volume fractions near refinement
interfaces is described in section 5.2.
3.4 Symmetry-preserving spatial discretization
For presentational purposes the third dimension, which is treated similarly, is omitted.
In ComFLOW a staggered variable arrangement is employed in which the pressures
are located in the cell centers and the velocities are located in the centers of the cell
faces (edges) as illustrated in figure 3.3. This type of grid is also referred to as a
marker-and-cell (MAC) grid, after [73], or a so-called Arakawa C-grid, after [22].
The staggered arrangement of the velocity variables (or mass fluxes) facilitates the
design of an accurate mass-conservative and stable discretization scheme, for diver-
gence and pressure gradient, that does not result in pressure decoupling. There is
a broad collection of literature that discusses the advantages and disadvantages of
both the staggered and collocated variable arrangement, for example [104, 116] and
related literature. Figure 3.3 provides a visualization of the different discretization
stencils when default ComFLOW options are used [99].




















i− 12 i+ 12
j − 12
j + 12
(c) Convection & diffusion
Legend: • pressure (p) / I u-velocity /N v-velocity
Figure 3.3: Discretization stencil for the divergence in continuity cell (i, j) (left), the pressure
gradient in the momentum conservation cell (i+ 1
2
, j) (middle) and the convection
and diffusion in momentum conservation cell (i+ 1
2
, j) (right).
Shift and difference operators
The indexing of cell-centered and face-centered (staggered) quantities is explained
in section 2.1. For convenience let us first define some fundamental operators that
form the framework for the finite-volume method on a staggered grid. First, we de-























where p can be any cell centered quantity (typically a pressure flux). Similarly, in







which refer to the neighbouring face-centered quantities (typically mass fluxes). Writ-




= ui+ 12 ,j,k;` + ui,j+
1
2 ,k;`




= ui− 12 ,j,k;` + ui,j− 12 ,k;` + ui,j,k− 12 ;`.
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In words, definitions (3.17a) and (3.17b) reflect the simple fact that the right neigh-
bours of a mass conservation volume are those momentum conservation volumes of
which it is itself a left neighbour (and vice versa).
For convenience we now introduce the (dimensionless) elementary difference oper-
ators that correspond with the analytical gradient (∇) and divergence (∇·) operator.
In momentum conservation volumes, the gradient-like difference operator is given by
the difference between right and left neighbour, i.e.
−H∗0 := PR − PL. (3.19)
Note that any information about the grid cell sizes and faces apertures is still to be
included in the operands of H0 and −H∗0 . By taking the negative adjoint it follows
that the divergence-like difference operator is given by
H0 := P
∗
L − P ∗R = UR − UL, (3.20)
which corresponds to the total difference between all right and all left neighbours as
illustrated in figure 3.3a.
Volume and face integration operators
All geometric information of the problem is contained in the diagonal matrices Ωph
and Ωuh describing the volume apertures and the diagonal matrix A0 describing the
face apertures. These (diagonal) matrices can be used to integrate the face- and
volume-averaged quantities, respectively and in that sense can be called integration
operators. The (diagonal) matrixΩph describes the open area of the mass conservation








where p is any cell-centered quantity, for example pressure. The open area of the
staggered momentum conservation volumes is then obtained by averaging of the open





























In 2-D simulations the apertures in the inactive direction are simply set equal to zero.
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Divergence and gradient operator
In the interior of the domain, the divergence and gradient operators are simply de-
fined by the composition of the elementary difference operator H0 (or its negative
transpose −H∗0 ) and the face integration operator A0 (or its transpose A∗0) that ac-
counts for the size of the flux faces. Let M0 denote the regular discretization of the
divergence operator that acts on the interior of the flow domain in regular parts of
the grid. Similarly let G0 be the regular discretization of the gradient operator. The
operators are then defined as:
M0 = H0A0, (3.24a)
G0 = −M∗0 = −A∗0H∗0 . (3.24b)
We remark that the operators M0 and G0 do not yet include mass fluxes or pressure
fluxes to and from other refinement levels (see chapter 4). In regular parts of the grid,








= [δy δz ax u]
i+ 12 ,j,k;`
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in the u-, v- and w-momentum cells, respectively. These discretizations could be
interpreted as approximations of the boundary integrals
∮
∂Ωuh
(p, 0, 0) · n dS and∮
∂Ωvh





evaluated in the center of the momentum conservation volume and not at the individ-
ual flux faces. This is also easily seen in definition (3.24b) where the face integration
operator −A∗0 is applied after the difference operator.
If all apertures are equal to 1, after division by Ωuh these discretizations are easily
seen to be second-order accurate approximations of ∂p/∂x, ∂p/∂y and ∂p/∂z. Un-
fortunately this is not true near cut-cells (where ax < 1 and/or ay < 1). Here the
discretization can even become inconsistent with hydrostatics due to misalignment of
the cell centers. In the example of figure 3.4a, the horizontal pressure derivative in
the shaded grid cell is approximated as 14ρg δz/δx, which is far from zero as it should
be. This error does not disappear upon grid refinement. In order to obtain a consistent
approximation of the pressure gradient in cut-cells, a discretization based on volume
54 Chapter 3 Finite-volume discretization







pi − pi+1 = 14δz ρg z
(a) Surface integral form







pi − pi+1 = 0
(b) Volume integrals; cell-centered pressures
Figure 3.4: Discretization approaches based on surface integrals (left) and volume integrals
(right). The pressure values satisfy hydrostatics, i.e. p(z) = −ρgz (assuming a still
water surface at z = 0). Of interest is the approximation of the horizontal pressure
derivative ∂p/∂x in the shaded u-momentum cell, which should equal zero.
integrals is used. This choice is motivated by the fact that∮
∂Ωuh




Note that the approximation in terms of volume integrals is in line with the treatment












= (pi,j,k+1;` − pi,j,k;`)/ δzk+ 12 ;`. (3.28c)
The pressure variables are now always located in the cell centers, also if the cell is
cut by a solid object (see figure 3.4b). In fully open cells, discretizations (3.26a-c)
and (3.28a-c) are effectively the same, however near cut-cells the latter yield more
accurate results. Of course the improved accuracy comes at the cost of no longer
satisfying the adjointness condition near cut-cell boundaries.
Convection and diffusion
The convection and diffusion terms are discretized using the second-order central
discretization as described in [145]. Consequently, the discrete convection operator
satisfies the skew-symmetry property (3.3b) and the diffusion operator results in a
symmetric, negative definite matrix. For a detailed discussion of the convection and
diffusion scheme we refer to [64, 85, 145, 152]. The convection is discretized explic-
itly in time. Depending on the chosen time integration scheme this leads to CFL-like
stability restrictions on the time step size that approximately scale linearly with the
grid resolution. In [153] a short linear analysis is performed for the discretization
3.4. Symmetry-preserving spatial discretization 55
schemes in ComFLOW, resulting in approximate bounds on the time step size. In or-
der to avoid diffusive stability restrictions, which scale quadratically with the mesh
size (see e.g. [142]), the physical and artificial diffusion is discretized implicitly in






At refinement interfaces modifications have to be made, which are treated in this chapter.
Sections 4.1 and 4.2 highlight several aspects that are important for the design of an
interface discretization scheme. In section 4.3 several schemes are presented for the treat-
ment of the divergence and pressure gradient terms, after which in section 4.4 a selection
is made on the basis of some numerical results. The convection and diffusion terms are
treated in section 4.5. Special modifications that have to be made for refinement inter-
faces near boundaries are discussed in chapter 5.
4.1Design considerations
At refinement interfaces it is no longer possible to apply the regular discretization as
described in chapter 3. Modifications have to be introduced, which will be described
in more detail in sections 4.3 and 4.5.
The treatment of the refinement interfaces is further complicated by the fact that the
equations are discretized on a staggered grid. This means that different variables will
have different offsets with respect to one another. This obviously has consequences
for the discretization of the equations at refinement interfaces. Most of the grid re-
finement methods encountered in the literature are applied on collocated grids; some
models employ a collocated variable arrangement and combine this with an (approx-
imate) projection that projects the cell-centered velocities onto the cell edges; e.g.
[107]; others directly employ refinement on a staggered grid, e.g. [94].
4.1.1Refinement interfaces on staggered grids
On a staggered grid it is possible to distinguish between interfaces that coincide with
the faces of continuity volumes, which we will call continuity interfaces (see fig-
ure 4.1a), and interfaces that coincide with the faces of momentum-conservation vol-
umes, which we will refer to as staggered interfaces (see figures 4.1b and 4.1c).
When talking of refinement interfaces it becomes clear from the context whether we
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(c) Staggered “V” interfaces
Figure 4.1: Refinement interfaces on the staggered grid. Several conservation volumes are
shaded to illustrate typical volume sizes in the vicinity of interfaces.
refer to continuity interfaces (most commonly) or staggered interfaces.
4.1.2 Virtual variables or stencil modification
There are two frequently applied design approaches towards adapting the discretiza-
tion in the presence of (internal or external) boundaries. One option is to locally
adopt a modified discretization scheme that does not require the missing variable(s)
but directly addresses the variables at or behind the boundary. Another option, which
is more commonly used, is to extend the regular grid and its discretization into a
layer of so-called virtual cells (also ghost, guard or halo cells) which are located in
a ghost, virtual or guard layer around the refinement region. In these cells an approx-
imation has to be found of the missing virtual variables in terms of the surrounding
active variables (also computational variables) and possibly external information. In
this manner the variables at or behind the boundary (e.g. on the other subgrid) are
not addressed directly, but only indirectly via an interpolation. Both approaches of
course can lead to the same results. Virtual variables can be more practical for im-
plementation, but for analysis of stability and accuracy it can be interesting to look
at the resulting modified discretization stencil by expanding the approximation of the
virtual variables (see also the discussion in section 4.5).
4.1.3 Overlapping and non-overlapping interfaces and subgrids
Some choices have to be made concerning the placement of the refinement zones and
the actual location of the refinement interfaces. We distinguish between the following
interface types:
Non-overlapping The equations are solved on a composite grid and there are no
overlapping computational cells (see figure 4.2a). On both sides of the interface mod-
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Figure 4.2: Examples of some interface and grid configurations. Active variables that are di-
rectly available are indicated by •; virtual variables that require some approxima-
tion are indicated by •◦.
ifications and/or interpolations have to be performed to complete the discretization
scheme.
Partly overlapping The equations are solved on a composite grid, including small
overlapping regions around the grid interfaces where the equations are solved on
both the parent and child grid (see figure 4.2b). An example of this design approach
is given in e.g. [94]. An advantage of this approach is that virtual coarse and fine vari-
ables (denoted by “•◦”) are always surrounded by active fine and coarse grid variables
(denoted by ”•”), respectively. This facilitates the interpolation of virtual variables
and in particular prevents recursive application of the interpolation procedure.
Fully overlapping Finally it is possible to distinguish between composite and multi-
level grids. In the composite approach the equations are only discretized on the end-
points of the grid hierarchy. In the multilevel approach the equations are discretized
on the entire grid hierarchy, also in the coarse grid cells that are located under the
refinement regions (the gray region in figure 4.2c). Multilevel grids can be used for
speed-up in a multigrid approach (e.g. [147]) or a multilevel approach with implicit
coupling (e.g. [50, 51]). On the coarse parent grid the equations are discretized in
all grid cells hence a modified discretization or guard layer approach is only needed
on the fine side of the interface.
The numerical results that are of interest are all located on the composite grid, that is
in the cells indicated by the solid bullets in figure 4.2a. Virtual and overlapping vari-
ables are there for “numerical-” or “technical reasons” only (for example speed-up in
a multigrid method). By eliminating the variables in the overlapping areas of the grid
an equivalent discretization is obtained on a non-overlapping grid. These variables
can therefore be discarded in the output of the simulation. Due to the large num-
ber of interpolations that is performed in the overlapping regions, it is troublesome
to assess the effective (global) accuracy of the approach or to investigate reflective
properties. In the current study we therefore employ a non-overlapping interface on a
composite grid as illustrated in figure 4.2a.
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4.2 Accuracy, conservation and reflectivity at grid interfaces
Before proceeding to the design of the interface discretization scheme, this section presents
a general discussion about accuracy and stability of discretization methods as well as
conservation properties.
4.2.1 Symmetry properties
Ideally, the interface treatment should result in a discretization that has the same
order of accuracy and the same conservation properties as that of the existing dis-
cretization on regular grids (see also the discussion in chapter 2 of [87]). The existing
discretization in ComFLOW is mass-, momentum- and energy-conservative (the latter
if combined with an appropriate time integration method). It is highly desirable to
maintain mass- and momentum-conservation across the refinement interfaces, with
mass-conservation clearly being the very minimum requirement. For stability of the
method it would also be convenient if the discretization is made energy-conservative
across refinement boundaries, but not at all costs: accuracy and robustness as well
as ease of implementation also play a role. In principle, dropping any of the sym-
metry properties might negatively affect the stability of the discretization scheme.
Fortunately, energy conservation is not a necessary requirement for the stability of a
numerical method and a large number of non-conservative methods can be found that
remain stable. In fact, the vast majority of local refinement methods that is found in
the literature is based on discretization schemes that do not comply with the adjoint-
ness condition and the skew-symmetry property.
4.2.2 Reflections
The discretization at the interface should reduce as much as possible the occurrence
of spurious reflections. Within the ComFLOW project, research regarding this topic
has already been performed in relation to the discretization at open boundaries of
the physical domain [55, 151]. Unfortunately the topic of spurious reflections and
error reduction at refinement interfaces is only touched upon by a sparse collection
of authors. Theoretical investigation of reflections on non-uniform grids mostly con-
cerns the one-dimensional linear advection equation, research on this topic can be
traced back to the early eighties, e.g. [146]. More recently, in [44] it is argued
that second-order accurate (quadratic) interpolation reduces reflections in the dis-
crete wave equation. In [96] it is shown for the discretized shallow-water equations
that avoiding reflection of under-resolved wave components is only possible by intro-
ducing some form of dissipation (in other words: by sacrificing energy conservation).
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4.2.3Local truncation errors and order of accuracy
Traditionally the accuracy of a numerical scheme is investigated by determining the
order of magnitude of the local truncation error, which is defined as the difference
between the solutions obtained with the exact operator and its discrete approxima-
tion. As an example let us write
τ ≡ Pyh − Py, (4.1)
where P is the analytical operator and P its discrete approximation. The order of
magnitude of a local truncation error τi is readily obtained by assuming some test
function yh ≡ y(x) and applying a truncated Taylor series expansion around the grid
point xi.
Most text books on numerical methods for computational fluid dynamics (and in other
fields as well) discuss the discretization on uniform grids or only shortly touch upon
the topic of non-uniform grids, e.g. [75]. One way of discretizing the equations on
non-uniform grids is to apply a coordinate transformation ξ(x) to a uniform grid and
discretize the coordinate-transformed equations on this grid. Another way is to di-
rectly discretize the equations on the non-uniform grid as is done in ComFLOW. In
[76] it is shown that for the central differencing scheme both approaches yield a local
truncation error with the same order of magnitude if a smooth coordinate transfor-
mation is used. Grid transformations x = x(ξ) are often considered smooth if the
resulting grid spacings satisfy δxi+1 − δxi ≈ δξ2 ∂2x/∂ξ2. Applying smooth grid re-
finement is therefore sufficient for maintaining a local truncation error that has the
same order of magnitude as found on a uniform grid. In [76] the authors already re-
mark that coordinate transformations from uniform to strongly non-uniform grids can
have large higher-order derivatives which implies that, though being formally second-
order accurate, a method can in practice perform poorly. The argument does not hold
anymore if the second derivative of the coordinate transformation, ∂2x/∂ξ2 (or any
other higher-order derivative for that matter), becomes unbounded. In that case the
standard first-order and second-order central differencing formulas have local trun-
cation errors that are formally first-order and zeroth-order in magnitude respectively.
Fortunately, this does not tell the whole story yet.
The local truncation error gives information about the (local) accuracy of difference
operators, but does not account for the properties of the entire (initial-)boundary
value problem and its discrete approximation. Of main practical interest is the differ-
ence between the solutions of the discretized equations and their analytical counter-
parts, which we will refer to as the global error or simply the discretization error.
Generally, a second-order local truncation error is a sufficient condition for obtaining
a second-order accurate solution, but it may not always be a necessary condition. The
actual order of accuracy of the obtained solution may be higher than the order of the
local truncation error. In the literature on numerical methods various examples can
be found of discretization schemes that yield faster grid convergence on non-uniform
grids than their local truncation errors at first suggest. Even on non-uniform grids
with abrupt changes of resolution, a numerical scheme may maintain its order of ac-
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curacy [102]. Schemes that achieve higher-order accuracy than the order of the local
truncation error are sometimes called supra-convergent following the terminology
introduced by Kreiss et al. [90].
One example of a supra-convergent scheme, closely related to the discretization of
the divergence and gradient operator in this thesis, is the discretization of the Poisson
equation ∂2p/∂x2 = f(x). For illustration purposes let us consider the boundary value
problem on the domain x ∈ [0, 1] with source function f(x) = sin (2pix) cos (2pix).
To the left and the right of the interface x = 12 the grid resolution is taken equal
to δxL = 1/(2N) and δxR = 1/N , respectively. On the left and right boundary
a homogeneous Dirichlet and Neumann condition are applied. A standard central
differencing scheme is used, given by
qi+ 12 − qi− 12
δxi
= fi (4.2)
where the pressure difference is given by
qi+ 12 = (pi+1 − pi) /̂δxi+ 12 . (4.3)
The divided difference (4.2) represents the divergence operator, hence q can be seen
as mass flux, and (4.3) represents one component of the gradient operator. In the
interior we assume a smoothly varying grid and simply set δ̂xi+ 12 =
1
2 (δxi + δxi+1).
Taking




at the interface yields the standard central differencing scheme which has a O (δx)
local truncation error on non-uniform grids. Nevertheless the obtained grid conver-
gence rate is O (δx2) as can be seen in table 4.1a. Let us go one step further. Taking
either the coarse or fine grid spacing, i.e.
δ̂xi+ 12 = min {δxi, δxi+1} (4.4b)
or
δ̂xi+ 12 = max {δxi, δxi+1} , (4.4c)
results in a local truncation error that is O (1) around the non-uniformity. Never-
theless a first-order local convergence rate is obtained for the actual solution as can
be seen in table 4.1b. The resulting schemes all result in a symmetric discretization
which results in matrix equations that can usually be solved more efficiently. For ap-
plication in the Poisson solver for the Navier–Stokes equations it is also relevant how
accurately the pressure derivatives are approximated since these are related to the
velocity updates. For all three interface treatments the same, second-order accurate
approximation of the pressure derivative is obtained. Altogether this example sug-
gests that grid stretching does not pose a big problem. Finally it is important to note
that f in practice contains the divergence of the auxiliary variable un˜+1h . This term has
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to be discretized in the same manner as the divergence on the left hand side, which
in this case corresponds with the second-order accurate scheme given by (4.2).
N ‖p‖∞ O ‖∇p‖∞ O
64 1.09e-05 - 3.20e-05 -
128 2.71e-06 2.0 7.99e-06 2.0
256 6.78e-07 2.0 2.00e-06 2.0
512 1.70e-07 2.0 4.99e-07 2.0
(a) grid spacing (4.4a)
N ‖p‖∞ O ‖∇p‖∞ O
64 8.86e-05 - 3.20e-05 -
128 4.16e-05 1.1 7.99e-06 2.0
256 2.01e-05 1.0 2.00e-06 2.0
512 9.88e-06 1.0 4.99e-07 2.0
(b) grid spacing (4.4b)
Table 4.1: Results obtained with the central discretization of the 1-D Poisson problem on a
non-uniform grid. The numerical approximation errors for p and its derivative are
denoted by p and ∇p respectively.
As explained in [65], the use of either one of equations (4.4b, 4.4c) instead of the
more accurate (4.4a) can be seen as an O (δ) perturbation of the interface location
between the two parts of the grid and therewith introduces an error of similar mag-
nitude. Following [65], several local grid refinement schemes were introduced based
on compact, symmetric discretization schemes, e.g. [66, 98, 105, 106, 112]. Also
on locally refined grids supra-convergent behaviour is observed, i.e. the projection
method or the full Navier–Stokes equations are approximated up to one order more
accurately than the local truncation error of the interface treatment suggests.
Just as for the above presented example, a large number of basic discretization schemes
that are frequently used in boundary value problems are seemingly first (or zeroth) or-
der in the vicinity of non-uniform grid spacing, but are actually second (or first) order
accurate [102]. This suggests that a compact discretization scheme with first-order
local truncation error could already be enough to obtain an effectively second-order
accurate interface treatment for the divergence and pressure gradient. If ideas like
just described could be generalized, a practical approach to designing a discretization
scheme on non-uniform grids would be to search for a discretization scheme of which
the local truncation error is one order of magnitude smaller than required, as actually
suggested by [66, 106]. All examples in the literature are essentially one-dimensional,
hence concern only discretizations on (abruptly) stretched grids. It is unclear to what
degree this concept generalizes to the discretization of the three-dimensional Navier–
Stokes equations and other type of grid irregularities such as cell splitting. Neverthe-
less all these examples tell us one thing: the local truncation error obtained in the
classical way need not tell everything about the effective order of accuracy.
Since the above discussed examples are not readily extended to the multi-dimensional
Navier–Stokes equations on locally refined grids, currently the local truncation error
generally provides the only tool to obtain certainty in advance about the obtained
order of accuracy, albeit only in the form of a lower bound. Numerical experiments
will have to be used to get an indication of the actually obtained order of accuracy,
which may be larger than this lower bound.
Another notion that becomes relevant, in particular for local grid refinement, is the
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distinction between convergence in the L∞ norm on the one hand and the L1 or L2
norm on the other hand. The latter are per definition smaller in magnitude than
the former. However, on locally refined grids the latter may be even one or two
orders of magnitude smaller. This is easily explained using the following geometric
argument. Upon grid refinement, while maintaining the same local refinement lay-
out, the contribution of cells located at line or plane interfaces increases at a rate
of O (Nd−1) against a rate of O (Nd) for cells in uniform areas of the grid. The
contribution of cells in or around interface corners even increases at a rate of merely
O (Nd−2). One could therefore hope that the lower order accuracy of the spatial
discretization scheme at refinement interfaces only locally deteriorates the accuracy
of the solution and therewith is not reflected in the global error norms. This depends
on how strongly the interface errors are propagated into the surroundings.
Finally, apart from the order of accuracy it is also important to consider the magni-
tude of the error in a more absolute sense. The grid convergence regime in which
the theoretical convergence rate starts to be reflected in the numerical results, fre-
quently is not attained in practice. From a theoretical perspective this means that the
order constant becomes relevant. Obtaining these numbers theoretically is unfeasible,
hence numerical simulations will ultimately have to confirm the applicability of the
discretization scheme.
4.2.4 Conservation properties versus accuracy
In this section examples are presented to illustrate that it is far from trivial to design
a conservative and at the same time second or higher-order accurate discretization
scheme around refinement interfaces. This holds for the discretization of the diver-
gence operator (mass conservation) but also for the discretization of the pressure
gradient, convection and diffusion (momentum conservation). Let us assume that on
the regular part of the grid the spatial derivatives are approximated using central dif-
ference schemes. Under consideration is, firstly, the discretization of the first-order
derivative ∂/∂y around the point x− 14 ,+ 12 (cf. the divergence operator) and, secondly,
the second-order derivative ∂2/∂y2 around the point x− 14 ,+1 (cf. the diffusion opera-
tor). The situation is depicted in figure 4.3. For simplicity a uniform grid is assumed,
with grid spacings as indicated in the same figure, and v0,0 is located at x = 0.
If the variable v− 14 ,0 were directly available, the central schemes for the first-order
and second-order derivative in the y-direction would be second-order accurate










+O (δy2) , (4.5)









+O (δy2) . (4.6)
In the presence of a refinement interface the velocity v− 14 ,0 has to be approximated,
leading to the virtual velocity v̂− 14 ,0. This virtual velocity is approximated by interpo-
4.2. Accuracy, conservation and reflectivity at grid interfaces 65
N
N
NM NMN N N






Figure 4.3: Interpolation of missing velocities at a refinement interface with ratios r = 2. The
missing velocities (or fluxes) are indicated by NM
lation along the interface (here in x direction). Let us denote the interpolation error
by , in order to write v̂− 14 ,0 = v− 14 ,0 + . Let n denote the order of accuracy of the
interpolation, in order to write  = O (δn). Then for the central discretization of ∂v/∂y
we get
v− 14 ,+1 − v̂− 14 ,0
δy
=












Similarly, for the central discretization of ∂2v/∂y2 we get
v̂− 14 ,0 − 2v− 14 ,+1 + v− 14 ,+2
δy2
=












In general, if an nth-order accurate interpolation is used in the numerator of a qth-
order divided difference, this leads to an additional discretization error of order n−q.
For a consistent discretization it is required that n− q ≥ 1, and preferably larger. This
implies that for first-order divided differences (e.g. divergence, gradient, convection)
the interpolation of missing variables should be at least second-order accurate (such
that n−q = n−1 ≥ 1) and the interpolation for use in second-order divided differences
(e.g. diffusion) should be at least third-order accurate (such that n− q = n− 2 ≥ 1).
When applying linear interpolation the standard approach is to use a weighted aver-
age of the direct neighbours as shown in figure 4.4a
v̂± 14 ,0 = (3v0,0 + v±1,0)/4.
This interpolation is non-symmetric because the linear slope is approximated dif-
ferently in the left and right part of the underlying coarse cell. Because of this
asymmetry, the two interpolated values do not add up to the value of the underly-
ing coarse variable, more precisely 12 v̂− 14 ,0+
1
2 v̂ 14 ,0 = v0,0+
1




2∂2v/∂x2. This makes the interpolation non-conservative. A better approach
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is to use symmetric linear interpolation in which a single linear slope is used for the
interpolation on both sides of the point x0, as illustrated in figure 4.4b. The same
interpolant v̂(x) is used to approximate both v̂+ 14 ,0 and v̂− 14 ,0, resulting in






 = O (x2) . (4.8)
This interpolation leads to an interface discretization scheme for ∂v/∂y that is first-
order accurate (n = 2, q = 1). Moreover, it is directly seen that it is conservative, i.e.






v̂(−δx/4) = δx v0,0.
It seems interesting to use third-order quadratic interpolation to make the discretiza-
tion second-order accurate. The basic point-value-based interpolation is determined
by assuming a quadratic interpolation polynomial
v̂(x) = ax2 + bx+ c,
and solving for the coefficients that satisfy














(b) Symmetric linear interpolation
Figure 4.4: A one-dimensional illustration of standard non-symmetric linear interpolation on a
standard two-point stencil and symmetric interpolation on a three-point stencil. The
gray columns illustrate the cell averages in the coarse cells; the interpolated values
are indicated by NM; the colored areas illustrate the difference of the interpolations
from the average in the underlying coarse cell.
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After some algebra this yields the point-value-based quadratic interpolation:








v+1,0 − 2v0,0 + v−1,0
δx2
x2,
 = O (x3) ,






v̂(δx/4) = v0,0 +
1
32
(v−1,0 − 2v0,0 + v+1,0) .
In an attempt to obtain a conservative interpolation we try an approximation based
















where A±1, A0 are the coarse cell faces corresponding to velocities v±1,0, v0,0. After
some algebra this yields the integral-based interpolation:












(v+1,0 − 2v0,0 + v−1,0) .
The interpolated values are then obtained by integration of v̂
v̂− 14 ,0 =
∫ 0
− 12 δx
v̂(x)dx = v0,0 − 1
8
(v+1,0 − v−1,0)








Unfortunately, the resulting approximation is identical to the symmetric linear inter-
polation (4.7), i.e. conservative, but not third-order accurate.
We can conclude that it is difficult to obtain a conservative flux difference scheme at
interfaces that is both conservative and second or higher-order accurate as was also
observed in [107].
The problem of obtaining an accurate and conservative interpolation is also recog-
nized in the field of multigrid and multiblock methods, see e.g. [135] where a con-
servation correction is used in an adaptive multigrid method. In chapter 4 of [129]
a review is given of several conservation correction methods. All correction meth-
ods have one thing in common: due to the correction, the interpolation is no longer
formally higher-order accurate. It is unclear what effect this has on the rest of the
solution, one could hope that the conservation correction is small if an accurate inter-
polation formula is used.
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In the current work, for the divergence and pressure gradient a first-order accurate
approach is followed based on linear interpolation therewith ensuring mass conserva-
tion (see section 4.3). For most industrial applications this is sufficient and poses no
problem if the interfaces are located in relatively smooth regions of the flow.
Energy conservation It is difficult to design a discretization that is both symmetry-
preserving and second-order accurate at the same time. This is also observed in the
literature. There is only a limited number of authors that tries to obtain a higher-order
energy-conservative treatment for refinement interfaces. In [111] a fully conservative
finite-difference scheme is presented for the compressible Navier–Stokes equations
on multiblock grids. This method is effectively one-dimensional because cell faces
along the interface cannot be split, and hence it is not suitable for the type of lo-
cal grid refinement that is being considered in the present work. In [88] a class of
higher-order energy-conservative interface schemes is presented for the simulation
of hyperbolic problems on one-dimensional grids with abrupt change in resolution.
The authors also applied the method to the simulation of viscous flow. Following
similar ideas, Kramer et al. [89] describe a conservative interface treatment for adap-
tive refinement on two-dimensional block-structured grids, also applied to hyperbolic
problems. It is far from obvious how this class of methods can be extended to the
three-dimensional and/or incompressible Navier–Stokes equations. Another example is
given by Pantano et al. [115] who describe a conservative interface scheme for block-
structured local refinement that is designed for the three-dimensional compressible
Navier–Stokes equations. Possibly the only example for the Navier–Stokes equations
is found in [74], however, the numerical scheme that is presented there is not suitable
for implementation inside ComFLOW as explained in section 4.3.4.e.
4.3 Interface schemes for divergence and gradient
Near refinement interfaces two categories of refinement are introduced, being grid
cell splitting (parallel to the refinement interface) and grid stretching (perpendic-
ular to the refinement interface). Grid stretching can be accounted for by simply
adjusting the grid spacings in the discretization scheme, just as on regular stretched
grids. In view of the discussion in section 4.2.3 this is not expected to reduce the
order of accuracy of the method. Grid cell splitting requires more complicated mod-
ifications, which receive full attention in this section. Several interface discretization
schemes are presented and compared with each other, after which a choice is made in
section 4.4.
Several methods found in the literature apply higher-order (typically quadratic) in-
terpolation of missing variables in order to ensure a certain local truncation error of
the divergence and/or gradient operator. In [118, 119] the missing pressure is for
example approximated by means of bi-quadratic interpolation; another example of
higher-order bi-directional interpolation can be found in [107]. In all cases additional
non-zero coefficients are introduced and the Poisson matrix is no longer symmetric
























(a) Refined velocities and coarse pressures.
The operator GI requires an interpolation
of the missing interface pressures pI (indi-
cated by •◦). The divergence contribution
on the coarse grid (coming from the loca-
tion indicated by IB) is based on an inter-





















(b) Refined pressures and coarse velocities.
The operatorMI requires an interpolation
of the missing interface velocities uI (indi-
cated by IB). The gradient contribution on
the coarse grid (coming from the location
indicated by •◦) is based on an interpola-
tion of GI .
Figure 4.5: Two types of variable configurations at refinement interfaces. Each arrow corre-
sponds with a mass or pressure flux. The coefficients corresponding to each set of
two arrows have opposite sign and their absolute value is equal, illustrating the
adjointness properties MI = −G∗I and M0 = −G∗0. Arrows pointing to the left
correspond with positive coefficients and arrows pointing to the right correspond
with negative coefficients.
which complicates the solution procedure. In the present section we only present
relatively compact schemes that at most apply linear interpolation.
The first decision that has to be made concerns the variable arrangement at the re-
finement interface. Due to the staggered grid layout, a refinement boundary contains
a velocity (gradient) interface and a pressure (divergence) interface (recall the dis-
cussion in section 4.1.1). Hence, the entire interface covers half a cell distance as
indicated by the shaded regions in figures 4.5a and 4.5b. The refinement interface
can be designed in two fashions:
• Use an interface with refined velocities and coarse pressure variables. At the inter-
face the momentum equation is discretized at the refined level.
• Use an interface with coarse velocities and refined pressure variables. At the inter-
face the momentum equation is discretized at the coarse level.
The regular divergence and gradient operators M0 and G0 only include mass fluxes
and pressure fluxes to or from conservation volumes that are located at the same
refinement level (black arrows in figures 4.5a and 4.5b). Contributions to or from
volumes on a different refinement level are not included yet. In order to complete
the discretization of the divergence and pressure gradient operators, mass fluxes MI
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and pressure fluxes GI are introduced on the refined grid (see figures 4.5a and 4.5b).
These fluxes are simply a continuation of the operators M0 and G0 in the regular
part of the grid and also satisfy the adjointness property, i.e. GI = −M∗I . This
property is illustrated in figure 4.5 by the paired arrows. Depending on the chosen
variable arrangement, virtual refined pressures pI (see figure 4.5a) or velocities uI
(see figure 4.5b) are introduced, which are approximated by interpolation. After
having obtained the interface discretization on the refinement grid, the missing mass
flux or pressure flux on the coarse side of the interface follows by taking the negative
adjoint of GI or MI . This procedure is explained in more detail in sections 4.3.1
and 4.3.2, respectively.
At first there seems to be no obvious reason to prefer one variable arrangement over
the other, therefore both will be investigated. All discretization schemes that are
described in the literature known to this author are based on refined velocity variables
at the refinement interface, some of which are also presented in section 4.3.4. In the
following, the schemes based on fine interface velocities (or mass fluxes) are prefixed
“F” and those based on coarse interface velocities (or mass fluxes) are prefixed “C”.
4.3.1 Interface with refined velocities and coarse pressures
Virtual refined pressure variables pI are introduced which will be expressed in terms
of the surrounding pressure variables by means of interpolation:
pI = Qpph (4.9)
Here Qp : Rm0 → RmI is the interpolation operator, to be defined later, that expresses
interface pressure variables pI in terms of the surrounding pressure variables p0. By
employing this interpolation, the following discretized gradient operator is obtained:
G0I = G0 +GIQp. (4.10)
By applying the adjointness condition MI = −G∗I it follows that the corresponding
divergence operator is given by
M0I = −G∗0I = −G∗0 −Q∗pG∗I = M0 +Q∗pMI . (4.11)
Note that we only introduced virtual pressure variables. After applying interpolation
for pI and using the adjointness condition, an interpolation is automatically obtained
for the missing mass fluxes on the coarse side of the interface, without the need of
actually introducing virtual velocity variables. Finally, note that from the adjointness
condition it follows that the interpolation operator for missing pressure values equals
the adjoint of the interpolation operator for the missing mass fluxes.
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4.3.2Interface with refined pressures and coarse velocities
Virtual refined velocity variables uI are introduced which will be expressed in terms
of the surrounding velocity variables by means of interpolation:
uI = Quuh (4.12)
Here Qu : Rn0 → RnI is the interpolation operator, to be defined later, that expresses
coarse interface velocity variables uI in terms of the surrounding velocity variables
u0. By employing this interpolation, the following discretized divergence operator is
obtained:
M0I = M0 +MIQu. (4.13)
By applying the adjointness condition it follows that the corresponding divergence
operator is given by
G0I = −M∗0I = −M∗0 −Q∗uM∗I = G0 +Q∗uGI . (4.14)
Note that we only introduced virtual velocity variables. After applying the interpo-
lation for uI and using the adjointness condition, the missing pressure fluxes on the
coarse side of the interface are obtained automatically, without the need of actually
introducing virtual pressure variables. Similarly as before, it can be seen that the
interpolation operators from coarse to refined variables and vice versa have to be
each others adjoint (without sign change) in order to satisfy the adjointness condition
(3.3a).
4.3.3Interpolation operators
For presentational purposes the index j of the variables is based on the coarse grid spacing
δy as illustrated in figure 4.6. The index j = 0 corresponds with the location of the coarse
grid variable. The index i = ? depends on the (staggered) location of the interface.
Not surprisingly, the interpolation procedure is very similar for both types of interface
configurations. The only difference is a horizontal shift of half a cell spacing. Let
us consider a refinement interface located at i = ?, where interpolation has to be
applied along the y axis (extension to interpolation in a yz-plane is straightforward).
As discussed above, the interpolation operators on either side of the interface are
each other’s adjoint (without change of sign). The interpolation operator Qu : Rn0 →
RnI finds an approximation of missing refined velocities and its adjoint, Q∗u, finds
an approximation of missing pressure fluxes in terms of the surrounding variables.
The operator Qp : Rm0 → RmI is discretized similarly but finds an approximation of
missing refined pressures and its adjoint, Q∗u, finds an approximation of missing mass
fluxes.
For both variable configurations a symmetric linear interpolation is applied along the




























(b) Fine to coarse
Figure 4.6: Interpolation operators at the interface. Note that the interpolation operators Qp,
Qp and Qu, Qu are defined similarly, apart from a horizontal shift due to grid
staggering. The gray variables  only form part of Q∗ or Q
∗
if the corresponding
cell face is refined, near subgrid corners the stencil is not complete.










(φ?,+1;`−1 − φ?,−1;`−1) ,
being a constant extrapolation and a linear correction. The symmetry of the linear
interpolation ensures that the interpolated values for each set of refined cell faces add
up to the value on the underlying coarse cell face (recall figure 4.3 and the discussion
in section 4.2.4).
The interpolation operator for the missing coarse value follows by taking the adjoint.
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1 2 3 4 5

Figure 4.7: Illustration of the different situations for the interpolation operator Q
∗
. Only in
case “3” (which usually forms the majority of cases) the stencil is complete, around
the corners one or more parts are missing. Note in particular that the regular cells
outside the corners (cases “1” and “5”) also receive a contribution from Q
∗
.






= φ?,− 14 ;`+1 + φ?,+ 14 ;`+1︸ ︷︷ ︸









φ?,+ 54 ;`+1 − φ?,+ 34 ;`+1︸ ︷︷ ︸
only cases 1 to 3 in figure 4.7
−φ?,− 34 ;`+1 − φ?,− 54 ;`+1︸ ︷︷ ︸
only cases 3 to 5 in figure 4.7
 .
The interpolation operator Q varies along the refinement interface. The component
Q
∗
gives a contribution along the entire interface (cases 2 to 4 in figure 4.7), whereas
the component Q
∗
also gives contributions in the regular cells just outside the corners
of the subgrid (cases 1 and 5 in figure 4.7).













The second component, if complete, can be shown to approximate the second-order
derivative of the operand. In all other cases it degenerates to a first-order derivative.












− 14δy ∂φ∂y case 1











Only in case “3” (which usually forms the majority of cases) the stencil is complete
and a second-order accurate approximation of the mass or pressure flux is obtained,
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whereas the approximation in cases 1,2,4 and 5 reduces to first-order accuracy. (Note
that in cases 1 and 5 the flux φ is already included in the regular operator M0 or
G0, hence the approximation is still first-order accurate.) The reconstructed variable
φ is going to be used inside a central difference scheme for divergence and pres-
sure gradient. Using a second-order accurate reconstruction in a central differencing
scheme leads to a first-order accurate discretization scheme; using a first-order accu-
rate reconstruction in a central differencing scheme leads to a zeroth-order accurate
discretization scheme. Keeping this in mind, the above discussion shows that Q + Q
is required for accurate reconstruction of missing refined variables. At the same time





, to be merely first-order accurate around the subgrid corners. The accuracy
of the various interpolation operators is summarized in table 4.2. The interpolation
Operator Accuracy
Q first-order accurate (constant extrapolation)
Q+Q second-order accurate (linear interpolation)
Q
∗





second-order averaging along interface; first-order near corners
Table 4.2: Accuracy of the interpolation operators.
operators Q and Q are readily extended to stretched grids and other refinement ratios
(see section 4.4.8).
4.3.4 Interface schemes with refined velocities
In the present section we investigate several discretization schemes for refinement
interfaces with refined velocities as shown in figure 4.5a. Now let us define the di-
vergence and gradient operators based on an interface with refined velocities. The
gradient operator is given by either one of
G1 = G0 +GIQp, (4.15)





Here the interpolation operators Qp and Qp for the missing refined pressures are
defined as described in section 4.3.3. Correspondingly, the divergence operator is
given by either one of
M1 = M0 +Q
∗
pMI , (4.17)









In regular areas of the grid the divergence and gradient operators are second-order
accurate. Near refinement interfaces the local truncation error depends on the order
4.3. Interface schemes for divergence and gradient 75
of accuracy of the interpolation operator. Recalling the discussion in section 4.2.4,
the magnitude of the local truncation error is then given by O (δ2, δn−1), where n is
the order of accuracy of the interpolation operator (as listed in table 4.2). This leads
to the truncation errors as listed in table 4.3. The operators M2 and G1, for exam-
ple are formally inconsistent because they are based on (locally) first-order accurate
interpolation operators (n = 1).
M1 M2
O (δ) O (1)
G1 O (1) F5• ◦ ◦





S G1 O (δ) F4• ◦ ◦
Note: the operator S is introduced in section 4.3.4.d.
Table 4.3: Look-up table for the interface schemes based on refined velocities at the interface.
A detailed description can be found in sections 4.3.4.a to 4.3.4.e. The number of
closed bullets indicates the complexity of the resulting Poisson stencil, excluding
terms that are treated explicitly on the right hand side; an asterisk is added to
indicate that part of the interpolation is performed in an explicit fashion. Schemes
listed in bold face result in a symmetric Poisson matrix and dark-gray shaded cells
are energy-conservative. The orders of magnitude are those of the largest local
truncation error found along refinement interfaces; a red font is used for schemes
that are formally inconsistent along refinement interfaces.
4.3.4.aInterface scheme F1
The first interface scheme that we consider is based on the operators M2 and G2.
The operators satisfy the adjointness condition and the resulting Poisson system is
symmetric:
Interface scheme F1
continuity equation M2un+1h = 0
pressure gradient ∇pn+1 ≈ Ω−1h G2pn+1h









The interface scheme as presented here is similar to the scheme described by Kort
[87], with the main difference that Kort has chosen a fixed refinement ratio r = 3 and
applies local refinement in two dimensions only.
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4.3.4.b Interface scheme F2
The composition of the operators M2 and G2 results in a very large stencil for the
implicit part of the Poisson equation. By dropping the adjointness condition it is
possible to solve several problems of scheme F1. Because M1uh is already a first-
order accurate discretization of the continuity equation, it is possible to remove the
mass flux interpolation Q
∗
p from M2 and use M1, based on Q
∗
p instead. This reduces
the stencil complexity near interfaces and also solves the issue of inconsistencies near
the corners caused by the contributions of Q
∗
p. Of course this comes at the cost of
loosing symmetry.
Interface scheme F2
continuity equation M1un+1h = 0
pressure gradient ∇pn+1 ≈ Ω−1h G2pn+1h









4.3.4.c Interface scheme F3
Scheme F2 still introduces a large number of additional Poisson coefficients, which is
due to the presence of the interpolation Qp in the gradient operator G2 on the left
hand side. The stencil can be reduced further by treating the interpolation opera-

















If the term Ω−1h GIQpδp
n+ 12
h is small enough it can be neglected. This is indeed the
case. To see this, first of all observe that δph ≈ δt ∂p/∂t. Secondly, the operator
Ω−1h GIQp is a central difference operator that approximates the derivative along the
refinement interfaces, hence Ω−1h GIQpδp
n+ 12
h ∼ δt ∂2p/∂x∂t, δt ∂2p/∂y∂t, δt ∂2p/∂z∂t
(depending on the interface orientation). This shows that the term is only first-order
in magnitude. For free-surface flow simulations using only the pressure at the pre-
vious time level might be dangerous because it is based on the old water levels and
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where the intermediate velocity is obtained by
un˜+1h = u
n
h + δt Ω
−1
h (−G2pnh + Funh + fh) .
Interface scheme F3
continuity equation M1un+1h = 0




















h + δt Ω
−1
h (−G2pnh + Funh + fh)
4.3.4.dInterface scheme F4
Apart from the schemes presented above we consider one more scheme that is based
on fine interface velocities. The treatment of the divergence at interfaces is based on
M1, i.e. simple summation of the refined mass fluxes. However, instead of directly
using G1, which is inconsistent, the pressure gradient is averaged across each set of
refined cells. By doing so, the discretization of the pressure gradient is based on a
difference of the coarse pressure on one side and an average of the refined pressures
on the other side, which yields a first-order accurate approximation at the center of the
refined cell face. This comes down to shifting the location of the pressure derivative by
a distance of δy/4, which introduces a first-order discretization error proportional to
δy ∂
2p
∂x∂y . The shifted pressure derivative is given by S G1, with S being an operator that
averages values in momentum conservation volumes (in this case pressure gradients)
across each set of refined interface cells or keeps the original value elsewhere. This
interface scheme is also first-order accurate and results in a compact stencil for the
Poisson equation. In summary:
Interface scheme F4
continuity equation M1un+1h = 0
pressure gradient ∇pn+1 ≈ Ω−1h S G1pn+1h









Note that although the adjointness condition is no longer satisfied, the resulting Pois-
son matrix is still symmetric. This scheme has also been used by other authors, see
for example [66, 98, 112]. The schemes found in these publications only differ in
terms of the horizontal grid spacing (normal to the interface) that is being used in the
discretization of the pressure gradient. In [112] it was observed that using the actual
distance between the two pressure points, (δx`+δx`+1)/2, which is conform the finite
volume formulation, gives the best results. Some authors use either the coarse or fine
grid spacing, see e.g. [98]. This does affect the accuracy, but not its order in terms of
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grid spacing. In [131] the above described discretization for the pressure gradient is
combined with a uniform velocity constraint along the refined cell face.
4.3.4.e Other schemes
One could of course attempt to employ an even more compact discretization scheme
by simply discretizing both the divergence and gradient operator with the compact
schemes M1 and G1. This scheme satisfies the adjointness condition and was also
used in [74] as part of a symmetry-preserving discretization. Unfortunately, this in-
terface scheme performs poorly in the presence of strong pressure gradients as found
in typical offshore applications. This can be explained by the inconsistency of the
gradient operator G1 that results in large errors in the velocity field. These errors can
have the same order of magnitude as the solution itself. For the sake of brevity this
scheme is only shortly discussed later on.
Interface scheme F5
continuity equation M1un+1h = 0
pressure gradient ∇pn+1 ≈ Ω−1h G1pn+1h









4.3.5 Interface schemes with coarse velocities
In the present section we investigate several discretization schemes for refinement
interfaces with coarse velocities as shown in figure 4.5b. Now let us define the di-
vergence and gradient operators based on an interface with coarse velocities. The
divergence operator is given by either one of
M1 = M0 +MIQu, (4.19)





Here the interpolation operators Qu and Qu for the missing refined velocities are as
described in section 4.3.3. Correspondingly, the gradient operator is given by either
one of
G1 = G0 +Q
∗
uGI , (4.21)









In regular areas of the grid the divergence and gradient operators are second-order
accurate. Near refinement interfaces the local truncation error depends on the order
of accuracy of the interpolation operator. Recalling the discussion in section 4.2.4,
the magnitude of the local truncation error is then given by O (δ2, δn−1), where n is
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the order of accuracy of the interpolation operator (as listed in table 4.2). This leads
to the truncation errors as listed in table 4.4. The operators M1 and G2, for exam-
ple are formally inconsistent because they are based on (locally) first-order accurate
interpolation operators (n = 1).
M1 M2
O (1) O (δ)
G1 O (δ) C4• ◦ ◦ C2• • ◦/ C3
∗
• ◦ ◦
G2 O (1) C1• • •
Table 4.4: Look-up table for the interface schemes based on coarse velocities at the interface.
A detailed description can be found in sections 4.3.5.a to 4.3.5.d. The number of
closed bullets indicates the complexity of the resulting Poisson stencil, excluding
terms that are treated explicitly on the right hand side; an asterisk is added to
indicate that part of the interpolation is performed in an explicit fashion. Schemes
listed in bold face result in a symmetric Poisson matrix and dark-gray shaded cells
are energy-conservative. The orders of magnitude are those of the largest local
truncation error found along refinement interfaces; a red font is used for schemes
that are formally inconsistent along refinement interfaces.
4.3.5.aInterface scheme C1
The first interface scheme based on coarse mass fluxes that we consider is based on
the operatorsM2 and G2 including all the correction terms discussed up to this point.
Interface scheme C1
continuity equation M2un+1h = 0
pressure gradient ∇pn+1 ≈ Ω−1h G2pn+1h










The composition of the operators M2 and G2 leads to a large stencil for the pressure
Poisson equation. Along the lines of section 4.3.4, the discretization can be simplified
by dropping the adjointness condition. Because the pressure gradient operator G1
is already first-order accurate it can be used as compact alternative for G2 without
affecting the order of accuracy of the interface scheme. This leads to:
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Interface scheme C2
continuity equation M2un+1h = 0
pressure gradient ∇pn+1 ≈ Ω−1h G1pn+1h









On the positive side, the inconsistent approximation of the pressure gradient at sub-
grid corners, which was due to the contribution of Q
∗
u in the gradient operator G2,
is no longer there. On the downside, this scheme is no longer symmetric and is still
relatively complex at refinement interfaces.
4.3.5.c Interface scheme C3
The possibility of further reducing the implicit part of the discrete Poisson equation is
investigated next. In scheme C2 a large number of coefficients is introduced, which
is due to the interpolation Qu in the divergence operator M2 on the left hand side of

























Because the linear correction MIQu is applied implicitly to the new velocity field
un+1h , extra coefficients are included to the Poisson stencil, resulting from the second
term on the left hand side. If this term is removed, the discretization stencil is reduced










In other words, the linear interpolation in the continuity equation is applied explicitly





h = 0. (4.23)


















h = 0. (4.25)
It is already known that M2un+1h = 0 (as part of scheme C2) yields a first-order ac-
curate discretization of the continuity equation. It therefore suffices to show that the





h in (4.24) is first-order in magnitude or smaller (normal-
ized by the cell volume). If so, retaining or removing it does not affect the order of
accuracy of the divergence operator.
As an example, consider the correction term for a refinement interface in the yz-plane.
Figure 4.8 gives a visualization of the correction term for this interface orientation.
The numerical analysis is readily generalized to other interface orientations and to
three-dimensional grids. In order to simplify notation, we assume δx ∼ δy ∼ δz ∼
δt ∼ δ and omit any level subscripts in describing the order of magnitude. In practice
this assumption does not pose any problems since stability restrictions and require-
ments on modeling accuracy already impose similar type of relations between the grid
cell spacing and the time step. In words, this assumption comes down to satisfying
a CFL-type of condition and (in the limit) applying grid refinement in all coordinate
directions.
For use in the next steps, we write
Ω−1h G1φ = ∇φ+ (φ),
where (φ) is the local truncation error of the gradient operator Ω−1h G1. In regular
parts of the domain (φ) = O (δ2), since the regular central scheme is second-order
accurate. At refinement boundaries (φ) = O (δ) due to the (bi)linear interpolation
of missing pressure gradient contributions at interfaces, namely Q∗uGIδph
Let us now look at MIQu [∇φ+ ]. First of all it is easily seen that Ω−1h MIQu is a
linear combination with all coefficients of order O (δ−1). From this it follows that (at
least)
Ω−1h MIQu = O (φ) .
Secondly, the operator Ω−1h MIQu is a second-order central difference operator paral-
lel to the refinement interfaces (in the current example it approximates ∂/∂y). This
implies that






The actual size of the correction term (normalized by the cell volume) can now readily















= O (δt2) = O (δ2) .
This shows that the difference between the fully implicit and partly explicit interface








is never larger than O (δ2), retaining or omitting this term has no consequences for
the formal order of accuracy of the divergence operator (which is first-order accurate





































arising in the Poisson equation for the continuity cells
indicated with ×.
anyhow). Note that since the error term involves a time derivative, it vanishes for
steady-state solutions.
Of course there is one other requirement that we should satisfy after removing the
correction terms, being: mass conservation. If the removed correction terms do not
add up to zero, they will affect the mass balance.
BecauseMIQu contains a symmetric linear correction (compare the symmetric linear
interpolation discussed in section 4.2.4), it adds up to zero for each set of refined cells













continuity equation M1un+1h +MIQuu
n˜+1
h = 0
pressure gradient ∇pn+1 ≈ Ω−1h G1pn+1h









Although the Poisson matrix resulting from the operatorsM1 and G1 is symmetric, the
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interface discretization scheme is not energy-conservative. This is caused by the fact
thatM1uh is not equal to zero in individual cells: equation (4.23) is satisfied instead.
Note that we are using coarse interface velocities. In some cases a refined divergence-
free velocity may be required (for example in the discretization of transport equations
such as the Volume-of-Fluid advection equation). In that case refined interface veloc-















Further simplification of the interpolation operators at the interfaces results in poor
performance. If the scheme based on M1 and G1 is used, the inconsistency of the
divergence operator leads to inaccurate results at the interface that strongly distort
the solution.
Interface scheme C4
continuity equation M1un+1h = 0
pressure gradient ∇pn+1 ≈ Ω−1h G1pn+1h









4.4Comparison of interface schemes
For comparison purposes the different interface discretization schemes have been im-
plemented in a MATLAB program. The discretization is based on standard second-
order central difference schemes just as in ComFLOW. For the interface discretization
of convection and diffusion a guard layer approach is followed in which missing ve-
locities are approximated using cubic interpolation as implemented in the MATLAB
function interp3(..,’cubic’). In this way the interpolation is exact for linear and
quadratic flow variations (e.g. as found in Couette and Poiseuille flow respectively).
This makes the convection and diffusion schemes second-order accurate at refinement
interfaces just as they are in regular parts of the grid. The cubic interpolation method
is only used in this test program because it has some serious drawbacks for practi-
cal implementation in ComFLOW. Cubic interpolation requires a large discretization
stencil (four points in each direction) which might not be completely available. Near
corners of refinement zones, but also near objects and the free surface one-sided in-
terpolation stencils have to be used or the scheme needs even to switch back to lower
order approximations. These modifications would significantly increase code com-
plexity (and therewith robustness and/or efficiency). In the examples of this section
only simple refinement configurations are used and no free surface is included.
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Property F1 F2 F3 F4 F5 C1 C2 C3 C4
straight sections O (δ) O (δ) O (δ) O (δ) O (1) O (δ) O (δ) O (δ) O (1)
corner sections O (1) O (δ) O (δ) O (δ) O (1) O (1) O (δ) O (δ) O (1)
symmetric matrix X X X X X X X
adjointness condi-
tion
X X X X
stencil complexity ••• ••◦ •◦◦ •◦◦ •◦◦ ••• ••◦ •◦◦ •◦◦
(a) Properties. The first two rows give the smallest order of the local truncation error that
is found in the discretization of the divergence and gradient operator along straight and
corner sections of the refinement interface.
Test F1 F2 F3 F4 F5 C1 C2 C3 C4
projection method X X X X X
Couette flow X X X X X X X X
hydrostatics X X X X X X X X
propagating waves X X X X
Note: The information in this table is further explained in sections 4.4.2 to 4.4.6.
(b) Test results. Black check marks indicate “pass”, gray check marks indicate “passed with
remarks”.
Table 4.5: Properties and test results of the interface schemes for divergence and gradient.
Apart from the obtained accuracy also other aspects can be of interest. An overview
of the properties of the different discretization schemes is given in table 4.5. Only a
number of schemes (being schemes F1, F5, C1 and C4) satisfy the adjoint condition
and therewith allow for an energy-conservative discretization. At the same time these
schemes all have some disadvantages. Schemes F1 and C1 require more complex dis-
cretization stencils and are formally inconsistent near subgrid corners. Schemes F5
and C4 are compact, but are formally inconsistent across the entire refinement in-
terface, suggesting poor accuracy is to be expected. Looking at stencil complexity
and symmetry of the Poisson matrix, schemes F3, F4 and C3 seem to provide good
alternatives.
4.4.1 Interface solution modes
All of the discussed interface schemes allow for the presence of so-called interface
modes as illustrated in figure 4.9. These are spurious solution modes that are in-
troduced due to the modified discretization at refinement interfaces. These do not
change the amount of divergence in either one of the cells. This means that the
standard divergence constraint Mu = 0 based on central differences allows for the
presence of these modes. The spurious modes are only observed on the fine side of
the interface; on the coarse side they are at subgrid scale. Figure 4.9a illustrates the
typical flow pattern of the spurious modes.
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The spurious modes can also reach further into the refinement region as illustrated in
figure 4.9b. As the modes reach further into the refinement region their magnitude
becomes smaller. The interface modes are visible as saw-tooth patterns on top of the
actual solution.
(a) (b)
Figure 4.9: Conceptual 2-D sketch of interface modes. The velocity arrows are scaled by mag-
nitude.
Ideally the discretization of the equations does not (or only moderately) introduce
these modes. There exist various approaches to reducing the influence of interface
modes. One example is to apply some filter operation as in [112].
4.4.2Test: projection method
As a first comparison the discretization schemes are applied to the discretization of
a steady-state manufactured solution in which other terms such as convection and
diffusion are not included. The purpose of these tests is a comparison of the dif-
ferent interface schemes for the divergence and pressure gradient, while excluding
discretization effects of (e.g.) convection, diffusion and time integration.
Some authors investigate the accuracy by looking at the approximation of ∇·∇p = F
where F is a given forcing term. This provides some insight in the accuracy of the
discretization, but does not allow to fully investigate the influence of the divergence
operator. It must be remembered that we are not discretizing the analytical Poisson
equation, but that we are applying a projection method that projects the intermediate
“velocity field” un˜+1h onto the set of divergence-free velocity fields. Therefore, the
discretization schemes are investigated for their approximation of the projection
∇ · ∇p = ∇ · f ,
u = f − ∇p,
∇p|Γ = 0.
(4.28)
Here f can be interpreted as the intermediate velocity field that includes the (here
exact) contributions of the convection and diffusion terms (etc.). The factor δt is not
included because in unsteady flow simulations one would have
δt MΩ−1h Gδp = Mu
n + δtMΩ−1h (. . . ) ,
where the divergence of the previous velocity field,Munh, is already equal to zero (up
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to the chosen solver precision). This means that the factor δt drops out. The dots
include contributions by convection, diffusion terms (etc.).














Figure 4.10: Color plot of the pressure and vector plot of the velocity field as given by (4.29).
The intermediate velocity field f is chosen such that the exact solution of (4.28)
equals u, hence it is given by fx = u + δt ∂p/∂x, fy = v + δt ∂p/∂y . Similarly to
















ea − 1 ,

























(e− 1)(ea − 1) .
(4.29)
The computational domain is chosen equal to [0, 1]2. Two refinement zones are placed
in the center of the domain with the extents [.25, .75]2, [.4, .6]2.
All above presented interface schemes have been tested; for comparison also the re-
sults on a uniform grid without additional refinement regions are included. The re-
sults are outlined in figure 4.11. The quantity h denotes the grid spacing in the coars-
est part of the grid. On the locally refined grid two refinement regions are included
making the highest resolution equal to h/4.
As can be seen from the dashed lines in figure 4.11, on uniform grids the projection
method shows a second-order local and global convergence rate in both velocity and
pressure. On locally refined grids the approximation of the pressure is very similar for
most of the schemes. Except for schemes F5 and C1 all schemes show second-order
grid convergence behaviour, both locally and globally. That the formal lower order
of accuracy of the pressure gradient does not even show up in the infinity norm of
the error may be explained by observations made in [65] and the discussion of sec-
tion 4.2.3. The cause of the poor performance of the other two schemes is to be found
in the inconsistent approximation of the pressure gradient. Whereas scheme C1 is only
affected by the inconsistency at interface corners, scheme F5 is inconsistent across the






























/ scheme F1 / scheme F2 / scheme F3 / scheme F4
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/ uniform
Figure 4.11: Convergence results for the projection test. The quantity h−1 denotes the total
number of cells per coordinate direction on the coarse grid.
entire interface and not surprisingly shows even worse convergence behaviour.
For the other schemes the differences are mostly reflected in the approximation of the
velocity. The approximation of the velocity field is affected by the accuracy of the di-
vergence operator, but much more by the accuracy of the gradient operator, which is
not surprising since u ∼ ∇p. To start, the poor velocity approximation by schemes F5
and C1 can be explained by the inconsistent discretization of the gradient operator.
Even for scheme C1, where the inconsistency only occurs around the corners of refine-
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ment interfaces, this causes local grid convergence to slow down to zero, although the
scheme performs somewhat better when the global norm is considered. For all other
schemes the local grid convergence of the velocity field eventually approaches a first-
order rate. The global convergence rate, on the other hand, remains second-order for
almost all schemes, except for schemes F4 and C4, which show a firm convergence
rate of O (δ1.5).
The fact that the approximation of the velocity field is also affected by the accuracy
of the divergence operator can be seen in the results obtained with scheme C4. This
scheme has a formally inconsistent discretization of the divergence operator across the
entire interface which is reflected in a slower global convergence rate, being of order
1.5. On the other hand, scheme F1, which only has an inconsistent approximation
around interface corners, still shows a second-order global convergence rate.
Summary: Discarding all methods that do not yield a second-order accurate pressure
solution or do not show global second-order convergence of the velocity field, we are
left with schemes F1, F2,F3, C2 and C3. When considering the local norm of the
velocity error it is seen that scheme F1 is somewhat less accurate, but the differences
are too small to justify any further selection. Note that, apart from local errors in the
velocity field, these schemes do not deteriorate the accuracy obtained on the regular
grid, which is a favorable property.
4.4.3 Test: Couette flow
As a second comparison the discretization schemes are applied to the simulation of
steady and unsteady problems using the fully discretized equations in both space and
time. A very minimal requirement for a discretization scheme is consistency with





























Figure 4.12: Error profile for simulation of Couette flow using scheme F1 with convection and
diffusion (ν = 10−1). The resolution of the coarse grid was set to h−1 = 32.
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uniform and linear flow fields. To test for this requirement the different methods are
applied to the discretization of Couette flow. The velocity ranges from 0 to 1 [m s−1]
across a distance of 2 [m]. The flow angle is chosen equal to 25 degrees with respect
to the x-axis. The flow domain is chosen equal to [0, 1]2 and a refinement region
is placed in the center with extents [.25, .75]2. At the lower and upper boundaries
Dirichlet conditions are imposed for the velocity and pressure respectively.
All interface schemes are exact for Couette flow, except scheme F1. When using this
scheme, small errors are introduced at the corners of the refinement region due to
the inconsistency of the divergence operator. In section 4.4.2 it was already shown
that these inconsistencies do not result in a lower order of convergence. The local
convergence rate of the pressure and velocity remains second-order and first-order
respectively. However, if convection and diffusion are added this is no longer the
case. The discretization of these terms responds to the error that is introduced by
the divergence operator. The local convergence rate of the velocity field remains first
order, but the local convergence rate of the pressure becomes zeroth order. The typical














/ projection / with convection and diffusion
Figure 4.13: Numerical results for the simulation of Couette flow using scheme F1.
Summary: All schemes perform equally well with the exception of schemes F1 and C4,
which introduce errors that hardly get smaller upon grid refinement. Scheme C4 was
already discarded as serious option in section 4.4.2 and also performs poorly for this
test case. The errors introduced by scheme F1, on the other hand, are very small.
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Figure 4.14: Error profile for simulation of a hydrostatic solution using scheme C1 with con-












/ projection / with convection and diffusion
Figure 4.15: Numerical results for the simulation of hydrostatics using scheme C1.
4.4.4 Test: hydrostatics
Most practical examples include hydrostatic pressure due to the presence of external
(gravitational) forces. Therefore, another requirement for the discretization scheme
is the ability to capture linear pressure variations. To test for this requirement the dis-
cretization schemes were used to simulate still water in the presence of a gravitational
field g = ( 12 ,
1
4 , 0) (e.g.). The exact solution is then given by u ≡ 0 and ∇p ≡ g. The
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simulation setup is as in the previous sections.
All interface schemes are exact for this solution, except scheme C1. When using this
scheme, small errors are introduced at the corners of the refinement region due to the
inconsistency of the gradient operator. If only the projection is applied, the velocity
locally shows a zeroth order rate of convergence. Due to convection and diffusion
these errors are propagated into the rest of the domain and the local convergence
rate becomes first order again. The numerical results presented in figure 4.15 show
that the convergence rate for this steady-state case is not much affected by the errors
introduced at the corners. In section 4.4.5 it will be seen that this is not the case for
unsteady problems.
Summary: All schemes are exact, except for schemes F5 and C1. Scheme F5 was
already discarded as serious candidate in section 4.4.2. Also scheme C1 introduces
errors, but these become smaller upon grid refinement.
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4.4.5 Test: propagating waves
Finally, a more practical test case has been set up.
Fifth-order Stokes wave theory is used to impose a pressure signal at the top and
right boundary of the domain and velocities at the inflow boundary to the left of the
domain. At the bottom (z = −d = −10 [m]) a free-slip condition is applied. To assess
the accuracy of the different schemes, the solution is compared with that from wave
theory.
A relatively short wave is considered with small amplitude: In this manner fifth-order
Stokes theory gives a reasonable approximation of the exact solution. The wave height
is set to H = 0.2 [m], the wave period is set to T = 4 [s], resulting in a wave length
of L ≈ 24.7 [m].
The solutions obtained with the different schemes were compared after two and a half
wave periods (t = 10 [s]). For presentational reasons we only discuss the approxima-
tion of the horizontal velocity. In figure 4.16 error plots are presented for several of
the schemes.
The error profiles obtained with the different schemes are quite similar, with the ex-
ception of that for scheme C1. This scheme shows larger errors around the corners of
the refinement regions, which can be explained by the inconsistency of the gradient
operator.
The discretization schemes based on fine interface velocities (schemes F1, F3 and F4)
tend to introduce spurious interface modes much more than the schemes based on
coarse interface velocities (scheme C3). When using one of the compact schemes
(schemes F3 and F4) the interface modes are visibly present in the solution; the inter-
face modes are less present when using the larger scheme F1.
Finally we note that schemes F1 and F2 give very similar results just as is the case for
schemes C2 and C3.
Summary: Schemes F3, F4 and C1 are not suitable for wave simulations; all other not
yet discarded schemes perform equally well, although the interface schemes based on
refined velocities introduce more spurious modes. This leaves us with schemes F1,
F2, C2 and C3 as acceptable candidates.
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Figure 4.16: Error plots of the horizontal velocity for the simulation of a fifth-order Stokes
wave.
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4.4.6 Discussion and conclusions
Energy conservation
Off all interface schemes discussed in this section, only four satisfy the adjointness
condition, namely schemes F1, F5, C1 and C4, and could therefore be used as part
of an energy-conservative discretization scheme. The compact schemes F5 and C4
showed poor convergence behaviour and together with scheme C1 did not perform
well for the wave simulation. Of the above four schemes, only scheme F1 resulted in
acceptable solutions for all considered test cases. This means that we were not able to
find a compact energy-conservative interface scheme that is at the same time accurate
enough for the intended applications. The large interpolation stencil of scheme F1
certainly makes it a less attractive option for implementation, however, one could
argue that the complicated implementation has to be performed only once. Unfortu-
nately, there are several more hurdles to take. Before being able to take advantage of
a fully energy-conservative discretization scheme, there are several shortcomings of
the existing method that have to be resolved:
• Currently, a volume-integral approach is used for the pressure gradient in cut
cells which does not satisfy the adjointness condition (see section 3.4). As of
yet, no appropriate alternative formulation has been found that does satisfy this
condition.
• The existing method is only energy-conservative in a semi-discrete sense. An
explicit time-integration scheme is used that does not conserve energy (see
section 3.2.1). The alternative is to apply an implicit time-integration scheme
which has serious consequences for the entire model as found in ComFLOW.
One could argue that the additional effect of not using an energy-conservative treat-
ment for local grid refinement is therefore marginal. Certainly, the above two points
are to be solved before commencing the implementation of an energy-conservative
interface treatment.
The literature only provides a few examples of energy-conservative convection schemes
for local refinement interfaces. In [87] a two-dimensional local grid refinement method
is described; in [74] a relatively compact scheme is described that can also be applied
on three-dimensional grids. Both publications focus on the application to turbulent
flow and do not discuss the inclusion of geometry or a free-surface. The numerical
test cases presented above demonstrated that the gradient operator of scheme F5 as
used in [74] is problematic for the simulation of flows including large pressure gradi-
ents, for example those induced by gravity. A workaround for this problem was not
found. None of the above mentioned publications discusses the treatment of refine-
ment interfaces near boundaries (of any kind), hence, in the form as presented there,
the refinement methods can only be applied in fully submerged regions of the flow.
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Choice between remaining schemes
The wave simulations in section 4.4.5 showed that the discretization schemes based
on fine interface velocities are more prone to introducing spurious interface modes
than the schemes based on coarse interface velocities. Only schemes F1 and F2 seem
to suppress these modes sufficiently. Among the schemes based on coarse interface
velocities only schemes C2 and C3 yield accurate results. Altogether, this leaves us
with four candidates for implementation.
In terms of accuracy the schemes F1 and F2 yield similar results; the same holds
for schemes C2 and C3. The only apparent advantage of scheme F1 over the others
is the fact that it satisfies the adjointness condition. However, in the above we have
presented several reasons why it is difficult to take advantage of this property. Because
there are no clear differences between the remaining schemes a selection is made on
the basis of stencil complexity. Schemes F1, F2 and C1 use a relatively large stencil
for the interpolation of missing variables. This leads to a larger number of exceptions
that has to be made in the vicinity of boundaries of any kind. This is likely to reduce
code robustness and does not favor the local accuracy of the solution. Moreover, in
offshore applications often relatively coarse grids are used (for example for modeling
the incoming wave) which implies that the discretization looses its regular form in
relatively many cells.
Based on these arguments we select the novel scheme C3 for implementation.
4.4.7Regarding the linear solver
4.4.7.aThe Poisson matrix
The operators used in the implicit part of the discretized Poisson equation resulting
from scheme C3 satisfy the adjointness condition (3.3a). This means that the lin-
ear system resulting from the composition M1G1 is symmetric. Around refinement
interfaces additional coefficients are introduced in the Poisson matrix. Figures 4.17a
to 4.17d illustrate typical interface configurations. The additional coefficients have
the same order of magnitude as the coefficients in regular parts of the grid. Table 4.6
gives an overview of the number of coefficients in different parts of the grid. Near
the free-surface a larger number of coefficients might be needed for the correct im-
plementation of the surface pressure condition, see also chapter 5. The number of
regular cell refined interface cell coarse interface cell
2-D 5 5 (5) 6 (7)
3-D 7 8 (9) [10] 10 (13) [16]
Table 4.6: The number of coefficients arising in the Poisson matrix for different types of cells.
Between brackets (·) and [·] are the number of coefficients for corner cells near 2
or 3 refinement interfaces respectively. The two-dimensional cases are illustrated in
figure 4.17.
96 Chapter 4 Discretization near refinement interfaces
additional coefficients is rather small in most parts of the domain. Only in coarse cells
that are located inside a corner (see figure 4.17c) the number of coefficients becomes
significantly larger, especially for three-dimensional simulations. However this type of
grid configuration is only encountered near adjacent refinement regions in “L”-shaped
configuration. In most simulations these configurations occur rarely or not at all. It
has to be stressed that if any of the other interface schemes were used, these numbers










































Figure 4.17: Visualization of the pressure Poisson stencil for discretization scheme C3 on a 2-D
grid. The velocity variables I and N are used in M1un+1h . The actual Poisson
stencil for M1G1pn+1h consists of the pressure variables •. Note that the variables
IB are only used on the right hand side, in the term MIQuun˜+1h .
The ComFLOW package includes two solvers. One solver is based on successive over-
relaxation (SOR) [37] with improved search algorithm for the relaxation factor. For
symmetric positive definite matrices convergence is guaranteed by a mathematical
proof, but the solver often also converges for matrices that are close to satisfying this
property. The other solver is based on the bi-conjugate gradients stabilized method
(BiCGSTAB) [140] preconditioned with a drop-tolerance-based incomplete LU fac-
torization (ILU), see also section 10.4 of [122]. This solver can be used for non-
symmetric and non-diagonally dominant matrices.
To solve the Poisson equation of scheme C3, the resulting Poisson matrix has to be
symmetric positive definite in order to guarantee convergence of the SOR-solver as
currently implemented in ComFLOW. It is not straightforward to find a theoretical
proof of the (non)existence of this matrix property. A range of grid configurations
of moderate size has been tested for this property and all cases resulted in positive
definite matrices. The discretization scheme is diagonally dominant in coarse inter-
face cells and away from interfaces, but this is not the case for fine interface cells.
Fortunately, in all practical test cases considered so far, the presence of refinement
interfaces did not cause the SOR solver to diverge.
4.4.7.b Parallelization
The SOR solver allows for straightforward parallelization by employing a red-black
ordering of the grid variables. The equations in the red (black) cells are independent
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and can be solved in parallel. On locally refined grids similar checkerboard-type or-
derings can be employed such as the one shown in figure 4.18. Additional colors have
to be introduced in order to obtain independent subsets of grid cells at the refinement
interfaces since the modified discretization stencils introduce additional inter-cell de-
pendencies. Parallelization of this solver is complicated. In the initial stage only a
sequential version of the solver was available in ComFLOW. In a later stage, together
with engineering company Vortech (Delft, The Netherlands) a parallel version of this
solver was developed. A block-Jacobi type of domain decomposition method was fol-
lowed to distribute the problem across (shared-memory) threads. A part of the results
presented in chapter 6 was already obtained with this solver.
(a) Red-black ordering (b) Additional coloring near interfaces
Figure 4.18: Grid cell orderings for the parallel version of the SOR solver. The number of ad-
ditional colors required at the interface is equal to max (rj × rk, ri × rk, ri × rj).
4.4.8General formulation of mass flux interpolation
Extending scheme C3 to the three-dimensional case, stretched grids and arbitrary re-
finement ratios is straightforward. In this sub-section we only treat interfaces parallel
to the yz-plane since the interpolation for other interface orientations is performed
similarly. The approximation of the interface velocities is based on a symmetric ver-
sion of the standard bi-linear interpolation formula.
Using a Taylor series expansion it is easily seen that
u(δy, δz) = u(0, 0) + δy
∂u
∂y
(0, 0) + δz
∂u
∂z
(0, 0) + δyδz
∂2u
∂y∂z
+ . . . (4.30)
This leads to the discrete approximation:
uˆ(?, αm, βn) = u?,j,k;` + αm [δyu]?,j,k;` + βn [δzu]?,j,k;` + αmβn [δzδyu]?,j,k;` ,
with the derivatives approximated by central differences that are centered around the




yj+1;` − yj−1;` ,
[δzu]?,j,k =
u?,j,k+1;` − u?,j,k−1;`
zk+1;` − zk−1;` ,
[δzδyu]?,j,k =
u?,j+1,k+1;` − u?,j−1,k+1;` − u?,j+1,k−1;` + u?,j−1,k−1;`
(yj+1;` − yj−1;`)(zk+1;` − zk−1;`) .
The coefficients α and β describe the offset of the refined velocity with respect to the
underlying coarse velocity (see figure 4.19), i.e.
αm;`+1 = ym;`+1 − yj;`,















yz dy dz = 0,
it is easily seen that the interpolating function is mass-conservative across the coarse
grid region, i.e. ∫∫
A?,j,k;`
uˆ dy dz = u?,j,k;`
Finally, mass conservation is ensured because∫∫
A?,j,k;`






where J and K are defined by (2.11).
Following the description of scheme C3, the missing refined mass fluxes are approx-
imated using a constant extrapolation at the new time level and a symmetric linear
























The term approximating the mixed derivative is only included if all interpolants are
available (gray velocities in figure 4.19). This has no effect on the order of accuracy
of the approximation. Note that here we only presented the case of a refinement
interface to the left of a coarse cell. For interfaces to the right of a coarse cell the


















Figure 4.19: Symmetric bi-linear interpolation for refined u velocities on an interface in the
“x=constant”-plane. For illustration purposes the grid has been stretched and
refinement is applied with ratios r = (?, 5, 5). The gray velocity variables are
used for the approximation of the mixed derivative term.
indices have to be modified to account for the different offset in x-direction. Excep-
tions due to the presence of any free-surface and object boundaries will be discussed
in chapter 5.
4.5Interface discretization of convection and diffusion
Higher-order approximations of missing velocities, for example by means of cubic in-
terpolation as used in section 4.4, is not suitable for implementation in ComFLOW be-
cause of the large interpolation stencils that are required. For example near objects,
free-surface interfaces as well as more complicated grid refinement configurations,
the stencils are usually incomplete requiring modifications or lower-order approxi-
mations. Because the divergence and gradient operator already introduce interface
errors of first-order magnitude, the demands for the convection and diffusion scheme
can also be somewhat relaxed. The interface discretization of convection and diffu-
sion should be at least first-order accurate and at the same time be built on a compact
stencil.
As before, near refinement interfaces the need for interpolating variables is introduced
by two types of refinement, being grid cell splitting (parallel to the refinement in-
terface) and grid stretching (perpendicular to the refinement interface). In order to
look at the interpolation in more detail, these two types of refinement are investigated
separately. In practice local refinement interfaces are both stretching and splitting in-
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terfaces at the same time.
Grid stretching interfaces can also be constructed on structured Cartesian grids with-
out local refinement grids. In the classical grid setup smooth stretching is applied
across multiple layers of cells to reach the desired grid resolution whereas on a locally
refined grid abrupt stretching is applied which can have different consequences for
the accuracy of the numerical scheme.
4.5.1 Conservation properties
The discretization of the convection and diffusion terms may have an effect on the
momentum and energy balance of the solution.
Momentum conservation
Momentum conservation can be ensured by using a conservative flux formulation. In
regular parts of the grid the implementation of such a formulation is straightforward
by uniquely defining the flux on each cell face. Along refinement interfaces this cri-
terion is also met with not too much effort, by setting the momentum fluxes through
coarse cell faces equal to the sum of the fluxes through the refined cell faces.
The interface treatment for convection and diffusion that is described below is not
momentum-conservative. However, making the interface treatment momentum-con-
servative is a relatively straightforward additional action that can be applied on top of
the treatment described here, by enforcing the flux summation property just described
above. From a software-engineering point of view, this is a somewhat more invasive
procedure since the existing code, though being momentum-conservative, was not ex-
plicitly written in terms of fluxes. Implementing a momentum-conservative treatment
is therefore left as an optional extension for the future. We remark that the interface
treatment for the pressure gradient as given by scheme C3 is already momentum-
conservative.
Energy conservation
Making the interface treatment energy-conservative requires the adjointness and skew-
symmetry conditions to be also satisfied at refinement interfaces. In sections 4.3
and 4.4 it was seen that satisfying the adjointness condition for the divergence and
gradient operator either leads to unsatisfactory accuracy or too large discretization
stencils which complicate the discretization near boundaries and subgrid corners.
Without satisfying the adjointness condition there is no immediate advantage in ob-
taining a skew-symmetric interface discretization for convection.
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4.5.2Grid stretching interfaces
Stretched Cartesian grids can be described by means of a mapping x(ξ) from com-
putational coordinates (ξ, η, ζ) to physical coordinates (x, y, z) as described in sec-
tion 2.1. The corresponding grid coordinates in physical space are then defined by




. In the present work we only consider simple Cartesian grid stretch-
ing, which implies that all off-diagonals of the Jacobian of x(ξ) are equal to zero. The
coordinate transformation can therefore be considered separately for each coordinate
direction. For the sake of discussion, we now only consider the coordinate transfor-
mation in x direction.


























































(b) Abrupt grid stretching by a factor of 2
Figure 4.20: Examples of two grid stretching functions x(ξ)
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which is illustrated in figure 4.20b for δξ = 115 . Let ξI = ξ 12 correspond with a given
point (grid line) xI = x 1
2
on the grid in physical space. Around this point the grid
spacings then satisfy



















Hence the amount of stretching is given by




+O (δξ3) . (4.34)










+O (δξ2) , (4.35a)












+O (δξ2) , (4.35b)
hence it is the second derivative of the coordinate transformation that primarily de-
termines the amount of stretching.
In the case of an abrupt change of the grid resolution, the grid spacing ∂x/∂ξ is dis-
continuous around xI = x(ξI) in a similar way as the Heaviside function. The second
derivative ∂2x/∂ξ2 has similar properties as the Dirac delta function so is unbounded
at the interface. This makes analysis as in the smooth case impossible. For analysis
purposes we consider an abrupt change of grid spacing as an interface between two
different coordinate transformation functions in the following manner:
x(ξ) =
{
x−(ξ), ξ ≤ ξI
x+(ξ), ξ > ξI
The coordinate transformation functions satisfy x+(ξI) = x−(ξI) and are both differ-
entiable around ξI . At the interface ξ = ξI the amount of stretching is then given
by









+ . . . ,
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which for convenience is rewritten as
δxI+ 12 − δxI− 12 = δξ (1− r)
∂x+
∂ξ
+ . . . , (4.36)




















+ . . . (4.37b)
If ∂x+/∂ξ = ∂x−/∂ξ and ∂2x+/∂ξ2 = ∂2x−/∂ξ2 the case of smooth grid stretching is
obtained again.
4.5.2.aGrid stretching: Diffusion
Because diffusion involves second-order derivatives of the flow velocities, the dis-
cretization is based on a second-order divided difference correspondingly. Following
the discussion in section 4.2.4, this makes it more demanding regarding the accu-
racy of interpolation near the interfaces. The convection scheme, which only involves
first-order divided differences, is less demanding and therefore treated later on.









δxI− 12 + δxI+ 12
)
δxI− 12 δxI+ 12
. (4.38)
This discretization scheme explicitly accounts for the change of grid spacing. By sub-
stituting a truncated Taylor-series expansion around x = xI for the discrete variable




δxI+ 12 − δxI− 12
) ∂3φ
∂x3
+ . . . ,








+ . . . ,
for smooth stretching. This shows that the numerical scheme is second-order accurate









+ . . . . (4.39)
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This shows that the discretization near an interface of abrupt grid refinement locally
results in a local truncation error of first-order magnitude.
In the above example the discretization scheme explicitly contains the grid spacing
from the other side of the interface. It can be convenient to use a guard layer approach
in which a regular discretization scheme is used that assumes a uniform grid and in
which a virtual variable is introduced. The diffusion scheme on the right side of the
interface is then given by (see figure 4.21b)
φI+1 − 2φI + φ̂I−1(
δxI+ 12
)2 . (4.40)
Here the grid to the right of the interface is virtually extended on the left side of the
interface and a virtual discrete variable φ̂I−1 is introduced at the location x = −δxI+ 12
which has to be approximated by means of interpolation. The virtual variable can for

















Here we only consider r ≥ 1, because otherwise these approximations would be based
on extrapolation. For the case r < 1 a similar procedure is applied with a virtual
variable on the other side of the interface. Note that all of the variables that are
required for interpolations (4.41a) and (4.41b) already form part of the discretization
stencil, so no additional variables are introduced.
Substituting these approximations in (4.40), the discretization scheme becomes





when using the linear approximation and






when using the quadratic approximation. It can be shown that the corresponding












+ . . . , (4.43a)
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φI−1 φI φI+1
I I I
δxI− 12 δxI+ 12
(a) explicitly account for stretching
φI−1 φ̂I−1 φI φI+1
I IB I I
δxI− 12 δxI+ 12
(b) guard layer approach
Figure 4.21: Illustration of a stretching interface for the discretization of ∂2φ/∂x2 (diffusion)







+ . . . . (4.43b)
This shows that the linear interpolation scheme for the typical case of r = 2 results
in an overprediction of the diffusion by 50%, independent of the grid resolution as is
seen from (4.43a). Since extra diffusion is added, the inconsistency of the numerical
scheme based on linear interpolation will not negatively affect the stability of the
method. Nevertheless, it can negatively influence the accuracy of simulation results,
especially in strongly viscous flows (not the primary application area of ComFLOW).
The quadratic interpolation scheme results in a smaller local truncation error (4.43b)
that reduces at a first-order rate upon increasing the grid resolution. Not surprisingly,
the local truncation error (4.43b) is the same as (4.39), the one obtained with the
discretization that explicitly takes into account the grid spacings on both sides of
the interface. (On a three-point stencil there exists only one quadratic interpolating
polynomial.)
The above two examples demonstrate that there exist two, essentially equivalent,
methods of obtaining a consistent (first-order accurate) discretization of diffusion at
stretching interfaces. Either a discretization scheme like (4.38) has to be used that
explicitly accounts for the change in grid spacing, or a guard-layer approach has to be
followed with quadratic (or higher-order) interpolation like (4.40) with approxima-
tion (4.41b). In the current work we choose to explicitly account for the change of
grid spacing as in scheme (4.38). In this manner flux faces of neighbouring cells coin-
cide, which is conform the conservative flux formulation of the finite volume method.
4.5.2.bGrid stretching: Non-mixed convection
The discretization of the non-mixed convection terms such as ∂(uu)/∂x at stretching
interfaces can be treated in a very similar manner as that of diffusion. In the following
φ = u (e.g.). In regular parts of the grid the symmetry-preserving discretization is
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− φ¯I− 12 φ¯I− 12
δxI− 12 + δxI+ 12
(4.44)
with φ¯I− 12 :=
1
2 (φI−1 + φI) and φ¯I+ 12 :=
1
2 (φI + φI+1). The local truncation error for












+ . . .
This shows that the scheme is second-order accurate on uniform grids. For smoothly
stretched grids one could say that (1 − r)δxI+ 12 ≈ δξ2∂2x/∂ξ2, hence the scheme
would still be second-order accurate. However, if abrupt grid stretching is applied
with a ratio r that does not go to 1 upon grid refinement, the local truncation error
becomes of first-order magnitude.
By using a guard layer approach with quadratic interpolation the scheme can be made
second-order accurate also upon abrupt grid stretching. The scheme is then given by




− φ¯I− 12 φ¯I− 12
δxI+ 12
, (4.45)
with φ¯I− 12 :=
1
2 (φ̂I−1 + φI) and φ¯I+ 12 :=
1
2 (φI + φI+1). The virtual variable φ̂I−1
is approximated with linear or quadratic interpolation as given by equations (4.41a,
4.41b). Plugging the approximation φ̂I−1 in the numerical scheme yields the follow-






δxI+ 12 + . . .















+ . . .
when using quadratic interpolation. Only by using quadratic interpolation the scheme
becomes second-order accurate again.
A disadvantage of using a guard layer approach is that the flux faces of neighbouring
cells do no longer coincide (in figure 4.21b the left flux face does not coincide with
that of the neighbouring cell whereas in figure 4.21a it does). This means that the dis-
cretization does no longer conserve momentum. On the other hand, if the stretching
is incorporated directly in the discretization scheme, the flux faces of neighbouring
cells do coincide, which is consistent with the finite-volume approach that is followed
in the rest of this work. This facilitates the design of a momentum-conservative inter-
face treatment, whereas interpolation in the direction perpendicular to the interface
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would unnecessarily complicate this. Therefore, the change in grid spacings due to
stretching is directly incorporated in the discretization schemes in the same way as
done for stretching on regular Cartesian grids.
4.5.2.cGrid stretching: Mixed convection across an interface
Now let us consider the discretization of “mixed” convection terms such as ∂(uv)/∂x,
∂(uw)/∂x (etc.). We assume that only smooth stretching is applied to the right of the
interface, hence









The refinement interface is located at xI = x+ 12 and there the stretching is possibly
non-smooth. The convection term is discretized at location x = xI + 12δxI+ 12 corre-
sponding with index I + 12 (illustrated in figure 4.22). Taking either φ = v or φ = w,
the discretization scheme is given by
φ¯I+1ûI+1 − φ¯I ûI
δxI+ 12
, (4.47)




(φ̂I− 12 + φI+ 12 ), φ¯I+1 =
1
2




Because of grid staggering, the horizontal transport velocities are actually obtained
by averaging in the vertical direction, i.e. û∗ = 12
(
u∗,+ 12 + u∗,− 12
)
. However, the
interpolation error in vertical direction does not show up in the leading terms of the
local truncation error of the resulting scheme and is therefore ignored here. Note that
the leftmost variable φ̂I− 12 is located on the other side of the stretching interface and
is therefore approximated.
As a starting point let us use constant approximation
φ̂I− 12 = φI− 12 . (4.48)
Combined with constant approximation, the central discretization scheme (4.47) re-



























δxI+ 12 . . . ,
of which the leading terms vanish on uniform grids, making the scheme second-order
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φI− 12 φ̂I− 12 φI+ 12 φI+ 32










Figure 4.22: Illustration of the discretization of mixed convection terms across a stretching
interface. This example concerns the mixed term ∂(uv)/∂x as found in the mo-
mentum equation for v (N). The horizontal transport velocities () are obtained
by averaging the surrounding u velocities (I).
accurate. On smoothly stretched grids it follows from (4.35a) and (4.35b) that
rI − 1
rI+1
= O (δξ) ,












+ . . . .
This shows that the local truncation error is also second-order in magnitude on smoothly
stretched grids. However, on abruptly stretched grids this is no longer valid.
This problem can be solved by replacing φ̂I−1 with a linear interpolation towards the
location x = xI − 12δxI+ 12 (1 + rI+1). After some analysis it follows that the leading













From (4.46) it follows that rI+1+ 1rI+1 = 2+O (δξ)which means that the leading term
of the local truncation error is first-order in magnitude or smaller hence the numerical
scheme is at least first-order accurate again.
In the coarse cell on the left side of the interface a similar interpolation is used for
obtaining φ¯I ûI .
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4.5.2.dGrid stretching: Mixed convection along an interface
The last situation that has to considered concerns the mixed convection term along





− φ¯I,j− 12 v̂j− 12
δy
. (4.49)
For the discretization of this convection term transport velocities have to be approx-
imated on the interface (denoted by  in figure 4.23). If simple averaging is used,
the approximation of the transport velocity becomes first-order accurate, i.e. v̂I,j± 12 ≈
v(x)+ (δxI+ 12 − δxI− 12 )∂v/∂x. After substitution in discretization scheme (4.49), this











This shows that there is no direct need of improving the averaging scheme.
4.5.3Continuation of stretching across refinement levels
If local refinement is applied on a stretched grid the coordinates of the subgrids should
also be properly stretched. In practice the grid transformation function is not avail-
able, so the grid stretching factor has to be reconstructed from the grid coordinates
of the parent grid. The stretching factor on the refined grid is calculated in a sym-










δxI− 12 δxI+ 12
Figure 4.23: Illustration of the discretization of mixed convection terms along a stretching in-
terface. This example concerns the mixed term ∂(vu)/∂y as found in the mo-
mentum equation for u (I). The vertical transport velocities () are obtained by
averaging the surrounding v velocities (N).
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where the stretching factor on the parent grid has been determined in a symmetric





with m = i − bi/ric indicating the offset of the refined cell. The procedure is similar
for the other two coordinate directions.
4.5.4 Grid splitting interfaces
Let us consider a refinement interface in the “x=constant”-plane with refinement ratio
r = (1, 2, 1) (as illustrated in figure 4.24). For ease of presentation it is assumed
that δx and δy are uniform across each refinement level. Extending the interpolation
procedures to stretched grids is straightforward.
In the case of grid cell splitting it is no longer trivial to explicitly adjust the discretiza-
tion scheme. For this reason, in the splitting directions, a guard cell approach is fol-
lowed in which missing variables are approximated by interpolation and subsequently
used in the regular discretization scheme.
The regular central-difference scheme for diffusion is given by (see also figure 4.24)
φI+ 32 − 2φI+ 12 + φ̂I− 12
δx2
. (4.51)
Near interfaces, interpolation in the tangential direction has to be used to approximate
the missing variable φ̂I− 12 ,0. A first approach is to use linear interpolation




φI− 12 ,+1 + φI− 12 ,−1
)
= φI− 12 ,0 + I− 12 ,0,








+O (δy3) . (4.52)











which implies that the scheme is formally inconsistent. This quantity only depends
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on the cell ratios and does not become smaller upon grid refinement. If the refined
grid cells are uniform, this comes down to a 25% increase of diffusion, independent
of the grid resolution. As before, this discretization error will enhance stability of the
method, but it deteriorates accuracy.
One way to remove this inconsistency is to use quadratic interpolation for the missing
variable. To do so, a quadratic correction is added to the linear interpolation that
approximates −I− 12 ,0 ≈ −
1
4δy
2∂2φ/∂y2. Effectively the quadratic correction term
introduces some anti-diffusion to compensate for the artificial diffusion that is intro-




(x, y) = δy2
∂2φ
∂y2
(x+ δx, y + δy) +O (δ3) ,
the second derivative can be approximated around any point in the direct vicinity of
xI− 12 ,0, for example along lines 1 and 2 in figure 4.24, (as long as the approximation
of ∂2φ/∂y2 itself is at least O (δ) accurate). This gives some freedom to reduce the
overall discretization stencil as well as to change the interpolation stencil in case not
all interpolants are available such as near free-surface boundaries (etc.).
The most generic approach that does not need to take into account the refinement
configuration is to calculate the quadratic correction directly along the refinement
interface (line 1 in figure 4.24). The interpolation stencil is chosen in a symmetric
manner. In case of missing interpolants it can be tried to shift the stencil one step in
vertical direction. If no appropriate interpolation stencil can be found, no quadratic
correction is calculated and the scheme switches back to linear interpolation.
Since the variables φI+ 12 ,+1, φI+ 12 ,0 and φI+ 12 ,−1 are already required for the approx-
imation of diffusion in the y-direction, this does not increase the overall size of the
discretization stencil. The idea of using a higher-order correction at a shifted location
is also used by other authors, see e.g. [54, 66].
However, in the present work it was decided to follow a generic interpolation ap-
proach (along line 1 in figure 4.24) that does not depend on the discretization scheme
or the refinement configuration.
The quadratic approximation becomes









φI− 12 ,+3 − φI− 12 ,+1 − φI− 12 ,−1 + φI− 12 ,−3
)
= φI− 12 ,0 + I− 12 ,0,






Substitution of (4.53) in (4.51) shows that the local truncation error becomes of first-
order magnitude when using quadratic interpolation.
On three-dimensional grids, standard bi-linear interpolation is used with a quadratic
correction term in both directions. In a number of situations the coordinates of the





















Figure 4.24: Illustration of the incomplete discretization stencil for ∂2φ/∂x2 due to grid cell
splitting. In this example φ = v. The missing velocity is indicated by NM; the
interpolants are indicated by N.
missing coarse (refined) variable coincide with that of the refined (coarse) variables
on the other side of the interface and the interpolation effectively becomes one-
dimensional.
If the missing variable is located exactly between two interpolants, the quadratic cor-
rection is based on a symmetric four-point stencil (see e.g. figure 4.25b). In all other
cases the closest three-point stencil is used. In this manner no artificial asymme-
try is introduced (apart from that introduced in the form of numerical rounding er-
rors). In the vicinity of subgrid corners, geometry, free-surface and domain boundaries
there might not be enough variables available to discretize both of these second-order
derivatives. In those cases the method switches back to linear interpolation.
Although the local truncation error of the convection scheme is already first-order ac-
curate when using linear interpolation of missing variables (hence at least first-order
accuracy is guaranteed), wherever a quadratic interpolation is required for the dis-
cretization of the diffusion it is also used in the convection scheme. This removes part
of the first-order contributions to the local truncation error and is likely to increase
the accuracy of the discretization.
All possibly missing velocities for the discretization of convection at splitting interfaces
were already discussed in the treatment of the diffusion scheme, so no new cases have
to be considered.


























(c) Missing refined velocities tangential to the interface (e.g. Left: v, Right: w)
Figure 4.25: Overview of the interpolation stencils for missing velocities (indicated by IB, NM or
NM) in the discretization scheme of ∂2φ/∂x2 in the momentum conservation cells
indicated by the shaded regions. The interpolation stencils are similar for other
interface orientations.
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4.6 Conclusions
The discussion in section 4.2 has shown that analysis of the actual order of accuracy of
a local refinement method is complicated. In reality the resulting scheme may be more
accurate than the local truncation error analysis suggests (supra-convergence). In
the design process we have used local truncation error analysis to ensure a minimum
(first) order of accuracy of the interface discretization. In the same section an example
was given to illustrate the non-triviality of obtaining a higher-order and conservative
interface discretization. Little effort was therefore put in obtaining a second-order
local truncation error, also in view of the possible supra-convergent property.
In this chapter we have proposed several interface discretization schemes for the di-
vergence and gradient operator. A comparison was made for typical flow simulations,
after which one method was selected for implementation in ComFLOW. All exam-
ples with the selected discretization scheme (scheme C2) demonstrated second-order
global convergence rate. In several cases also super-linear convergence was observed
in the local error norm. In the numerical examples of section 4.4 it is difficult to point
out regions that require more refinement than other. In practical simulations this is
easier and this allows to place refinement interfaces in smooth areas of the flow. This
is expected to enhance the convergence behaviour since the interface errors will be
much smaller in smooth areas of the flow.
An important objective is to reduce the interpolation stencil as much as possible, there-
with reducing the number of exceptions near grid corners as well as any free-surface
and object boundaries (these special cases will be discussed in chapter 5). Near re-
finement interfaces the refinement in the stretching direction, i.e. perpendicular to
the interface, is directly incorporated in the discretization scheme, without the use of
interpolation of virtual variables in a guard layer. This is similar to the treatment on
regular stretched grids and therefore has no negative effects on the stencil size. For
local refinement in the splitting direction(s), i.e. parallel to the interface, (bi)linear
interpolation is used to approximate missing variables. Altogether, the discretization
described in this chapter only employs one- or two-dimensional interpolation for miss-
ing variables (due to cell splitting), which requires a modest interpolation stencil. The
third direction (due to cell stretching) is incorporated in the discretization scheme it-
self, therewith avoiding the need for three-dimensional interpolation.
Approximation of missing velocities outside the refinement regions is only necessary
if they are located inside the fluid. In all other cases discretization of the boundary




In this chapter we discuss the modifications that are necessary around refinement inter-
faces that are located in the vicinity of cut cells, free-surface and/or domain boundaries.
Section 5.1 discusses the modifications required for the interpolation of mass fluxes, pres-
sures and velocities. Section 5.2 presents a modified scheme for the reconstruction and
advection of the free surface. Section 5.3 treats the approximation of pressure and veloc-
ity boundary conditions at the free surface.
5.1Modified interpolation near boundaries
5.1.1Interpolation of mass fluxes
Near solid boundaries the interpolation of missing mass fluxes has to be adjusted. As
an example let us consider again a refinement interface in the yz-plane. In line with
the regular case, the interpolation is based on constant extrapolation of un+1h with a
linear correction based on the auxiliary variable un˜+1h as described in section 4.4.8.
The general interpolation is illustrated again in figure 5.1a. If any of the interpolants
is missing, the slopes δyun˜+1 and δzun˜+1 in the linear correction are based on one-
sided difference stencils. This typically occurs near any boundary of the fluid domain,
see e.g. figure 5.1b in which the solid walls could be domain or surface boundaries.
In some extreme cases such as a free-surface boundary close to an object boundary,
where no interpolants are available, no linear correction is applied at all.
If the refined cell face itself is also cut by the geometry, as seen in figure 5.1c, the
linear correction does no longer satisfy condition (4.26), i.e. it does no longer sum up
to zero across the coarse cell face. It is far from trivial to find an appropriate interpo-
lation across the refined cell face that is both linearly accurate and mass conservative.
For now, in cut-cells, constant extrapolation is used and the linear correction term is
omitted. Finding an improved interpolation is left for future research.




































Legend: NMmissing velocities / N, Navailable velocities / geometry.
Figure 5.1: Some cut-cell configurations that can occur along a refinement interface. If a suffi-
cient number of interpolants is available and the cell face is not cut by the geometry,
a linear correction is applied. If all interpolants in the outer corners of the 3 × 3
stencil are also available, a correction for the mixed derivative is applied using the
gray velocity variables ( N). If the central cell is cut by the geometry, no linear
interpolation is applied.
5.1.2 Interpolation of pressures
Normally the approximation of missing coarse pressure variables is based on a weighted






δym;`+1δzn;`+1piri−1,m,n;`+1 = pi−1,j,k;` + ,
(5.1a)
where  is the interpolation error. If all refined pressure variables are available (i.e.
if none of the corresponding cells is fully closed or empty), this weighted average is
second-order accurate. Substitution of this second-order accurate approximation in
the numerical scheme for the pressure derivative across the interface results in a first-
order discretization error as discussed in section 4.3.5. Because a volume integral
approach is applied to calculating the pressure gradient (see the discussion in sec-
tion 3.4), the interpolated pressure should correspond with the pressure in the center
of the coarse cell. If any of the pressure variables is not available, the weighted aver-
age typically reduces to first-order accuracy. Substitution of this first-order accurate
approximation in the numerical scheme for the pressure derivative across the inter-
face, results in a discretization error of zeroth order. Hence, the numerical scheme is
no longer formally consistent.
The negative effect of this inconsistency is most clearly visible in the case of still wa-
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ter above a sloped bottom, a situation in which the pressure is purely hydrostatic.
Inaccurate interpolation of the missing pressure results in spurious flow along the
bottom. In other words: the interface treatment near cut cells is not gravity con-
sistent, i.e. it cannot exactly reproduce the (gravity-induced) hydrostatic pressure.
Gravity-consistency also plays an important role in the interpolation (averaging or re-
construction) of physical quantities near the free surface (see section 5.3.1 on fluid
reconstruction; see [152] on density averaging in two-phase flow).
One option to solve for this inconsistency is to find a linear approximation of the
missing interpolant. However, this would significantly increase the complexity of the
overall discretization stencil (which ends up in the Poisson matrix). Moreover, the
interpolation could be obtained from different directions and there is no clear pref-
erence. Therefore a different approach is followed. Because the problem exposes
itself primarily in the hydrostatic component of the pressure and far less in the non-
hydrostatic component, a hydrostatic correction is applied. Finding an overall solution





Legend: •◦ missing pressure / • available pressure / geometry.
Figure 5.2: Example of hydrostatic correction for the interpolation of pressures on a refined
cell face with missing interpolant(s), e.g. in cut cells or at the free surface).
quite easily by excluding the hydrostatic pressure component from the interpolation.
This is achieved by subtracting the hydrostatic difference of the interpolants with re-
spect to the location of the missing pressure variable, i.e. the hydrostatic pressure








with δgm,n;`+1 = gy(ym;`+1 − yj;`) + gz(zn;`+1 − zk;`). (5.1b)
The hydrostatic correction as described above is also used in any other (exceptional)
situation resulting in an incomplete interpolation stencil, for example at the free sur-
face. The correction method was validated and verified by simulating still water in
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non-grid-aligned geometry and with various orientations of gravity. In all cases the
interpolation at refinement interfaces was exact.










(b) Missing refined velocity
Legend: NMmissing velocity / N, Navailable velocity / geometry.
Figure 5.3: Bi-linear interpolation of missing velocities that are required for the discretization
of convection and diffusion near cut cells. Interpolants inside solid objects (colored
gray) are set equal to the velocity of the object.
The interpolation of mass fluxes (velocities) in continuity (F) cells at refinement in-
terfaces is performed as described in sections 4.4.8 and 5.1. For all other missing
velocity variables a (bi)linear–(bi)quadratic interpolation scheme is employed where
possible, as described in section 4.5. This includes F-S and S-S velocities at refinement
interfaces as well as missing velocities that are used by the convection and diffusion
scheme. The present section discusses the special treatment near object and free sur-
face boundaries.
Near solid objects a part of the interpolants is located outside the fluid. In figures 5.3a
and 5.3b two situations are shown in which the interpolation stencil is incomplete
due to the presence of solid object boundaries. For now, missing interpolants are set
to the velocity of the (moving) object. This could be interpreted as the discretization
of a no-slip boundary condition. Note, however, that it is not applied at the correct
location, but at an O (δ) shift in space with respect to the actual location of the no-
slip boundary. Therefore, it can be interesting to adjust the (bi-)linear interpolation
scheme to account for the exact location of the velocities in cut cells as well as to
account for missing interpolants. Other options that are not investigated further here
are (i) the application of triangular interpolation and (ii) some form of least-squares
approximation. For now these are left as options for future improvement (if required).
Near free-surface boundaries obtaining an interpolation-extrapolation scheme with
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linear accuracy is far from trivial. Firstly because of the large number of possible
fluid configurations that has to be accounted for in the interpolation stencil. Secondly
because linear extrapolation tends to make the numerical method less stable. For
these reasons it is not attempted to obtain linear accuracy at the free surface. Instead,
if one or more of the variables on the interpolation stencil are located outside the
fluid, their value is approximated by taking the average of the remaining interpolants
that are available. This ensures that at least uniform flow is captured correctly. For
example: for a freely falling water droplet of any shape the velocity then satisfies
u = gt everywhere, without the generation of spurious velocities. This
5.2Fluid displacement
The fluid description and displacement is based on the Volume-of-Fluid (VOF) method.
The liquid configuration is described by means of liquid filling ratios fS . A cell (i; `) is


















fSu·ndS = 0. (5.2)
At the discrete level, a finite-volume method is employed (for the continuity cells Ωph).








fSu·ndS = 0. (5.3)
For the calculation of the fluxes through the cell faces an accurate approximation of
the values fSu is required. The velocity on the cell face is approximated at the new
time level tn+1. The free-surface interface is reconstructed in an explicit fashion by
using the surrounding filling ratios at the old time level fS(tn). After this reconstruc-
tion, flux regions are calculated in a Lagrangian fashion, typically of the size δtu·n
as illustrated in figure 5.4. The time-averaged filling ratio fS at the flux faces is then
approximated by calculating the total fill ratio inside the flux region.
In the literature a large number of variations exist on the just described approach.
To start with, different time discretizations can be used for the velocity u·n through
the cell faces. Secondly, higher-order multi-step advection schemes could be used,
some of which are also implemented in ComFLOW [55]. Yet other methods employ
one-step advection schemes in which higher-order (multi-directional) flux regions are
used. An overview of the most widely used methods can be found in [117, 126] and
the references therein.
More details can be found in [85] and recent developments are discussed in [55].
In ComFLOW either a first-order accurate reconstruction method is used, based on a




Figure 5.4: Fluxing region as typically used in multi-step advection routines.
piecewise constant description of the free surface (SLIC), or a second-order accurate
method, based on a piecewise linear description (PLIC) of the free surface. The ad-
vection equation (5.3) is discretized by a first-order accurate advection scheme [85]
and more recently second-order accurate advection schemes have been implemented
[55].
5.2.1 Interface reconstruction
For the description of the free-surface interface a surface normal and plane constant
have to be calculated. Before calculating the actual surface normal, the principal
fluid orientation d is determined, being any of (±1, 0, 0), (0,±1, 0) or (0, 0,±1). The
principal fluid orientation is determined on the basis of a 3 × 3(×3) stencil. The vol-
ume fractions are added up column-wise to obtain the fluid heights for each column.
The direction in which the difference between the “left” and “right” column height
is smallest corresponds to the principal fluid orientation. For example, in figure 5.5a
the column-wise differences are larger than the row-wise differences, resulting in a










i− 1 i i+ 1
(a) Filling ratios
i− 1 i i+ 1
h
(b) SLIC reconstruction
i− 1 i i+ 1
h
(c) PLIC reconstruction
Figure 5.5: A two-dimensional example of interface reconstruction
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For presentational purposes we now assume that the fluid around a given grid cell
(i; `) can be described by F = h(x, y) − z = α where h(x, y) is a single-valued local
height function measuring the water level parallel to the z-axis. The discretization is
similar for other principal fluid orientations. In the SLIC-based approach the interface
normal is simply approximated by the principal fluid direction d. This results in a
reconstruction as illustrated in figure 5.5b. In the PLIC-based approach the interface




xi+1;` − xi−1;` ,
hi,j−1 − hi,j+1











This results in a reconstruction as illustrated in figure 5.5c. The reconstructed linear
interface around cell (i; `) is then given by the implicit description
nζi;` · x = αi;`, (5.4b)
where αi;` is the plane constant, which is determined by αi;` = n
ζ
i;` ·xi;` (or in words:
the plane constant of the reconstructed interface is determined by the local height
function value in the middle column).
The local height function approach for calculating the interface normal is formally
second-order accurate since the approximations of ∂h/∂x and ∂h/∂y are based on a
central discretization scheme. This can also be seen by considering the reconstruction
of a linear interface, for which the central-difference approximation yields the exact
surface normal. Only if the surface interface makes a “corner cut” with the 3 × 3
stencil, the approximation becomes lower-order accurate. Several methods employ
an extended stencil in the direction of the principal fluid orientation to reduce the
occurrence of this problem (for example 3×7 in [101]). Another example of a second-
order accurate reconstruction method found in the literature is the (E)LVIRA method
(see [117] and the references therein). Other methods may have some advantageous
properties, but most of them are not truly second-order accurate (a full discussion can
be found in a concurrent study within the ComFLOW project [55]).
5.2.2VOF on locally refined grids
For convenience let us extend the labeling system as described in section 3.3. An
empty (E) cell that is not neighbouring any surface (S) cell is labeled as E∗ cell.
Likewise a fluid (F) cell for which all neighbouring cells are fully submerged (i.e.
locally fS = fB) is labeled as F ∗ cell (see also figure 3.2a). In both of these cell
categories, E∗ and F ∗, the discretization of the Volume-of-Fluid equation is trivially
applied by setting fS ≡ 0 and fS ≡ fB respectively. For these cells, no special
modifications are required near refinement interfaces. However, in F, S and E cells
near the free surface the discretization of the Volume-of-Fluid equations is non-trivial.
Special attention has to be paid to the treatment near refinement interfaces.
The Navier–Stokes equations are discretized on a locally refined grid which implies
that a velocity field is obtained on this locally refined grid. There exist several ap-
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proaches to the treatment of the VOF equations on locally refined grids (say ΩNS):
• Only allow for refinement interfaces near E∗,F ∗ and B cells, in other words:
any partially filled cell is located in regular parts of the grid. In this manner the
existing “standard” VOF displacement algorithm can still be used. This require-
ment can be met by manual design of the grid (if the global solution behaviour is
known a priori) or by applying an adaptive refinement criterion that maintains
uniform resolution along the free surface during the simulation. This approach
was initially followed in this study (without adaptivity) to allow for simulations
of free-surface flow in which the free surface only covers a small part of the
domain. For strongly varying flow (e.g. sloshing liquid) this approach is ob-
viously not very efficient, unless grid adaptivity is included (which is left for
future research).
• Apply the VOF equations on a globally refined grid (say ΩVOF). An advantage
of this approach is that “standard” VOF methods can be used. A disadvantage
is that the locally refined velocity field obtained from the discretized Navier–
Stokes equations on ΩNS has to be projected onto the VOF-grid ΩVOF. For mass
conservation this requires the interpolated velocity field to be divergence-free.
Obtaining a divergence-free reconstruction quickly results in complicated inter-
polation and optimization procedures, see e.g. [42] where this idea is used
to obtain a detailed free-surface description for surface tension calculations. It
is not clear how the accuracy of the reconstructed velocity field is affected by
(i) the optimization procedure and (ii) missing interpolants in the presence of
various types of boundaries.
• Modify the VOF displacement algorithm to explicitly account for refinement in-
terfaces. This is the approach that is most commonly followed in the literature,
e.g. [101], and is also followed in this thesis. The velocity field is readily avail-
able since the grids ΩNS and ΩVOF are identical. On the other hand, special care
has to be taken in the reconstruction of the fluid configuration near refinement
interfaces.
In order to calculate the values of the liquid fluxes, information is needed about the
fluid configuration in the donor cell. A reconstruction of the surface interface is re-
quired to determine the total amount of fluid in the fluxing region (see figure 5.4).
If the donor cell is located at the same refinement level, the standard reconstruction
method is applied as described earlier in this section. The donor cell might be lo-
cated at a different refinement level in which case the liquid configuration has to be
reconstructed by means of some interpolation. Otherwise, a guard layer approach is
followed in which the regular VOF scheme is applied and missing volume fractions
are approximated by a special “geometric” interpolation approach that accounts for
the actual fluid configuration.
On the coarse grid an approximation has to be found for missing coarse volume frac-
tions and on the refined grid an approximation has to be found for the missing refined
volume fractions just outside the subgrid.
First the free-surface interface is reconstructed on the coarse grid level. Any missing
coarse volume fractions are obtained by taking a weighted average of the volume
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(b) Reconstruction in the guard layer
Figure 5.6: Reconstruction of missing volume fractions (hatched areas) on a 2-D grid.
fractions in the overlapping refined cells. This procedure is illustrated in figure 5.6a.
In a second step any missing refined volume fractions are approximated by making a
linear reconstruction in the underlying set of 3× 3(×3) coarse grid cells. This is done
using the reconstruction described earlier in this section. In the example shown in
figure 5.6b a linear local height function h(x) is obtained which is readily evaluated
at coordinates xi± 14 to obtain the local fluid height on the refined grid, more precisely:
hi± 14 ;`+1 := hi;` ±
1
8
(hi+1;` − hi−1;`) . (5.5)
Note that the interpolation is symmetric and therefore mass-conservative for each set
of refined cells. More importantly, the symmetry of the interpolation ensures that the
total contribution to the hydrostatic pressure remains unchanged for each column of
water.
Once the local height function has been interpolated, the volume fractions can be set
accordingly. Modifications for other refinement ratios, non-uniform grids and the ex-
tension to bi-linear interpolation for three-dimensional simulations is straightforward.
For full and empty cells the reconstruction is trivial and no local height function inter-
polation is applied. Finally, the linear local height function approach is only applied if
sufficient information is available. For example, near solid objects one-sided interpo-
lation stencils are used.
5.2.3Fluid advection
After reconstruction of the missing volume fractions, the regular fluid advection scheme
can be used in all cells. Across refinement interfaces only refined volume fluxes are
calculated. In order to enforce mass conservation, the coarse volume fluxes are set
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equal to the sum of the underlying refined fluxes, as illustrated in figure 5.7.
Figure 5.7: Averaging of the volume-of-fluid fluxes across a refined cell face. The coarse flux
(dashed) is not directly calculated, but obtained by direct summation of the sur-
rounding refined fluxes.
If a PLIC-type of method is used, a correction algorithm is applied after the completion
of the time step in order to restore boundedness of the volume fractions (details can
be found in [55]). Apart from some technicalities, no significant changes have to be
made in order to apply the correction in the vicinity of refinement interfaces.
5.3 Surface boundary conditions
5.3.1 Pressure boundary condition
Let d be any permutation of (±1, 0, 0) indicating the principal fluid orientation in a cell
(i; `). The vector d points out of the fluid. For the discretization of the atmospheric
pressure boundary condition (pζ = p0) it is assumed that the fluid can locally be
described by a single-valued local height function h(x) in the direction d.
For illustration purposes take d = (0, 0, 1). This corresponds to the fluid orientation
that is most frequently encountered in practical applications. In the regular case (as
illustrated in figure 5.8a) the pressure pS in a surface cell (i; `) is obtained by means
of a linear approximation of the atmospheric pressure condition at the free surface.
Effectively this comes down to an extrapolation of pS using the pressure in the fluid
(pF ) and the pressure at the surface interface (pζ):
pS = pF + (xS − xF ) ·d pζ − pF
(xζ − xF ) ·d , (5.6)
with xζ = xF + d (h(xi;`)− xF ·d). This pressure boundary condition has also been
used in the Marker-and-Cell method [109]. Away from refinement boundaries we
simply get xS = xi;`, xF = xi−d;` and the pressures are given by pS = pi;` and
pF = pi−d;` correspondingly. The local water height is approximated by adding up
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volume fractions in a small column of 3 cells in the direction corresponding to the
principal fluid orientation.
The linear interpolation scheme (5.6) is second-order accurate, but the overall accu-
racy also depends on the accuracy of the interpolants: Firstly, the location of the free
surface is usually not known exactly, so let us write x̂ζ = xζ + ζ , where ζ indicates
the fluid reconstruction error. Secondly, near refinement interfaces also the fluid pres-
sure has to be approximated, so we write pF = p(xF ) + p, where p indicates the
pressure interpolation error. It is readily shown that
pS = p(xF ) + p + (xS − xF ) ·d pζ − p(xF )− p
(x̂ζ − ζ − xF ) ·d = p(xS) +O
(




In the regular case the pressure pF is readily available, so p = 0. The local fluid height
is based on an approximation in the center of the column of cells and is therefore





In the irregular case, the pressure variable pF is missing on the other side of the refine-
ment interface and is obtained by means of (bi)linear interpolation. The interpolation
stencils are illustrated in figures 5.8b and 5.8c for coarse and refined interface cells,
respectively. For all types of refinement interfaces this results in a second-order accu-




. The interpolation of the fluid pressure does
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(c) Refined interface cell
Legend: •◦ missing pressure / • available pressure / liquid / × location of the free surface.
Figure 5.8: Linear pressure boundary condition near a refinement interface. At the free surface
(indicated by ×) the pressure is equal to p0.
More attention is needed when reconstructing the fluid configuration in the guard
layers on either side of the refinement interface. In case of a coarse interface cell (fig-
ure 5.8b), the local fluid height is simply obtained by averaging the fluid height in the
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neighbouring refined cells. Following the notation of the two-dimensional example in





h− 14 ;`+1 + h 14 ;`+1
)
,
which is a second-order accurate approximation of the local fluid height at x = x0.
In case of a refined interface cell (figure 5.8c), a refined water height has to be re-
constructed. The constant and linear approximations of the local water level are
respectively given by








ĥ± 14 ;`+1 := h0;` ±
1
8





If the constant approximation (5.8a) is used for the fluid reconstruction, the pressures
resulting from the pressure boundary condition satisfy









These first-order error terms can introduce spurious flow at refinement interfaces. To
illustrate this, the discretization is applied to a small set of cells. (We neglect the
approximation error for the missing pressure variables pF .) The discretization of the
horizontal pressure derivative in the momentum cell indicated by I in figure 5.8c
satisfies












In the neighbouring momentum cells (i = ± 12) similar error terms are obtained, but
with opposite sign. This results in a fluctuating over- and under estimation of the
pressure derivative which introduces spurious oscillatory flow.
Especially in demanding cases like wave simulations the interface treatment of the
boundary condition has been observed to be very sensitive to any error larger than
second-order magnitude that is introduced by the approximation of the local fluid
height at refinement interfaces. Several PLIC-type reconstruction methods have been
tried in the guard layer of the refinement interface. Only a truly second-order accu-
rate reconstruction by means of linear interpolation of the local height function (cf.
example (5.8b) or section 5.2.1) did not introduce spurious flow components during
wave simulations and therefore was selected for final implementation.
If insufficient interpolants are available, the missing pressure pF is approximated by
constant extrapolation of the directly neighbouring coarse pressure. If no neighbour-
ing pressure is available, either the pressure boundary condition pS = p0 is applied
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(e.g. in water droplets), or a hydrostatic pressure distribution is assumed (e.g. near
objects).
5.3.2Velocity boundary conditions
The momentum equation is only discretized for velocities between (partially) filled
cells (cells with label F or S). At refinement interfaces missing F-S or F-F velocities
are obtained following the approach described in sections 4.4.8 and 5.1.3. All other
velocities have to be obtained by extrapolation or discretization of some boundary
condition. This section discusses the approximation of velocities located between
empty and/or surface cells, i.e. the S-E and E-E velocities.
Near free-surface boundaries the discretization of the VOF advection equation, as well
as that of the convection and diffusion terms, require velocity variables that are lo-
cated outside the fluid domain. Due to the fact that the free surface is typically not
aligned with the grid, but also because of numerical stability and because of grid stag-
gering, it is far from trivial to obtain an accurate discretization of physical boundary
conditions such as a divergence-free or a no-stress condition. For this reason missing
velocities will be mostly obtained by means of extrapolation of the values inside the
fluid. In the literature several examples can be found, e.g. [43, 73]. By all means the
reduced accuracy should be compensated by
• using increased grid resolution at the free surface,
• placing refinement interfaces in smooth areas of the free surface.
5.3.2.aMass transport
In any non-empty cell, transport velocities have to be available in order to model mass
transport using the VOF method. One approach for calculating the missing velocities
is to explicitly apply the divergence-free criterion in the continuity cell. Note that the
divergence operator M is only applied in fluid (F) cells and not in surface (S) cells.
This approach is not very stable (see also the discussion in [85]) and there seems
no clear physical motivation, since this divergence-free condition only holds in the
submerged part of the grid cell and not at the locations where it is discretized, i.e. in
the center of the cell (see figures 5.9a and 5.9b). Therefore a different approach is
followed.
If a surface cell only contains one S-E velocity, this velocity is approximated by ex-
trapolation from the other side of the continuity cell as illustrated in figure 5.9a. The
motivation behind this choice is that this is the most likely location of the fluid (see
figure 5.9). If more than one velocity is missing, the principal fluid orientation is de-
termined using the approach described in section 5.2.1. First it is attempted to apply
constant or linear extrapolation along this direction. If this fails, the velocities on the
opposing cell faces (on the fluid side) are used.
In [127] it was observed that constant extrapolation of the vertical velocity at the free

















(b) Two or more missing velocities
Legend: IB, NM missing E-E or S-E velocity / I, N,N available velocity / N additional velocity for
linear extrapolation / fluid.
Figure 5.9: Missing velocities for mass transport at the free surface.
surface (i.e. ∂w/∂z = 0) leads to artificial damping in wave simulations. Therefore,
in particular for wave simulations, it is better to apply linear extrapolation.
5.3.2.b Convection and diffusion
For presentational purposes, only the discretization for u momentum cells is consid-
ered as illustrated in figure 5.10. Near the free surface the discretization of the mixed
convection term as well as diffusion requires the approximation of u velocities that are
located between two empty continuity cells, so called E-E velocities. Because these ve-
locities can be multi-valued (i.e. they might be needed in more than one momentum
cell near strongly curved surfaces or collapsing water fronts) and because they are
only used by convection and diffusion, an inline approximation is used and the veloci-
ties are not stored on the grid. By assuming a free surface that is (nearly) aligned with
the grid, the outside tangential velocities could be approximated by using a central
discretization of the tangential stress condition ∂v/∂x+∂u/∂y = 0. The discretization
of a similar condition for other surface orientations is far from trivial. Moreover, sat-
isfying the tangential stress condition is mostly relevant for low-Reynolds flow [109]
which is not the primary application of interest. Therefore a different approach is
followed. The E-E velocities are obtained by means of constant extrapolation from
the center of the momentum conservation cell in which they are used, cf. [43].
Other missing u velocities are approximated by linear extrapolation from the opposite
side of the momentum conservation cell. If only one interpolant is available (due to
the fluid configuration or refinement interfaces), constant extrapolation is used from
the center of the momentum conservation cell.
Note that for the approximation of missing u velocities no further modifications are
needed in the presence of refinement interfaces.








Legend: IB, NM missing E-E or S-E velocity / I, N,I available velocity / I additional velocity
for linear extrapolation / fluid.
Figure 5.10: Missing velocities for the discretization of u momentum near a free-surface inter-
face.
The missing sidewards velocities (v and w) are approximated in the same manner as
described in section 5.3.2.a.
Near refinement boundaries, the discretization of the velocity boundary conditions
sometimes requires interpolation of missing velocities at the interfaces. In the situa-
tions depicted in figures 5.11a and 5.11b the velocity boundary conditions are them-
selves located at the refinement interfaces. No velocities are required from the other
side of the interface since that is where the empty cells are located. In the situation de-
picted in figure 5.11c the required S-F/S velocity is already available since by design
the interface contains coarse velocity variables. Finally, in the situation depicted in
figure 5.11d, a missing F/S-S velocity has to be approximated for which the approach
is used as summarized in section 5.1.3.
5.4Domain boundaries
Let us consider a domain boundary in the σ1σ2-plane, with an inwards pointing nor-
mal n, e.g. σ1 = (0, 1, 0), σ2 = (0, 0, 1),n = (−1, 0, 0).
At domain boundaries refinement interfaces can only be placed perpendicularly to the
domain, i.e. in the nσ1 or nσ2 plane. For example, near a domain boundary in the
yz-plane, no local refinement in x-direction can occur (basic grid stretching in this
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(d) missing refined S-(F/S) velocity
Legend: IB missing S-E, S-S or F-S velocity / I available velocity / fluid.
Figure 5.11: Overview of the situations that can occur for the application of velocity boundary
condition in the vicinity of refinement interfaces.
direction is still possible though).
Because all refinement interfaces are perpendicular to the domain boundary, ba-
sic boundary conditions such as Dirichlet and Neumann conditions can be applied
straightforwardly, without the need of any interpolation. All boundary conditions in
ComFLOW are of this form, except the generating and absorbing boundary condition

















pb = gz +Rin. (5.9)
This equation has been copied verbatim from [151] in which a full explanation of the
various coefficients can be found. In the present work, the focus is on the approxima-
tion of the derivatives ∂2ub/∂z2 and ∂2pb/∂z2. These derivatives are approximated at
the boundaries, hence the subscript “b”.
Since this boundary condition contains a second-order derivative in the z-direction,
its stencil can cross a refinement interface as illustrated in figures 5.12a and 5.12b.
The missing variables ub and pb (indicated by  in figure 5.12) are obtained by means
of linear interpolation of the surrounding variables (indicated by  in figure 5.12).
When plugged in the central discretization of ∂2/∂z2, these linear approximations
result in a zero-th order truncation error, which suggests that the discretization is
inconsistent. It is unclear whether this has an effect on the absorbing properties of
the boundary condition (or even its stability). Numerical experiments will have to be









(b) GABC in a coarse interface cell
Figure 5.12: Illustration of the GABC stencil and the missing variables, indicated by , near
a refinement interface. The variables indicated by  are used for interpolation.
Note that the cross section coincides with the boundary plane (σ1 × σ2).
The variables pb are obtained by averaging of the pressures in the interior and exterior
of the domain. Since this averaging takes place in the direction of n, it is not affected
by the presence of the refinement interface.
5.5Conclusions
In this chapter we paid attention to all kinds of exceptions that can occur at the bound-
aries of the fluid domain. Obtaining linear interpolations for mass fluxes, pressure
and velocities near cut cells and the free-surface boundary is far from trivial. Near
grid-aligned geometry and near the free surface, mass fluxes and pressures can still
be approximated linearly. In all other cases constant extrapolation is applied, which
formally reduces the order of accuracy of the discretization. For the interpolation of
the pressure, the negative impact of using constant extrapolation of pressure values
is compensated for by means of a hydrostatic correction. Without this correction,
spurious velocities can occur.
Near cut-cells, but also near other types of boundaries, the interpolation of missing
velocities in the discretization of convection and diffusion is also based on some form
of constant extrapolation. Any velocities that are missing in the interpolation stencil
are replaced by an average of the neighbouring velocities. This ensures that uniform
velocity fields are still captured correctly. Improved interpolations will be investigated
during future research if applications show the need for it.
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At the free surface special care was taken to obtain a guard-layer reconstruction of the
pressure and the liquid distribution that is at least linearly accurate. In this manner
linear pressure gradients due to external forces, in particular gravity, are captured
correctly. It was shown in section 5.3.1 that the discretization of the atmospheric
pressure condition (which implicitly fixes the location of the free surface) and the
treatment of the fluid reconstruction are strongly interrelated.
Finally, we discussed the discretization of the velocity boundary conditions at the free
surface. Given the small amount of information and the arbitrary orientation of the
surface interface, it is complicated to obtain accurate approximations using physi-
cal conditions such as a divergence-free criterion or a no-stress condition. Stability
also puts a strong restriction on the accuracy that can be obtained. Therefore, the
approximation of missing velocities is largely based on constant or (limited) linear
extrapolations, just as in regular parts of the grid.
For all situations discussed in this chapter, it is difficult to obtain an equal order of
accuracy as in the interior of the domain. Therefore it is recommended to apply
increased resolution in these areas and to place refinement interfaces as much as
possible inside the liquid domain, away from any boundaries. In the future this will




In this chapter a range of numerical test cases is presented in order to verify and validate
the local grid refinement method and assess its performance and ultimately its applicabil-
ity in engineering practice. In section 6.1 the method is applied to a number of academic
test cases. Thereafter, in section 6.2, the method is submitted to more realistic test cases
derived from applications found in the offshore industry.
6.1Academic verification cases
For verification of the numerical method, several academic test cases have been con-
sidered, which are presented in this section. For most of these cases an analytical
formulation of the exact solution is available, which makes it relatively easy to assess
the order of convergence of the numerical method.
6.1.1Poiseuille flow
As a first verification study we consider an analytical solution of the Navier–Stokes
equations that describes the fully developed viscous flow through a circular pipe (as
illustrated in figure 6.1a). This particular solution of the Navier-Stokes equations,








pex ≡ p0 − 2ν
R2
s,
where the channel-aligned coordinates are given by r = (x − x0) · n1, s = (x −
x0)· s. The radius of the channel is given by R. The coordinate vectors n1 and s
are perpendicular to the wall and in parallel to the flow direction, respectively. The
maximum absolute flow velocity U is defined on the centerline of the channel. Finally,
x0 is defined to be some point on the centerline, where p = p0 (see again figure 6.1a).
From the perspective of the (n1, s) coordinate system, the Poiseuille flow is purely
















Figure 6.1: Overview of the Poiseuille flow test case. The dashed line in the right figure indi-
cates the local refinement region. The cross sections in other directions are similar.
governed by diffusion in the normal direction n1 and a constant pressure drop in
the streamwise direction s. Convection does not play any role, since ∂(u· s)/∂s = 0
and u·n1 = 0. For the special case of grid-aligned Poiseuille flow on a uniform
Cartesian grid, the second-order central discretization of convection and diffusion is
exact. If the solution is considered in a different coordinate system, i.e. when the
flow is oblique to the grid, the sum of the convection terms is still equal to zero, but
the individual convection terms are not. In this case the discretization of the (non-
linear) convection term results in small errors that show second-order convergence
behaviour on regular Cartesian grids if a second-order central discretization is applied.
To assess the performance of the local grid refinement method, a refinement region
has been placed in the cubic sub-domain [−0.15, 0.15]3, which reaches halfway up to
the boundaries. A refinement ratio of r = 2 is used. We use h to refer to the smallest
grid spacing on the computational grid and set the grid spacing equal in all coordinate
directions. For convergence analysis the case of oblique flow is considered by setting
θ = 0◦, φ = 33◦ in the 2-D case and θ = φ = 33◦ in the 3-D case. At the lower
boundaries the exact velocity profile is prescribed and along the upper boundaries the
exact pressure distribution is prescribed, as illustrated in figure 6.1b. Both the local
and global convergence behaviour are investigated by looking at the infinity norm and
the 2-norm of the error component.
2-D Poiseuille flow
First a two-dimensional flow is considered.The numerical results shown in table 6.1
show a second-order convergence behaviour for the approximation of the absolute
velocity and a super-linear convergence behaviour for the approximation of the pres-
sure.
In case of quadratic interpolation of the velocities for convection and diffusion, the
parts of the discretization scheme that introduce error terms of first-order magnitude
are (i) the divergence operator, (ii) the pressure gradient and (iii) the diffusion oper-
ator. The first-order error terms for the pressure gradient involve second-order spatial
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h ‖u‖2 order ‖u‖∞ order
7.50e-02 1.208e-03 - 3.253e-03 -
3.75e-02 2.092e-04 2.5 5.582e-04 2.5
1.87e-02 4.900e-05 2.1 1.405e-04 2.0
9.37e-03 1.216e-05 2.0 3.950e-05 1.8
6.25e-03 5.329e-06 2.0 1.828e-05 1.9
4.69e-03 2.961e-06 2.0 1.048e-05 1.9
3.75e-03 1.876e-06 2.1 6.755e-06 2.0
3.12e-03 1.291e-06 2.1 4.773e-06 1.9
2.34e-03 7.163e-07 2.1 2.694e-06 2.0
1.87e-03 4.542e-07 2.0 1.759e-06 1.9
1.56e-03 3.134e-07 2.0 1.245e-06 1.9
1.17e-03 1.755e-07 2.0 7.297e-07 1.9
‖p‖2 order ‖p‖∞ order
1.915e-03 - 4.291e-03 -
4.850e-04 2.0 1.193e-03 1.9
1.220e-04 2.0 3.350e-04 1.8
3.121e-05 2.0 9.838e-05 1.8
1.410e-05 2.0 4.979e-05 1.7
8.023e-06 2.0 3.147e-05 1.6
5.180e-06 2.0 2.240e-05 1.5
3.622e-06 2.0 1.706e-05 1.5
2.058e-06 2.0 1.122e-05 1.5
1.328e-06 2.0 8.175e-06 1.4
9.281e-07 2.0 6.353e-06 1.4
5.278e-07 2.0 4.316e-06 1.3
Table 6.1: Convergence behaviour for the simulation of 2-D Poiseuille flow (θ = 0◦, φ = 33◦)
on a locally refined grid. The grid spacing h is measured in the refined region of the
domain. The (absolute) error terms are defined as p = p − pex and u = u − uex.
The norms ‖.‖2, ‖.‖∞ are the standard infinity norm and the cell-weighted 2-norm.
derivatives of the pressure, which are zero for Poiseuille flow. The first-order error
terms for the diffusion operator involve third-order derivatives of the velocity field,
which again are zero for Poiseuille flow. The only first-order discretization error that
shows up is that of the divergence operator: averaging of the mass fluxes across the
refinement interfaces is linear and the error terms involve second-order derivatives of
the velocity field, which are not zero.
Although the interface scheme introduces a local truncation error of first-order magni-
tude (due to the divergence operator), the observed convergence behaviour is better.
This is likely to be caused by the fact that the discretization scheme is second-order
accurate in most parts of the domain and only locally decreases to first-order accuracy
in the cells located at the refinement interfaces, which comprise only a small part of
the domain. The interfaces have a lower dimensionality then the computational do-
main itself (lines against surfaces). The largest errors are observed in the corners of
the refinement regions, which is not surprising since in these cells more interpolations
are required.
3-D Poiseuille flow
To verify the (bi)linear-(bi)quadratic interpolation scheme at the refinement inter-
faces we also test fully 3-D flow oblique to the grid. The results in table 6.2 again
show second-order convergence for the approximation of the velocity field. A near to
second-order global convergence is obtained for the pressure and the local maximum
error decreases super-linearly. The local convergence is slightly weaker than in the
2-D case, possibly due to the extra interpolation directions that are introduced.
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h ‖u‖2 order ‖u‖∞ order
7.50e-02 1.316e-03 - 3.717e-03 -
3.75e-02 2.361e-04 2.5 9.121e-04 2.0
1.87e-02 5.021e-05 2.2 2.039e-04 2.2
9.37e-03 1.182e-05 2.1 5.132e-05 2.0
6.25e-03 5.177e-06 2.0 2.325e-05 2.0
4.69e-03 2.891e-06 2.0 1.330e-05 1.9
3.75e-03 1.841e-06 2.0 8.629e-06 1.9
‖p‖2 order ‖p‖∞ order
8.304e-04 - 3.134e-03 -
2.120e-04 2.0 8.318e-04 1.9
5.477e-05 2.0 2.317e-04 1.8
1.422e-05 1.9 8.513e-05 1.4
6.485e-06 1.9 5.105e-05 1.3
3.723e-06 1.9 3.573e-05 1.2
2.423e-06 1.9 2.722e-05 1.2
Table 6.2: Convergence behaviour for the simulation of 3-D Poiseuille flow (θ = 33◦, φ = 33◦)
on a locally refined grid. The grid spacing h is measured in the refined region of the
domain. The (absolute) error terms are defined as p = p − pex and u = u − uex.
The norms ‖.‖2, ‖.‖∞ are the standard infinity norm and the cell-weighted 2-norm.
6.1.2 The method of manufactured solutions
In order to examine the numerical method for a more challenging test problem, while
still having available an exact solution, we resort to the method of manufactured
solutions.
A 2-D solution
The spatial convergence behaviour of the numerical scheme is investigated for the
following steady-state vortex flow in two dimensions:
u = − cosX sinY,
v = sinX cosY,
p = cosX + cosY,
(6.1)
where X = 2pix, Y = 2piy. Appropriate forcing terms are included on the right hand
side of the momentum equations to ensure (6.1) is the exact solution:
fx/2pi = − sinX − sinX cosX − 4piµ cosX sinY,
fy/2pi = − sinY − sinY cosY + 4piµ sinX cosY.
The viscosity coefficient is set to µ = 1Re with Reynolds number Re = 20. Since the
velocity field of the exact solution is symmetric w.r.t. x = 14 ,
3




4 , the com-
putational domain is truncated by applying symmetry conditions at the corresponding
locations. The resulting computational domain covers the region 0.25 ≤ x, y ≤ 0.75.
The solution is initialized with zero velocity. Due to the presence of the forcing terms,
the solution converges to a non-zero steady state solution. Because there are no
Dirichlet boundaries imposed, the pressure field is approximated up to a constant,
which is corrected for afterwards.
The solution is discretized on a sequence of uniform grids, the coarsest base grid
having a granularity of δx = δy = 0.05 [m]. If no local refinement is applied, the
numerical scheme exhibits a perfect second-order convergence rate in both the local
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(a) Pressure (b) Absolute velocity
Figure 6.2: Color plots of the exact solution (6.1).
and global error norms. To investigate the effect of refinement interfaces, a refinement
region is placed in the center of the domain (0.4 ≤ x, y ≤ 0.6) at double grid resolution
(r = 2).
The numerical results given in table 6.3 show a second-order convergence rate for
the approximation of the velocity field. On the other hand, the pressure eventually
starts to show first-order convergence behaviour in the infinity norm. This is conform
the theoretical analysis that tells us that the overall scheme is second-order accurate
and the discretization of the pressure gradient locally reduces to first-order accuracy
at refinement interfaces (as discussed in chapter 4).
h ‖u‖2 order ‖u‖∞ order
2.50e-02 3.457e-03 - 5.509e-03 -
1.25e-02 8.561e-04 2.0 1.386e-03 2.0
6.25e-03 2.150e-04 2.0 3.490e-04 2.0
4.17e-03 9.586e-05 2.0 1.555e-04 2.0
3.12e-03 5.402e-05 2.0 8.762e-05 2.0
2.08e-03 2.405e-05 2.0 3.898e-05 2.0
1.56e-03 1.354e-05 2.0 2.199e-05 2.0
‖p‖2 order ‖p‖∞ order
4.817e-03 - 8.566e-03 -
1.190e-03 2.0 2.330e-03 1.9
3.020e-04 2.0 8.678e-04 1.4
1.387e-04 1.9 5.652e-04 1.1
8.055e-05 1.9 4.190e-04 1.0
3.780e-05 1.9 2.761e-04 1.0
2.217e-05 1.9 2.059e-04 1.0
Table 6.3: Convergence behaviour for the 2-D manufactured solution (6.1) on a locally refined
grid. The grid spacing h is measured in the refined region of the domain. The
(absolute) error terms are defined as p = p−pex and u = u−uex. The norms ‖.‖2,
‖.‖∞ are the standard infinity norm and the cell-weighted 2-norm.
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A 3-D solution
The same procedure is applied to verify the numerical scheme for the 3-D manufac-
tured solution
u = − cosX sinY sinZ,
v = − sinX cosY sinZ,
w = 2 sinX sinY cosZ,
p = cosX + cosY + cosZ,
(6.2)
where X = 2pix, Y = 2piy, Z = 2piz. Appropriate forcing terms are included on the
right hand side of the momentum equations to ensure (6.2) is the exact solution:
fx/2pi = sinX cosX
(
sin2 Z − 2 sin2 Y )− sinX − 6piµ cosX sinY sinZ,
fy/2pi = sinY cosY
(
sin2 Z − 2 sin2X)− sinY − 6piµ sinX cosY sinZ,
fz/2pi = − sinZ cosZ
(
sin2X + sin2 Y
)− sinZ + 12piµ sinX sinY cosZ.
As before, symmetry conditions have been used to truncate the computational domain
to 0.25 ≤ x, y, z ≤ 0.75 and a refinement region is placed in the region 0.4 ≤ x, y, z ≤
0.6. The numerical results given in table 6.4 show the same trend as before. A second-
order convergence rate is observed for the velocities and the global error norm for the
pressure reduces to a near to second-order rate. The local error norm of the pressure
tends to reduce to a first-order rate just as for the two-dimensional case.
h ‖u‖2 order ‖u‖∞ order
2.50e-02 5.049e-03 - 1.301e-02 -
1.25e-02 1.316e-03 1.9 3.187e-03 2.0
6.25e-03 3.339e-04 2.0 7.941e-04 2.0
4.17e-03 1.490e-04 2.0 3.523e-04 2.0
‖p‖2 order ‖p‖∞ order
8.441e-03 - 1.817e-02 -
1.820e-03 2.2 5.433e-03 1.7
4.356e-04 2.1 2.180e-03 1.3
1.930e-04 2.0 1.449e-03 1.0
Table 6.4: Convergence behaviour for the 3-D manufactured solution (6.2) on a locally refined
grid. The grid spacing h is measured in the refined region of the domain. The
(absolute) error terms are defined as p = p−pex and u = u−uex. The norms ‖.‖2,
‖.‖∞ are the standard infinity norm and the cell-weighted 2-norm.
6.1.3 Flow around a square cylinder
In sections 6.1.1 and 6.1.2 the local refinement functionality of ComFLOW has been
tested for Poiseuille flow under arbitrary angles, as well as a strongly nonlinear man-
ufactured solution. In all cases the observed convergence behaviour was super-linear
up to quadratic in terms of the grid resolution. This suggests that, certainly for smooth
flow, local grid refinement should not cause any significant errors and could provide
a useful tool for improving accuracy and efficiency.
Although the numerical method used in ComFLOW is second-order accurate in open,
fully submerged parts of the flow, in areas of interest, near object and surface bound-
aries the order of accuracy is typically lower. This is caused for example by under-
6.1. Academic verification cases 139
` x ∈ [?, ?] |y| ≤ ?
0 -10, 30 10
1 -5, 15 5
2 -2.5, 7.5 2.5
3 -1.25, 4 1.25
4 -0.75, 2.5 1
5 -0.5, 2.0 0.75
6 -0.25, 1.25 0.625
7 -0.125, 1.125 0.5625
8 -0.0625, 1.0625 0.53125










Figure 6.3: Description of the simulation domain and the boundary conditions for the flow
around a square cylinder. All lengths are in meters. The square cylinder is located
in the region [0, 1] × [−0.5, 0.5]. The exact extents of the refinement regions are
given in the table to the left.
resolution of boundary layers (high resolution is required to get close to the asymp-
totic convergence rate) or lower-order accurate discretizations of boundary conditions
in cut cells. It is usually more demanding to obtain sufficient grid resolution in these
cases, as the overall accuracy of the solution will be primarily determined by the local
resolution in those areas. In other words: the error of the numerical solution is domi-
nated by the errors introduced in those regions and not so much by those introduced
at the refinement interfaces.
As an additional verification study we now consider the simulation of flow around a
square cylinder. Of interest are the (time-averaged) forces induced by the flow that is
passing the object. Because no analytical solution is available, the results were only
investigated for their grid convergence behaviour. Validation with experiments is not
carried out within the present study.
The results obtained with the local refinement method in ComFLOW were compared
with those obtained on uniform grids with identical resolution in the area of interest.
A similar verification study was also performed in [87] for an in-house incompress-
ible Navier–Stokes solver “DNS”. For comparison purposes and additional verification
also the results obtained with another in-house incompressible Navier–Stokes solver
“Heat” were compared. All three flow solvers are based on the symmetry-preserving
discretization described in [145]. On uniform grids without local refinement they all
yield identical results.
The simulation domain is sketched in figure 6.3. Depending on the maximum re-
finement level L, a number of refinement regions has been added around the square
cylinder, details are listed in the table in the left part of figure 6.3.
2-D flow at Reynolds 10
At a Reynolds number of 10 the flow becomes stationary. After approximately 100 to
150 seconds of simulated time a steady state is reached. Figure 6.4a shows the vortic-
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ity field of this steady-state solution. To investigate the grid convergence behaviour,
the drag forces on the square cylinder have been computed on different grids.
If an explicit discretization is used for the diffusion term, stability criteria, outlined
in e.g. [142], put a strong limit on the magnitude of the time step. The diffusive
time step limit scales quadratically with the grid spacing and is proportional to the
diffusion coefficient ν , which for this viscous case is large. To remove the diffusive
stability restriction, a quasi-implicit discretization was implemented for the diffusion
terms.
In figure 6.5 a comparison is given between the drag forces calculated on uniform,
stretched and locally coarsened grids. The locally coarsened grids are categorized by
the size of the base grid that was employed. Upon increasing the grid resolution,
the total drag force approaches a value of approximately 3.35 [N], comprising viscous
forces of about 1.01 [N] and pressure-induced forces of approximately 2.34 [N]. It is
clear that lowering the grid resolution away from the object only mildly affects the
numerical results. This is easily explained by the fact that further away from the object
the flow variations are small and hence can be easily captured on a low resolution
grid. Only close to the object high resolution is needed to capture the gradients of
the velocity field. The vorticity field gives a good indication of the areas that require
higher grid resolution (see figure 6.4a).
It is easily observed that the efficiency increases – both in terms of grid size and
computational time – upon increasing the number of coarsening levels. The most
efficient grid series is the one that employs a base grid of dimensions 40 by 40. When
using 9 refinement levels the grid resolution is changed from 40 cells along the inflow
boundary to 1024 along the cylinder. The size of this grid is smaller than 1% of
that of the corresponding uniform grid. On the largest uniform grid considered in
this study, the number of cells along the cylinder was merely 64, larger grids were
too time consuming. Finally it can be seen that grid stretching and local coarsening
do not differ much in terms of computational efficiency. Only the series “40-lgr” is
somewhat more efficient than the stretched-grid series. This test case provides useful
verification material, but does not necessarily call for local grid refinement since high
grid resolution is required at a single location only.
(a) Reynolds 10 (b) Reynolds 100
Figure 6.4: Vorticity plots of the solution for two different Reynolds numbers.
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/ uniform / 40–lgr / 60–lgr / 80–lgr
/ stretched / 120–lgr / 160–lgr
Figure 6.5: Drag forces (split in a viscous and pressure-induced component) for the simulation
of flow around a square cylinder at Re=10, calculated on different grids.
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2-D flow at Reynolds 100
A somewhat more challenging test case is provided by the flow around a square
cylinder at a Reynolds number of 100. The flow is instationary and only reaches
a steady-state in the statistical sense. If a uniform flow is applied as initial condi-
tion it may take up to 200 to 300 seconds before a periodic behavior is attained. In
order to avoid large spin-up times vortex shedding is induced by applying a small
disturbance in the velocity along the vertical axis of the domain, more precisely
u(y) ≡ U (1 + sinpiy/H), where H = 10 [m] is the distance from the side walls to
the centerline and U = 1 [m s−1] is the mean horizontal velocity.
In order to obtain reliable statistical data, the simulations were performed up to
t = 1000 [s]. (It was found that approximately 500 seconds of simulation time al-
ready provides usable statistics.) In addition to the mean drag forces also the mean
lift forces are investigated. A second-order accurate explicit Adams-Bashforth time
stepping scheme was used to reduce the influence of the discretization in time. The
CFL number was set to approximately 0.25 on all grids.
Various grid configurations are investigated which can be distinguished on the follow-
ing points:
• the far-field grid resolution is set to one of 2H/δy = 40, 120, 360;
• the resolution around the cylinder is set to one of 2H/δy = 360, 1080, 3240;
• the change in resolution, which in all cases is a power of 3, is realized by grid
stretching or by one or more layers of local grid refinement.
In the horizontal direction the same procedure is followed, and the resulting grid
spacing is twice as large. For comparison purposes, the grids are categorized by the
far-field grid resolution and the method of refinement. Each series is named accord-
ingly: “40-stretched”, “120-stretched”, “40-lgr”, “120-lgr” and “360-lgr”.
The numerical results outlined in figures 6.6 and 6.7 show that the prediction of
the horizontal drag forces strongly depends on the number of grid cells around the
cylinder and considerably less on the far-field grid resolution. The results on the
locally refined grids agree very well. The simulations on stretched grids yield slightly
different results, but also agree well. The squared average of the lift forces shows the
same tendency, although the results differ slightly more. In terms of computational
efficiency it is therefore not surprising that the best results are obtained on strongly
stretched or locally coarsened grids. The number of grid cells and the computational
time of the grid series “40-lgr” and “40-stretched” are very similar. This comes as no
surprise since the grid resolution has to be concentrated around a single point only.
The numerical results demonstrate that for this type of applications grid stretching
and local grid refinement are equally powerful tools. As soon as high grid resolution
is required in more than one point (e.g. more than one cylinder) this is no longer the
case.




















































/ 40–lgr / 120–lgr / 360–lgr
/ 40–stretched / 120–stretched
Figure 6.6: Total drag forces (black) decomposed in viscous forces (blue) and pressure-induced
forces (red) for the simulation of flow around a square cylinder at Re=100, calcu-
lated with different grid configurations.



















/ 40–lgr / 120–lgr / 360–lgr
/ 40–stretched / 120–stretched
Figure 6.7: Quadratic mean of the lift forces for flow around a square cylinder at Re=100,
calculated with different grid configurations.
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Discussion
The above two test cases demonstrate that local grid refinement provides a powerful
tool to decrease the number of grid points when calculating local forces acting on
an object, without inducing much loss of accuracy. Since high grid resolution was
required at a single location only, grid stretching and local grid refinement come close
in terms of computational efficiency. Of course it is not difficult to imagine more
complicated setups where this is no longer true.
If also the wake behind the cylinder were to be resolved well, the refinement regions
would have to be extended further towards the outflow boundary. If the grid resolu-
tion becomes too coarse, solution modes that cannot be resolved on the coarse grid
can be reflected into the refined regions of the grid. Note that this phenomenon also
occurs on stretched Cartesian grids if the resolution becomes too coarse. There are
two ways of solving this problem:
• absorb reflections by adjusting the discretization at coarsening interfaces;
• apply adaptive grid refinement in order to dynamically maintain sufficient grid
resolution.
In conclusion we remark that it is possible to combine local grid refinement with
grid stretching inside refinement regions, which is expected to further increase grid
efficiency.
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6.2 Industrial validation cases
In this section several industrial test cases are considered to investigate the perfor-
mance of the local grid refinement method for more practical applications. For the
simulations that are discussed in the following subsections, the analytical solution is
not available so the numerical results can only be judged by comparison with measure-
ments or other numerical approximations. Validating the effect of a local refinement
method by experiments is inherently impossible. In the present work experimental
results (measurements) are only relevant for getting an idea of practical applicability:
the variation and/or uncertainty of the measurements and the difference with simu-
lations on uniform grids provide a certain margin for acceptable application of local
grid refinement.
6.2.1 Dambreak experiment
At sea weather conditions can become so severe that water flows onto the deck of
a ship due to a combination of ship motions and large incoming waves. This phe-
nomenon is also known as green water loading, referring to the greenish color of sea
water. Since green water loading potentially has a large impact on the integrity of the
ship and its load, as well as the safety of onboard personnel, it provides a relevant
application for CFD.
Green water loading is characterized by strongly varying free-surface dynamics and
therefore provides a good test for local refinement method, in particular the VOF
treatment at interfaces. Once the water starts to hit the ship, high grid resolution
is required to capture all relevant flow details, whereas during the initial phase a
coarse-grained approximation may already be sufficient.
For current purposes we consider a small toy problem based on experiments that
were performed at MARIN. The flow domain consists of a closed box with dimensions
3.25 × 1.0 × 1.0 [m]. A reservoir in the right part of the domain is filled with water
up to a level of 0.55 [m]. The water is released by almost instantaneously opening a
hatch. In the middle of the domain a small block (“box on deck”) is placed that will
be impacted by the released water mass. Eight pressure transducers were attached to
the object and the relative water height probes were placed at four locations in the
domain as shown in figures 6.8a to 6.8c.
The setup of the experiment is fairly simple. Because of the symmetric setup, the so-
lution may be mirrored along the Y = 0 plane. Furthermore, before hitting the object
at around t = 0.45 [s], the flow is essentially two-dimensional (see e.g. figure 6.9b).
During approximately the first second of the experiment a 2-D model may therefore
provide very reasonable results. After impact the flow becomes three-dimensional of
nature and demonstrates a violent sloshing behaviour (see e.g. figure 6.9d).
Various experiments were performed. Here we only consider the setup with a box fac-
ing the incoming water. For each setup only two sets of measurements are available,
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(c) top view of the box
Figure 6.8: Setup of the breaking dam experiment. The hatched region indicates the symmetry
along the centerline.
however, the results seem to be reproduced reasonably well between different runs.
These differences observed in the experiment will give an indication for how much
variation is acceptable in the numerical results. There exist various uncertainties such
as the shape and exact position of the door, the total volume of the initial block of wa-
ter. The dambreak experiment was recently repeated by another research group [95]
with additional focus on kinematics, 3-D effects and statistics on the variability of the
measurements. Within the present validation study there was not sufficient time to
take these new measurement data into account.
The dambreak experiment has been considered in previous studies [55, 85] and good
overall agreement was observed between experiment and CFD simulations. In the
present study we re-investigate the simulation setup and aim at higher grid resolutions
by exploiting local grid refinement and improved computer hardware.
In the next section a 2-D study is performed to validate the simulation setup, to in-
vestigate grid convergence and, finally, to assess the performance of the local grid
refinement method. In the section thereafter the method is applied to a 3-D model of
the experiment.
6.2.1.aWith and without door
In video recordings it can be clearly seen that the door is not opened instantaneously.
Only after approximately a quarter second the door is fully detached from the water.
At that moment, a significant amount of water has already entered the left part of
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(a) initial setup (b) t=0 [s]
(c) t=0.6 [s] (d) t=0.8 [s]
Figure 6.9: Illustration of the simulation setup and a number of snapshots. A uniform resolu-
tion of 5 [mm] was used around the box and the reservoir door. For visualization
purposes the grid is depicted at a two times coarser resolution.
the domain as can be seen in figure 6.10. In previous studies [55, 85] good results
Figure 6.10: Snapshot of the partially opened reservoir door during the experiment. The blue
and black lines emphasize the location of the water front and reservoir hatch.
were obtained, however a door was not included in the model and the water was
simply released instantaneously. The experiment has been used extensively by various
research groups for validation and comparison of CFD models, for example within the
NextMUSE initiative [91]. However, none of these validation studies seem to include
a model for the moving door. In the present study simulations were performed with
and without inclusion of a moving door in order to measure its effect. Only the first
0.75 [s] of the experiment were included and simulations were performed on a 2-D
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grid to make high grid resolution feasible.
The door positions that were recorded during the experiment are used for modeling
the door and for synchronization in time of the measurements and numerical results.
The algorithm for inclusion of moving rigid bodies was described in [58]. Free-slip
conditions are applied along all solid boundaries. To favor accuracy a flux-limited
second-order central scheme was used for convection [138] and fluid advection was
modeled using a PLIC-VOF method [55]. The simulations are performed on uniform
grids with resolutions ranging between 5mm (#100k) and 1.25mm (#1.6M).









































/ with door, 5mm
/ with door, 2.5mm
/ with door, 1.25mm
/ without door, 5mm
/ without door, 2.5mm
/ without door, 1.25mm
/ experiment
Figure 6.11: Numerical results of 2-D simulations with and without reservoir door.
To assess the effect we look at water height probe H2 and pressure monitor P1. The
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numerical results, outlined in figure 6.11, show that the solution does not change
much upon further grid refinement. The solution series without inclusion of the door
under-predicts the water height in front of the object but over-predicts the pressure
peak of the first impact (red graphs in figures 6.11a and 6.11b). After inclusion of
the reservoir door the results improve considerably (blue graphs in figures 6.11a
and 6.11b). In particular the pressure peak is predicted well and only a small time
lag is observed. Given the uncertainties in the setup and the measurement data, time-
synchronization of the series without door becomes a difficult task. (When does the
fluid start to flow exactly?)
Finally, the results seem to suggest there exists further room for improvement which
probably has to be found in a modified simulation setup. However, there exist uncer-
tainties of the order of 1cm about the actual shape and position of the door as well as
the shape and volume of the initial water column.
6.2.1.b Local grid refinement
Two areas of the domain are of particular interest for accurate prediction of impact
forces. Firstly, the modeling accuracy of the door will affect the shape and dynamics
of the incoming water. Secondly, the impact forces require good resolution around
the block.
As a starting point a stretched reference grid is produced with uniform resolution
h = 1.25 [mm] in the areas of interest. To allow for a fair comparison with locally
refined grids, the stretched grid is designed as would be typically done in engineering
practice. (A uniform grid is hardly ever used for efficiency reasons and would not
provide fair comparison.)
To reduce computational time, the reference grid is coarsened up to three times using
the local grid refinement method (as illustrated in figure 6.9a). From the results
shown in figure 6.14 it can be seen that the numerical solution is only mildly affected
by the coarsening of the grid. As expected, more layers of coarsening introduce larger,
but still small, differences with respect to the reference solution.
For the three-dimensional case a similar setup procedure is followed as in the two-
dimensional case. However a lower resolution is chosen and refinement zones are
made smaller to further reduce computational time. (Only up to two levels of local
coarsening were applied since at that point the number of cells hardly changes any-
more.) In the previous section it was seen that above a grid resolution of h = 5 [mm]
the results do not change much anymore. In three dimensions this level of resolution
already implies significant computing time and going to higher resolution therefore
does not seem worth the effort. (Note that this resolution is already 2 to 3 times
higher than that of the finest grid used in a study of 2008 [85].)
Computation times are further reduced by applying a symmetry condition along the
centerline and by running the simulations in parallel mode on 24 cores each.
As in the two-dimensional case, the results are only mildly affected by local refine-
6.2. Industrial validation cases 151



























/ experiment / reg
/ lgr-1 / lgr-2 / lgr-3
Figure 6.12: Numerical results of 2-D simulations with door using various grid configurations.
ment. The present case study focused on accurately modeling the first impact. After
that (approx. t=0.5[s]) the water passes coarse grid regions again and, not surpris-
ingly, the solutions start to deviate more. In fact in almost all parts of the domain high
grid resolution is desirable at some point during the simulation. This asks for adaptive
grid refinement, which is currently subject of ongoing research.
6.2.1.cDiscussion
The results shown above illustrate that local grid refinement provides an effective
tool for reducing computational time in typical free-surface impact problems such as
green water loading. The results obtained with local grid refinement are very similar
to the results obtained on a globally refined grid. When comparing the results with
the measurement data from the experiment it can be seen that there is still some room
for improvement.
The example just shown demonstrates that local grid refinement can be used to ef-
ficiently predict the first impact on the object. Initially most of the violent physics
occurs just around the block and the reservoir door, elsewhere the flow is relatively
quiet.
It is not at all clear where to put fixed refinement regions if the simulation has to be
continued longer. The resolution requirements in this breaking dam test case strongly
vary in time, which suggests that the computational efficiency can benefit largely from
adaptive grid refinement. This would allow to coarsen the grid in other parts of the
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(c) P1 (“front”, z = 2.5 [cm])















(d) H2 (“before”, x = 100 [cm])
/ experiment (2x) / fn–reg / fn–lgr1
/ med–reg / med–lgr1
Figure 6.13: Numerical results of 3-D simulations using various grid configurations.
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(a) P2 (“front”, z = 6.3 [cm])














(b) P4 (“front”, z = 13.6 [cm])












(c) P5 (“above”, x = 80.6 [cm])














(d) H1 (“behind”, x = 50 [cm])
/ experiment (2x) / fn–reg / fn–lgr1
/ med–reg / med–lgr1
Figure 6.14: Numerical results of 3-D simulations using various grid configurations.
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name #C #F d0[mm] #cycles #iter #cores wall clock [h]
2d–fn–reg 5.0M 0.42M 1.25 5.6k 1.7M 24 6.8
2d–fn–lgr1 1.8M 0.13M 1.25 4.9k 0.54M 24 2.1
2d–fn–lgr2 1.1M 62k 1.25 4.8k 0.46M 24 1.3
2d–fn–lgr3 0.91M 45k 1.25 4.7k 0.47M 24 1.2
(a) 2-D series at h = 1.25 [mm]
name #C #F d0[mm] #cycles #iter #cores wall clock [h]
fn–reg∗ 6.5M 1.6M 5 21k 3.2M 24 296
fn–lgr1 1.5M 0.35M 5 13k 1.5M 24 29
med–reg 1.2M 0.24M 10 12k 1.0M 24 18
med–lgr1 0.29M 53k 10 4.5k 0.29M 24 2
(b) 3-D series
Table 6.5: Statistics for the dambreak test case on a regular and locally coarsened grid. ∗ Sim-
ulation “fn–reg” exceeded the maximum computing time on the university cluster
(10 days); the shown values are extrapolated.
domain, as well as to avoid local refinement interfaces at the free surface (which are
inherently less accurate than regular grid regions).
6.2.2 Wave run-up on a semi-submersible
Figure 6.15: Photo snapshot of wave impact in the semi-submersible model experiment per-
formed at MARIN, courtesy: “ComFLOW-2” project
6.2.2.a Problem description
In offshore applications, extreme events of wave impact on rigid and floating struc-
tures are of high interest. As a second industrial test case we therefore consider
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the simulation of wave run-up on a semi-submersible offshore structure. A “semi-
submersible” is a special marine vessel used in a number of specific offshore sit-
uations such as offshore drilling rigs, safety vessels, oil production platforms, and
heavy lift cranes. They are designed with good stability and seakeeping charac-
teristics: Semi-submersibles generally show far less motions in waves than normal
ships, making them especially suitable for tasks with very strict motion requirements.
Since semi-submersibles are not very mobile, they are designed to withstand severe
weather conditions such as strong winds and extreme wave impact. To guarantee
safety conditions and to predict the effects on the structural integrity of the floating
object, it is crucial to obtain accurate and reliable predictions of wave loads. In the
past, ComFLOW has been successfully used for the prediction of wave loads (see e.g.
[38, 40, 46, 47, 81, 153]). The semi-submersible experiment therefore provides an in-
teresting test case for assessing the practical applicability of the local grid refinement
method.
As part of the ComFLOW-2 project, wave run-up model experiments were performed
at the Maritime Research Institute in the Netherlands (MARIN) for the validation of
the numerical methods in ComFLOW [152]. The experiments concentrated on the
flow around two columns of the semi-submersible, as shown in figure 6.15. In reality
a typical semi-submersible is mounted on four (or more) columns. The experiments
were performed at a scale of 1 : 50. At full scale, the semi-submersible has a width of
approximately 115 meters.
Various regular and irregular waves were considered, of which the properties are
only known within a given uncertainty range. Small variations in the incoming wave
can cause large differences in the measured impact forces on the structure. This
presents a complicating factor in interpreting the CFD results. In a similar fashion,
small changes in the simulation setup can cause seemingly disproportionate differ-
ences in the solution if interpreted in a deterministic sense. The variations observed
in the experimental measurement pose several challenges. Firstly, the experiment has
to be reconstructed in the numerical simulation. A representative wave is constructed
by means of averaging of the experiment data [79]. Secondly, given the variation
of the flow conditions around the semi-submersible in the test basin, a deterministic
interpretation of the numerical results is of limited value. In the current study the
deterministic comparison is complemented by a statistical approach to assess the av-
erage and variation of the impact forces. The statistical approach is also applied to
investigate grid convergence behaviour.
6.2.2.bAveraging procedure
Simple averaging of the signal p(t mod T ) yields a poor approximation because small
phase shifts in the signal can cause details to be filtered out. In particular events of
short duration may be filtered out or become smoothed in time. This problem gets
even worse if no good estimate for the period T is available.
The problem can be circumvented in two ways:
































(b) transducers (side view)
Figure 6.16: Lay-out of the semi-submersible model as used in the experiments performed at
MARIN (measurements are given in full scale).
1. Perform a deterministic approach by selecting a small time frame of several wave
periods in which the observed variation is small and compare simulation results
and measurements one-on-one. This approach was followed in [24] where the
same test case was used to validate the CFD solvers ReFRESCO and ComFLOW.
2. Find an alternative averaging method that accounts for phase shifts in the mea-
sured signal and the simulation results.
Both approaches may be equally valid for validation purposes. The large variations
in the experiment data are caused by the complexity and sensitivity of the simulated
physics on one hand, but also by the sensitivity of the test setup and measurement
equipment. Similarly the CFD simulation may show large variations due to round-off
errors, reflections from the boundaries of the truncated domain, start-up effects (etc.).
These variations may be further magnified by discrete “on-off” mechanisms, such as
cell labeling.
When following the deterministic approach, only a few wave periods have to be sim-
ulated with CFD. However, afterwards the (variations of the) results have to be inter-
preted carefully by looking at the complete time trace of the simulation and experi-
ment. For this reason we choose to accept the cost of somewhat longer calculation
times and to follow a more statistical approach to the validation of the CFD solver.
Instead of directly comparing the simulation results with the actual measurements of
the experiment, an averaging approach is used that accounts for the temporal varia-
tion in the signals by maximizing the correlation between the individual realizations
of the incoming wave.
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On itself, the idea of averaging measurements and CFD results is not new. A good
example can be found in [80] where statistics are used to investigate the size distri-
bution of pressure peaks in a sloshing tank. Whereas aligning a single periodically
occurring pressure peak is fairly straightforward, in general it is more complicated
to design an appropriate synchronization criterion. For this purpose we propose the
following averaging procedure:
• Determine an initial guess for the period of the measured signal. In the present
test case the period was taken equal to the settings of the wave maker, i.e.
T = 11.0 [s]. As an alternative, if no guess is available one could inspect the




• Divide the signal in n intervals and project them on the time interval [0, T ] by
taking pk := p(t− (k − 1)T ), with 1 ≤ k ≤ n.
• Start with the first period as preliminary average p1 := p1(t). For each following
period, k = 2, . . . , n, subsequently determine the time shift δtk that maximizes
the correlation between the shifted period and the average built up so far. Then
calculate the next preliminary average:
pk(t) :=
[
(k − 1)pk−1 + pk(δtk)
]
/k.
• The observed periodicity is derived by looking at the statistics for Tk = T +
δtk+1 − δtk, with 1 ≤ k < n.
6.2.2.cRepresentative incoming wave
Various experiments were performed involving both regular and irregular incoming
waves. For calibration purposes tests were performed in an empty basin without
semi-submersible. After that, experiments were performed with inclusion of (parts
of) the semi-submersible structure. The present work concentrates on the simulation
of regular waves with (wave-maker) parameters H = 15.0 [m], T = 11.0 [s]. At a
depth of d = 180.0 [m] this corresponds to a wave length of λ = 199.6 [m] and a
steepness of 7.4%.
In most practical situations there is no deterministic data available on the incoming
waves and one has to resort to statistics. For the experiment discussed in this paper
the data is available hence making it possible to opt for a deterministic comparison,
for example by selecting a small time frame of the experiment and imposing the cor-
responding incoming signal at the inflow boundary of the simulation domain. In
figure 6.17b it is seen that the wave in the test basin contains several other frequen-
cies. Correctly representing these modes in the simulation domain introduces several
difficulties. As an alternative we neglect these components and try to obtain a good
approximation of the peak frequency component. For a regular wave of moderate
steepness, as is the case here, a Stokes-5 fit provides a reasonable representation.
158 Chapter 6 Numerical results
















(a) Selected time frame of experiment




























(c) Time-averaged signal and Stokes-5 fit
/ simple average / advanced average
/ Stokes-5 fit / uncertainty range of advanced average
Figure 6.17: Measured signal at water height probe WAVE5 in test case 102004 (without semi-
submersible).
Nevertheless the end result depends on several choices that have to be made, such
as the time frame to be used, the location of the wave probe(s) for data fitting, et
cetera, introducing possible biases. The reconstruction of a representative incoming
wave was performed already in [79] and resulted in a Stokes-5 wave with parameters
H = 15.007 [m] and T = 11.01 [s], which shows that the measured properties reflect
the wave maker settings very well.
6.2.2.d Time frame of the measurements
The experiment covers a (full scale) time span of approximately 5400 seconds. After
approximately 650 seconds the signals demonstrate a periodic character for a dura-
tion of approximately 2000 seconds (about 180 wave periods). Despite this periodic
character, significant variations can be observed. To exclude start-up effects as well
as reflections from the beach at the end of the domain, the validation will be based
on the time window 800 ≤ t ≤ 2200, covering 127 wave periods. The choice of this











































(c) water height probe REL3
/ simple average
/ advanced average
/ uncertainty range of
advanced average
Figure 6.18: Time-averaged and original experiment data of 50 wave periods. The averages
are obtained using the method outlined in section 6.2.2.b. The original data are
plotted after applying the best matching time shift.
time window is based on manual inspection of the measurements: Before and after
this time window significant disturbances can be observed in various measurement
locations.
The variation in the pressure signal can be significant. E.g. at location “P11”, the
observed period is 11.0 [s] with a standard deviation of 0.1 [s]. The pressure values
for each individual realization differs by approximately 7% to 12% from the averaged
signal (normalized to the total area under the curve). In particular peak pressures can
be very different upon each impact, which is clearly illustrated in figure 6.18a. Also at
other pressure monitors considerable differences are observed, see e.g. figure 6.18b.
The variation of the water heights is considerably smaller. The observed wave period
is again 11.0 [s] with a standard variation of 0.1 [s]. The total difference with the
average water height profile ranges between 3% and 6% as illustrated in figure 6.18c.
Altogether this shows that the wave period attained in the experiment agrees well
with the target period.
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(a) Lay-out of grid “fn-lgr2”. (b) Snapshot of a simulation in ComFLOW.
Figure 6.19: Grid lay-out and a snapshot of the numerical simulation on grid “fn-lgr2”
6.2.2.e Simulation setup
Only a small region of several wave lengths is modeled around the semi-submersible,
i.e. −240 ≤ x ≤ 160 [m]. At the in- and outflow boundaries a (generating) absorbing
boundary condition (GABC) is used [55]. The coefficients for this condition are tuned
to the properties of the incoming wave. The sideward boundaries of the domain are
located at ±100 [m], which corresponds to the (full-scale) width of the test basin. The
bottom of the simulation domain is chosen to be at z = −90 [m], which is different
from the actual (full-scale) depth of 180 [m]. This simplification saves computational
time and is not expected to significantly influence the results since wave height and
wave length are small compared to the mean water depth.
The semi-submersible is centered around the origin, its mean draft is indicated by the
dashed line in figure 6.16b. Since the entire problem is symmetrical with respect to
the Y = 0 plane, a symmetry condition is applied and only one half of the domain is
included in the computations (as indicated by the dashed region in figure 6.16a).
As a starting point three stretched Cartesian grids are defined, being “med–base”, “fn–
base”, “xfn–base”, with a uniform and isotropic resolution around the semi-submersible
of δ0 = 1.0, 0.50, 0.25 [m], respectively. In order to enhance the accuracy of the so-
lution, the grids are aligned with the front of the columns of the semi-submersible
(and where the grid resolution permits it also with the back of the columns). The
grids are coarsened towards the boundaries of the computational domain by means
of stretching and local grid refinement. On simple Cartesian grids the amount of
stretching is limited by several requirements. By increasing the resolution around the
semi-submersible unnecessary refinement is introduced in the far field, where it is not
needed. Furthermore, severe stretching can result in large cell aspect ratios, both in
the center of stretching and in the far-field, therewith introducing various numerical
artifacts. Severe grid stretching may lead to instabilities or inaccurate results. As a
guideline the stretching factor between subsequent cells should range from 0.85 to
1.15 [99]. Furthermore, it was found that around the free surface large cell aspect
ratios, say larger than 4, may negatively affect wave propagation. In particular as
the resolution around the semi-submersible becomes larger, this poses a serious re-
striction on the efficiency of the computational grid, which can only be overcome by
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means of local grid refinement.
In order to reduce computational time the grid is coarsened in the far field by means
of local refinement to obtain the grids as listed in tables 6.6 and 6.7. Figure 6.19a
illustrates a typical refinement configuration: The grid is only mildly coarsened in a
strip around the semi-submersible to ensure good resolution of the incoming wave,
whereas more severe coarsening is applied in the far-field in Y and Z direction. Since
the incoming wave is long-crested and propagating in X direction, it is possible to be
less restrictive on coarsening in the sidewards direction.
The results presented in the following subsections have all been obtained by means of
the averaging procedure described in section 6.2.2.b. A total time of 120 seconds was
simulated, covering about 11 wave periods, of which the last 8 were used to obtain
average solutions and other statistics such as actual periodicity and variability of the
measured signals.
6.2.2.f2D wave simulations without semi-submersible
Before performing simulations including the semi-submersible structure, the propa-
gation of the incoming wave was analyzed in an empty basin, to make sure that the
grid has sufficient resolution in the in- and outflow regions. Various local refinement
configurations were considered of which the properties are listed in the left half of
table 6.6. Of particular interest is the grid resolution in the inflow region, which will
affect the quality of the incoming wave.
name δ0 [m] λ/δxw H/δzw #C #F #cycles #iter T [min]
2d–xfn–base 0.25 0.28k 60 0.69M 0.14M 24k 2.8M 214
2d–fn–base 0.50 0.14k 30 0.19M 38k 12k 1.1M 46
2d–fn–lgr1 0.50 0.14k 30 0.23M 36k 12k 0.87M 50
2d–fn–lgr2 0.50 0.14k 15 0.17M 28k 12k 0.87M 44
2d–fn–lgr3 0.50 69 15 0.15M 25k 12k 0.85M 42
2d–med–base 1.0 69 15 57k 11k 6.0k 0.39M 16
2d–med–lgr1 1.0 69 15 66k 9.7k 6.0k 85k 21
2d–med–lgr2 1.0 69 7.5 49k 7.8k 6.0k 0.31M 15
2d–med–lgr3 1.0 34 7.5 45k 6.8k 6.0k 0.31M 15
Table 6.6: Overview of the employed grid configurations for the 2-D wave simulations with-
out semi-submersible. Column 2 lists the uniform grid resolution around the semi-
submersible. Columns 3 and 4 list the number of grid cells per wave length and
wave height, respectively, measured at the inflow boundary. “#C” denotes the total
number of cells; the computational load is primarily determined by the number of
fluid cells, denoted by “#F”. The columns “#cycles” and “#iter” denote the total
number of time steps and linear solver iterations. T denotes the consumed wall-
clock time. All computations were performed in parallel on 24 cores.
The surface elevation was measured at water height probe WAVE5, which corresponds
to the location of the first column of the semi-submersible. The results shown in
figure 6.20 show that the prediction of the water heights is most strongly affected
by the horizontal grid resolution in the inflow region (column 3 of table 6.6). The
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local grid refinement around the location of the semi-submersible only has minor
influence on the wave propagation. However, too much far-field coarsening reduces
the accuracy of the incoming wave and would cancel the benefit of high resolution
around the semi-submersible. For this reason, grid configurations “med–lgr3” and
“fn–lgr3” are discarded as useful candidates.
The approximation of the incoming Stokes-5 wave improves upon grid refinement
and on the finer grids the differences become of similar magnitude as the differences
between the measured and the reconstructed Stokes-5 wave (compare figure 6.17c).
The current study was performed using a first-order upwind convection scheme and
a first-order accurate SLIC-VOF method. Artificial wave damping may be reduced by
applying the PLIC-based fluid advection and second-order accurate convection scheme




































/ med–lgr3 / med–lgr2 / med–lgr1 / med–base
/ fn–lgr3 / fn–lgr2 / fn–lgr1 / fn–base
/ xfn–base
/ Stokes-5
Figure 6.20: Results for water height probe WAVE5.
6.2.2.g 3-D simulations with semi-submersible
For the 3-D simulations a large number of grid configurations was investigated, of
which a selection is outlined in table 6.7. For sake of brevity only the results of a
small number of simulations is discussed here and only a number of measurement
locations are considered.
The simulation results were synchronized to the experiment by comparing the numer-
ical solution on grid “xfn–lgr1–b” at a single measurement location, in this case being
pressure monitor “P11”.
Altogether the numerical results show good qualitative agreement with the behavior
as observed during the experiment: The pressure monitors indicate that the initial im-
pact before the run-up is predicted very well (figure 6.22a). Both in the experiment
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and the simulation the water is seen to reach the top of the columns (figure 6.22b),
after which it briefly touches the deck of the structure (figure 6.22c). In general,
the water heights around the structure are approximated quite well, as is shown in
figure 6.21. Most of the qualitative details are also captured in the CFD simulation,
however at a few points the water heights are somewhat overestimated (see e.g. fig-
ure 6.21b).
name δ0 [m] λ/δxw H/δzw #C #F #cycles #iter T [h]
xfn–lgr1–b 0.25 0.14k 30 7.0M 2.1M 28k 3.1M 127
xfn–lgr1–a 0.25 0.14k 30 5.0M 1.7M 25k 2.6M 80
fn–base 0.50 0.14k 30 4.2M 2.2M 17k 2.1M 53
fn–lgr1 0.50 0.14k 30 3.5M 1.5M 17k 1.7M 41
fn–lgr2 0.50 0.14k 15 2.6M 1.1M 17k 1.8M 31
med–base 1.0 69 15 0.79M 0.39M 11k 0.93M 6
med–lgr1 1.0 69 15 0.60M 0.22M 11k 0.72M 5
med–lgr2 1.0 69 7.5 0.46M 0.17M 11k 0.72M 4
Table 6.7: Overview of the employed grid configurations in the 3-D simulations with semi-
submersible. For an explanation see the caption of table 6.6.
Data averaging was also applied to the CFD results in order to get a better view on
grid convergence behaviour. The uncertainty range of the numerical results is much
smaller than in the experiments and is therefore not printed here. Grid refinement
from δ0 = 1.0 [m] to δ0 = 0.5 [m] causes a clear improvement of the run-up as shown
in figures 6.21a and 6.21c. Also when looking at the predicted pressure signals in
figures 6.22 and 6.23 it is seen that grid refinement improves the results significantly
in most places: Phase differences tend to become smaller and the magnitudes move
towards those of the measured signals. This is clearly seen in the top corners of the
structure as shown in figures 6.22b, 6.22c, 6.23b and 6.23c. Upon additional refine-
ment to a resolution of δ0 = 0.25 [m], the experimental results tend to be approx-
imated even better at most measurement locations. Nevertheless there still exists a
slight discrepancy with experimental results. At some measurement locations the con-
vergence of the results is still somewhat irregular, which is most likely explained by
the sensitivity of the problem and the need of even higher grid resolution (particularly
behind the columns and near the deck). Furthermore, at most of the measurement
locations the averaged numerical results do not yet fall inside the uncertainty range of
the experimental results. Various reasons for this discrepancy could be pointed out, of
which the most important is probably the quality of the reconstructed incoming wave
signal.
Small variations can be observed due to the use of different grid configurations, but
the resolution around the free surface – in particular in X direction – and the res-
olution around the semi-submersible seem to be leading criteria for the accuracy of
the solution. When these parameters remain unchanged, the actual setup of the grid
only introduces small differences, which are significantly smaller than the differences
with the experiment. This is illustrated in figures 6.21 to 6.23, where graphs of the
same color are mostly close to each other. The computational time can be reduced
by approximately 30% to 40% with respect to the simulations on “med–base” and
“fn–base” (see table 6.7).
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(a) Run-up first column, REL3 H














(b) First column, behind, REL5 H













(c) Run-up second column, REL10 H
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/ experiment / xfn–lgr1–b / fn–base / fn–lgr2
/ med–base / med–lgr2
Figure 6.21: Water heights as measured at several locations.
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(a) First column, bottom, P11 H













(b) First column, top, P15 H












(c) First column, deck, P5 H













(d) First column, behind, P16 H












/ experiment / xfn–lgr1–b / fn–base / fn–lgr2
/ med–base / med–lgr2
Figure 6.22: Pressures as measured around the first column.
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(a) Second column, bottom, P20 H












(b) Second column, top, P24 H












(c) Second column, deck, P10 H












(d) Second column, behind, P25 H












/ experiment / xfn–lgr1–b / fn–base / fn–lgr2
/ med–base / med–lgr2
Figure 6.23: Pressures as measured around the second column.
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6.3Conclusions
Several test cases have been studied to assess the performance of the local grid re-
finement method. The grid convergence behaviour was investigated by means of
problems with a known exact (manufactured) solution. A second-order global conver-
gence rate was observed and only on fine grids the local convergence rate eventually
reduces to first-order.
As a step towards more practical test cases we considered force calculations for the
flow around a square cylinder at low Reynolds numbers. It was seen that the num-
ber of grid points can be reduced considerably in the far field without significantly
affecting local force calculations.
Simulations were also performed for more practical test cases involving impact force
calculations. The results obtained on locally refined grids are similar to those obtained
on their uniformly refined counterparts that were used as reference solutions. Overall,
the differences introduced by the use of local grid refinement are smaller than the
deviation from the measurements. This illustrates the practical applicability of the
method. The sensitivity of the problem remains a point of interest. Also without the
application of local grid refinement, solutions on different grids can still show clear
differences. Due to the violent nature of the flow it is difficult to reach the grid-
convergence regime. It is important to remark that this sensitivity is also observed
in the experimental measurements: While the measured time series show a clear
periodicity, significant differences can be observed between individual impacts. Using






The principal goal of the current study is to explore and investigate the potential
of local grid refinement for increasing the numerical efficiency of free-surface flow
simulations in a practical context. In this thesis we propose a method for local grid re-
finement in the free-surface flow model ComFLOW, which is based on a finite-volume
discretization of the (in)compressible Navier-Stokes equations. This numerical model
finds its principal application area in the fields of marine, offshore and coastal en-
gineering, with typical scenarios including the calculation of (wave) impact forces
on ships or offshore structures and the simulation of violent physics such as liquid
sloshing.
In this study we aimed at the design of a compact and robust local refinement method
that is applicable in a wide range of applications and does not conflict with existing
and upcoming functionality. A locally refined Volume-of-Fluid method was presented
for the advection of the free surface and special attention was paid to the discretiza-
tion in the vicinity of cut-cell geometry. The ultimate goal of local grid refinement is
to allow for more efficient grid design and reduced computational times, while main-
taining a similar level of accuracy. The performance and applicability of the proposed
method was assessed by means of several academic numerical test cases as well as
various practical applications that locally demand high grid resolution.
Consequences for the existing model and software
There exist numerous ways of implementing local grid refinement, hence selecting a
suitable approach is an important first step to take. Since local grid refinement ap-
pertains to one of the fundamental parts of the numerical model, namely the compu-
tational grid, it inherently affects almost all parts of the model. Consequently, imple-
menting local grid refinement in large (commercial) software packages may easily im-
ply thousands of lines of code that require modifications, with obvious consequences
for the efficiency and robustness of the resulting product. For this reason it is worth-
while to design a method that blends well with the existing framework. Robustness,
compactness and extensibility are just some of the aspects to be aware of during the
design process. The above considerations are reflected in the two principal compo-
nents of a local grid refinement method, being the data structure and the numerical
discretization at grid interfaces.
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Full implementation of local grid refinement in an existing code is a continuous long-
term process, during which unexpected difficulties are unavoidable. The research
presented in this thesis therefore necessarily involves a considerable amount of soft-
ware engineering work, which goes beyond the scope of this thesis.
Modifications at refinement interfaces
The method presented in this study had to be included in a solver based on struc-
tured (Cartesian) grids, which made it natural to pursue a semi-structured refinement
approach that allows to locally reutilize the already existing structured methods. A
modified treatment is then only needed in areas of changing grid resolution.
An essential aspect of local refinement methods is the interpolation of the discretized
flow variables at interfaces of changing grid resolution. The locally unstructured na-
ture of the grid and the staggered arrangement of the computational variables renders
obtaining accurate interpolation schemes a complicated task. At the same time, the
number of required variables for interpolation rapidly grows if increased (local) accu-
racy is required.
During this study various interface discretization schemes have been compared. Most
of these schemes introduce a first-order local truncation error for most terms of the
Navier–Stokes equations. Traditionally this implies that the scheme is formally only
first-order accurate. However, several numerical test cases have been presented that
illustrate that in practice the considered local refinement methods attain a better con-
vergence rate than expected from the local truncation error analysis, a phenomenon
also known as supra-convergence. In view of possible supra-convergent properties, the
local truncation error analysis has merely been used as a tool to determine a lower
bound on the accuracy of the interface discretization method. Numerical experiments
were then used to investigate the possibly higher-order (supra-convergent) properties
of the various schemes. After comparison a new, compact discretization was cho-
sen that can be efficiently solved with the same SOR and CG-type solvers that were
already present in ComFLOW.
Gravity consistency
In offshore engineering applications external forces – gravity in particular – usually
play an important role. For this reason it is important to obtain accurate interpolations
of the physical quantities that are directly related to it, namely volumes, densities and
pressures. In the past this observation was already made in the context of density
averaging in the two-phase flow model of ComFLOW [152]. During the current study
gravity-consistent interpolation proved to be equally important at grid refinement in-
terfaces. It was found that the interpolation of pressures and liquid volume fractions
has to be at least linearly (second-order) accurate. In this manner the hydrostatic
pressure gradient is captured correctly. In all considered cases where this was not
true, spurious velocities were introduced. The reconstruction of the fluid configura-
tion was performed with a linear interpolation of a local height function, therewith
approximating the water level (hence indirectly the hydrostatic pressure contribution)
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with second-order accuracy. At the free surface it can be difficult or impossible to ob-
tain a linearly accurate and stable interpolation of the pressure. This difficulty was
surpassed by including an explicit hydrostatic correction term.
Refinement approach and data structure
Industrial CFD covers a wide range of applications, including violent free-surface dy-
namics, complicated geometry, et cetera. In order to deal with the large scale differ-
ences that can be present in offshore engineering applications, a data structure was
implemented that performs well for both large-scale and small-scale refinement.
In view of future applications such as grid adaptivity and parallel computing, a block-
based refinement approach has been followed. The efficiency of this approach can be
tuned by modifying block sizes and by means of block clustering in larger rectangular
regions.
A common approach for storing the grid lay-out is to use tree-based storage methods,
but these provide less flexibility in varying or extending the refinement lay-out. In-
stead, an array-based data structure has been employed that allows for efficient look-
up and that makes little assumptions about the refinement lay-out, therewith making
it suitable for a wider range of grid configurations. A preliminary implementation of
adaptive grid refinement showed that the data structure can indeed be modified to
include new functionality without too much effort.
Applications
Numerical simulation of several academic test cases demonstrated the consistency of
the method and suggested a super-linear (supra-convergent) behaviour. The practical
applicability of the local refinement method was first demonstrated for the simulation
of flow around a square cylinder without a free-surface, at Reynolds numbers 10 and
100. The calculated forces were primarily dependent on the grid resolution around
the object and showed to be hardly affected by the presence of grid interfaces and the
coarser grid cells elsewhere in the domain.
After that, two industrial free-surface flow applications have been investigated. The
simulation of a breaking dam with impact on an object shows that the local refinement
method has great potential for use in simulations such as green water impact on ships,
in particular for obtaining accurate predictions of the first impact.
The suitability of the method was further demonstrated by the simulation of wave
impact on a semi-submersible, a common application in offshore engineering. For
both test cases it has been observed that significant speed-up of the simulations can
be obtained while the differences between the results remain acceptable.
Because the effect of local grid refinement also depends on the quality of the original
grid, it is difficult to determine an exact measure of its efficiency. In the examples
discussed here, well-designed Cartesian grids were used as typically found in engi-
neering practice. For impact-type of calculations a speed-up is observed between a
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factor of 2 to 10, therewith the objective of this research has been reached.
Outlook
Nevertheless there remain sufficient opportunities to further reduce computational
time. For strongly time-varying flows larger refinement regions have to be used and
speed-up may become smaller, unless some form of grid adaptivity is introduced.
Three types of flows have been pointed out that require adaptivity in order to obtain
efficient local refinement of the grid: strongly varying free-surface flows (e.g. a break-
ing dam, greenwater calculations), turbulent flows (e.g. vortex shedding) and flows
including moving objects (e.g. moving ships, free-fall lifeboats).
Adaptive grid refinement may also be used to reduce the number of refinement in-
terfaces in the vicinity of the free surface or cut-cell geometry, where it is difficult
to attain a level of accuracy that is similar to the one found in the interior of the
flow domain. Especially near objects that are not aligned with the grid, (small) spuri-
ous velocities may be introduced due to less accurate interpolation and less accurate
discretization of the boundary conditions on the solid object. In all practical cases
considered so far, this remains a local effect that does not influence the overall results
of the simulation. Nevertheless, applying a simple object- or surface tracking criterion
to restrict refinement interfaces to internal regions (or smooth parts of the solution)
can help to further increase accuracy.
The implementation of local grid refinement is just one step forward in the search
for a more efficient numerical solver. Parallelization and grid adaptivity form the key
elements for further improvement. Both of these topics receive key attention in the
follow-up project ComMotion, which is devoted to the modeling of fluid-structure
interaction, hydro-elasticity and wave-current effects. Even more than in previous
projects, the focus is on increasing the numerical efficiency of the method.
Epilogue
To summarize, a static local grid refinement method has been introduced that already
showed to be of practical value. Making the method adaptive is expected to fur-
ther extend the range of possible applications. The implementation of an automatic
grid refinement criterion will ease the process of detecting regions that are over- and
under-resolved, a task that currently still has to be done manually. With this obser-
vation in mind we additionally conclude that more attention has to be devoted to
finding a reliable measure of the effectiveness of a local grid refinement method and,
at a later stage, the automatic refinement criterion. This will help in detecting possi-
ble pathways to further increase the efficiency of the grid.
In one way or another, grid design remains an engineering task and the quality of
the resulting grid depends on the experience (and mood) of the engineer. Local, au-
tomatic or adaptive grid refinement helps to streamline the process of grid design,
reducing the required number of man hours, but, as in the past, it still requires a large
amount of engineering experience.
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Nomenclature
Cell labels
B label for (B)oundary cells, i.e. cells located inside solids
E label for (E)mpty cells
E∗ label for (E)mpty cells without any neighbouring surface cells
F label for (F)ull cells
F∗ label for (F)ull cells without any neighbouring surface cells
S label for (S)urface cells, i.e. those cells that are next to an empty cell
Variables
δp pressure update





ax aperture of right cell face in primary direction
ay aperture of right cell face in secondary direction
az aperture of right cell face in tertiary direction
fB volume aperture






Ω′` block index set for Cartesian grid at level `
Ω` cell index set for Cartesian grid at level `





N` block dimensions of uniform grid at refinement level
b block dimensions, components:
bi block dimensions in primary direction
bj block dimensions in secondary direction
bk block dimensions in tertiary direction
n` cell dimensions of uniform grid at refinement level, components:








L maximum refinement level
Ii;` cell indices i of underlying children cells
Jj;` cell indices j of underlying children cells
Kk;` cell indices k of underlying children cells
Sub & superscripts
n˜+1 intermediate solution
h discretized variable, typically a vector, e.g. uh
∗ adjoint operator
̂ virtual variable that requires interpolation or boundary condition
i,j,k;` value in grid cell (i, j, k; `)
i;` value in grid cell (i; `)
Symbols
 element-wise multiplication operator
? wild card for grid indices, e.g. pi,?,k;`
• pressure variables that are readily available
•◦ missing (virtual) pressure variables that require interpolation
• pressure variables used for interpolation
I,N, Nvelocity variables that are readily available
IB,NM, NMmissing (virtual) velocity variables that require interpolation








G0 gradient operator in interior cells, without contributions across refinement inter-
faces





G gradient operator (∇)
M divergence operator (∇·)
Coordinates
δ largest grid spacing on the computational grid
δx grid spacings in physical space
ξ coordinates in computational grid space






Van een afstand lijkt het in de wereld van de offshore engineering vooral te gaan om
groot materiaal (schepen, boorplatforms, etc.), grote hoeveelheden (olie, gas, water,
geld, etc.) en grote afstanden (golven, condities op zee, ...). Tegelijkertijd spelen ook
effecten op kleine schaal een belangrijke rol, bijvoorbeeld in turbulente stroming rond
scheepsschroeven, bij golfinslagen of gedurende het klotsen van vloeistoffen in LNG
tankers.
Het moge duidelijk zijn dat in de meeste toepassingen uit de offshore-industrie zo-
wel kleine als grote lengte- en tijdschalen aan bod komen die bovendien verre van
onafhankelijk van elkaar zijn.
Voor het efficie¨nt uitvoeren van numerieke simulaties is het daarom van belang zorg-
vuldig te overwegen waar de beschikbare rekencapaciteit het beste ingezet kan wor-
den. Het aandachtspunt van de simulatie ligt doorgaans in een beperkt deel van het
rekengebied, daar waar de relevante resultaten verkregen kunnen worden, bijvoor-
beeld rond een object in het midden van het domein. In de omringende gebieden
kan veelal volstaan worden met eenvoudigere modellen of benaderingen die minder
rekenkracht vereisen.
Er bestaat een breed scala aan mogelijkheden om dit doel te bereiken. Verschillende
rekengebieden en/of modellen kunnen aan elkaar gekoppeld worden door middel van
domeindecompositie (en eventueel parallel worden doorgerekend). Dempingszones
of absorberende randvoorwaardes kunnen ingezet worden voor het verkleinen van de
in- en uitstroomgebieden. Ook is het mogelijk door goed ontwerp van het rekenroos-
ter, door middel van zorgvuldige roosterverfijning en -vergroving, de rekencapaciteit
op een efficie¨nte manier over het simulatiedomein te verdelen. Het onderzoek in
dit proefschrift richt zich op dat laatste en heeft als uiteindelijk doel een efficie¨nter
rekenrooster te verkrijgen.
In dit proefschrift wordt een methode beschreven voor de toepassing van lokale roos-
terverfijning in stromingssimulaties met een vrij vloeistofoppervlak binnen de simu-
latiemethode ComFLOW. Deze methode vindt zijn voornaamste toepassingsgebied in
bovengenoemde toepassingen uit de offshore-industrie, met als typische voorbeelden
de berekening van (golf)inslag op offshore constructies en de simulatie van klotsende
vloeistoffen in LNG tankers. ComFLOW is gebaseerd op een eindige-volume benade-
ring van de (in)compressibele Navier–Stokes vergelijkingen op een Cartesisch rooster.
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Het bewegende vloeistofoppervlak en de geometrie zijn gediscretiseerd op basis van
respectievelijk een Volume-of-Fluid-methode en een cut-cell-beschrijving van de geo-
metrie.
De primaire uitdaging van dit onderzoek bestond uit het ontwerpen van een com-
pacte, robuuste en tegelijk breed toepasbare discretisatiemethode die aansluit op de
bestaande en toekomstige functionaliteiten van ComFLOW.
Gevolgen voor het bestaande model en de software
Lokale roosterverfijning kan op verschillende manieren ge¨ımplementeerd worden.
Om te beginnen moet derhalve een geschikte aanpak gekozen worden. Aangezien lo-
kale roosterverfijning betrekking heeft op het rekenrooster, heeft de introductie ervan
logischerwijs gevolgen voor vrijwel alle onderdelen van het bestaande model en de
software. De implementatie ervan vereist in grote (commercie¨le) softwarepakketten
al snel aanpassingen in duizenden regels programmacode, met alle gevolgen van dien
voor de efficie¨ntie en de robuustheid van de opgeleverde software. Implementatie
en onderhoud van lokale roosterverfijning binnen een bestaand pakket is een proces
van lange adem, waarbij onvermijdelijk technische problemen opdoemen van velerlei
aard. Het hier beschreven (of vergelijkbaar) onderzoek gaat dan ook noodzakelijker-
wijs gepaard met een aanzienlijke hoeveelheid programmeer- en ontwikkelwerk.
Met deze gedachte op de achtergrond is het zinvol te zoeken naar een aanpak die
goed werkt binnen het reeds bestaande toepassingskader. Hierbij is het belangrijk te
letten op eigenschappen als robuustheid, compactheid, uitbreidbaarheid, enzovoort.
Deze aandachtspunten spelen een rol in beide basisingredie¨nten van lokale rooster-
verfijning, namelijk de opslag- of datastructuur en de discretisatie van de stromings-
vergelijking rond roosterverfijningsranden. Om de reeds bestaande discretisatieme-
thodes op het gestructureerde Cartesische rooster te kunnen hergebruiken is gekozen
voor een (deels) gestructureerde verfijningsaanpak, waarbij op lokaal niveau de al
bestaande discretisatiemethoden met geen of weinig aanpassingen gebruikt kunnen
blijven worden. De meest ingrijpende aanpassingen zijn dan slechts nodig in de buurt
van roosterovergangen.
Nauwkeurigheid van roosterovergangen
In een roosterverfijningsmethode is de nauwkeurigheid rond overgangen van roos-
terresolutie van centraal belang. De lokaal ongestructureerde eigenschap van het
rekenrooster en de versprongen posities van de rekenvariabelen (snelheid, druk, etc.)
zorgen ervoor dat de reguliere discretisatiemethode niet langer toegepast kan wor-
den. Ontbrekende informatie dient daarom van en naar het grove dan wel fijne
rooster ge¨ınterpoleerd te worden. De interpolatie van de rekenvariabelen moet vol-
doende nauwkeurig zijn om verstoringen elders in het rekengebied te voorkomen.
Een hoge nauwkeurigheid vereist al snel ingewikkelde interpolaties en bijgevolg grote
discretisatiestencils en combinatiemogelijkheden. Tijdens deze studie zijn verschil-
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lende interpolatieschema’s met elkaar vergeleken. In de buurt van roosterovergangen
introduceren alle overwogen schema’s een afbreekfout van 1e-orde of zelfs 0e-orde
grootte in termen van de roosterafstand. Volgens de traditionele literatuur betekent
dit dat formeel slechts een 1e-orde of zelfs 0e-orde nauwkeurigheid bereikt wordt.
Er zijn echter verschillende testgevallen gepresenteerd waaruit blijkt dat de lokale-
roosterverfijningsmethodes in de praktijk een betere convergentiesnelheid behalen
dan op basis van de lokale afbreekfout verwacht zou kunnen worden. Dit fenomeen
staat in de literatuur bekend als supraconvergentie. Dit in overweging nemende is
de lokale afbreekfout enkel gebruikt als hulpmiddel om een ondergrens op de nauw-
keurigheid van de methode te bepalen. Vervolgens is met behulp van numerieke
experimenten onderzocht hoe de werkelijke nauwkeurigheid en het praktische con-
vergentiegedrag van verschillende lokale roosterverfijningsmethodes zich hiertoe ver-
houden. Deze aanpak heeft geresulteerd in een nieuwe, compacte en symmetrische
discretisatiemethode waarvan de resulterende matrixvergelijking kan worden opge-
lost met dezelfde efficie¨nte (geparallelliseerde) SOR en CG-type methodes die reeds
in ComFLOW aanwezig waren.
Zwaartekrachtsconsistentie rond roosterovergangen
In offshore toepassingen spelen (grote) externe krachten, in het bijzonder de zwaarte-
kracht, doorgaans een belangrijke rol. Het is daarom van belang dichtheden, volumes
en drukken zorgvuldig te interpoleren, zonder dat dit in strijd is met algemene zwaar-
tekrachtswetten. Uit voorgaand onderzoek naar de modellering van 2-fase stroming
is reeds gebleken dat de consistente middeling van dichtheden rond het vloeistofop-
pervlak van cruciaal belang is voor het verkrijgen van een betrouwbare en stabiele
oplossing [152]. Ook bij de interpolatie tussen verschillende roostergebieden spelen
dergelijke overwegingen een belangrijke rol, in het bijzonder waar het de interpolatie
van de druk en de reconstructie van het vloeistofoppervlak betreft. Om de hydrostati-
sche drukgradie¨nt te ondervangen dient tenminste lineaire (2e orde) nauwkeurigheid
behaald te worden bij het interpoleren van drukken en lokale waterhoogtes (welke lo-
gischerwijs aan elkaar gerelateerd zijn). In alle tests waarin hiervan werd afgeweken
ontstonden spoedig niet-fysische vloeistofbewegingen.
In de discretisatie van de drukrandvoorwaarde aan het vrije vloeistofoppervlak wordt
daarom een lineaire interpolatie toegepast voor de gebruikte drukvariabelen. Op ver-
gelijkbare wijze wordt een lineaire interpolatie toegepast op de lokale-hoogtefunctie
van het vloeistofoppervlak. Hiermee wordt gegarandeerd dat de vloeistofreconstruc-
tie consistent is met de hydrostatica ten gevolge van uniforme externe krachten (bij-
voorbeeld zwaartekracht).
Rond het bewegende vloeistofoppervlak en in de buurt van vaste objecten is het niet
altijd mogelijk een nauwkeurige (lineaire) interpolatie van de druk te verkrijgen door-
dat het rekenrooster lokaal te weinig informatie biedt. Waar nodig wordt hiervoor
gecompenseerd door middel van een hydrostatische interpolatiecorrectie, gebaseerd
op de heersende zwaartekracht.
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De verfijningsmethode en het opslagformaat
Gezien de grote schaalverschillen die zich in de beoogde toepassingen voordoen, is het
van belang dat de roosterverfijningsmethode zowel met grootschalige als kleinscha-
lige verfijningsgebieden overweg kan. Rekening houdend met toekomstige toepas-
singen, zoals (tijds)adaptieve roosterverfijning en parallellisatie, is gekozen voor een
verfijningsaanpak op basis van gestructureerde roosterblokken met (vrij te kiezen)
vaste afmetingen. De efficie¨ntie van deze aanpak kan waar nodig vergroot worden
door blokken samen te voegen in grotere verfijningsgebieden.
Een veel voorkomende methode voor het beschrijven van de roosterlay-out maakt
gebruik van boomstructuren zoals de quad- en oct-tree. Hierin worden verbindingen
tussen grove en fijne roostercellen expliciet vastgelegd, waardoor dit opslagformaat
minder vrijheid biedt in de keuze van roosterverfijningsmethode. In plaats daarvan is
een array-gebaseerde gegevensstructuur toegepast. Hierin worden minder vereisten
gesteld aan de te volgen verfijningsmethode, en kunnen naburige cellen of blokken
snel opgezocht worden. Uit voorlopig onderzoek naar adaptieve roosterverfijning
is reeds gebleken dat het array-gebaseerde opslagformaat eenvoudig uitgebreid kan
worden om bovengenoemde functionaliteit te ondersteunen.
Toepassingen
Om de prestaties van het gekozen discretisatieschema te beoordelen is in eerste in-
stantie gekeken naar verschillende academische, theoretische testgevallen. Uit de
numerieke resultaten komt naar voren dat de discretisatie rond roosterovergangen
voldoende nauwkeurig is en in veel gevallen een super-lineair (supra-convergent) ge-
drag vertoont.
Als opstap naar meer praktische toepassingen is gekeken naar de simulatie van stro-
ming rond een vierkante cilinder zonder een vloeistofoppervlak. Uit de resultaten
voor Reynoldsgetallen 10 en 100 blijkt dat lokale krachtberekeningen primair afhan-
kelijk zijn van de lokale roosterresolutie. Verder laten de resultaten zien dat het aantal
roosterpunten met behulp van lokale roosterverfijning significant verlaagd kan wor-
den zonder dat de antwoorden noemenswaardig veranderen.
Om de beschrijving van het vrije vloeistofoppervlak te onderzoeken zijn tenslotte twee
industrie¨le toepassingen onderzocht waarbij lokaal een hoge resolutie vereist is voor
nauwkeurige krachtberekeningen. Als eerste toepassing is gekeken naar de simulatie
van een brekende dam gevolgd door vloeistofimpact op een voorwerp. De gebruikte
(eenvoudige) setup kan symbool staan voor typische groen-water-berekeningen voor
schepen. De gemeten resultaten en rekentijden laten zien dat lokale roosterverfijning
ook in de aanwezigheid van een vrij vloeistofoppervlak gebruikt kan worden, in het
bijzonder voor het verkrijgen van nauwkeurige voorspellingen van de eerste impact.
De bruikbaarheid van de methode is verder onderzocht door de simulatie van gol-
finslag op een half afgezonken platform (semi-submersible), een veel voorkomend
scenario in de offshore-industrie. Gezien de grote variatie van inkomende golven,
evenals de gevoeligheid van de fysica, was het noodzakelijk gebruik te maken van
een statistische aanpak voor het vergelijken van de resultaten. Zowel in het experi-
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ment als in de numerieke simulaties worden kleine variaties door de gevoeligheid van
de fysica al snel uitvergroot, wat complicerend werkt bij het analyseren van o.a. roos-
terconvergentie. De resultaten tonen aan dat met behulp van lokale roosterverfijning
een hogere resolutie (met navenante nauwkeurigheid) behaald kan worden dan op
traditionele Cartesische roosters redelijkerwijs haalbaar is.
De effectiviteit van een lokale roosterverfijningsmethode hangt sterk af van het basis-
rooster dat als uitgangspunt wordt genomen. Voor sommige toepassingen zijn goed
ontworpen Cartesische roosters al bijzonder effectief en levert lokale verfijning relatief
weinig extra tijdwinst op. Om een eerlijk vergelijk te verkrijgen is tijdens deze studie
getracht “optimale” basisroosters te ontwerpen voor de te onderzoeken toepassing en
deze vervolgens te vergelijken met lokaal verfijnde roosters. Uit verschillende verge-
lijkingsstudies is gebleken dat de rekentijd, afhankelijk van de toepassing, typisch met
een factor 2 tot 10 verlaagd kan worden. Hiermee is de belangrijkste onderzoeksdoel-
stelling bereikt.
Vooruitblik
Toch blijven er nog voldoende mogelijkheden over om de rekentijd verder te reduce-
ren. Met name voor sterk tijdsafhankelijke stromingen kan de rekentijd alleen verder
verlaagd worden door tijdsafhankelijke roosterverfijning, gebaseerd op een adaptief
verfijningscriterium. In dit proefschrift zijn reeds drie van dergelijke toepassingen
aangewezen, namelijk: stromingen met een sterk wisselende locatie van het vloei-
stofoppervlak, turbulente stromingen en stromingen met bewegende objecten (bijv.
varende schepen, vallende reddingsboten).
Adaptieve roosterverfijning kan ook gebruikt worden om het aantal roosterovergan-
gen in de buurt van het vloeistofoppervlak en vaste objecten te verminderen, hetgeen
de nauwkeurigheid van de oplossing ten goede komt. In deze gebieden van de oplos-
sing is het namelijk niet eenvoudig dezelfde (2e) orde van nauwkeurigheid te verkrij-
gen als in de inwendige gebieden van de stroming. Vooral rond vaste objecten die niet
uitgelijnd zijn op het rooster kunnen kleine kunstmatige afwijkingen in het snelheids-
veld, doordat ten gevolge van de lagere-orde interpolaties minder goed wordt voldaan
aan de randvoorwaarden rondom het object. In alle praktische voorbeelden die tot nu
toe beschouwd zijn, blijft dit een lokaal effect dat weinig invloed heeft op de globale
resultaten van de simulaties. Desalniettemin kan er met een adaptief verfijningscri-
terium eenvoudig voor gezorgd worden dat roosterovergangen alleen plaatsvinden in
het binnengebied van de stroming (of alleen langs gladde delen van de geometrie of
het vloeistofoppervlak).
Slotwoord
De implementatie van lokale roosterverfijning is slechts e´e´n stap voorwaarts in de
zoektocht naar een efficie¨ntere numerieke solver. Grote vorderingen zouden nog ge-
maakt kunnen worden met verdere parallellisatie van de CFD solver evenals de imple-
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mentatie van adaptieve roosterverfijning. Beide onderwerpen krijgen nu de volledige
aandacht in het vervolgproject ComMotion, dat is gewijd aan het modelleren van de in-
teractie tussen vloeistof en bewegende objecten, hydro-elasticiteit en golfmodellering
in de aanwezigheid van achtergrondstromingen. Nog meer dan in eerdere projecten,
ligt de focus op het vergroten van de numerieke efficie¨ntie van de methode.
De in dit proefschrift beschreven methode voor statische lokale roosterverfijning heeft
zijn waarde al laten zien voor verschillende toepassingen, met name waar het lokale
krachtberekeningen betreft. Het is de verwachting dat de toevoeging van roosteradap-
tiviteit en parallellisatie het toepassingsbereik verder zal vergroten.
Het ontwerpen van een rekenrooster bestaat in de huidige praktijk nog veelal uit
hand- en hoofdwerk. Het gebruik van een (tijds)adaptief of automatisch verfijnings-
criterium kan helpen bij het detecteren van gebieden waar hogere resolutie nodig is
(of waar bespaard kan worden). Tegelijkertijd wordt hiermee het belang van een
goed gekozen verfijnings- en vergrovingscriterium nog duidelijker (een aandachts-
punt dat ook op traditionele roosters al een rol speelt). Het is niet de verwachting
van de auteur dat op korte of middellange termijn een ultiem criterium gevonden zal
worden. Het ontwerpen van rekenroosters zal nog lange tijd afhankelijk blijven van
gedegen uitgevoerd ingenieurswerk. De kwaliteit van het rooster (en de daarop ver-
kregen antwoorden) blijft daarmee nog voor een belangrijk deel de resultante van de
hoeveelheid ervaring (en het humeur) van de ingenieur.
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