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Abstract
Helmholtz problem appears in many areas for example in the context of inverse and
scattering problems. This problem is solved numerically and the challenge is that the
solutions become highly oscillatory. As a consequence the numerical discretization
has to be adapted to resolve these oscillations. Galerkin methods are well established
to solve elliptic problems - however for Helmholtz problems they suffer from the in-
definiteness of the equation, more precisely, the stability of the discrete solution as
well as the corresponding error is significantly “polluted” in the preasymptotic range.
For high wave numbers, the solution shows a non-robust behavior which is known
as the pollution effect, i.e. the discrepancy between the best approximation error and
the error of the Galerkin solution increases with increasing wave number. The physical
reason for this is the highly oscillatory nature of the solution of this problem while
in the mathematical language the Helmholtz equation becomes highly indefinite with
increasing wave number. It is an important topic of research in numerical analysis to
find an efficient numerical discretization which behaves reasonably robust with respect
to the wave number.
One of the interesting questions in this area is how the performance of the method
can be affected by the parameters like the wave number and the mesh size. Classical
conforming low-order finite elements suffer from pollution effect. The minimal dimen-
sion, N, e.g., of the P1-finite elements must satisfy N & k2d where d is spatial dimen-
sion. Previous works show that the high oscillation of the solution can be resolved by
refining the mesh size, h, and the pollution effect can be reduced by employing higher
order methods with comparison to lower order methods. For example it is known that
for conforming finite elements we can get a more relaxed condition (N & kd) if we
use higher order methods. In the recent years much progress has been made for non-
conforming finite element discretizations of the Helmholtz problem. Among them are
the plane wave discretization in combination with the ultra-weak variational formula-
tion which turn out to be unconditionally stable.
In this thesis, we develop a stability and convergence theory for the Ultra Weak
Variational Formulation (UWVF) of a highly indefinite Helmholtz problem in Rd,d =
1,2,3 for general, abstract trial and test spaces. The theory covers conforming as
ii
well as nonconforming generalized finite element methods. In contrast to conventional
Galerkin methods where a minimal resolution condition is necessary to guarantee the
unique solvability, it is proved that the UWVF admits a unique solution without any
condition for piecewise polynomials and plane waves and under a mild condition for a
very general class of the approximation spaces.
We develop a theory for general abstract non-conforming Galerkin discretization.
As an application we present the error analysis for the conforming and non-conforming
hp-version of the finite element method explicitly in terms of the mesh width h, poly-
nomial degree p and wave number k for two different cases. We show that our method
converges with almost optimal order under the conditions that kh/p is sufficiently small
and the polynomial degree p is at least O(logk).
Zusammenfassung
Das Helmholtz-Problem kommt in vielen Gebieten vor, beispielsweise im Zusammen-
hang mit Streuungsproblemen. Unser ziel ist es, dieses Problem numerisch zu lo¨sen.
Die Hauptschwierigkeit ist hierbei, dass die Lo¨sungen stark oszillieren. Infolgedessen
muss die numerische Diskretisierung angepasst werden, um diese Oszillationen
aufzulo¨sen. Galerkin-Methoden haben sich fu¨r die Lo¨sung elliptischer Probleme gut
etabliert. Fu¨r Helmholtz-Probleme entstehen jedochstabilita¨tsprobleme aufgrund der
Indefinitheit der Gleichung, genauer, die Stabilita¨t der diskreten Lo¨sung sowie der
zugeho¨rige Fehler werden im pra¨asymptotischen Bereich signifikant“gesto¨rt”.
Fu¨r grosse Wellenzahlen zeigt die Lo¨sung ein nichtrobustes Verhalten, welches
als Pollution-Effekt bekannt ist, d.h. die Diskrepanz zwischen dem Fehler der
bestmo¨glichen Approximation und dem Fehler der Galerkin-Lo¨sung wa¨chst mit wach-
sender Wellenzahl. Der physikalische Grund dafu¨r ist die stark oszillierende Natur
der Lo¨sung dieses Problems. Der “mathematische” Grund besteht darin, dass die
Helmholtz-Gleichung mit wachsender Wellenzahl zunehmend indefinit wird. Es ist
ein wichtiges Forschungsgebiet der numerischen Analysis, eine effiziente numerische
Diskretisierung zu finden, welche sich robust verha¨lt bezu¨glich der Wellenzahl.
Eine der interessanten Fragen auf diesem Gebiet ist, wie die Methode durch Pa-
rameter wie die Wellenzahl und die Maschenweite beeinflusst werden kann. Klas-
sische konforme Finite Elemente niedriger Ordnung sind wegen des Pollution-Effekts
ungeeignet. Die minimale Dimension N, z.B. der P1-Finite Elemente, muss N & k2d
erfu¨llen, wobei d die Raumdimension ist. Fru¨here Arbeiten zeigen, dass die starke Os-
zillation der Lo¨sung mittels Verfeinerung der Maschenweite h aufgelo¨st werden kann,
und der Pollution-Effekt kann durch Anwendung von Methoden ho¨herer Ordnung re-
duziert werden im Vergleich zu Methoden niedrigerer Ordnung. Es ist beispielsweise
bekannt, dass wir fu¨r konforme Finite Elemente eine schwa¨chere Bedingung (N & kd)
erhalten ko¨nnen, wenn wir Elemente ho¨herer Ordnung benutzen. In den letzten Jahren
wurden bei den nichtkonformen Finite Elemente Diskretisierungen des Helmholtz
Problems viele Fortschritte gemacht. Darunter sind die Plane-Wave-Diskretisierungen
in Kombination mit der “Ultra Weak Variational Formulation”, welche sich als absolut
stabil erweisen.
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In dieser Dissertation entwickeln wir eine Stabilita¨ts- und Konvergenztheorie fu¨r
die ultraschwache Variationsformulierung (UWVF) eines stark indefiniten Helmholtz
Problems inRd,d = 1,2,3. Die Theorie deckt sowohl konforme als auch nichtkonforme
verallgemeinerte Finite-Elemente-Methoden ab. Im Gegensatz zu konventionellen
Galerkin-Methoden, bei welchen eine minimale Auflo¨sungsbedingung notwendig
ist, um die eindeutige Lo¨sbarkeit zu garantieren, wird bewiesen, dass die UWVF
fu¨r stu¨ckweise Polynome und fu¨r ebene Wellen ohne irgendeine Bedingung sowie
unter einer schwachen Bedingung fu¨r eine sehr allgemeine Klasse von Approxima-
tionsra¨men eine eindeutige Lo¨sung liefert.
Wir entwickeln eine Theorie fu¨r allgemeine abstrakte nichtkonforme Galerkin-
Diskretisierungen. Als Anwendung pra¨sentieren wir die Fehleranalyse fu¨r die hp-
Version der Finite Elemente Methode explizit fu¨r die Maschenweite h, den Polynom-
grad p und die Wellenzahl k fu¨r zwei verschiedene Fa¨lle. Wir zeigen, dass unsere
Methode unter den Bedingungen, dass kh/p genu¨gend klein ist und dass der Polynom-
grad p mindestens O(logk) ist, optimale Konvergenzordnung besitzt.
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Introduction
Waves, as physical phenomena, can be defined as “a disturbance or variation that trans-
fers energy progressively from point to point in a medium and that may take the form
of an elastic deformation or of a variation of pressure, electric or magnetic intensity,
electric potential, or temperature.”
For the mathematically formulation of wave motion one employs the concept of a
wave function, which describes the position of a particle in the medium at any time.
The most basic prototype of a wave function is the sine wave or sinusoidal wave,
which is a periodic wave. It is important to note that the wave function represents
the displacement about the equilibrium position. Some of the properties of the wave
function are
• Wave speed - the speed of the wave’s propagation,
• Amplitude - the maximum magnitude of the displacement from equilibrium,
• Period - the time for one wave cycle,
• Frequency - the number of cycles in a unit of time,
• Wave length - the distance between any two points at corresponding positions on
successive repetitions in the wave,
• Wave number (k) - 2pi divided by the wavelength.
Waves are everywhere. Most of the information that we receive every day comes in
the form of waves, e.g. radio, TV, music. A Tsunamis or tidal wave is a large water
wave that is produced by some kind of seismic phenomena. Shock waves created by
a lighting may be a sonic boom. Sonic booms can be produced by aircraft flying at
speeds greater than the speed of sound in air. The massive compression waves pro-
duced by an earthquake are similar to sound waves. The quality of sound coming from
a musical instrument depends upon the number of harmonic frequencies produced and
their relative intensities. Also in radar communications and Ultrasonic applications and
electromagnetic are also some other examples of wave applications. These examples
show that why it is important to study waves.
2 Chapter 1. Introduction
From the numerical point of view, the wave propagation problems with high fre-
quencies (or large wave numbers) are very challenging. The highly oscillatory nature
of the solutions of such kind of problems result in a strong singular perturbation of
the elliptic problem. The difficulty is to establish a robust numerical method with
a reasonable mesh constraint in the finite element method (FEM) and to understand
the dependence of the accuracy of the method on the discretization and problem pa-
rameters which include the geometry of the domain and in particular the mesh width.
Therefore, it is essential that the numerical model can resolve the difficulties associated
with large wave number.
Highly indefinite boundary value problems arise for example, in conditions that
electromagnetic or acoustic scattering problems are modeled in frequency domain.
There the Helmholtz equation with a high wave number k is an adequate model prob-
lem. The Helmholtz equation belongs to the classical equations of mathematical
physics. The existence and uniqueness of solutions of this equation was studied in
1950’s [12, 41].
The development of the finite element method (FEM) for acoustic problems goes
back to the 1970’s [13, 33, 34, 53, 60]. This method has been for many years used to
discretize the different types of Helmholtz problems. By considering the polynomial
approximation of order p of an oscillatory wave, e.g., sinkx on a small interval of
length h one easily derives the condition kh/p< 1 for a minimal resolution of the wave.
However, it was proved that the quasi optimality of the finite element error estimates
can be obtained under the stronger mesh constraint k2h . 1 [4, 19, 20]. It is also
known that the unique solvability of the low order h-version finite element methods
is only obtained under a very restrictive stability condition. For example as in [5] for
P1-element space, the condition N & k2d must be satisfied, where N is the number of
degrees of freedom and d is the spatial dimension d ∈ {1,2,3}.
Higher order finite elements, where the polynomial degree is increased logarith-
mically with respect to the wave number, perform much better than low order finite
elements in the pre-asymptotic regime [46, 47]. However, a minimal resolution condi-
tion for the finite element space has to be satisfied in order to guarantee the existence of
a discrete solution. For example for the case of the domains with analytic boundary the
following condition is sufficient to ensure the quasi optimality of the Galerkin method
for hp-FEM:
kh
p
. 1 together with p & logk,
where p denotes the order of the method. An important tool in the theory is a k-explicit
regularity theory from [46, 47] that is based on decomposing the solution u into two
parts uH2 ∈ H2 with k-independent regularity constants and the analytic part uA with
k-explicit bounds for all derivatives for a right-hand side f ∈ L2(Ω).
In recent decades, in order to minimize or eliminate the pollution effect and ob-
3tain a more stable scheme for large wave numbers, new types of methods were devel-
oped to solve this problem numerically. There are mainly two groups of methods, the
first group is based on variational formulations other than the classical Galerkin meth-
ods. Some examples of this group are Galerkin Least Square Finite Element Methods
[11, 30, 31], Quasi stabilized Finite Element Methods [7] and Discontinuous Galerkin
Methods (DG methods) [2, 8, 9, 10, 23, 24, 28, 32, 42, 48]. The second group is based
on numerical methods on non-standard ansatz functions. From this group we recall
the stabilized or nonstandard methods such as Generalized Galerkin/Finite Element
Methods and Partition of Unity Methods [6, 39, 38, 44, 43, 51, 52, 57]. In addition
many discrete approximation spaces have been proposed. Between these methods DG
methods are known as very powerful tool for solving partial differential equations.
The main advantages of the DG methods compared to classical conforming
Galerkin methods are as follows:
• Since the (weak) continuity is enforced by the DG variational formulation there is
a lot of freedom to choose trial and test spaces (even in an element-by-element fash-
ion).
• DG methods can easily handle meshes with hanging nodes and elements of gen-
eral shapes.
• DG methods have the advantage that the elements can be subdivided indepen-
dently and hanging nodes do not pose a problem (h-refinement). The same is true with
adjusting the polynomial order (p-refinement).
The Ultra Weak Variational Formulation (UWVF) of Cessenat and Despre´s [9, 10, 16]
belongs to the category of the DG methods and became a very popular method in re-
cent years. It allows local discretization spaces as (e.g., plane waves [28, 35]) which
are discontinuous and continuity is enforced by the discrete equations in a weak way.
In this dissertation we use the ultra weak variational formulation which was devel-
oped in [9, 16, 28] for the Helmholtz problem. Our goal is to develop a theory for ultra
weak variational formulation which allows us to derive the quasi-optimal convergence
behavior of abstract conforming and non-conforming generalized finite element spaces
from certain local approximation properties and local inverse estimates.
The thesis is structured as follows. In Chapter 2, we recall some definitions and
properties of the acoustic waves, e.g., conservation laws, and the basic theory of the
acoustic waves. In the next step, we discuss some typical boundary conditions for the
Helmholtz problem and their physical meaning. We continue this chapter by presenting
the weak form of our model problem and the standard finite element formulation of it,
followed by the stability and convergence results from [46, 47]. We finish this chapter
by recalling the decomposition lemma for the solution u of the Helmholtz problem.
Chapter 3 presents the construction of the ultra weak variational formulation for the
Helmholtz problem.
Chapter 4 is at the heart of this thesis. It begins with a discussion of the continuity and
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coercivity of the DG sesquilinear form and is followed by an analysis of the existence
and uniqueness of the solution of the DG problem. At this point we introduce the es-
sential condition for a discrete space to admit the stability. In the next step we discuss,
in detail, the convergence estimates for very general non-conforming finite element
spaces. We will derive the optimal-order estimate in the DG norm.
Chapter 5 provides a brief overview of the discrete spaces, e.g., plane waves and
piecewise polynomials. We also present some trace estimates.
Chapter 6 contains some applications of our theory. We use our stability and con-
vergence estimates for the cases of general conforming and non-conforming hp-finite
elements. We also study the approximation property for each of those cases and es-
timate it explicitly in terms of the wave number k, mesh size h and the polynomial
degree p.
In the last chapter, we compare the results for plane wave discontinuous Galerkin
method with our method.
2
Helmholtz Problem
In this chapter we will present an introduction to acoustic waves and in particular
to the Helmholtz equation and its different boundary conditions along their physical
applications. We introduce the variational problem and the existence and uniqueness
of the solution of the Helmholtz problem with Robin boundary condition. In the last
section we present the standard Galerkin finite element discretization and discuss about
the stability and convergence analysis.
2.1 Acoustic Waves
In this section we will give a short introduction to the theory of the acoustic wave
propagation. Here we restrict ourselves to the case of fluid or gas medium (if the
medium is solid one has to apply the theory of elastic waves). For a more detailed
introduction to waves we refer to [1, 3, 25, 40, 49, 54]. We start with an introduction
to the fundamental laws: (cf. [36])
(i) Conservation of Mass
Consider the medium (fluid) with pressure P(x, t), density ρ(x, t) and particle ve-
locity V(x, t), where t denotes the time. The conservation of mass can be stated
as follows
− ∂
∂t
∫
V
ρdV =
∫
∂V
ρ(V ·n)dS ,
where V denotes the volume element and ∂V denotes its boundary and n is the
outward normal vector to the V as it is shown in the Figure 2.1.
Then, from the Gauss theorem we derive the continuity equation
∂ρ
∂t
+div(ρV) = 0. (2.1)
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Figure 2.1: A volume element with Pressure and normal vectors
(ii) Equation of Motion
Equation of motion or Euler equation states
ρ
∂V
∂t
= −∇P. (2.2)
From linear material law, we have
P = c2ρ (2.3)
where c is the speed of sound.
Now we assume that the medium is homogeneous, from (2.3) we get
∂2P
∂t2
= c2
∂2ρ
∂t2
,
we combine this result with (2.1) to obtain
− 1
c2
∂2P
∂t2
=
∂
∂t
div(ρV)
=div(∂ρ
∂t
V+ρ∂V
∂t
)
=div(∂ρ
∂t
V)+div(ρ∂V
∂t
),
from equation of motion it follows
− 1
c2
∂2P
∂t2
=div(∂ρ
∂t
V)−div(∇P)
=div(∂ρ
∂t
V)−∆P.
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Now if we assume that ρ is a constant then we derive the wave equation
∆P− 1
c2
∂2P
∂t2
= 0.
Assuming time harmonic waves, i.e.,
F(x, t) = f (x)e−iωt
with circular frequency ω and i =
√
−1 denoting the imaginary unit, we obtain the
Helmholtz equation
∆P+ k2P = 0
where the wave number k is defined by k := ω/c.
2.2 Helmholtz Equation and Boundary
Conditions
The Helmholtz equation is an elliptic equation. In order to obtain a well posed prob-
lem we have to formulate suitable boundary conditions. These conditions comes from
some physical laws which are formulated on the boundaries of the domain of the prob-
lem. Typically the Helmholtz problem is considered in an unbounded exterior domain
with hard or soft scatterers at the boundary and the Sommerfeld radiation condition at
infinity. For numerical purposes, it is more convenient to formulate this problem on a
bounded domain (with artificial boundary) instead of the unbounded domain. This can
be done via the Dirichlet-to-Neumann operator (see [50]).
2.2.1 Boundary Conditions
(i) Sommerfeld Radiation Condition
To guarantee a unique solution for wave problems on unbounded domains, it is
necessary to have a condition which represent the behavior of the wave at infinity.
As is typical for wave propagation in unbounded acoustic domains (free space)
we assume that no waves are reflected from infinity.
Let u(r) be the solution of homogeneous Helmholtz equation in an exterior do-
main Ω+ = Rd \ ¯Ω. Assume that a wave source is placed at the origin and let R be
the radial distance from the origin to the observation point.
In order to absorb the waves at infinity we impose the following condition (the
so called Sommerfeld condition)
lim
R→∞
R(d−1)/2
(
∂u
∂R
− iku
)
= 0.
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(ii) Dirichlet Boundary Condition
This condition applies in bounded domains (e.g., Ω) when the material of the
surface has much lower impedance1 than the carrier medium, i.e. ρ2v2  ρ1v1
where ρ1 and v1 denote respectively the surface medium density and the propa-
gation velocity of ultrasound through the surface medium (ρ2 and v2 are defined
similarly for the carrier medium).
u = 0 on ∂Ω.
This case is called soft scatterer.
(iii) Neumann Boundary Condition
This condition is imposed for bounded domains when the surface material has
much higher acoustic impedance than the host medium (ρ2v2  ρ1v1),
∂u
∂n
= 0 on ∂Ω,
where n is the outer normal vector to ∂Ω. This case is called hard scatterer.
(iv) Robin Boundary Condition
This condition models the acoustic impedance of the boundary,
∂u
∂n
+ iσu = 0 on ∂Ω,
where σ is a parameter which measure the admittance of the surface.
2.2.2 Helmholtz Model Problem
Model Problem:
Let Ω ⊂ Rd with d = 2,3 be a bounded Lipschitz domain. Also assume the right-
hand side f ∈ L2(Ω) and g ∈ L2(∂Ω),
−∆u− k2u = f inΩ, (2.4a)
∂u
∂n
+ iku = g on ∂Ω. (2.4b)
1The acoustic impedance is a material property which is defined by the density of the medium times
the propagation velocity of ultrasound through the medium.
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2.2.3 The Abstract Variational Formulation
Let Ω be a bounded Lipschitz domain. The weak formulation of the problem (2.4) is
given by:
Find u ∈ V := H1(Ω) such that
a (u,v)+b (u,v) = F(v) ∀v ∈ H1(Ω), (2.5)
where
a (u,v) :=
∫
Ω
(
∇u∇v¯− k2uv¯
)
dV, ∀u,v ∈ H1(Ω) (2.6)
b (u,v) := ik
∫
∂Ω
uv¯dS , ∀u,v ∈ H1(Ω) (2.7)
F(v) :=
∫
Ω
f v¯dV +
∫
∂Ω
gv¯dS ∀v ∈ H1(Ω). (2.8)
Proposition 2.1. ([43, Prop. 8.1.3]) Let Ω be a bounded Lipschitz domain. Then,
(2.4) is uniquely solvable for all f ∈
(
H1(Ω)
)′
, g ∈H−1/2(∂Ω) and the solution depends
continuously on the data.
Proof. For the proof we refer to the Proposition 8.1.3 in [43].
2.3 Finite Element Approximations
2.3.1 Notation for Function Spaces
In the theory of the elliptic partial differential equations, it is common to work with the
Sobolev spaces. We use the standard notations. We denote the Sobolev space Wmp (Ω)
for 1 ≤ p ≤∞ as
Wmp (Ω) := {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω) ∀|α| ≤ m},
where α is a multi-index and the weak derivative2 of order α is denoted by Dαu. We
denote the Hilbert space Hm(Ω) as a special case of the Sobolev space for p = 2, with
2Let u ∈ L1(Ω). Then v is the weak derivative of u if and only if∫
Ω
uDαφdx = (−1)|α|
∫
Ω
vφdx ∀φ ∈C∞0 (Ω),
where
Dαu =
∂|α|u
∂x
α1
1 ...∂x
αn
n
.
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the following seminorm and norm,
|u|2Hm(Ω) =
∑
|α|=m
∫
Ω
|Dαu|2dx for m ∈ N0. (2.9)
‖u‖2Hm(Ω) =
∑
|α|≤m
∫
Ω
|Dαu|2dx for m ∈ N0. (2.10)
We equip the space H1(Ω) with the norm
‖u‖H ,Ω :=
(
|u|2H1(Ω)+ k
2‖u‖2L2(Ω)
)1/2
, (2.11)
which is equivalent to the H1(Ω)-norm for k ≥ k0 > 0.
2.3.2 Galerkin Discretization
Let S c be a finite dimensional subspace of H1(Ω). The conforming Galerkin finite
element discretization of (2.5) is as follows
Find uS c ∈ S c such that
a
(
uS c ,v
)
+b (uS c ,v) = F(v) ∀v ∈ S c, (2.12)
where
a (u,v) =
∫
Ω
(
∇u∇v¯− k2uv¯
)
dV, ∀u,v ∈ S c (2.13)
b (u,v) = ik
∫
∂Ω
uv¯dS , ∀u,v ∈ S c (2.14)
F(v) =
∫
Ω
f v¯dV +
∫
∂Ω
gv¯dS ∀v ∈ S c. (2.15)
The results of the following subsections are taken mainly from [46, 47].
2.3.3 Stability and Convergence Analysis
Theorem 2.2. ([47, Theorem 3.2, Corollary 3.3])
Let Ω ⊂Rd, d ∈ {2,3}, be a bounded Lipschitz domain. Let the sesquilinear forms a(·, ·)
and b(·, ·) be given by (2.6) and (2.7). Then we have,
(i) b : H1(Ω)×H1(Ω) → C is a continuous sesquilinear form with
|b(u,v)| ≤Cb‖u‖H ,Ω‖v‖H ,Ω ∀u,v ∈ H1(Ω). (2.16)
where the the constant Cb depends solely on Ω.
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(ii) The following Gårding inequality holds:
Re(a(u,v)+b(u,v))+2k2‖u‖2L2(Ω) ≥ ‖u‖2H ,Ω ∀u ∈ H1(Ω). (2.17)
(iii) The adjoint problem to (2.5) which is defined by
Find φ ∈ H1 (Ω) such that∫
Ω
∇φ∇ ¯ψdV − k2
∫
Ω
φ ¯ψdV + ik
∫
∂Ω
φ ¯ψdS =
∫
Ω
w ¯ψdV ∀ψ ∈ H1 (Ω) (2.18)
is uniquely solvable for every f ∈ L2(Ω).
Let N∗k : f → φ denote the adjoint solution operator with
Cad j := sup
f∈L2(Ω)\{0}
‖N∗k f ‖H ,Ω
‖ f ‖L2(Ω)
. (2.19)
Let S c be a closed subspace of H1(Ω) and define the adjoint approximability
η(S c) := sup
f∈L2(Ω)\{0}
inf
v∈S c
‖N∗k f − v‖H ,Ω
‖ f ‖L2(Ω)
. (2.20)
Then, the condition
kη(S c) ≤ 14(1+Cb) (2.21)
implies the following statements:
(iv) The discrete inf-sup condition is satisfied
inf
u∈S c\{0}
sup
v∈S c\{0}
|a(u,v)+b(u,v)|
‖u‖H ,Ω‖v‖H ,Ω
≥ 1
2+1/(1+Cb)+4kCad j > 0. (2.22)
(iiv) (quasi optimality) For every u ∈ H there exists a unique uS c with Galerkin or-
thogonality property
a(u−uS c,v)+b(u−uS c ,v) = 0 ∀v ∈ S c,
and there holds
‖u−uS c‖H ,Ω ≤ 2(1+Cb) inf
v∈S c
‖u− v‖H ,Ω, (2.23)
‖u−uS c‖L2(Ω) ≤ (1+Cb)η(S c) inf
v∈S c
‖u−uS c‖H ,Ω, (2.24)
12 Chapter 2. Helmholtz Problem
Proof. For a proof we refer to the Theorem 3.2 and Corollary 3.3 in [47]. 
Remark 2.3. The similar results have been proved in [47, 46] for the case of Helmholtz
problem with Dirichlet boundary condition and the case of Helmholtz problem with
Sommerfeld radiation condition for the exterior domains.
From Theorem 2.2 we conclude that the adjoint approximation property ηS c plays
the key role for the stability and convergence estimates. This quantity allows to quan-
tify the quality of a (new) approximation space S c for the Galerkin discretization. In
the following, we will present a theory which allows to estimate this quantity.
2.3.4 Stable Decomposition
The main idea of the refined regularity results in [46] is based on the frequency splitting
of the right-hand side and the estimation of the solution operators applied to the high
and low frequency parts of it. This splitting is based on the Fourier transform. The
different cases of such an splitting were studied for the Helmholtz problem
(i) with Sommerfeld radiation condition, in [46],
(ii) with Dirichlet boundary condition for an exterior domain, in [47],
(iii) with Robin boundary condition on a bounded Lipschitz domain, in [47].
As our focus in this thesis is on the Helmholtz problem of type (iii), we only recall
here the decomposition results for bounded domains.
Assumption 2.4. Let u be the solution of the Helmholtz problem. Then it satisfies the
following estimate:
‖u‖H ,Ω ≤CS kϑ
(
‖ f ‖L2(Ω)+ ‖g‖L2(∂Ω)
)
(2.25)
for some CS and ϑ ≥ 0 independent of k.
For the Helmholtz problem with Robin boundary conditions (2.4) the assumption
(2.4) is fulfilled with ϑ = 5/2 by [22, Thm. 2.4]. For smooth domains which are star-
shaped with respect to a ball or convex polygon, ϑ = 0 is possible as shown in [43,
Prop. 8.1.4] for d = 2 and subsequently for d = 3 in [14].
Theorem 2.5. ([47, Theorem 4.10]) (Decomposition for bounded domain).
Consider the model problem (2.4). Assume that Ω is a bounded Lipschitz domain with
an analytic boundary or is a convex polygonal domain. Then, there exist constants
C, λ > 0,−→β ∈ [0,1)J independent of k such that for every f ∈ L2(Ω) and g ∈ H1/2(∂Ω)
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the solution u = S k( f ,g) of the Helmholtz problem (2.4) can be written as u = uH2+uA,
where, for all p ∈ N0
‖uA‖H ,Ω ≤Ckϑ
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
(2.26)
‖Φp,−→β ,k∇
p+2uA‖L2(Ω) ≤Cλpkϑ−1 max{p,k}p+2
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
(2.27)
‖uH2‖H2(Ω)+ k‖uH2‖H ,Ω ≤ C
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
, (2.28)
where the weight functions Φ
p,
−→
β ,k are defined as follows:
Φp,β,k(x) = min
1, |x|min{1, |p|+1k+1 }

p+β
, forβ ∈ [0,1), p ∈ N0, andk > 0.
Remark 2.6. In Theorem 2.5, Φ
p,−→β ,k = 1 if Ω has an analytic boundary while it is
the weight function which takes into account corner singularities of the solution for
polygonal domains (cf. [47]). Later to avoid weight functions we restrict ourselves
most of the time to the case of the domains with analytic boundaries.
Proof. (proof of Thm. 2.5) We recall some parts of the proof from [47]. First of
all, we note that from the linearity of the operator S k it is enough to consider the
decomposition of u = S k( f ,0) and u = S k(0,g) separately.
We subdivide this proof into three main steps. The first two steps are related to
the properties of S k( f ,0) and S k(0,g) using a tool to decompose the solution into two
parts (i.e. H2 part and analytic part), and in the last step we show how to get such an
estimate for the solution of the Helmholtz equation using the previous steps.
1st step.(properties of S k( f ,0))
Let Ω be a bounded Lipschitz domain and q ∈ (0,1), then there exist constants C, λ >
0,−→β ∈ [0,1)J independent of k such that for every f ∈ L2(Ω) the solution u = S k( f ,0) of
the Helmholtz problem (2.4) can be written as u = uH2 +uA+ u˜, where, for all p ∈ N0
‖uA‖H ,Ω ≤Ckϑ‖ f ‖L2(Ω) (2.29)
‖Φ
p,
−→
β ,k∇
p+2uA‖L2(Ω) ≤Cλpkϑ−1 max{p+2,k}p+2‖ f ‖L2(Ω) (2.30)
‖uH2‖H ,Ω ≤ qk−1‖ f ‖L2(Ω), (2.31)
‖uH2‖H2(Ω) ≤ C‖ f ‖L2(Ω), (2.32)
and the remainder u˜ = S k( ˜f ,0) satisfies
−∆u˜− k2u˜ = ˜f , (2.33)
∂nu˜− iku˜ = 0, (2.34)
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where
‖ ˜f ‖L2(Ω) ≤ q‖ f ‖L2(Ω).
2nd step. (properties of S k(0,g))
Let Ω be a bounded Lipschitz domain and q ∈ (0,1), then there exist constants C, λ >
0,−→β ∈ [0,1)J independent of k such that for every g ∈H1/2(∂Ω) the solution u= S k(0,g)
of the Helmholtz problem (2.4) can be written as u = uH2+uA+ u˜, where, for all p ∈N0
‖uA‖H ,Ω ≤Ckϑ‖g‖H1/2(∂Ω) (2.35)
‖Φ
p,
−→
β ,k∇
p+2uA‖L2(Ω) ≤Cλpkϑ−1 max{p+2,k}p+2‖g‖H1/2(∂Ω) (2.36)
‖uH2‖H2(Ω) ≤ qk−1‖g‖H1/2(∂Ω), (2.37)
‖uH2‖H ,Ω ≤ C‖g‖H1/2(∂Ω). (2.38)
The remainder u˜ = S k(0, g˜) satisfies for a g˜ with ‖g˜‖H1/2(∂Ω) ≤ q‖g‖H1/2(∂Ω),
−∆u˜− k2u˜ = 0, (2.39)
∂nu˜− iku˜ = g˜. (2.40)
3rd step.
Let f (0) := f , then from part (i) for u = S k( f (0),0) we get
u = u
(0)
A +u
(0)
H2 +S k( f
(1),0), for some f (1) ∈ L2(Ω),
where u(0)A and u
(0)
H2 satisfy the estimates stated in (i) and ‖ f (1)‖L2(Ω) ≤ q‖ f (0)‖L2(Ω)
for some q ∈ (0,1). Now we may iterate this argument and we can write u as a sum
of series (of analytic functions and H2-functions) which can be bounded by using a
geometric series argument. The same argument can be applied to S k(0,g). 
3
Discontinuous Galerkin
Methods
It is known that the use of conforming methods to solve the variational equation (2.12)
requires to impose a minimal resolution condition to prove discrete stability. For ex-
ample kh/p < c1 and p > c2 logk with sufficiently small c1 and sufficiently large c2 are
necessary conditions to get the stability for a large class of Helmholtz problems (e.g.,
(i) for bounded domains with analytic boundaries and Robin boundary condition, (ii)
for convex two dimensional polygons, (iii) for exterior domains in Rd (d ∈ {2,3}) with
analytic boundaries and Dirichlet boundary conditions).
In the context of non-conforming discontinuous Galerkin methods (DG methods)
our goal is to derive a discretization of the Helmholtz problem which is unconditionally
stable, i.e., the existence and uniqueness of the discrete solution is guaranteed without
a resolution condition on the discrete space. In the recent years DG methods have
become very popular. The major advantage of DG methods is that “strict” conditions
such as, e.g., continuity in the domain or essential boundary conditions or stabilized
terms can be “built” weakly into the variational formulation. This typically allows to
use and construct appropriate finite element space in a much more flexible way.
In this chapter we will derive a general discontinuous Galerkin method for the
Helmholtz problem. By a certain choice of the flux parameters we will derive the
ultra weak variational formulation.
3.1 UWVF for the Helmholtz Problem
In the class of DG methods there is a method which is called the ultra weak variational
formulation (UWVF). The UWVF can be regarded a special DG method as discussed
in [8, 28]. The ultra weak variational formulation was introduced by B. Despre´s in
[16] and it was applied for the Helmholtz problem as well as Maxwell equations in
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Figure 3.1: A possible non-conforming triangulation
[9, 10]. Here we follow the same technique as in [28] to get the ultra weak variational
formulation for the Helmholtz problem.
Consider the model problem introduced in Section 2.2.2. The starting point is to
write the problem as a first order system. We introduce an auxiliary variable σ :=∇u/ik
and insert it into the equations (2.4a) and (2.4b),
ikσ = ∇u inΩ,
iku−∇ ·σ = 1
ik f inΩ, (3.1)
ikσ ·n+ iku = g on ∂Ω.
Let T denote a partition of Ω into non-overlapping polygonal/polyhedral subdo-
mains (“finite elements”) K of diameters hK with possibly hanging nodes1. We define
1A vertex of an element is called a hanging node if it lies in the interior of an edge or face of another
element.
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for each element the following sets
EI (K) := {E : E is an (full) interior edge (d = 2), or an interior face (d = 3)of K} ,
(3.2)
EB (K) := {E : E is a (full) boundary edge (d = 2), or a boundary face (d = 3)of K} ,
(3.3)
E (K) := {E : E is an (full) edge (d = 2), or a face (d = 3)of K} , (3.4)
and the constant
dT :=max
{
]EI (K) : K ∈ T
}
(3.5)
for example, dT = d+1 for simplicial meshes.
The set of the inner and boundary edges in T are as follows:
F IT := {e : e ∈ EI (K) for someK ∈ T }, (3.6)
F BT := {e : e ∈ EB (K) for someK ∈ T }, (3.7)
(3.8)
As a convention we assume that the finite elements K are open sets as well as the
elements in F IT are assumed to be relatively open.
The inner and the boundary skeletons of T are given by
S
I
T :=
⋃
e∈F IT
e and SBT :=
⋃
e∈F BT
e. (3.9)
For later use, we define a refined partition F I,microT of SIT as the smallest set (with
largest pieces) with the properties:
a. For all e ∈ F I,microT and for all e′ ∈ F IT , the intersection e∩ e′ is either empty or
e.
b.
⋃
e∈F I,microT
e =SIT .
As a consequence the following holds
a) the elements in F I,microT are disjoint, and
b) for all e ∈ F IT , there exists a set of sons denoted by sons(e) ⊂ F I,microT such that
e =
⋃
e′∈sons(e)
e′. (3.10)
18 Chapter 3. Discontinuous Galerkin Methods
The set F B,microT is defined analogously.
For example in Figure 3.1, we can see that the edges e, e′ and e′′ do not belong to
F I,microT but we can write them as follows
e = e1∪ e2∪ e3∪ e4 ,
e′ = e5∪ e6 ,
e′′ = e6∪ e7 ,
where ei ∈ F I,microT for i ∈ {1,2,3,4,5,6,7}.
We multiply the first equation in (3.1) by a smooth test function τ ∈ H(div; K) :=
{u ∈ L2(K) : div(u) ∈ L2(K)} and the second equation in (3.1) by another test function
v ∈ H1(K). We employ elementwise integration by parts for each of those equations.
Then (3.1) is equivalent to:
Find σ ∈ H(div,K) and u ∈ H1(K) such that∫
K
ikσ ·τdV +
∫
K
u∇ ·τdV −
∫
∂K
uτ ·ndS = 0 ∀τ ∈ H(div; K) (3.11)∫
K
ikuvdV +
∫
K
σ · ∇vdV −
∫
∂K
σ ·nvdS = 1
ik
∫
K
f vdV ∀v ∈ H1(K).
Note that problem (3.11) is formulated at the continuous level. Now we will re-
place the spaces H1(K) and H(div,K) by finite-dimensional subsets S ⊂ H1(K) and
ΣS ⊂ H(div,K). We emphasize that in the following theory we assume that the finite
dimensional space satisfy the following minimal requirements
S ⊂ L2 (Ω) and S ⊂
∏
K∈T
H2 (K) , (3.12)
but do not assume that S is piecewise polynomial or a classical finite element space.
For the error analysis we will impose further (abstract) condition in the form of discrete
trace estimates. Additionally , we impose a coupling between neighboring elements
by replacing the multi-valued traces u and σ on the element edges by the so-called
numerical fluxes ûS and σ̂S . To define the numerical fluxes and present the equivalent
problem to (3.11) we need the following definitions.
As a consequence of (3.9), every edge e ∈ F I,microT is contained in the boundaries of
exactly two finite elements which we denote by K+e and K−e . The one-sided restrictions
of some T -piecewise smooth function v to e ∈ F I,microT are denoted by
v+ (x) := lim
y∈K+
y→x
v (y) and v− (x) := lim
y∈K−
y→x
v (y) for all x ∈ e,
and we use the same notation for vector-valued functions such as σS .
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The averages and jumps are defined on e ∈ F I,microT by
the averages: {vS } :=
1
2
(v+S + v−S ) , {σS } :=
1
2
(σ+S +σ−S ),
the jumps: ~vS N := v+S n++ v−S n− , ~σS N := σ+S .n++σ−S .n−,
where vS and σS are piecewise smooth function and vector field on T . The general
form of the numerical fluxes is (cf. [28]):
On ∂K−∩∂K+ ⊂SIT , define
σ̂S =
1
ik {∇T uS }−α~uS N −
γ
ik~∇T uS N ,
ûS = {uS }+γ ·~uSN −
β
ik~∇T uS N , (3.13)
and on ∂K ∩∂Ω ⊂SBT , define
σ̂S =
1
ik∇T uS − (1−δ)
(
1
ik∇T uS +uS n−
1
ikgn
)
,
ûS = uS −δ
(
1
ik∇T uS ·n+uS −
1
ikg
)
, (3.14)
with parameters α > 0, β ≥ 0, γ and 0 < δ < 1. By ∇T 2 and ∆T 3 we denote the
elementwise applications of the operators ∇ and ∆, respectively. For the method by
Cessenat and Despre´s [9] the parameters were chosen by
α = 1/2, β = 1/2, γ = 0, δ = 1/2,
and the method in [28] is recovered by
α = a/kh, β = bkh, γ = 0, δ = dkh,
where the local mesh size function h is defined on F IT by
h(x) = min{hK− ,hK+}
if x is in the interior of ∂K−∩∂K+, where hK := diamK. For our purpose we take γ = 0
and determine the suitable choices of α,β and γ later in Chapter 4.
2For v ∈ H1(Ω,T ) we define (∇T v) |K = ∇ (v|K).
3For v ∈ H1(Ω,T ) we define (∆T v) |K = ∆ (v|K).
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Now we introduce the discrete solutions σS ∈ ΣS and uS ∈ S as the solutions of the
following system:∫
K
ikσS ·τS dV +
∫
K
uS∇ ·τS dV −
∫
∂K
ûS τS ·ndS = 0 ∀τS ∈ ΣS (K),∫
K
ikuS vS dV +
∫
K
σS · ∇vS dV −
∫
∂K
σ̂S ·nvS dS = 1ik
∫
K
f vS dV ∀vS ∈ S (K).
(3.15)
By imposing the assumption ∇T S ⊆ ΣS and taking τS =∇vS , we can eliminate ΣS . We
integrate by parts from the first equation in (3.15) and insert the result into the second
equation. This results in∫
K
(∇uS · ∇vS − k2uS vS )dV −
∫
∂K
(uS − ûS )∇vS ·ndS −
∫
∂K
ikσ̂S ·nvS dS =
∫
K
f vS dV.
(3.16)
By inserting the definitions of the numerical fluxes as in (3.13) and (3.14) into equa-
tion (3.16) and summing over all elements, it follows
(∇T uS ,∇T vS )L2(Ω)− k2(uS ,vS )L2(Ω)−
∫
S
I
T
~uS N · {∇T vS }dS −
∫
S
I
T
{∇T uS } ·~vS N dS
−
∫
S
B
T
δuS∇T vS ·ndS −
∫
S
B
T
δ∇T uS ·nvS dS −
1
ik
∫
S
I
T
β~∇TuS N~∇T vS N dS
− 1
ik
∫
S
B
T
δ∇T uS ·n∇T vS ·ndS + ik
∫
S
I
T
α~uS N ·~vS N dS + ik
∫
S
B
T
(1−δ)uS vS dS
+
∫
S
B
T
δ
1
ikg∇T vS ·ndS −
∫
S
B
T
(1−δ)gvS dS = ( f ,vS )L2(Ω),
where we used the following relations∑
K∈T
∫
∂K\∂Ω
{∇T uS } ·nvS dS =
∫
S
I
T
{∇T uS } ·~vS N dS∑
K∈T
∫
∂K\∂Ω
(uS −{uS })∇T vS ·ndS =
∫
S
I
T
~uS N · {∇T vS }dS .
Finally the UWVF can be written in the form:
Find uS ∈ S such that, for all v ∈ S ,
aT (uS ,v)− k2(uS ,v)L2(Ω) = ( f ,v)L2(Ω)−
∫
S
B
T
1
ikδg∇T v ·ndS +
∫
S
B
T
(1−δ)gvdS ,
(3.17)
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where aT (·, ·) is the DG-sesquilinear form on S ×S defined by
aT (u,v) := (∇T u,∇T v)L2(Ω)−
∫
S
I
T
~uN · {∇T v}dS −
∫
S
I
T
{∇T u} ·~vN dS
−
∫
S
B
T
δu∇T v ·ndS −
∫
S
B
T
δ∇T u ·nvdS
− 1
ik
∫
S
I
T
β~∇TuN~∇T vN dS −
1
ik
∫
S
B
T
δ∇T u ·n∇T v ·ndS
+ ik
∫
S
I
T
α~uN ·~vN dS + ik
∫
S
B
T
(1−δ)uvdS . (3.18)
Remark 3.1. For functions u,v ∈ H3/2+ε (Ω) all terms in the bilinear form (3.18) are
well-defined due to well known mapping properties of the trace and the normal trace
operator for Lipschitz domains [17, 29, 56].

4
Stability and Convergence
Analysis
4.1 Notations
For our stability and convergence estimates we will use mesh dependent norms ‖ · ‖DG
and ‖ · ‖DG+ as follows
‖v‖2DG :=‖∇T v‖2L2(Ω)+ k
−1‖β1/2~∇T vN‖2L2(SIT )+ k‖α1/2~vN‖2L2(SIT )
+ k−1‖δ1/2∇T v ·n‖2L2(SBT )+ k‖(1−δ)1/2v‖2L2(SBT )+ k2‖v‖2L2(Ω),
‖v‖2DG+ :=‖v‖2DG + k−1‖α−1/2{∇T v}‖2L2(SIT ).
Note that these norms are well defined for all v ∈ H3/2+ε (Ω)+S for ε > 0 because of
the jump term of the gradient of v.
4.2 Continuity and Coercivity
We define the auxiliary bilinear form bT which is related to the operator −∆+ k2 as
follows:
bT (u,v) := aT (u,v)+ k2(u,v)L2(Ω). (4.1)
We prove that this bilinear form is coercive and continuous with respect to the appro-
priate mesh dependent norm. First we introduce the condition on the flux parameter α
which is necessary for our continuity and coercivity analysis.
Definition 4.1. We define the trace constant Ctrace(S ,K) as the minimal constant in
max
e∈E(K)
‖∇ (v|K)‖L2(e) ≤Ctrace(S ,K)‖∇v‖L2(K) ∀v ∈ S , (4.2)
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and we denote by E (K) the set of all edges of K.
Remark 4.2. In the definition of the sesquilinear form aT (u,v) we denote by α ∈
L∞
(
S
I
T ,R
)
a F I,microT -piecewise constant, positive function. For e ∈ F
I,micro
T , we write
αe := α|e. The analysis of the continuity and coercivity will lead to the condition
αe >
4dT
3k maxι∈{+,−}C
2
trace(S ,Kιe) ∀e ∈ F I,microT . (4.3)
For the special case that S is a conforming/ nonconforming hp-finite element space,
the estimate of the approximation property of S with respect to the ‖ · ‖DG, respectively
‖ · ‖DG+ norm, (cf. Section 6.2), leads to the choices
αe = O
(
max
ι∈{+,−}
p2
khKιe
)
, β = O(kh
p
), δ = O(kh
p
), ∀e ∈ F I,microT (4.4)
where the mesh width h := maxK∈T hK with hK := diam(K) and p denotes the poly-
nomial degree. We used the notation A = O(B) if there are positive constants c,C
independent of A and B such that cB ≤ A ≤ CB.
Proposition 4.3. Let 0 < δ < 1/3 and α satisfy
αe >
4dT
3k maxι∈{+,−}C
2
trace(S ,Kιe) ∀e ∈ F I,microT , (4.5)
where dT is defined in equation (3.5). Then, there exist constants ccoer, Cc > 0 inde-
pendent of h, k, α, β, δ, and Ctrace (S ,K) such that
a) the sesquilinear form bT (·, ·) is coercive
|bT (v,v)| ≥ ccoer‖v‖2DG ∀v ∈ S , (4.6)
b) and continuous
|bT (v,w)| ≤ Cc‖v‖DG+‖w‖DG+ ∀v,w ∈ H3/2+ +S , (4.7)
|bT (v,wS )| ≤ Cc‖v‖DG+‖wS ‖DG ∀v ∈ H3/2+ +S , ∀wS ∈ S .
Proof. a) The definition of bT (., .) leads to
bT (v,v) = ‖∇T v‖2L2(Ω)−
(i)︷                            ︸︸                            ︷
2Re
∫
S
I
T
~vN · {∇T v}dS
−
(ii)︷                        ︸︸                        ︷
2Re
∫
S
B
T
δv∇T v ·ndS

+ ik−1‖β1/2~∇T vN‖2L2(SIT )+ ik−1‖δ1/2∇T v ·n‖2L2(SBT )
+ ik‖α1/2~vN‖2L2(SIT )+ ik‖(1−δ)1/2v‖20,SBT + k2‖v‖2L2(Ω).
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By using Young’s inequality for a positive F I,microT -piecewise constant function s > 0
we get for the second term in the representation of bT (·, ·), i.e. for (i),
∣∣∣∣∣∣∣2Re
∫
S
I
T
~vN · {∇T v}dS
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣2Re
∑
e∈F I,microT
∫
e
~vN · {∇T v}dS
∣∣∣∣∣∣∣∣∣∣
≤ k
∥∥∥∥∥∥
√
s
α
α1/2~vN
∥∥∥∥∥∥
2
L2
(
S
I
T
)
+
1
k
∑
K∈T
∑
e∈E(K)
∑
e′∈sons(e)
∥∥∥∥∥∥ 1√s∇ (v|K)
∥∥∥∥∥∥2L2(e′) .
We choose s|e′ := 4αe′/5 for e′ ∈ F I,microT and by using (4.3) we get∣∣∣∣∣∣∣2Re
∫
S
I
T
~vN · {∇T v}dS
∣∣∣∣∣∣∣ ≤ 45k∥∥∥α1/2~vN∥∥∥2L2(SIT )
+
∑
K∈T
∑
e∈EI(K)
15
16dT
∑
e′∈sons(e)
1
maxι∈{+,−}C2trace(S ,Kιe′)
‖∇ (v|K)‖2L2(e′).
Note that K ∈ {K+
e′ ,K
−
e′ } so that Ctrace(S ,K) ≤ maxι∈{+,−}Ctrace(S ,Kιe′), so it follows∣∣∣∣∣∣∣2Re
∫
S
I
T
~vN · {∇T v}dS
∣∣∣∣∣∣∣ ≤ 45k∥∥∥α1/2~vN∥∥∥2L2(SIT )
+
∑
K∈T
∑
e∈EI(K)
15
16dTC2trace(S ,K)
∑
e′∈sons(e)
‖∇ (v|K)‖2L2(e′).
For the second summand we get∑
K∈T
∑
e∈EI(K)
15
16dT
1
C2trace(S ,K)
∑
e′∈sons(e)
‖∇ (v|K)‖2L2(e′)
=
∑
K∈T
∑
e∈EI(K)
15
16dT
1
C2trace(S ,K)
‖∇ (v|K)‖2L2(e)
(4.2)≤ 15
16dT
∑
K∈T
∑
e∈EI(K)
‖∇v‖2L2(K)
≤ 15
16‖∇T v‖
2
L2(Ω).
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All in all we have derived
∣∣∣∣∣∣∣2Re
∫
S
I
T
~vN · {∇T v}dS
∣∣∣∣∣∣∣ ≤ 4k5 ‖α1/2~vN‖2L2(SIT )+ 1516‖∇T v‖2L2(Ω).
The third term in bT (·, ·), i.e. (ii), can be estimated in a similar fashion for any t > 0 by
∣∣∣∣∣∣∣2Re
∫
S
B
T
δv∇T v ·ndS
∣∣∣∣∣∣∣ ≤ tk δ1−δ‖(1−δ)1/2v‖2L2(SBT )+ 1tk‖δ1/2∇T v ·n‖2L2(SBT ).
By choosing t = 3/2 and 0 < δ < 1/3 we obtain
|bT (v,v)| ≥ 1√
2
(|Re(bT (v,v))|+ |Im(bT (v,v))|)
≥ 1√
2
(
1
16‖∇T v‖
2
L2(Ω)+
k
5‖α
1/2
~vN‖2L2(SIT )
+
k
4
‖(1−δ)1/2v‖2
L2
(
S
B
T
)+ 1
3k‖δ
1/2∇T v ·n‖20,SBT
+k−1‖β1/2~∇T vN‖2L2(SIT )+ k2‖v‖2L2(Ω)
)
≥ ccoer‖v‖2DG.
b) Using the definition of bT and applying the triangle inequality as well as Cauchy-
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Schwarz inequality with appropriate weights we get
|bT (v,w)| ≤|(∇T v,∇Tw)|+ |
∫
S
I
T
~vN · {∇Tw}dS |
+ |
∫
S
I
T
{∇T v} ·~wNdS |+ |
∫
S
B
T
δv∇Tw ·ndS |
+ |
∫
S
B
T
δ∇T v ·nwdS |+
1
k |
∫
S
I
T
(
β~∇T vN~∇TwN
)
dS |
+
1
k |
∫
S
B
T
(
δ∇T v ·n∇Tw ·n
)
dS |+ |
∫
S
I
T
(kα~vN~wN)dS |
+ k|
∫
S
B
T
(1−δ)vwdS |+ k2|(v,w)|
≤‖∇T v‖L2(Ω)‖∇Tw‖L2(Ω)+ ‖α1/2~vN‖L2(SIT )‖α−1/2{∇Tw}‖L2(SIT )
+ ‖α−1/2{∇T v}‖L2(SIT )‖α1/2~wN‖L2(SIT )+ ‖δ1/2v‖L2(SBT )
×‖δ1/2∇Tw ·n‖L2(SBT )+ ‖δ1/2∇T v ·n‖L2(SBT )‖δ1/2w‖L2(SBT )
+ k−1‖β1/2~∇T vN‖L2(SIT )‖β1/2~∇TwN‖L2(SIT )
+ k−1‖δ1/2∇T v ·n‖L2(SBT )‖δ1/2∇Tw ·n‖L2(SBT )+ k‖α1/2~vN‖L2(SIT )
×‖α1/2~wN‖L2(SIT )+ k‖(1−δ)1/2v‖L2(SBT )‖(1−δ)1/2w‖L2(SBT )
+ k2‖v‖L2(Ω)‖w‖L2(Ω). (4.8)
For 0 < δ < 1/2 and for any v,w ∈ H3/2+ +S we finally obtain
|bT (v,w)| ≤Cc‖v‖DG+‖w‖DG+ . (4.9)
Estimates in weaker norms are possible if one of these two functions is purely a
finite element function, e.g., w ∈ S . A careful inspection of equation (4.8) shows that
the only term which requires the DG+-norm instead of DG-norm for w in the continuity
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estimate is
∫
S
I
T
~vN · {∇Tw}dS . Using Young’s inequality we get
∣∣∣∣∣∣∣
∫
S
I
T
~vN · {∇Tw}dS
∣∣∣∣∣∣∣ ≤ ∑
e∈F I,microT
(
k1/2‖~vN‖L2(e)× k−1/2‖{∇Tw}‖L2(e)
)
≤
∑
K∈T
∑
e∈EI(K)
∑
e′∈sons(e)
k1/2‖~vN‖L2(e′)× k−1/2‖{∇Tw}‖L2(e′)
≤
∑
K∈T

 ∑
e∈EI(K)
∑
e′∈sons(e)
k‖~vN‖2L2(e′)

1/2
×
 ∑
e∈EI(K)
k−1‖∇ (w|K)‖2L2(e)

1/2 . (4.10)
We apply the trace inequality as in (4.2) and also use the condition (4.3) to obtain
∣∣∣∣∣∣∣
∫
S
I
T
~vN · {∇Tw}dS
∣∣∣∣∣∣∣ ≤ ∑K∈T

 ∑
e∈EI(K)
∑
e′∈sons(e)
3αk2 ‖~vN‖2L2(e′)
4dT maxι∈{+,−}C2trace(S ,Kιe′)

1/2
×
(
dT
k C
2
trace(S ,K)‖∇Tw‖2L2(K)
)1/2 . (4.11)
Note that K ∈ {K+
e′ ,K
−
e′ }, so that Ctrace(S ,K) ≤ maxι∈{+,−}Ctrace(S ,Kιe′). It follows
∣∣∣∣∣∣∣
∫
S
I
T
~vN · {∇Tw}dS
∣∣∣∣∣∣∣ ≤
√
3k
4dT
∑
K∈T

 ∑
e∈EI(K)
‖α1/2~vN‖2L2(e)

1/2
×
(
dT ‖∇Tw‖2L2(K)
)1/2}
≤
√
3
2
k1/2‖α1/2~vN‖L2(SIT )‖∇Tw‖L2(Ω).
Hence, we finally get the following continuity result
|bT (v,wS )| ≤Cc‖v‖DG+‖wS ‖DG ∀v ∈ H3/2+ +S ∀w ∈ S .
Note that the analogue estimate can be derived if the first component is in S . 
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4.3 Discrete Stability
In this section, we will prove that under a very mild condition the UWVF always
admits a unique solution in the general discrete space S . This is in contrast to conven-
tional Galerkin methods applied to (2.5), where a minimal resolution condition on the
finite element space, e.g., on the maximal mesh width, has to be imposed in order to
guarantee unique solvability of the discrete equations.
Theorem 4.4. Let the discrete space S satisfy (3.12). Let β ≥ 0, 0 < δ < 1/3, and
choose α such that (4.3) is satisfied. Then, the UWVF problem (3.17) has a unique
solution if
CS ≤ k2(1+Cc) with CS := supwS ∈S∩H20(Ω)\{0}
inf
vS ∈S
‖〈x,∇wS 〉− vS ‖DG+
‖wS ‖L2(Ω)
. (4.12)
Proof. As is well known the existence of the Galerkin solution is equivalent to the
statement
∀wS ∈ S \ {0} ∃vS ∈ S s.t. |aT (wS ,vS )− k2(wS ,vS )L2(Ω)| > 0. (4.13)
We prove this indirectly, by showing the following implication:
For any wS ∈ S it holds:(
∀vS ∈ S aT (wS ,vS )− k2(wS ,vS )L2(Ω) = 0
)
⇒ wS = 0. (4.14)
Our assumption in (4.14) implies for any wS ∈ S
Im
(
aT (wS ,vS )− k2(wS ,vS )L2(Ω)
)
= 0
and (4.15)
Re
(
aT (wS ,vS )− k2(wS ,vS )L2(Ω)
)
= 0.
First we choose the test function wS = vS in (4.15). From the equation for the
imaginary part we obtain
k−1‖β1/2~∇TwS N‖2L2(SIT )+ k−1‖δ1/2∇TwS ·n‖2L2(SBT )+ k‖α1/2~wS N‖2L2(SIT )
+ k‖(1−δ)1/2wS ‖2L2(SBT ) = 0, (4.16)
and from the equation for the real part we get
(∇TwS ,∇TwS )L2(Ω)− k2(wS ,wS )L2(Ω)−2Re
∫
S
I
T
~wS N · {∇TwS }dS
−2Re
∫
S
B
T
δwS∇TwS ·ndS = 0. (4.17)
From (4.16) it follows
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(1) ~∇TwS N = 0 on SIT ,
(2) ∇TwS ·n = 0 on SBT ,
(3) ~wS N = 0 on SIT ,
(4) wS = 0 on SBT
and this implies wS ∈ H20(Ω)∩S (in particular that ∇TwS = ∇wS holds).
Combining this result with the equation (4.17) we get
‖∇wS ‖2L2(Ω)− k
2 ‖wS ‖2L2(Ω) = 0. (4.18)
Define v∗S (x) = 〈x,∇wS 〉 := xT · ∇wS . From the real part of equation (4.15) it follows
0 = Re
(
aT (wS ,v∗S )− k2(wS ,v∗S )L2(Ω)
)
+Re
(
aT (wS ,vS − v∗S )− k2(wS ,vS − v∗S )L2(Ω)
)
≥ Re
(
aT (wS ,v∗S )− k2(wS ,v∗S )L2(Ω)
)
− |aT (wS ,v∗S − vS )| − |k2(wS ,v∗S − vS )L2(Ω)|.
(4.19)
We start with the first term, apply the integration by parts in equation (3.18), and use
so called DG magic formula:∑
K∈T
∫
∂K
vσ ·n =
∫
F IT
~vN · {σ}+
∫
F IT
{v} ·~σN +
∫
F BT
~vN · {σ}.
We get
aT (wS ,v∗S )− k2(wS ,v∗S )L2(Ω) = (∆TwS ,v∗S )L2(Ω)−
∫
S
I
T
~wS N · {∇T v∗S }dS
+
∫
S
I
T
~∇wS N · {v∗S }dS −
∫
S
B
T
δwS∇T v∗S ·ndS
+
∫
S
B
T
(1−δ)∇wS ·nv∗S dS −
1
ik
∫
S
I
T
β~∇wS N~∇T v∗S N
− 1
ik
∫
S
B
T
δ∇wS ·n∇T v∗S ·ndS + ik
∫
S
I
T
α~wS N ·~v∗S N
+ik
∫
S
B
T
(1−δ)wS v∗S dS − k2(wS ,v∗S )L2(Ω). (4.20)
From conditions (1)− (4) we deduce that all boundary terms in (4.20) vanish. Hence
(4.20) reduces to
aT (wS ,v∗S )− k2(wS ,v∗S )L2(Ω) = (∆TwS ,v∗S )L2(Ω)− k2(wS ,v∗S )L2(Ω)
= (∇wS ,∇T v∗S )L2(Ω)︸                ︷︷                ︸
(i)
−k2 (wS ,v∗S )L2(Ω)︸         ︷︷         ︸
(ii)
.
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We need to compute (i) and (ii). Using integration by parts and applying the fact
that 2Re(wS∇wS ) = ∇(|wS |2), we get
(i)
Re
∫
Ω
wS 〈x,∇wS 〉 = 12
∫
Ω
〈
x,∇|wS |2
〉
=
1
2
∫
∂Ω
x ·n|wS |2−
1
2
∫
Ω
(∇ · x)|wS |2
= −d
2
‖wS ‖2L2(Ω), (4.21)
(ii) Note that wS ∈ H20(Ω) so ∇∇T wS exists. Hence,
Re
∫
Ω
∇wS · ∇T 〈x,∇wS 〉 = Re
∫
Ω
∇wS · ∇x∇wS +Re
∫
Ω
∇wS · (∇∇wS T )xT
= ‖∇wS ‖2L2(Ω)+
1
2
∫
Ω
∇|∇wS |2xT
= (1− d
2
)‖∇wS ‖2L2(Ω). (4.22)
By subtracting (4.21) and (4.22) we obtain
Re
(
aT (wS ,v∗S )− k2(wS ,v∗S )L2(Ω)
)
= (1− d
2
)‖∇wS ‖2L2(Ω)+
d
2
k2‖wS ‖2L2(Ω).
Taking into account the continuity of aT and applying the Cauchy-Schwarz inequal-
ity in the equation (4.19) lead to (see also [43], [23])
0 ≥(2−d)‖∇wS ‖2L2(Ω)+dk2‖wS ‖2L2(Ω)−2Cc‖wS ‖DG‖v∗S − vS ‖DG+
−2k2‖wS ‖L2(Ω)‖v∗S − vS ‖L2(Ω)
≥(2−d)‖∇wS ‖2L2(Ω)+dk2‖wS ‖2L2(Ω)−2CcCS ‖wS ‖DG‖wS ‖L2(Ω)
−2CS k‖wS ‖2L2(Ω). (4.23)
By using the definition of DG-norm and taking into account that wS ∈ H20(Ω)∩ S it
follows ‖wS ‖DG = ‖wS ‖H . For d = 1, we get
0 ≥ ‖wS ‖2H −2CcCS ‖wS ‖H‖wS ‖L2(Ω)−2CS k‖wS ‖2L2(Ω)
≥
(
1− 2CcCSk −
2CS
k
)
‖wS ‖2H . (4.24)
If CS ≤ k/2(1+Cc) then wS = 0 in Ω.
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For d = 2 we derive from equation (4.23)
0 ≥ 2k2‖wS ‖2L2(Ω)−2CcCS ‖wS ‖DG‖wS ‖L2(Ω)−2CS k‖wS ‖
2
L2(Ω). (4.25)
We add (4.18) to (4.25) to obtain
0 ≥ ‖∇wS ‖2L2(Ω)+ k
2‖wS ‖2L2(Ω)−2CcCS ‖wS ‖DG‖wS ‖L2(Ω)−2CS k‖wS ‖
2
L2(Ω).
The same argument as in (4.24) finishes the proof for d = 2. For the 3d case from
(4.23) it follows
0 ≥ −‖∇wS ‖2L2(Ω)+3k
2‖wS ‖2L2(Ω)−2CcCS ‖wS ‖DG‖wS ‖L2(Ω)−2CS k‖wS ‖
2
L2(Ω). (4.26)
We add (4.18) to (4.26) to obtain
0 ≥ 2k2‖wS ‖2L2(Ω)−2CcCS ‖wS ‖DG‖wS ‖L2(Ω)−2CS k‖wS ‖
2
L2(Ω).
The same argument as in (4.25) finishes the proof for d = 3. 
Remark 4.5. Conditions (3.12) and (4.4), in general are not sufficient for discrete sta-
bility. If condition (4.12) is violated the discrete system possibly becomes singular. A
simple example can be constructed by considering Ω := conv {(0,0)ᵀ , (1,0)ᵀ , (0,1)ᵀ}
and the mesh T consists of the single element {Ω}. A (one-dimensional) space S
which satisfies condition (3.12) is defined by the span of the squared cubic bub-
ble function, S = span{(27λ1λ2λ3)2}, where λ1 = ξ1, λ2 = ξ2, λ3 = 1 − ξ1 − ξ2 and
0 ≤ ξ1 ≤ 1, 0 ≤ ξ2 ≤ 1− ξ1. In this case, equation (4.14) reduces to
(∇wS ,∇vS )L2(Ω)− k2(wS ,vS )L2(Ω) = 0 ∀vS ∈ S . (4.27)
As S is a one-dimensional space we get the following 1× 1 system (A− k2B)w = 0,
where A =
∫
K̂∇b1 ·∇b1 = 5.1125, B=
∫
K̂ b
2
1 = 0.0843 and b1 = (27λ1λ2λ3)2. Obviously,
the value of k =
√
A
B is a critical wavenumber where the system matrix becomes sin-
gular. For general finite-dimensional spaces S , condition (4.12) can be interpreted as a
condition on the scale resolution. However, (4.12) is always satisfied in the following
important cases:
(a) Typically in the UWVF, the discrete space S consists of systems of (discontin-
uous) plane waves. In that setting, condition (4.12) is trivially satisfied as then
S ∩H20(Ω) = {0}.
(b) DG-methods based on classical piecewise polynomials on simplicial meshes (no
curved element boundaries) satisfy (4.12) automatically as 〈x,∇wS 〉 ∈ S (see The-
orem 6.4).
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4.4 Convergence Analysis
In this section we will present the main theorems on the convergence of the DG-
problem (3.18).
Remark 4.6 (consistency). Assume Ω ⊂ Rd, f ∈ L2(Ω) and g ∈ L2(∂Ω) be such that
the exact solution of the Helmholtz equation satisfies u ∈ H2. We denote by uS the
solution of the DG problem (3.17). Then
aT (u−uS ,v) = k2(u−uS ,v)L2(Ω) ∀v ∈ S . (4.28)
Proof. It is enough to prove that u satisfies the equation (3.17). From the H2-regularity
of u it follows that
~uN = 0, ~∇uN = 0, {∇u} = ∇u on SIT .
We multiply both sides of equation (2.4a) by a test function v ∈ S , integrate elemen-
twise and take the sum over all elements and finally apply integration by parts. We
get
∑
K∈T
(∫
∂K
(−∇u ·n)v¯+
∫
K
∇u · ∇v¯
)
−
∫
Ω
k2uv¯ =
∫
Ω
f v¯. (4.29)
Using the definition of the jumps on the inner edges, one get
−
∑
K∈T
∫
∂K
(∇u ·n)v¯ = −
∫
S
B
T
∇u ·nvdS −
∫
S
I
T
∇u ·~vNdS
= −
∫
S
B
T
δ∇u ·nvdS −
∫
S
B
T
(1−δ)∇u ·nvdS
−
∫
S
I
T
∇u ·~vNdS .
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We insert the boundary condition from equation (2.4b),
−
∑
K∈T
∫
∂K
(∇u ·n)v¯ =−
∫
S
B
T
δ∇u ·nvdS −
∫
S
B
T
(1−δ)gvdS
+
∫
S
B
T
ik(1−δ)uvdS −
∫
S
I
T
∇u ·~vNdS
=−
∫
S
B
T
δ∇u ·nvdS −
∫
S
B
T
(1−δ)gvdS +
∫
S
B
T
ik(1−δ)uvdS
−
∫
S
I
T
∇u ·~vNdS +
1
ik
∫
S
B
T
δg∇T v ·ndS
− 1
ik
∫
S
B
T
δ∇u ·n∇T v ·ndS −
∫
S
B
T
δu∇T v ·ndS .
Inserting this result into (4.29) leads to
aT (u,v)− k2(u,v) = ( f ,v)−
∫
S
B
T
δ
1
ikg∇T v ·ndS +
∫
S
B
T
(1−δ)gvdS ∀v ∈ S .
On the other hand, uS is the solution of the DG problem. The consistency (4.28)
follows by subtracting the latter equation from (3.18). 
Proposition 4.7. Let the exact solution of the weak problem (2.5) satisfy u ∈ H2(Ω).
Assume 0 < δ < 1/3, CS ≤ k/(2+2Cc) and
αe >
4dT
3k maxι∈{+,−}C
2
trace(S ,Kιe) ∀e ∈ F I,microT .
where dT ,CS and Ctrace were defined respectively in (3.5), (4.12) and (4.2). Denote by
uS ∈ S the solution of the DG problem (3.17). Then
‖u−uS ‖DG ≤ C˜
inf
v∈S
‖u− v‖DG+ + sup
0,wS ∈S
k|(u−uS ,wS )L2(Ω)|
‖wS ‖L2(Ω)
 ,
where C˜ > 0 is a constant independent of k and the mesh size.
Proof. We start with a triangle inequality
‖u−uS ‖DG ≤ ‖u− v‖DG + ‖v−uS ‖DG ∀v ∈ S (4.30)
and employ the coercivity of bT (·, ·)
‖v−uS ‖2DG ≤
1
ccoer
|bT (v−uS ,v−uS )|
≤ 1
ccoer
|bT (v−u,v−uS )|+ 1
ccoer
|bT (u−uS ,v−uS )|
=
1
ccoer
|bT (v−u,v−uS )|+ 2k
2
ccoer
|(u−uS ,v−uS )L2(Ω)|, (4.31)
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where in the last inequality we used Remark 4.6.
The continuity of bT (·, ·) as in (4.7) together with (4.31) imply
‖v−uS ‖2DG ≤
Cc
ccoer
‖v−u‖DG+‖v−uS ‖DG +
2k2
ccoer
|(u−uS ,v−uS )L2(Ω)|.
We combine this result with (4.30) and obtain
‖u−uS ‖DG ≤ ‖u− v‖DG + Cc
ccoer
‖v−u‖DG+ +
2k
ccoer
sup
0,wS ∈S
|(u−uS ,wS )L2(Ω)|
‖wS ‖L2(Ω)
≤ (1+ Cc
ccoer
)‖v−u‖DG+ + 2k
ccoer
sup
0,wS ∈S
|(u−uS ,wS )L2(Ω)|
‖wS ‖L2(Ω)
. (4.32)

Proposition 4.8. ([43, Proposition 8.1.4])
Let Ω ⊂ R2 be a convex domain (or smooth and star-shaped). Then, the adjoint
Helmholtz problem with right-hand side w ∈ L2(Ω) :
Find φ ∈ H1 (Ω) such that∫
Ω
∇φ∇ ¯ψdV − k2
∫
Ω
φ ¯ψdV − ik
∫
∂Ω
φ ¯ψdS =
∫
Ω
w ¯ψdV ∀ψ ∈ H1 (Ω) (4.33)
has a unique solution. The corresponding solution operator is denoted by N∗k , i.e.,
φ = N∗k w.
The solution φ belongs to H2(Ω) and
‖φ‖H ,Ω ≤C1(Ω)‖w‖L2(Ω), (4.34)
|φ|2,Ω ≤C2(Ω)(1+ k)‖w‖L2(Ω), (4.35)
with C1(Ω),C2(Ω) > 0. By |φ|2,Ω, we denote the H2 (Ω)-seminorm containing only the
second order derivatives.
Proof. We recall the proof from [43] for the adjoint problem. Taking the test function
ψ = φ in (4.33) and considering the real and imaginary part separately we get
|φ|2H1(Ω)− k
2‖φ‖2L2(Ω) ≤ |
∫
Ω
wφdV |, (4.36)
k‖φ‖2L2(∂Ω) ≤ |
∫
Ω
wφdV |. (4.37)
From (4.37) and Young’s inequality it follows
k‖φ‖2L2(∂Ω) ≤
1
2k‖w‖
2
L2(Ω)+

2
k‖φ‖2L2(Ω), (4.38)
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Combining the latter inequality and (4.36) gives us
|φ|2H1(Ω) ≤ 2k
2‖φ‖2L2(Ω)+
1
2
(1+ k−2)‖w‖2L2(Ω). (4.39)
Now we choose the test function ψ(x) = xT · ∇φ(x). From the equation (4.33) and
Cauchy’s inequality we get
k2|φ|2L2(Ω) ≤C(Ω)
(
k2‖φ‖2L2(∂Ω)+ ‖w‖L2(Ω)|φ|H1(Ω)
)
.
Using the results from (4.38) and (4.39) we get the following estimate
k2|φ|2L2(Ω) ≤C(Ω)(1+ k−2)‖w‖2L2(Ω).
This result together with (4.39) gives the desired estimate in the H-norm.
To get the estimate in the H2(Ω)-norm we use the regularity theory of −∆ (see [43]),
|φ|H2(Ω) ≤ C(Ω)
(
|w+ k2φ|L2(Ω)+ |∂nφ|H1/2(∂Ω)
)
≤ C(Ω)
(
|w|L2(Ω)+ k2|φ|L2(Ω)+ k|φ|H1/2(Ω)
)
≤ C(Ω)
(
|w|L2(Ω)+ (1+ k)‖φ‖H
)
.
For the case of small k we refer to [43]. 
Proposition 4.9. Let the exact solution of the Helmholtz problem (2.5) satisfy u ∈
H2(Ω). Assume 0 < δ < 1/3, CS ≤ k/(2+2Cc) and
αe >
4dT
3k maxι∈{+,−}C
2
trace(S ,Kιe) ∀e ∈ F I,microT ,
with dT ,CS and Ctrace defined respectively in (3.5), (4.12) and (4.2). Then
sup
0,wS ∈S
k|(u−uS ,wS )L2(Ω)|
‖wS ‖L2(Ω)
≤Cηk(S )
(
inf
v∈S
‖u− v‖DG+ + ‖u−uS ‖DG
)
,
where the adjoint approximation property is defined by
ηk(S ) := sup
f∈L2(Ω)\{0}
inf
ψS ∈S
k‖N∗k f −ψS ‖DG+
‖ f ‖L2(Ω)
. (4.40)
Proof. The solution of the adjoint problem (4.33) with right-hand side wS ∈ S ⊂ L2(Ω)
is denoted by φ. The regularity estimates in Proposition 4.8 imply φ ∈ H2(Ω). From
Remark 4.6 we get
(u−uS ,wS )L2(Ω) = aT (u−uS ,φ)− k2(u−uS ,φ)L2(Ω).
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Using the definition of the sesquilinear form aT and the Galerkin orthogonality, we get
for any v ∈ S
|(u−uS ,wS )L2(Ω)| ≤ |aT (u− v,φ−ψS )|+ |aT (v−uS ,φ−ψS )|
+ k2|(u−uS ,φ−ψS )L2(Ω)|
≤ (Cc‖u− v‖DG+ +Cc ‖v−uS ‖DG
+‖u−uS ‖DG
)‖φ−ψS ‖DG+
≤ (2Cc‖u− v‖DG+ + (1+Cc)‖u−uS ‖DG)‖φ−ψS ‖DG+ .
From the latter inequality it follows
k|(u−uS ,wS )L2(Ω)|
‖wS ‖L2(Ω)
≤ (2Cc‖u− v‖DG+ + (1+Cc)‖u−uS ‖DG)
k‖N∗k wS −ψS ‖DG+
‖wS ‖L2(Ω)
.
Since v,ψS are arbitrary functions in S the following statement holds
sup
0,wS ∈S
k|(u−uS ,wS )L2(Ω)|
‖wS ‖L2(Ω)
≤
(
2Cc inf
v∈S
‖u− v‖DG+ + (1+Cc)‖u−uS ‖DG
)
× sup
f∈L2(Ω)\{0}
inf
ψS ∈S
k‖N∗k f −ψS ‖DG+
‖ f ‖L2(Ω)
. (4.41)

The combination of the previous results leads to the following wave-number explicit
error estimate.
Theorem 4.10. [quasi-optimal convergence]
Let the exact solution of the Helmholtz problem (2.5) satisfy u ∈ H2(Ω). Assume 0 <
δ < 1/3, CS ≤ k/(2+2Cc) and
αe >
4dT
3k maxι∈{+,−}C
2
trace(S ,Kιe) ∀e ∈ F I,microT ,
with dT ,CS and Ctrace defined respectively in (3.5), (4.12) and (4.2). Then the condition
ηk(S ) < ccoer4(1+Cc)
implies the error estimate:
‖u−uS ‖DG ≤C inf
v∈S
‖u− v‖DG+ ,
where C is a constant independent of the choice of k,h and the space S .
38 Chapter 4. Stability and Convergence Analysis
Proof. By combining the results of Propositions 4.7 and 4.9, i.e. (4.32) and (4.41), we
get the following:
‖u−uS ‖DG ≤
(
1+ Cc
ccoer
+
4Cc
ccoer
ηk(S )
)
inf
v∈S
‖u− v‖DG+ +
2(1+Cc)
ccoer
ηk(S )‖u−uS ‖DG.
The condition 2(1+Cc)ηk(S )/ccoer < 1/2 allows us to absorb the second term in the
right-hand side into the left-hand side. 
Later in Chapter 6 we estimate the adjoint approximation property ηk(S ) as well as
infv∈S ‖u− v‖DG+ for the case of hp-FEM.
5
Discrete Space
5.1 Piecewise Polynomials
We use the symbol ∇n to denote derivatives of order n; more precisely, for a function
u : Ω→ R,Ω ⊂ Rd, we set
|∇nu(x)|2 =
∑
α∈Nd0: |α|=n
n!
α! |D
αu(x)|2.
The simplicial finite element meshT consists of elements K which are the images of
the reference element K̂, i.e., the reference triangle (in 2D) or the reference tetrahedron
(in 3D), under the element map FK : K̂ → K.
Assumption 5.1. (shape-regular simplicial finite element mesh). Each element map
FK can be written as FK = RK ◦AK , where AK is an affine map (containing the scaling
by hK) and RK is analytic. Let K˜ := AK(K). The maps RK and AK satisfy for constants
Caffine,Cmetric,γ > 0 independent of h:
‖A′K‖L∞(K̂) ≤Caffineh, ‖(A
′
K)−1‖L∞(K̂) ≤ Caffineh
−1
‖(R′K)−1‖L∞(K˜) ≤Cmetric, ‖∇nRK‖L∞(K˜) ≤ Cmetricγnn! ∀n ∈ N0.
Remark 5.2. Such kind of meshes can be obtained by a patchwise construction. Let
Tmacro be a fixed (coarse) mesh (with possibly curved elements) with analytic ele-
ment maps that resolves the geometry. If the mesh T is obtained by quasi-uniform
refinements of the reference element K and the final mesh is obtained by mapping the
subdivisions of the reference element with the macro element maps, then the resulting
element maps satisfy the Assumption 5.1.
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Figure 5.1: Conforming and nonconforming meshes
Definition 5.3. (i) A mesh is called conforming if the intersection of two elements is
either empty, a vertex, a common edge or a common face (see Figure 5.1) and,
additionally, any two elements K, K′ ∈ T sharing a common face e induce the
same parametrization of e via the element maps FK and FK′ .
(ii) A triangulation is called affine if every triangle can be transformed back to the
reference triangle via an affine transformation.
For meshes T satisfying Assumption 5.1 we define the conforming and noncon-
forming spaces of piecewise polynomials as follows:
S p,1(T ) := {u ∈ H1(Ω)| ∀K ∈ T : u|K ◦FK ∈ Pp}, (5.1)
S p,0(T ) := {u ∈ L2(Ω)| ∀K ∈ T : u|K ◦FK ∈ Pp}, (5.2)
where Pdp denotes the space of polynomials of degree p, i.e,
Pdp = span
xi11 × xi22 × ...× xidd : ik ≥ 0, ∑
k
ik ≤ p
 .
If d is clear from the context we write Pp short for Pdp. Typically (5.1) requires
conforming meshes. We recall some important inequalities for the hp-FEM which we
need it later in the stability and convergence analysis. The following results are taken
mainly from [59].
Let D denotes a d-dimensional simplex with planar faces, so that there is an affine
bijection which pulls D the canonical d-dimensional simplex T d, where
T d =
(x1, x2, ..., xd) ∈ Rd : |xi| ≤ 1, d∑
i=1
xi ≤ 2−d
 .
Let {ψi}Ni=1 be a L2(D)-orthonormal basis, i.e.,
(ψi,ψ j)D =
∫
D
ψi(x)ψ j(x)dx = δi j.
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Then, any polynomial u ∈ Pdp has a unique representation
u(x) =
N−1∑
n=0
ûnψn(x),
where the coefficients are given by
ûn =
∫
D
u(x)ψn(x)dx.
Orthogonal bases for the canonical T d-simplex can be find in [21, 37, 55, 58] and have
the form of products of Jacobi polynomials.
Theorem 5.4. (Trace inequality for the planar triangle)
Let K be a planar triangle. For any v ∈ P2p we have
‖v‖L2(∂K) ≤
√
(p+1)(p+2)
2
hK
|K| ‖v‖L2(K). (5.3)
For shape regular triangles it holds
hK
|K| ' h
−1
K .
Proof. First we consider the reference, right-angled, triangle,
T = (r, s | −1 ≤ r, s ≤ 1; r+ s ≤ 0).
An example for L2(T )-orthonormal polynomial basis for T with integer indices i, j
(i ≥ 0, j ≥ 0, i+ j ≤ p) is
ψi, j(r, s) = P(0,0)i
(
2(r+1)
1− s −1
) √
2i+1
2
(
1− s
2
)i
P(2i+1,0)j (s)
√
2(i+ j)+2
2
,
where P(α,β)n (x) is the Jacobi polynomial of order n (see [59] and the references therein).
We employ the expansion
v(r, s) =
∑
i, j
vˆi jψi, j(r, s).
For s = −1 it follows ∫ 1
−1
v2(r,−1)dr = vˆT Fvˆ.
Here the edge mass matrix has the following entries
F(i j),(kl) =
∫ 1
−1
ψi, j(r,−1)ψk,l(r,−1)dr = δik(−1) j+l
√
(i+ j+1)(k+ l+1).
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Figure 5.2: Reference and arbitrary triangles
Taking into account that F is block diagonal, we can find the spectral radius of F
ρ(F) = 1
2
(p+1)(p+2),
so ∫ 1
−1
v2(r,−1)dr ≤ 1
2
(p+1)(p+2)‖v‖2T . (5.4)
Next we consider a general triangle K. Since integrals are invariant with respect to
translations and rotations, we may choose the coordinate system in such a way that
the vertices of K have the coordinates (−1,−1)T , (c−1,−1)T , (a−1,b−1)T , with some
a > 0,b > 0,c > 0 (see Figure 5.2). The edge (−1,−1)T (c−1,−1)T is denoted by EK .(
r′
s′
)
= F
(
r
s
)
=
(
c
2 +
a
2 −1
b
2 −1
)
+
(
c
2
a
2
0 b2
)(
r
s
)
.
Note that detF = cb/4. For some v ∈ P2p we set v˜ = v◦F. Then∫
K
v2 =
cb
4
∫
T
v˜2,∫
EK
v2 =
c
2
∫
ET
v˜2.
By applying inequality (5.4) we derive∫
EK
v2 =
c
2
∫
ET
v˜2 ≤ c
2
(
p+2
2
)∫
T
v˜2 =
2
b
(
p+2
2
)∫
T
v˜2.
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Finally, note that 1/b ≤ chK/|K|, where c only depends on the shape regularity of the
mesh.
The trace inequality (5.3) can be obtained by a rotation of the coordinate system in
order to get the estimate for any edge. 
In general we have the following result from [59].
Theorem 5.5. (Trace Inequality for the d-Simplex)
Let D be a d-Simplex. For any v ∈ Pdp we have
‖v‖L2(∂D) ≤
√
(p+1)(p+d)
d
Volume(∂D)
Volume(D) ‖v‖L2(D). (5.5)
Proof. For a proof we refer to [59].

6
Application to hp-Finite
Elements
6.1 hp-FEM for Conforming Galerkin Dis-
cretization
In this section we present the estimates for the approximation property η(S ) and the
convergence estimates for hp-finite elements of the problem (2.5):
Find u ∈ H1(Ω) such that∫
Ω
(
∇u∇v¯− k2uv¯
)
dV + ik
∫
∂Ω
uv¯dS =
∫
Ω
f v¯dV +
∫
∂Ω
gv¯dS ∀v ∈ H1(Ω).
Proposition 6.1. Let Ω ⊂ Rd, d = 2,3 be a bounded Lipschitz domain (with analytic
boundary or a polygonal domain). Consider the problem (2.5) with f ∈ L2(Ω) and
g ∈ H1/2(∂Ω). The Galerkin discretization is defined by
a (uS ,v)+b (uS ,v) = F(v) ∀v ∈ S := S p,1(T ),
where a(·, ·),b(·, ·) and F(·) are as in (2.13)-(2.15). Let Assumption 5.1 hold and k ≥
k0 > 1. Then the following estimate holds
η(S ) ≤ C
{
k3/2
((
h
h+σ
)p
+ k
(
kh
σp
)p)
+
h
p
}(
1+
kh
p
)
. (6.1)
Proof. For a proof we refer to [47]. 
Theorem 6.2. ([47, Theorem 5.8, Corollary 5.10])
LetΩ⊂Rd, d = 2,3 be a bounded Lipschitz domain (with analytic boundary or a polyg-
onal domain). Consider the model problem (2.4) with f ∈ L2(Ω) and g ∈ H1/2(∂Ω). Let
the Assumption 2.4 hold and k ≥ k0 > 1. Then there exist constants c1 and c2 indepen-
dent of the mesh size h, polynomial degree p and the wave number k such that
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(i)
kh
p
≤ c1 together with p ≥ 1+ c2 log(k) (6.2)
imply the following estimates
‖u−uS ‖H ,Ω ≤ 2(1+Cb) inf
v∈S
‖u− v‖H ,Ω (6.3)
‖u−uS ‖L2(Ω) ≤ C
h
p
inf
v∈S
‖u− v‖H ,Ω (6.4)
where the constants Cb and C that are independent of h, p,k and f ,g.
(ii) Define C f ,g := ‖ f ‖L2(Ω)+‖g‖H1/2(∂Ω). If p≥ 1+c2 log(k), then the condition kh/p≤
c1 implies the existence of the discrete solution and the a priori estimate
‖u−uS ‖H ,Ω ≤ C f ,g
h
p
. (6.5)
Proof. For a proof we refer to Theorem 5.8 and Corollary 5.10 in [47]. 
6.2 hp−FEM for Discontinuous Galerkin
Discretization
Theorem 4.10 provides a quasi-optimal error estimate for abstract approximation
spaces S which satisfy the condition (3.12). The concrete choice of the space S enters
the analysis via
(a) the constant Ctrace (S ,K) ,
(b) the estimate of the approximation error infv∈S ‖u− v‖DG+,
(c) the adjoint approximation property ηk (S ).
In this section we derive explicit estimates for these quantities in the context of hp-
finite element space which are explicit with respect to the polynomial degree p and the
mesh size h.
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6.2.1 Discrete Stability
The estimate of Ctrace (S ,K) in these cases is a local trace estimate for multivariate
polynomials.
Lemma 6.3. For the hp-finite element space S ∈
{
S p,1,S p,0
}
it holds
Ctrace (S ,K) ≤ cp√hK
and the choice of α|e as in (4.4) follows from condition (4.3).
Proof. It is a direct consequence of Theorem 5.4. 
Theorem 6.4. Let α, β and δ be chosen as follows
αe = O
(
max
s∈{+,−}
p2
khK se
)
, β = O(kh
p
), δ = O(kh
p
).
Let S ∈ {S p,1,S p,0} be the hp-finite element space corresponding to some meshT which
satisfies Assumption 5.1.
• If CS satisfies condition (4.12) then the UWVF has a unique solution in S .
• If T is an affine, shape regular triangulation of Ω then the UWVF has a unique
solution in S .
Proof. The first claim is simply the result of the Theorem 4.4. For the second part we
show that cS ≤ k/(1+Cc). First we recall the definition of the constant CS
CS = sup
wS ∈S∩H20(Ω)\{0}
inf
vS ∈S
‖〈x,∇wS 〉− vS ‖DG+
‖wS ‖L2(Ω)
.
In this definition we can choose for any wS ∈ S ∩H20(Ω) \ {0} the test function vS :=
〈x,∇wS 〉 ∈ S . From this choice it follows that CS = 0 and by using the first part of this
theorem we get the unique solvability of the method. 
6.2.2 Convergence Analysis
6.2.2.1 General Non-Conforming hp-Finite Elements
In this section we consider general non-conforming hp-finite elements and we estimate
the adjoint approximation property ηk(S ) and the error estimate for this case.
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Theorem 6.5. Let Ω ⊂ Rd, d = 2, 3 be a bounded Lipschitz domain with analytic
boundary. Let α, β, δ be chosen as follows
αe = O
(
max
s∈{+,−}
p2
khK se
)
, β = O(kh
p
), δ = O(kh
p
).
There exist constants C,σ > 0 such that, for every f ∈ L2(Ω) and g ∈ H1/2(∂Ω), it holds
inf
w∈S
‖u−w‖DG+ ≤ C f ,g
kϑ
1+ 1√p
(
kh
p
)1/2
+
kh
p
{hp +
(
kh
σp
)p}
+
h√p + k
(
h
p
)2 ,
where C f ,g := ‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω).
Proof. We employ the splitting of the solution of the Helmholtz equation u = uH2 +uA
as in Theorem 2.5 with uH2 ∈ H2(Ω) and the analytic part uA. From the results of
this theorem we can obtain the following estimates for the H2 and analytic part of the
solution,
‖uH2‖H2(Ω) ≤C
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
, (6.6)
‖∇puA‖L2(Ω) ≤ C (λk)p−1 kϑ
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
∀p ∈ N0. (6.7)
We approximate uH2 and uA separately. From similar argument as in [46, Theorem
5.5], we conclude that there is wH2 ∈ S p,1(T ) such that for q = 0,1, it holds
‖uH2 −wH2‖Hq(K) ≤ C
(
hK
p
)2−q
‖uH2‖H2(K) ∀K ∈ T .
A summation over all elements leads to
k‖uH2 −wH2‖H ≤C
khp +
(
kh
p
)2(‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)) . (6.8)
From, e.g., [46, Lemma B.3], we know that for every p there exists a bounded linear
operator pip : Hs(K̂) →Pp with s > d/2, such that
‖u−pipu‖Ht (̂e) ≤ Cp−(s−1/2−t)|u|Hs(K̂) for 0 ≤ t ≤ s−1/2, s > 1, (6.9)
for each t ∈ [0, s]. Here, the constant C > 0 depends only on t, s. By K̂ we denote the
reference element and by ê one of its edges (in 2D) resp. faces (in 3D).
By scaling this result to the mesh T , we get the following estimates on the element K,
‖u−pipu‖L2(e) ≤ Ch3/2K p−3/2|u|H2(K), (6.10)
‖u−pipu‖H1(e) ≤ Ch1/2K p−1/2|u|H2(K). (6.11)
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For the estimate of the boundary terms in the DG+-norm we employ the definitions as
in (4.4):
α|e = O( max
s∈{+,−}
p2
khK se
) (with α|e > 43dT maxs∈{+,−}
p2
khK se
) ∀e ∈ F I,microT ,
β = O(kh
p
), δ = O(kh
p
).
On the inner skeleton SIT we get
k‖α−1/2{∇T (uH2 −wH2 )}‖2L2(SIT ) ≤
∑
K∈T
∑
e∈EI(K)
∑
e′∈sons(e)
kα|−1e′ ‖{∇T (uH2 −wH2)}‖2L2(e′).
Inserting the definition of α we get
k‖α−1/2{∇T (uH2 −wH2)}‖2L2(SIT ) ≤
∑
K∈T
∑
e∈EI(K)
∑
e′∈sons(e)
3k
4dT
(
min
s∈{+,−}
khK se
p2
)
×‖∇((uH2 −wH2)∣∣∣K)‖2L2(e′)
≤
∑
K∈T
3k
4dT
khK
p2
∑
e∈EI(K)
‖∇((uH2 −wH2)∣∣∣K)‖2L2(e).
We use (6.11) to get
k‖α−1/2{∇T (uH2 −wH2)}‖2L2(SIT ) ≤
∑
K∈T
3
4dT
k2h2Kp3
 ∑
e∈EI(K)
|uH2 |2H2(K)
≤C 3
4
k2h2
p3
|uH2 |2H2(K).
By combining this result with (6.6) it follows
k1/2‖α−1/2{∇T (uH2 −wH2)}‖L2(SIT ) ≤C
(
kh
p3/2
)(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
. (6.12)
The following estimates can be obtained by similar arguments,
k1/2‖β1/2~∇T (uH2 −wH2)N‖L2(SIT ) ≤ C
(
kh
p
) (
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
, (6.13)
k1/2‖δ1/2∇T (uH2 −wH2) ·n‖L2(SBT ) ≤C
(
kh
p
) (
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
, (6.14)
On the inner skeleton SIT we get in similar fashion
k3‖α1/2~uH2 −wH2N‖2L2(SIT ) ≤
∑
K∈T
∑
e∈EI(K)
∑
e′∈sons(e)
k3α‖ (uH2 −wH2)∣∣∣K ‖2L2(e′).
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we insert the definition of α into the latter equation
k3‖α1/2~uH2 −wH2N‖2L2(SIT ) ≤
∑
K∈T
∑
e∈EI(K)
∑
e′∈sons(e)
4dT
3 k
3
(
max
s∈{+,−}
p2
khK se
)
×‖ (uH2 −wH2)∣∣∣K ‖2L2(e′)
≤
∑
K∈T
4dT
3 k
3 p2
khK
∑
e∈EI(K)
‖ (uH2 −wH2)∣∣∣K ‖2L2(e).
Thus, using (6.10) it follows
k3‖α1/2~uH2 −wH2N‖2L2(SIT ) ≤
∑
K∈T
4dT
3
k2h2K
p
∑
e∈EI(K)
|uH2 |2H2(K)
≤C k
2h2K
p
|uH2 |2H2(K).
Finally combining this result with (6.6) leads to
k3/2‖α1/2~uH2 −wH2N‖L2(SIT ) ≤ C
(
kh√p
)(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
. (6.15)
With the same argument we also can prove
k3/2‖(1−δ)1/2(uH2 −wH2)‖L2(SBT ) ≤C
(
kh
p
)3/2 (
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
. (6.16)
Thus, summing over the estimates (6.8) and (6.12)-(6.16) we get the following ap-
proximation property for the H2-part:
k‖uH2 −wH2‖DG+ ≤ C
 kh√p +
(
kh
p
)2(‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)) . (6.17)
In [46, Theorem 5.5] the approximation wA ∈ S p,1(T ) for uA is constructed in an
element-by-element fashion. For K ∈ T , let the constant CK by defined by
C2K :=
∑
p∈N0
‖∇puA‖2L2(K)
(2λk)2p .
We have
‖∇puA‖L2(K) ≤ (2λk)pCK ∀p ∈ N0,∑
K∈T
C2K ≤
4
3
( C
λk
)2
k2ϑ
(
‖ f ‖2L2(Ω)+ ‖g‖2H1/2(∂Ω)
)
. (6.18)
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For q ∈ {0,1,2} we get the following estimate (see [46, Theorem 5.5])
‖uA−wA‖Hq(K) ≤ Ch−qK CK

(
hK
hK +σ
)p+1
+
(
khK
σp
)p+1 . (6.19)
By summing over all elements, it follows ([46])
k‖uA−wA‖H ≤Ckϑ
(
1
p
+
kh
p
){
kh
p
+ k
(
kh
σp
)p}(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
. (6.20)
For the boundary terms we apply a multiplicative trace inequality [18]
‖v‖2L2(∂K) ≤C
(
‖v‖L2(K)|v|H1(K)+h−1K ‖v‖2L2(K)
)
, (6.21)
to obtain
k‖α−1/2{∇T (uA−wA)}‖2L2(SIT ) ≤
∑
K∈T
∑
e∈EI(K)
∑
e′∈sons(e)
kα−1‖∇T ((uA−wA)|K)‖2L2(e′).
From the definition of α it follows
k‖α−1/2{∇T (uA−wA)}‖2L2(SIT )
≤
∑
K∈T
∑
e∈EI(K)
∑
e′∈sons(e)
3k
4dT
 min
s∈{+,−}
khK s
e′
p2
‖∇((uA−wA)|K)‖2L2(e′)
≤
∑
K∈T
3k
4dT
(
khK
p2
) ∑
e∈EI(K)
‖∇((uA−wA)|K)‖2L2(e)
≤
∑
K∈T
3
4dT
(
k2hK
p2
) ∑
e∈EI(K)
(
‖∇(uA−wA)‖L2(K)|∇(uA−wA)|H1(K)+h−1K ‖∇(uA−wA)‖2L2(K)
)
.
By using the estimates in equation (6.19) we get
k‖α−1/2{∇T (uA−wA)}‖2L2(SIT ) ≤
∑
K∈T
3C
4
C2Kk
2
p2h2K

(
hK
hK +σ
)p+1
+
(
khK
σp
)p+1
2
≤
∑
K∈T
CC2Kk
2
p2
hK
(
hK
hK +σ
)p−1
+
k
p
(
khK
σp
)p
2
Finally equation (6.18) gives us
k1/2‖α−1/2{∇T (uA−wA)}‖L2(SIT ) ≤C k
ϑ
p3
{
h
p
+ k
(
kh
σp
)p}
×
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
. (6.22)
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By the similar arguments we obtain the following estimates
k1/2‖β1/2~∇T (uA−wA)N‖L2(SIT ) ≤ C k
ϑ
p3/2
{
h
p
+ k
(
kh
σp
)p}
×
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
, (6.23)
k1/2‖δ1/2∇T (uA−wA) ·n‖L2(SBT ) ≤ C k
ϑ
p3/2
{
h
p
+ k
(
kh
σp
)p}
×
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
. (6.24)
Again, with a similar argument we derive
k3‖α1/2~uA−wAN‖2L2(SIT ) ≤
∑
K∈T
∑
e∈EI(K)
∑
e′∈sons(e)
k3α‖ (uA−wA)|K ‖2L2(e′).
By using the definition of α we get
k3‖α1/2~uA−wAN‖2L2(SIT )
≤
∑
K∈T
∑
e∈EI(K)
∑
e′∈sons(e)
4dT
3
k3
(
max
s∈{+,−}
p2
khK se
)
‖ (uA−wA)|K ‖2L2(e′)
≤
∑
K∈T
4dT
3 k
3
(
p2
khK
) ∑
e∈EI(K)
‖ (uA−wA)|K ‖2L2(e)
≤
∑
K∈T
4dT
3
(
k2p2
hK
) ∑
e∈EI(K)
(
‖uA−wA‖L2(K)|uA−wA|H1(K)+h−1K ‖uA−wA‖2L2(K)
)
.
Now we use the estimates in equation (6.19) to get
k3‖α1/2~uA−wAN‖2L2(SIT ) ≤
∑
K∈T
Cp2k2
hK
(
hK
hK +σ
)p−1
+
k
p
(
khK
σp
)p
2
C2K .
Finally from equation (6.18) it follows
k3/2‖α1/2~uA−wAN‖L2(SIT ) ≤ Ckϑ
{
h
p
+ k
(
kh
σp
)p}(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
.
(6.25)
With the same argument we can estimate the last boundary term as well,
k3/2‖(1−δ)1/2(uA−wA)‖L2(SBT ) ≤ Ckϑ (kh)
1/2
p
{
h
p
+ k
(
kh
σp
)p}(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
.
(6.26)
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The approximation property for the analytic part with respect to the DG+ norm then
follows from the estimates (6.20) and (6.22)-(6.26)
k‖uA−wA‖DG+ ≤Ckϑ
1+ 1√p
(
kh
p
)1/2
+
kh
p
×{
kh
p
+ k
(
kh
σp
)p}(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
. (6.27)
The combination of the two estimates (6.17) and (6.27) leads to
‖u−w‖DG+ ≤
kϑ
1+ 1√p
(
kh
p
)1/2
+
kh
p
{hp +
(
kh
σp
)p}
+
h√p + k
(
h
p
)2
×
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
,
which completes the proof. 
Corollary 6.6. Let Ω ⊂ Rd, d = 2,3 be a bounded Lipschitz domain with analytic
boundary. Let α, β, δ be chosen as follows
αe = O
(
max
s∈{+,−}
p2
khK se
)
, β = O(kh
p
), δ = O(kh
p
).
There exist constants C,σ > 0 such that, for every f ∈ L2(Ω) and corresponding adjoint
solution v := N∗k f , it holds
ηk(S ) ≤C
kϑ
1+ 1√p
(
kh
p
)1/2
+
kh
p
{hp +
(
kh
σp
)p}
+
h√p + k
(
h
p
)2 .
Proof. Note that u = N∗k f = Nk f holds so that the regularity estimates as in Lemma
2.5 hold verbatim. Note that g = 0 in this case. 
Finally, the convergence estimate for hp-FEM can be stated in the following theo-
rem.
Theorem 6.7. [Convergence Estimate]
Let Ω ⊂ Rd, d = 2,3 be a bounded Lipschitz domain with analytic boundary. Let α,
β, δ be chosen as follows
αe = O
(
max
s∈{+,−}
p2
khK se
)
, β = O(kh
p
), δ = O(kh
p
).
Moreover, let 0 < δ < 1/3. Then, there exist constants c1,c2 > 0 independent of k,h and
p such that
kh√p ≤ c1 together with p ≥ c2 log(k)
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imply the following error estimates:
‖u−uS ‖DG ≤C inf
v∈S
‖u− v‖DG+, (6.28)
‖u−uS ‖DG ≤C
h√p
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
, (6.29)
where C is independent of k,h and p.
Proof. By adjusting the constant c˜ in α|e = c˜p2/(hKek) we get via Lemma 6.3 α|e >
4C2trace (S ,Ke)/k. Hence, the only condition to check in Theorem 4.10 to get the con-
vergence estimate is
ηk(S ) < ccoer4(1+Cc) .
From Corollary 6.6 we have
ηk(S ) ≤C
kϑ
1+ 1√p
(
kh
p
)1/2
+
kh
p
{hp +
(
kh
σp
)p}
+
h√p + k
(
h
p
)2 .
Now to bound the right hand side with ccoer/4(1+Cc), we simply need to adjust the
constants c1 and c2 in the following conditions
kh√p ≤ c1 and p ≥ c2 log(k).
From the Theorem 4.10 we get
‖u−uS ‖DG ≤ C inf
v∈S
‖u− v‖DG+ .
The combination of this result with Theorem 6.5 completes the proof. 
Remark 6.8. (i) For conforming and nonconforming affine polynomial finite ele-
ment spaces the ultra weak variational formulation is unconditionally stable.
(ii) In order to get a quantitative error estimate explicitly in terms of k,h and p, the
following resolution condition is needed:
kh√p ≤ c1 and p ≥ c2 log(k).
(iii) The convergence rate is reduced by half a power of p compared to best approxi-
mation result.
(iv) For an important subclass of non-conforming spaces as well as for conforming
spaces the Situation can be improved and the best approximation rate can be
obtained (cf. Section 6.2.2.2).
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Corollary 6.9. With the same assumptions as in Theorem 6.7, there exist constants
c1,c2 > 0 independent of k,h and p such that
kh
p
≤ c1 together with p ≥ c2 log(k)
imply the following estimates:
‖∇T (u−uS )‖L2(Ω) ≤ C
h√p
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
,
‖~∇T (u−uS )N‖L2(SIT ) ≤ Ch1/2
(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
,
‖~u−uS N‖L2(SIT ) ≤ C
(
h
p
)3/2 (
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
,
where C is independent of k,h and p.
If we have higher regularity for f ,g then we get the the following convegence esti-
mate:
Theorem 6.10 (Convergence Estimate). Let Ω ⊂Rd, d ∈ {2,3}, be a bounded Lipschitz
domain with analytic boundary. Fix s ∈ N0. Let α, β, δ be chosen as follows
αe = a max
s∈{+,−}
p2
khK se
, β = b
kh
p
, δ = d
kh
p
,
with a sufficiently large. Moreover, let 0 < δ < 13 . Then, there exist constants c1, c2,
C > 0 independent of k,h and p such that under the assumptions
kh√p ≤ c1 together with p ≥ c2 log(k) as well as p ≥ s+1 (6.30)
there holds for f ∈ Hs(Ω) and g ∈ Hs+1/2(∂Ω) a priori estimate
‖u−uS ‖DG ≤C
√p(hp
)s+1
+ kϑ−1
{(
h
h+σ
)p
+ k
(
kh
σp
)p} (‖ f ‖Hs(Ω)+ ‖g‖Hs+1/2(∂Ω)) .
In particular, under the additional assumption that b and d satisfy b, d ≥ c0 > 0, there
holds
‖∇T (u−uS )‖L2(Ω)+
√
h
p
‖~∇T (u−uS )N‖L2(SIT )+ p√h‖~u−uS N‖L2(SIT ) ≤C‖u−uS ‖DG.
Proof. cf. [45]. 
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6.2.2.2 Convergence analysis for conforming and close to con-
forming hp-finite element spaces
The a priori estimate in Theorem 6.10 is optimal in h (note that f ∈ Hs(Ω) with g ∈
Hs+1/2(∂Ω) implies u ∈ Hs+2(Ω) by the assumed smoothness of ∂Ω) but suboptimal in
p by half an order. This suboptimality is also present in the scale resolution condition
(6.30). This is typical of p-explicit DG methods. While this suboptimality is sharp
in the general case, [26], it can be removed in the present case by assuming that the
approximation space contains an H1-conforming subspace that is sufficiently rich. In
order to be able to define an H1-conforming space S , we have to require that the
element maps FK be compatible across faces. For future reference, we formulate this
as an assumption:
Assumption 6.11 (conforming case). A triangulation T satisfying Assumption 2.4 is
said to be regular if the triangulation has no hanging nodes or edges and, additionally,
any two elements K, K′ ∈ T sharing a common face e induce the same parametrization
of e via the element maps FK and FK′ . An approximation space S is said to fall into
the conforming case, if
S ⊃ S p,1(T ) := {u ∈ H1(Ω) |∀K ∈ T : u|K ◦FK ∈ Pp}.
We note that the classical space S p,1(T ) has good (local) approximation properties.
We also note that S p,0(T ) ⊃ S p,1(T ).
In a setting where the approximation space S contains S p,1(T ), a key observation is
that certain jumps can be forced to be zero. We formulate this in the following remark:
Remark 6.12. In the conforming case the approximants wHs+2 and wA in Theorem 6.5
can be chosen to be in H1(Ω) (see, e.g., [46, Proof of Thm. 5.5]) so the following
boundary terms vanish
k3/2‖α1/2~uHs+2 −wHs+2N‖L2(SIT ) = 0
k3/2‖α1/2~uA−wAN‖L2(SIT ) = 0.
This lead to the following estimates for p ≥ s+1
k‖uHs+2 −wHs+2‖DG+ ≤C
(
h
p
)s khp +
(
kh
p
)2(‖ f ‖Hs(Ω)+ ‖g‖Hs+1/2(∂Ω)) ,
k‖uA−wA‖DG+ ≤Ckϑ
((
h
h+σ
)p
+ k
(
kh
σp
)p)(
‖ f ‖L2(Ω)+ ‖g‖H1/2(∂Ω)
)
.
We get the following error estimate for the conforming case:
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Theorem 6.13. Let Ω ⊂ Rd, d ∈ {2,3} be a bounded Lipschitz domain with an analytic
boundary. Assume the conforming case of Assumption 6.11. Fix s ∈ N0 and C > 0. Let
α, β, δ be chosen as follows
αe = a max
s∈{+,−}
p2
khK se
, β = b
kh
p
, δ = d
kh
p
.
Assume p ≥ s+1.
(i) The adjoint consistency ηk(S ) satisfies with θ given by (2.25):
ηk(S ) ≤ C
(
kh
p
+ kϑ
{(
h
h+σ
)p
+ k
(
kh
σp
)p})
,
(ii) The solution u of (2.4a), (2.4b) satisfies with C˜ f ,g := ‖ f ‖Hs(Ω)+ ‖g‖Hs+1/2(∂Ω)
inf
v∈S
k‖u− v‖DG+ ≤ C˜ f ,g
((
h
p
)s kh
p
+ kϑ
{(
h
h+σ
)p
+ k
(
kh
σp
)p})
.
(iii) Let u solve (2.4a), (2.4b). Let 0 < δ < 13 . Then there exist constant c1, c2, a0 > 0
independent of h, p, and k such that for a ≥ a0 the conditions
kh
p
≤ c1 together with p ≥ c2 log(k) as well as p ≥ s+1
imply that the Galerkin approximation uS exists and satisfies the estimate
‖u−uS ‖DG ≤ C
(hp
)s+1
+ kϑ−1
{(
h
h+σ
)p
+ k
(
kh
σp
)p} (‖ f ‖Hs(Ω)+ ‖g‖Hs+1/2(∂Ω)) .
Proof. The proof follows from the same arguments as in the non-conforming case.
The key observation is that Remark 6.12 allows one to sharpen the estimates of Theo-
rem 6.10. 
Inspection of the procedure leading to Theorem 6.13 shows that it is not essential
that the mesh T be regular. Certain setting with hanging nodes are admissible. It
suffices that the approximation space S contain a subspace that is sufficiently rich.
As an example, we mention a simple setting of meshes with hanging nodes that are
obtained by refining a regular mesh in the sense of Assumption 6.11. To fix ideas, we
introduce the notion of triangulations that are “close to regular” as follows:
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Definition 6.14 (triangulations close to regular). Let T̂1, . . . , T̂L be a fixed selection
of affine (not necessarily regular) triangulations of the reference element K̂. A trian-
gulation T ′ is said to be “close to regular” if there is a regular triangulation T of
Ω (in the sense of Assumption 6.11) with element maps FK : K̂ → K that induces the
triangulation T ′ in the following way: For each element K ∈ T , one can select a tri-
angulation T̂i, i ∈ {1, . . . ,L} such that the elements K′ ∈ T ′ with K′ ⊂ K are the images
of the elements of T̂i under FK . Furthermore, the element maps corresponding to the
elements K′ ∈ T ′ with K′ ⊂ K are a composition of FK with an affine map that maps
the corresponding subsimplex of T̂i to the reference element K̂.
Corollary 6.15. Let T ′ be a triangulation that is “close to regular” in the sense of
Definition 6.14. regular mesh in the sense of Assumption 6.11. Then the assertions of
Theorem 6.13 are still valid for the space S = S p,0(T ′).
Proof. If T is the triangulation that engenders T ′ in the sense of Definition 6.14, then
clearly S p,0(T ′) ⊃ S p,1(T ). Hence, the corollary follows. 
Remark 6.16. For the case of bounded domains with non analytical boundaries such
as polygonal or polyhedral domains we expect the similar results.
7
Plane Waves
7.1 Preliminaries
Let d = 2. We define the space of linear combinations of p ∈ N plane waves of wave-
length 2pi/k , k > 0, in R2, denoted by PWk(R2), as follows:
PWk(R2) = {v ∈C∞(R2) : v(x) =
p∑
j=1
α j exp(ikd j ·x), α j ∈ C}, (7.1)
where D = {d1, ...,dp} ⊂ R2 is a finite set of pairwise different vectors (different di-
rections) with unit length. In can be seen that the set of {exp(ikd j·)}pj=1 is a basis of
PWk(R2) for all k > 0 (cf. [28]).
We also define the space of local plane waves on an element K ∈ T as follows:
Vp(K) = {v ∈ L2(K) : v(x) =
p∑
j=1
α j exp(ikd j ·x), α j ∈ C}, (7.2)
then
Vh,p(T ) = {v ∈ L2(Ω) : v|K ∈ Vp(K)∀K ∈ T }. (7.3)
7.2 Ultra Weak Variational Formulation
The choice of plane waves as discretization space has become popular in the recent
years. Plane waves satisfy locally the homogeneous differential equation as follows
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from partial integration:∑
K∈T
(∇u,∇v)L2(K)− k2(u,v)L2(K) =
∑
K∈T
∫
∂K
u∇v · .n
=
∫
F IT
~uN · {∇T v}dS +
∫
F IT
{u}~∇T vN dS
+
∫
F BT
~uN{∇T v}dS . (7.4)
As a consequence, all volume terms are vanishing in the bilinear form aT (·, ·) and the
problem is formulated only on the mesh skeleton:
Find u ∈ H2 such that Ah(u,vp) = lh(vp) ∀vp ∈ Vh,p(T ), where
Ah(u,v) :=
∫
F IT
{u}~∇T vN dS −
1
ik
∫
F IT
β~∇TuN~∇T vN dS −
∫
F IT
{∇T u} ·~vN dS
+ ik
∫
F IT
α~uN ·~vN dS +
∫
F BT
(1−δ)u∇T v ·ndS − 1ik
∫
F BT
δ∇T u ·n∇T v ·ndS
−
∫
F BT
δ∇T u ·nvdS + ik
∫
F BT
(1−δ)uvdS , (7.5)
and
lh(v) = − 1ik
∫
F BT
δg∇T v ·ndS +
∫
F BT
(1−δ)gvdS . (7.6)
7.3 Stability and Convergence Analysis
In this section we restrict ourselves to the case of affine triangulation for simplicial
piecewise polynomial finite element space and compare it with the recent known re-
sults for the plane wave finite element space.
7.3.1 Norms
In the convergence analysis we need the following norms defined on the skeleton of T ,
‖v‖2FT :=k
−1‖β1/2~∇T vN‖2L2(F IT )+ k‖α1/2~vN‖2L2(F IT )+ k−1‖δ1/2∇T v ·n‖2L2(F BT )
+ k‖(1−δ)1/2v‖2
L2
(
F BT
), (7.7)
‖v‖2F +T :=‖v‖
2
FT + k‖β
−1/2{v}‖2
L2
(
F IT
)+ k−1‖α−1/2{∇T v}‖2L2(F IT )
+ k‖δ−1/2v‖2
L2
(
F BT
). (7.8)
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7.3.2 Stability
Remark 7.1. (i) The plane wave discontinuous Galerkin method (PWDG) is well-
posed. This is a direct result from the fact that the imaginary part of the bilinear
form Ah(., .) is in fact a norm (cf. [32]).
(ii) Our method is unconditionally stable for affine mesh and simplicial polynomial
finite element spaces as well as for plane waves.
7.3.3 Convergence analysis
The following proposition states that the plane wave discretization for homogeneous
Helmholtz problem is quasi-optimal without any resolution condition when we con-
sider skeleton norms.
Proposition 7.2. ([32, Proposition 3.6]) Let Ω be a convex domain, and assume that
each element K ∈ T is a convex Lipschitz domain. Assume that the mesh T is a quasi-
uniform mesh1. Choose the flux parameters α,β and δ to be real, strictly positive and
independent of p,h and k and 0 < δ ≤ 1/2. Let u be the analytical solution of the
homogeneous Helmholtz problem and up be the PWDG solution. Then, there exists a
constant C > 0 independent of h, p and k such that
‖u−up‖FT ≤ C inf
vp∈Vh,p(T )
‖u− vp‖F +T
The ‖ · ‖FT -norm controls only the error on the skeleton. Estimates in the L2-norm
can be derived; however, negative powers of h appear in this case.
Proposition 7.3. [32, Corollary 3.8] Let the same assumptions as in Proposition 7.2
hold. Then, there exists a constant C > 0 independent of h, p and k such that
‖u−up‖L2(Ω) ≤ Cdiam(Ω)(k−1/2h−1/2+ k1/2h1/2)‖u−up‖FT .
To estimate the error in a stronger norm, H1-norm, it is proposed in [32] to solve
a Neumann boundary value problem for −∆+ k2 by means of p-degree Lagrangian
finite elements, thus Pup can be obtained by solving a second order elliptic boundary
value problem, where P is H1(T )-orthogonal projection onto the space of globally
continuous piecewise polynomials of degree at most p . In our method the estimates
in stronger norms are directly derived.
1 A mesh is called quasi-uniform if there exists a constant ρ ∈ (0,1) such that for each element K ∈ T ,
hK ≥ ρhT .
62 Chapter 7. Plane Waves
Theorem 7.4. [32, Theorem 3.15 , Proposition 3.19 ] Let u ∈Hl+1(Ω) be the analytical
solution of the homogeneous Helmholtz problem and up be the PWDG solution. For p
sufficiently large, there exists a C = C(kh) > 0 independent of p and u, but depending
on the product kh, such that
‖u−up‖FT ≤ Ck−1/2hl−1/2
(
log(p)
p
)l−1/2
‖u‖l+1,k,Ω, (7.9)
k‖u−up‖L2(Ω) ≤Cdiam(Ω)hl−1
(
log(p)
p
)l−1/2
‖u‖l+1,k,Ω, (7.10)
k‖∇(u−P(up))‖L2(Ω) ≤ C(diam(Ω)+ k−1)hl−1
(
log(p)
p
)l−1/2
‖u‖l+1,k,Ω, (7.11)
where
‖v‖2l+1,k,Ω :=
l+1∑
j=0
k2(l+1− j)|v|2H j(Ω).
It is also possible to define the flux parameters depending on k, h and p as follows:
α =
a
kh
p
log(p) , β = bkh
log(p)
p
, δ = dkh log(p)
p
,
where one can gain half a power of log(p)/p in the best approximation estimate
compared to the case of constant flux parameters in FT -norm, but at the end one get
the same order of convergence in energy norm [32].
For the h-version of plane wave approximations the following result exists.
Theorem 7.5. [28, Theorem 4.10 ] Let Ω be a convex domain (or smooth and star-
shaped). Let u be the analytical solution of the Helmholtz problem (2.4) and uh be
the PWDG solution of the problem 3.17. Assume α = a/(kh), β = bkh and δ = dkh
with a,d > 0 and b ≥ 0 and δ ∈ (0,1/2). Then there exist a0,c0 and C = C(Ω, p) > 0
independent of h and k such that if a ≥ a0 and k2h ≤ c0, then the following error bound
is true
‖u−uh‖DG ≤ Ch
(
k‖ f ‖L2(Ω)+ [c0(h+ c0)]1/2‖ f −Pk f ‖L2(Ω)
)
,
where Pk denotes the L2(Ω)-orthogonal projection onto Vh,p(T ).
From this theorem it can be seen that only the first order convergence rate can be
derived (independent of the number of the plane waves which were used in the local
approximation spaces) which is because of the fact that plane waves are solutions of
homogeneous Helmholtz problem, so one can not get better than linear convergence
(with respect to h) for an inhomogeneous problem. Also the condition k2h ≤ c0 is very
restrictive but in our method for an inhomogeneous Helmholtz problem when data are
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regular enough, we derived the optimal convergence (6.28) as an h-version method
(with a fixed p) under a milder condition.
Remark 7.6. 1. For the PWDG method one obtains quasi-optimality for the skele-
ton norm without any resolution condition for homogeneous Helmholtz problem
as a p-version method.
2. The PWDG method also can be applied to inhomogeneous problems, while then
the convergence rate is at most linear with respect to h. In addition one needs
the restrictive resolution condition k2h < c0. Our method leads to an optimal rate
of convergence (with respect to the DG norm) also for inhomogeneous problems
under the conditions kh/p ≤ c1 and p ≥ c2 log(k).
3. To obtain error estimates for the PWDG method with respect to stronger norms,
e.g. the H1-norm, one has to solve an additional second order elliptic PDE, while
this can be avoided for polynomial spaces.
4. The linear system in both methods are very ill-conditioned and indefinite. Typi-
cally, fast direct solvers are employed for its solution while iterative solvers for
such highly indefinite problems are still in its infancies.
5. The algorithmic realization, the choice of efficient data structure and the quadra-
ture problem for polynomial DG methods is well understood so that the imple-
mentation of the UWVF with polynomial finite elements can be performed in the
framework of “standard polynomial finite element technology”. The efficient re-
alization of the PWDG is less standard, e.g., the quadrature for generating the
system matrix is far from trivial and we refer to [15, 27, 28, 32] for the details.
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Conclusion
In this work we presented a DG method which is unconditionally stable for piecewise
polynomials and plane waves. The unique solvability of the method for very general
approximation spaces S was also proved under a very mild resolution condition. We
proved that the quasi optimality of the method for these abstract discretization spaces
can be obtained under a certain condition on the approximation properties of the ap-
proximation space. The theory depends on the decomposition lemma [46, 47] which
implies that the solution of the Helmholtz problem can be split into an H2−part with
,,good” regularity constant and an oscillatory part which is analytic.
As an application of the general theory, we derived an error analysis for conforming
and non-conforming hp- finite element spaces. We estimated the adjoint approxima-
tion property ηk(S ) explicitly in terms of the wave number k, mesh width h and poly-
nomial degree p, and got optimal convergence rates under some mild conditions on k,
h and p. We have considered a setting, where f ∈ L2(Ω) so that the maximal regularity
of the solution in general is H2. For hp-finite elements it is well-known that a conver-
gence rate of O(h/p) with respect to the H1-norm then is optimal. For more regular
settings , we expect that our theory can be generalized and higher order convergence
estimates can be proved.
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