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1. INTRODUCTION 
This note is concerned with a general theorem in nonlinear functional 
analysis which asserts that, under appropriate hypotheses, certain maximal 
connected sets of solutions of nonlinear eigenvalue problems must have at 
least one of three properties which limit their “smallness.” A stronger 
theorem would be obtained if it could be shown that one of these properties 
never occurs. The object here is to give examples which demonstrate that 
this is not possible. 
2. A THEOREM IN NONLINEAR FUNCTIONAL ANALYSIS 
Let R denote the real numbers. Let V be a real Hilbert space with norm 
/j I[, and let S: D(S) + V be a self-adjoint operator (bounded or unbounded) 
in V which is bounded below, Q being the infimum of the essential spectrum 
of the complexification of S. (If S has a compact resolvent we take Q = + OX.) 
The real Hilbert space obtained from the domain of S equipped with the 
graph topology is denoted by W and its norm by /I/ /(/ . Then W is a dense 
subset of V and the identity mapping from W into V is a continuous (but, in 
general, not a compact) mapping. Consider the nonlinear eigenvalue problem 
set by 
St4 + M(u, A) = Au for (24, X) E W X IF!, (2.1) 
where M has the following properties. 
Suppose that M: W x R --f V is a continuous compact mapping such that 
II Mb> XIII ~ o 
Ill UIII ’ as 
iii u j/l -j 0, 
uniformly for h in bounded intervals. 
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Under these hypotheses, it is clear that (0, X) E W x [w is a solution of 
(2.1) for all X E Iw and such solutions are called trivial. Let N denote the set 
of all nontrivial solutions of (2.1) in W x [w and let 
N’ = N u ((0, h) E W x Iw: h is an eigenvalue of S>. 
For (0, h) E N’, denote by Z(h) the maximal connected subset of N’ (endowed 
with the topology induced from W x Iw) containing (0, h). 
Many problems associated with non-linear differential equations can be 
placed in the above framework. 
THEOREM. Suppose that h < Q is an eigenvalue of odd multiplicity of S. 
Then l(h) has at least one of the following properties. 
(1) Z(h) is an unbounded subset of W x R. 
(2) SUP{JLL: (u, /4 E WI 2 Q- 
(3) l(h) contains an element (0, II) EN’ where p # A. 
In the case where S has a compact resolvent, Q = + co and so property (1) 
is a consequence of property (2) which may thus be omitted. In this case the 
result follows from Theorem 1.3 of Rabinowitz [I]. It is proved in the above 
generality, appropriate for the treatment of differential equations on un- 
bounded domains, in Stuart [2] where it is used to discuss second order 
ordinary differential equations on the half-line. 
Given any two of the properties (l), (2) (3) of the theorem, an example 
can be provided in which the hypothesis of the theorem are satisfied and 
yet there is a component which has neither of the two properties selected. 
Indeed taking IM = 0 (i.e., the linear case) shows immediately that (2) and 
(3) can fail simultaneously. The following finite dimensional example with 
V = W = [w2, S(X, , x2) = (xi , -XJ and M(x, , x2 , X) = (X~~, -xi3), shows 
that (1) and (2) can fail simultaneously. On the otherhand the failure of (1) 
and (3) together is an essentially infinite dimensional phenomenon. To illus- 
trate it we choose the physically interesting example provided by the Hartree 
equation for the Helium atom. 
3. AN EXAMPLE 
As an example we apply the above theorem to the Hartree equation for the 
Helium atom. Restricting attention to spherically symmetric solutions this 
becomes 
- + u”(x) - 24‘4 -y-- + 244 R(u) (xl = w4 for x > 0, 
u(0) = 0, 
(3.1) 
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where 
for u: (0, co) -+ Iw and x > 0. 
This equation is discussed in Reeken [4], Wolkowisky [5] and Stuart [3]. 
In order to apply the above theorem we choose appropriate function spaces V 
and W. 
Let I/ denote the real Hilbert space of all real-valued measurable “func- 
tions” u on (0, co) such that 
11 u /I2 = /.a u(x)” dx < co. 
Denote by Y the real Hilbert space of all elements u E V such that u” E V 
with the norm in Y given by 
III u Ill2 = II u II2 + II u” II2 for u E Y. 
Here u’ denotes the derivative of u in the sense of distributions. However, for 
u E Y, both u and u’ can be taken to be continuous functions on [0, co) and 
we set 
w = {u E Y: u(0) = O}. 
Then W is a real Hilbert space with respect to the norm I// //I . We also note 
that 
{II u II2 + II u’ l12Y2 e C/II 21 Ill (3.2) 
and 
+4x)” + u’(x)2>1’2 < c II’ u III , (3.3) 
for all u E Wand x > 0, where C is a positive constant independant of u E W. 
The following two properties of W will also be useful in what follows. 
PROPOSITION A. Given any E > 0 and any u E W, there exists an X 2 0 
and an open neighborhood U of u in W such that 
{v(x)” + v’(x)2}1/2 < E for all v E U and all x 3 X. 
Proof. This follows immediately from (3.3) and the fact that, for any 
WEW, 
& w(x) = ;+E w’(x) = 0. 
PROPOSITION B. Given any 01 > 0, there exists a /3(m) such that 
ll+ll ~4l~“II+BWII4 foralluEW 
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where 11 u/x 11 is used to denote 
Proof. This result is well known and may be easily deduced from Hardy’s 
inequality. 
With the above notation we can now replace problem (3.1) by the equation 
su + iv(u) = Au for (u, A) E W x R (3.4) 
where 
Su(x) = - ; u”(x) - $ ) for x > 0, 
defines a self-adjoint operator in V with domain D(S) = W and with spec- 
trum 
a(S) = - f: n = 1,2,... 
I 1 
u [O, a>. 
For each positive integer, -2/n2 is a simple eigenvalue of S and the corre- 
sponding eigenfunction is an element of W which has exactly n - 1 zeros 
(all of which are simple) in (0, co). The topology on W introduced above is 
equivalent to the graph topology of S, as is easily seen by using Proposition B. 
In (3.4), 
Jf(4 (4 = 44 w 64, for x > 0, 
defines a compact continuous mapping from W into V such that 
II Wu)ll ~ 0 
--iimir ’ 
as III u III + 0. 
(See Reeken [4] and Stuart [3].) 
Hence the above theorem applies to (3.4) and we set 
Z, = I(-2/nz) for n = 1, 2,.... 
Indeed, since M is also homogeneous of degree 3, we see that (-u, A) is a 
solution of (3.4) whenever (u, A) is a solution. In Stuart [3] a special case of 
the above theorem is used to establish the existence of an infinite sequence 
{(u, , A,)} of solutions of (3.4) in W x LQ where u,, has exactly n - 1 zeros 
in(0, co), u,‘(O) > 0 and u, satisfies the required normalization condition that 
437 11 u, 112 = 1. 
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Furthermore, 
2 
g < Aa < - $ -- 2 . 
This result is also obtained in Wolkowisky [5] by an application of the 
Schauder-Tychonoff theorem. However the components Z, of solutions of 
(3.4) are not investigated in [5]. In the earlier work of Reeken [4] the com- 
ponent Zi , is constructed by an extension principle devised by Bazley, 
Reeken and Zwhalen [6]. 
Furthermore, Reeken shows that II, is an simple curve and that 
with h > p. The components I,, for 71 > 2 are not discussed in Reeken [4]. 
More recently, Bazley and Seydel [7] have shown that the solution u1 
indeed minimizes the energy functional corresponding to (3.4), subject to the 
constraint 
4?rliuj/2 = 1. 
In [8] and [9], Gustafson and Sather consider the bifurcation problem for 
the Hartree equation without restricting attention to spherically symmetric 
solutions. 
We expose the required properties of the components in series of lemmas. 
Henceforth, for u E W, we define 
4w (4 = - ; + w (4, for x > 0 
and note that 
Q(U)’ (4 = 5 - g J= 4~)~ dy for x > 0. 
0 
LEMMA 1. If (u, A) E N, then -2 < X < 0. 
Proof. Suppose that (u, A) EN. Then I! u (1 # 0 and so 
X II u II2 = 4 II U’ /I2 + jam cd4 (4 44” dx 
Hence 
h >, inf 
1; &‘(x)~ - (2/x) U(X)” dx 
II u II2 
:UE W,withlluII #O 
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Furthermore, 
+d”(x) u’(x) + {A - q(u) (x)} u(x) d(x) = 0, for all x > 0 
and so, integrating from y > 0 to + co, we have 
SU’(Y)2 + P - a(4 (YN f4Y12 - Jy 4(u)’ (4 44” dx = 09 
for all y > 0. Hence, integrating again from X > 0 to +co, we have 
4 1; u’(Y)~ dr + 1; 0 - du) (Y) + Gf - Y) du)’ (Y)> 4~)~ 4 = 0, 
for all X > 0. But for X > 0, there exists an X > 0 such that 
x > 4(u) (Y  - (X - Y> 464 (Y) for ally > X, 
and so we have that u(y) = 0 for ally 3 X. From this it follows that I/ u 11 = 0 
and consequently that h < 0. 
LEMMA 2. If, for some positive integer n, 
(u, A) E &a(\ (0, $1 and X < 0, 
then u has exactly n - 1 zeros (all of which are simple) in (0,co). Furthermore, 
for each positive integer n, there exists an open neighborhood U, of (0, -2/n2) 
in W x R such that, for any (v, TV) E U, n N, v has exactly n - 1 zeros (all of 
which are simple) in (0, m). 
Proof. This is the content of Lemmas 3.4 and 3.5 of Stuart [3]. 
The above result is sufficient to guarantee that for m # n the components 
I, and 1, do not intersect in W x (- 00, 0). In proving that they do not 
intersect in W x (0) we use the following result. 
LEMMA 3. If (II, 0) E 1, for some positive integer n, then 
Proof. Suppose that (u, 0) E 1, . Then it follows from (3.3) and Lemma 2 
that u has at most n - 1 zeros (all of which are simple) in (0, co). Hence 
replacing u by -u if necessary, we may suppose that there exists an X such 
that 
u(x) l=- 0, for all x 3 X. 
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But, if 
we have that 
and so 
II u II2 < l/277, 
c?(u) (4 < 07 for all x > 0 
-u”(x) > 0, for all x 3 X. 
It is easily seen that this contradicts the requirement that 
s 
m 
u(x)” dx < co. 
X 
Hence the result is established. 
LEMMA 4. Iffor some positive integer n, (u, 0) E 1, then there exists an open 
neighborhood U, of (u, 0) in W x [w such that, for any (v, p) E U, n N, v has 
exactly n - 1 zeros (all of which are simple) in (0, co). 
Proof. Suppose that (u, 0) E 1, . Then, by Lemma 3, we have that 
11 u /I2 > l/277 and so there exists an open neighborhood U, of (u, 0) in W x R 
and an X,, > 0 such that 
a(4 64 I=- 0, for all x > X, and all (v, CL) E U,, . 
But, if (v, CL) E U, n N, we then have that p < 0 by Lemma 1 and further- 
more 
- pzqx) v(x) + q(v) (x) v(x)” < 0, for all x > 0. 
Integrating this equation from y > 0 to +oo, we have 
&v’(y) v(y) + 4 jm v’(x)~ dx + ja q(v) (x) v(x)” dx < 0, for ally > 0. 
Y II 
Consequently, for all y > X, , we see that v’(y) v(y) < 0. Hence for 
(v, p) E U,, n N we see that all the zeros of v are contained in the interval 
[0, X,). Choosing U,, small enough, the result now follows from (3.3). 
Finally we show that all the components are bounded in W x R. The 
following result is based on Theorem A in the Appendix of Wolkowisky [5]. 
However there are some minor changes. 
LEMMA 5. Suppose that (u, A) EN. Then l/l u j/l < C, where the constant C 
is independent of (u, A). 
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Proof. Suppose that (u, A) E N. Then -2 < h < 0, and, using the method 
of Wolkowisky [5], we also have that there exists a constant C, (independent of 
(u, A)) such that 11 u 11s < C, f or all (u, A) EN. However returning to the 
equation 
$4”(x) = q(u) (x) - Au(x) for x > 0, 
and recalling that 
< $ (1 + 27q, 
we see that 
Q II d II G 20 + 274) II u/x II + I A I II 24 II
G 2u + 274) {a II uw II + 864 II 24 II> + 2 II u II 3 for any IX)> 0, 
by Propoposition B and Lemma 1. Choosing LY = [8(1 + 27rCr)]-l, this 
shows that there is a constant C (independent of (u, A)) such that 11 u” II < C 
for all (u, A) EN. 
The result now follows immediately. 
3. CONCLUSION 
Combining Lemmas 1 and 5 we see that, for each positive integer n, the 
component 1, is a bounded subset of W x l%, whereas from Lemmas 2 and 4, 
we see that 1, n I, = 0 whenever m # n. That is, for each positive integer n, 
the component Z, has neither the property (1) nor the property (3) of the 
theorem. Therefore the theorem cannot be improved by dropping property (2) 
from its conclusion. Furthermore, we note that the theorem cannot be im- 
proved by replacing the constant Q in property (2) by a larger constant, for 
in the above example, 
sup{h: (u,h)c I,) = 0 = info,(S), 
for each positive integer n, where a,(S) denotes the essential spectrum of the 
complexification of S. 
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