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Abstract—In evolutionary algorithms, a preselection operator
aims to select the promising offspring solutions from a candidate
offspring set. It is usually based on the estimated or real
objective values of the candidate offspring solutions. In a sense,
the preselection can be treated as a classification procedure,
which classifies the candidate offspring solutions into promising
ones and unpromising ones. Following this idea, we propose a
classification based preselection (CPS) strategy for evolutionary
multiobjective optimization. When applying classification based
preselection, an evolutionary algorithm maintains two external
populations (training data set) that consist of some selected good
and bad solutions found so far; then it trains a classifier based
on the training data set in each generation. Finally it uses the
classifier to filter the unpromising candidate offspring solutions
and choose a promising one from the generated candidate
offspring set for each parent solution. In such cases, it is not
necessary to estimate or evaluate the objective values of the
candidate offspring solutions. The classification based preselec-
tion is applied to three state-of-the-art multiobjective evolutionary
algorithms (MOEAs) and is empirically studied on two sets of
test instances. The experimental results suggest that classification
based preselection can successfully improve the performance of
these MOEAs.
Index Terms—preselection, classification, multiobjective evolu-
tionary algorithm
I. INTRODUCTION
In evolutionary algorithms (EAs), the preselection operator
is a component that has different meanings [1]. In this paper,
we use the term “preselection” to denote the process that
selects the promising offspring solutions from a set of can-
didate offspring solutions created by the offspring generation
operators before the environmental selection procedure.
A key issue in preselection is how to measure the quality
of the candidate offspring solutions. The surrogate model
(metamodel) is one of the major techniques for this [2]–
[5]. The surrogate model is a method to mimic the original
optimization surface by finding an alternative mapping, which
is computationally cheaper, from the decision variable (model
input) to the dependent variable (model output) through a
given training data set. Some popular surrogate models include
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the Kriging [6], [7], Gaussian process [8]–[12], radial basis
function [13], artificial neural networks [14]–[17], polynomial
response surfaces [18], [19] and support vector machines [19],
[20]. In the community of evolutionary computation, the sur-
rogate model is usually used to replace the original objective
function especially when the objective function evaluation is
expensive [2], [4], [5], [21]–[29]. In the case of preselection,
the surrogate model based preselection strategies have been
employed to solve different optimization problems [7], [30]–
[35]. To reduce the time complexity of the surrogate model
building, recently we proposed using a “cheap surrogate
model” [36] to estimate the offspring quality.
In EAs, the preselection can be naturally regarded as a
classification problem. More precisely, the preselection classi-
fies the candidate offspring solutions into two categories: the
selected promising ones, and the discarded unpromising ones.
This indicates that what we need to know is whether a candi-
date offspring solution is good or bad instead of how good it is.
Following this idea, a classification method was proposed for
expensive optimization problem [23]. This work has also been
extended by using both classification and regression methods
in preselection [24]. A major difference between the regression
model based approach and the classification based approach
is that the former measures the quality of the candidate
offspring solutions precisely while the latter roughly classifies
the candidate offspring solutions into several categories. For a
candidate offspring solution, an accurate quality measurement
might be useful, however in (pre)selection, a label has already
offered enough information for making decisions.
It might be more suitable to use classification techniques
in multiobjective optimization. The reason is that the solu-
tions in a multiobjective evolutionary algorithm (MOEA) are
either dominated or nondominated, which forms two classes
naturally. In [37], the classification algorithms are used to
learn Pareto dominance relations. As far as we know, we
are the first ones to apply classification to the preselection
of MOEAs [38], [39]. Very recently, a similar idea has been
implemented in [40].
In this paper, we extend our previous work [38], [39]
and propose a general classification based preselection (CPS)
scheme for evolutionary multiobjective optimization. The ma-
jor procedure of CPS works as follows: in each generation, first
a training data set (external populations) is updated by recently
found solutions; secondly a classifier is built according to the
training data set; thirdly for each solution, candidate offspring
solutions are generated and their labels are predicted by the
classifier. Finally for each solution, an offspring solution is
chosen according to the predicted labels. The major differences
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between this paper and the previous work follow.
• The data preparation strategy is improved: all the non-
dominated solutions found so far are used to update the
negative training set, and the training set contains more
points. In [38], [39], only the solutions in the previous
generation are used to update the negative training set.
• A general CPS strategy is proposed and applied to the
three main MOEA frameworks, i.e., the Pareto domi-
nation based MOEA, the indicator based MOEA, and
the decomposition based MOEA. In [38], [39], CPS is
applied to one framework.
• A systematic empirical study, based on two sets of
test instances, has been performed to demonstrate the
advantages of CPS.
The rest of the paper is organized as follows. Section II
presents the related work on evolutionary multiobjective opti-
mization and briefly introduces the main MOEA frameworks
used in the paper. Section III presents the classification based
preselection in detail. The proposed CPS is systematically
studied on some benchmark problems in Section IV. Finally,
Section VI concludes this paper with some future work re-
marks.
II. EVOLUTIONARY MULTIOBJECTIVE OPTIMIZATION
This paper considers the following continuous multiobjec-
tive optimization problems (MOP)).
min F (x) = (f1(x), · · · , fm(x))T
s.t x ∈ Πni=1[ai, bi] (1)
where x = (x1, · · · , xn)T ∈ Rn is a decision variable vector;
Πni=1[ai, bi] ⊂ Rn defines the feasible region of the search
space; ai < bi (i = 1, · · · , n) are the lower and upper
boundaries of the search space respectively, fj : Rn → R(j =
1, · · · ,m) is a continuous mapping, and F (x) is an objective
vector.
Due to the conflicting nature among the objectives in (1),
there usually does not exist a single solution that can optimize
all the objectives at the same time. Instead, a set of tradeoff
solutions, named as Pareto optimal solutions [41], are of
interest. In the decision space, the set of all the Pareto optimal
solutions is called the Pareto set (PS) and in the objective
space, it is called the Pareto front (PF).
In practice, the target of different methods is to find an
approximation to the PF (PS) of (1). Among the methods,
EAs have become a major method to deal with MOPs due
to their population based search property, which makes an
MOEA be able to approximate the PF (PS) in a single run. A
variety of MOEAs have been proposed in last decades [42].
Most of these algorithms can be classified into three cat-
egories: the Pareto based MOEAs [43]–[46], the indica-
tor based MOEAs [47]–[51], and the decomposition based
MOEAs [52]–[54]. In this paper, we demonstrate that CPS is
able to improve the performance of the three kinds of MOEAs.
Three algorithms- the regularity model based multiobjective
estimation of distribution algorithm (RM-MEDA) [55], the
hypervolume metric selection based EMOA (SMS-EMOA) [56],
and the MOEA based on decomposition with multiple differen-
tial evolution mutation operators (MOEA/D-MO) [57], from
the three MOEA categories respectively are used as the basic
algorithms. These algorithms are briefly introduced as follows.
A. RM-MEDA
Algorithm 1: RM-MEDA Framework
1 Initialize the population P = {x1, x2, · · · , xN};
2 while not terminate do
3 Build a probabilistic model for modeling the
distribution of the solutions in P ;
4 Sample a set of offspring solutions Q from the
probabilistic model;
5 Set P = P ∪Q;
6 Partition P into fronts P 1, P 2, · · · ;
7 Find the k-th front such that
k−1∑
j=1
|P j | < N and
k∑
j=1
|P j | ≥ N ;
8 while
∑k
j=1 |P j | > N do
9 Calculate the density of each solution in P k;
10 Find the solution with the worst density x∗ ∈ P k;
11 Set P k = P k \ {x∗};
12 end
13 Set P = ∪kj=1P j ;
14 end
15 return P .
The major contribution of the Pareto domination based
MOEAs is the environmental selection operator. It firstly
partitions the population into different clusters through the
Pareto domination relation. The solutions in the same cluster
are nondominated with each other, and a solution in a worse
cluster will be dominated by at least one solution in a better
cluster. Secondly, it assigns each solution in the same cluster
a density value. The extreme solutions and solutions in sparse
areas are preferable. The sorting scheme based on both the
Pareto domination and density actually defines a full order
over the population.
RM-MEDA [55], shown in Algorithm 1, is a Pareto dom-
ination based MOEA. It uses probabilistic models to guide
the offspring generation and utilizes a modified nondominated
sorting scheme [46] for environmental selection. RM-MEDA
works as follows: the population is initialized in Line 1,
a probabilistic model is built in Line 3, a set of offspring
solutions are sampled from the probabilistic model in Line
4, and the population is updated through the environmental
selection in Lines 5-13. Firstly, the offspring population and
the current population are merged in Line 5. The merged
population is partitioned into different clusters in Line 6 where
a cluster with a low index value is preferable. A key cluster, of
which some solutions will be discarded, is found in Line 7. The
density values of the solutions in the key cluster are calculated,
and the solutions with the worst density values are discarded
one by one in Lines 8-12. This step is the major modification
where in the original version [46], the key cluster is sorted by
the density values and the worst ones are discarded directly.
The crowding distance is used to estimate the density values.
B. SMS-EMOA
Algorithm 2: SMS-EMOA Framework
1 Initialize the population P = {x1, x2, · · · , xN};
2 while not terminate do
3 Generate an offspring solution y;
4 Set P = P ∪ {y};
5 Partition P into fronts P 1, P 2, · · · , P k according to
fast-nondominated-sort;
6 Set x∗ = arg minx∈Pk{IH(P k)− IH(P k \ {x})};
7 Set P = P \ {x∗};
8 end
9 return P .
For performance indicator based MOEAs, a performance
indicator is used to measure the population quality and select a
promising population to the next generation. The hypervolume
indicator is widely used to do so. Some other indicators, for
example the R2 [56] and the fast hypervolume [49], have also
been utilized.
SMS-EMOA [48] is a typical algorithm in this category,
and its framework is shown in Algorithm 2. The algorithm
uses the steady state strategy that only one offspring solution
is generated in each generation. Similar to the environmental
selection in the Pareto domination based approaches, it firstly
partitions the combined population into different clusters in
Line 5. It then finds the solution that has the minimum
contribution to the hypervolume (IH ) value of the merged
population in Line 6. Finally, it removes this solution to keep
a fixed population size in Line 7.
C. MOEA/D-MO
MOEA/D decomposes a MOP into a set of scalar-objective
subproblems and solves them simultaneously. The optimal
solution of each subproblem will hopefully be a Pareto optimal
solution of the original MOP, and a set of well selected
subproblems may produce a good approximation to the PS
(PF). A key issue in MOEA/D is the subproblem definition.
In this paper, we use the following Tchebycheff technique.
min g(x|λ, z∗) = max
1≤j≤m
λj |fj(x)− z∗j | (2)
where λ = (λ1, · · · , λm)T is a weight vector with the
subproblem, and z∗ = (z∗1 , · · · , z∗m)T is a reference point,
i.e., z∗j is the minimal value of fj in the search space. For
simplicity, we use gi(x) to denote the i-th subproblem. In
most cases, two subproblems with close weight vectors also
have similar optimal solutions. Based on the distances between
the weight vectors, MOEA/D defines the neighborhood of a
subproblem, which contains the subproblems with the nearest
weight vectors. In MOEA/D, the offspring generation and
solution selection are based on the concept of neighborhood.
In MOEA/D, the i-th (i = 1, · · · , N ) subproblem maintains
the following information:
• its weight vector λi and its objective function gi,
• its current solution xi and the objective vector of xi, i.e.
F i = F (xi), and
• the index set of its neighboring subproblems, Bi.
Algorithm 3: Framework of MOEA/D-MO
1 Initialize a set of subproblems (xi, F i, Bi, gi) for i = 1,
· · · , N , initialize the reference point z∗ (j = 1, · · · , m)
z∗j = min
i=1,··· ,N
fj(x
i);
2 while not terminate do
3 foreach i ∈ {1, · · · , N} do
4 Set the mating pool as
pi =
{
Bi if rand() < pn
{1, · · · , N} otherwise
5 Generate M offspring solutions {y1, · · · , yM} by
parents from the mating pool;
6 foreach y ∈ {y1, · · · , yM} do
7 for j=1:m do
8
z∗j =
{
fj(y) if fj(y) < z∗j
z∗j otherwise
9 end
10 Set counter c = 0;
11 foreach j ∈ pi do
12 if gj(y) < gj(xj) and c < C then
13 Replace xj by y;
14 Set c = c+ 1;
15 end
16 end
17 end
18 end
19 end
20 return P .
In this paper, we use MOEA/D-MO [57], which modifies
the offspring generation procedure of MOEA/D-DE [54] with
multiple differential evolution (DE) mutation operators, and
the algorithm framework is shown in Algorithm 3. In Line
1, a set of N subproblems and the reference ideal point are
initialized. In Lines 4-5, the mating pool is set as the neighbor-
hood solutions with probability pn and as the population with
probability 1 − pn, and M offspring solutions are generated
based on the mating pool. The reference ideal point is then
updated in Line 7-9. At most C neighboring solutions are
replaced by each of the newly generated offspring solution in
Lines 10-16. It should be noted that the replacement is based
on the subproblem objective (2) that is much different from
the above two MOEA frameworks.
III. CLASSIFICATION BASED PRESELECTION
This section introduces the proposed CPS scheme for mul-
tiobjective optimization. To implement CPS, three procedures
should be employed: the training data set preparation, the
classification model building, and the choosing of promising
offspring solutions. The details of these procedures follow.
A. Data Preparation
There are two issues to be considered for preparing a proper
training data set.
The first one is solution labeling. It is not suitable to directly
use the objective values to label solutions in the case of
multiobjective optimization. Instead, we can use the concept
of Pareto domination to label the solutions. The nondominated
solutions can be labelled as ‘positive’ training points and the
dominated ones can be labelled as ‘negative’ training points.
The second one is data set update. In this paper, we focus
on binary classification, which usually requires to balance the
number of the positive and negative sample points. To this
end, we use two external populations P+ and P−, denoting
the positive and negative data sets respectively, to store the
training data points. Furthermore, we expect that P+ and P−
have the same size and form a balanced training data set.
The two external populations are updated in each generation.
The reasons are (a) to reduce the time complexity in the
model building step, (b) to represent the current population
distribution, and (c) to promote preselection efficiency.
Let Q = S(P,N) denote the nondominated sorting scheme
in [46], which selects the best N solutions from P and stores
the selected ones in Q. Q = NS(P ) is a procedure to choose
the nondominated solutions and store them in Q. The data
preparation works as follows:
• In the initialization step: the two external populations are
set empty, i.e., P+ = P− = ∅.
• In each step: let Q be the set of newly generated solutions
in each generation, Q+ and Q− contain the nondominated
and dominated solutions in Q respectively. P+ and P−
are updated as
P+ = S (NS(P+ ∪Q+), 5N)
and
P− = S (P− ∪Q− ∪ P+ ∪Q+ \NS(P+ ∪Q+), 5N) .
Different to our previous work in [38], [39], this new
approach uses only nondominated solutions to update P+,
and all the dominated solutions found so far to update P−.
Furthermore, the external population sizes are expected at
most to be 5 times of the population size N . It should be
noted that although it is expected that |P+| = |P−| = 5N , in
early states or on some complicated problems when it is hard
to generate nondominated solutions, |P+| might be less than
5N . The influence of the size of the training data set shall be
empirically studied shortly in Section IV.
B. Classification Model
Let P+ = {x} and P− = {x} denote the positive and
negative training sets respectively where x is the feature vector,
i.e., the decision variable vector in our case. +1 and −1 are
the labels of the feature vectors in P+ and P− respectively.
A classification procedure aims to find an approximated rela-
tionship between a feature vector x and a label l ∈ {+1,−1}
l = Cˆ(x)
to replace the real relationship l = C(x) based on the given
training set.
There exists a variety of classification methods [58]. In
this paper, we focus on the following K-nearest neighbor
(KNN) [59] model.
KNN(x) =
 +1 if
K∑
i=1
C(xi) ≥ 0
−1 otherwise
where K is an odd number, xi denotes the i-th closest feature
vector, according to the Euclidean distance, in P+ ∪ P−, and
C(xi) is the actual label of xi.
C. Offspring Selection
Each parent solution x generates M candidate offspring
solutions: Y = {y1, y2, · · · , yM}. In preselection, the qual-
ities of these candidate solutions are estimated through the
classification model, and a promising one will be selected for
the real function evaluation.
In this paper, we randomly choose an offspring solution
with a predicted label 1. It works as follows:
1) Set Y ∗ = {y ∈ Y |KNN(y) = 1},
2) Reset it as Y ∗ = Y if Y ∗ is empty,
3) Randomly choose a solution y∗ ∈ Y ∗ as the offspring
solution.
It should be noted that the procedure may choose an
unpromising one when no candidate solutions are labeled as
1.
D. CPS based MOEA
Fig. 1 illustrates a general flowchart of CPS based MOEA.
To apply CPS in MOEAs, the following steps should be
added or modified in the original MOEAs.
• The two external populations P+ and P− should be
set to empty in the initialization step, i.e., Line 1 in
Algorithms 1-3.
• In each step, the two external populations should be
firstly updated as in Section III-A, i.e., below Line 2 in
Algorithms 1-3.
• Following the external population update, a classifier is
constructed as in Section III-B, i.e., before Line 3 in
Algorithms 1-3. It should be noted that in this paper,
the KNN model is a nonparametric model and this step
could be overlooked.
• The offspring generation step, i.e., Line 4 in Algorithm 1,
and Line 3 in Algorithm 2 should be modified and a
set of M candidate offspring solutions are generated
for each parent by repeating the offspring generation
procedure for M times. A final offspring solution is
then chosen by the selection strategy in Section III-C.
In Algorithm 3, the offspring generation in Line 5 should
not be changed. Then an offspring solution is chosen and
only this offspring solution is used to update the reference
idea point and to update the neighborhood in Lines 7-16.
Fig. 1: An illustration of the flowchart of CPS based MOEA
IV. EXPERIMENTAL STUDY
A. Experimental Settings
In this section, we apply CPS into the variants of the three
major MOEA frameworks. The three chosen algorithms are
RM-MEDA [55], SMS-EMOA [56], and MOEA/D-MO [57],
respectively. And the three CPS based algorithms are denoted
as RM-MEDA-CPS, SMS-EMOA-CPS, and MOEA/D-MO-
CPS, respectively. These algorithms are applied to 10 test
instances, ZZJ1-ZZJ10, from [55] in the experiments.
The parameter settings are as follows:
• The number of decision variables is n = 30 for all the
test instances.
• The algorithms are executed 30 times independently on
each instance and stop after 20, 000 function evaluations
(FEs) on ZZJ1, ZZJ2, ZZJ5, and ZZJ6, 40, 000 FEs on
ZZJ4 and ZZJ8, as well as 100, 000 FEs on ZZJ3, ZZJ7,
ZZJ9, and ZZJ10.
• The population size is set as N = 100 on ZZJ1, ZZJ2,
ZZJ5, ZZJ6, and 200 on ZZJ3, ZZJ4 and ZZJ7-ZZJ10
respectively.
• In CPS, the number of nearest points used in KNN is
K = 3.
The other parameter settings of algorithms are referred to
related work [55]–[57]. All of the algorithms are implemented
in Matlab and are executed on the same computer.
B. Performance Metrics
We use the Inverted Generational Distance (IGD) met-
ric [60]–[62] and I−H metric [63] to assess the performance
of the algorithms in the experimental study.
Let P ∗ be a set of Pareto optimal points to represent the
true PF, and P be the set of nondominated solutions found by
an algorithm. The IGD and I−H metrics are briefly defined as
follows:
IGD(P ∗, P ) =
∑
x∈P∗ d(x, P )
|P ∗|
where d(x, P ) denotes the minimum Euclidean distance be-
tween x and any point in P , and |P ∗| denotes the cardinality
of P ∗.
I−H(P
∗, P ) = IH(P ∗, z∗)− IH(P, z∗)
where z∗ is a reference point, and IH(P, z∗) denotes the
hypervolume of the space covered by the set P and the
reference point z∗.
Both metrics can measure the diversity and convergence of
the obtained set P . To have a small metric value, the obtained
set should be close to the PF and be well-distributed. In our
experiments, 10, 000 evenly distributed points in PF are gener-
ated as the P ∗. In the experiments, z∗ is set to (1.2, 1.2) and
(1.2, 1.2, 1.2) for the bi-objective and tri-objective problems
respectively.
In order to get statistically conclusions, the Wilcoxon’s rank
sum test at a 5% significance level is employed to compare the
IGD and I−H metric values obtained by different algorithms. In
the table, ∼, +, and − denote that the results obtained by the
CPS based version are similar to, better than, or worse than
that obtained by the original version.
C. Comparison Study
1) RM-MEDA-CPS vs. RM-MEDA: Table I shows the sta-
tistical results of the IGD and I−H metric values obtained
by RM-MEDA-CPS and RM-MEDA on ZZJ1-ZZJ10 over
30 runs. The statistical test indicates that according to both
the two metrics, RM-MEDA-CPS outperforms RM-MEDA
on 7 out of 10 instances, and on the other 3 instances, the
two algorithms have similar performances. This results also
indicates that given the same FEs, RM-MEDA-CPS works no
worse than RM-MEDA. Since the only difference between the
two algorithms is on the use of CPS, the experimental results
suggest that CPS can successfully improve the performance of
RM-MEDA.
Fig. 2 plots the run time performance in terms of the IGD
values obtained by the two algorithms on the 10 instances.
The curves obtained by the two algorithms in Fig. 2 show
that on all test instances, RM-MEDA-CPS converges faster
than RM-MEDA. Fig. 3 plots the mean FEs required to obtain
different levels of the IGD values. It suggests that to obtain the
same IGD values, RM-MEDA-CPS uses fewer computational
resources than RM-MEDA does. The experimental results in
Figs. 2 and 3 suggest that CPS can help to speed up the
convergence of RM-MEDA on most of the instances.
In order to visualize the final obtained solutions, we take
ZZJ1, ZZJ2 and ZZJ9 as examples and plot the final obtained
populations of the median runs according to the IGD values
after 10%, 20%, and 30% of the max FEs in Fig. 4. It is
TABLE I: The statistical results of IGD and I−H metric values obtained by RM-MEDA-CPS and RM-MEDA on ZZJ1-ZZJ10
instance metric RM-MEDA-CPS RM-MEDA
mean std. min max mean std. min max
ZZJ1 IGD 4.19e-03(+) 8.61e-05 4.07e-03 4.42e-03 4.28e-03 1.11e-04 4.10e-03 4.49e-03
I−H 5.73e-03(+) 2.74e-04 5.36e-03 6.45e-03 6.03e-03 3.72e-04 5.39e-03 6.76e-03
ZZJ2 IGD 4.13e-03(∼) 8.41e-05 3.97e-03 4.29e-03 4.15e-03 7.72e-05 3.98e-03 4.32e-03
I−H 5.78e-03(∼) 4.02e-04 5.08e-03 6.97e-03 5.93e-03 3.72e-04 5.28e-03 6.77e-03
ZZJ3 IGD 7.33e-03(+) 1.44e-03 5.21e-03 1.21e-02 1.02e-02 3.26e-03 5.89e-03 2.52e-02
I−H 9.80e-03(+) 1.79e-03 7.16e-03 1.56e-02 1.35e-02 3.91e-03 8.10e-03 3.15e-02
ZZJ4 IGD 4.68e-02(+) 9.16e-04 4.43e-02 4.87e-02 4.80e-02 1.06e-03 4.60e-02 5.06e-02
I−H 5.75e-02(+) 2.19e-03 5.19e-02 6.11e-02 6.13e-02 3.28e-03 5.55e-02 6.80e-02
ZZJ5 IGD 4.99e-03(+) 4.38e-04 4.62e-03 7.11e-03 5.16e-03 5.04e-04 4.62e-03 7.36e-03
I−H 8.06e-03(+) 1.26e-03 6.91e-03 1.38e-02 8.64e-03 1.46e-03 7.30e-03 1.49e-02
ZZJ6 IGD 5.97e-03(+) 5.99e-04 5.01e-03 8.14e-03 8.76e-03 3.29e-03 5.71e-03 2.17e-02
I−H 1.24e-02(+) 1.93e-03 8.81e-03 1.76e-02 2.31e-02 1.12e-02 1.30e-02 6.24e-02
ZZJ7 IGD 8.75e-02(+) 1.15e-02 3.11e-02 9.72e-02 1.08e-01 1.71e-02 3.98e-02 1.23e-01
I−H 1.11e-01(+) 1.09e-02 6.13e-02 1.23e-01 1.37e-01 1.55e-02 7.45e-02 1.55e-01
ZZJ8 IGD 5.79e-02(+) 2.26e-03 5.45e-02 6.60e-02 6.31e-02 4.09e-03 5.84e-02 7.55e-02
I−H 8.93e-02(+) 4.26e-03 8.28e-02 1.01e-01 1.01e-01 8.54e-03 8.94e-02 1.27e-01
ZZJ9 IGD 4.62e-03(∼) 1.29e-03 3.20e-03 7.57e-03 4.77e-03 2.82e-03 3.36e-03 1.84e-02
I−H 8.25e-03(∼) 2.31e-03 5.70e-03 1.34e-02 8.50e-03 4.73e-03 6.02e-03 3.10e-02
ZZJ10 IGD 1.34e+02(∼) 8.77e+00 1.03e+02 1.48e+02 1.32e+02 7.01e+00 1.18e+02 1.44e+02
I−H 1.11e+00(∼) 2.26e-16 1.11e+00 1.11e+00 1.11e+00 2.26e-16 1.11e+00 1.11e+00
+/− / ∼ IGD 7/0/3
+/− / ∼ I−H 7/0/3
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Fig. 2: The mean IGD values versus FEs obtained by RM-MEDA-CPS and RM-MEDA over 30 runs
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Fig. 3: The mean FEs required by RM-MEDA-CPS and RM-MEDA to obtain different IGD values over 30 runs
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Fig. 4: The median (according to the IGD metric values) approximations obtained by RM-MEDA-CPS and RM-MEDA after
10%, 20%, 30% of the max FEs on (a) ZZJ1, (b) ZZJ2, and (c) ZZJ9
clear that RM-MEDA-CPS is able to achieve better results
than RM-MEDA with the same computational costs.
2) SMS-EMOA-CPS vs. SMS-EMOA: Table II presents the
statistical results of IGD and I−H metric values obtained
by SMS-EMOA-CPS and SMS-EMOA on ZZJ1-ZZJ10 over
30 runs. The statistical test shows different results accord-
ing to different performance metrics. According to the IGD
metric, SMS-EMOA-CPS works better than SMS-EMOA on
3 instances, works worse than SMS-EMOA on 1 instance,
and works similar to SMS-EMOA on the other 6 instances.
According to the I−H metric, SMS-EMOA-CPS shows better
performance on 5 instances, worse performance on 1 instance,
and similar performance on the other 4 instances than SMS-
EMOA. Even so, we can still say that SMS-EMOA-CPS is
not worse than SMS-EMOA on most of the given instances
according to the final obtained results.
Fig. 5 presents the run time performance in terms of the IGD
values obtained by the two algorithms on the 10 instances. It
shows that on ZZJ5 and ZZJ8, SMS-EMOA-CPS converges
slower than SMS-EMOA, and on all the other instances,
SMS-EMOA-CPS converges faster than or similar to SMS-
EMOA. Fig. 6 plots the FEs required by the two algorithms
to obtain some levels of IGD values. This figure suggests
that to obtain the same IGD values, SMS-EMOA-CPS takes
fewer computational resources than SMS-EMOA does blue,
especially in the early stages on most of the instances. Figs. 5
and 6 suggest that CPS can improve the convergence speed of
SMS-EMOA on most of the instances.
In order to visualize the final obtained solutions, we draw
the final obtained populations of the median runs according
to the IGD values after 10%, 20%, and 30% of the max FEs
in Fig. 7 for ZZJ1, ZZJ2 and ZZJ9. The figure shows that the
SMS-EMOA-CPS can achieve better results than SMS-EMOA
with the same computational costs on most of the instances.
3) MOEA/D-MO-CPS vs. MOEA/D-MO: Table 8 shows the
statistical results of IGD and I−H metric values obtained by
MOEA/D-MO-CPS and MOEA/D-MO on ZZJ1-ZZJ10 over
30 runs. The statistical tests according to both the IGD and the
I−H metric metrics are consistent with each other. It shows on
ZZJ1-ZZJ5, MOEA/D-MO-CPS outperforms MOEA/D-MO,
and on ZZJ6-ZZJ10, the two algorithms performs similar with
each other. This suggests that with the given FEs, MOEA/D-
MO-CPS works no worse than MOEA/D-MO. The reason is
that CPS helps MOEA/D-MO to obtain better results on some
instances.
Fig. 8 presents the run time performance in terms of the IGD
values obtained by MOEA/D-MO-CPS and MOEA/D-MO on
the 10 instances. The curves obtained by the two algorithms in
Fig. 8 show that on most of the instances MOEA/D-MO-CPS
converges faster than MOEA/D-MO. Only on ZZJ6, ZZJ8, and
ZZJ10, MOEA/D-MO-CPS converges slower than MOEA/D-
MO. Fig. 9 plots the FEs required by the two algorithms
to obtain some levels of IGD values on the 10 instances. It
suggests that to obtain the same IGD values, MOEA/D-MO-
CPS uses fewer computational resources than MOEA/D-MO
on most of the instances.
To do a visual comparison, Fig. 10 plots the final obtained
populations of the median runs according to the IGD values
after 10%, 20%, and 30% of the max FEs for ZZJ1, ZZJ2
and ZZJ9. The figure indicates that MOEA/D-MO-CPS can
achieve better results than MOEA/D-MO with the same com-
putational costs on most of the instances.
4) More Discussion: The experiments in the previous sec-
tions clearly show that CPS can successfully improve the
performances of the three algorithms on most of the given
test instances according to both the quality of the final ob-
tained solutions and the algorithm convergence. This section
investigates why CPS works well.
We conduct the following experiment. For each parent,
M = 3 candidate offspring solutions are generated and eval-
uated, and their domination relationships are also calculated.
CPS is used to select an offspring solution. The proportion of
TABLE II: The statistical results of IGD and I−H metric values obtained by SMS-EMOA-CPS and SMS-EMOA on ZZJ1-ZZJ10
instance metric SMS-EMOA-CPS SMS-EMOA
mean std. min max mean std. min max
ZZJ1 IGD 3.67e-03(∼) 2.29e-05 3.62e-03 3.71e-03 3.67e-03 1.85e-05 3.64e-03 3.69e-03
I−H 4.34e-03(+) 6.12e-05 4.26e-03 4.48e-03 4.37e-03 5.70e-05 4.28e-03 4.55e-03
ZZJ2 IGD 4.53e-03(∼) 1.85e-04 4.29e-03 5.22e-03 4.53e-03 1.26e-04 4.32e-03 4.76e-03
I−H 4.40e-03(+) 6.38e-05 4.29e-03 4.57e-03 4.46e-03 7.73e-05 4.29e-03 4.62e-03
ZZJ3 IGD 1.55e-01(+) 1.62e-02 1.28e-01 1.86e-01 2.06e-01 2.60e-02 1.43e-01 2.53e-01
I−H 2.00e-01(+) 2.22e-02 1.63e-01 2.45e-01 2.69e-01 3.44e-02 1.86e-01 3.26e-01
ZZJ4 IGD 5.32e-02(∼) 4.63e-04 5.22e-02 5.41e-02 5.32e-02 8.29e-04 5.08e-02 5.42e-02
I−H 2.40e-02(∼) 1.02e-04 2.38e-02 2.42e-02 2.40e-02 9.36e-05 2.38e-02 2.42e-02
ZZJ5 IGD 1.10e-02(∼) 2.19e-02 5.05e-03 1.27e-01 7.15e-03 1.14e-03 5.42e-03 9.94e-03
I−H 1.55e-02(∼) 2.57e-02 7.78e-03 1.51e-01 1.11e-02 1.67e-03 8.45e-03 1.52e-02
ZZJ6 IGD 2.14e-01(∼) 2.87e-01 5.50e-03 6.10e-01 2.29e-01 2.95e-01 5.86e-03 6.10e-01
I−H 1.95e-01(∼) 2.50e-01 7.13e-03 5.33e-01 2.03e-01 2.56e-01 7.80e-03 5.33e-01
ZZJ7 IGD 3.40e-01(+) 7.96e-03 3.28e-01 3.56e-01 3.52e-01 7.34e-03 3.36e-01 3.64e-01
I−H 4.47e-01(+) 6.00e-03 4.33e-01 4.60e-01 4.57e-01 4.62e-03 4.47e-01 4.65e-01
ZZJ8 IGD 4.29e-01(-) 6.93e-02 3.82e-01 6.22e-01 3.44e-01 1.13e-01 5.78e-02 3.88e-01
I−H 3.13e-01(-) 7.06e-02 2.52e-01 4.10e-01 2.25e-01 7.20e-02 4.04e-02 2.55e-01
ZZJ9 IGD 1.27e-02(+) 7.08e-03 4.39e-03 3.34e-02 1.61e-02 6.66e-03 8.38e-03 3.17e-02
I−H 2.23e-02(+) 1.16e-02 8.30e-03 5.55e-02 2.89e-02 1.11e-02 1.55e-02 5.59e-02
ZZJ10 IGD 1.83e+01(∼) 4.15e+00 7.16e+00 2.92e+01 1.88e+01 4.38e+00 2.29e+00 2.53e+01
I−H 1.11e+00(∼) 2.26e-16 1.11e+00 1.11e+00 1.11e+00 2.26e-16 1.11e+00 1.11e+00
+/− / ∼ IGD 3/1/6
+/− / ∼ I−H 5/1/4
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Fig. 5: The mean IGD values versus FEs obtained by SMS-EMOA-CPS and SMS-EMOA over 30 runs
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Fig. 6: The mean FEs required by SMS-EMOA-CPS and SMS-EMOA to obtain different IGD values over 30 runs
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Fig. 7: The median (according to the IGD metric values) approximations obtained by SMS-EMOA-CPS and SMS-EMOA after
10%, 20%, 30% of the max FEs on (a) ZZJ1, (b) ZZJ2, and (c) ZZJ9
TABLE III: The statistical results of IGD and I−H metric values obtained by MOEA/D-MO-CPS and MOEA/D-MO on ZZJ1-
ZZJ10
instance metric MOEA/D-MO-CPS MOEA/D-MO
mean std. min max mean std. min max
ZZJ1 IGD 4.31e-03(+) 9.29e-05 4.17e-03 4.50e-03 4.44e-03 1.18e-04 4.26e-03 4.81e-03
I−H 6.44e-03(+) 2.34e-04 6.09e-03 6.99e-03 6.77e-03 2.76e-04 6.33e-03 7.55e-03
ZZJ2 IGD 4.19e-03(+) 7.37e-05 4.06e-03 4.35e-03 4.32e-03 1.19e-04 4.18e-03 4.72e-03
I−H 6.24e-03(+) 2.36e-04 5.78e-03 6.77e-03 6.67e-03 3.45e-04 6.18e-03 7.74e-03
ZZJ3 IGD 1.47e-01(+) 2.63e-02 9.65e-02 1.91e-01 1.94e-01 2.88e-02 1.08e-01 2.46e-01
I−H 2.13e-01(+) 4.72e-02 1.21e-01 2.82e-01 2.82e-01 4.58e-02 1.38e-01 3.53e-01
ZZJ4 IGD 4.15e-02(+) 7.28e-04 4.02e-02 4.31e-02 4.25e-02 6.35e-04 4.13e-02 4.39e-02
I−H 4.03e-02(+) 7.39e-04 3.89e-02 4.19e-02 4.09e-02 9.75e-04 3.90e-02 4.28e-02
ZZJ5 IGD 5.61e-03(+) 4.23e-04 4.86e-03 6.62e-03 6.01e-03 5.07e-04 5.34e-03 7.78e-03
I−H 8.99e-03(+) 7.14e-04 7.67e-03 1.06e-02 9.66e-03 8.09e-04 8.56e-03 1.24e-02
ZZJ6 IGD 1.38e-01(∼) 2.45e-01 5.88e-03 6.10e-01 1.00e-01 1.97e-01 5.88e-03 6.10e-01
I−H 1.31e-01(∼) 2.16e-01 1.02e-02 5.33e-01 1.10e-01 1.92e-01 1.01e-02 5.33e-01
ZZJ7 IGD 1.87e-01(∼) 8.20e-02 1.35e-01 5.80e-01 1.77e-01 1.82e-02 1.51e-01 2.29e-01
I−H 2.49e-01(∼) 7.09e-02 1.85e-01 5.27e-01 2.47e-01 2.75e-02 2.06e-01 3.22e-01
ZZJ8 IGD 1.19e-01(∼) 1.23e-01 5.19e-02 3.88e-01 1.32e-01 1.30e-01 5.28e-02 3.87e-01
I−H 1.08e-01(∼) 6.90e-02 5.28e-02 2.56e-01 1.17e-01 7.22e-02 6.11e-02 2.56e-01
ZZJ9 IGD 1.12e-02(∼) 9.16e-03 3.56e-03 3.62e-02 1.06e-02 6.36e-03 3.51e-03 2.57e-02
I−H 1.98e-02(∼) 1.47e-02 6.51e-03 5.95e-02 1.91e-02 1.03e-02 6.65e-03 4.35e-02
ZZJ10 IGD 9.11e+00(∼) 5.75e+00 1.34e+00 2.40e+01 9.91e+00 4.97e+00 2.66e+00 1.86e+01
I−H 1.11e+00(∼) 2.26e-16 1.11e+00 1.11e+00 1.11e+00 2.26e-16 1.11e+00 1.11e+00
+/− / ∼ IGD 5/0/5
+/− / ∼ I−H 5/0/5
offspring solutions, which selected by CPS are nondominated
ones and dominated ones for each parent, are recorded for
each generation. The statistical results are shown in Fig. 11,
Fig. 12 and Fig. 13.
From Fig. 11, Fig. 12, Fig. 13, we can see that for RM-
MEDA, SMS-EMOA and MOEA/D-MO, 60.00%-100.00%
offspring solutions chosen by CPS are nondominated ones.
In most cases, the proportion is during 80.00%-100.00%. And
among them, at the beginning of the generation, the proportion
of nondominated solutions and dominated solutions are close.
Along the increment of generation, the proportions of the
nondominated solutions are increased while the dominated
ones are decreased. This suggests that statistically, CPS has a
good ability to obtain good solutions among the offsprings of
for each parent. It shows that CPS can guide the search without
estimating the objective values of the candidate offspring
solutions. The reason might be that the classification model
can successfully detect the boundary between the positive and
negative training sets, and thus to eliminate bad candidate
offspring solutions without function evaluations.
D. Sensitivity to Control Parameters
1) Sensitivity of the size of P+ and P−: This section studies
the influence of the size of P+ and P−. |P+| = |P−| = 2N ,
3N , 5N , 8N , and 10N are studied. The data preparation
strategy in our previous work [38], denoted as |P+|CEC 1, is
also compared here. RM-MEDA is used as the basic optimizer
and all the other parameters are the same as in Section IV-A.
1|P+| = |P−| = 0.5N .
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Fig. 8: The mean IGD values versus FEs obtained by MOEA/D-MO-CPS and MOEA/D-MO over 30 runs
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Fig. 9: The mean FEs required by MOEA/D-MO-CPS and MOEA/D-MO to obtain different IGD values over 30 runs
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Fig. 10: The median (according to the IGD metric values) approximations obtained by MOEA/D-MO-CPS and MOEA/D-MO
after 10%, 20%, 30% of the max FEs on (a) ZZJ1, (b) ZZJ2, and (c) ZZJ9
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Fig. 11: The proportion of nondominated and dominated solutions selected by KNN in each generation for RM-MEDA
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Fig. 12: The proportion of nondominated and dominated solutions selected by KNN in each generation for SMS-EMOA
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Fig. 13: The proportion of nondominated and dominated solutions selected by KNN in each generation for MOEA/D-MO
The mean FEs that required to achieve IGD = 5×10−2 have
been recorded and are shown in Fig. 14.
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Fig. 14: The influence of the size of P+ and P− on ZZJ1−
ZZJ9
The statistical results suggest that RM-MEDA-CPS with all
the size values perform similarly on ZZJ1 and ZZJ8; RM-
MEDA-CPS with |P+| = |P−| = 5N works the best on ZZJ4
and ZZJ6, and on ZZJ3, ZZJ5, ZZJ9, it works the second
best. Our previous strategy |P+|CEC [38] performs best on
ZZJ3 and ZZJ7, but it also achieves the worst results on
ZZJ2, ZZJ4, ZZJ5, ZZJ6 and ZZJ9. These results show
that CPS with |P+| = |P−| = 5N performs the best in most
cases.
2) Sensitivity of the number of M : This section studies the
influence of the number of candidate offspring solutions. RM-
MEDA-CPS with M = 2, 3, 4, 5 is employed to the test suite.
All the other parameters are the same as in Section IV-A. The
IGD values versus FEs have been recorded and are shown in
Fig. 15.
The statistical results suggest that RM-MEDA-CPS with
M = 2 does not work well as RM-MEDA-CPS with other
values. Furthermore, RM-MEDA-CPS with M = 3, 4, 5 works
similarly on all of the instances. This results show that the
CPS strategy is not sensitive to M . However, considering the
computational cost required by offspring generation, M = 3
might be a proper choice in practice.
V. EXPERIMENTAL RESULTS ON THE LZ TEST SUITE
In this section, we apply the three algorithms and their
CPS variants on the LZ test suite [54], of which the PSs
have complicated shapes. The parameters are as follows. The
number of decision variables is n = 30 for all the test
instances. The algorithms are executed 30 times independently
on each instance and stop after 150, 000 FEs on LZ1-LZ5
and LZ7-LZ9, and 297, 500 FEs on LZ6. The population size
is set as N = 300 on LZ1-LZ5 and LZ7-LZ9, and 595 on
LZ6 respectively. All the other parameters are the same as in
Section IV-A.
Table IV shows the mean and std. IGD and I−H metric val-
ues obtained by RM-MEDA-CPS, RM-MEDA, SMS-EMOA-
CPS, SMS-EMOA, MOEA/D-MO-CPS and MOEA/D-MO on
LZ1− LZ9 after 30 runs.
The experimental results in Table IV suggests that CPS is
able to improve the performances of the original algorithms
according to both the IGD and I−H metric values. It is clear
that the CPS based versions work no worse than the original
versions on all of the test instances. More precisely according
to the IGD metric, (a) RM-MEDA-CPS performs better than
RM-MEDA on 5 instances, and on the other 4 instances,
they work similarly; (b) SMS-EMOA-CPS achieves better
results than SMS-EMOA does on 8 instances, and they achieve
similar results on the other instance; and (c) MOEA/D-MO-
CPS outperforms MOEA/D-MO on 5 instances, and they get
similar results on the other 4 instances. According to the
I−H metric, (a) RM-MEDA-CPS wins on 7 instances, and on
the other 2 instances, they work similar; (b) SMS-EMOA-
CPS performs better than SMS-EMOA on all 9 instances;
and (c) MOEA/D-MO-CPS outperforms MOEA/D-MO on 4
instances, and they get similar results on the other 4 instances.
VI. CONCLUSION
This paper proposes a classification based preselection
(CPS) to improve the performance of multiobjective evolu-
tionary algorithms (MOEAs). In CPS based MOEAs, some
solutions are chosen to form a training data set, and then
a classifier is built based on the training data set in each
generation. Each parent solution generates a set of candidate
offspring solutions, and chooses a promising one as the real
offspring solution based on the classifier.
The CPS strategy is applied to three types of MOEAs. The
three algorithms and their original versions are empirically
compared on two test suites. The experimental results suggest
that the CPS can successfully improve the performance of the
original algorithms.
There is still some work that is worth further investigating
in the future. Firstly, the efficiency of CPS could be analyzed,
secondly, more suitable data preparation strategies and more
classification models should be tried, and thirdly, some strate-
gies should be used to analyze CPS performance.
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Fig. 15: The IGD value versus FEs obtained by RM-MEDA with different values of M over 30 runs
TABLE IV: The statistical results of IGD and I−H metric values obtained by RM-MEDA-CPS and RM-MEDA, MOEA/D-MO-
CPS and MOEA/D-MO, SMS-EMOA-CPS and SMS-EMOA on LZ1-LZ9
instance metric RM-MEDA-CPS RM-MEDA SMS-EMOA-CPS SMS-EMOA MOEA/D-MO-CPS MOEA/D-MO
LZ1 IGD 1.54e-032.93e−05(+) 1.58e-033.23e−05 1.36e-032.04e−05(+) 1.45e-033.06e−05 1.35e-038.45e−06(+) 1.38e-031.46e−05
I−H 1.52e-037.34e−05(+) 1.63e-039.00e−05 1.13e-034.45e−05(+) 1.36e-035.89e−05 1.12e-032.61e−05(+) 1.20e-033.89e−05
LZ2 IGD 4.16e-023.09e−03(+) 4.66e-023.08e−03 3.52e-023.81e−03(+) 3.81e-023.72e−03 3.70e-035.51e−04(+) 4.62e-031.00e−03
I−H 7.66e-024.80e−03(+) 8.45e-025.63e−03 6.14e-027.01e−03(+) 6.75e-026.96e−03 9.00e-032.68e−03(+) 1.10e-022.76e−03
LZ3 IGD 1.38e-021.99e−03(+) 1.53e-021.67e−03 2.96e-023.00e−03(+) 3.76e-022.45e−03 3.23e-038.14e−04(+) 3.62e-038.17e−04
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