We introduce two additive invariants of output quantum channels. If the value of one these invariants is less than 1 then the logarithm of the inverse of its value is a positive lower bound for the regularized minimum entropy of an output quantum channel. We give a few examples in which one of these invariants is less than 1. We also study the special cases where the above both invariants are equal to 1.
Introduction
Denote by S n (C) the Hilbert space of n × n hermitian matrices, where X, Y = tr XY . Denote by S n,+,1 (C) ⊂ S n,+ (C) ⊂ S n (C) the convex set of positive hermitian matrices of trace one, and the cone of positive hermitian matrices respectively. A quantum channel is a completely positive linear transformation τ : S n (C) → S m (C):
m×n , X ∈ S n (C), (1.1) which is trace preserving:
Denote by τ * : S m (C) → S n (C) the adjoint linear transformation. The minimum entropy output of a quantum channel τ is defined
H(τ ) = min
X∈S n,+,1 (C) − tr τ (X) log τ (X).
(1.3)
If η : S n (C) → S m (C) is another quantum channel, then it is well known τ ⊗η is a quantum channel, and H(τ ⊗ η) ≤ H(τ ) + H(η). (1.4) Hence the sequence H(⊗ p τ ), p = 1, . . . , is subadditive. Thus the following limit exists: 5) and is called the regularized minimum entropy of quantum channel. Clearly, H r (τ ) ≤ H(τ ). One of the major open problem of quantum information theory is the additivity conjecture, which claims that equality holds in (1.4) . This additivity conjecture has several equivalent forms [8] . If the additivity conjecture holds then H r (τ ) = H(τ ), and the computation of H r (τ ) is relatively simple. There are known cases where the additivity conjecture is known, see references in [7] . It is also known that the p analog of the additivity conjecture is wrong [7] . It was shown in [2] that the additivity of the entanglement of subspaces fails over the real numbers. It was recently shown by Hastings [6] that the additivity conjecture is false. Hence the computation of H r (τ ) is hard. This is the standard situation in computing the entropy of Potts models in statistical physics, e.g. [5] .
Let
Then log λ 1 (A(τ )) = log A(τ ) , where λ 1 (A) is the maximal eigenvalue of A(τ ), is the first additive invariant of quantum channels, with respect to tensor products. Let
. . ≥ 0 be the first and the second singular value of the linear transformation given by τ . Then log σ 1 (τ ) is the second additive invariant. (These two invariants are incomparable in general, see §3.) The first result of this paper is
(1.7)
In §3 section we give examples where min(λ 1 (A(τ )), σ 1 (τ )) < 1. τ is called a unitary quantum channel if in (1.1) we assume
In that case λ 1 (A(τ )) = σ 1 (τ ) = 1. Note the counter example to the additivity conjecture in [6] is of this form. A quantum channel τ :
is also a quantum channel. That is A(τ ) = I n and it follows that σ 1 (τ ) = 1. Note that a unitary quantum channel is a bi-quantum channel. The second major result of this paper is
Note that (1.9) is nontrivial if σ 2 (τ ) < 1. We show that the condition σ 2 (τ ) < 1 holds for a generic unitary channel with l ≥ 3.
2 Proof Theorem 1.1
Denote by Π n ⊂ R n + the convex set of probability vectors. For p = (p 1 , . . . , p n ) ∈ Π n we have
Hence for x ∈ C n , x * x = 1 we have
is a convex function on S n (C). As the extreme points of S n,+,1 are xx
, be a diagonal matrix with nonnegative diagonal entries which form a nonincreasing sequence. The positive singular values of C are the positive eigenvalues of
n , x * x = 1, we have the inequality
Hence max
Combine the above inequalities to deduce H(τ ) ≥ max(− log λ 1 (A(τ )), − log σ 1 (τ )). The properties of tensor products imply
3 Examples
Proposition 3.1 Let τ be a quantum channel given by (1.1). Then
In particular, if m ≤ n then the condition either λ 1 (A(τ )) = 1 or σ 1 (τ ) = 1 holds if and only if m = n and τ * is a quantum channel.
Proof. Clearly,
Hence λ 1 (A(τ )) ≥ n m . Clearly, if m = n and A(τ ) = I n then λ 1 (A(τ )) = 1 and τ * is a quantum channel. Vice versa if m ≤ n and λ 1 (A(τ )) = 1 then m = n. Furthermore, all eigenvalues of A(τ ) have to be equal to 1, i.e. A(τ ) = I n .
Observe that the condition that τ of the form (1.1) is a quantum channel is equivalent to the condition τ * (I m ) = I n . As
we deduce that second inequality in (3.1). Suppose that m ≤ n and σ 1 (τ ) = 1. Hence m = n and σ 1 (τ
I n must be the left and the right singular vector of τ corresponding to the τ . I.e. τ (I n ) = I n , which is equivalent to the condition that τ * is a quantum channel. 2
Note that tr A(τ ) = 1. Hence λ 1 (A(τ )) < 1, unless a 1 , . . . , a l are colinear. (This happens always if m = 1.) We claim that
Hence
If a 1 , . . . , a l are co-linear then λ 1 (A) = σ 1 (A) = 1. Note that in this example H(τ ) = H(A(τ )).
On the other hand . . , l. So A(τ ) = I n and λ 1 (A(τ )) = 1. Note that τ is self-adjoint and τ (I n ) = I n . Since I n is an interior point of S n,+ it follows that σ 1 (τ ) = 1.
Example 4. Assume τ j : S n j (C) → S m j (C), j = 1, 2 are two quantum channels. Consider the quantum channel τ = τ 1 ⊗ τ 2 . Then log λ 1 (A(τ )) = log λ 1 (A(τ 1 )) + log λ 1 (A(τ 2 )), log σ 1 (τ ) = log σ 1 (τ 1 ) + log σ 1 (τ 2 ).
Thus, it is possible to have λ 1 (A(τ )) < 1 without the assumption that both τ 1 and τ 2 satisfy the same condition. Combine Example 1 and Example 3 to obtain examples of quantum channels τ : S n (C) → S mn (C), where n, m > 1 where λ 1 (A(τ )) < 1. Similar arguments apply for σ 1 (τ ).
Clearly, τ 1 ⊕ τ 2 is a quantum channel. Furthermore,
The formula for σ 1 (τ 1 ⊕ τ 2 ) does not seems to be as simple as (3.7). By viewing S n 1 (C) ⊕ S n2 (C) as a subspace of S n1+n2 (C) we deduce the inequality
Example 6. We first show how to take a neighborhood of a given quantum channel given by (1.1). 
Bi-quantum channels
Proof of Theorem 1.2. Observe first that since τ and τ * are quantum channels if follows that ω := τ * τ is a self-adjoint quantum channel on S n (C). As ω preserves the cone of positive hermitian matrices, ω(I n ) = I n and I n is an interior point of S n,+ (C), the KreinMilman theorem, e.g. [1] , it follows that 1 is the maximal eigenvalue of ω. Hence σ 1 (τ ) = 1. Observe next
