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a b s t r a c t
In this paper, we consider the Hermitian and skew-Hermitian splitting (HSS) precondi-
tioner for generalized saddle point problems with nonzero (2, 2) blocks. The spectral
property of the preconditioned matrix is studied in detail. Under certain conditions, all
eigenvalues of the preconditioned matrix with the original system being non-Hermitian
will form two tight clusters, one is near (0, 0) and the other is near (2, 0) as the iteration pa-
rameter approaches to zero from above, so do all eigenvalues of the preconditionedmatrix
with the original systembeingHermitian. Numerical experiments are given to demonstrate
the results.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Considering the following large and sparse generalized saddle point problem:[
A B∗
B −C
] [
u
v
]
=
[
f
g
]
, (1)
where A ∈ Cn×n, B ∈ Cm×n(m ≤ n) and C ∈ Cm×m is symmetric and positive semidefinite. Without loss of generality, we
assume that the coefficient matrix of (1) is nonsingular so that (1) has a unique solution. It is obvious that the coefficient
matrix of (1) is Hermitian (non-Hermitian) when the matrix A is Hermitian (non-Hermitian). Linear systems like (1) appear
in many different applications of scientific computing, such as the finite element approximation to solve the Navier–Stokes
equation, constrained optimization,mixed finite element formulations for second-order elliptic problems,weighted Toeplitz
least squares problems (see [1–5]). It is known that the above linear systems are generally indefinite and ill-conditioned,
i.e., the eigenvalue of the coefficient matrix of (1) is with both positive and negative parts. Therefore, to solve (1) efficiently,
a large variety of efficient methods have been developed in the literature, such as specialized sparse direct solvers [12,
13], Uzawa-type schemes [6,7], block and approximate Schur complement preconditioners [14–16], SOR-like iterative
method [8] and further generalized to GSOR iterative method [24], the RPCG methods proposed in [25] and further studied
in [26], Cholesky factorization method [9] and so on.
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Recently, a kind of HSS method was proposed in [10] which is based on the Hermitian and skew-Hermitian splitting
(HSS) of the coefficient matrix, and the corresponding preconditioned version was established in [11] and systematically
established and deeply studied in [23]. Further, choices of optimal parameters that minimize the spectral radii of the HSS
iteration matrices were studied in [11,27]. The spectral properties of the HSS preconditioner were studied in [17,18] under
the assumption that C = 0. Pan, Ng and Bai [19] presented two preconditioners based on both HSS and the positive
semidefinite and skew-Hermitian splitting (PSS) for (1) with C = 0, but only the latter was analyzed. It is of interest
to analyze the other one, in the general form (1), and it is the motivation of this paper. In this way, the present paper
complements the theoretical results of paper [19].
In this paper, we propose a new preconditioner for the saddle point problem (1) in the general setting, the coefficient
matrixmay be complex, using theHermitian and skew-Hermitian splitting as a preconditioner for Krylov subspacemethods.
Wemainly focus on the case that A is non-Hermitianwith positive definite Hermitian part (i.e., A is positive real) and C = CT
is a general nonzero matrix.
The outline of this paper is as follows. In Section 2, we describe the Hermitian and skew-Hermitian splitting algorithms
and give the preconditioned matrix. In Section 3, the spectral property of the preconditioned matrix is discussed. Provided
that several mild assumptions are satisfied, all eigenvalues of the preconditioned matrix with the original being non-
Hermitian form two tight clusters, one is near (0, 0) and the other is near (2, 0) as the iteration parameter approaches to zero
from above, so do all eigenvalues of the preconditioned matrix with the original being Hermitian. Numerical experiments
presented in Section 4 confirm the above results. Finally, in Section 5, some conclusions are drawn.
2. HSS for generalized saddle point problems
To gain the Hermitian and skew-Hermitian splitting, one can rewrite (1) as the following form[
A B∗
−B C
] [
u
v
]
=
[
f
−g
]
, or Ax = b, (2)
where C is symmetric and positive semidefinite. From (2), it is easy to know that we only change the sign of the last m
equations in (1). The coefficient matrixA is non-Hermitian even if A is Hermitian, but we get that the coefficient matrixA is
positive semistable when A+ A∗ is positive semidefinite. In this case the above changed coefficient matrix is advantageous
when using certain Krylov subspace methods to solve saddle point problems [20].
Following [10]we consider the two splitting ofA. i.e., let theHermitian and skew-Hermitian splitting ofA beA = H+S,
where
H = 1
2
(A+A∗) =
[
H 0
0 C
]
and S = 1
2
(A−A∗) =
[
S B∗
−B 0
]
,
with H = 12 (A+A∗) and S = 12 (A−A∗); see [10] for more details. From [20], it is easy to know that (1) has a unique solution
if H = 12 (A+ A∗) is positive semidefinite, B has full rank, C = CT is positive semidefinite, andN (H) ∩N (B) = {0}.
From the idea of the classical ADI method [21], we consider the following two splitting ofA:
A = (αI +H)− (αI − S) = (αI + S)− (αI −H),
where α > 0 is a parameter and I is the identity matrix. By iterating alternatively between this two splittings, we obtain
the HSS iteration method as follows:{
(αI +H)x(k+ 12 ) = (αI − S)x(k) + b,
(αI + S)x(k+1) = (αI −H)x(k+ 12 ) + b, (3)
where x(0) is the initial guess.
By eliminating the intermediate vector x(k+
1
2 ), we obtain the following iteration in fixed point form as
x(k+1) = Tαx(k) + c,
where
Tα = (αI + S)−1(αI −H)(αI +H)−1(αI − S),
and
c = (αI + S)−1[I + (αI −H)(αI +H)−1]b,
where Tα is the iteration matrix of the HSS iteration. It is easy to know that the stationary (3) converges to the solution of
Ax = b if ρ(Tα) < 1. Here ρ(·) denotes the spectral radius of the corresponding matrix.
It is shown in [10] that if A is a positive definite matrix, the stationary iteration (3) is unconditionally convergent:
ρ(Tα) < 1 (∀α > 0). However, whenH is only positive semidefinite and generally singular, the analysis in [10] cannot be
applied. To solve this problem, in [20], it is shown that if A is positive real, C is symmetric positive semidefinite, and B has
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full rank, then the stationary iteration (3) is unconditionally convergent: ρ(Tα) < 1 (∀α > 0). See [23] for an indepth and
general theoretical treatment.
It is easy to see that there is a unique splittingA = Pα−Nα withPα nonsingular such that the iteration Tα is the matrix
induced by that splitting, i.e.,
Tα = P−1α Nα = I − P−1α A.
An easy calculation shows that
Pα = 12α (αI +H)(αI + S) and Nα =
1
2α
(αI −H)(αI − S).
It is obvious that the linear systemsAx = b is equivalent to the linear systems
(I − P−1α Nα)x = P−1α Ax = c.
Recently, for the above linear systems, the estimates for the spectral radius ρ(P−1α A) for some matrices have been studied
in [22]. However, when using Krylov subspacemethods such as GMRES or its restarted variance to approximate the solution
of this system of linear equations, Pα can be considered as a new preconditioner to the saddle point problems (1) in [20].
For the case A is nonsymmetric and C = 0, the spectral properties of the PSS preconditioner was studied in [19]. The next
section will give the spectral properties of the HSS preconditioner for the case C 6= 0.
3. The spectral properties of the preconditioned matrix
It is known that the better the clustered spectrumof the preconditioner Krylov subspace iteration is, the faster themethod
converges. Now we consider the eigenvalue problem associated with the preconditioned matrix P−1α A, i.e.,
Ax = λPαx, (4)
where (λ, x) is any eigenpair of P−1α A. It is easy to know that λ 6= 0 from P−1α A nonsingular.
Let x = (u∗, v∗)∗ such that ‖x‖2 = 1. From (4), we get that[
A B∗
−B C
] [
u
v
]
= λ
2α
[
αI + H 0
0 αI + C
] [
αI + S B∗
−B αI
] [
u
v
]
. (5)
By simple manipulations, we get{
2α(Au+ B∗v) = λ(αI + H)[(αI + S)u+ B∗v],
2α(−Bu+ Cv) = λ(αI + C)(−Bu+ αv).
That is,
α(2− λ)(Au+ B∗v) = λα2u+ λHSu+ λHB∗v (6)
and
α(2− λ)(−Bu+ Cv) = −λCBu+ α2λv. (7)
Firstly, assuming u 6= 0 (u is a nonzero vector). From (7), we get
v = 1
αλ
(2− λ)(−Bu+ Cv)+ 1
α2
CBu. (8)
Substituting (8) to (6), we obtain
α4λ2u− α3λ(2− λ)Au− α2(2− λ)2(B∗Cv − B∗Bu)+ αλ(2− λ)(HB∗Cv − HB∗Bu− B∗CBu)
+α2λ2HSu+ λ2HB∗CBu = 0.
Multiplying the above equality from left hand by u∗, we come to
α4λ2u∗u− α3λ(2− λ)u∗Au− α2(2− λ)2(u∗B∗Cv − u∗B∗Bu)+ αλ(2− λ)(u∗HB∗Cv − u∗HB∗Bu− u∗B∗CBu)
+α2λ2u∗HSu+ λ2u∗HB∗CBu = 0.
Let
a1 = u∗u; a2 = u∗Au,
a3 = u∗B∗Cv − u∗B∗Bu,
a4 = u∗HSu,
a5 = u∗HB∗Cv − u∗HB∗Bu− u∗B∗CBu,
a6 = u∗HB∗CBu.
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Therefore, we get from the above equality that
α4λ2a1 − α3λ(2− λ)a2 − α2(2− λ)2a3 + α2λ2a4 + αλ(2− λ)a5 + λ2a6 = 0,
which, by simple manipulations, can be rewritten as
(α4a1 + α3a2 − α2a3 + α2a4 − αa5 + a6)λ2 −2α(α2a2 − 2αa3 − a5)λ− 4α2a3 = 0. (9)
For simplicity, we denote that δ1 = α4a1 + α3a2 − α2a3 + α2a4 − αa5 + a6. Subsequently, we will mainly discuss the two
cases, that is to say, δ1 = 0 and δ1 6= 0.
Case I: δ1 = 0.
It is not difficult to see thatα(α2a2−2αa3−a5) 6= 0 from the existence eigenvalue of the preconditionedmatrix. Further,
from (9), we get
λ = −4α
2a3
2α(α2a2 − 2αa3 − a5) . (10)
Since δ1 = 0, then
α3a2 − αa5 = α2a3 − α4a1 − α2a4 − a6. (11)
Substituting (11) to (10), we obtain
λ = 2α
2a3
α4a1 + α2a4 + α2a3 + a6 . (12)
We have the following situations.
(1) a6 6= 0, then λ→ 0 as α→ 0+.
(2) a6 = 0, then
λ = 2a3
α2a1 + a3 + a4 . (13)
(2.1) a4 6= 0. We get the following two cases:
(a) If a3 + a4 = 0 and α→ 0+, then λ→∞.
(b) If a4 6= −a3, then
λ = 2a3
a3 + a4 , α→ 0+.
(2.2) a4 = 0. In this case, (13) reduces to
λ = 2a3
α2a1 + a3 .
From (2.2), we get that{
λ = 2, if a3 6= 0 and α→ 0+,
λ = 0, if a3 = 0.
Case II: δ1 6= 0.
Note that
(α2a2 − 2αa3 − a5)2 + 4a3(α4a1 + α3a2 − α2a3 + α2a4 − αa5 + a6)
= (α2a2 − a5)2 − 4αa3(α2a2 − a5)+ 4α2a23 + 4α4a3a1 + 4α3a3a2 − 4α2a23 + 4α2a3a4 − 4αa3a5 + 4a3a6
= (α2a2 − a5)2 − 4α3a3a2 + 4αa3a5 + 4α2a23 + 4α4a3a1 + 4α3a3a2 − 4α2a23 + 4α2a3a4 − 4αa3a5 + 4a3a6
= (α2a2 − a5)2 + 4a3(α4a1 + α2a4 + a6),
then the two roots of the quadratic equation (9) are
λ± = α(α
2a2 − 2αa3 − a5)± α
√
(α2a2 − a5)2 + 4a3(α4a1 + α2a4 + a6)
α4a1 + α3a2 − α2a3 + α2a4 − αa5 + a6 .
We will discuss mainly in the following two cases:
(1) a6 6= 0. In this case, it is obvious that λ± → 0 as α→ 0+.
(2) a6 = 0. In this case, we have
λ± = α
2a2 − 2αa3 − a5 ±
√
(α2a2 − a5)2 + 4a3(α4a1 + α2a4)
α3a1 + α2a2 − αa3 + αa4 − a5 .
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(2.1) If a5 6= 0, then we get
λ± →
−a5 ±
√
a25
−a5 = 0 or 2 as α→ 0+.
(2.2) If a5 = 0, then we get
λ± =
αa2 − 2a3 ±
√
α2a22 + 4a3(α2a1 + a4)
α2a1 + αa2 − a3 + a4 .
(2.2.1) If a4 6= 0, we consider the following two cases:
(i) If a4 = a3 and α→ 0+, then λ− →∞ and λ+ → 1 or − 1.
(ii) If a4 6= a3, then
λ± = −2a3 ± 2
√
a3a4
−a3 + a4 as α→ 0+.
(2.2.2) If a4 = 0, then
λ± =
αa2 − 2a3 ± α
√
a22 + 4a1a3
α2a1 + αa2 − a3 .
(2.2.2.1) If a3 6= 0, then it is easy to know that λ± → 2 as α→ 0+.
(2.2.2.2) If a3 = 0, then
λ± =
a2 ±
√
a22
αa1 + a2 .
From (2.2.2.2), it is easy to get{
λ± = 2, or 0, if a2 6= 0 and α→ 0+,
λ± = 0, if a2 = 0.
From the above discussion, when A is non-Hermitian, all eigenvalues corresponding to u 6= 0 will not only gather into (0, 0)
and (2, 0), but also possibly go to other points/infinity via transforming (7) into (8) and substituting (6) to eliminate v of (6).
But, if we take the following approach, even if A is non-Hermitian, all eigenvalues of the preconditioned matrix will form
two tight clusters, one is near (0, 0) and (2, 0) as α→ 0+.
Secondly, assuming v 6= 0 (v is a nonzero vector). It follows from (6) that
u = 2− λ
λα
(Au+ B∗v)− 1
α2
(HSu+ HB∗v). (14)
Substituting (14) into (7), we obtain
α4λ2v − α3λ(2− λ)Cv + α2(2− λ)2(BAu+ BB∗v)− αλ(2− λ)(CBAu+ CBB∗v + BHSu+ BHB∗v)
+ λ2(CBHSu+ CBHB∗v) = 0.
Multiplying the above equality from left hand by v∗, we get
α4λ2v∗v − α3λ(2− λ)v∗Cv + α2(2− λ)2(v∗BAu+ v∗BB∗v)− αλ(2− λ)(v∗CBAu+ v∗CBB∗v + v∗BHSu
+ v∗BHB∗v)+ λ2(v∗CBHSu+ v∗CBHB∗v) = 0.
Let
b1 = v∗v; b2 = v∗Cv,
b3 = v∗BAu+ v∗BB∗v,
b4 = v∗CBAu+ v∗CBB∗v + v∗BHSu+ v∗BHB∗v,
b5 = v∗CBHSu+ v∗CBHB∗v.
Further, from the above equality we get
(α4b1 + α3b2 + α2b3 + αb4 + b5)λ2 − 2α(α2b2 + 2αb3 + b4)λ+ 4α2b3 = 0. (15)
Denote that δ2 = α4b1+ α3b2+ α2b3+ αb4+ b5, using the same technicality as before, we will also discuss the two cases:
δ2 = 0 and δ2 6= 0.
Case I′: δ2 = 0.
From (15) and the existence eigenvalue of the preconditioned matrix, we get
λ = 4α
2b3
2α(α2b2 + 2αb3 + b4) . (16)
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Since δ2 = 0, we have
α3b2 + αb4 = −α4b1 − α2b3 − b5. (17)
Substituting (17) into (16) yields
λ = 2α
2b3
−α4b1 + α2b3 − b5 . (18)
Further, we have the following situations:
(1) b5 6= 0, then λ→ 0 as α→ 0+.
(2) b5 = 0, then
λ = 2b3−α2b1 + b3 . (19)
From (2), we get that{
λ = 2 if b3 6= 0 and α→ 0+,
λ = 0, if b3 = 0.
Case II′: δ2 6= 0.
Note that
(α2b2 + 2αb3 + b4)2 − 4b3(α4b1 + α3b2 + α2b3 + αb4 + b5) = (α2b2 + b4)2 − 4b3(α4b1 + b5),
then the two roots of the quadratic equation (15) are
λ± = α
3b2 + 2α2b3 + αb4 ± α
√
(α2b2 + b4)2 − 4b3(α4b1 + b5)
α4b1 + α3b2 + α2b3 + αb4 + b5 . (20)
Now we consider the following two cases:
(1) b5 6= 0, it is obvious that λ± → 0 as α→ 0+.
(2) b5 = 0, in this case, (10) reduces to
λ± = α
2b2 + 2αb3 + b4 ±
√
(α2b2 + b4)2 − 4α4b3b1
α3b1 + α2b2 + αb3 + b4 . (21)
(2.1) If b4 6= 0, then
λ± →
b4 ±
√
b24
b4
= 2 or 0 as α→ 0+.
(2.2) If b4 = 0, then in this case (11) becomes
λ± =
αb2 + 2b3 ± α
√
b22 − 4b3b1
α2b1 + αb2 + b3 . (22)
(2.2.1) If b3 6= 0, then λ± → 2 as α→ 0+.
(2.2.2) If b3 = 0, then (12) reduces to
λ± =
b2 ±
√
b22
αb1 + b2 .
From (2.2.2), it is easy to get{
λ± = 2 or 0, if b2 6= 0 and α→ 0+,
λ± = 0, if b2 = 0.
From the above discussion, we have the following two theorems:
Theorem 3.1. Let A be Hermitian, and let B have full rank. For sufficiently small α > 0, the eigenvalues of P−1α A have the
following cases:
• Whether δ1 = 0 or δ2 = 0, then the eigenvalues of P−1α A will gather into (0, 0) or (2, 0) as α→ 0+, respectively.
T.-Z. Huang et al. / Journal of Computational and Applied Mathematics 229 (2009) 37–46 43
Fig. 1. α = 1.0e−3.
•• Whether δ1 6= 0 or δ2 6= 0, then the eigenvalues of P−1α A will gather into two clusters, one is near (0, 0) and the other is
near (2, 0) as α→ 0+, respectively.
Theorem 3.2. Let A be non-Hermitian, and let B have full rank. For sufficiently small α > 0 and v 6= 0 (v is a nonzero vector),
the eigenvalues of P−1α A have the following cases:
• If δ2 = 0, then the eigenvalues of P−1α A will gather into (0, 0) or (2, 0) as α→ 0+.
•• If δ2 6= 0, then the eigenvalues of P−1α A will gather into two clusters, one is near (0, 0) and the other is near (2, 0) as
α→ 0+.
Remark 1. From Theorem 3.2, it is easy to see that when A is non-Hermitian, under certain conditions, the eigenvalues of
P−1α Awill gather around the two points (0, 0) and (2, 0) as α→ 0+.
4. Numerical experiments
In this section, we give numerical experiments to demonstrate the conclusions drawn above. The numerical experiments
were done by using MATLAB and the matrix of the numerical experiments were generated by IFISS software.
Example 1. We consider the classic incompressible steady state Stokes problems:{−1u+ grad p = f , inΩ,
−div u = 0, inΩ (23)
with suitable boundary condition on ∂Ω . It is known that many discretization schemes for (23) will lead to generalized
saddle point problems of the form (1). Here, we get the test problem (leak-lid driven cavity) by using IFISS software written
by David Silvester, Howard Elman and Alison Ramage. We take a finite element subdivision based on 32× 32 uniform grids
of square elements. The mixed finite element used is the bilinear-constant velocity–pressure: Q1–P0 pair with stabilization.
The stabilization parameter is chosen to be 14 . We get the (1, 1) block A of the coefficient matrix corresponding to the
discretization of the conservative term is symmetric positive definite. Since the matrix B produced by the software is rank
deficient, we drop the first two rows of B to get a full rank matrix. Corresponding to B, we also drop the first two rows and
columns of C . So, in this problem n = 2178 and m = 1022. A is non-singular matrices and A is Hermitian. The spectrum
of P−1α A with different values of α is shown in Figs. 1–3, respectively. The experiments show that the eigenvalues of the
preconditioned matrix will gather into two clusters, one is near (0, 0) and the other is near (2, 0) as α→ 0+.
Example 2. Considering the following Oseen problem:{−ν1u+ ω · grad u+ grad p = f , inΩ,
−div u = 0, inΩ (24)
with suitable boundary condition on ∂Ω . (24) can be obtained when the steady-state Navier–Stokes equation is linearized
by the Picard iteration. Here ν is viscosity. In general, two values of the viscosity parameter are used for the Oseen equation:
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Fig. 2. α = 1.0e−4.
Fig. 3. α = 1.0e−5.
ν = 1 and ν = 0.01. We take the same conditions as Example 1. We get n = 2178 and m = 1022. A is non-singular
matrices and A is non-Hermitian but positive real. The spectrum of P−1α A with different values of α is displayed in Fig. 4,
where the left one corresponds to ν = 1 and the right one to ν = 0.01. One can see that when ν = 1, the eigenvalues of
the preconditioned matrix may gather into two clusters, one is near (0, 0) and another is near (2, 0), and also go to other
points/infinity as α → 0+. When ν = 0.01, the experiments show that the eigenvalues of the preconditioned matrix will
also gather into two clusters, one is near (0, 0) and the other is near (2, 0) as α→ 0+ even if A is non-Hermitian.
Here, we provide some iteration numbers of GMRES and the preconditioned GMRES to illustrate the convergence
behaviors when they are applied to solve the Stokes equation and Oseen equation. The purpose of these experiments is
just to investigate the influence of the eigenvalue distribution on the convergence behaviors of GMRES, especially when the
eigenvalues become clustered as α→ 0+.
In our computations, the right-hand side vector is chosen such that the exact solution of the augmented system (1) is
((x(∗)T , y(∗))T)T = (1, 1, . . . , 1)T ∈ Rm+n. RELRES is the relative residual defined as ‖b−Ax‖2/‖b‖2 for solvingAx = b and
ITER is the inner iteration numbers. As we do not optimize our codes, the CPU time is not reported.
From Tables 1 and 2, it is easy to see that the preconditioner Pα will improve the convergence of GMRES iteration
efficiently when they are applied to the preconditioned GMRES to solve the Stokes equation and the Oseen equation with
ν = 0.01. From Table 3, to the Oseen equation with ν = 1, the preconditioner Pα is not efficient as α→ 0+.
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(a) α = 1.0e−3. (b) α = 1.0e−3.
(c) α = 1.0e−6. (d) α = 1.0e−6.
(e) α = 1.0e−8. (f) α = 1.0e−8.
Fig. 4. ν = 1 (left) and ν = 0.01 (right) is, respectively, eigenvalue distribution of P−1α Awith different values of α.
Table 1
HSS preconditioning GMRES and GMRES iteration number for the Stokes problem.
GMRES (Pα) α 1.0e−3 1.0e−4 1.0e−5 GMRES
ITER 71 54 37 315
RELRES 8.296e−7 9.701e−7 7.964e−7 9.219e−7
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Table 2
HSS preconditioning GMRES and GMRES iteration number for the Oseen problem with ν = 0.01.
GMRES (Pα) α 1.0e−3 1.0e−6 1.0e−8 GMRES
ITER 121 372 179 722
RELRES 9.582e−7 9.549e−7 9.924e−7 9.801e−7
Table 3
HSS preconditioning GMRES and GMRES iteration number for the Oseen problem with ν = 1.
GMRES (Pα) α 0.1 0.01 0.001 GMRES
ITER 75 190 767 325
RELRES 9.269e−7 9.532e−7 9.961e−7 9.472e−7
5. Conclusion
In this paper, we have discussed HSS preconditioner for the generalized saddle point problems. We have shown the
clustering properties of the spectra of the preconditioned matrix when the iteration parameter become small enough.
Numerical experiments have confirmed our conclusions.
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