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Abstract— This paper investigates methods for estimating the
optimal stochastic control policy for a Markov Decision Process
with unknown transition dynamics and an unknown reward
function. This form of model-free reinforcement learning com-
prises many real world systems such as playing video games,
simulated control tasks, and real robot locomotion. Existing
methods for estimating the optimal stochastic control policy rely
on high variance estimates of the policy descent. However, these
methods are not guaranteed to find the optimal stochastic policy,
and the high variance gradient estimates make convergence
unstable. In order to resolve these problems, we propose
a technique using Markov Chain Monte Carlo to generate
samples from the posterior distribution of the parameters
conditioned on being optimal. Our method provably converges
to the globally optimal stochastic policy, and empirically similar
variance compared to the policy gradient.
I. INTRODUCTION
Policy gradient techniques using neural networks are cur-
rently widely used methods for learning to interact with
model-free environments. In these environments, the transi-
tion dynamics and the reward function are unknown, and
the agent receives a reward signal for taking an action
when given a state. These agents are able to learn complex
control policies directly from reward signals. Examples of
these control policies in recent literature include human level
performance on Atari games [1], simulated environments
[2], [3], and robot locomotion [4]. These methods optimize
a stochastic policy using a high variance estimate of the
local gradient under the current policy of the expected future
reward with respect to the policy parameters.
Current successful policy gradient algorithms fall into two
broad categories: actor-only and actor-critic. In the actor-
only scheme, the samples of the reward from an episode
are used to compute the expected future reward directly.
The log probability of actions is increased by an amount
proportional to the expected future reward of taking that
action. In this way, on average, actions that achieve higher
expected future reward will be taken with higher probability
[5]. In contrast, the actor-critic scheme fits a model of the
expected future reward to samples of the current reward from
the environment. This reward model is used to calculate the
policy gradient update stated previously. Using the critic
estimate of the reward serves to reduce variance in the
traditional policy gradient algorithm. [6].
The traditional policy gradient algorithm inherits the lim-
itations of stochastic gradient descent, and is susceptible
to local minima. This arises in practice when policies
with different random seeds finding different sub-optimal
solutions to a control task. This problem exists in part
because the environment has not been fully explored, and
the model has learned to exploit the known high reward
trajectories to which it has already been exposed. Both
actor-only and actor-critic versions of the policy gradient
suffer from the trade-off of exploration and exploitation.
Algorithms that guarantee optimality, and therefore guarantee
appropriate exploration of the environment are desirable to
the reinforcement learning community.
In this paper, we hope to address the tendency of model-
free reinforcement learning to converge to the local minima
of the expected future reward. In particular, we make the
following contributions:
1) A closed form expression for the posterior distribution
of the policy parameters that satisfy an optimality
condition using Bayesian inference.
2) An extension of the Metropolis-Hastings variant of
Markov Chain Monte Carlo for sampling these pol-
icy parameters with high probability and comparable
variance to the policy gradient.
II. RELATED WORK
This work is not the first to apply Markov Chain Monte
Carlo sampling methods for neural networks. Radford M.
Neal provides an analysis of Bayesian learning for neural
networks in his 1996 thesis, wherein he experiments with
Metropolis Hastings and Gibbs sampling. In Neal’s formula-
tion, the posterior distributions of the parameters θ given the
dataset of inputs and labels D is approximated using Markov
Chain Monte Carlo [7].
More recent work on Bayesian learning for neural net-
works focuses more on making the Metropolis Hastings
update more efficient using mini-batches. Li, D. et al. prove
that mini-batch Metropolis Hastings produces samples from
the true posterior raised to a known temperature [8]. Other
work by Chen, H. et al. demonstrates that using mini-batches
achieves several order-of-magnitude speedups from original
Metropolis Hastings [9].
Using mini-batches to estimate the posterior probability
also introduces variance. This is addressed by Baker, J. et
al. where control variates are used to modify the dynamics
of the Metropolis Hastings to reduce variance [10]. This is
further explored by Gong, W. et al. where a meta-learning
algorithm is proposed that efficiently optimizes for these
control variates [11].
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Our method differs from previous work in that we employ
mini-batch Metropolis Hastings to solve for the optimal
policy under a Markov Decision Process, where the typical
”dataset” used to calculate the posterior in previous work is
replaced with a reward signal. To the best of our knowledge,
we are the first to apply Markov Chain Monte Carlo to solve
Markov Decision Processes.
III. METHODOLOGY
A. Theory
Let O be the event when the policy pi is optimal. We
can derive the optimal policy using Bayesian inference and
integrate out the parameters θ. We make the assumption that
the next action s is conditionally independent of O given
some parameters θ.
pi(a|s,O) =
∫
pi(a|s, θ)f(θ|O)dθ (1)
Let us define the sampling distribution density f(θ|O)
using Bayes Rule and the prior f(θ)
f(θ|O) = f(θ)Pr(O|θ)
Eθ′∼f(θ′)[Pr(O|θ′)] (2)
The optimal policy achieves maximum expected reward,
and so we can define the probability of being optimal O
given the current policy parameters θ by the continuous
extension of the softmax function (Boltzmann distribution
[12]) and a normalizing constant A.
Pr(O|θ) = lim
T→0
e
rˆθ
T A∫
θ′ e
rˆθ
T dθ′
= lim
T→0
e
rˆθ
T Z(T )−1 (3)
The likelihood of being optimal is proportional to the
exponential of the expected utility rˆθ of policy pi, divided
by some temperature constant T .
f(θ|O) = f(θ)e
rˆθ
T Z(T )−1∫
θ′ e
rˆ
θ′
T Z(T )−1f(θ′)dθ′
∝ f(θ)e rˆθT (4)
To evaluate f(θ|O), we need to first evaluate rˆθ, which
could be approximated by the following two methods:
1) If we are sampling by executing actions from the
distribution pi(a|s, θ) (on policy), we can compute the
expected utility directly.
rˆθ = Es,a,s′∼Pr(s)pi(a|s,θ)Pr(s′|s,a)[R(s, a, s′)]
2) If we are sampling from the environment using actions
from the distribution Pr(a|s) (off policy), we can com-
pute the expected utility using importance sampling.
rˆθ = Es,a,s′∼Pr(s)pi(a|s,θ)Pr(s′|s,a)[
Pr(a|s)
pi(a|s, θ)R(s, a, s
′)]
Hitherto we could model the distribution f(θ|O) as
the stable distribution of an infinite Markov Chain, using
Metropolis-Hastings algorithm (further specified in part C).
Due to ergodicity, we could approximate the integral in equa-
tion (1) by drawing samples, in accordance with Metropolis
Hastings Criterion, from the the Markov Chain after it runs
close to stability. Since for small T ,
exp(rˆθ∗/T ) exp(rˆθ′/T ) ∀ θ
′ 6= θ∗,
the probability of drawing θ∗ from the near-stable Markov
chain is salient compared to other possible θ
′
s. As Lemma
1 in B suggests, the probability for the Markov Chain to
transition to a suboptimal θ
′
from θ∗ as T goes to 0:
lim
T→0
Pr(θ
′ → θ∗)→ 0.
Therefore, the n sample θs we draw mostly likely would
match θ∗, and we could obtain the optimal policy.
pi(a|s,O) ≈
n∑
i=1
pi(a|s, θ)
n
=
n∑
i=1
pi(a|s, θ∗)
n
= pi(a|s, θ∗)
B. Justification of correctness and optimality
We prove that the on policy Metropolis-Hasting algo-
rithm stated above correctly estimates the neural network
parameter θ that maximizes the expected reward rˆ =
Es,a,s′∼Pr(s)pi(a|s,θ)Pr(s′|s,a)[R(s, a, s′)] as T → 0.
Lemma 1: Let f : θ → R be a continuous function with
a maximum value at θ∗, then
φ(θ)e
f(θ)
T∫
θ′ φ(θ
′)e
f(θ′)
T dθ′
converges to 0 as T → 0 whenever f(θ) is not maximal.
Proof: Note that
φ(θ)e
f(θ)
T∫
θ′ φ(θ
′)e
f(θ′)
T dθ′
=
φ(θ)∫
θ′ φ(θ
′)e
f(θ′)−f(θ)
T dθ′
Let g(θ′) = f(θ′) − f(θ). If f(θ) is not maximal, then
g(θ∗) > 0. Since g is continuous, there exists a neighborhood
centered at θ∗ such that g(θ′) > 12g(θ
∗) for all θ′ in this
neighborhood, so limT→0
∫
θ′ φ(θ
′)e
f(θ′)−f(θ)
T dθ′ = ∞, and
the result follows.
Note that at each T , the set of all θ is a discrete time
Markov Chain with the transition probability between θ1 and
θ2 being min(
φ(θ2) exp (rˆθ2/T )
φ(θ1) exp (rˆθ1/T )
, 1). The stationary distribution
of each θ is proportional to pi(θ) = φ(θ) exp (rˆθ/T ). As
T → 0, if rˆθ is not the maximum, then according to
Lemma 1, f(θ|O) → 0. Therefore, when T is small, the
Metropolis Hasting algorithm either remains in the current
state or chooses a near optimal state with high probability.
C. Algorithm Pseudo Code
In this section we present the on policy derivation of
the Metropolis-Hastings algorithm (Algorithm 1), which es-
timates the optimal policy parameters sampled from f(θ|O).
Averaging the policy resulting from many of these samples
pi(a|s, θ) estimates the optimal policy pi(a|s,O).
Algorithm 1 On Policy Metropolis Hastings
Require: n > 0,Σ  0, T > 0,  ∈ (0, 1)
θ0 ∼ N (0,Σ)
rˆ0 = Es,a,s′∼Pr(s)pi(a|s,θ0)Pr(s′|a,s)[R(s, a, s′)]
for i ∈ {1, . . . , n} do
θ′ ∼ N (θi−1,Σ)
rˆ′ = Es,a,s′∼Pr(s)pi(a|s,θ′)Pr(s′|a,s)[R(s, a, s′)]
if rˆ′ > rˆi−1 then
θi, rˆi ← θ′, rˆ′
else
α← φ(θ′) exp (rˆ′/T )φ(θi−1) exp (rˆi−1/T )
p ∼ U(0, 1)
if α ≥ p then
θi, rˆi ← θ′, rˆ′
else
θi, rˆi ← θi−1, rˆi−1
end if
end if
T ← T
end for
return (θ0, . . . , θn)
Since the probability of transitioning away from the opti-
mal parameters limT→0 Pr(θ∗, θ
′
) → 0 decays to zero, the
optimal policy pi(a|s,O) = pi(a|s, θ∗) is simply the policy
evaluated at the optimal parameter values.
IV. EXPERIMENTS
In this section, we design experiments to test Algo-
rithm 1. We hope to test the algorithm in three domains:
a randomly generated MDP toy problem, the OpenAI gym
CartPole-v0 environment, and in the Flow Traffic sim-
ulator [13]. In this section, the temperature refers to the
variable T in Algorithm 1, and the cooling rate refers to 
in Algorithm 1. The number of iterations refers to n, the
number of times to simulate the Markov chain. Furthermore,
when estimating the expected reward and expected future
reward, the batch size refers to the number of samples to
average. Finally, the buffer size hyper parameter is specific
to the Gym experiment, which refers to the number of
samples to collect from the environment, before random
choosing exactly batch size of those samples. This hyper
parameter serves to decorrelate the reward samples.
A. Randomly Generated MDP
The first experiment to test Algorithm 1 is with a randomly
generates Markov Decision Process. In this environment, the
number of states is a hyper parameter |S| and the number
of actions is a hyper parameter |A|. The transition dynamics
Pr(s′|s, a) ∈ R|S|×|S|×|A| are randomly generated, and nor-
malized to be a probability distribution. Finally, the reward
function R(s, a, s′) ∈ R|S|×|A|×|S| is randomly generated to
have positive and negative values.
At every iteration, the agent is given a reward according
to the reward function. The task is to estimate the policy
pi(a|s, θ) that maximizes the expected reward. This task
serves as a proof of concept toy example to verify the
prospects of Algorithm 1. We plot the expected reward of
the current policy for both the traditional policy gradient
algorithm, and Algorithm 1. We also plot the difference in
running time of each technique.
The policy gradient has a learning rate of 0.1, and a
batch size of 512. Algorithm 1 is instantiated with an initial
temperature of 1.0, a cooling rate of 0.999, and a batch size
of 512. In both cases the policy is optimized / sampled for
10000 iterations. The experiment is repeated 10 times, and
the mean and standard deviation across trials is taken.
B. Open AI Gym Tasks
The second experiment to test Algorithm 1 is using the
OpenAI gym CartPole-v0 environment. In this environ-
ment, the state space is continuous valued, with four slots
s ∈ R4, organized by Table 1.
Num Observation Min Max
0 Cart Position -2.4 2.4
0 Cart Velocity -Inf Inf
0 Pole Angle −41.8◦ 41.8◦
0 Pole Velocity At Tip -Inf Inf
Fig. 1. Example of the CartPole-v0 environment in OpenAI gym.
At every non terminal iteration, the agent is given a reward
of 1.0. The action space for CartPole-v0 is discrete, with
two possible values a ∈ {0, 1}: force applied left, and force
applied right. The task is to estimate the policy pi(a|s, θ) that
maximizes the expected future reward. We plot the expected
future reward of the current policy for both the traditional
policy gradient algorithm, and Algorithm 1. We also plot the
difference in running time of each technique.
The policy gradient has a learning rate of 0.1, a buffer size
of 10000, and a batch size of 512. Algorithm 1 is instantiated
with an initial temperature of 1.0, a cooling rate of 0.9, a
buffer size of 10000, and a batch size of 512. In both cases
the policy is optimized / sampled for 1000 iterations. The
experiment is repeated 10 times, and the mean and standard
deviation across trials is taken.
Fig. 2. The CartPole-v0 environment in OpenAI gym.
V. ANALYSIS
A. Randomly Generated MDP
As shown in Fig. 4, the On Policy Metropolis Hastings al-
gorithm starts out with high temperature T , since acceptance
Fig. 3. Training a stochastic policy using the reinforce policy gradient
algorithm. The expected reward attained by the policy is plotted against the
training iteration.
Fig. 4. Sampling the parameters for a stochastic policy using the On Policy
Metropolis Algorithm. The expected reward attained by the policy is plotted
against the training iteration.
probability for (rˆ′ − rˆ) < 0:
α =
φ(θ′)e(rˆ
′−rˆ)/T
φ(θ)
which is higher with larger T , facilitating transitions and
resulting in the high variance. As the number of iterations
increments, the On Policy MH algorithm explores different
θs and transitions to policies with higher reward rθ{MH}.
The variance starts to decrease at around 3000 iterations
and at around 4000 iterations starts to approach optimality,
with standard deviation σrθ{MH} bounded within 0.02. On
the other hand, the Reinforcement learning algorithm yields
policies with policies with similar optimal reward values, yet
the standard deviation σrθ{RL} remains high even after 4000
iterations.
For these experiments, we calculate the total time required
to complete the entire 10000 iterations. Our results demon-
strate that the policy gradient requires more time finish the
experiment (210 seconds), compared to Algorithm 1 (190
seconds). This suggests that the On Policy Metropolis Hast-
ings algorithm is more computationally efficient at finding
the optimal policy that the policy gradient.
B. Open AI Gym Tasks
The On Policy Metropolis Hastings algorithm converges to
a reward of about 80 around iteration 800 as is shown in the
Fig. 6. Yet since temperature is an important hyper parameter
that would help the convergence of rˆtheta, the graph, which
Fig. 5. Average runtime difference between the policy gradient algorithm,
and Algorithm 1. The policy gradient requires more time to compute an
update that Algorithm 1.
Fig. 6. Training a stochastic policy using the reinforce policy gradient
algorithm. The expected reward attained by the policy is plotted against the
training iteration.
was a result of the MH algorithm without further hyper
parameter tuning, the variance of the expected future reward
is relatively high compared to RL agent. Nonetheless the
reward convergence values of MH are comparable to that
of RL agent and MH agent also has the runtime advantage
(further described in VI.B.)
Similar to the last section, we calculate the total time re-
quired to complete the 100 training steps. Our results demon-
strate that the policy gradient requires more time to finish the
experiment (17.5 seconds), compared to Algorithm 1 (16.0
seconds). This also suggests that the On Policy Metropolis
Hastings algorithm is more computationally efficient than the
policy gradient at updating the parameters.
VI. DISCUSSION
The On Policy MH Algorithm has many hyper parameters
that can be tuned to converge to the optimal policy faster and
with less variance. Tuning the hyper parameters is difficult
and computationally intensive. Running the experiment mul-
tiple times takes several hours and thus it is difficult to find
out better hyper parameters. Therefore, an efficient scheme
for searching for and locating the optimal hyper parameters
would increase the success of On Policy MH.
The On Policy MH Algorithm depends on having an
accurate estimate of the expected future reward, and this
Fig. 7. Sampling the parameters for a stochastic policy using the On Policy
Metropolis Algorithm. The expected reward attained by the policy is plotted
against the training iteration.
Fig. 8. Average runtime difference between the policy gradient algorithm,
and Algorithm 1. The policy gradient requires more time to compute an
update that Algorithm 1.
may not be available in certain environments, where the
rewards samples have noise, or high variance. In memory
constrained settings, storing a buffer of previous rewards may
not be practical or scalable to larger environments. Therefore,
methods for estimating the expected future reward, such
as generalized advantage estimation [6] would increase the
success of On Policy MH.
We derived an off-policy version of the On Policy MH
Algorithm in section III.A, but in practice this algorithm does
not increase the expected future reward of the current policy.
We believe that the introduction of importance sampling
is biasing the estimate of the expected future reward, and
preventing the algorithm from converging to an optimal
policy.
VII. CONCLUSION
From the analysis, we can conclude that On Policy
Metropolis Hastings is able to converge a stochastic control
policy that achieves comparable expected future reward to
traditional model-free reinforcement learning. The algorithm
does so with comparable variance to gradient based learning,
while requiring less computation per update. With appropri-
ately chosen hyper parameters, which remains a challenge
by itself, we have proven our algorithm converges to the
optimal stochastic policy. Therefore, our proposed solution
is a viable alternative to traditional model-free reinforcement
learning, which is only locally-optimal at best.
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