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Agradeço de forma geral a todos os meus familiares e, em especial, à minha prima
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Resumo
Nesta tese aplicamos a abordagem efetiva a fim de derivar as contribuições quânticas
para a gravitação induzidas pela quantização dos campos de matéria. Apresentamos um
estudo dos fatores de forma em um modelo simplificado de gravitação em 2D para os cam-
pos escalar, espinorial e vetorial massivo por meio da solução da heat kernel apresentada
por Codello & Zanusso. Nesse estudo, a simplicidade do modelo nos permite explorar com
clareza o regime ultravioleta (UV) dos resultados, que nos levam à usual ação de Polyakov
no caso conforme, ao mesmo tempo em que generalizamos a forma dessa ação para o caso
de um campo escalar não mı́nimo. O limite infravermelho (IR) também é explorado, o que
nos leva ao teorema do desacoplamento tanto a partir dos fatores de forma, assim como
pelas funções beta. Por fim, estudamos em detalhes a construção de uma teoria efetiva de
baixas energias para um modelo de campos escalares leves acoplados a um campo escalar
de massa muito maior. Nosso principal interesse é mostrar que mesmo no espaço tempo
curvo o campo pesado desacopla no IR, e os resultados para os diagramas com linhas in-
ternas mistas podem ser descritos por uma teoria efetiva que leva em consideração apenas
os campos leves.




In this thesis we apply the effective approach in order to derive the quantum contri-
butions to gravitation induced by the quantization of the fields of matter. We present a
study of the form factors in a simplified gravity model in 2D for the scalar, spinor and
massive vector fields using the heat kernel solution presented by Codello & Zanusso. In
this study, the simplicity of the model allows us to clearly explore the ultraviolet (UV)
regime of the results that lead us to the usual action of Polyakov in the conformal case,
while generalizing the form of this action in the case of a non-minimal scalar field. The
infrared (IR) limit is also explored, which leads us to the decoupling theorem both from
form factors and beta functions. Finally, we explored in detail the construction of an
effective theory of low energies for a model of light scalar fields coupled to a scalar field
of much larger mass. Our main interest is to show that even in the curved space-time the
heavy field decouples in the IR, and the results for the diagrams with mixed internal lines
can be described by an effective theory that takes into account only the light fields.




1.1 O diagrama de Feynman à esquerda representa o loop para o espalhamento
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onde os ponto se referem às diferentes permutações dos momentos. À di-
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4.1.2 Setor de vácuo de uma teoria geral a 1-loop . . . . . . . . . . . . . 51
4.2 Campo escalar massivo em gravidade 2D . . . . . . . . . . . . . . . . . . . 53
4.2.1 Derivação da ação efetiva e função β . . . . . . . . . . . . . . . . . 54
4.2.2 Recuperando a ação de Polyakov no limite conforme . . . . . . . . . 55
4.2.3 Os dois regimes para β sG . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.4 Sobre a não analiticidade da expressão (4.33) . . . . . . . . . . . . 57
4.3 Espinores de Dirac . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4 Campos vetoriais com e sem massa . . . . . . . . . . . . . . . . . . . . . . 60
5 Modelo escalar de teoria de campos efetiva no espaço curvo 62
5.1 O modelo e sua renormalização . . . . . . . . . . . . . . . . . . . . . . . . 62
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Na f́ısica a ideia de uma teoria efetiva está relacionada a uma descrição dos fenômenos que
é restrita a alguma escala de energia. Isso significa que a teoria efetiva possui menos graus
de liberdade que uma teoria mais fundamental, levando em conta apenas os parâmetros
que são relevantes na escala de energia sob consideração. Na f́ısica clássica esse tipo de
abordagem passa muitas das vezes por despercebido. Tomemos como exemplo a mecânica
newtoniana e relatividade especial de Einstein para o movimento dos corpos. Se estamos
tratando com o movimento de corpos em um regime de velocidades muito menores que a
velocidade da luz, a descrição newtoniana é suficiente para nos fornecer o entendimento dos
mais diversos problemas, sem levar em consideração nenhuma correção ou interpretação
oriunda da teoria da relatividade especial de Einstein. Porém, quando a velocidade dos
corpos é comparável à da luz, a visão newtoniana não é mais aplicável e a descrição
satisfatória para os fenômenos nesse regime de velocidades é feita via relatividade de
Einstein. Nesse sentido, a descrição newtoniana pode ser vista como uma teoria efetiva do
movimento dos corpos no regime de baixas velocidades. Vale notar o quão diferente essas
teorias são em suas interpretações.
O uso de teorias efetivas não se resume à f́ısica clássica, tendo lugar inclusive na des-
crição quântica do mundo microscópico. Dentro da teoria quântica de campos um longo
caminho foi percorrido desde a eletrodinâmica quântica (QED, na sigla em inglês)[1], pro-
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posta por Dirac no final dos anos vinte, até a primeira aparição formal de uma teoria
de campo efetiva nos trabalhos de Weinberg no fim da década de setenta [2]. Todo esse
caminho foi necessário para que se desenvolvessem métodos como a renormalização e o
grupo de renormalização (para uma revisão histórica, veja [3]). Esses métodos somados
ao teorema do desacoplamento [4] levariam à interpretação de que, assim como na f́ısica
clássica a descrição newtoniana no regime de baixas velocidades não é afetada pela rela-
tividade einsteiniana, na f́ısica quântica a descrição dos fenômenos nas baixas energias é
blindada dos processos que se desenrolam nas altas energias. Isso impõe o desafio de que
qualquer teoria quântica de campos que tenha resultados satisfatórios em uma certa escala
de energia pode não ser suficiente para a descrição dos fenômenos quando energias cada
vez maiores são levadas em conta. Dessa maneira ela é vista como uma teoria de campo
efetiva, restrita a uma escala finita de energia. Por outro lado, a validade da abordagem
efetiva no mundo quântico, permite que em cada escala de energia os fenômenos f́ısicos
possam ser estudados por meio de modelos com seus parâmetros e simetrias relevantes,
sem que para isso seja necessário conhecer a teoria mais fundamental posśıvel, válida em
qualquer escala de energia (para referências introdutórias ao assunto, veja [5, 6, 7]).
Atualmente as teorias de campo efetivas têm grande aplicação em teorias quânticas de
campo, assim como em outras áreas da f́ısica, tais como f́ısica nuclear e do estado sólido.
A consolidação da abordagem efetiva possibilitou a compreensão de que teorias mais fun-
damentais podem ser alcançadas através da construção de modelos mais simplificados, que
a partir de avanços teóricos e experimentais vão sendo modificados para incorporar cada
vez mais informações da f́ısica em altas energias, até que uma teoria mais fundamental
seja conhecida. É essa perspectiva que levou à construção do Modelo Padrão da F́ısica
de Part́ıculas, que incorpora as interações eletromagnética, forte e fraca. Mas mesmo essa
teoria mais fundamental é considerada uma teoria de campo efetiva. E é essa mesma
perspectiva que norteia a tentativa de uma descrição consistente da Relatividade Geral
de Einstein dentro do formalismo da f́ısica quântica. O ponto de partida é considerar a
teoria de Einstein como uma teoria efetiva que descreve o espaço tempo no qual os campos
de matéria são quantizados. A ideia é que a presença desses campos adicione termos à
teoria inicial de Einstein, que correspondem às correções quânticas provenientes da f́ısica
em altas energias.
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Embora o desenvolvimento formal das teorias de campo efetivas tenha ocorrido a par-
tir dos trabalhos de Weinberg, a ideia dessa abordagem já havia aparecido em outros
trabalhos. Em 1936 Euler e Heisenberg aplicaram a eletrodinâmica quântica desenvolvida
por Dirac para calcular o espalhamento fóton-fóton [8]. Esse espalhamento é um pro-
cesso previsto pela eletrodinâmica quântica onde dois fótons se espalham e criam um par
elétron-pósitron, que em seguida faz a transição inversa dando origem, novamente, a dois
fótons, respeitando a conservação de momento e energia.
Como pode ser notado o espalhamento de dois fótons é um processo puramente quântico.
Na f́ısica clássica as equações de Maxwell são lineares e o prinćıpio da superposição é
válido. Contudo, se na eletrodinâmica quântica os fótons interagem entre si, isso deve
levar à adição de termos não linerares nas equações clássicas do eletromagnetismo. O
método utilizado no trabalho de Euler e Heisenberg levou às primeiras correções para as
equações de Maxwell, vindas a partir da quantização dos elétrons e pósitrons. Para isso
eles consideraram apenas fótons com energias menores que a massa do elétron. Nesse re-
gime de energias a criação de pares elétron-pósitron não é esperada, de forma que os graus
de liberdade associados a esses pares de part́ıculas virtuais não apareceriam explicitamente
nos resultados.
Aplicando essa ideia, e levando em conta as simetrias relevantes, Euler e Heisenberg












σρFρµ +O(F 6/m8e), (1.1)
onde me é a massa do elétron e F
µν é o tensor do campo eletromagnético, enquanto a e b







Como pode ser visto Leff depende apenas dos graus de liberdade associados aos fótons.
O primeiro termo nessa lagrangiana representa o eletromagnetismo clássico, com fótons
livres se propagando. Os demais termos caracterizam uma expansão em ordens de 1/me
que adiciona correções quânticas às equações de Maxwell. Em especial, a não linearidade
desses termos evidencia a violação do prinćıpio da superposição.
As informações relevantes no regime de energia considerado por Euler e Heisenberg
estão nas constantes a e b, as quais podem ser calculadas a partir da comparação entre
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os resultados obtidos pela QED e pela lagrangiana efetiva, para um caso especial. Na
linguagem atual dos diagrams de Feynman, que não era conhecida em 1936, o que Euler e
Heisenberg fizeram pode ser representado conforme Fig. (1.1). Enquanto que os resultados







Nessa expressão fica claro que a integração funcional leva em conta apenas os campos
fermiônicos dando origem a uma ação efetiva Γeff [Aµ] que depende apenas dos fótons.
De fato, essa expressão computa os efeitos da quantização dos férmions sobre um campo
eletromagnético de fundo.
⇒
Figura 1.1: O diagrama de Feynman à esquerda representa o loop para o espalhamento
fóton-fóton que deve ser computado a partir da QED. Enquanto isso, o que está à direita,
é um diagrama em ńıvel de árvore computado pela teoria efetiva de baixas energias de
Euler e Heisenberg.
Atualmente, o resultado de Euler e Heisenberg é uma parte importante do conheci-
mento e entendimento que se tem acerca de QED e de QFT, de modo geral. À época, a
lagrangiana efetiva obtida por eles apontava no sentido de melhorar o entendimento das
consequêcias da QED. Além disso, a simplicidade matemática da lagrangiana efetiva, em
comparação com a teoria completa, fez dela uma base para futuras aplicações em áreas
como, por exemplo, a óptica quântica [10].
Outro exemplo da abordagem efetiva é a teoria proposta por Fermi em 1934 para
explicar o decaimento beta [11]. Nessa teoria Fermi procura descrever o processo de
decaimento de um neutron em um próton, um elétron e um anti-neutrino do elétron a
partir de uma interação pontual, cuja lagrangiana é dada por um produto de operadores
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que representam as part́ıculas relevantes e uma constante de acoplamento. A proposta de
Fermi permitiu explicar vários fenômenos à época. Atualmente, com o desenvolvimento
da teoria eletrofraca, sabe-se que a interação entre os férmions é mediada pelo bóson W, e
a teoria de Fermi é vista como uma teoria de campo efetiva para energias muito menores
que massa desse bóson [7].
A eletrodinâmica quântica apresentada por Dirac no final da década de vinte é uma
teoria que combina os prinćıpios da Relatividade Especial e da Mecânica Quântica para
dar uma consistente formulação da interação entre o campo eletromagnético quântico,
cuja part́ıcula associada é o fóton, e o campo quântico de Dirac, associado às part́ıculas
portadoras de carga elétrica, elétrons e pósitrons. Nessa teoria a interação entre duas
cargas elétricas não se dá mais pela força coulombiana descrita por um potencial. Em vez
disso, a interação corresponde à troca de fótons virtuais que se propagam pelo espaço com
posśıveis transições para pares de elétron-pósitron [3].
Esses processos permitidos pela QED levam a correções que dão origem a uma série
de termos que caracterizam uma expansão perturbativa. O problema encontrado pelos
primeiros f́ısicos que tentaram fazer predições a partir da QED ainda na década de trinta,
é que muitos dos termos dessa série são infinitos. Essas divergências são um problema visto
que nessa teoria as correções podem ser expressas como uma série de potências na constante
α0 = 1/137. E dessa forma pensava-se que um pequeno número de termos era suficiente
para determinar a matriz de espalhamento com boa precisão. No entanto, no espalhamento
Compton, por exemplo, a primeira aproximação leva a resultados finitos, contudo, na
segunda ordem, a polarização do vácuo produz uma contribuição infinita, caracterizada
pela integral sobre os posśıveis valores do momento para as part́ıculas virtuais [3].
Embora as divergências apontassem para a necessidade de uma reformulação das ba-
ses da teoria, o problema dos infinitos na QED foi resolvido no final dos anos quarenta
(veja, por exemplo, [3, 12]). O que os f́ısicos dessa época conseguiram mostrar é que as
divergências podem ser agrupadas em um número finito de termos, dois no caso da QED,
cuja estrutura é a mesma dos termos da lagrangiana original para a massa e constante
de acoplamento. Os efeitos desses termos adicionais podem, então, ser inclúıdos na teoria
original através de uma redefinição de seus parâmetros, por um processo que ficou conhe-
cido como renormalização da massa e constante de acoplamento. Na QED, em especial,
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um número finito de contratermos remove as divergências em todas as ordens na expansão
perturbativa e a teoria é dita ser renormalizável (para detalhes, veja [9]).
O processo de renormalização permite a definição dos parâmetros renormalizados da
teoria, cujos valores são associados àqueles medidos experimentalmente, em termos dos
quais as quantidades f́ısicas de interesse são calculadas. Essas expressões f́ısicas são finitas
e independentes da massa e constante de acoplamento nuas. Com o adequado processo
de renormalização constrúıdo para a QED, a teoria levou a resultados que estavam em
completo acordo com os valores experimentais, como são os casos do momento magnético
anômalo do elétron e o desvio Lamb [3, 5].
O sucesso da QED fez da renormalizabilidade um critério para a construção de novas
teorias quânticas de campo. Esse critério invalidou em grande parte a aceitação de teo-
rias como as de Euler-Heisenberg e Fermi apresentadas anteriormente. Isso porque essas
teorias acrescentam em cada ordem na teoria de perturbação novas estruturas à lagran-
giana, fazendo delas teorias não renormalizáveis. Este cenário só veio a mudar com o
desenvolvimento do grupo de renormalização e o teorema do desacoplamento.
A remoção das divergências na QED pelo processo de renormalização é feita a partir
da redefinição dos seus parâmetros de massa e constante de acoplamento. Isso pode ser
exemplificado da seguinte maneira. Se as integrais divergentes na QED são inicialmente
calculadas até um fator de corte Λ0, com Λ0 → ∞ no fim, como a teoria inicial pode
ser modificada para levar a uma nova, cujo fator de corte seja Λ < Λ0? A resposta para
isso é que essa modificação exige simplesmente uma redefinição dos parâmetros da teoria,
que é livre, uma vez que o fator de corte é arbitrário. Isso é consistente, desde que os
parâmetros nus não são vistos como observáveis. O fato importante que se segue disso é
que as expressões para as quantidades f́ısicas mensuráveis permanecem invariantes frente
a essa arbitrariedade dos parâmetros. É essa invariância que levou ao desenvolvimento da
técnica do grupo de renormalização nos anos cinquenta [3].
Nesse novo cenário o fator de corte Λ deixa de ser um truque para a renormalização
da teoria, e torna-se parte de uma interpretação real como sendo a escala de energia.
Dessa maneira uma mudança na escala de energia é compensada por uma mudança nos
parâmetros da teoria, os quais obedecem às equações do grupo de renormalização. A
solução dessas equações permite mostrar como é a dependência desses parâmetros com
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a escala de energia em que a teoria é considerada [5]. Foi essa construção que permitiu
Bogoliubov e Shirkov chegarem em 1956 à expressão para a carga efetiva do elétron [13].
Isso explica, por exemplo, porque a constante de estrutura fina, obtida através da carga
do elétron medida na escala da massa do bóson Z, é 1/128, 9, em vez do usual valor obtido
por Milikan, ou seja, 1/137.
A interpretação f́ısica do fator de corte como escala de energia leva a uma conclusão
inevitável. Se o limite Λ → ∞ é tomado, não há razão pela qual esperar que a QED
deva ser renormalizável. Isso porque nesse regime outras part́ıculas se acoplariam aos
elétrons e fótons. Assim, apenas uma teoria final, deveria ser finita. Por outro lado, não
há justificativa para considerar teorias com um fator de corte finito como teorias inferiores.
Esse fator reflete apenas o regime de energia em que a teoria é aplicável, a partir do qual
novas part́ıculas devem ser levadas em conta. Essa interpretação reabilita a construção
das teorias de campo efetivas e, em especial, a técnica do grupo de renormalização pode
ser estendida para essas teorias, mesmo que elas sejam não renormalizáveis. Inclusive para
aplicação no regime em que novas part́ıculas aparecem [5].
Além da técnica do grupo de renormalização, outra descoberta foi de grande im-
portância para a consolidação das teorias de campo efetivas; o teorema do desacoplamento
apresentado por Appelquist e Carazzone em 1975 [4]. Segundo esse teorema, dada uma
teoria renormalizável com part́ıculas leves e pesadas, digamos m2 > m1, os efeitos da f́ısica
em escala m2 podem ser sempre inclúıdos de maneira efetiva na f́ısica em escala m1 através
de um processo de renormalização, que modifica os parâmetros da teoria ou por meio de
correções proporcionais à potência negativa de m2 [7]. Dessa maneira a f́ısica nas baixas
energias se desacopla da f́ısica em altas energias e o teorema possibilita a existência de
uma teoria de campo efetiva em escala m1, válida até que a escala de energia se aproxime
de m2. As conclusões desse teorema são exemplificadas pela teoria de Euler-Heisenberg
apresentada anteriormente. Nela o que se tem é o desacoplamento da f́ısica na escala
de energia da massa do elétron, quando apenas fótons com energia Efóton << me são
considerados.
Outra consequência do teorema do desacoplamento é que ele possibilita uma contun-
dente interpretação das teorias não renormalizáveis. Novamente tomando como exemplo a
teoria de Euler-Heisenberg é posśıvel notar que os termos adicionais que tornam a teoria de
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campo efetiva de baixas energias não renormalizável, são na verdade contribuições advin-
das da f́ısica em altas energias. Essas contribuições apontam para o fato de que as escalas
de energia podem ser consideradas como regimes quase autônomos, cada um descrito por
uma teoria de campo efetiva que leva em conta as part́ıculas, interações e simetrias que
são relevantes para a escala que está sob consideração.
Todo o desenvolvimento apresentado até aqui fez com que as teorias de campo efetivas
se tornassem comum na f́ısica de part́ıculas, principalmente com os trabalhos de Weinberg
no final dos anos setenta. A partir dáı o sucesso das teorias quânticas de campo se
tornou cada vez maior, levando a descrições extremamente precisas dos fenômenos não
gravitacionais. De outro lado a Relatividade Geral de Einstein produz resultados notáveis a
respeito da descrição dos fenômenos e é atualmente aceita como a descrição mais completa
da interação gravitacional. As dificuldades aparecem quando se busca uma quantização
da gravidade para acomodar em uma mesma descrição essas teorias de sucesso.
É essa dificuldade de formular uma teoria quântica da gravitação que leva à consi-
deração da abordagem efetiva dentro desse contexto. Se não conhecemos a teoria mais fun-
damental, talvez possamos pelo menos estimar as pequenas correções que a f́ısica quântica
incorporará na gravidade. Nesse sentido a Relatividade Geral de Einstein passa a ser
vista como uma teoria efetiva da gravidade em baixas energias, à qual novos termos que
respeitam as simetrias relevantes devem ser adicionados para levar em conta os efeitos da
f́ısica em altas energias [14, 15, 16, 17].
Aqui deve-se deixar claro que as abordagens aplicadas para derivar correções quânticas
à Relatividade Geral podem diferir entre si. Em especial, na abordagem semiclássica, como
apresentada neste trabalho, apenas os campos de matéria são quantizados e a gravitação é
considerada como um campo clássico “de fundo”. Por outro lado, há também a abordagem
efetiva de gravitação quântica na qual a métrica é quantizada, mas de tal forma que os
graus de liberdade massivos são ignorados assumindo o desacoplamento [17](veja também
[18] para uma discussão cŕıtica desta abordagem). As duas abordagens são complemen-
tares, especialmente porque a escala de energia onde os modos massivos da gravitação
tornam-se relevantes correspondem à escala de Planck, que é muito maior que as massas
de todas as part́ıculas elementares e, inclusive, maior do que a escala de teorias de grande
unificação (GUT’s). O que do ponto de vista padrão significa dizer que os efeitos da gra-
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vitação quântica devem ser importantes apenas na escala de Planck. A razão para isso é
que sem os modos massivos esses efeitos são muito fracos [17, 18]. Vale a pena mencionar
que uma parte das considerações apresentadas nesta tese [19], é motivada pelo interesse de
estudar em detalhes o desacoplamento de modos massivos em gravitação quântica efetiva.
De maneira geral a ideia que se aplica à Relatividade Geral é muito similar àquela
usada por Euler e Heisenberg em 1936 para adicionar correções quânticas às equações de
Maxwell. Para eles o campo eletromagnético era um fundo clássico e a quantização das
part́ıculas carregadas levaria, nas baixas energias, à correções nas equações que descrevem
esse fundo. Na gravitação, o fundo clássico é descrito pela Relatividade Geral de Einstein
na qual o único grau de liberdade relevante é a própria métrica gµν do espaço. Porém
acoplado a esse espaço clássico estão os campos quânticos de matéria. Então o primeiro
passo é realizar uma quantização desses campos no espaço tempo curvo, levando em conta
a covariância geral. Uma vez feito isso, o próximo passo é procurar as correções para as
equações de Einstein, que representam como os campos de matérias quânticos afetam o
fundo clássico.
A tentativa de derivar as correções quânticas para as equações clássicas da gravidade
a partir das considerações anteriores é conhecida como abordagem semiclássica [14, 15].
Nessa abordagem o termo de fonte nas equações de Einstein deixa de ser o usual tensor
energia momento e passa a ser o valor esperado desse tensor para os campos de matéria
quantizados em um espaço tempo curvo, na forma
Gµν = 8π〈Tµν〉. (1.4)
Lembrando que o valor esperado desse tensor levará em conta um esquema de renorma-
lização.
Em termos técnicos o objetivo central da abordagem semiclássica é construir um ação
efetiva do vácuo definida através da integral funcional
eiΓ[gµν ] =
∫
DΦ eiS[Φ,gµν ]. (1.5)
Vale a pena notar a semelhança dessa definição com a equação (1.3). Inclusive ressaltar
que a ação efetiva é um funcional apenas da métrica. Como deve ser esperado, Γ[gµν ] é
expressa como uma soma, na forma [14]
Γ[gµν ] = Svac + Γ̄vac, (1.6)
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onde Svac é a ação clássica do vácuo e Γ̄vac são as contribuições quânticas vindas da
integração sobre os campos de matéria.
Como não se espera que a gravidade afete de forma significativa a dinâmica dos campos
em experimentos laboratoriais, a ação efetiva se torna o principal objeto de interesse na
abordagem semiclássica, contendo as contribuições quânticas para a dinâmica da própria
gravidade. A expectativa é que essas contribuições quânticas para a ação gravitacional
clássica desempenhe um importante papel em áreas como a cosmologia e a f́ısica de buracos
negros [14, 15].
Desde os trabalhos iniciais (para referências, veja [20]) grandes avanços foram al-
cançados a partir da abordagem efetiva, o que se deve em grande parte ao desenvolvimento
do método da heat kernel por Barvinsky e Vilkovisky [21] e Avramidi [22]. Como resul-
tado desses trabalhos as expressões gerais para as não localidades no espaço curvo foram
derivadas, e permitiu o cálculo dos fatores de forma não locais a 1-loop para diferentes
campos [23, 24, 25, 26] e modelos [27].
Os avanços anteriores possibilitaram, inclusive, a confirmação do teorema do desaco-
plamento para a gravitação semiclássica até ordem quadrática na curvatura [23, 24]. Em
ordens superiores o que se espera é que o teorema permaneça válido e os graus de liberda-
des associados ao campos pesados se desacoplem no limite infravermelho (IR). Contudo, a
generalização do teorema nessa situação não é algo simples, uma vez que existem diagra-
mas com campos pesados e leves em suas linhas internas, e o teorema do desacoplamento
na sua versão original não funciona nesses casos. A pergunta que se faz, então, é: o que
acontece com a parte finita desses diagramas quando a energia dos campos nas linhas
externas do loop é muito menor que a massa do campo pesado no propagador interno? É
na busca de uma resposta para essa pergunta que nesta tese refazemos uma parte do ca-
minho seguido pela gravitação semiclássica até aqui [28], incorporando contribuições nesse
tratamento a partir de um modelo simplificado de gravitação em duas dimensões [29]. E
por fim aplicamos o método das coordenadas normais para trabalhar com loops mistos no
espaço tempo curvo [19].
Esta tese é organizada da seguinte forma. No caṕıtulo 2 apresentamos uma revisão
geral sobre QFT. Iniciamos a partir da abordagem funcional para definirmos a ação efe-
tiva (função vértice). Em seguida descrevemos os detalhes do método da regularização
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dimensional, aplicando-o a fatores de formas não locais.
Já no caṕıtulo 3, constrúımos a ação efetiva no espaço tempo curvo e apresentamos
sua solução a partir da heat kernel até ordem quadrática na curvatura, para o caso de um
campo escalar acoplado ao fundo gravitacional. As expressões derivadas dessa solução são
tratadas via regularização dimensional com uma grande riqueza de detalhes, levando expli-
citamente aos fatores de formas não locais, que aparecem na segunda ordem da expansão
nas curvaturas. Esses fatores nos permitem estudar o comportamento das expressões nos
regimes UV e IR, inclusive, neste último, verificar o teorema do desacoplamento.
No caṕıtulo 4, consideramos um modelo recente da expansão não local da heat kernel ,
no qual os fatores de formas não locais já aparecem em primeira ordem na curvatura [25].
Para testar as possibilidades advindas desse modelo consideramos por simplicidade o caso
de um espaço 2-dimensional, no qual o resultado para o limite conforme já é conhecido
ser a ação de Polyakov. Isso nos permite incorporar novos termos a essa ação através
dos fatores não locais. O modelo também nos dá a possibilidade de derivar as funções
beta para o grupo de renormalização através dos fatores de forma na primeira ordem da
expansão. Funções essas que são exploradas nos regimes de energia UV e IR. A abordagem
desse caṕıtulo não se restringe apenas ao campo escalar, sendo aplicada também para o
campos espinorial e vetoriais com e sem massa.
Por fim, no caṕıtulo 5, apresentamos um modelo de N campos escalares leves acoplados
a um campo escalar pesado e derivamos via técnica de Schwinger De-Witt as divergências
e as respectivas funções beta para o modelo. Em seguida mostramos inicialmente que
em ńıvel dos diagramas de árvore o modelo em questão é similar nas baixas energias a
uma teoria de N campos escalares com interação quártica, o que é válido inclusive no
espaço curvo. A ńıvel de 1-loop no espaço plano os diagramas mistos são derivados e a
correspondência entre a teoria fundamental, contendo os campos leves e pesados, e a teoria
efetiva de baixas energias é obtida. Resultado este que pode ser encontrado na literatura
[30]. Contudo, generalizamos esse resultado para o espaço curvo, considerando os campos
acoplados à gravidade e realizando a expansão dos propagadores via coordenadas normais.
Com essa abordagem conseguimos verificar o desacoplamento desses campos para um
campo gravitacional fraco.
CAṔITULO 2
Visão geral sobre Teoria Quântica de Campos
2.1 Funcional gerador das funções de Green
Em teoria de campos um instrumento fundamental é o funcional gerador das funções de






onde S[ϕ] é a ação clássica da teoria. Inicialmente estamos considerando ~ = 1. A partir
desse funcional as funções de Green de n-pontos são dadas como derivadas com respeito a
fonte J(x), da forma [32]










Uma desvantagem de trabalhar com o funcional Z[J ] é que para n ≥ 2 algumas funções
de Green geradas por ele podem ser escritas como combinações de funções de ordem
inferior. Uma solução para eliminar essas contribuições triviais é introduzir um novo
funcional definido a partir de Z[J ], conhecido como funcional gerador das funções de
Green conectadas, cuja definição é
Z[J ] = eiW [J ]. (2.3)
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O funcional W [J ] dá origem às funções conectadas de Green, G
(n)
c (x1, ..., xn), definidas
como








Como um exemplo do quão vantajoso é a construção do funcional W [J ], pode-se con-
siderar a função 4-pontos de uma teoria tipo λφ4. A função 4-pontos gerada a partir da
definição (2.2) pode ser escrita como
G(4)(x1, x2, x3, x4) = G
(4)
c (x1, x2, x3, x4) +G
(2)(x1, x2)G





Como pode ser notado na equação anterior, no lado direito da igualdade a única função
4-pontos relevante é a função conectada, que pode ser gerada diretamente a partir da
definição (2.4), enquanto as demais são combinações triviais da função 2-pontos.
2.2 Ação efetiva
Apesar das vantagens de se trabalhar com o funcional gerador definido em (2.4), as funções
conectadas podem ainda ser divididas em dois conjuntos de diagramas conectados. O pri-
meiro é constitúıdo por aqueles diagramas que podem ser separados em duas partes pelo
“corte”de uma única linha interna; chamados diagramas redut́ıveis. Já o segundo con-
junto, é constitúıdo por aqueles diagramas que não podem ser divididos pela interrupção
de uma linha interna. Esse último conjunto de diagrams é conhecido como one-particle
irreducible (1PI). Os 1PI desempenham um papel importante na construção de uma teoria
de perturbação, uma vez que todos os gráficos de ordem superior podem ser constrúıdos
a partir dos 1PI e do propagador livre.
Nesse sentido torna-se necessário a busca por um novo funcional gerador, a partir do
qual a funções de n-pontos, constitúıdas da soma desses 1PI, possam ser obtidas. Para
este fim, vamos primeiramente tomar a derivada do funcional W [J ] com respeito a fonte
















d4x′(L+ Jϕ)] = Φ(x|J) ≡ Φ(x). (2.7)
A variável Φ(x) é comumente chamada campo médio. Como podemos notar em (2.7), ela
é uma função de x e um funcional da fonte J .
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Vamos assumir que a relação entre J e Φ(x) possa ser invertida, de tal forma que J
possa ser expresso como um funcional do campo médio, J = J(x|Φ). Então, por uma
transformação de Legendre, podemos inserir Φ(x) como variável independente no lugar de
J e definir o novo funcional gerador [9, 31, 32]
Γ[Φ] = W [J ]−
∫
d4xJ(x)Φ(x). (2.8)
Esse funcional tem uma dependência impĺıcita de J , de forma que δΓ[Φ]/δJ(x) = 0.
Para chegar a algumas conclusões a respeito desse funcional, vamos primeiramente





















Esse resultado permite uma importante conexão com o caso de uma ação clássica da forma
S[ϕ]J = S[ϕ] +
∫
d4xϕ(x)J(x). (2.11)
Para que as equações de movimento sejam satisfeitas por essa teoria, deve-se ter
δS[ϕ]J
δϕ(x)
= 0 =⇒ δS[ϕ]
δϕ(x)
= −J(x). (2.12)
Desde que S[ϕ] é a ação para alguma teoria escalar, a comparação entre (2.12) e (2.10)
permite concluir que em uma teoria quântica campos Γ[Φ] desempenha o mesmo papel
que S[ϕ] em uma teoria clássica. Por esse motivo nos referimos ao funcional Γ[Φ] como
ação efetiva.
Podemos também retirar outra conclusão acerca desse funcional a partir de





























= δ4(x1 − x2), (2.15)
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= [G(2)c (x, x2)]
−1. (2.16)
Vamos agora definir uma nova função de n-pontos chamada função vértice, da forma








Para compreender melhor a relação dessas novas funções com as funções conectadas, vamos
avaliar Γ(3)(x1, x2, x3). Isso pode ser feito tomando a derivada funcional de (2.14) com
respeito a J . Depois de algumas manipulações matemáticas isso nos levará a














3)× Γ(3)(x′1, x′2, x′3) (2.19)
Esse último resultado mostra que a função G
(3)
c (x1, x2, x3) é constrúıda fixando-se pro-
pagadores à função vértice. Em termos dos diagramas isso pode ser representado por
G
(3)
c (x1, x2, x3) = Γ
Figura 2.1: Representação em termos dos diagramas de Feynman da função de Green de
três pontos, obtida pela fixação de três propagadores na função vértice.
Essa representação deixa claro que na situação inversa, a função vértice pode ser obtida
“cortando”os propagadores externos na função conectada. Por esse motivo Γ(n) é também
conhecida como função de Green amputada. Notemos que essa função amputada não
contém a informação de como os campos evoluem de um ponto para outro da interação, o
que dever ser feito fixando os propagadores. Esses propagadores levam em conta correções
da auto-interação, mas não contém efeitos da interação com outras part́ıculas. Então,
a f́ısica de interesse em um processo de espalhamento está contida na função vértice de
n-pontos.
Vamos procurar por uma expansão em loop desse formalismo funcional. A partir da
definição do funcional gerador da funções de Green conectadas (2.3) e da definição de Z[J ]










onde a constante de Planck é reintroduzida.
O lado esquerdo da igualdade em (2.20) pode ser reescrito invertendo-se a transformada
de Legendre em (2.8), para obter
W [J ] = Γ[Φ] +
∫
d4xΦ(x)J(x). (2.21)















Notemos que no lado esquerdo dessa igualdade aparece o campo médio Φ, enquanto que
no lado direito a integral funcional é tomada sobre o campo ϕ. Vamos então efetuar uma
mudança na variável de integração, ϕ = Φ +
√





















O funcional S[Φ +
√













4xnSn(x1, ..., xn|Φ)ϕ(x1)...ϕ(xn), (2.25)
onde Sn(x1, ..., xn|Φ) é um funcional do campo médio dado por




Vamos introduzir notações simplificadas
∫
d4x1...d
4xnSn(x1, ..., xn|Φ)ϕ(x1)...ϕ(xn) = Sn[Φ]ϕn, (2.27)
δΓ[Φ]
δΦ(x)





= ϕΓ 1[Φ]. (2.28)
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Notemos nesse resultado que a ação efetiva aparece na combinação Γ[Φ] − S[Φ] = Γ̄[Φ].







e contém todas as correções quânticas para a ação clássica S[Φ].
































Este resultado permite a construção de uma teoria perturbativa em ordens de ~. De
forma abreviada os termos dentro da exponencial no lado direito de (2.31) podem ser
interpretados como segue. O primeiro, i
2
S 2ϕ
2, define o propagador da teoria em termos
do campo médio; o segundo descreve a interação entre campos; enquanto o terceiro se
encarrega de cancelar os diagramas redut́ıveis, de tal maneira que o resultado (2.31) contém
apenas diagrama 1PI.
A expansão em potências de ~ (2.31) é conhecida como expansão em loops da ação
efetiva. Na verdade, cada termo dessa expansão contém os diagramas de Feynman com
um número espećıfico de loops .
















Tr log(S 2[Φ]). (2.33)
Assim, a ação efetiva na aproximação de 1-loop , pode ser escrita como
Γ(1)[Φ] = S[Φ] +
i
2
Tr log(S 2[Φ]). (2.34)
Em geral S 2[Φ] aparecendo nas expressões anteriores é o núcleo de algum operador
diferencial dependente do campo médio. Nesses casos, calcular a ação efetiva a 1-loop se
reduz ao problema matemático de calcular o determinante de um operador diferencial.
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2.3 Regularização dimensional e fatores de forma
As funções de Green e a ação efetiva apresentadas nas seções anteriores são avaliadas
mediante o uso de teoria perturbativa. Nesse processo nos deparamos com a avaliação dos
diagramas de Feynman, que resultam em integrais sobre o momento interno do diagrama.
Em vários casos de interesse, a potência do momento aparecendo no denominador dessas
integrais é menor que aquela no numerador. Nesses casos quando valores grandes de
momento são considerados, conhecidos como limite UV, as potências do momento no
numerador dominam e as integrais divergem.
Essa divergência das integrais no limite UV é algo comum quando se avalia as con-
tribuições relevantes nos diagramas de Feynman para a expansão perturbativa de uma
teoria. Tal comportamento reflete uma fragilidade na definição matemática das funções
de Green e nos leva à seguinte pergunta: é posśıvel extrair informação válida a partir
dessas integrais divergentes? A resposta é sim. E isso pode ser feito em dois passos. O
primeiro é implementar um processo de regularização que separa as contribuições finitas e
infinitas vindas dessas integrais. O segundo é um processo de renormalização, que consiste
na inserção de termos adicionais na lagrangiana da teoria, conhecidos como contra-termos,
que removem as divergências da teoria original e tornam finitas as contribuições da nova
lagrangiana renormalizada. Aqui vamos tratar em mais detalhes o primeiro desses passos.
O processo de regularização pode ser realizado através de diferentes esquemas como, por
exemplo, regularização dimensional, regularização “cut-off”, Paulli-Villars, regularização-
zeta, entre outros. Em especial, neste trabalho, vamos utilizar a regularização dimensional
devido à sua grande utilização e a preservação da simetria de calibre, que é uma de suas
vantagens [33].
2.3.1 A ideia geral da regularização dimensional
A motivação para o processo de regularização dimensional está em perceber que a potência
do momento no numerador das integrais depende da dimensão do espaço. Assim, uma
integral que é divergente no limite UV em quatro dimensões, pode ser finita se considerada
em um espaço de duas dimensões, por exemplo. Portanto, a ideia geral desse esquema
de regularização consiste em calcular as integrais provenientes dos diagramas de Feynman
em um espaço n-dimensional e por fim tomar o limite n→ 4 [28].
19
Os resultados obtidos por esse processo são constitúıdos por uma parte divergente,
representada por polos da forma 1
(n−4) , ligados à divergência UV. E outra parte finita,
na qual está presente um parâmetro sem significado f́ısico, conhecido como parâmetro
de regularização, que deve ser removido posteriormente para que os observáveis sejam
independentes do mesmo. Esse parâmetro não f́ısico é comum em um processo de regula-
rização, e no caso da regularização dimensional ele é caracterizado pelo desvio a partir do
valor inicial da dimensão do espaço.
Como dito anteriormente a ideia central da regularização dimensional consiste na ava-
liação das integrais em um espaço n-dimensional. Nesse contexto torna-se necessário um
estudo da dimensão dos termos na lagrangiana. Vamos tomar como exemplo uma teoria















































) = l−n, (2.37)













= l−2. Nesse caso particular g representa o termo




= l−1 para qualquer




= ln−4 = m4−n. Isso nos
mostra que em quatro dimensões a constante de acoplamento da teoria λϕ4 é adimensional.
A dimensão da constante de acoplamento e a renormalizabilidade de uma teoria estão
intimamente ligadas. Se a dimensão de λ é uma potência positiva ou nula de massa a teoria
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é renormalizável, possuindo um número finito de divergências. Dessa maneira torna-se
interessante manter a dimensão da constante de acoplamento quando se considera a teoria
em um espaço de n dimensões. Para essa finalidade introduzimos um parâmetro arbitrário
com dimensão de massa, µ, e fazemos a seguinte substituição, no caso da teoria λϕ4,
λ→ λµ4−n. (2.39)
Como pode ser notado, essa substituição mantém λ com a mesma dimensão do caso
quadridimensional. Mais adiante ficará claro que a massa arbitrária introduzida aqui, µ, é o




Considere duas regiões D1 eD2 no plano complexo. O teorema da continuação anaĺıtica
nos diz que, em alguns casos, pode-se estender a função anaĺıtica de algum conjunto de
pontos para uma região maior, unicamente.
Considere as duas funções F1(z) e F2(z), definidas e anaĺıticas em D1 e D2, corres-
pondentemente. Suponha que D1 ∩ D2 = D. Além disso, assumimos que F1(z) = F2(z)
em um conjunto que pertence a D e tem pelo menos um ponto de acumulação. Então,
F1(z) = F2(z) no total D.
Nossa estratégia será definir tal continuação para as integrais mal definidas (em assi-










Assumimos que essa integral seja definida no espaço quadridimensional euclidiano, mas
nosso propósito é fazer uma continuação da dimensão quatro para uma dimensão complexa
2ω, I4 → I2ω, de modo que I2ω é anaĺıtica no plano complexo, exceto no máximo número




2− ω termo do polo
)
+ termos finitos + termos ∼ O(2− ω) .


















Para um natural 2ω = 1, 2, 3, 4, . . . , essa integral pode ser facilmente derivada. Para
valores complexos de ω, a Eq. (2.41) deve ser vista como uma definição ou como uma
continuação anaĺıtica. Pode-se ver a revisão padrão [33] para uma explicação detalhada
do procedimento de continuação 4→ n→ 2ω.



























Efetuando uma mudança na ordem de integração, notamos que a integral sobre k é da






























Essa representação é muito usual nos casos de interesse.
3. Propriedades da função gamma.





As principais propriedades que nos interessam são





















z(z + 1) · · · (z + n) . (2.46)
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Da última representação segue diretamente que Γ(z) tem polos simples no zero e nos
inteiros negativos, z = 0,−1,−2, . . . , e em nenhum outro lugar. Outra representação, na
qual esse fato pode ser visto explicitamente, é a expansão da fração parcial de Weirstrass










Está claro que Γ(z) é anaĺıtica em todo lugar exceto em z = 0,−1,−2, . . . .
Uma maneira de representar Γ(1− ω) pode ser obtida a partir de
Γ(2− ω) = (1− ω)Γ(1− ω), (2.48)
e da equação (2.46)
Γ(2− ω) = lim
n→∞
Jω, onde Jω =
n! n2−ω
(2− ω)(3− ω) · · · (n+ 2− ω) . (2.49)
A expressão sob o limite pode ser transformada como
Jω =
n! e(2−ω) lnn
(2− ω)(1 + 2− ω)(2 + 2− ω) · · · (n+ 2− ω) .
Obviamente, a parte divergente de Jω, no limite ω → 2, é
J (div)ω =
n! · 1
(2− ω) · 1 · 2 · · ·n =
1
2− ω .














2− ω + lnn+O(2− ω) ,
1
k − ω =
1
k − 2 + (2− ω) =
1




































cujo resultado é γ = 0, 57721 . . . (constante de Euler-Mascheroni, ou simplesmente cons-
tante de Euler).
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Apesar de que devemos mantê-la, a contribuição finita não tem muita importância,
porque é suprimida por um termo infinito 1





(4π)2(n− 4) , n− 4 = −2(2− ω) .








2− ω − γ +O(2− ω) , (2.52)
Γ(1− ω) = Γ(2− ω)
1− ω =
Γ(2− ω)
−1 + (2− ω) = −
1







+O(2− ω) . (2.54)
4. Volume da esfera.
Por fim vamos calcular o raio da esfera m-dimensional, cujo raio é
R = (x21 + x
2
2 + · · ·+ x2m)1/2.
A partir de argumentos dimensionais o volume dessa esfera pode se escrito como
Vm = CmR
m, (2.55)





























Por outro lado temos que dVm = mCmR
























































































Este resultado é válido para m natural e também pode ser continuado para dimensões
complexas 2ω.
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2.3.3 Caso mais simples da integral de loop
Vamos agora realizar a regularização de algumas integrais de loop . Para isso vamos efetuar
a seguinte continuação




· · · , (2.59)
de forma que I2ω é definida em todo o plano complexo, exceto em alguns pontos, dentre
eles ω = 2. Em geral temos
I2ω = (polo em ω = 2) + termos finitos.














Essa ação pode ser escrita no espaço euclidiano através da mudança de variável z0 = −iz4.
De tal forma que
d4z = dz0d3z = −idz4d3z = −id4zE
e (∂ϕ)2 = (∂0ϕ)
2 − (∂ϕ)2 = −(∂ϕ)2E . (2.61)















Vamos considerar como primeiro exemplo a correção para a função 2-pontos dessa















A t́ıtulo de comparação, vamos considerar primeiramente uma regularização cut-off














































A regularização dimensional desse diagrama não exibe a mesma simplicidade. Iniciemos
com

































dt tx−1(1 + t)−x−y. (2.67)




m2ωtω−1dt, p2 +m2 = m2(1 + t).





















onde temos identificado x− 1 = ω − 1 e −x− y = −1, como os argumentos de (2.67).
















2− ω + γ − 1
)
. (2.69)
Nesse resultado, µ é o parâmetro de renormalização com dimensão de massa , [µ] = [m],














+ · · · , (2.70)













































O comparação entre (2.72) e (2.64) mostra que as divergências quadráticas O(Ω2) da
regularização cut-off não aparecem na regularização dimensional. Contudo, observa-se
uma relação direta entre o termo logaŕıtmico ln Ω
m
e o termo 1
ε








a qual permanece válida para todos os diagramas com divergência logaŕıtmica. Esse é
apenas um caso particular de uma regra geral. Os termos logaŕıtmicos que são relevantes
serão os mesmos em todos os esquemas de regularização [34].
É importante ressaltar que o resultado (2.72) não depende do momento externo, e
portanto não contribui para a parte não local. No que segue vamos considerar um caso
onde essa dependência existe.
2.3.4 Divergências UV e fator de forma não local









(p2 +m2)[(p− k)2 +m2] . (2.74)
Primeiramente vamos considerar as divergências de (2.74) a partir de uma regularização

























Em quatro dimensões d4p = π2p2dp2 e pode ser notado que a primeira integral diverge de




















+ (termos finitos). (2.76)
Vamos agora proceder com a regularização dimensional do diagrama considerado. Para






(p2 +m2)[(p− k)2 +m2] . (2.77)
Está claro que para ω = 2 a integral I2ω coincide com I4. Além disso, I2ω é anaĺıtica sobre
um plano complexo na vizinhança de ω = 2, onde ela possui um polo.







[aα + b(1− α)]2 , (2.78)









[(p− αk)2 + a2]2 , (2.79)
onde a2 = m2 + α(1− α)k2.












Como pode ser visto a integral (2.80) não depende do ângulo. Isso nos permite usar os
mesmos passos que nos levaram de (2.65) a (2.66). Após efetuarmos a mudança de variável

















a2ω−4 tω−1(1 + t)−2. (2.81)
































m2 + α(1− α)k2
]ω−2






1− (2− ω) ln {1 + α(1− α)τ} + O(ω − 2)2
]
. (2.83)


















2− ω − γ −
∫ 1
0
dα ln {1 + α(1− α)τ}
]
. (2.84)
Nessa última fórmula o primeiro termo é a divergência e a integral sobre α representa





























A integral em (2.84) pode ser realizada para obtermos
∫ 1
0


















































Por fim, vamos explorar o fator de forma Y em seus dois extremos, que são os limites
de altas e baixas energias, dados por
1) UV, k2 ≫ m2, que implica τ ≫ 1,
2) IR, k2 ≪ m2, que implica τ ≪ 1. (2.89)


















tal que a ≈ 2− 4m2
k2
. Temos assim, 2 + a ≈ 4− 4m2
k2
e 2− a ≈ 4m2
k2
, de tal forma que
































A importância do resultado anterior reside em nos permitir chegar a duas conclusões.
Em primeiro lugar, podemos notar que o limite de k2 muito grande significa também µ2
muito grande, e vice-versa. Isso evidencia que para conhecer o comportamento do sistema
quântico em altas energias, dado pelo limie UV, é suficiente estabelecer o limite de µ muito
grande via um esquema de renormalização por subtrações mı́nimas (MS). Vale lembrar
que a maneira de explorar esse limite via grupo de renormalização é conhecida, inclusive
no espaço tempo curvo [32, 35, 36].
Em segundo lugar (2.91) nos mostra que é posśıvel restaurar o limite de µ2 muito grande
a partir do coeficiente do termo divergente com o fator 1
ε
. Por outro lado também há uma
correspondência com o limite de Ω2 muito grande em (2.76). Em suma, podemos dizer
que o limite de UV é muito bem controlado pelas principais divergências logaŕıtmicas,
que podem ser derivadas facilmente pelo método da heat kernel , mesmo sem o uso de
diagramas de Feynman.





e assim a ∼ k
m
. Como uma consequência disso,
ln
2 + a































Como pode ser visto, em ordem zero o fator de forma não local desaparece no limite IR.





e a divergência 1
ε
, ou lnΩ. As
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próximas ordens na expansão são










+ · · · . (2.93)
O primeiro termo é a evidência de que o desacoplamento é quadrático nesse caso. No
geral, essa dependência quadrática ocorre em todos os casos que se pode checar. Como
pode ser notado, no limite IR as divergências e a dependência do momento não estão
correlacionadas. Esse comportamento é conhecido como desacoplamento e foi descoberto
na QED em 1975 por Appelquist e Corrazzone [4].
Por fim, como pode ser visto, no diagrama em (2.72) não há fator de forma não
local. Neste caso podemos pensar que a divergência no limite UV é artificial, o que não é
exatamente correto, porque no geral o fator de forma logaŕıtmico corresponde a uma soma
sobre todas as contribuições divergentes, inclusive aquelas vindas de diagramas como o
que está em (2.72). Esse tipo de argumento é necessário para o cálculo correto no espaço
tempo curvo [23], desde que apenas levando em conta esse tipo de contribuição é posśıvel
estabelecer a relação correta entre os logaritmos do momento no limite UV e a dependência
de µ. Isso pode ser melhor entendido olhando para o resultado (2.72) e notando que a
dependência em µ aparece junta, e não separada, do termo divergente.
CAṔITULO 3
Ação efetiva a 1-loop e fatores de forma não locais no espaço curvo
3.1 Ação efetiva no espaço tempo curvo
Como vimos na seção 2.1 o funcional gerador das funções de Green é o objeto central
da construção de uma teoria quântica de campos. É ele que vai nos permitir explorar a
teoria de perturbação para campos interagentes. Para o caso de uma teoria semiclássica
no espaço tempo curvo vamos iniciar a construção desse funcional a partir da versão mais
completa da teoria dada pela ação [37]
S[g,Φ] = Sg[g] + Sm[Φ, g], (3.1)
que descreve os campos de matéria Φ acoplados ao campo gravitacional quântico. O
primeiro termo no lado direito da igualdade em (3.1) é a ação que descreve apenas o
campo gravitacional, enquanto Sm[Φ, g] é a ação para os campos de matéria no espaço
tempo curvo com métrica gµν . Mesmo para os casos em que a teoria descrita pela ação
(3.1) apresente simetria de calibre, a quantização pode ser realizada e o funcional gerador












Nesse funcional, I é a fonte para a métrica quântica gµν e J é a fonte para o campo





que leva em conta a soma sobre todos os ı́ndices e a integração covariante sobre a variáveis
cont́ınuas do espaço tempo. Os elementos de integração funcional Dg e DΦ levam em














Dg eigI Z[J, gµν ], (3.5)
na qual é posśıvel perceber que









Nesse último funcional temos renomeado Sg[g] como Svac[g] e também é posśıvel notar que









O funcional em (3.6) é o funcional gerador das funções de Green para os campos de matéria
no espaço tempo curvo, que não leva em conta a integração funcional sobre a métrica. Ele
representa o objeto central para o desenvolvimento de uma gravidade semiclássica.
Como pode ser notado, o funcional em (3.6) depende da fonte J para os campos de
matéria e da métrica gµν , que entra como um parâmetro externo. A ação que aparece
nesse funcional é composta por duas partes
S[Φ, gµν ] = Svac[g] + Sm[Φ, g], (3.8)
onde Svac[g] é a ação para o vácuo clássico, dependente apenas da métrica. Enquanto
Sm[Φ, g] é ação para os campos de matéria, que supostamente desaparece quando os mes-
mos não estão presentes. Essa divisão da ação em duas partes nos permite retirar a parte
do vácuo de dentro da integral funcional, e reescrever (3.6) na forma





DΦ eiSm[Φ,gµν ]+iΦJ . (3.9)
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A partir daqui seguimos da mesma maneira que fizemos no espaço plano. Primeira-
mente definimos o funcional gerador para as funções de Green conectadas na presença de
um campo gravitacional externo,
eiW [J,gµν ] = Z[J, gµν ]. (3.10)
Lembrando que tanto as funções de Green G(n)(x1, ..., xn), como as funções de Green
conectadas G
(n)
c (x1, ..., xn), são definidas da mesma maneira que no caso do espaço plano;
através das derivadas










G(n)c (x1, ..., xn) =
δn
iδJ(x1)...iδJ(xn)






Está claro que essas funções dependem da métrica, que entra na integral funcional como
um parâmetro externo e não como uma quantidade quantizada.
Da mesma maneira que fizemos na seção 2.2, vamos construir uma ação efetiva no





δW [J, gµν ]
iδJ(x)
. (3.13)
Em seguida temos que assumir que essa relação possa ser invertida para encontrarmos
J = J(Φ̄, gµν). Por fim introduzimos a ação efetiva como um funcional do campo médio e
da métrica,
Γ[Φ̄, gµν ] =W [J, gµν ]− JΦ̄. (3.14)
Lembrando que apesar das relações apresentadas na seção 2.2 serem preservadas, as
operações aqui devem ser covariantes do ponto de vista do espaço tempo curvo.
As semelhanças com o caso do espaço plano permanecem para a expansão em loops e,
em particular, podemos escrever a ação efetiva como uma soma da ação clássica e a
expansão em loops ,







Em especial, a correção a 1-loop no espaço tempo curvo é dada por






onde S2[Φ̄] é a forma bilinear da ação clássica tomada em Φ̄ = Φ, e os sinais + e −
correspondem aos casos de bósons e férmions, respectivamente.
Um fato importante a respeito da ação efetiva definida em (3.14), é que essa ação possui
uma parte que depende apenas da métrica externa gµν , conhecida como ação efetiva do
vácuo. Essa ação não leva em conta os campos de matéria e para modelos mais simples
(sem quebra espontânea de simetria ou parte induzida) pode ser constrúıda como parte
de (3.14), ou pela eliminação da fonte para os campos de matéria em (3.6) como segue,






DΦ eiSm[Φ,gµν ]. (3.17)
Nesta expressão Γvac[gµν ] é a ação efetiva do vácuo.
A partir de (3.17) é posśıvel justificar a condição gµν = ηµν na definição do fator de
normalização em (3.7). Sem essa condição a ação efetiva do vácuo seria cancelada. O que
significa em última análise, que as correções quânticas para a ação clássica da gravidade
seriam perdidas.
A expressão (3.17) nos permite escrever Γvac[gµν ] como uma soma da ação clássica e
as correções quânticas
Γvac[gµν ] = Svac + Γ̄vac, (3.18)
onde Γ̄vac vem da integração sobre os campos de matéria Φ. Vamos notar que a importância
de Γvac reside no fato de que as demais correções quânticas estão relacionadas aos efeitos da
gravidade sobre a dinâmica e a interação dos campos de matéria. No entanto, não espera-
se que esses efeitos sejam importantes para experimentos laboratoriais em aceleradores,
por exemplo. Dessa forma a ação efetiva do vácuo Γvac é o objeto de estudo de nosso
interesse contendo as contribuições quânticas para a dinâmica da própria gravidade.
3.2 Solução da heat kernel
O principal método para calcular as correções de loop quântico em Teoria Quântica de
Campos, é baseado na integração dos diagramas de Feynman na representação dos mo-
mentos. Ao mesmo tempo, para trabalhar no espaço curvo (espaço tempo), é preciso ir
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além dessa técnica, pois a transformação global de Fourier no espaço curvo é imposśıvel.
Como solução para isso existem três abordagens principais diferentes para cálculos no
espaço curvo. A primeira é baseada na expansão da métrica externa sobre um espaço
de fundo plano gµν = ηµν + hµν e realização dos cálculos no espaço plano, tratando hµν
como um campo externo no espaço plano. A covariância e a localidade das divergências
tornam tal abordagem posśıvel e, em muitos casos, útil [38, 39]. O que também se aplica
à derivação da parte não local finita dos diagramas [23, 25].
Outra abordagem para os cálculos no espaço curvo é baseada no uso de coordenadas
normais e representação local do momento [40]. Uma das vantagens desse método é uma
covariância expĺıcita. Em alguns casos ele fornece benef́ıcios técnicos valiosos, por exemplo,
para derivar o potencial efetivo nos esquemas de renormalização dependentes de massa
[41, 42]. Ao mesmo tempo, uma vez que a representação local do momento é essencialmente
baseada na expansão na vizinhança de um único ponto do espaço tempo, esse método não
é adequado para as contribuições não locais.
Finalmente, a técnica de Schwinger-De Witt [43, 44] é a maneira mais eficiente de deri-
var as divergências de 1-loop em um espaço de fundo curvo. Cerca de 25 anos atrás, houve
um progresso significativo no desenvolvimento dos métodos da heat kernel por Avramidi
[22], Barvinsky e Vilkovisky [21]. Como resultado, as expressões gerais para as não locali-
dades no espaço curvo foram derivadas, e isso abriu o caminho para o cálculo dos fatores
de forma não locais a 1-loop para diferentes campos [23, 24, 25, 26] e modelos (ver, por
exemplo, [27]).
Do ponto de vista das aplicações f́ısicas, as semelhanças e principais diferenças entre a
técnica padrão de Schwinger-De Witt e os novos métodos da heat kernel são as seguintes.
Em ambos os casos, trata-se dos primeiros termos na expansão da ação efetiva covariante
em “curvaturas”. No caso da gravidade, devido à covariância, essa expansão tem a forma
de uma série de potências no tensor de curvatura e suas contrações (curvaturas). Além
disso, para o operador da forma padrão,
Ĥ = 1̂ + 2ĥα∇α + Π̂, (3.19)
as expressões tais como,
P̂ = Π̂ + 1̂
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1̂ + ∇βĥα − ∇αĥβ + ĥβĥα − ĥαĥβ , (3.21)
também são inclúıdas na lista de curvaturas.
Muitas aplicações f́ısicas são baseadas em termos que são quadráticos e no máximo
cúbicos em curvaturas. A principal diferença é que a técnica padrão de Schwinger-De
Witt lida com o limite de altas energias (ou seja, está relacionado ao limite s → 0 na
representação do tempo próprio). Os termos correspondentes são divergentes no regime
UV e, portanto, locais. Como resultado, eles geralmente são irrelevantes no limite IR.
Claro, para campos sem massa, há uma certa dualidade entre UV e IR. Portanto, pode-se
sempre restaurar a parte mais importante dos termos não locais, relevantes no regime IR,
por exemplo, integrando a anomalia conforme [23]. Porém, no caso do campo massivo
tal integração não pode ser utilizada ou possui um sentido f́ısico muito restrito [45, 46],
devido ao desacoplamento IR na gravidade. Em geral, o desacoplamento é importante,
pois permite separar os graus de liberdade relevantes e irrelevantes em baixas energias
(no IR) e, portanto, representa um dos principais ingredientes da abordagem de teoria de
campo efetiva.
Pelo menos um dos primeiros trabalhos sobre o desacoplamento gravitacional foi [39],
onde mostrou-se que nos limites k2 ≪ m2 e |R...| ≪ m2, a expressão para 〈Tµν〉 renor-
malizado de um campo escalar massivo no espaço tempo curvo torna-se local. Os termos
correspondentes têm dependência de massa ∼ m−2 e nenhuma dependência de µ, uma vez
que não há relação direta com as divergências UV. As expressões expĺıcitas para os fatores
de forma não locais permitem explorar os detalhes do limite IR para os campos massivos
e, portanto, pode-se observar e explorar um fenômeno como o desacoplamento nas baixas
energias.
A seguir, apresentamos os detalhes da derivação dos fatores de forma gravitacionais, que
levam ao análogo gravitacional do teorema do desacoplamento de Appelquist e Carazzone
[4]. Para esse fim, consideramos em detalhes a derivação dos fatores de forma usando a
solução da heat kernel dada em [21].
A contribuição a 1-loop para a ação efetiva euclidiana de um campo massivo é definida
como o traço do limite de coincidência do logaritmo do determinante da forma bilinear da
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Esta fórmula é valida para campos de bósons no espaço tempo euclidiano, enquanto que
para férmions o sinal geral da equação (3.22) é modificado. K(s) é a heat kernel da forma















+ 1̂Rf2(τ)R + P̂ f3(τ)R + P̂ f4(τ)P̂ + R̂µνf5(τ)R̂µν
]}
.
Nessa expressão τ = −s e usamos a notação R̂µν = [∇µ,∇ν] de [44]. Vamos notar
que usamos  = gµν∇µ∇ν mesmo no espaço euclidiano. Na equação (3.23) os termos
entre chaves são matrizes nos espaço dos campos (escalar, vetor ou férmion). O termo de
ordem zero, proporcional a tr 1̂ , corresponde às divergências quárticas, ou ao coeficiente
a0 na expansão de Schwinger-DeWitt [28]. O termo com s tr P̂ corresponde às divergências
quadráticas, ou ao coeficiente a1, e todo o restante corresponde à divergências logaŕıtmicas
e está relacionado ao coeficiente a2, mais termos finitos. Os termos de terceira ordem e de
ordens superiores nas curvaturas são omitidos nessa fórmula.
Como já mencionamos ao tratar da abordagem baseada em diagramas, os termos a0 e
a1 podem ser eliminados pela escolha do esquema de regularização. Na verdade, existem
termos de superf́ıcie finitos e não locais relacionados a a1 que são independentes do esquema
de regularização. Termos desse tipo vão aparecer na expansão da heat kernel que usaremos
no Cap. 4 e também nos trabalhos [25, 26]. Por enquanto nosso foco principal está sobre
a parte correspondente a a2 e termos relacionados. As funções f1...5 têm a forma [21]
f1(τ) =




























dα e−α(1−α)τ e τ = −s . (3.25)
A diante vamos descrever a derivação da integral (3.22) para o caso particular de um
campo escalar massivo.
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3.3 Fatores de forma para o campo escalar massivo





















R e R̂αβ = 0 . (3.27)
No caso sob consideração 1̂ = 1 e vale notar que m2 não está inclúıdo em P̂ como acontece
com P̂ em (3.20).
Em acordo com (3.22) e (3.23), a parte bilinear na curvatura da ação efetiva pode ser

















1 + sP̂ + s2
[
Rµνf1(−s∇2)Rµν




A seguir vamos computar essas integrais do tempo próprio na Eq. (3.28).
3.3.1 Termo de ordem zero
Começando pelo caso mais simples, consideremos em (3.28) o termo que corresponde ao
























































































Para chegarmos ao resultado anterior usamos as relações (2.54) e (2.70) apresentadas






























Podemos observar que essa expressão consiste da divergência UV, devido ao termo lnµ
contido em 1/εω,µ , e do termo constante, o qual é irrelevante, visto que ele pode ser
absorvido em 1/εω,µ por uma mudança do parâmetro µ. Podemos notar também, que na
expressão (3.33) não existe fator de forma não local. Isso é um resultado natural desde
que o fator de forma é constrúıdo a partir de , que dá zero quando atua sobre m4.
3.3.2 Termo de primeira ordem


































































g m2R . (3.34)
Onde usamos a expansão (2.70), a definição (3.32) e a relação






Assim, sem levar em conta termos de superf́ıcie [26], a ação efetiva é local e a de-
pendência logaŕıtmica do parâmetro de renormalização µ é completamente controlada pelo
polo 1
2−ω . Os resultados (3.33) e (3.34) nos permitem construir as equações do grupo de
renormalização baseado no esquema de subtrações mı́nimas para a constante cosmológica
e a para a constante de Newton. No entanto eles não nos fornecem os termos não locais
contidos no grupo de renormalização.
40
3.3.3 Termos de segunda ordem
Nesta seção vamos calcular os termos de segunda ordem, um por um, para encontrar os
coeficientes l∗1...5 e l1...5 que definem os fatores de forma finais dos termos Rµν ·Rµν e R ·R.
A partir desses coeficientes a expressão geral em segunda ordem na curvatura pode ser
escrita de maneira condensada, na forma
Γ̄
(1)





































































































Onde usamos uma notação condensada ξ̃ = ξ − 1/6.
Nesse momento é oportuno introduzir um conjunto de coeficientes definidos a partir
dos termos que acompanham as combinações de f(τ) e 1/τ na expressão anterior, como
segue
l∗1 = 0, l
∗
2 = 0, l
∗



















ξ̃ , l3 = −
1
8
























































































Uma observação relevante aqui é que todas as caracteŕısticas individuais da teoria
em questão (como a teoria escalar aqui estudada) estão contidas nos coeficientes (3.38).
Enquanto as integrais (3.39) são universais no sentido de que elas são as mesmas para
qualquer teoria que nos forneça um operador da forma (3.19), pelo menos para ĥα = 0.
Assim, a computação do mesmo conjunto de integrais (3.39) nos permite derivar os fatores
de forma para muitos casos de interesse.
Por meio das novas notações introduzidas em (3.38) e (3.39), a parte de segunda ordem






















µν +R lkMk R
}
. (3.41)
Vamos agora calcular as integrais em (3.39). Para este fim vamos fazer uso da expansão
(2.70) e das fórmulas (2.52), (2.54) para a função gama. Levando essas fórmulas em conta,













































≥ 0 , e também a2 ≤ 4 . (3.45)
Podemos assumir, pela definição anterior, que a vai de a = 0 no regime IR a a = 2 no
regime UV.
Além disso, precisamos do resultado para a seguinte integral



















que é a mesma integral Y aparecendo na Eq. (2.86) no espaço das coordenadas.
Feitas as definições anteriores, a três primeiras integrais que restam podem ser calcu-

































































































































































































µν + RMR2 R
}
. (3.53)
Notemos que existe um terceiro termo relacionado com o quadrado do tensor de Ri-
emann. No entanto para qualquer inteiro N podemos provar, utilizando a identidade de
Bianchi e a integração parcial, que (veja por exemplo [47])
E4,N = Rµναβ
NRµναβ − 4RµνNRµν +RNR = O(R3...) + derivadas totais. (3.54)
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Isso significa que na aproximação bilinear na curvatura, tal como discutimos aqui, podemos
usar a fórmula de redução relacionada com o termo de Gauss-Bonnet
Rµναβ f()R
µναβ = 4Rµν f()R
µν − Rf()R . (3.55)
Como um resultado, na aproximação quadrática em curvatura, não existe maneira de per-
ceber as não localidades associadas à combinação de Gauss-Bonnet. Como consequência
disso podemos usar como base os termos R2µν e R
2, ou alguma outra base equivalente. Para
várias aplicações uma base usual é o quadrado do tensor de Weyl, em vez do quadrado do
tensor de Ricci. A mudança entre essas bases pode ser feita através das fórmulas
C2 = R2µναβ − 2R2µν +
1
3
R2 = E4 + 2W, (3.56)





Agora, introduzindo os fatores de forma kW e kR,




































































































Vamos fazer algumas observações a respeito do resultado final para a ação efetiva
do vácuo para o campo escalar (3.60), com os fatores de forma (3.58) e (3.59). Em
primeiro lugar, deve-se ressaltar que essa ação é essencialmente não local no setor de altas
derivadas. O resultado é exato nas derivadas do tensor de curvatura, mas é apenas de
segunda ordem nas próprias curvaturas. Por outro lado, os termos de derivadas inferiores,
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ou seja, correções quânticas à constante cosmológica e ao termo linear em curvatura, não
têm partes não locais.
As não localidades derivadas a partir da heat kernel e dos diagramas de Feynman em
regularização são as mesmas. Isso é confirmado pela correspondência entre Y eA em nossas
duas considerações, e também pelos resultados originais de [23] e [25] para os fatores de
forma gravitacionais.
Para o limite sem massa (ou UV, para campo massivo), assumimos −/m2 ≫ 1, no
mesmo sentido de k2/m2 ≫ 1 para o momento euclidiano k. Em seguida os fatores de
forma kW e kR podem ser constrúıdos seguindo o método da Eq. (2.91). De acordo com




















+ termos constantes e negligenciáveis. (3.62)
Essas relações mostram que no limite UV pode-se restaurar os termos não locais a partir
das divergências logaŕıtmicas. Por outro lado, para modelos massivos fora do limite UV,
os termos não locais possuem estrutura complexa e não existe maneira de restaurá-los a
partir das divergências.
Podemos dizer que as divergências logaŕıtmicas no regime UV controlam o esquema
de subtração mı́nima baseado no grupo de renormalização, coberto pela dependência em
µ, e também concorda com o comportamento f́ısico da teoria no regime UV, que significa
a dependência logaŕıtmica do momento p no limite quando (p/m) → ∞. A observação
final sobre o fator de forma (3.58) é que a expressão (3.61) nos permite encontrar a parte
quadrática no tensor de Weyl da anomalia conforme no limite sem massa. Para esse fim
temos que usar a parametrização conforme da métrica gµν = g
′







Agora, derivando a anomalia pela prescrição




= − 1√−ḡ e









podemos recuperar a partir de (3.63) a parte dependente de C2 da anomalia com o correto
coeficiente, idêntico ao da divergência correspondente [14].
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Vamos fazer mais uma observação a respeito do fator de forma para o termo quadrático
no tensor de Weyl. Os cálculos acima foram feitos na assinatura euclidiana da métrica.
No entanto, se realizássemos a derivação dos resultados na assinatura de Minkowski e
com a prescrição  = E →  + iε, o fator de forma UV (3.61) ganharia uma adição
imaginária. O termo imaginário é conhecido por descrever a criação de part́ıculas sem
massa pelo campo gravitacional, como discutido na ref. [48] ( veja também [49] para mais
detalhes). Esse resultado mostra a relação entre a anomalia conforme e a taxa de criação de
part́ıculas, que é (na primeira aproximação) proporcional aos termos de Weyl ao quadrado
e R ao quadrado, na ação efetiva não local. Seria interessante estender esse resultado para
a criação de part́ıculas massivas no Universo inicial usando o análogo pseudoeuclidiano
dos fatores de forma ((3.58) e (3.59), que também pode ser facilmente generalizado para
os férmions e vetores massivos [24] . Deixamos esta investigação para um posśıvel trabalho
futuro.
A derivação semelhante para a parte de Gauss-Bonnet da anomalia é imposśıvel, exa-
tamente porque o fator de forma correspondente é de terceira ordem em curvatura e,
portanto, está além do escopo da presente consideração. O cálculo desse termo na teoria
estritamente sem massa foi feito em [50] e [51]. Ao mesmo tempo, os fatores de forma são
muito úteis para entender melhor o problema da ambiguidade da anomalia conforme, rela-
cionada ao termo R2 local na ação induzida pela anomalia e ao termo R na divergência de
UV [52]. Em particular, usando a regularização covariante de Pauli-Villars pode-se mos-
trar que esta ambiguidade aparece não apenas na regularização dimensional [53, 54], mas
também em outras regularizações. Além disso, se o limite conforme é alcançado tomando
o limite sem massa ( ξ → 1/6 e m→ 0) no modelo não conforme, o termo R2 permanece
não local até que o limite seja obtido e, então, não há descontinuidade ou ambiguidade no
resultado induzido pela anomalia para a contribuição do loop .
No limite IR, quando k2 ≪ m2, podemos observar uma situação muito diferente. A
comportamento assintótico de A e kW neste caso é da forma
























Podemos ver que não há running logaŕıtmico no regime IR e, portanto, não há relação
direta entre a dependência de momentos e µ nessa região. Este é o desacoplamento gra-
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vitacional, que também pode ser visto nas funções β [23]. Em outras palavras, no regime
IR, os termos não locais desaparecem, enquanto as divergências permanecem as mesmas.
Assim, vemos que as divergências logaŕıtmicas fornecem pistas importantes do comporta-
mento da teoria no regime UV, mas no regime IR elas não trazem nenhuma informação.
CAṔITULO 4
Fatores de formas em 2D
A seguir vamos considerar as contribuições quânticas advindas dos loops dos campos de
matéria para um modelo mais simples de gravidade em 2D. Uma caracteŕıstica particu-
lar das contribuições gravitacionais dos campos de matéria nesse modelo é que aquelas
oriundas dos campos conformes sem massa são conhecidas a partir da integração do traço
da anomalia [55, 56], sendo a ação covariante não local de Polyakov [57]. Nesse sentido,
a integração dos campos não conformes e, em particular, massivos, dá uma nova pers-
pectiva para esses resultados clássicos sobre a anomalia [54]. Ao mesmo tempo em que
complementa a derivação da ação de Polyakov via método do grupo de renormalização
funcional[58], que efetivamente trata todos os campos como massivos por meio do uso de
um termo regulador.
A seguir vamos apresentar a derivação dos fatores de forma não locais no setor do vácuo
gravitacional dos campos de matéria com massa em 2D. Embora exista uma simplicidade
maior em comparação com a derivação desses fatores de forma para o vácuo em 4D, vere-
mos que os resultados em duas dimensões são interessantes. Eles nos permitem explorar
questões gerais como a relação entre o limite de massa nula e a ação efetiva induzida por
anomalia no regime de altas energias UV, além do desacoplamento dos graus de liberdade
massivos no outro extremo da escala de energia, dada pelo limite IR.
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4.1 Ação efetiva em 2D
Em duas dimensões os tensores de Riemann e Ricci podem ser expressos em termos do












Como consequência o tensor de Einstein é identicamente zero, o que significa que a parte
clássica da ação que leva às equações de Einstein para o tensor métrico é nula. Além disso,
há menos divergências em duas dimensões. Esses aspectos fazem o modelo de gravidade
em 2D mais simples de ser explorado, em comparação com o caso 4D [59, 60], e produzem
resultados compat́ıveis com aqueles da teoria de campos conforme [61, 62]. Lembrando
que todos esses trabalhos foram desenvolvidos para a quantização de uma ação não local
de Polyakov ou suas equivalentes.
Vamos agora considerar uma abordagem semiclássica, na qual apenas os campos de
matéria são quantizados de forma que seus efeitos quânticos produzem a ação efetiva para
a métrica. No limite UV tal ação efetiva pode ser calculada através da integração da
anomalia conforme [63]. Contudo, para descrever os fenômenos em diferentes escalas de
energias é necessário levar em conta a massa dos campos quânticos. Consideremos um












na qual O é um operador diferencial covariante de segunda ordem, conhecido como um
operador do tipo Laplace.
Podemos usar a expansão da heat kernel para computar a ação efetiva para o vácuo a










Na qual introduzimos a solução da heat kernel H(s), que formalmente é um bi-escalar
H(s) = H(s; x, x′) cuja forma expĺıcita é mostrada na Sec. 4.1.1, seguindo os passos em
[25, 21]. Na expressão (4.3) o traço funcional leva em conta o limite de coincidência x′ → x




g. Além disso, o parâmetro s é dual a uma
escala de energia, de maneira que a integral sobre s estende-se do regime UV em s = 0
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ao regime IR em s = ∞. Enquanto o limite IR converge devido à presença da massa
m2 > 0, o limite UV possivelmente vai requerer uma regularização, o que induzirá um
running nos acoplamentos gravitacionais para a ação efetiva Γ[g] através do processo de
renormalização.
De fato, além de uma parte finita não local, a ação efetiva incluirá divergências. Na











+ finite . (4.4)
A partir da forma da expansão da heat kernel e considerando apenas os limites assintóticos
de s pequeno, observamos que para D = 2 − ǫ as potências divergências podem aparecer
como polos 1/ǫ até a primeira ordem na expansão em curvatura, quando n = D/2 − 1.
Por outro lado, se D = 4 − ǫ as divergências poderiam aparecer até a segunda ordem na
expansão de curvatura quando n = D/2− 2.
Com a finalidade de cancelar as divergências é necessário introduzir os chamados
contra-termos ∆S[g;µ] e então a ação efetiva a 1-loop renormalizada torna-se
Γren[g] = Γ[g] + ∆S[g;µ] . (4.5)
Sendo µ a escala de massa introduzida por razões dimensionais, na qual a subtração das
divergências ocorre. Desde que estejamos tratando com campos livres os contra-termos
dependem apenas da métrica e, portanto, apenas os parâmetros da ação do vácuo possuem
running com a escala.
No esquema de renormalização por subtração mı́nima (MS) os contra-termos apenas
removem os pólos 1/ǫ (exceto por uma parte finita local). Nesse esquema, a subtração é
feita em uma escala µ arbitrariamente alta e o efeito da massa no running dos parâmetros
efetivos é perdido. Se por outro lado a subtração é feita em uma escala de energia f́ısica,
digamos q2, então os efeitos da massa no comportamento IR torna-se viśıvel no running dos
parâmetros do vácuo. Os dois regimes de interesse são o limite UV, q2/m2 ≫ 1, e o limite
IR, q2/m2 ≪ 1, no qual as flutuações congelam abaixo de um limiar definido pela massa
do campo quântico.
Os trabalhos em 4D [23, 24] mostram que para uma escala de energia f́ısica, o run-
ning concorda com as expectativas baseadas no teorema de Appelquist-Carazzone [4]. Isto
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é, a função beta β para qualquer parâmetro do vácuo apresenta os dois limites





for q2/m2 ≪ 1 . (4.6)
A seguir, vamos estender a afirmação desse teorema para o caso 2D.
4.1.1 Expansão não local da heat kernel
Nesta seção vamos apresentar alguns detalhes sobre a forma da expansão não local da
heat kernel que foi originalmente desenvolvida em [21, 64]. Para este fim vamos utilizar a
notação de [25]. Consideremos um operador do tipo Laplace,
O = −∆g + E , (4.7)
atuando sobre uma estrutura vetorial geral equipada com uma conexão e definida sobre
uma variedade riemanniana com métrica gµν . Esse operador é a soma da laplaciano ∆g =
∇2 = gµν∇µ∇ν e de um endomorfismo sobre a estrutura vetorial. Em geral, a conexão
tem curvatura Ωµν = [∇µ,∇ν ] e pode, inclusive, conter uma contribuição de Levi-Civita
se parte da estrutura vetorial é obtida como um produto tensorial de estruturas tangentes
e cotangentes.
A heat kernel H(s; x, x′) é definida como uma solução do seguinte problema de Cauchy
com respeito ao tempo próprio s,
(∂s +Ox) H(s; x, x′) = 0
H(s; x, x′) = δ(x, x′), (4.8)
onde δ(x, x′) é a delta de Dirac sobre uma variedade [65].
O traço do limite de coincidência da heat kernel H(s; x, x) admite uma expansão em
termos da curvatura de Riemann, da curvatura da conexão e do endomorfismo. A expansão
pode ser computada sem ambiguidade em variedades assintoticamente planas [25, 21, 66].
Até segunda ordem na curvatura essa expansão tem a forma,






















na qual O (R3) representa uma expansão não local em terceira ordem na curvatura, como
bem explicado em [21]. A fórmula anterior é dada sem especificar as condições de contorno
no infinito para a primeira ordem na curvatura, enquanto a integração por partes é usada
na segunda ordem. Para mais detalhes dessa derivação, veja [25, 67].
As funções não locais de ∆g aparecendo na expansão, são conhecidas como fatores de
forma da heat kernel . Elas são dadas por










































para os termos quadráticos na curvatura. Todos esses fatores de forma são expressos em




dα e−α(1−α)x . (4.17)
Os fatores de forma apresentados acima admitem expansões bem definidas, tanto para
grandes como para pequenos valores do parâmetro s e serão usados ao longo deste caṕıtulo
para obtermos a estruturas não locais, que aparecem na ação efetiva do vácuo para os
campos de matéria.
4.1.2 Setor de vácuo de uma teoria geral a 1-loop
Vamos relembrar a ideia de um modelo geral de campos de matéria em interação. A 1-
loop o fator de forma do vácuo não depende das interações e é dado pela soma algébrica das
contribuições dos campos com spin 0, 1/2, 1, com diferentes massas. Vamos considerar
os fatores de forma do vácuo na teoria com ns campos escalares, minimamente ou não
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minimamente acoplados, nf espinores de Dirac minimamente acoplados e np campos de
Proca minimamente acoplados em um espaço de fundo 2D, com métrica gµν . Em vez de
campos de Proca massivos, podeŕıamos considerar vetores sem massa. Contudo, adiante
veremos a diferença entre este caso e o limite de massa nula de um modelo de Proca.
Por uma questão de simplicidade, vamos considerar que todos os campos de matéria






−∆g + ξR +m2s
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Nessa fórmula denotamos ∆g = ∇2, independentemente do conjunto de campos (escalar,
espinorial ou vetorial) e assumimos que o traço funcional deve ser tomado da mesma
forma. O primeiro termo em (4.18) inclui as contribuições dos campos escalares e, para o
que desenvolvemos a seguir, mais nenhuma manipulação desse termo é necessária. Caso
este, que não se aplica aos outros dois termos.
















na qual usamos uma forma expĺıcita da conexão de spin . Esta também é usada para
avaliar o comutador das derivadas covariantes sobre o conjunto de campos de spin




O traço constituindo a contribuição dos campos de Proca para o vácuo pode ser es-
crito como uma diferença entre um traço para campos vetoriais e um traço para campos
escalares. Os detalhes da derivação dessa propriedade podem ser encontrados em [44] e
[68], e como ela não depende explicitamente do número de dimensões do espaço tempo,





















Como pode ser visto o segundo termo é equivalente ao caso de um campo escalar minima-
mente acoplado, dado por ξ = 0.
































De posse dessa forma para a ação efetiva do vácuo, as contribuições de cada um dos
campos para essa ação podem ser obtidas por meio do método mencionado na seção
anterior, com a devida substituição das massas. Na seção seguinte vamos obter essas






G para as contribuições ao
running do inverso da constante de Newton, induzidas pelos graus de liberdade escalar,
fermiônico, Proca e vetores de calibre sem massa, respectivamente.
4.2 Campo escalar massivo em gravidade 2D
Iniciamos nosso cálculo da ação efetiva do vácuo considerando os efeitos induzidos por um
campo escalar massivo não acoplado minimamente . Consideramos esse exemplo essencial
e por esse motivo o usamos para explorar os detalhes do método. Consideremos um campo












Em geral esta ação não é invariante por uma transformação conforme. No entanto, classi-
camente esta invariância pode ser recuperada tomando simultaneamente os limitesm2 → 0
e ξ → 0. De forma mais geral, nesse limite pode-se avaliar a ação efetiva Γ[g] integrando
a anomalia conforme, porque nenhuma estrutura invariante conforme pode ser esperada
em 2D. O resultado desse processo é o termo de Polyakov, que é uma ação não local
quadrática no escalar de Ricci. Por outro lado, fora do limite conforme pode-se esperar
todas as potências do escalar de Ricci e estruturas não locais mais complicadas. Contudo,
para fins práticos consideraremos apenas termos até segunda ordem na curvatura da ação
efetiva não local.
Além das considerações anteriores temos que introduzir uma ação do vácuo, que deve
ser local, covariante e suficiente para renormalizar todas as posśıveis divergências. Em 2D












Na verdade a ação do vácuo acima é suficiente para todos os tipos de campos de matéria.
Então a renormalização do vácuo se reduz à renormalização da constante de Newton GN
e da constante cosmológica Λ.
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4.2.1 Derivação da ação efetiva e função β












2 H(s) . (4.25)
Nessa expressão µ é o parâmetro de renormalização utilizado para preservar a dimensão
em D = 2− ǫ dimensões do espaço tempo.
Agora temos que avaliar a heat kernel H(s) usando os métodos da seção 4.1.1. Desde
que estamos interessados no limite ǫ→ 0 usamos a relação (4.1) para a avaliação da ação
efetiva. Neste caso o traço da heat kernel é simplificado de forma considerável e podemos
escrevê-lo como



























Sendo as funções GR, GE , FR, FRic, FRE e FE dadas na seção 4.1.1. Vamos novamente
ressaltar que esta última fórmula é essencialmente mais simples que sua contraparte no caso
4D, em função do uso da relação (4.1) e do fato de o comutador das derivadas covariantes
ser nulo, Ωµν = 0, quando atua sobre campos escalares. Ao mesmo tempo, a dimensão
geral D aparece na fórmula (4.26) indicando o uso da regularização dimensional.
Neste ponto é conveniente introduzir uma notação condensada que simplifica as partes































onde γ é a constante de Euler-Mascheroni. Realizando a integral sobre o tempo próprio
s, depois de algumas manipulações obtemos o resultado para a ação efetiva até segunda


















































+ 3(1− 4ξ)Y + 3
8
a2(1− 4ξ)2(1− Y ) . (4.29)
Por fim, subtraindo as divergências na escala definida pelo momento euclidiano q,
podemos obter a função beta para o inverso da constante de Newton. A função beta f́ısica
pode ser computada atuando com a derivada d/d ln (q/q0) sobre o coeficiente do escalar de
Ricci na parte finita da ação efetiva. Seguindo a estratégia descrita em [23, 24] podemos
realizar essa computação diretamente no espaço das coordenadas pela substituição, z =















(1− 4ξ)a2(1− Y )
]
. (4.30)
Neste ponto cabe uma observação. Contrariamente ao caso 4D explorado em [23, 24], aqui
estabelecemos a função beta para o inverso da constante de Newton. A razão para isso
não é a mudança da dimensão, mas sim, o fato de que usamos os termos de superf́ıcie para
a heat kernel na forma GR(−s∆g)R. Mais detalhes de como obter os termos de superf́ıcie
podem ser encontrados em [25, 66], enquanto aplicações não triviais aparecem em [67]. No
que segue apresentaremos uma breve discussão das propriedades dos resultados (4.28) e
(4.30).
4.2.2 Recuperando a ação de Polyakov no limite conforme
Vamos agora explorar o comportamento da ação efetiva (4.28) quando o limite conforme,
dado por ξ → 0 e m2 → 0, é considerado. Nessa ação efetiva sob consideração o termo
quadrático na curvatura pode ser entendido como uma generalização da ação de Polyakov
[57]. Dessa forma ela pode ser vista como um modelo simplificado do que pode ser esperado
para o caso mais realista de um campo escalar não conforme em 4D.
Vamos considerar inicialmente o caso mais simples com ξ = 0 e massa diferente de zero.
Para essas considerações a ação de Polyakov deve ser recuperada no limite z →∞. Limite
este que representa o regime UV, desde que z diverge para m2 → 0 com o momento q2
fixo, ou de forma similar, para q2 →∞ com m2 fixo. Considerando esse limite na função
C(z), temos
C(z)→ 1 , para z →∞ . (4.31)
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R = ΓP[g] , (4.32)
onde temos considerado apenas o termo quadrático em R.
No geral, para uma massa diferente de zero a ação efetiva leva em conta termos que
dependem de ordens superiores de R. Contudo, a correspondência com a ação de Polya-
kov (4.32) requer que todos esses termos desapareçam no limite conforme. Porém, a prova
deste fato está fora do escopo desde trabalho, que trata apenas com os fatores de forma
até segunda ordem. Vale notar, entretanto, que a prova pode constituir um passo re-
levante, particularmente devido à interessante discussão sobre o papel da expansão nas
componentes do tensor de curvatura em 4D que aparece em [69, 70].
Podemos ainda considerar o caso de uma teoria com um valor arbitrário de ξ. Tomando
o limite UV na expressão geral (4.28), podemos apenas expandir para um pequeno, mas
não nulo, valor de m2 e chegamos a uma correção logaŕıtmica para a ação de Polyakov














Deve-se notar que o limite de massa nula do segundo termo dentro da integral é singular
para ξ 6= 0. Portanto a presença de um valor não conforme para ξ próıbe o limite de
massa nula. Ao mesmo tempo que no caso conforme, ξ = 0, o resultado anterior recupera
a ação de Polyakov, conforme esperado a partir de (4.32). Retomaremos essa discussão da
singularidade no regime IR para ξ 6= 0 na seção 4.2.4.
4.2.3 Os dois regimes para β sG
A função beta β sG é uma expressão geral, válida em todas as escalas de energia. Contudo,
é relevante considerar o comportamento dessa função no regime UV, dado por z ≫ 1,
ou equivalentemente, q2 ≫ m2; e no regime IR, dado por z ≪ 1, ou de forma análogo,
q2 ≪ m2. Nesses limites a função beta do vácuo comporta-se como em (4.6)
















+ . . . (4.34)








+ . . . (4.35)
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Na primeira dessas expressões o termo de ordem zero na expansão UV recupera o resultado











Ao mesmo tempo, no limite IR observamos que para q2 suficientemente pequeno o run-
ning do parâmetro do vácuo é interrompido com um desacoplamento quadrático, como já
esperado a partir do teorema de Appelquist e Carazzone [4]. Ressalta-se que esse resultado
foi obtido para a função beta do termo linear na curvatura, o que deve ser considerado
como um resultado não trivial [23].
4.2.4 Sobre a não analiticidade da expressão (4.33)
Nesta seção vamos abordar em mais detalhes as razões pelas quais o integrando em (4.33)
é singular no limite de massa nula. Para isso seguimos os passos das referências [21, 64],
nas quais é mostrado que a ação efetiva em duas dimensões é anaĺıtica apenas no caso de
um campo escalar conforme.
A analiticidade da ação efetiva está relacionada com a convergência da integral (4.3)
no limite superior. Nesse limite o comportamento de (4.26) é determinado pela expansão
dos fatores de forma para valores muito grandes do parâmetro s. A partir das expressões












































Combinando esses resultados, o comportamento de H(s) para s→∞ é
H(s) = s−D2 (R)0 + s−D2 (R)1 + s−D2 +1(R)2 +O(R)3, (4.43)
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onde R simbolicamente representa todos os tipo de curvatura e os ı́ndices 0, 1, 2 determi-
nam a ordem da expansão.
Comparando a expressão anterior para H(s) com a Eq. (2.16) na Ref. [21], notamos
que a presença do fator de forma na parte linear na curvatura muda o comportamento de
H(s) em s muito grande. No cálculo de Γ[g] o coeficiente do termo linear na curvatura é






















quando consideramos m = 0. Para D = 2 a ação efetiva é anaĺıtica até a primeira ordem
na curvatura. Por outro lado, na segunda ordem na curvatura a analiticidade de Γ[g] é
quebrada pela presença do termo 1/s no integrando. É esse tipo de singularidade que
aparece no segundo termo da integral (4.33).
A partir dessa perspectiva a ação de Polyakov pode ser vista como um caso muito
especial, já que ela é anaĺıtica em segunda ordem na curvatura. A razão para isso é que os
fatores de forma combinam-se de tal maneira que os termos que exibem um comportamento
do tipo 1/s se cancelam e o primeiro termo da expansão para valores grandes de s torna-
se 1/s2, fazendo Γ[g] finita no regime IR. A partir de H(s) e da expansão dos fatores de
forma para valores grandes de s, podemos ver que o cancelamento dos termos do tipo 1/s
ocorre apenas quando ξ = 0. Apenas nesse caso a ação efetiva com m = 0 é anaĺıtica para
D = 2. De forma contrária, a presença do termo com 1/s no caso de ξ 6= 0 leva a uma
função Γ(1 −D/2), que tem um polo em D = 2. Esse polo corresponde à divergência IR
relacionada à singularidade da ação efetiva em 2D [21, 65].
4.3 Espinores de Dirac
Nesta seção vamos calcular as contribuições dos espinores de Dirac para a ação efetiva
do vácuo. Para esse fim, vamos denotar a dimensão da álgebra de Clifford df = tr 1̂ e
relembrar que em geral para um número de dimensões D par, temos df = 2
D/2. O que
pode ser visto ao se considerar os férmions no espaço tempo curvo como, por exemplo,
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em [71, 72]. Além disso, em D = 2 o traço do quadrado do comutador das derivadas
covariantes vale




Usando esses resultados na solução geral para a heat kernel , chegamos à contribuição dos
férmions para a ação efetiva na forma



















































(1− 3Y ) + 6Y
a2
. (4.48)
De maneira similar ao caso escalar da seção anterior, no qual o fator de forma C(z)→
1 para z → ∞. Aqui, no limite UV onde m → 0, o fator de forma Cf(z) → 1/2,
representando a contribuição de um único grau de liberdade para férmions. No entanto,
para o caso de férmions não há um running similar àquele que aparece na Eq.(4.33),
porque neste caso não existe acoplamento não mı́nimo com a métrica externa análogo a
ξ. E, portanto, não existe violação da invariância de escala global além da massa. Esse
comportamento também será similar para o caso de vetores, como veremos adiante.











Nos regimes UV (q2 ≫ m2) e IR (q2 ≪ m2) a função beta será dada por























Como já era esperado, em especial, pela analogia com o caso 4D [24], o regime de altas
energias concorda muito bem com a função beta obtida pela renormalização a partir do
esquema de subtrações mı́nimas MS . Da mesma forma, em baixas energias, obtemos
para a gravitação 2D uma nova versão do teorema do desacoplamento [4]. Novamente, o
restante do running no regime IR está relacionado a termos não locais que são de segunda
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ordem na curvatura, enquanto a divergência é uma expressão local em primeira ordem
na curvatura, acordando com o teorema de Weinberg [73, 74] e a contagem de potências
(power counting). Este resultado é notável, assim como o caso escalar, uma vez algo similar
não tinha sido alcançado em 4D [23].
4.4 Campos vetoriais com e sem massa
Para o campo vetorial de Proca massivo podemos usar a expressão geral (4.21) e basi-



























































+ 3Y − 3
8
a2(Y − 1)− 6Y
a2
. (4.53)
No regime UV Cp(z)→ 1, como pode ser esperado para o grau de liberdade de um campo
de Proca.
A função beta é derivada a partir do termo não local que está na parte da ação que é








− Y + 3
8




Expressão essa que é válida em todas as escalas de energia. Nos regimes UV (q2 ≫ m2)
e IR (q2 ≪ m2) essa função beta se comporta de maneira mais simples, a partir dos
resultados






















Essa última fórmula inclui o campo de Proca massivo na versão em gravitação 2D para o
teorema de Appelquist e Carazzone [4]
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O limite UV em (4.55) apresenta uma diferença em relação ao resultado bem conhecido






Essa diferença nada mais é do que a descontinuidade no limite sem massa da contribuição
quântica do campo de Proca, que já tem sido discutida em 4D [24, 68] e agora observamos
no caso 2D. A origem dessa diferença está no fato de que o campo de Proca massivo
requer apenas um grau de liberdade escalar como “compensação”, enquanto o campo de
gauge sem massa requer dois, que são conhecidos como fantasmas de Faddeev-Popov.
CAṔITULO 5
Modelo escalar de teoria de campos efetiva no espaço curvo
5.1 O modelo e sua renormalização
5.1.1 Ação clássica




























Aqui φa é um campo escalar com N componentes ( a = 1, 2, . . . , N ) todas com massa
m, enquanto χ é um simples campo escalar real com uma massa M . Temos também,
(∇φa)2 = gµν∇µφa∇νφa, (∇χ)2 = gµν∇µχ∇νχ. Além disso, ξ1,2 são parâmetros não
mı́nimos da interação entre os campos escalares e o escalar de curvatura R. Mais tarde
veremos que os argumentos quânticos requerem uma complementação da ação (5.1) com
termos lineares (5.7). Com respeito a isso a situação é similar a de um campo escalar
“estéril”acoplado a férmions [75], mas no caso considerado aqui o papel dos férmions é
desempenhado pelo segundo escalar.
Vale ressaltar que o modelo aqui considerado é proposto afim de estudarmos o regime
de energias muito menores que a massa M do campo χ. Nesse regime espera-se que os
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loops do campo χ sejam pequenas correções, e dessa forma podemos desconsiderar termos
de autointeração cúbica deste campo na lagrangiana (5.1).
5.1.2 Divergências UV
Em ńıvel quântico a ação (5.1) leva a uma teoria com simples estrutura de divergências
UV. Consideremos primeiro o esquema de subtração mı́nima (MS, na sigla em inglês).
Pela contagem das potências é posśıvel perceber que a teoria é superrenormalizável, de
forma que as divergências UV podem ser encontradas apenas no primeiro loop e apenas
nos termos cinético e de massa.






, com n = 4. Para derivarmos as
divergências a 1-loop vamos escrever os campos em termos das contrapartes de fundo e
quânticas
φa −→ φa + σa, χ −→ χ+ η. (5.2)
O cálculo a 1-loop pode ser feito por meio do método da heat kernel , que requer a parte









































+m2 − ξ1R + gχ
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m2 − ξ1R + gχ
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
+gφb










Notemos que os termos do vácuo (dependentes apenas da métrica) podem ser obtidos
pela soma das contribuições dos dois campos escalares livres ϕa e χ, o que em geral nos
interessa. Porém, como estamos interessados nas contribuições para os próprios campos,







































+ termos de derivas totais
}
, (5.6)
onde introduzimos uma notação compacta ǫ = (4π)2(n − 4). Está claro que para al-









Desde que esses termos são lineares no campo escalar pesado, eles não afetam as di-
vergências (5.6) definida pelos termos bilineares da ação.
5.1.3 Funções β
Usando as divergências podemos definir os contra-termos ∆S = −Γ̄(1)div e em seguida escre-
ver a ação renormalizada,

























































e impomos que ela seja igual a ação bare em dimensões n = 4. Esta condição se resume
ao conjunto de relações de renormalização para os campos e uma das massas
φa0 = µ
n−4
2 φa, χ0 = µ
n−4




A partir deste ponto podemos prosseguir com a derivação das funções β. Primeiramente






















































= (n− 4)g2. (5.13)





















































Como o fator dm
2
dµ
em (5.14) é uma função da constante de acoplamento, quando substitúıdo





























para o novo parâmetro não mı́nimo introduzido em (5.7). Vamos enfatizar que todas as
outras funções β desaparecem e aquelas que derivamos são exatas no modelo fundamental
(5.1).
Pensando na correspondência entre as funções β e os fatores de forma não locais na
parte finita da ação efetiva, está claro que tais fatores de forma são posśıveis apenas para os
termos massivos m2 eM2, mas não para os termos lineares com α e ξ3. As correspondentes
funções β são, portanto, puramente baseadas no esquema MS, exceto se considerarmos
termos de superf́ıcie não locais (um exemplo desse tipo pode ser visto em [26, 76]).
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5.1.4 Correspondência UV e IR em ńıvel árvore
Nosso principal interesse é explorar em detalhes o desacoplamento em loops mistos. No
entanto, vale a pena comentar sobre a consistência do modelo aqui considerado.
Na teoria (5.1), o potencial dos campos escalares não é limitado por baixo. Isso repre-
senta uma cŕıtica desvantagem em ńıvel árvore, porém existem duas possibilidades para
resolver essa questão. Em primeiro lugar, essa teoria pode ser o setor de baixas energias
de um modelo mais geral não conhecido, onde o potencial é bem comportado e/ou os dois
campos escalares podem ser compostos de alguns férmions fundamentais, por exemplo.
Em segundo lugar, pode-se esperar que mesmo tratando o modelo como fundamental, as
correções quânticas mudam a forma do potencial escalar e o potencial efetivo da teoria
tem um estado de vácuo bem definido. Vamos iniciar explorando como esse problema é
resolvido no IR.
Assumimos a hierarquia m ≪ M , tal que χ é um campo pesado enquanto φa é um
conjunto de campos leves com massas iguais. A ideia é elaborar a teoria na escala de
energia IR de ordem m e estabelecer uma teoria efetiva IR nessa escala, quando apenas os
campos leves φa estão se propagando. Quando a escala de energia é muito menor que M ,
as oscilações de χ são suprimidas e podemos esperar que a ação de baixas energias tem a
forma
Γeff [φ
a, gµν ] = S[χ̄, φ
a, gµν ], (5.20)
onde χ̄ é uma particular configuração do campo pesado.
Como ressaltado inicialmente, os loops de χ são considerados pequenas correções, e
podemos desconsiderar o termo com autointeração cúbica desse campo na lagrangiana
(5.1). Então a condição on-shell pode ser considerada em ńıvel árvore na forma














φaφa = 0. (5.21)
Dessa forma, na configuração clássica temos como uma aproximação
χ = − g/2
+M2 − ξ2R
φaφa. (5.22)


























A ação (5.23) é não local e se assemelha àquela que encontramos no setor de vácuo ao
considerarmos quebra espontânea de simetria (SSB, na sigla em inglês) no espaço tempo
curvo [77]. Ao mesmo tempo, essa expressão se torna local se fizermos outras suposições
f́ısicas.1
Considerando uma escala de energia que é muito menor que a massa M podemos
assumir que esta massa domina sobre a derivadas do campo escalar, |∇φa| ≪ |Mφa| e
também sobre a curvatura M2 ≫ |R|. Nesse caso podemos expandir as funções de Green




















assim, até a ordem 1/M6 a ação da teoria efetiva de baixas energias é dada por
Seff [φ






























Levando em conta apenas o primeiro termo da expansão, essa ação se resume à ação padrão
do campo escalar leve com auto-interação quártica, sendo o lagrangiano efetivo em ńıvel
árvore dado por






















Em termos dos diagramas de Feynman a condição de correspondência significa que a
propagação do campo pesado é substitúıda nas baixas energias por um ponto de interação
como mostra a figura 5.1 . Isso já deveria ser esperado a partir da expansão do propagador
do campo χ em um série de operadores locais em (5.24).
1Discussão qualitativamente similar foi dada recentemente em [78].
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+ · · · =
Figura 5.1: Representação da correspondência em ńıvel de árvore em termos dos dia-
gramas de Feynman. No lado esquerdo está o diagrama da teoria fundamental, onde os
ponto se referem às diferentes permutações dos momentos. À direita, está o diagrama
correspondente à teoria efetiva.
Vamos notar a principal diferença com a correspondência IR no modelo padrão da
f́ısica de part́ıculas, onde os diagramas com bósons W e Z intermediários tornam-se in-
terações de quatro férmions no limite IR, dentro do modelo de Fermi. Em nosso caso,
depois do primeiro termo na expansão (5.25) encontramos termos adicionais dependentes
da curvatura, que não aparecem no modelo de Fermi das interações fracas. Essa diferença
mostra que para escalares no espaço tempo curvo é necessário introduzir uma condição
extra M2 ≫ |R|, a fim de chegarmos a uma teoria efetiva no IR.
5.2 Cálculos a 1-loop e abordagem efetiva
Vamos explorar a correspondência entre a teoria fundamental (5.1) e sua remanescente
efetiva no regime IR (5.26) em ńıvel de 1-loop . Para iniciar, vamos considerar o cálculo
mais simples e analisar o problema no espaço tempo plano. Então a lagrangiana da teoria
completa toma a forma












E em ńıvel árvore a condição de correspondência permanece dada por (5.27). Nossa
primeira proposta é generalizar esta condição para aproximações a 1-loop .
5.2.1 Correções a 1-loop na teoria completa
Para analisar o desacoplamento IR dos graus de liberdade massivos na teoria (5.28) vamos
considerar os diagramas que produzem as divergências UV e são responsáveis pelas funções
β do esquema de subtrações mı́nimas. Assim, na teoria fundamental as correções de
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interesse são aquelas para a função 2-pontos, que são de segunda ordem na constante de
acoplamento g, como mostra a figura 5.2.









Figura 5.2: Diagramas de 1-loop relevantes para a função de dois pontos do campo φa na
ordem g2 dentro da teoria fundamental no espaço das coordenadas.
Esse diagrama tem a seguinte representação anaĺıtica
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p2 −M2 + iǫ (5.30)
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p2 −m2 + iǫ . (5.31)
definem os propagadores de Feynman para os campos χ e φa, respectivamente.











[(p− q)2 −m2 + iǫ]
i










(q2 −m2 + iǫ)
} i
(p2 −m2 + iǫ) . (5.32)
E sua representação nesse espaço é dada pela figura 5.3






[(p− q)2 −m2 + iǫ]
i
(q2 −M2 + iǫ) (5.33)
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(q2 −m2 + iǫ) (5.34)
de forma que a correção para a função 2-pontos é dada pela expressão
G(2) ab(p,−p) = i δ
ab
(p2 −m2 + iǫ)(Σ
1 + Σ2)
i
(p2 −m2 + iǫ) . (5.35)
É fácil ver que a primeira dessas quantidades tem divergência logaŕıtmica e depende do
momento externo de uma maneira essencial. Nosso objetivo é verificar como essa expressão
se comporta entre os regimes IR e UV e o que resta de sua parte finita quandoM →∞. Por
outro lado, o segundo diagrama (tadpole) é quadraticamente divergente, mas a dependência
sobre o momento externo é trivial.
5.2.2 Regularização dimensional
Usando a regularização dimensional desenvolvida na seção 2.3 (veja também [33]), gene-








[(q − p)2 +m2](q2 +M2) . (5.36)
lembrando que µ é o parâmetro de renormalização dimensional.







[az + b(1− z)]2











q2 + p2z(1− z) + (M2 −m2)z +m2
]2 , (5.37)
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onde q′ foi substitúıdo por q, para simplificar a notação. A integral sobre q pode ser
efetuada em uma maneira padrão usando coordenadas esféricas no espaço de momento



















− γ +O(t) e xt = et lnx ≃ 1 + t lnx, (5.39)

































(A + 1)2 − a2b2
(A− 1)2 − a2b2
]
, (5.41)
com as restrições e notação



































(A+ 1)2 − a2b2








2− ω − γ + log 4π. (5.44)
No limite ω → 2 o resultado para Σ1 tem partes divergente e finita. É simples checar
que a parte divergente coresponde ao resultado (5.6) no setor φaφa. Ao mesmo tempo, a
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dependência sobre o momento externo na parte finita é mais complicada e indica uma não
localidade da ação efetiva.






























onde termos O(2−ω) são desconsiderados. Esse resultado é uma contribuição local, como
deve ser esperado a partir do tadpole.
5.3 Comportamento assintótico
Agora estamos em posição de explorar tanto o regime de baixas quanto o de altas energias
na função de dois pontos. Vamos tomar o limite UV (p2 → ∞) na expressão (5.43). As





























onde todos os termos de ordem inferior são omitidos. Os termos logaŕıtmicos no fa-
tor de forma são proporcionais à divergência, como deve ser no UV. Além disso, é fácil
checar que o termo divergente exatamente corresponde ao resultado na equação (5.6).
Esta correspondência tem uma consequência relevante. Vamos relembrar que a teoria é
super-renormalizável e que a equação (5.6) fornece todas as divergências UV que podemos
encontrar em todas as ordens de loop . Isso significa que as correções de loop mais altas
para (5.46) são também finitas e, além disso, não têm correções logaŕıtmicas de ordem
superior. Assim, a equação (5.46) é a principal contribuição não apenas em ńıvel 1-loop ,
mas também de forma não perturbativa.
No regime IR assumimos p2 ≪M2 na expressão (5.43). Na principal ordem em p2 isso
produz
Σ1IR(M






















É fácil ver que não existe parte não local com um fator de forma logaŕıtmico. Assim, o
diagrama com linhas internas mistas (campos leve e pesado) se resume, no limite IR, a
uma contribuição do tipo tadpole.
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5.3.1 Correspondência com o IR em ńıvel 1-loop
Uma vez que conhecemos o comportamento a 1-loop da teoria fundamental no limite IR, é
posśıvel estabelecer a correspondência entre este resultado e aquele obtido a partir de uma
teoria efetiva, levando em conta apenas a interação quártica do campo φa a 1-loop . Em
um primeiro momento, desconsideraremos a correção (5.45) para a teoria fundamental
desde que essa contribuição é independente do momento. A representação gráfica da






Figura 5.4: Representação da correspondência em 1-loop no regime IR entre a teoria fun-
damental (lado esquerdo da igualdade) e a teoria efetiva com interação quártica do campo
escalar (lado direito da igualdade).
No lado esquerdo dessa figura, Σ1IR é a correção para o propagador do campo φ
a
na teoria fundamental no limite IR (5.47). Já no lado direito, Σ1eff é a correção a 1-
loop para o propagador na teoria efetiva, enquanto Σ2eff é um termo adicional (estabelecido
abaixo) representando a diferença entre a correção a 1-loop da teoria fundamental nas
baixas energias e a correção a 1-loop na teoria efetiva de baixas energias.
A teoria efetiva no IR, em ńıvel árvore, corresponde a uma interação quártica de N









onde λ = − 3g2
M2





























Σ2eff = −iCm2 + ip2Cφ. (5.51)
Esses coeficientes não devem ser confundidos com contratermos. Seu papel não é romo-
ver divergências da teoria, mas garantir que nas baixas energias tanto a teoria fundamental
quanto a efetiva levem a resultados idênticos, como mostraremos abaixo.
As divergências em (5.47) e (5.49) podem ser removidas por uma sutil renormalização.
Uma vez que a escala de renormalização é arbitrária, estamos interessados apenas na parte






relembrando que estamos interessados no regime de baixas energias da teoria fundamental.



























Esse resultados para Cm2 e Cφ mostram como a teoria efetiva difere da teoria fundamen-
tal nas baixas energias. É importante notar que esses dois termos são independentes do
momento, e portanto podem ser compensados por uma mudança na condição de renorma-
lização.
É fácil ver a partir da expressão do tadpole (5.45), que se Σ2 é adicionado no lado














Quando M2 → ∞ os resultados para Cm2 e Cφ confirmam o teorema do desacopla-
mento. No IR, a diferença entre a teoria fundamental e a teoria efetiva é reduzida pela
renormalização das divergências UV em contratermos locais irrelevantes e em termos pro-
porcionais ao inverso do quadrado da massa do campo pesado.
A partir de (5.50) e dos resultados obtidos pela correspondência IR é posśıvel notar













onde os coeficientes C1, C2 e C3 dependem dos parâmetros da teoria fundamental válida em
qualquer escala de energia. Em geral, esses coeficientes podem ser constrúıdos ordem por
ordem na expansão em loop , garantindo que os resultados das duas teorias são equivalentes
nas baixas energias.
5.4 Desacoplamento em um campo gravitacional fraco
Nesta seção generalizaremos as consideração anteriores para a mesma teoria em um espaço
curvo. Como de costume, a derivação dos fatores de forma não locais requer que a métrica
corresponda à geometria quase plana. Então, a métrica externa pode ser tratada como uma
pequena perturbação. Alternativamente, pode-se fazer uma expansão da função 2-pontos
em coordenadas normais [79] e chegar diretamente ao resultado formalmente covariante
para o fator de forma. Nesta seção seguiremos esta abordagem e usaremos a expansão em
ordem linear nas componentes do tensor de curvatura.
Iniciando a partir do primeiro termos de (5.29), escrevemos a função 2-pontos na forma














GN (x1, y1) (5.57)
onde GN(x, y) = i∆NF (x − y) e G(x, y) = i∆F (x − y) são as funções de Green do espaço
plano para os campos leve e pesado, respectivamente.
Depois da rotação de Wick para o espaço euclidiano, esta função 2-pontos pode ser
escrita como








Σ1,R = ig2GN (x2, x1)G(x2, x1). (5.59)
Vamos notar que Σ1,R inclui o produto de dois propagadores que aparecem no loop . Esses
propagadores podem ser expandidos em termos das coordenadas normais em um espaço
































Vamos notar que a expansão dos vértices nas coordenadas normais na equação (5.60) não
é necessária, como explicaremos abaixo.
Consideremos a regularização dimensional das integrais na equação (5.60), usando as
transformações para integrais com simetria vetorial descrita nos livros [30, 9]. Nossa pro-
posta final é avaliar essas integrais no limite IR com m2 ≪M2 and p2 ≪M2. Escolhendo





































Esta é a mesma expressão que (5.47), o que significa que para R = 0 recuperamos o




















































































(kα − qα)(kβ − qβ)












onde temos considerado ω = 2, uma vez que não existe divergências.
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Uma observação importante é feita aqui. A expressão (5.60) não inclui a expansão do
vértice em coordenadas normais. A razão para isso é que a expansão do vértice vem dos
fatores
√
g nos termos de interação. Em um dos pontos (por exemplo, x1) a métrica é plana,
tal que
√
g(x1) = 1, e em outro ponto a expansão se reduz ao fator de
√
g na expressão
final para Σ1,RIR na equação (5.65), visto que esta é uma expressão local que tem um fator
extra de δc(x2−x1). Esta deve ser uma função delta covariante em coordenadas normais,
absorvendo todo o fator de
√
g, que vem do segundo vértice. A função delta deleta uma
das integrais na equação (5.58), de modo que a resultado torna-se uma expressão local.
No limite IR, a função 2-pontos em (5.58) pode ser escrita na forma








onde Σ1,RIR não é mais proporcional à função delta. É fácil ver que a expressão (5.66)
tem divergências UV apenas no setor do espaço plano, enquanto os termos com o escalar
de curvatura são finitos. Esta conclusão está em perfeita correspondência com o cálculo
covariante na seção 5.1.
A fim de comparar a duas abordagens na descrição do regime IR, vamos considerar
uma teoria efetiva com interação quártica no espaço curvo. Tal teoria do campo φa em
uma contribuição a 1-loop da forma
G
(2)ab










GN (x, y1). (5.67)
Esta expressão pode ser diretamente comparada a (5.66), para mostrar que ambas têm a
mesma estrutura em termos dos propagadores. Esta comparação é posśıvel pelo fato de
que nas baixas energias a teoria fundamental tem apenas um vértice.
A correspondência em ńıvel de 1-loop pode ser feita no espaço curvo praticamente da
mesma maneira que no espaço plano,
Σ1,RIR = Σeff − iCm2 + iCR (5.68)
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Notemos que de acordo com a equação (5.27), mesmo no espaço curvo temos λ = − 3g2
M2
.
Assim, a parte plana da condição de correspondência no IR em (5.68) é satisfeita com Cm2





































Assim como no espaço plano, podemos considerar a correção do tadpole para a teoria






















































Nesta expressão a função delta covariante emerge no limite de baixas energias quando





A parte do tadpole tem como contribuição,


























Adicionando este resultado ao lado esquerdo de (5.68), a parte plana da correspondência


























Nesta tese, foram obtidos os seguintes resultados originais: no caṕıtulo 4 derivamos os
fatores de forma não locais para a ação efetiva do vácuo até segunda ordem na curvatura
devido a vários tipos de campo no espaço-tempo 2D. Os resultados foram obtidos por
meio da solução da heat kernel apresentada no trabalho de Codello & Zanusso [25] que
possui termo não local já na primeira ordem na curvatura.
Os fatores de forma não se tornam logaŕıtmicos no limite de UV (ou sem massa),
porque as divergências aparecem na primeira ordem no escalar de Ricci. No entanto,
pode-se recuperar o limite de UV com sucesso, porque os termos de segunda ordem na
curvatura se reduzem à ação de Polyakov no caso de m → 0 para férmions e vetores,
enquanto para o campo escalar tal limite é alcançado apenas para o acoplamento mı́nimo,
com ξ = 0, que é visto ser o caso conforme.
No limite de massa zero do escalar não mı́nimo, encontramos uma versão modificada da
ação de Polyakov, que inclui um fator de forma logaŕıtmico qualitativamente novo. O novo
fator de forma pode ser interpretado de maneira especulativa como um tipo de running do
grupo de renormalização no IR que não tem uma relação direta com as divergências UV.
No esquema de renormalização MS, funções β relacionadas às divergências que apa-
recem na parte linear da curvatura são reproduzidas como o limite de UV de expressões
mais gerais correspondentes ao esquema de subtração de momento. No extremo oposto
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da escala de energia, no IR, encontramos uma versão 2D do teorema do desacoplamento
gravitacional muito semelhante à contraparte 4D [23, 24]. A principal diferença entre os
resultados em 4D e 2D é que, no último caso, o limite de UV reproduz a ação induzida
pela anomalia e o limite de IR mostra desacoplamento nas funções beta sem a correlação
usual entre divergências e fatores de forma logaŕıtmicos.
Acreditamos que nossos resultados são instrutivos para uma melhor compreensão de
como se pode explorar o running das constantes de Newton e cosmológica, incluindo os
casos em que os fatores de forma são formalmente irrelevantes [23]. Vamos lembrar ao
leitor que a questão de saber se há um running IR remanescente desses parâmetros ou não
tem aplicações cosmológicas potencialmente interessantes [14, 80] e pode ser relevante na
astrof́ısica também (ver, por exemplo, [81, 82]). Por essas razões, o presente trabalho pode
ser visto como um pequeno passo na compreensão de como a informação relativa à parte
da ação efetiva do vácuo que é linear na curvatura pode ser usada para interpolar entre a
f́ısica UV e IR através de um grupo de renormalização baseado em uma escala f́ısica.
Em seguida, no caṕıtulo 5 usando um modelo simples com dois campos escalares,
exploramos o comportamento dos diagramas com linhas internas mistas. Até certo ponto
os resultados não são novos (ver, por exemplo, [30]), mas fizemos os cálculos mantendo em
foco a abordagem de ação efetiva, o problema relevante de desacoplamento de derivadas
superiores na gravidade quântica [18] e considerado em todos os detalhes a correspondência
entre UV e IR, inclusive no campo gravitacional externo fraco.
O principal resultado de nossa investigação é que a contribuição do tipo de auto-
energia, diagrama de 1-loop com uma linha interna do campo leve e outra do campo com
massa muito maior, no IR se resume à contribuição do tadpole, que não produz um fator
de forma não local. No modelo em consideração, isso significa que o diagrama de auto-
energia no modelo “fundamental”com dois tipos de escalares produz um fator de forma
não local padrão com o comportamento logaŕıtmico assintótico no UV, mas no IR não
existe fator de forma relevante e os resultados são essencialmente a mesma contribuição
do tipo tadpole que se pode obter no modelo efetivo de baixas energias com um único
tipo de campo escalar leve. A mesma situação qualitativa ocorre em um campo gravita-
cional fraco. De fato, devido à natureza superrenormalizável do modelo fundamental, o
comportamento logaŕıtmico assintótico no UV não é posśıvel para os termos dependentes
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da curvatura. Porém, no IR observamos uma correspondência perfeita entre os modelos
efetivos e fundamentais, o que confirma os principais resultados do nosso trabalho.
Do ponto de vista gravitacional, os campos massivos são fantasmas e táquions que estão
presentes nas versões com derivadas superiores da gravidade quântica. A este respeito,
a questão importante é se a teoria efetiva de IR é sempre a relatividade geral quântica,
ou pode ser algum outro, por exemplo, modelo não local, como foi discutido em [18].
Fazendo uma “continuação”do nosso presente resultado implica que se pode esperar que
os diagramas com linhas internas mistas se tornem irrelevantes no IR. Então, o momento
transferido é o único regulador IR e isso significa que a relatividade geral quântica é
esperada ser um modelo universal de gravidade quântica IR, como era esperado nos artigos
de Donoghue [17, 83] e muitos trabalhos que seguiram dáı (ver, por exemplo, as revisões
[20, 84]). Na verdade, esse tipo de conclusão deve ser visto como uma conjectura a partir
de boas motivações, e sua verificação seria um trabalho interessante a ser feito.
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