On implementation of EM-type algorithms in the stochastic models for a matrix computing on GPU AIP Conf. Proc. 1648, 250008 (2015) Abstract. The Burr Type III distribution has been applied in the study of income, wage and wealth. It is suitable to fit lifetime data since it has flexible shape and controllable scale parameters. The popularity of Burr Type III distribution increases because it has included the characteristics of other distributions such as logistic and exponential. Burr Type III distribution has two categories: First a two-parameter distribution which has two shape parameters and second a threeparameter distribution which has a scale and two shape parameters. Expectation-maximization (EM) algorithm method is selected in this paper to estimate the two-and three-parameter Burr Type III distributions. Complete and censored data are simulated based on the derivation of pdf and cdf in parametric form of Burr Type III distributions. Then, the EM estimates are compared with estimates from maximum likelihood estimation (MLE) approach through mean square error. The best approach results in estimates with a higher approximation to the true parameters are determined. The result shows that the EM algorithm estimates perform better than the MLE estimates for two-and three-parameter Burr Type III distributions in the presence of complete and censored data.
INTRODUCTION
first introduced Burr distribution in the cumulative frequency function. The distribution is in a class of continuous probability distributions for a non-negative random variable which can be adopted as a parametric survival model. Burr Type III distribution is one of the types of Burr distribution and has at least two parameters which include shape, scale and location parameters. Burr Type III distribution is widely known amongst researchers for the purpose of statistical modeling and fitting. [2] stated that in economics, the Burr Type III distribution is known as Dagum distribution, in the actuarial literature, it is called an inverse Burr distribution and in meteorological literature, it is named as kappa distribution. Three different methods which are maximum likelihood estimation (MLE), uniformly minimum-variance unbiased estimator (UMVUE) and Bayes estimator approaches had been used by [3] to estimate the parameter of stress-strength model that was treated as random variable of 2-parameter Burr Type III distribution. Recently, [4] used MLE and Bayesian estimation approaches to estimate the shape parameter of Burr Type III distribution based on doubly censored type II data using MathCAD.
In this work, two-and three-parameter Burr Type III distributions are investigated through the simulation and estimation processes. Simulation is carried out by using inverse cumulative distribution function (cdf) since the cdf of the distribution is strictly monotonic increasing function. The simulated data are either complete or censored since censoring gives different values of estimated parameters for different censoring level. Nowadays, censoring is extensively used in research field when not all values of measurement are known. In other words, the survival times are not always observed. The MLE and expectation-maximization (EM) algorithm estimation approaches are performed in estimating the distribution parameters. Besides using the complete data, this work also will estimate the 2-and 3-parameter Burr Type III distributions in the presence of censored data with different censoring levels by varying the value of shape and scale parameters.
The estimated parameters are next compared for the cases of complete and censored data with different censoring level based on mean square error (MSE). The best method will result in estimates having small mean square error.
METHODOLOGY

Estimation of 2-parameter Burr Type III Distribution
Two-parameter Burr Type III distribution involves two shape parameters which are c and k. Since the cdf of 2-parameter Burr Type III Distribution is strictly monotonic increasing function (Figure 1 (a) ), the inversion method is used to simulate the complete and censored data. The equation becomes
(1) EM algorithm stands for expectation for E and maximization for M which means that this method involves two steps in estimating the parameter of the distribution. Compared to EM, MLE method is more sensitive to its initial value. The value of estimated parameter is different when the initial value is changed. . Then, the probability density function of 2-parameter Burr Type III distribution is calculated as follows when given
First, let
where j is stage of
E-step involves the computation of Q-function. The Q-function of 2-parameter Burr Type III distribution is computed as follows:
Taylor series expansion is applied in Q-function since the parameter c exists in the other term and the term cannot be solved straightforwardly using numerical integral.
Then, numerical integral is used to solve the term in Q-function as follows:
Three-parameter Burr Type III distribution involves two shape parameters which are c and k and one scale parameter, s. The cdf of 3-parameter Burr Type III is also strictly monotonic increasing function (Figure 1 (b) ). Therefore, the equation becomes
As given in above section, the probability density function of 3-parameter Burr Type III distribution is calculated as follows when given 
The Q-function is solved using Taylor series expansion as follows 
The M not least, and 3-par By varying the s values (Table 3) , k values (Table 4) and c values (Table 5 ), the explanation is given to Burr III (2, 4, 1) from Table 4 since the explanation is the same for other parameter values of 3-parameter Burr Type III distribution. The estimators of complete data using MLE are 1.9877 for c, 4.2170 for k and 1.3073 for s. Meanwhile, the estimators using EM are 1.9967 for c, 4.0818 for k and 1.0440 for s. The estimated parameter using EM is closer to the true value of the parameter than the estimated parameter using EM. The MSEs of the estimated parameter using EM is smaller than using MLE with the value 0.0000 for c, 0.0067 for k and 0.0019 for s. The estimated parameter is more far away from the true value in the presence of 5% and 10% censoring level since s is the scale parameter. When censoring is presented in the data, the scale parameter of the distribution changes drastically from the original distribution for both methods. Result of 5% censoring level shows that using EM method give more close value to the true value than using MLE with the value 1.8328 for c, 3.5797 for k and 9.7256 for s with MSEs 0.0280, 0.1767 and 76.1361 for c, k and s respectively. The result is also same for 10% censoring level. The estimators using EM method are 1.4610 with MSE 0.2905 for c, 2.2792 with MSE 2.9612 for k and 17.6416 with MSE 276.9429 for s. The estimated parameter using MLE and EM approaches for both 5% and 10% censoring level of 2-and 3-parameter Burr Type III distribution becomes more far away from the true value and when the number of incomplete data (censored) increases, the value of the negative log-likelihood is higher. The sensitivity of the estimators especially which included higher censoring level is relatively poor compared to the uncensored data. But EM method still provides the better value of estimated parameter than MLE based on MSE. Hence, EM approach outperforms MLE approach in estimating the 2-and 3-parameter Burr Type III distribution. 
CONCLUSION
EM algorithm approach has been used in this work to estimate the 2-and 3-parameter Burr Type III distribution using complete and censored data. The values of estimated parameters are far away from the true parameter values when the censoring level increases. Burr Type III distribution is very sensitive to the censoring level and although the small censoring level is used, the differences of estimated parameters and the true values are quite high. The result of estimated parameters using EM is then compared with those from MLE approach. By performing the estimation process through EM algorithm, the estimated parameters give closer estimated value to the true parameter values of 2-and 3-parameter Burr Type III distributions compared to those from the MLE method. Therefore, EM algorithm method perform better than the MLE estimates for the 2-and 3-parameter Burr Type III distributions for both cases of complete and censored data.
