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c~~~tr~cts~ StJ 
and send and receive actions. 
of some kind are essentia 
being a ~~~~tiQ~ of so 
a category-iheoret 
Contractions in comparing concwiww semantim 
els presented here are (roughly) the s 
rence, i.e., the way in which they are defined 
enotational models as fixed points of contrac- 
metric function space 
is a function from ,‘- 
tational models can be obtained as fixed points of suitable 
fked points traditionally playing an important 
role in denotational semantics. It is interesting, however, to observe that the same 
es to the definition of ~p~~tit~?~l models. One might wonder whether 
us obtained stifl deserve to be calted operational. That this is the case, 
follows from the fact that they equaE the models defined in the usual manner, without 
se of fixed points (see Lemma 1.16). 
e main ctdvantage of this style of defining semantic models as fixed points is 
es us to compare them more easily. This brings us to the discussion of 
n announced above to be the main subject of this paper: the wnyarison 
enotational semantic models , which we shall also call the study 
of their .~?ac~tdc eqttivdence. About thd question why ’ 
. . 
ihis would be au4 tnterestm 
problem we vrant to be brief. Different semantic models of a given language can be 
regarded as different views of the same object. So they are in some way related 
want to capture their precise relationship in some formal statement. 
Let us ncvr sketch the way we u$e contractions in our study of semantic e 
ces. Let L be a language. Suppose an operational model 6 for L is giv 
fixed point of a contraction 
where is a complete metric space. Suppose further 
tional model 9 for L of the same type as 0, that is, 
9. In order to establish 8= 9 it is proved that 6 satisfies t 
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for 9, from which it fo rows that 9 is smaller than 6: Please note that within t 
metric setting we can omit the second part of the proof. 
In general 0 and 9 have different types, that is, C-7 are C--IA 
different -%hematican domains. In the languages we co 
caused by re faca that recursion is treated in the deno 
semantics with and without the use of so-called environments, respectively. 
fore, 6 and 9 ca ot be fixed points of the same contraction. 
9 are defined as 
respectively, w ere M, and MI are didferent complete metric spaces. Then we can 
r-crate C and $3 by defining an intermediate semantic model for L as the fixed point 
of a contraction 
@‘:(L-, 
and by relating G9 @’ and !P as foillows. If we define 
fAL* Mr+(L-, M’) and fi:(L-+ 
and we next succeed in proving the commutativity (indicated by *) of the following 
diagram 
9 
L-, 1 -L-M, 
cb’ 
L-M - L-M’ 
le to deduce the following relation between 6 and 9: 
It is straightforward from *, and *2, alld the fact that @, @‘, and !P are contractions. 
This will be the procedure we follow for the models OO and 9, of 
1. fi and f2 are such, that for closed statements (i.e., containing no free statement 
variables) s E Lo5 we have 6(s) = 9(s). Once f5s res 
it is straightforward 
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These proofs, however, are quite complicated and not so easy to understand. 
Furthermore, the proo L, is much more complex than that for LO, involving an 
intermediate ready-set 
The method of proving semantic equivalence as described a e is general in the 
sense that it is applicable to very different languages, such as 
This paper has fo r sections. This introduction is followed b 
Log L,, and L2 3, respectively. 
nclusions and re esearch are for 
dix A gives the finitions of metric topology. 
1.1. Syntax 
For the definition of the first language studied in this paper, we need two sets of 
basic elements. Let A, with typical elements a, b, . . . , be the set of elementary actions. 
For A we take an arbitrary, possibly infinite, set. Further, let Stmv, with typical 
elements x, y, . . , be the set of statement variables. For Stmv we take some infinite 
set of symbols. 
.I. itisn (Syntax for L,). We define the set of statements Lo, with typical 
elements S, t, . . . , by the following syntax: 
where t F P,: * the set of statements which are guarded for x, to be defined below. 
A statement s is of one of the following six forms: 
an elementary action a. 
the seque ltial composition sI;s2 of statements s1 and s2. 
the nond<2terministic choice s, u s2, also known as local nondeterminism [9]: s, u s2 
is executed by executing either s1 chosen nondeterministically. 
the cc;?current execution s, 11 s2, m by the arbitrary interleaving (shufle) of 
the elementary actions of s, and s2. 
a statement variable x, which is (normally) used in 
the recursive construct p~[t]: its execution amounts to execution of t where 
occurrences ofx in t are executed by (re 
with the definition to be proposed presen 
b] is the set cbr* l b u (au). 
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1.2. ion (Syntax jr 1; ‘). The set Lg of statements which are guar 
is given by 
t . .- ..- a 
( t;s, for s E L() 
I t1 u t2 1 tl II t2 
i Y, fm y # x 
I PxCt] 
1 py[ t’], for )’ f x, tk L; n LG. 
In order to avoid possible confusion about the definit 
I.$, let us give a ore txtensive definiti n, for which the ones gi 
shorthand. We define Lo a for every x E SPmu, L,’ si ultaneously and in stages: 
Stage 0: 
L,(O) = Au Stmv, L;(Q) = A w (Stmv\(x)). 
Lo(n+1)=Lo(n)u(sl;s2is,,s2EL,(n)) 
~SIVS~ISI,S~~ L0W 
4% IIS2ISIr s+ Lo(n)I- 
uI1.4tllf~ Gb)h 
LG(n+l)= Lg(n)u(t;sptc LG(n),sE L,(d) 
u(t,u t21 I,, t+ L,“(n)} 
t21tl, t+ L,“(n)) 
u(px[t]jtE L;(n)) 
u(py[t]lyfxA te L,“(n)n L:(n)}. 
e define 
L,“= IJ L&3). 
n c_ N 
ty statement). It urns out to be useful to have the languages 
contain a special element, denoted by E, which 
as the empty statement. From now on E is mIsidered to be an ele 
till write Lo for Lou {E} and L,” for L,” v {E}. Please n 
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ed statements). The set LE of guarde statements (guarded 
g has a simple inductive structure. 
a. the f~~i~~~~g synt 
t::=a 1 t;s 1 t,u t2 1 t,llt2 1 gx[r] 
We need yet at- ther notion of syntactic nature, that is, the notion of close 
nition (Free variables, closed statements). For every statement s E 
e set FV(s) of all statement variables that occur freely in s as usual: 
IV(a)=@, FV(x) = (x}, 
FV(s, op s2) = FV(s,)u FV(s,), for op = ;9 u, 11. 
We call a statement s closed (notation closed(s)), whenever FV( s) = 8. Finally, we 
define for L = L,,, L,” , and L$j : 
L” = {s 1 s E E 1 closed(s)}. 
We have (LO)” = (LG)” = (I.:)“. 
e expect that the reader may benefit from a few examples. 
First we observe that L$ c IL.; E L.,. Further we have tkat 
XC LO, x6.z L,“, y;x E L,“, y;x $-z t$‘, 
PX.LYPlE Lo, PYrY;xlc Lo, 
a,px[y;x] E Li n Lg, bvb;~x[y;xll E LO. 
1.2. Opercd tional semantics 
We first introduce a semantic universe for both the ope ational and the de 
tional semantics for L,. 
mantic universe PO). Let 
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The operational semantics %r le3 on the notion of a transitio 
on ( Tramitior~ elation for I$). We efine a transitio 
Lfj x A x Lo (writing s +P s’ for (s, a, s’) E-j as the s 
(ij a += E (for aii a E A j, 
(ii) for all a E A, s, t e Lfj, s’, SE Lo. If s’ f 
s -2 s’ * (s;G s’;S 
hSL.0~ s’ht”S-h 
where the latter statement is obtained by replacing all free occurrences of x in s by 
px[s]; and if s’ = E, then 
GE * (s;Gs 
nsut:E/\tus:E 
nsllt4* tA t((s: t 
n px[s] : E ). 
Intuitively, s +? s’ tells us that s can do the elementary action a as a first step, 
resulting in the statement s’. We now give the definition of PO, the operational 
semantics for z’. (It is defined on closed statements only, because we do not want 
to give an operational meaning to, e.g., a;x: what should it be?) It will be the fixed 
oint of the following contraction. 
( cPo). Let a0 : (Lg’ ---) PO) - (~5: + PO) be given by 
@()(F)(s) = {E) if s = E, 
iJ{a* F(s’)(s’E L$aEAms s’} if sf E, 
for FE L$+ and SE LE’. 
s -4 s’ imply closed(s’). 
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(t&J. Q. = Fixed 
en brackets to denote ap O to an argument 
n [3] another, see glY ore o~eratjonal, 
t version of it 
roof. Let w E A”, s E L& with s # E. We have 
G w E c&,( O,*)(s) (definition @,). 
Since 6* - 0’ f,‘=-+ PO, it follows that a,* = @(6,*). Thus, Sg = Q,. Cl 
We give yet another characterization of (3,. It is based on the following definitio 
and will be the one we use in proving semantic equivalence. 
(Initial steps). We define a function 
I: L+ P&Ax L,) 
)={YIYQh nite ( Y))) by induction on 
(i) Z(E)=& and Z(a)={(a, E)); 
Z(S;S) = {(ai, Si;S)} (for SE Lo), 
Z(s v t) = Z(s) u 
e set I(s) is ite a w-4-. P’Y * 
This a 
nfusion is possible.) 
nition is self-rekrential and needs smre justification. 
appiug 
-merge operator k by 
if 
4 ,, 
l d 
et ?-ties, w 
ail treat recursion with the help of environments, which are used to store 
meanings of smternezt varisNes. They are defined in the followin 
( Semantic envirorzmetii.~ )= The set I‘ of semantic environments, with 
mts y3 is given by 
I- = Stm ---Pn PO. 
LX) for a oaviant of r which is like y but with y(p/x)(x) = p. 
I+&w we bake defined everything we need to introduce the denotational semantics 
for L,,. 
() as the fixe sint of 
which is given by 
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1. . We have 
also use open brackets for 9,.) 
at PO is contracti 
recursion is essential for proving it. 
e fact that we consider ly guavde 
7. . (a) Zf FE Llo--* F-J B,, then !Po( kbf-+r-+’ 
(b) Zf FE Lo-+ r+* PO, then for all yl, y2e Z-I, SE Lo 
f of (a) goes along the lines of (b), which is more interesting. 
(b) Let F E Lo -+ * Po, let yI , ‘j’z E K We use induction on Lo. 
= Q we have dp,,( Vo( F)(a)( y,), ?&( F)(n)( ‘yz)) = 0. Let s = x, with x E 
Stmv. Suppose (3) holds for x. Then 
=0 because of (*). 
(ii) We only treat sequential composition a d recursion. Let s = s1;s2, with 
sl, s2 E -Lo. Suppose (b) holds fo s1 and s2 l Suppose (*) holds for sl;s2 l This implies 
that (*) holds for s, . Thus, we we (**) for sl. Now: 
~max{dp(~*(F)(s,)(y*), Ko=h)(Y2h 
i 9°+p%~w2~(Y*), %m(s2)(Y2m 
for all s E LO\{ E}, F and y we have EE! !&,( F)(s)( ~1; 
us Lemma 1.23(b) applies 
e proof for s1 u s2 and sa /s2 i l milar.) I++Xt we treat recursions. 
pose that px[s,] satisfies (*). n s1 satisfies it. Thus, we have (** 
Con tractions in comparing concurrency semantics 191 
4 l d~.(Y,(F(~xEs,l)(Y*)/u}, Y*u=(Px[~&(Y*)lx)) w kdds for $1, 
aiso .r.t. y,jF(gx[s&( y,)jx), for i = i, 2, thus so 
(c) Let F$ , e only treat recursion. Suppose 
&&%(~r~(s)(y), %dFr)bN~)~ s ‘2 l dU5, 
1.4. Semantic equivalence of fYO and go 
An important difference between !& and GO is that recursion is treated with and 
without semantic environments, respectively. We have 
~odr-lx[m Y) = sMl( YwouPxEsln( Y )/a 
and 
o‘, uruxblll= aIs[wb1/x311= 
In the latter case the statement px[s] is syntactically substituted for all free statement 
variables x in s, whereas in the first case the environment y is changed by setting x 
to the sew:antic value of r_~x[s]. We shall compare Q, and 9, by relating bot 
intermedkte semantic function Oh, which takes syntactic instead of semantic en- 
s as arguments. It will be defined such that for syntactic environments 8, 
o&.)=[s jn( 6) = O;[S~(~{~X[S]/X}). 
Here 6 is changed, the new -.X-&X of v k the state 
DO and 06 and next 0; and 9&, we are able to 
O’&~ = &l[sn( y), for aPI s E L$ and arbitrary y 
the following. 
efmition of Sh, we 
of syntactic enviro ents, wit 
al enlviron 
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nition (Norma; enz?~onments). A syntactic environment S is called nnrpnar/> 
whenever 
(i) Vx E dona [ 5(x) E LJ, 
(ii) VSE Lo[FV(s)cdom(S)j3k~O[s[S]“~ LG” 
3” = S[S(X,)/X,? . . 
For S normal a 
s(S) = s[ Slk, where k = min{ m 1 s[ 6]“’ E Lg’}. 
.30. now 011 we shall assume whenever we con 
E A together (as two arguments for a function, or as a pair) that 
(2) Let 8 E Stmv -P e such that for x, y E Stmv, S( 
an environment is not normal. It does not give us any use 
values of x and y. 
(3) It would be too restrictive to re 
[x[S] E Lt]. An example may illustr 
{x, y}, and 
s(Y) = PYCkW’l, S(x) = wEa;w[6;~;Yll. 
We shall encounter such an environment when computing px[a;py[ b;x;y]] 
Now y[Sl=S(y)~ L’d, but y[S]% L’d. 
Now that we have introduced syntactic environments, we can formulate a principle 
of induction for the set LO x A, which we shall use extensively in the sequel. 
nduction principle for LO x A ). Let S c_ LO x A. If 
(1; AxAsZ9 
(2) (s,r)xAc_~~{s:S,sut,sl t)xAgSfors, t,SE LO, 
(3) (s} x A E .E =+{px[s]} x A\c E for s E L,“, 
(4) (S(x), S) E Z’(x, 6) E E’for XE Stmv and SE A, 
then Z’ = LO x A. 
oaf. Let E c_ Lox A, suppose E’ satisfies (l)-(4). We first prove fact (a) and fact 
ow, and next show that (a) and (b) imply E = LO x A. So we have 
[SC E*S’c_ E], V! 
s’=((s,S)l(s,S)~ L,xA x E W(s) [s !z L; * (S(x), 6) E S]}. 
o show that (a) olds, we use (I), (2), an (3), and induction on e structure of 
We proceed ith (b). Let SC L,XA d suppose SE E’. Let be as above. 
e use (l)-(4) a induction on LO to show tilat S’ C_ .E Let (s, 6) c S’, r SE Lo, 
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) for S1 E I&,1;: Suppose plies (S,9 8)E z. 
ecause (jkx[sr], S j E S’ 
g (IS), we have (~x[s,], S)E Z. 
en (6(x), S)E S, thus (because Sc E?) (S(x), 6)E E. 
e then have that (x, 6) E 5’. 
Thus facts (a) an 
efine, for all n E N. 
V 11-l 1 =((s, S)l(s, S)E L,,xA b 
ich we prove with induct’ n n E N. Let s E L,, and S E A. 
L;;“c Lg. Thus (s, 6) E Vo. suppose (*) holds for n E N, and 
& Then (s[6])[6]” E L& thus by induction (s[6], 6) E V,,. This implies (s, 8) E V,,+l 9 
which proves (*) for n + 1. Because all S E A are normal we have 
W(s, S) E Lox A3n E % [s[S]” E Lf$]. 
(*) this implies 
V(s, S)E L,xA3ndW [(s, S)E VJ. 
Since V,z c_ Lo x A, for all n E N, it follows that I., x A = lJ,t,N Vn. Now q/o c E because 
of (a), and 1 ‘,1 c_ Z+ V”+, c_ E’ because of (b), so we conclude: .Z = Lox 
We cannot reason about a free statement variable x unless we 
tnt it is bound to. Therefore, we consider non-closed statements together 
environments, which give information about the free variables they 
contain. This explains why we have formulated an induction principle for L,x 
instead of L, only. 
Now lek Z C_ L, x A. The first three conditions of the principle suffice to prove 
that LExAc_E, since they express exactly the syntactic structure of L.: (s 
1.6). (We have chosen Lg here instead of L& because the Batter set has 
inductive struct 
s E Lo and normal environment S E there exists an I E N such that s[S 
degree of closedness. Conditions (I), ( 
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(4) expresses the “step part”: if E’ Ids for (S(x), S), w ree 
S), which then 
with the definiti 
which could be called intermediate between S, : Lf ---p PO, and 
instead of basing the definition of 0; on some transition relati 
1 .l 1), we use a variant of the initial step efinition 1.17). 
itiul steps with synluctic environ 
I’:L,-,A-*P,,~AxL,x 
ction 
using the induction principle for . The predicate g G LO x A we use is 
as 
s(s, S) = I’(s)(S) is defined. 
We shall define I” such that E? e induction conditions. us, we ensure 
that I’ is defined for every s E LO and S E A (with W(s) c dam(S)). 
(1) I’(E)(S) =& and I’(a)(S) = ((4 E, S)}, for a 
(2) Suppose I’(S) = hS l {(ai, Si, Si)}, I’(t) = AS l {( bj, fi, Sj)} for s, t, Si, 5 E Lo, 
Lli, bi E A, and Sj, Si E A. (The variables i and j range over some finite sets of indices, 
which are omitted.) Then 
I’(S;s!?)(S) = ((ai, Si;& Si) 
I’(su t)(S) = i’(s)(S)u I’(t)(S), 
I’CSll Wb I(%, SiI 
(3) For the definition of consider clashes of variables. 
Therefore,, we distinguish betwe two cases (supposing that I’(s) has al y been 
defined): 
~f’(s)(S{px[s]/x}) 
I’(px[s])(S) =I ’ 
if xe dam(S), 
\I’(F)(S{p$5]la)) if XE dam(S), 
where z? is some fresh variable with z& AX@) and S = s[X/x]. 
pose Z’(S{x))(S) has already been defined. We set 
I’(x)(S) = &5(x))(S). 
Si E A, for all i. 
‘(s)(S) = ((ai, si, Si)}, then normal@,), and thus 
x E dam(S), is correct, because s and S 
with W(s) C_ dom( S). 
Contractions in comparrng concurrency semantics 195 
0;. We can do this by telaG 
‘j I(a,s')E I(s)), for s 
I’, since we hav 
[(a, s’, S’) E I’(s)(S) 
nition of s(8), see efinition 1.29. 
We define 
E(s,6)=WaE/i 8% A [(a,s',S')E P'(s)(8) @ (a,~'@')) 
and use the induction principle for Lo x A to show that E’ = Lox . We only treat 
cursion. Suppose s E L," such that (s} x A E E'. We have to show that 
{lu.x[s]} x A E E'. Let S E A and assume (without loss of generality) that x sf dam(S). 
Then 
I’(~X[S])(S) = J’(s)@‘) 
where S’= S{&s]/x} (by the definition of I’). On the ot er hand, we have 
(the latter equality following from 
f (2 G [~W[tl) = WMI wx1m 
We take a quick (but deep) breath and proceed as follows: 
s(~>[pxbWl/x] = s[S](S>[px[s(S)llx] (definite 
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us, we have 
which we saw a 
ne(): rev 
statements s 
iat 
or this e following mapping. 
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e have to justify the self- 
x E W(s) [SC L.; --+ (i?(x) is well define 
ks two different 
the other usi 
he sense that it t nvironments as an a 
es. In the definiti 
ntic txmiort (aceordi to the semantic function 
ext, we come to the main theorem of this paper. It relat the denotational 
se tics 90 nd the operational semantics a[,, which is a fi point of @I, by 
stating that also 5, is a fixed point of CD&. From this it follows that 0;) = GO. 
f. Let ,,ZZ c Lox A be defined by 
E(s, 8) = @I = s5&)(S) 
I- (s, 8) E I& x A. We use the induction principle for E, x A to show that E = Lo x A. 
Let S E A. 
(1) For Q E A we have @~(&J(n)(S) = (a} = &,(a)@), so /i x A E 2 
(2) Let r, TE LO and suppose E’(s, 6). We show Z(s;S, 6). 
a,,( G&)(s;S)(S) = U (a’ l G,(s’;S)&Y) 1 (a’, s’, 8) E I’( s)( 6)) 
(definition @, and I’( s;S)) 
=U{a’* (~o(s’)(s’);~~(s)(s’))I(a’, s’, 6’)~ I’(s)(S)} 
=U (a’. (~~(s’)(s’);~,(s)(s))l(a’, s’, S’)E 
= (U (a’ 0 &wW~ I ( 
(definition ;) 
= G&)(s);&J(s)(s) ( e@ause Z(s, 6)) 
= 2&)(s;S)(S). 
198 
is proves Eqs;S, 6). Now f ci s, t E Lo and suppose E(s, 6) and E( t, 6). ow 
S(sll t, 6). 
t, 6). The case E(s w t, 6) is simple. 
(3) Let s E L,” and suppose (s} x d c E. We show S(px[s], 6). Assume (without 
loss of generality) that x fZ 
-~)(~x[s])(S) = U {a’ l &,(s”)(S’) 1 (a’, s’, 6’) E I’(s)(S’)) (d 
0a ‘(px[s])(S); let S’= S{gx[s 
= &,(s)(6’) (we have E(s, 6’)) 
= g&1( s”{ 901[px[s]jj( &lx}) (definition s”,) 
%I) 
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&( !&J)(x)(S) = a&( G&)(S( x))(8) (definition ; and l’(x)(G)) 
- Go(S(xjj(S j (because E(G(x), 6)) 
uction principle now implies 3 = L,x 
As an immediate consequence of this theorem, we have the foI~~w~n 
Now combining Corollaries 1.41 and 1.45 yields the main theorem of this section. 
It may be useful to give a short overview of this section because we shall follow 
roach of proving semantic equivalence in the next sections. ave 
rational semantics Q-, for Lo as the fixed point of QO, and a denotational 
semantics S$, as the fixed point of PO. We have related GO and 9+, via an intermediate 
semantic function Ob, defined as the fixed poi t of @:. To be more precise, we have 
related @,,, !P ,, a d @b using mappings ( ) and -, for which we have proved some 
properties, schematically represented by the following diagram: 
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The * in the upper rectarrgle ihdicates that it commutes, the symbol *fix in the lower 
rectangle indicates that it commutes only for the fixed point of lu, (that is, &,). 
lease note that * has been formulated as Theorem 1.40, and *fiX as Theorem 1.44. 
The main result of Section 1 (Theorem 1.44) follows from this diagram, because * 
. 1:1, fro _ d7i” A l ‘* zr;z% .-s ga..“O “0 - “0 3&A *fix 
l n’ 64 
tzp”neS ” 0 = &(). 
. 
. The lower rectangle does rwt commute for arbitrary F E Lo - r -PO. 
As an example take F = As 9 hy l {E}. Then, for given a, b E A and S E A: 
fFC,(F!(a;b)(S) = V”,,( F)(a;b)@‘~‘~‘) 
= ~~(F)(a)(SIy~~F’)i~~(F)(b)(~~n’F’) 
whereas 
@*(&(a;S)(P) = {ar l i+~)(S)j= = (a 9 F(b)(iF)} = (a). 
2.1. syntax 
For L1 we introduce some structure to the (possibly infinite) alphabet A. of 
elementary actions. Let C C_ A be a subset of so-called communications. From now 
on let c range over C and a, b over A. Similarly to CCS [13] or CSP [ 1 l] we 
stipulate a bijection -: C + C with - 0 - = id,. It yields for every c E C a matching 
communication -(c), which will be denoted by ?. In A\C we have a special element 
T denoting a successful communication. Let Stmu, with typical elements X, ~7, . . . , 
again be the set of statement variables. 
(Syntaxfor L, ). The set L, , with typical elements s, t, . . . , is given by 
s::=a~s,;s,~s,+s~~s,~~s~~X~~x[t] 
ere t E L-t, which is defined below. Please note that a E A z C. 
‘) 
a. 
is given by 
(Syntax for L-t). The set L-t of statements which are guarded for x 
I t;s, for s f.z L, 
I t! -(- t_, I4 II tz 
I y, for y f x 
, for yzx, tee 
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~~wtax.fior Lf). The set Lf of statements which are guarded for all 
t::= all; sit, + rz(tl 11 IJpx[ t], 
where s E L1 _ 
ark. We extend L,, L-i, and Lf with the empty statement E (see 
Remark 1.3). 
The definitions of W(s) (free variables of s) and of (syntactically) closed 
statements are as in Section 1. The language L1 differs from LO in two respects. 
First, the presence ?f communication actions entails a more sophisticated interpreta- 
tion of s1 11~~. Second, the operators of global nondeterminism s, + sz and of local 
nondeterminism s, u s2 of LO are differently interpreted. For an extensive discussion 
of L1 we refer the reader to [3] (where, for obvious reasons, it is called L,). After 
R I: have defined an operational semantics for L1, we shall briefly discuss the intuitive 
meaning of L,. 
2.2. Opera tiand semantics 
2. nition (Semantic universe PI). Let, as in Definition 1.10, the set A” be 
defined as A” = A* u A”. We extend this set by allowing as the last element of a 
finite sequence a special element 3, which will be used to denote &&lock: 
Now we define a complete metric space P, , with typical elements p, 9,. . . , as 
P, = P,,( AT), the set of all non-empty, compact subsets of A:. As a metric on PI 
we take (&+ (see Definition AJ(d)). We shall use P, as the semantic universe 
for the operational semantics of L,, which will again (as for 15,) be based on a 
transition relation. 
( Transition relatiorr *for Lf). We define a transition relation 
as the 
(i) 
(ii) 
smallest relation satisfying 
a +a E, for a E A (please note that it is also possible that a E C !), 
for ah aEA, s, tELy and s’,% L,, if s’# E, then 
s-r: s’ * (s; s: s’; s 
hS+t:Sht+S:Sr 
A SII a: s’ll t A tjls -5 tlls’ 
A Ivlxb3 -f9 s’[pxEsl/xN, 
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and if s’ = E, then 
m+t:Eie+s:E 
r px[s] : E). 
(iii) for all c E C, s, t e’ Lf , s’, t’ E L, , if s’ # E # t’, then 
(S-G s’n t-L t”) * s/t -5 s’llt’, 
(s< En t: t’) 3 slit: t’. 
(@). Let @,:(Lf ---* P,) +(Li’ ---, PI) be given by 
if s = E, 
if (a )W[s s s’] 4 4 e C) = 8, 
s % s’ A CB E C} otherwise 
for FE Lf’-+ PI and SE Li’. 
6, = FixedPoint( a1 ). 
es. The following examples illustrate the intended meaning of L1 : 
mx3 = {a>, f4uclldl= bl, 
~d(w9llW)ll= WT bad, 
6,[(a;b) i (a;c)j = (ab, aa), 
O,[a;(b+c)~=(ab}, for CE C, a, bEA\C. 
Thus, with global nondeterminacy +, the statements s1 = (a;b) + (a;~) and s2 = 
a;( b + c) have different meanings under 0,. This difielence can be understood as 
follows. If s1 performs the elementary action a, the remaining statement is either 
the elementary action b or the communication c. In case of c, a deadlock occurs 
since no matching communication is available. However, if s2 performs a, the 
remaining statement is b + c, which cannot deadlock because the action b is possible. 
atching communication 
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tion on Ly . 
(Initial steps). We define a function I : Ly ---) P&A x L,) by induc- 
(i) I(E) =p) and I(a) = ((a, Ej}. 
(ii) Suppose I(s) = (( ai, si)), I(t) =(( bj, 5)) for S, t E L:, ai, bj E A, and si, tj E LI. 
(The variables i and j range over some finite sets of indices, which we have omitted.) 
Then 
I(S;S) ={(ai, Sj;S)} (for SE L,), 
I(s + a) = I(s) u I(t), 
emma. Va E AVs E L~VS’E L, [s --I~ stw(a, s’) E I(s)]. 
my. For FE L;’ + P1 and s E L’;‘, such thct {a I3s’[s -a s’] A a e C} # 8, 
we have 
@,(F)(s) = U {a l F(s’) I(a, s’) E I(s) /\ a !Z C}. 
2.3. Denota tional semantics 
We follow [33 in introducing a branching time semantics for L,. First we have 
to define a suitable semantic universe. It is obtained as a solution of the following 
domain equa tiott :
(*) F = { po} u P,,(A x p). 
Such a solutior. we call a domain, and its elements are called processes. We can read 
the equation as follows: a process p E p is either po, the so-called nil process 
indicating termination, or it is a (compact) set X of pairs (a, q), where a is the first 
action take2 and 4 is the resumption, describing the rest of p’s actions. If X is the 
empty set, it indicates deadlock (as does a in the operational semantics). For reasons 
of cardinality, (*) has no solution when we take ali subsets, rather than all compact 
subsets of A x E Moreover, we should be more precise about the metrics involved. 
We should have written (*) like this. 
universe PI). Let (13, , d) be a complete metric space 
satisfying the following 
p z (po} \s P,,(A x id&)), 
l d(x, y), and in deno 
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We shall not go into the details of solving this equation. In [6], it was first 
described how to solve this type of equation in a metric setting. In [I] this approach 
is reformulated and extended in a category-theoretic setting. 
2.1 ition (Semantic operators). The operators i, q, i : F, x 3, + & arc defined 
as ows. Let p, q E PI, then 
(i) piq = i(a, p’;q)I(a, p’)Ep} 
if p=p(), 
otherwise. 
if q=p0, 
ifP=P*, 
p v q otherwise. 
P if q=p0, 
4 ifp=p0, 
(iii) piq = ua, P’iL@, Pi) E PI 
u N4 P[dlk 4’) E 41 
u ((7, p’ll q’) 1 (c, p’) E p A (2, q’) E q} otherwise. 
(We often write op rather than @ if no confusion is possible.) For a justification 
of these definitions see Remark 1.22. 
ition (Semantic environments?, We use f to denote the set of semantic 
environments (as in Definition 1.24), with typical elements ‘y, given by r = 
Stmv dfin P, . 
2. nition ( !P,, 9;). We define the denotational semantics 9i of L1 as 9, = 
FixedPoint( Vi), where ly, : L1 - r - p, is defined exactly as TO in Definition 1.25 
but for the following two clauses: 
WF~WY) = Ua, PO% Al = PO* 
We realize that it must be difficult for the reader who sees this type of denotational 
semantics for the first time to understand and appreciate it. Nevertheless, we consider 
urposes preferable to refer the reader to [3], where he can find an 
extensive explanation. In this paper, we want to stress the technique of proving 
semantic equivalences, with which WC now proceed. 
2.4. Semantic equivalence of 6, an8 9, 
t is quite obvious that the res lt of the previous section, as formulated in Corollary 
1.47, namely that 
fM4l = ~ou4.l(r) 
ions 6, and 9,. The semantic universe I of 
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6, is a set of sets of streams, whereas P, , the semantic universe for g,, is a set of 
tree-like, branching processes. Thus, when comparing the types of 6, : E, + P, and 
9, : L1 --3 r - P,, we observe that besides the fact that 5$ takes a statement as an 
argument as well as an environment, which 6, does not (as is the case with $&, and 
. . Qo), +,l;ere is a secscd &ffercr;cc be(*+;~cn 8, aid 3,. That is, they have different 
co-domains, P, # F, (which is not the case in the previous section). The strategy 
we shall follow to relate 6, and 9,) is to define functions 0: : L1 --* A -+ P, (where 
A will again be a set of syntactic environments) and 9 i : L1 - A --) &, and then 
relate 6, and al, (similarly as with C& and O&), next !B: and 9, (similarly as with 
0; and SO), and finally compare Sl, and 9: by using a suitable abstraction operator 
cx : PI + P, . As in the previous section, we define 0: (and 9 i) as fixed point of a 
contraction. We start with the comparison of 6, and 0:. 
2. ition (Syntactic environments). The set d of syn tz:ic environments, with 
typical elements S, is given by 
A = (S 1 is E (Stmv -fin L,) A (6 is normal)}. 
(For the notion of slormal see Definition 1.29.) 
We formulate an induction principle for L, x A, as in Theorem 1.31. 
(Induction principle for L, x A). Let E G L, x A. If 
(1) AxAcE’, 
(2) (s, t) x Li E As 9{s;S,s+t,sl(t)xAc_~,~ors, t,sE L,, 
(3) {s} x A E Z+{/~[s]}xd c s”, for SE L,“, 
(4) (~(x),~~)E~~(x,~)E~,,~YxES~~V, and6EA, 
then s”= L, >: A. 
Proof. See Theorem 1.3 1. 
efinision (Initial steps with syntactic environments). As in Definition 1.33, we 
use the ind;lction principle to define a function 
I’: L, --) A + Pfi”(A x L, x A). 
(1) w3CW =I4 and I’( a)(S) = ((a, E, 6)) for a11 a E 
(2) Suppose I’(S) z Ai3 l {(ai, Si, 6,)) and I’(t) = AS - {(bi, tj, $)} for S, t E L,, 
ai, bj E A, and Si, 6j E en 
I’(S;S)(S)=((ai, Si;S, S,)} (for all SE L,) 
(3), ( s in Definition 1.33. 
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2.20. ark. In the Jausz for sII t in the above definition we take the union of 
two environments, & and aJ. This we can always do, if we impose the restriction 
upon all 6; and 6YJ that 
then (d~m(Si)\d~m(G)) TV (dom(Sj)jidom(6)) ~0. 
If this condition is not satisfied (and in general it is not), a suitable renaming of 
variables shoul be applied. An example of a statement for which this should happen 
is px[ c;x] /px[ c’;x]. 
(@i). We define @: : ( L1 --* A ---?r P,) + (L, - A + P,) by 
{E} ifs= E, 
@W(W) = 181 if u a, s’, 6’) e I’( s)( 8) 10 i? C} = 8, 
U Ca l WW) I ( a, s’, 6’) E I’(s)(S) /\ a & C) otherwise, 
FixedPoint( @\). 
2.23. Theorem (Relating I and 1’). 
VSE LIVSEA [Z’(~)(hi)={(ai, Si, Si)} C3 I(s(lj))=((ai, Si(Si))}]m 
roof. See Theorem 1.37. q 
nition. We define ():(L(;“-- P,)+ (L, ---) A --, PI) by 
()F=F”Z As E L, l AS E A. l+(S)) 
for FE L+ PI. 
2.25. eorem (Relating @, and @:). VFE Lf--, P, [@i(E”)=(@,(F))()]. 
roof. See Theorem 1.40. Cl 
Next we define 9: : L, -+ 4 + 1”, as the fixed point of the contraction below and 
compare CC& and 9:. 
(Vi). Wedefine V~:(L,--,A-+~,)~(L,-+A-+ 
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. 9: = FixedPoint( 3Pi). 
As 0 1 also 9: takes syntacti- L environments as arguments. Their 
co-domains, however, are different: P, # 1’, . One could call 9; a branching variant 
of 0:. Another difference is that Si( c)( 6) = {a}, whereas 9 i( c)( 6) = (Cc, pO)}, for 
MC and SEA. 
In order to relate 9l, : L, ---) A + & and 9, : L, + r + 1”, we use the 
2.3 efinition. Let - : (L, ---) I-’ - PI) -+ ( L1 --, A + p,) be given by 
-(F)=~=AsEL,%~EA+(~)(~~) 
for FEL,-~-,~&, whtx gF is defined as gF =AxE 4Iom(6) - E(S(x))(iv). (Fsr 
a justification of the definition of iF see Remark 1.43(l).) 
2.31. Theorem. @{(S&) = &. 
roof. This theorem can be proved in essentially the same way as Theorem 1.44. Cl 
Finally we provide the only missing link in the chain that is to connect 0, with 
$,: the comparison of 0; : L, -+ A --, PI and “ilf : L, + A -+ p, . V+‘e relate their 
different semantic universes P, and PI in the following. 
efinition (Abstraction operator ar ). We define an abstraction operator 
cy : PI + P, hy Q = streams Q restr, where restr (for restriction) and streams are recur- 
sively defined 
(i) restr . P, -+ i’, 
PO ifp=po, 
’ I+ ((a, restr( p’)) 1 (a, p’) E p A a & C} otherwise. 
(ii) streams : F, -+ P, 
0 1 
P- iI 
ifp=p0, 
I 
br a l streams( p’) /(a, p’) E p} otherwise. 
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(2) The abstraction operator cy transforms a (branching) process p E p, into an 
element (Y(P) E mD, in two steps. First it cuts off all branches (all subprocesses) of 
p, that are labeled with an element of C: these can be regarded as failed (in ual) 
attempts at communication. This is what resfv does- Then S~~PQ??Z.S EakPc -11 pagthc “Use”” UL.yuSU.3
(streams) of the result of restr( p), putting a a symbol (denoting deadlock) at the 
end of all paths ending in the empty process. This can be understo&! as foliows. 
When a path in restr( p) ends in the empty process this means that the operation 
restr has cut 03 everything at the e of the corresponding path in p. By definition 
of restr only elemeirts of C could ve been present. Thus, this path in p should 
be interpreted as indicating a situation in which only individual communication 
steps can be taken. Operationally, we consider this to be a case of deadlock. 
Therefore, we replace this empty process by 3. This is what strea,ms does. 
Now that we have defined a mapping cy : F, + P, , we extend it in the following way. 
edinition. Leta:(L,-*A-*~,)+(L,+A-+P,)bedefinedby 
a!(F) = F” (notation) 
for FE L, -+ A --) PI. (Please note that we use again the symbol cy. We trust that 
no confusion will arise from this slight abuse of language.) 
2.36. Theorem (Relating qi and @:). VFF El - A ---* & [@I( F”) = (P:(F))“]. 
roof. Let F E L, -+ A - &, let s E LI and S E A be such that {(a, s’, S’) E I’(s) x 
(S)lae C)#@. Then 
@i(F”)(s)(S)=U{a* F”(s’)(S’)((a,s’,S’)d’(s)(S)~ag C} 
= U ia l bdF(s’W)N I ( a, s’, S’) E I’( s)( 6) A a 64 C} 
= streams(((a, restr( F( s’)( S9)))l (a, s’, S’) E I’( s)( 6) A a E C}) 
= streams 0 restr({(a, F(s’)(S’))l(a, s, S’)E I’(s)(S)}) 
= 4 Pi(F)(s)(S)) = (W(F))“(s)(S). 
If EL, and SEA are such that {(agsr,S’)EI’(s)(S)la~C}==(d, then 
@:(F)(s)(S) = 1% 
= streams(@) 
= streams 0 restr({(a, F(s’)( 6’)) 1 (a, s’, S’) E I’( s)( S)}) 
= (wwwm KJ 
Cnntraciions in comparing concurrency semandics 
(2.37) 0; = (B;)“, 
(2.32) 9; = G,, 
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now yields the main theorem of this section. 
= (6!+). Vs E L,b’S E A [S,[s(S)] = a($[~](&)]. 
orollary. For all s E I!+;’ and arbitrary y E I’: C$[Ts] = a( 9,[s]( y)). 
2.5. Summary qf Section 2 
We can again give a quick overview of the main theorem of this section by drawing 
a diagram as follows: 
$ I 0 (Theorem 2.25) 
@; 
L,-,A-P, - &-A-P, 
T f a * a (Theorem 2.36) 
‘y ; L,+A--d, - L,-,A-F, 
-1 
*fix 
i- 
(Theorem 2.3 1) 
WI 
c*-=r-,F, - L,-+F-+ PI 
where (as in Section 1.5) st: indicates commutativity and *fix indicates commutativity 
with respect to the fixed point of !P1 (that is, 9,). Please note that if we could 
identify P1 and &, we could identify the second and the third horizontal lines of 
this diagrara, leaving out the mapping CL This would yield a diagram of exactly the 
same shape as that of Section I.5 This is just a way of rephrasing what has already 
been said above. The only new thing about proving semantic equivalence for LE, 
compared with Lo, is the presence of a difference between the semantic universes 
PI and g, of 0, and 9+, which made the introduction of (Y neceqsary. Theorems 
2.25 and 2.3 I. are just (slightly) mod ed versions of theore 
Section 1 (namely, Theorems 1.40 an 
We devote the third section of our 
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actions c?u and c!e (with 11 lrariable and e an expression), and successfui communi- 
cation now involves two effects: both synchronization (as in the language tJ and 
value passing: the (current) value of e is assigned to v. Thus, we have 
synchronous handshaking variety 01 message &WSZ5ivi’* P --_.---- ._-__: - :_ +*_,, pi F nmpm I 5 111 u1b abIX5~ 01 LL~ Oi CSI=. 
We shall introduce a language E2 which embodies these features and present its 
operational and denotational semantics O’* and &. Nonuniformity cf LZ calls for 
the notion of state in both semantic models. They now deliver sets of streams, or 
processes, over state transformations, not over uninterpreted actions as in the 
previous sections. The main goal of this section is to provide the reader with yet 
another example of a language to which the method for proving semantic 
equivalence, as developed in Sections 1 and 2, applies. Although LZ will be in some 
sense more complex than L, and accordingly OZ and DZ more intricate than 6, and 
gI, the proof of the equivalence of operational and denotationall semantics will 
essentially be the same. Because Gf this emphasis on proving semantic equivalence, 
we shall not give very much explanation when defining the semantics. For this we 
refer the reader again to [3], which we (roughly) follow in our definition of O’* and 
g2. Nor shall we give any proofs, because all of them can be obtained by straight- 
forwardly modifying a corresponding one from Section 2. 
3.1. Syntax 
We now present the syntax of LZ. We use three new syntactic categories. viz. 
the set Var, with elements v, w, of individual variables 
the set Exp, with elements e, of expressions 
the set Bexp, with elements b, of boolean expressions. 
We shall not specify a syntax for Exp and Bexp. We assume that (boolean) 
expressions are of an elementary kind; in particular, they have no side effects and 
their evaluation always terminates. Statement variables x, y, . . . are as before, as are 
the communications c E C. The latter now appear syntactically as part of value 
passing communication actions c?v or c!e. 
3.1. nition 3.1 (Syntax for L,). 
. l - s . .- u := elblc?vlc!el s1 As* + sz/s* II szIxlPx[ tl 
where t E I$, defined in the following. 
3.2. ion (Syntax for L.;). The set Lg of statements which are guarded for x 
is given by 
t l .- ..- u := elblc?uic!e 
I t;s, for s E L2 
I 4 + hl tllltz 
) y, for y f x 
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3.3. (Syntax for Lf). The set L3 of statements which are guarded for all 
x E Stmv is defined by 
I ::= v:= = elblc?vlc!elt;slt, + tz(f,l~Pzipx[tj, 
where ~5 F,. 
3. The sets Lz, LT 9 and L: are extended with the empty statement E (cf. 
Remark 1.4). 
It will be useful to unite assignments v := e, tests b and communications c?v and 
c!e into one set c f basic steps. 
efinition (Basic steps). We define the set Bsteps of basic steps, with typical 
element a, by 
BStep = Comm v Bexp v Asg, 
where the set Comm of communications is defined by 
Comm=(c?vlcE C, VE Var}u(c!elcE C, eE Exp}, 
and the set Asg, of assignments, is defined by 
Asg=(v :=elvE Var, eE Exp}. 
The sets BSteps and Comm can be regarded as the nonuniform equivalents of 
the sets A gi atomic actions and C of communications of the previous section. 
3.2. Opera tkmal semantics 
3. nition ( Transition relation for L$). We define --* c L; x BStep x L2 as t 
smahest relation satisfying 
(i) a +a E, for all a E BStep. (Please note that it is also possible that a E Comm !) 
(ii) for all a E BStep, s, t E L$ and s’, SE L2, if A’# E, then 
a -2 s’ * (s;ZG s’;S 
a 
--_, S’ 
A SII t : s’I( t A tlls -2 tlls’ 
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and if s’= E, then 
A px[s] 2 E). 
(iii) for all s, t E Lg, s’, t’c I&, and c?v, c!e E Comrrm, if s’# E # t’, then 
c?e 
S’A t-z t’) * (silt --=-+ S’llfh tll 
v:=e 
(s- s - t’lls’), 
and if s’ = E, then 
c!e (s- E I\ tz t’) 3 (sl(tG t’A tlls z t’). 
For both operational and denotational models the notion of state is fundamental. 
Elements v, w in Var will have values in a set Val. A state is a function that maps 
variables to their (current) values. Accordingly, we define the following. 
3.7. nition (States). The set 2 of states, with typical element a, is defined as 
C = Var --, Val. 
We shall also employ a special failure state 3, with 8 $2, and define 
2: =c*wv* l (a}LJiY. 
Elements of 2: will be denoted by finite or infinite tuples (a,, a,, . . .). The empty 
tuple will be denoted by E. We shall write (T for (a). Concatenation is defined as usual. 
For expressions e E Exp and b E BExp we postulate a simple semantic evaluation 
function, details of which WG ZG not bother to provide. The values of e and b in 
state u will be denoted simply by [e]a( E Vaij and [bla(E {tt, ff }). 
3. (Semantic universe P2). We define the semantic universe P2 by P2 = 
C + 9,,( 257), where 9,,( 2:) is the set of all non-empty and compact subsets of 2:. 
ion( Let @,:(Lg’-, P2)-* (Ls’ ---) P2) be defined by Q2( F)( E) = {e}; 
if (a I3s’[s =+a s’] A (a E Asg v (a E BExp A [aig = ;;))} = (d, then 
otherwise 
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for FE Lg’ * Pz and S E Lz, and with uv:_, = a([e]a,h>. (The notation u~:,~ will 
also be used in the sequel.) 
a[ v := 01 = ha l {( a(O/ v})}, 
02[v:= OJl(v:= 1; v:= vf l)] 
= AU’ K4v4 4w9 4wh bwvl, 
4w4,~wvl~, bwvl,4w, 4w)>l, 
B2[v:=0;px[v:= v+l;x]~=ha’{(a{O/V),CT(l~v),a(2/v),...)}, 
cqv := 0; v -e on= Au l {(a{O/ v}, a>}, 
a2[c?v] = AU l {(a)}, 
02pv 11 c 50 = ha l {(43/ v})}. 
We can again charscterize the operational model using an initial step function. 
3.12. nition (Initial steps). Let Z : L5 - Pci,( BStep x L,) be defined by 
(i) I(E) =(d, I(a)={(a, E)}, for aE BStep. 
(ii) Suppose I(S) = {(a;, si)}, I(t) = {(bj, tj)} for S, t E L.5, ai, bj E BStep, and Si, tj E 
Lz. Thev 
Z(S;S) = i(ai, Sj;S)}, for SE L2, 
Z(s+t)= I(s)u I(t), 
4!sllt)={(ai,siIIt))u{(6j,sllfj)} 
v ((u := e, Sill tj) 1 (ai = C?U A bj = c!e) v (ai = c!e A bj = C?v)), 
uP44) = I( ai, si[PxEsl/xl~I* 
a. Va E BStepWs E LsWs c L2 [s -+a s)H(a, s’) E I(s)]. 
SELS” and UE with ((a, s’) E 
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3.3. DenotationaZ semantics 
As in Section 2.3 we start with the definition of a suitable semantic universe. It 
will be a process dflmain that is obtained as a solution of the following domain 
equation: 
P={p,}v P,,(SStepsx F), 
where the set SSIeps of semantic steps, with typicai elements K, is given by 
SSteps=(Z-E) 
u (C x Var) 
u (C x (2 ---* Val)). 
We can read this equation as foliows: a process p E F is either po, the nil process, 
or it is a (compact) set X of semantic steps K E SSteps. Such a semantic step can 
have one out of four forms. First it can be a state transformation. These will be 
used to give a semantics to assignments. Then it can be a mapping from states to 
the set 0:” truth values, corresponding with boolean expressions. Next, it can be a 
pair (c, u), corresponding with an input statement c?v. And finally it can be a pair 
(c,f), corresponding with an output statement c!e. Here, f is used to denote the 
value of e (that is, [e] E C + Val). 
As in Section 2.3 we should be more precise about the metrics involved. We give 
a formal def=nition below and refer the reader to Section 2.3 for further explanation 
and references. 
5. on (Semantic universe I”,). Let (Ii, d) be a complete metric space such 
that it satisfies the following domai,? equation: 
P s { po} 0 P,,( SSteps x id,,,(P)), 
with SSteps as above. Typical elements of & will be p and 4. 
(Semantic operators). The operators I, i, and i : & x & - & are 
defined as follows. Let p, 4 E &, K E Sslegs, c E c, v E Var, and f~ 2 ---, Val. Then 
9 if P’C,, 
((K,p’jq)l(K,p’)Ep} if p#po. 
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(iii) If p =pos therm p!q = sip = q- If p Z p. and q f po, then 
Pii4 = fk p%l) I k P’) E PI 
UN% Piid)lk 4% 41 
v ((kf ), P’> E P A NC, v>, s’> E 48- 
or a justification 0,1” these self-referential definitions see Remark 1,291. 
nition (Semantic environments). r = Stmv +P F2 (typical elements are y). 
3. efinition ( !P2, 9,). We define the denotational semantics 9? of Lz as 
C& = FixeCPoint( !&), where ‘1yz: ( L2 ---* r + I’,) + ( L2 ---) r + &) is given, for 
FELpC+&,by 
(i) %(F)(a)(?) = {k, PO)), and %(F)(E)(y) =pO, with 
Au l uv:=e if a = v := e, 
ACT e [alo if a E BExp, 
K, = 
k 4 if a = c?v, 
(c, AP [e)(T) if a = c!e. 
(ii) %(F)(s op Nr9 = %(F)(s)(y) @ WF909h9 for OP = :, +:, 11. 
(iii9 4% i-‘9(px[sl9( Y 9 = W F9W( YU~P~~I( y9l49. 
Similarly to Lemma 1.27 we have that !Pz is contracting. 
3.19. Exlrhqdes 
9&J := O](y) = ((ha l a{O/ v), p(J) 
!_&[v:= 1; v:= a+ WY9 ={(A 0’ a(l/v), ((Ad l 4ceJ9 + 11 VI, Po9Dl 
9i&?41~!311(Y9 = w, 4, w, ha l 3), PON, 
NC, Au l 39, MC, v), PON, 
w l d3lvL PO)) 
9Jv := 0; j&v := v-k 1; x-J1 = ((ho- o(Olu), p)), 
where p E & satisfies p = ((Aa. a(&++ l/v), p)). 
.?A. Semantic equid3lce of D2 and C2J2 
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(small) differences. We define 014 = FixedPoint( @G) and 95 = FixedPoint( q$) with 
@i and !Z’i defined as follows. Let @i: ( Lz + A ---, P2) ---) (Lz ---, A 3 R) be given 
by (P$( F)( E)( 6) = {E}; if ((a, s’, 6’) E Z’(s)(S) 1 a E .4sg Y (a f: Bhp A [I+ = tt)} = 0, 
then @i(F)(s)(S) = {a); otherwise 
dJh=, * F(s’)(G’)(a,,,,)](o:= e, s’, 6’)~ Z'(s)(S)), 
for FEL~--*A+P~, s E L2 and S E A (A and I’ can be defined similarly to 
Definitions 2.6 and 2.19). Let !Pi: ( L2 -+ A ---* &) ---* ( Lz + A -+ &) be defined by 
if s = E, 
a, s’, 6’) E I’( s)( 6)) otherwise 
(with~,asinDefinition3.18)forFEL,-,A~P,,sEL~,and6E~. 
The definitions of G$ and !Pi are somewhat more involved than their counterparts 
from Section 2. What is different here is that a syntactic basic step does not literally 
coincide with the semantic step that represents its meaning. In the previous section 
we had elementary actions a and c both as syntactic and semantic entities. Here 
we have syntactic basic steps u := e, 6, c!e, and C?U, all of which are semantically 
represented in a different way. 
Similarly to the Definitions 2.24 and 2.30 we can define mappings 
(>:(L~‘~P~)--,(L,-,A-*P,) and -:(L,--zr-,~~),(LL.I*A~~*), 
and prove 
Si=@ and 5BS=C&. 
Finally, we can compare S> and CBi by recursively defining a suitable abstraction 
operator Q : & --) P, by a(po)(o) = {E}, and, for F # go, by 
u u b- ’ ‘d P’)b) 1 (f, P’> E P A (j-E 2 ---, (6 tt>) Af(Q-) = tt}., 
if uf, p’>iU P’kP A (f’E 2 3 C Y (f~ C -+ {ff, tt} of = tt))} f 0, and by 
or a justification of this self-recerential definition see emark 1.22.) In 
a(p)(o) all pairs (~,.p’)Ep with KEG -+ (tt, ff} and ~(a) =ff, or K E c X Var, or 
K E C x (2 -+ Vaf ), are neglected. This corresponds with the restriction operator of 
efinition 2.33. A second effect of applying ‘_ is that it transforms a (bra 
process p E f$ into a function a( p) E Pz -= C -+ g,,(AT), which yields, when supplied 
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concatenated with cy(p’)(f@)) 9 in whichf( u), being the new state, is passed through 
to (x applied to p’, the resumption of j In this way, the effect of different state 
transformations occurring subsequently in p is accumulated. A simple example may 
illustrate this. Consider 
p=9&:= 1; v:=v+l~ 
= HA u’u~:=l, (0 u’ l (+::=d(o)+, , po )I)). 
aen 
cy(P)W = {blJ:=*, 4W~’ l d:==d(,)+1, po)))(o,:=,))} 
= {b”:= 1 , u’v:=2, a! (Po)h=2))) 
Next, we extend cx to a mapping a : (L2 - A - &) - ( L2 - A - P2) by putting 
for FEL~-A--,~~~ 
a(F) = F” = As l A6 l a(F(s)@)). 
We shall prove that 
YFEL,-A-& WW”) = (WF)Yl. 
LetFEZ~2-A-~2,sEL2,SEA,andu-E2besuchthat 
((0, s’, 6’) (2 Z’(s)@) 1 a E Asg v (a E BExp h [ana = tt)) # 0. 
Then 
@XF” )(s)@)(a) 
=U{CP F”(s’)(S’)(a)((b, s’, 6’)~ Z’(s)(S)~[6la=tt} 
uu {(T,:=. l F”(s’)(F’)(v~:,,)~(v:= e, s’, 6’)~ Z’(s)(G)} 
-t_j{cre (a(F’(s’)(S’))(rr))I(b, s’, 8’)~ Z’(s)(#) /\[b~a=tt) 
v IJ (2;:=, l (a( F’(s’)(S’))(cr,:=.)) I(v := e, s’, 8’) E Z’(s)@‘)} 
= Qmb, F’(s’)(~‘))I ( a, s’, 6’) E Z’(s)(S’)})(a) (with K, as above) 
= 4%(F)Cs)(~))(4 = (%(F))V)(@(4 
The case that @G(F)(s)(S)@) = {a) goes similarly. This proves 
WZ+L2-A-13, [@$(F”) = ( WF))“]. 
Now it follows that (52;)” = ove, we see a’,’ = (G+, 
or 
Cf72u~m= ~Q~2udm9 
e obvious corollary, that 
S E OJs~ = 
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We have developed a uniform method of comparing different semantic models 
for imperative concurrent yX vii. _ -*--rsmming languages. We have defined operational 
ational semantic models for such languages as fixed points of contractions 
te metric spaces, and have related them by relating their corresponding 
contractions. Here, we benefit from the metric structure of the under1 ying mathemati- 
domains, which ensures the uniqueness of the fixed point of such contractions 
uach’s theorem). It turns out that once this method has been applied to a certain 
(simple) language (LO), it can be easily generalized for more complex languages 
( L1 and L,). This we consider to be the strength of this approach. In [ 181, this idea 
is further explored. There a general method is designed for deriving denotational 
models from transition system specifications that satisfy certain syntactic constraints. 
edition (Metric space). A -metric space is a pair (M, d) with M a non-empty 
d a mapping d:MxM - [O, l] (a metric or distance) that satisfies the 
following properties: 
(a) Vx,y~ M [d(x,y)=Oex=y], 
(b) vx, Y E M [W, Y) = d(y, x)1, 
[W, Y) s db, d + dk ~91. 
We call (M, d) and ultra-metric space if the following stronger version of property 
(c) is satisfied: 
Q’) Vx, y, z E M [d(x, y) s max{d(x, z), d(z, y)}]. 
Please note that we consider only metric spaces with bounded diameter: the distance 
between two points never exceeds 1. 
Xa es. (a) Let A be an arbitrary set. The discrete metric dA on A is defined 
as follows. Let x, y E A, then 
44(x, Y) = 1 0 if x=y, 1 if x#y. 
be an alphabet, and let A”‘= A* u A” denote the set of all finite and 
infinite words over A. Let, for x E A”, x(n) denote the preilx of x of length n, in _ 
case length(x) 2 n, and x otherwise. We put 
wit ) is a 
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Let ( 
(a) We say tiat (xi)i 
d) be a metric: space, let (xi)i be a sequence in hf. 
is a Cauchy sequence whenever we have 
E>Q~NENV~,~HV [d(x,,x,)<E]. 
(b) Let x E We say that (Xi)i cozrverges 20 x and call x the limit of (x;)i whenever 
we have 
VE>O~NENVYI~ N [d(x,x,,)<E]. 
Such a sequence we call convergent. Notation limi+W xi = x. 
(c) The metric space (M, d) is called complete whenever each Cauchy sequence 
converges to an element of M. 
efinition. Let (M, , d,), ( M2, dz) be metric spaces. 
(a) We say that (MI, d,) and ( M2, d2) are isometric if there exists a bijection 
f’: Ml - M2 such that Vx, y E M, [d2(.f(x), f(y)) = d,(x, y)]. We then write M, = A&. 
When f is not a bijection (but only an injection), we call it an isometric embedding. 
(b) Let f: MI + M2 be a function. We call f continuous whenever for each 
sequence (xi)i with limit x in Ml we have that limi+mf(xi) =f(x). 
(c) Let A&O. With M, *A M2 we denote the set of functions f from Ml to M1 
that satisfy the following property: 
vi, YE M, ~U.~W,.~~Y))~A~ 4(x,y)l. 
Functions f in M, =+I M2 we call non-distance-increasing (NDI), functions f in 
Ml -E M, with 0 G E < 1 we call contracting. 
_?l. m&ion. (a) Let (M, , d,), ( M2, d2) be meii*ic spaces. For every A 3 0 and 
fEM,-+A M2 we have that f is continuous. 
(b) (Banach’s jixed-point theorem.) Let (M, d) be a complete metric space and 
f: M ---* M a contracting function. Then there exists an x E M such that the following 
holds : 
(1) f(x)=x (x isajixedpoint off), 
(2) VIE M [f(y)=y*y=x] (x is unique), 
(3) VX~E M[lim,,, f (“)(x0) = x], where f (“+‘)(xO) = f (f ‘“‘(x0)) andf(n!(.y9) == .xL. 
nitien (Compact subsets). A subset X of a complete metric space ( 
is called compact whenever each se 
to an element of X. 
A.7. 
(a) 
converges 
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We define a metric dF on M, -+ M2 as follows. For every f,, f2 E M, - 
Q-l f & f-1 -r c-up (dz(fi(x), J*(x))). ..i:->_, 
XE M, 
For A 2 0 the set M, -+A M2 is a subset of Ml - M2, and a metric on M, -A M2 
can be obtained by taking the restriction of the corresponding & 
(b) With Ml ij l l l ij M,, we denote tne disjoint union of M, , . . . f M,,, which can 
be defined as (1)~ M,u* 0 w(n}x M,?. We define a metric JU on M&e l l Is M,, 
as follows. For every x, y E Ml 0 l l l CI M,, 
if x,yE{j}xMj, lsjen, 
otherwise. 
(c) We define a metric dP on M, x l l l x M,, by the following clause. 
Forevery(x,,...,x,),(_~,,...,y,)~M~x*~~xM,, 
(d) Let P,,(M) = def {X 1 X C, M A X is compact and non-empty}. We define a 
metric dH on P”,(M), called the Hausdorff distance, as follows. For every X, YE 
9”,(M) 
4-tW, Y) = m=bup{d(x, VI, supMy, x)H, 
xt x YE Y 
where d(x. 2) =def inf,,, {d(x, z)} for every Z G M, x E M. In P,,(M) =def { 
M A X is compact) we also have the emyty set as an element. We define dH on 
P,,(M) as above but extended with the following case. If X Z 0, then 
(e) Let CE[O,QQ. We define id,.(M, d)=(M, c= d). 
have that 
. , (M,,, d,), dF, dU, dp and dH be as in 
d), (m,, d,), . . . , (M,,, d,,) art! complete. We 
are complete melric , di) are all ulbra-mefric spaces these 
e cmrrpleteness of 
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The proofs of Prop osition /U(a), (b), and (c) are straig tforward. Part (d) is 
more involved. It can be oved with the help of the following characterization of 
the completeness of the usdorff metric. 
.9. osition. Let (!P,,( M), dH) be as in Definition 8.7. Let (Xi), be a Cauchy 
sequence in !P,,( 
lim Xi = {lim X; 1 Xi E Xi, (Xi)i Q Cauchy sequence in M}. 
i-+W i+oC 
roposition A.9 can be found in [ 121 as a generalization of a similar 
result (for closed subsets) in (7) and (8). 
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