Abstract
Introduction
Shooting a real world image with a camera through an optical device gives a 2-D image where at least some parts are affected by a blur and noise. Images can be blurred by atmospheric turbulence, relative motion between sensors and objects, longer exposures, and so on, but the exact cause of blurring may be unknown. Restoration of blurred noisy images is one of the main topics in many processing. The purpose of image restoration is to reconstruct an unobservable "true" image from a degraded observation. An observed image can be written, ignoring additive noise, as the two-dimensional (2-D) convolution of the true image with a linear space-invariant (LSI) blur, known as the point spread function (PSF). Restoration in the case of known blur, assuming the linear degradation model, is called linear image restoration and it has been presented extensively in the last three decades giving rise to a variety of solutions [11, 10] . In many practical situations, however, the blur is unknown. Hence, both blur identification and image restoration must be performed from the degraded image. Restoration in the case of unknown blur is called blind image restoration [9, 5, 12] . Existing blind restoration methods can be categorized into two main groups: (i) those which estimate the PSF a priori independent of the true image so as to use it later with one of the linear image restoration methods, such as zero sheet separation, generalized cross validation, and maximum likelihood and expectation maximization based on the ARMA image model [4, 8, 7] , and (ii) those which estimate the PSF and the true image simultaneously, such as nonnegative sand support constraints recursive inverse filtering, maximum likelihood and conjugate gradient minimization, and simulated annealing [2, 1] . Algorithms belonging to the first class are computationally simple, but they are limited to situations in which the PSF has a special form, and the true image has certain features. Algorithms belonging to the second class, which are computationally more complex, must be used for more general situations.
The constant modulus(CM) algorithm is widely used in blind channel equalization. In this paper, a new iterative blind image restoration method that belongs to the second class is proposed. The CM cost [3] is used as the cost function and the modified iterative algorithm with averaging and adaptive nuero-fuzzy inference system(ANFIS) [6] is adopted to update the parameters.
Problem formulation
Consider discrete-time LSI system in which f (m, n), h(m, n), v(m, n), and g(m, n) represent the (m, n)th pixel of the true image, the PSF of the degrading system, additive noise that is independent of f (m, n), and the degraded image, respectively.
The observed M × N blurred noisy image g(m, n) can be given by the following equation Many existing image restoration algorithms assume that the PSF is known, but the PSF of the degrading system, h(m, n), is usually unknown in most real applications. Hence, the true image must be estimated directly from the noisy blurred image using only partial information about the true image and the PSF. This process is called blind image restoration.
Image restoration with modified constant modulus algorithm

Linear image restoration
Consider the general supervised image restoration problem where the unobservable true image f (m, n) is blurred by a PSF modelled as a 2-D filter h(m, n) with support
, and is contaminated by an additive noise v(m, n), which is independent of f (m, n). The goal is to estimate the true image using a 2-D FIR filter w(m, n)
The notation z(m, n) ∼ z will be used to mean that the z(m, n) are independent and identically distributed (i.i.d.) random variables for any m and n whose distribution is identical to that of some random variable Z. For the sake of making the analysis simple, it will be assumed that (i) the true image is zero mean i.i. Let f (m, n), v(m, n) and w(m, n) denote the following lexicographically ordered vectors:
where
where H is a suitable (2R + 1)(2S +1)× (2C + 1)(2D +1) matrix whose entries are constructed from the PSF coefficients h(m, n). In the absence of additive noise v(m, n), Eq. (5)leads to support and zero conditions for perfect image restoration (PIR), i.e.,f (m,
for some fixed integer-valued vector (m 0 , n 0 ). PIR requires the zero-forcing system impulse response
where the non-zero coefficient is in the (m 0 , n 0 )th position, where (m 0 , n 0 ) must satisfy −R ≤ m 0 ≤ R and −S ≤ n 0 ≤ S. In order to achieve this particular response, the system of the linear equations described by h (m0,n0) = Hw must have a solution. For PIR under arbitrary (m 0 , n 0 ), H must be full row rank which implies that H must have at least as many columns as rows. Hence,
From Eq. (7), it is clear that no 2-D FIR filter can perfectly cancel out the effect of a non-trivial blur even in the absence of additive noise since the row dimension of H always exceeds its column dimension (
In the presence of noise, it is common to minimize the expected value of the square of the recovery error e(m, n) given by
for a particular choice of delay (m − m 0 , n − n 0 ). Using Eq. (5), e(m, n) can be written as
It was assumed that additive noise and the true image are i.i.d. and independent with respective variances σ 2 v and σ 2 f . Using this assumption yields
where · 2 represents the l 2 -norm of a vector. Note that (10) is proportional to the true image-power normalized mean-squared error (MSE) J MSE given by 
Note that in many real situations the H is not known, so the blind image restoration algorithm must be proposed to obtain the true image.
Proposed algorithm
In this paper, blind equalization algorithm of communication is used to the image restoration because of the similar deconvolution process. The CM cost term, which was introduced for blind equalization of communication signals by Godard and Treichler and Agee is used to estimate the true image and the iterative method with averaging and ANFIS is also presented. This section generalizes the CM cost for use in 2-D by reformulating the cost for a real-valued zeromean true image f (m, n) and a real-valued PSF h(m, n) in additive zero-mean noise v(m, n). The CM cost is given by
where γ and κ f are the dispersion constant and normalized kurtosis of the true image, respectively. They are defined by
Note that γ = σ 2 f κ f . Since it is not possible to minimize an expected value directly, the method uses an instantaneous estimate of J CM given by
to obtain an implementable algorithm. The output of the filterf j (m, n) can be used to update the filter coefficients. The stochastic GD minimization is used to update the filter parameters. The derivative of J with respect to the filter parameters is needed in order to implement the stochastic GD minimization. Let w j , g(m, n) denote the following lexicographically ordered vectors:
. . .
. . . g(m, n) , the output of the filter for pixel (m, n) at the jth iteration can be written aŝ
Now, the derivative of J with respect to w j can be evaluated, which is given by
Hence, the adaptive filter is updated according to
where µ(j) is a small positive step-size (usually between 10 −4 and 10 −7 ) depending on the gray levels in the true image) and
The previous proposed constant algorithm will get local minimum for finite filter coefficients and the speed of convergence is very slow. In order to get good convergence of the filter parameters and better performance of the image restoration filtering, an modified constant modulus iterative algorithm is proposed. The averaging and ANFIS technique is used to improve the image restoration filtering qualities. Two techniques are adopted to improve the algorithm: the first technique is ANFIS; the second technique is averaging. The ANFIS is a fuzzy inference system(FIS) implemented in the framework of an adaptive fuzzy neural network. It combines the benefits of artificial neural networks(ANNs) and FISs in a single model. Fast and accurate learning, excellent explanation facilities in the form of semantically meaningful fuzzy rules, the ability to accommodate both data and existing expert knowledge about the problem, and good generalization capability feathers have made neurofuzzy systems popular in the last few years. The FIS forms a useful computing framework based on the concepts of fuzzy set theory, fuzzy if-then rules, and fuzzy reasoning. The ANFIS is a class of adaptive networks which are functionally equivalent to FISs. Usually, the transformation of human knowledge into fuzzy system (in the form of rules and membership functions) does not give exactly the target response. So, the parameters of the FIS should be determined optimally. The main aim of ANFIS is to optimize the parameters of the equivalent FIS by applying a learning optimization is done in a way such that the error measure between the target and the actual output is minimized. As in Fig.? ?, the ANFIS consists of six layers: Layer 1: u
Let x(n)=MSE(n), y(n)=MSE(n)-MSE(n-1), where MSE(n) is
Layer 5: u
It is clear that the ANFIS has three set of adjustable parameters, namely the mean, variance and weight coefficients parameters. In this paper, the hybrid learning algorithm [6] , which combines the least squared method(LSM) and the back-propagation(BP) algorithm, is used to rapidly train and adapt the FIS. So the variable step can be expressed as:
The averaging technique not only calculates the averaging of the filtering coefficients but also the averaging of the updating item.
The fist step: the average of w j is calculated by
The second step: the average of φ(f j (m, n)) is calculated by
Equations (17)- (22) constitute the proposed algorithm for blind restoration of noisy blurred images. Each iteration of the algorithm corresponds to processing a pixel in blurred noisy image. When convergence occurs,f j (m, n) provides an estimate of the true image f (m, n), and w j is an approximate inverse of the PSF.
Simulation results
The performance of the proposed image restoration algorithm has been evaluated using the classical gray-scale Cameraman image and T ire image. Histogram equalization was performed on the test image which results in approximately uniformly distributed image. Then, its mean was subtracted from the histogram equalized image yielding a zero-mean uniformly distributed image. Finally, uniform quantizations having different step-sizes were applied to the zero-mean uniformly distributed image to obtain true images having different gray levels which fulfill most of the assumptions made about the true image. In all experiments a 5 × 5 support was used for the adaptive filter.
In image restoration studies, the degradation modelled by blurring and additive noise is referred to in terms of the metric Blurred Signal-to-noise ratio (BSNR). This metric for a zero-mean M × N image is given by
where z(m, n) is the noise free blurred image and σ 2 v is the additive noise variance. Performance of the method was tested at several BSNRs by adjusting the noise variance σ 2 v . For the purpose of objectively testing the performance of linear image restoration algorithms, the improvement in SNR (ISNR) is often used. ISNR is defined as
where f (m, n) and g(m, n) are the original and degraded image pixel intensity values andf (m, n) is the restored true image pixel intensity value. ISNR cannot be used when the true image is unknown, but it can be used to compare different methods in simulations when the true image is known. Figures 1 and 2 , in which the true images, blurred images and estimated true images are depicted in the left, middle Table 1 gives ISNR results for several BSNRs from which it is obvious that performance worsens as the BSNR increased for a fixed true image kurtosis. Therefore, results again support the 1-D theory. It appears from simulation results that the new method is useful as long as the BSNR is greater than 30dB. The above experiments show the new methods is effective in terms of either ISNR or human perception. Furthermore, Table 1 show that the new algorithm is robust in various noise removal and the performances of the standard constant modulus algorithm(SCMA) and the proposed modified constant modulus algorithm(MCMA) are compared. In order to compare the two algorithms, in the same iterative numbers (400 iterative numbers) and BSNRs, Table  1 shows the corresponding ISNR values. As a result, the proposed iteration using the modified constant modulus algorithm outperforms other algorithm based on the standard constant modulus algorithm in the sense of ISNR. 
Conclusions
A new method that is based on CM iterative algorithm for blind restoration of noisy blurred images was proposed in this paper. The new method is essentially a 2-D extension of the CMA and the averaging and ANFIS techniques are used to update the image restoration filtering parameters. After calculating the Kurtosis to the input image, the algorithm estimates the filter coefficient and step-size. Restoration is successfully realized by the filter, resulting in improved the image quality. Simulations have shown that the performance of the new method depends on the BSNR. The algorithm was justified via simulation. Experimental results show the proposed algorithm is reliable and robust for blind image restoration. This paper is in part supported by the National Natu- 
