The integration method is applied to the analysis of nuclear reactor systems.
Introduction
In the analysis of control systems, the phase-plane method is very useful. It gives the overall phase portrait of a system, from which the stability and response characteristics can be realized directly.' Unfortunately, however, this method can only be applied to second order systems. It becomes very complex for third order systems.
The state-variable method is very powerful for finding system trajectories with given initial conditions. But it does not give an overall view about the characteristics of a system unless a great number of trajectories are calculated and plotted.
For stability analysis of nonlinear systems, the most powerful method is, up to now, the second method of Liapunov, which gives sufficient conditions for system stability and some information about the time domain response.1'13 From the topological viewpoint, the second method of Liapunov can give a region in a phaseplane or phase-space such that all the trajectories in this region will approach the singular point asymptotically or with a limit cycle. The disadvantage of the second method of Liapunov is that there is no definite way of finding a Liapunov function and that the information obtained is relatively rough in comparison with a phase-portrait.
In short, the best method for the analysis of a second order system is to plot a phase portrait.4'5 Thus, to analyze a third order system by finding its phase-portrait in a three dimensional space should be of interest to engineers. The pioneer work of studying the trajectories of third order Nuclear reactor control systems was given by H.B. Smets.6 In Smets' work several planes have been used for studying the characteristics in a certain region in a three dimensional phasespace. In addition, some special surfaces which contain a whole set of trajectories have been shown.
Another work dealing with trajectories of third order nonlinear systems was done by Chu and Han, 7 in which a method termed the "integration method" has been proposed. The integration method is similar to the method proposed by Nagaraja and Chalam.8
The present work may be considered an extension of the works of references 6 to 8 with emphases on the analysis of nuclear reactor systems. First, a review of the integration method is given in the following section. In addition, by direct integration of Eqs. (15) 
and the t-function is
respectively. Finally, all the contours of the E-functions and the functions of ti=O (i=l,2,3,4,5) are plotted in one plane as shown in Fig.3 . This can be done easily by a computer with a plotter. Following the slope marks in Fig.3 , the phase portrait of the system can be sketched.
Note that, letting E=x1+Nx2 (where N is a constant), the integration method is exactly the isocline method. However, the integration method has at least four advantages as stated in the following:
The first advantage of the integration method is that it can provide the contours for E=ax2+bxx2 +cx2 (where a, b, and c are constants) and for E=0; thus it is more flexible than the isocline method.
Second, the integration method gives the direction of the trajectory at any point in the state-plane by checking with all the polarities of the t-functions at that point. For example, the trajectory passing through the point P in Fig.3 is from P to Q but not from P to R, since only the direction from P to Q can meet all the requirements defined by the polarities of the t-functions.
Third, for certain phase portraits, the integration method can give the equation of the trajectories, which is the E-function with its first time derivative always equal to zero. In other words, the trajectory itself is the contour of E=Q. For example, for the system considered, by the manipulations, Since the region for xl<-l has no physical meaning, Eq.(33) represents all the trajectories in the useful region of the stateplane. For various values of E, the trajectories are plotted as shown in Fig.3 .
Note that the method of finding the Efunction with t=0 is to formulate an Efunction containing all the terms which are integrable, and then to formulate additional E-functions to cancel all the terms in E, i.e., to make t=o. The fourth advantage of the integration method is that it can be applied to third order systems as shown in the next section.
Before the ending of this section, it is interesting to consider another second order nonlinear system analyzed in references 1 and 9. The system equations are Xi = -2x1 + x1X2 X2 = -X2 + XlX2 (35) There are two equilibrium points at (0,0) and (1,2), respectively. Using In this section, an adbatic model of a third order nuclear reactor is considered. Two approaches for applying the integration method are presented. The first approach is to formulate an E-function with its first time derivative equal to zero; the second approach is to set up several Efunctions and to find the directions of trajectories in state-space.
(1) The first approach
Consider the dynamic equations of the adbatic model as n = 9 (k0-r P-6)n + xc C = 9-n -X c T = a n (45) (46) (47) where n is the reactor power, Q is the neutron generation time, k0 is the constant amount of reactivity necessary to maintain operating equilibrium at a given flux level, r is the temperature coefficient of feedback reactivity. a is total fraction of delayed neutrons, A is delayed neutron precusor decay constant, C is precusor nuclei/cm3, T is incremental temperature quantity, and a is the receiprocal of the reactor heat capacity.
The equilibrium points are on the line of n=0 and C=O. Introducing a new set of variables, such as xi=n, x2=C, x3=T, Eqs. Eq.(53) shows that the E-function does not represent a closed surface because it is not a positive definite function, so it is not a conventional Liapunov function. However, for the system considered, it is impossible that the neutron power (n) and the precusor (C) are negative. In other words, the useful subspace is defined by xl>O, x2>0, X3>0. Therefore, the surface represented by the E-function and limited by the planes x1=0 and x2=0 will contain all the trajectories originally started in this surface. This surface is called the "E-surface" in the latter part of this paper.
For illustration, the parameters are chosen at Note also that, although there is no Ef unction which is positive definite except El, and that there is no E-function which is negative definite, the system trajectories can be obtained roughly from the surfaces of Ei=constant and Ai=O.
Consideration of High Order Systems
For 4-th order or higher order systems, it is impossible to plot the trajectories in a three dimensional state-space. Nevertheless, it is useful to find the E-surface with E=0 since it can give an overall view of the characteristics of trajectories. For those systems, if it is impossible to find the Esurface with E=0, the E-functions can be used to generate Liapunov functions.''8 Fig.6 . Thus the directions of all the trajectories while passing through the planes of Ei=0 must be parallel to the corresponding E-surface. As shown in Fig.6 , for the sake of simplicity, dashed lines are used to represent the relation between the Ei-surfaces and the planes for ti=O. It can be seen that the trajectories started in the region x >0, x2>0, x3>0 must converge to the line of equilibrium; i.e., the x3-axis. A typical trajectory with initial condition (1.5,450,50 ) is sketched as shown in Fig.6 . This trajectory should be in the same shape as those shown in Fig.5 , but the scale change of the x 2-axis in Fig.6 makes it look different.
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