Abstract-We present a novel method to incorporate temporal correlations into a speech recognition system based on conventional hidden Markov models (HMM's). The temporal correlations are considered to be useful for recognition because of the fact that the speech features of the present frame are highly informative about the feature characteristics of neighboring frames. In this paper, by treating these correlations in the form of conditional probability distributions (PD's), we propose a new technique for incorporating frame correlations. With the proposed method called the extended logarithmic pool (ELP), we approximate a joint conditional PD by separate conditional PD's associated with respective conditions. We provide a constrained optimization algorithm with which we can find the optimal value for the pooling weights. For practical purposes, we also suggest methods to get robust PD estimates for characterizing frame correlation. In addition, to improve model discriminability, a technique to combine two kinds of PD's through the exponents is introduced. The results in the experiments of speakerindependent continuous speech recognition with the proposed approaches show error reduction up to 20.5% as compared to that with the conventional bigram-constrained (BC) HMM method.
I. INTRODUCTION
H IDDEN Markov models (HMM's) are widely used in speech recognition due to their ease of implementation and modeling flexibility. The success or failure of an HMM system relies on how well the models can characterize the nature of real speech. With this in mind, a number of attempts have been made to incorporate some additional knowledge into the traditional HMM scheme [1] , [2] , [6] . Typical examples are the inclusion of durational information [3] - [5] , the addition of higher-order feature sets [2] , [6] , the use of correlations among neighboring outputs [9] - [13] , etc. For durational information, there exist largely three approaches [3] : 1) constructing duration models based on the assumption of semi-Markov chains; 2) post processing with durational penalties; and 3) using time-dependent state transition probabilities. Higher-order features such as the first-or second-order differentials of the original features are extracted for more detailed modeling of speech dynamics.
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Various approaches have been tried to take account of frame correlations for more realistic speech modeling. Some of them adopt the stochastic segment model [7] or the dynamic system model [8] in order to directly express speech feature trajectories. While they seem to be successful in extracting dynamic cues for speech recognition under a suitable trajectory assumption, they are not based on widely available HMM technology. Therefore, if we already have an HMM-based recognition system, many parts of the system must be modified so as to incorporate these trajectory modeling approaches. In the case of continuous HMM's, some approaches to change the topology of a conventional model have been developed. In [9] , a linear prediction technique is used to parametrize frame correlations. On the other hand, in [10] a Gaussian probability density function (PDF) assumption is made between adjacent feature vectors. All these approaches aim to relax the traditionally accepted assumption of an HMM that two observations occurring at different times are statistically independent.
Paliwal incorporated temporal correlation into discrete HMM's by conditioning the probability of the current observation on the current state as well as on the previous observation [11] . With this approach, an output probability distribution (PD) is constructed for each possible pair of state and observation symbols. Even though this full parametization is the most natural way to express the behavior of temporal correlations, the number of parameters to be estimated may increase too excessively to get reliable estimates for the output PD's. As an alternative to this, a bigram-constrained (BC) HMM was proposed [12] , [13] . In the BC HMM, the spectral shape of an output PD in a state is restricted according to the observation symbol on the previous frame. The bigram PD's that carry useful information inherent in correlation between adjacent frames are independently estimated to constrain the output PD's specified on states.
In this paper, we address the problem of efficient incorporation of frame correlations into conventional HMM's. Key issues in this approach are how to precisely express true temporal correlations, how to obtain robust estimates, and how to easily incorporate them with conventional HMM schemes. The BC HMM serves a good starting point to begin with for the reason that it can easily be combined with the traditional HMM recognition steps. Moreover, since the number of parameters to be estimated is much smaller than that of Paliwal's full parametrization, robust estimation can be guaranteed to some extent. But, as for the way to express temporal correlations, we consider it to be inadequate, though the intuition of restricting the spectral shape is quite appealing. From a viewpoint of probability, BC HMM seems to serve a way of approximating a joint conditional PD when separate conditional PD's associated with respective conditions are given. Therefore, we focus on the way to combine separate conditional PD's in order to precisely approximate the joint conditional PD.
For this purpose, several candidate strategies can be found in the field of statistics where the problem of aggregating a number of expert opinions is addressed under the name of group interaction, consensus belief emergence, or managerial expert use [14] . Among many pooling operators, the logarithmic opinion pool (LOP) is most attractive, because it appears similar to the BC HMM while possessing a more flexible modeling capability. By adopting a schematic form of the LOP, we propose a new method to incorporate frame correlations based on the conceptual analogy in which we treat separate conditional PD's as if they were the opinions with which we can determine the aggregated opinion, i.e., the joint conditional PD. We will call the proposed method the extended logarithmic pool (ELP), where the word "extended" means that we expand the allowed region for pooling weights which lie on a positive simplex in the original LOP. With this ELP, we approximate a true joint conditional PD by means of separate conditional PD's in which the pooling weights are estimated so as to minimize approximation errors.
To evaluate approximation error, we use the discrimination information that indicates to what extent a PD deviates from a given reference PD [15] . The objective function expressed in terms of this discrimination information measure can be minimized by using a feasible direction method applicable to a wide range of constrained optimization problems [16] . We show that the objective function has the convexity property and present an efficient algorithm with which we can find the optimal pooling weights.
In addition, we consider several related issues that are shown to be indispensable for enhancing the recognition performance when we apply ELP to HMM-based speech recognition. First, we consider several methods to derive frame correlation PD's both in phoneme-dependent and phonemeindependent fashions. In spite of the fact that temporal correlation highly depends on phoneme identity, direct use of phoneme-dependent frame correlation PD's may degrade the recognition performance due to the requirement for robust parameter estimation. One way to get robust parameter estimation is to use reduced number of frame correlation PD's for each phoneme. Another possibility is to use phonemeindependent frame correlation PD's, which can be obtained by merging frame correlation PD's over all phonemes. But, as shown in [12] , even the phoneme-independent correlation PD's must take the contribution of each phoneme into consideration with much care. Next, we present a technique to combine two kinds of PD's through some exponents which are estimated according to the maximum mutual information (MMI) criterion [20] . Practically, the restriction of a state specific output PD usually yields too excessive concentration over only a small region of the observation space. Therefore, it is desirable for robust recognition to diffuse this concentration while maintaining most useful discriminability information.
The organization of this paper is as follows. The definition and properties of the ELP are given in Section II. In this section, we also describe in detail an optimization algorithm that seeks the optimal pooling weights. In Section III, we apply the ELP to incorporate frame correlations. Practical issues concerned with the derivation of frame correlation PD's and combining PD's through exponents are considered in Section IV and Section V, respectively. In Section VI, we obtain results for speaker-independent continuous speech recognition. Finally, in Section VII, we present concluding remarks.
II. EXTENDED LOGARITHMIC POOL
Before introducing ELP, we briefly discuss how LOP works for aggregating a number of expert opinions. Assume that two experts provide their opinions in terms of a PD over an observation set. Let and be the provided opinions where is a random variable representing an observation. Then, by LOP (1) where is the aggregated opinion and is the whole observation set. and are the pooling weights in aggregation such that and A lot of useful properties of LOP can be found in [14] .
ELP is motivated by the fact that we can treat and in (1) as if they were separate conditional PD's and as the approximated joint conditional PD. In addition, we expand the allowed region for pooling weights such that in order to get more flexible modeling capability. In [14] , the definition of the original LOP is extended under the name of "generalized LOP." An alternative way to explain ELP with (1) is that is updated with Although the conditional PD's are given in discrete form, they can easily be extended to continuous PD's. Let and be two continuous PDF's conditioned on and respectively. Then, the approximated joint conditional PDF, becomes similar to (1)
where is the domain on which lies. If, for example, and are two Gaussian PDF's with mean vectors, and and covariance matrices, and respectively, is also a Gaussian PDF with mean vector and covariance matrix, which relate to and as follows:
In Fig. 1 which shows an example for the application of ELP to two Gaussian PDF's with several pooling weights, one can see that in most cases is less dispersed compared to or An explanation regarding the increased flexibility in modeling by releasing the constraint, originally adopted in LOP, can be sought from (3). For simplicity, let us assume that is a one-dimensional (1-D) observation. If and always takes its value between and However, added conditions generally make the sample variance smaller and this cannot be achieved with the constraint given by the original LOP. For that reason, it is considered desirable to enlarge the allowed region for as used in ELP. Hereafter, the hat on a PD notation will imply that the PD is produced by ELP. From (1), we can see that if any component of a conditional PD is zero, the corresponding component also vanishes in the approximated joint conditional PD. This property is true from the relationships of all conditional PD's with their joint conditional PD's. Now for more general formulation, we assume that there are conditions, Let be the random variables representing each condition. By ELP (5) where is a positive number indicating the pooling weight of the th condition. For notational brevity, we use the following notation:
and in which denotes matrix transpose.
Here, should be obtained such that the difference between the true conditional PD and that approximated via ELP is as small as possible. Therefore, we need an appropriate measure with which we can determine the distance between two PD's. One of most natural measures is the discrimination information which indicates how far a PD deviates from a reference PD. If we let and be two PD's defined over where the former is a reference, the discrimination information between them is defined by (6) If represents a true PD for the outcome, and is an approximated PD estimate, indicates how far the PD estimate, deviates from the true PD, Moreover, it is well known from information theory that this discrimination information measure provides a distancelike concept when dealing with PD's [15] . In other words, gets smaller as becomes close to and has the minimum value of 0 when equals to With this in mind, we estimate so as to minimize the average discrimination information of the approximated PD from the true joint conditional PD. Let (7) where and denote the true and approximated joint conditional PD's, respectively. The optimal value is obtained under the criterion that (8) where is the allowed region for in -dimensional Euclidean space). Here, we take as the whole region where for all If, however, some is very large, only small parts of the components in the approximated joint conditional PD will be emphasized. For that reason, we take as a restricted region (9) Moreover, restricting the region for as in (9) is very helpful in seeking which we will describe later in this section. The gradient and Hessian of with respect to are as follows: (10) (11) (12) (13) (14) where means the expectation of with the approximated joint conditional PD, and (15) From (14), we can see that the Hessian of is positive semidefinite, which indicates that is a convex function of Therefore, if we can find such that it certainly yields the global minimum point.
Seeking can efficiently be accomplished by a feasible direction method or an active set method, which is suitable for solving constrained optimization problems [16] . At each iteration, we seek a feasible direction, and while moving toward in this direction, we find the minimum point which will be the next starting point. Detailed procedures for the feasible direction method specific to our case, i.e., reaching are given in the Appendix.
III. FRAME-CORRELATED HMM BASED ON ELP
In this section, we apply the ELP concept to incorporate correlations of adjacent frames into a conventional HMM system. We will treat the case of a discrete HMM, which can be possibly extended to continuous or semicontinuous HMM's though some implementational problems should be solved.
For simplicity, we first take the case of first-order forward frame correlation, which means that the current observation symbol relates only with the observation on the immediate previous frame. Let be a set of all states and be a set of all observation symbols. By ELP, the likelihood of current observation in each state is evaluated as follows: (16) where is an observation symbol at time and indicates a state in
By (16), we can construct a frame-correlated HMM, defined as follows. 1) The set of states, and the set of output symbols, .
2) The initial state PD, in which (17) where means the actual state at time 3) The state transition PD, where (18) 4) The output PD, in which (19) where denotes the output symbol occurred at time . 5) The frame correlation PD, in which (20) especially (21) (22) 6) The pooling weights, where are the pooling weights associated with and Among the parameters, and are defined the same as the conventional HMM scheme. As one can see from the above definition, frame-correlated HMM-based recognition systems require more memory size than those based on the conventional HMM's due to the added parameters, and Given a frame-correlated HMM, and an output symbol sequence, we can compute the probability, as follows:
where (26) In order to estimate the parameters of the frame-correlated HMM, according to the maximum likelihood (ML) criterion, we can define Baum's auxiliary function [18] as (27) where is the current parameter set. Because (28) we can maximize the function over to improve in the sense of increasing the likelihood, Since the estimation of and is the same as in the case of the conventional HMM, it is worth here to consider only the parts in that depend on , and where From (37), one can find out without difficulty that the optimization criterion of (31) is equivalent to that of (8) in Section II, and can be sought with the constrained optimization algorithm shown in the Appendix. This clearly indicates that the optimization criterion of (8) is consistent to the general ML framework. Optimization of and according to (32) can efficiently be carried out with the generalized Baum algorithm [22] , [23] .
All the parameters of a frame-correlated HMM can be updated simultaneously by taking normalized counts observed in the training data according to the steps shown in (31) and (32). But, this simultaneous updating requires excessive computation. Thus, we only keep the counts at the last iteration of the conventional HMM training which is processed irrespective of frame correlations, and then separately estimate the pooling weights with fixed counts. Furthermore, is obtained independently using the observed counts in the training data. As for and we can estimate them for all possible pairs of state and observation symbol (including the null output, occurred before the initial output). But, this may give many unseen pairs for which we can not estimate the pooling weights. Therefore, it is robust to cluster all the pooling weights into a smaller number of groups. For example, we can use the same weights for all pairs, for the same phoneme or for the same state. These merged pooling weights can provide with a good solution to the problem concerned with unseen cases.
Computations required for finding in (31) is divided largely into two parts. In one part, we should compute the counts, shown in (34) for and So, the needed computational amount is proportional to in which is the number of states and is the total number of distinct output symbols. The other part of the computations is concerned with the constrained optimization algorithm shown in the Appendix, and most computations are for deriving the gradient of the objective function with respect to the pooling weights. The amount of computation required for obtaining in (11) is proportional to where indicates the number of components in Until now in this section, we have only considered the case for first-order forward correlation. We can extend this to any order and in any direction. For example, let us consider the case for simultaneous application of forward and backward correlations. Then, the likelihood of the current output in a state, is represented by (38), shown at the bottom of the page, where and are random variables indicating the observations on the previous and the following frames, respectively.
IV. FRAME-CORRELATION PD
In (16) , is a component of the traditional output PD in , which has been estimated during the conventional HMM training phase. On the other hand, represents an element of the frame correlation PD. It is generally agreed that the correlation PD highly depends on each phoneme. On this ground, the use of phoneme-dependent correlation PD's is known to be more beneficial than using phoneme-independent ones. This enables us to extend the definition of frame correlation PD in (20) to where (39) (38) and represents a specific phoneme identity. Phonemedependent frame correlation PD modeling gives more detailed characterization of temporal correlation. If, however, the amount of training data is not so sufficient for supporting well estimated phoneme-dependent correlation PD's, one may have undesirable results during the recognition phase. Since, in discrete HMM's all correlation PD's are expressed in a nonparametric, i.e., histogram-based way, the use of phonemedependent correlation PD's will cause a large number of parameters to be estimated and these parameters may lack in robustness of estimation with small or moderate sized data. However, in the case of continuous HMM's, it will be advantageous to use phoneme-dependent correlation PD's for the reason that the correlation PD's can be expressed in a parametric way, in which only a small number of parameters are needed for representing each PD. Nevertheless finding a suitable parametric expression for frame correlation is the future problem.
A possible way to estimate robust phoneme-dependent correlation PD's is to use a codebook with reduced size for quantizing the feature vector in the previous frame. This indicates that for each feature vector, two codebook indexes are obtained in which one is chosen from the original codebook with size and the other from a reduced codebook with size Then, the latter index is used to determine the frame correlation PD.
The simplest way to obtain the phoneme-independent correlation PD's is just pooling the co-occurrence counts of the observation symbols on the previous and current frames. But, it has been known that the correlation PD's obtained in such a way tend to concentrate on the correlation characteristics of the frequently observed phonemes. To compensate for this, in [12] , the correlation PD's are obtained by pooling the cooccurrence counts with equal contribution of each phoneme, and they are shown to be better empirically than those obtained by simple pooling. Assume that there are phonemes, used as units for recognition. We can count occurrences of all observation symbol pairs for each phoneme. Let indicate counts of the event in which the current observation is given that the previous output is and the current phoneme identity is Then, the phoneme specific cooccurrence probabilities for the symbol pairs can be calculated as for
For deriving phoneme-independent correlation PD's, it is necessary to sum these phoneme specific co-occurrence probabilities with appropriate weights as the following:
where (42) In (41), is the average of cooccurrence probabilities for with the weights Once (41) has been evaluated for each symbol pair, the correlation PD's are obtained by (43) Simple pooling means to take the weights in (41) as the normalized phoneme counts in the training data, and equal contribution of each phoneme indicates
Here, we suggest a new method to obtain phoneme-independent correlation PD's when we are given phoneme specific cooccurrence counts. Our method is based on the principle of maximum entropy, which is one of the most frequently adopted strategies whenever one does not have any a priori information about the unseen values. By the maximum entropy principle, we estimate the phoneme specific weights such that From (47), we can see that has the concavity property which is found useful for seeking optimal weights. Thus, as expected, we can follow the procedure similar to that in Section II for reaching except for the additional equality constraint that the sum of weights is 1. Since only a slight modification to the feasible direction method shown in the Appendix is needed, we do not present the detailed optimization procedures for finding The feasible direction method involving equality constraints is also described in [16] .
V. PRIORI-POSTERIORI COMBINATION OF PD's
In a frame-correlated HMM, an output PD in a state is modified according to the output symbols observed on neighboring frames. This can be understood that the a priori PD (output PD in a state) is revised with the information (output symbols observed on neighboring frames) newly introduced. In this regard, we can consider in (16) as if it were the a posteriori PD when the a priori is with observation at time Generally, in speech signals, the a posteriori PD, has lower entropy compared to the a priori PD, This implies that the use of the a posteriori PD's is more likely to reject unseen data than that of the a priori PD's during the recognition phase. Usually, the probability of an output symbol which is unlikely to be observed in a state, is lowered in If, however, this output symbol is important for distinguishing a word from others, the use of may incurr more errors for the word than the use of Furthermore, if the observation of previous frame is not reliable due to noise or other factors, the a posteriori PD's may bring about more fatal effects than those of the a priori. In [12] , to alleviate this problem, a threshold type of binary checking as to whether to use the a posteriori PD's was tried.
In this section, we propose a new method to control the contributions of the a priori and the a posteriori PD's, which requires only slight modification to the conventional HMM recognition scheme. Our method is based on the method of codebook exponents [20] with some modifications on it. Let and denote the a priori and the a posteriori PD's, respectively, defined over an observation set Then, the combination of the a priori and the a posteriori PD's becomes (48) where denotes the exponent of each PD such that
The tilde on the PD notation in (48) means that it is a combination of several PD's through some exponents. Suppose that a word is realized by an output symbol string, Then, given a word model with the priori-posteriori combination shown in (48) and we can compute the probability (50) where is a state sequence and denotes the initial null output. As for since some observation symbols are highly informative for the next output while the others are not so, it is natural to set separate values for each observation symbol. This means that where and are the exponents for the a priori and a posteriori PD's, respectively, when the previous output is
The estimation of exponents is based on the MMI criterion that has been widely used for enhancing the discrimination ability of parameters for recognition [20] . Let denote an output sequence representing a word, in the training set, and be a model corresponding to Then, the objective function to be optimized under the MMI criterion is defined by (51) where indicates its dependency on Even though the definition given in (48) and the following in (50) have little to do with the true definition of probability, the right hand side of (51) still has probabilistic meaning. This implies that (51) can be rewritten by (52) in which (53) Therefore, the MMI criterion enables the priori-posteriori combination with to have a probability interpretation. For practical purposes, we simplify (51) as (54) where is a model that gives the th highest score for
The meaning of (54) is that we consider only nearest neighbors and pay attention equally to each neighbor. To maximize with respect to we take the generalized version of Baum algorithm, which is shown to be effective for the optimization of an analytic objective functions [22] , [23] .
VI. SPEAKER-INDEPENDENT CONTINUOUS SPEECH RECOGNITION
In this section, the performances of frame-correlated HMM's are evaluated with speaker-independent continuous speech recognition experiments. Here, we treat only the case for first-order correlation, and by a frame-correlated HMM we narrowly mean a model in which the likelihood is computed as in (16) .
A. Baseline Recognition System
The vocabulary consists of 102 Korean words representing month, day, date, and time. In the vocabulary, there are many confusable word groups in which a word is different from others by only a small number of phonemes. Ninety speakers (43 males and 47 females) uttered 20-30 sentences to construct the database used for training and evaluation. Utterances from 70 speakers (33 males and 37 females) constructed the training data in which there were 1631 sentences and 5122 words, and those from the other 20 speakers were used to form the test data containing 439 sentences and 1448 words. Each utterance was lowpass filtered with a cut-off frequency of 4.5 kHz and digitized with a sampling rate of 16 kHz. We used twelfth-order linear predictive coding (LPC) cepstral coefficients and differenced LPC cepstral coefficients as the feature vectors and extracted them in every frame of 10 ms. Two separate codebooks were constructed such that the number of codewords is 256 for each codebook.
Twenty-seven phoneme models involving silence model were used as the basic units of recognition. Each unit was modeled by a three-state discrete HMM which is a simple left-to-right model without skipping. All the HMM parameters were trained according to the ML criterion using the segmental approach in which only the most dominant state sequence is taken into consideration [18] . In order to avoid difficulties arising from zero probabilities, we interpolated the trained output PD's with a uniform PD. For this, we divided the training data into two blocks so as to keep separate counts on each block, and then carried out deleted interpolation (DI) with five ranges of counts.
B. Consideration of Implementation
Before applying the frame-correlated HMM's to speech recognition, we must take the computational aspect into consideration. Calculation of likelihood in (16) may seem to require quite a large amount of computations, which should be carried out for each frame. But this can be avoided if we prestore the denominator of the right hand side in (16) . Let (55) Then, the log-likelihood of current frame in each state is calculated by (56) Since most of HMM-based recognition systems work on the log-likelihood domain to obtain the score of a given speech string, it is much helpful to prestore The increased computation of ELP compared to BC HMM is mainly attributed to the two multiplications shown in (56). Further, if we apply phoneme-dependent pooling weights, required computational amounts except for the operations are equal both for the cases of using phoneme-independent and phoneme-dependent frame correlation PD's.
C. Experimental Results for Phoneme-Independent Frame Correlation PD's
All the recognition experiments were performed with two types of features: LPC cepstral coefficients (Cep) and a combination of LPC cepstral and differenced LPC cepstral coefficients Word recognition rates of the baseline system in which frame correlation was not used were 63.3% and 73.0% for Cep and respectively. We compared the recognition accuracies of frame-correlated HMM with various types of phoneme-independent frame correlation PD's. First, we set the pooling weights such that for all the pairs of state and output symbol, which means that the frame-correlated HMM becomes the same as the BC HMM. The frame correlation PD's were obtained independently for each parameter set based on the training speech data. We counted the occurrences of observation symbol pairs for each phoneme, and by their weighted summation, we could estimate the phoneme-independent frame correlation PD's. In order to get phoneme specific counts, we kept the segmentation information extracted at the last iteration of the conventional HMM training and used it for labeling each frame of speech. Three different methods for weighting the phoneme specific counts were attempted: natural, uniform and maximum entropy-based weights. Natural weights indicate that we use the normalized phoneme counts per frame observed in the training data and in other words the frame correlation PD's are obtained by simply pooling the occurrences of observation symbol pairs. On the other hand, uniform weights mean that equal weights are given to all phonemes. Maximum entropybased weights were derived with the feasible direction method accompanied by the equality constraint as well as by the inequality constraints shown in (42). For convenience, we note the phoneme-independent frame correlation PD's with these weights by and respectively. Recognition results for the BC HMM are shown in Tables  I and II for Cep and respectively. There, for the purpose of comparison, we also list the results of the baseline system. When only Cep was used for recognition, word recognition accuracies of the BC HMM with and were lower than that of the baseline. The reasons for this phenomenon that the incorporation of frame correlations caused even more errors than the baseline system can be explained in several ways. First, as is known from [12] , the characteristics of frame correlations can be considered highly speaker-dependent. However, in our experiments, all the test speakers were different from the training speakers, and the frame correlations were used in speaker-independent mode. Second, characterizing feature distribution of the current frame with only one observation in the previous frame is considered to be inadequate for the frame correlation to be effective. One possible solution will be to use larger frame distances for the modeling of frame correlations. In [19] , various frame distances were studied in the context of predictors.
In the case of word recognition accuracy of the BC HMM with was 72.7% which was slightly lower than that of the baseline in which frame correlations were not considered. On the other hand, BC HMM with and reduced the word error rate of the baseline by 3.0% and 5.9%, respectively. Comparing these results to those with Cep, we can find that is more effective than Cep for modeling frame correlations. From this fact, it also can be seen that is more speaker-independent or data-independent than Cep since the incorporation of 's frame correlation improved the recognition accuracies. In addition, we can see that outperforms both and with Cep as well as with Next, we used pooling weights that minimized the approximation errors of the ELP within the given training data. All the experiments were conducted with which yielded the best results in the case of BC HMM. By following the steps of the feasible direction method shown in the Appendix, we could find the optimal pooling weights. During the optimization procedure, we set 1, which was later found suitable since the optimal pooling weights fell inside the defined region in most of the experiments. We denote the derived values of pooling weights as (ELP). Tables III and IV show the recognition results with (ELP) when phoneme-independent pooling weights were used. By phoneme-independent pooling weights we mean that the same pooling weights are used for each state and output symbol pair. In these cases, the second term on the right hand side of (56) can not serve any discriminating capability to each state. However, still some additional state discriminant power can be obtained due to , which differs from state to state according to the observation in the previous frame. Word recognition results with (ELP) were worse than those of BC HMM. The fact that the recognition performance was worse than the baseline without frame correlation is rather surprising. After careful examination, we have found that the performance degradation with (ELP) is caused by two reasons. One is that as shown in Table V, derived values for  are usually smaller  than those for corresponding This may cause losing in discriminating capability of state-specific output PD's for such outputs which are not frequently observed in the sense of frame correlation. This means that if the correlation probability of an output symbol conditioned on the previous output is low but the corresponding probability in a specific state is high, it can no longer provide as much information for discriminating the state from others as it does without frame correlation PD's. The other is that the joint conditional PD's estimated in the training data are too sparse to get reliable pooling weights. Based on these observations, we tried several approaches to improve recognition performance.
Performance improvements of the frame-correlated HMM with phoneme-independent pooling weights were achieved in two steps. In the first step, we set 1 and only was searched for each feature set. Values for these pooling weights are denoted by (ELP1) and listed in Table V . With (ELP1) the word accuracies were improved to 59.8% and 74.6% for Cep and respectively. However, these results were the same as those of BC HMM since the derived pooling weights were (1, 1) . In the second step, we smoothed the estimated joint conditional PD's in the training data. For this, we interpolated each PD with its cooccurrence smoothed one by using the DI technique [1] , [21] . Pooling weights were derived based on these smoothed joint conditional PD's and they are shown in Tables III and IV as /e/, /i/, and /o/ compared to those in consonants as for /t/, /t /p/, and /s/. A possible explanation of this phenomenon would be that the frame correlation PD's are more emphasized in stationary parts of speech than in dynamic parts.
(ELP), (ELP1), and (ELP2) in Tables VI and VII are defined in the same way as in Tables III and IV . Word accuracies with (ELP2) were 63.8% and 75.7% for Cep and respectively, which reduced the recognition error rates of BC HMM by 10.0% and 4.3%. We further improved these results by using the priori-posteriori combination technique. We set the pooling weights by (ELP2) and applied the priori-posteriori combination technique introduced in Section V. Exponents were separately estimated for each output symbol (including the initial null output) based on the MMI criterion. When applying the MMI criterion, we took only three candidates of highest score into consideration with the help of the -best search algorithm.
Not only the conventional MMI strategy but also a cross validation approach was adopted when was estimated. For the cross validation approach, we divided the training data into two blocks and estimated on only one block using the model parameters based on the other block, and vice versa [24] . This approach is similar to the deleted interpolated estimation technique which seems to be useful in deriving robust weights [21] . In general, by the cross-validation approach we can avoid overadaptation of the parameters and consequently get robust parameter estimates when there exist some mismatches between the training and test data. The results in Tables VI and VII show that the MMI approach based on cross validation performs better than the conventional MMI strategy. (ELP2) with priori-posteriori combination yielded the word recognition accuracies of 65.1% and 76.7%, which resulted in reducing the error rates of the BC HMM by 13.2% and 8.3% for Cep and respectively.
Even though the proposed ELP approach with phonemeindependent frame correlation PD's improved the recognition performance, the amount of improvements may not be considered statistically significant with respect to the 1448 words in the test data set. 0.95 confidence interval for the result of (ELP2) shown in Table VI Next, we applied phoneme-dependent frame correlation PD's. For each phoneme, in order to get robust PD estimates, we used reduced number of correlation PD's by using reduced number of codewords. This could be done by quantizing each frame of speech feature not only with the original codebook of size but also with a reduced codebook of size As a result, we could get frame correlation PD's for each phoneme. To make the total number of correlation PD's comparable to that of phoneme-independent cases, we took and . Since the segmental approach was applied to the training of HMM parameters, the phoneme identity of each frame was automatically obtained after the HMM training session.
First, we compared the recognition results of framecorrelated HMM's with various pooling weights when . Recognition accuracies are shown in Tables IX and X for  Cep and respectively, where (ELP), (ELP1) and (ELP2) have the same meanings to those in Table  VI and VII except for the fact that phoneme-dependent correlation PD's were used. One obvious observation from these results is that the recognition rates are higher than those yielded by phoneme-independent frame correlation PD's. This clearly indicates that the use of phoneme-dependent correlation PD's can show better performance if a robust method to estimate correlation PD's is provided. Another observation is that the performance gain of ELP over the BC HMM is even larger compared to the case in which phonemeindependent frame correlation PD's were used. Moreover, the performance improvements are statistically meaningful since 0.95 confidence intervals calculated for the results of (ELP2) in Tables IX and X 4. But, they still show higher recognition accuracies than those with phoneme-independent correlation PD's. The highest recognition rates were obtained when (ELP2) with prioriposteriori combination was applied, which reduced the error rates of the BC HMM by 16.7% and 11.0% for Cep and respectively.
VII. CONCLUSIONS
In this paper, we proposed a novel method to incorporate frame correlations into a conventional HMM-based recognition system. With the proposed ELP, a joint conditional PD can be expressed in terms of separate conditional PD's associated with respective components. The convexity property of the approximation error function enables to guarantee the existence of global optimum pooling weights, and the feasible direction method is applied to seek them. We also suggested two techniques for application of the ELP to practical word recognition. When constructing the phoneme-independent frame correlation PD's, we introduced a scheme of adding phoneme specific counts with weights that maximize the total entropy. In addition, we presented a way to combine two kinds of PD's via the use of exponents, which are estimated under the MMI criterion for the purpose of improving the discrimination capability. We evaluated the performances of the frame-correlated HMM through speaker-independent continuous speech recognition experiments, and conclude that the proposed methods are efficient in practical applications.
To incorporate new informations into a ready-built HMMbased recognition system, some modifications are unavoidable. Even though the information to be added is quite useful for detailed speech modeling, it may not be desirable to incorporate it in the existing system if too many parts of the system must be modified or reliable estimates for the parameters can not be achieved. In this regard, ELP is considered to serve an efficient framework since the parameters are allowed to be separately estimated for each distinctive information source and their interrelationships are reflected by the pooling weights. We believe that the ELP would be helpful for incorporating any knowledge source if it can provide the information in the form of conditional PD.
APPENDIX
In this appendix, the feasible direction method to minimize in (7) is described. During the procedure 3), the convexity of enables us to search for efficiently. Once we are given the current weight vector, and the direction vector, in which the weights are to move, all that we need is the sign of Then, we can continuously subdivide the search region in order to find to any precision. This is called the binary chopping method [17] , which is useful for finite line search especially when the objective function has the convexity (or concavity) property. Below we present the binary chopping method for seeking where 
