Finding zeros of the Riemann zeta function by periodic driving of cold
  atoms by Creffield, C. E. & Sierra, G.
ar
X
iv
:1
41
1.
04
59
v3
  [
co
nd
-m
at.
qu
an
t-g
as
]  
7 M
ay
 20
15
Finding zeros of the Riemann zeta function by periodic driving of cold atoms
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The Riemann hypothesis, which states that the non-trivial zeros of the Riemann zeta function
all lie on a certain line in the complex plane, is one of the most important unresolved problems in
mathematics. We propose here a new approach to finding a physical system to study the Riemann
zeros, which in contrast to previous examples, is based on applying a time-periodic driving field.
This driving allows us to tune the quasienergies of the system (the analogue of the eigenenergies
for static systems), so that they are directly governed by the zeta function. We further show by
numerical simulations that this allows the Riemann zeros to be measured in currently accessible
cold atom experiments.
PACS numbers: 02.10.De, 03.75.Lm, 02.30.Gp
I. INTRODUCTION
The Riemann hypothesis states that the non-trivial
zeros of the Riemann function, ζ(s), have the form
sn = 1/2 ± iEn, where the En are all real. A fascinat-
ing approach to treating the Riemann problem is to con-
sider the En to be eigenvalues of a self-adjoint operator,
since if such an operator could be identified the En would
necessarily be real. This idea, known as the Po´lya and
Hilbert conjecture, is supported by numerous evidence
(see [1, 2] for reviews), notably that the zeros appear to
closely follow the GUE statistics [3–6] of random matrix
theory and quantum chaos. This unexpected connection
between number theory and physics has inspired many
suggestions for finding physical implementations of the
Riemann function, such as evaluating the Fourier trans-
form of a suitable wave using opto-mechanical means [7]
or far-field diffraction [8], or by measuring entanglement
in quantum systems [9].
In this work we propose a very different approach, in
which a time-periodic driving potential is used to mod-
ify the dynamics of a quantum system. As the system is
periodically-driven its dynamics is not described by en-
ergy eigenvalues, but by a generalization of these quanti-
ties termed “quasienergies”. Our central result is the con-
struction of a driving field for which the corresponding
quasienergy spectrum is given by the Riemann Ξ func-
tion [10, 11], or by a smoothed version of this function,
Ξ∗, introduced by Po´lya. This last has the appealing fea-
ture that the appropriate driving field can be expressed
in a simple closed form. In both cases the zeros of the
Ξ function correspond to degeneracies, or crossings, of
the quasienergies. These are of particular physical sig-
nificance because they correspond to the phenomenon
known as “coherent destruction of tunneling” (CDT) in
which the dynamics of the system is frozen [12]. As an
example we show how the zeros can be seen directly in
cold atom experiments by measuring the expansion rate
of a condensate held in a driven optical lattice. This tech-
nique thus represents a new and powerful way of finding
a physical realization of the Riemann function.
II. METHOD
We begin by considering a standard two-level system,
driven by a time-periodic function f(t) = f(t+ T )
H(t) = −J σx + f(t)/2 σz , (1)
where J is the tunneling between the two levels. As f(t)
is time-periodic, the natural framework to treat the prob-
lem is given by Floquet theory [13]. In this approach one
seeks the eigensystem of the Floquet operator
H(t) = H(t)− i∂t , (2)
where we have set h¯ = 1. Henceforth we shall also mea-
sure all energies (and frequencies) in units of J . The
eigenstates of H(t) are T -periodic functions called Flo-
quet states, and their associated eigenvalues, which play
an analogous role to energy eigenvalues for the case of
a static Hamiltonian, are called quasienergies. The Flo-
quet states provide a complete basis, and expanding the
wavefunction in these states provides similar advantages
to the normal procedure of expressing a state in energy
eigenstates in the undriven case.
In general it is difficult to obtain analytical expres-
sions for the Floquet states. In the strong-driving limit,
however, when the frequency ω = 2π/T is the domi-
nant energy scale, it is possible to make an expansion
by first solving just for the time-dependent component
of H(t), and applying the static part as perturbation
[14]. In this way one obtains a perturbative series in
orders of J . Truncating at first-order gives the simple
result Heff = −Jeff σx, where the effective tunneling Jeff
is given by
Jeff/J =
1
T
∫ T
0
dt e−iF (t) , (3)
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FIG. 1: Surface plot of the time-dependent driving function
f(t) for the smoothed function Ξ∗(E) (Eq.10). For small val-
ues of E the function is quite featureless, but progressively
increases in amplitude and develops more oscillations as E
increases. The corresponding driving function for Ξ(E) be-
haves similarly (see Fig.4.)
and F (t) =
∫ t
0 dt
′f(t′). The quasienergies are given sim-
ply by the eigenvalues of Heff , namely ǫ± = ±|Jeff |.
From Eq.3 it is thus straightforward to calculate the
behavior of the quasienergies (or equivalently, of the ef-
fective tunneling) for a given driving potential f(t). For
the case f(t) = K cosωt, for example, this yields the
well-known Bessel function renormalization [15] of tun-
neling Jeff = JJ0(K/ω). At zeros of the Bessel func-
tion, K/ω = 2.404, 5.520 . . . , the effective tunneling
vanishes, producing CDT. This effect has been measured
experimentally [16–18] in the dynamics of driven ultra-
cold atoms.
We need, however, to solve the inverse problem; to find
an f(t) that produces a given behavior of the quasiener-
gies. We shall first explain our technique using Po´lya’s
function, Ξ∗(E), as this gives a convenient closed-form
for the solution, and then go on to consider the more
complicated case of the true Riemann Ξ function.
A. Driving function for Po´lya’s function
Po´lya’s function is given by [19]
Ξ∗(E) = 4π2
(
Ka+iE/2(x) +Ka−iE/2(x)
)
, (4)
where Kβ(t) is the modified K-Bessel function, x = 2π
and a = 9/4. This is a smoothed version of the Riemann
Ξ function
Ξ(E) =
1
2
s(s−1)Γ
(s
2
)
π−s/2ζ(s), s = 1/2+iE (5)
whose zeros coincide with the non-trivial zeros of ζ(s).
Although as Titchmarsh pointed out [20] Po´lya’s zeta
function cannot truly be regarded as an approximation
to Ξ(E) in the most obvious sense, they do share many
properties. Most importantly Ξ∗(E) has the same aver-
age distribution of zeros [11, 20], following the smooth
term of the Riemann-Mangoldt formula, and so nonethe-
less represents an interesting application of our method.
Po´lya further proved that the zeros of Ξ∗(E) are real for
any value of the constant a. The spectrum of the xp-type
[21] and Dirac Hamiltonian [22] is given, for example, by
the zeros of (4) with a = 1/2.
The modified Bessel function can be conveniently ex-
pressed as the integral identity
Kβ (x) =
∫ ∞
0
dt cosh (βt) e−x cosh t , (6)
and thus
Ξ∗(E) = 8π2ℜ
[
Ka+iE/2(2π)
]
= 8π2
∫ ∞
0
dt cosh (at) e−2pi cosh t cos (Et/2) .(7)
We are aiming to obtain the result ℜ [Jeff(E)] ∝ Ξ
∗(E).
Combining Eqs.3 and 7 reveals that this requires F (t) to
obey the relation
∫ T
0
dt cosF (t) =
∫ ∞
0
dt α cosh (at) e−2pi cosh t cos (Et/2) ,
(8)
where α is an arbitrary constant. As the integrand on
the right-hand side decays rapidly with t, we can replace
the upper limit of integration with T , as long as we take
T to be sufficiently large. In this case we can then write
[23]
F (t) = cos−1
[
α cosh(at)e−2pi cosh t cos(Et/2)
]
. (9)
The value of α is now fixed by noting that we require
F (0) = 0, and thus α = e2pi. The driving field is then
given by f(t) = ∂tF (t), yielding the final result
f(t) = −
φ(t) (a tanhat− 2π sinh t− E/2 tan(Et/2))√
1− φ(t)2
(10)
where φ(t) = cosh(at)e2pi(1−cosh t) cos(Et/2).
In Fig.1 we show the form of f(t) as E is varied. Little
structure is visible for t > 1.5. The reason is the rapid
decrease of φ(t) with t, arising from the exponential term
e−2pi cosh t. Indeed |φ(t)| < 1.3×10−6, ∀E and t > 2. Ac-
cordingly we now set the period of the driving, and thus
the cut-off in the integration in Eq.8, to be T = π/2. We
shall use this value throughout the rest of the paper. In
Fig.2a we show the full periodic driving field, obtained
by periodically repeating cycles of f(t). Although this
form of f(t) indeed satisfies (8), the driving can be made
more effective by imposing a further set of conditions on
it: i) to avoid heating in the cold atom model (see Sec-
tion III C), the average of f(t) over one period should
vanish, ii) discontinuities should be avoided, and iii) for
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FIG. 2: (a) The driving potential, f(t), is extended to be a
periodic function by periodically repeating its behavior over
the interval 0 ≤ t < T . This produces, however, a function
with rather poor performance. (b) Construction of a more
efficient driving potential. Four copies of f(t) are joined to-
gether, following some reflection transformations, to create a
single continuous function, resembling two localized pulses of
opposite sign. The vertical dashed lines indicate where the
segments are joined. This function is continuous, has a time-
average of zero, and f(t) = −f(t + T0/2) where T0 = 4T is
the total period of the signal, satisfying the parity require-
ment given in the text.
the quasienergy crossings to be well-defined, the Floquet
states must be from different parity classes. If condition
(iii) is not fulfilled, the von Neumann-Wigner theorem
implies that the quasienergies cannot cross as E is var-
ied, and will instead form a broad avoided crossing. As
the system is periodically-driven, the appropriate gener-
alized parity operator involves both inversion and time-
translation P : x → −x, t → t + T/2. These three
conditions can be satisfied by joining four copies of the
fundamental waveform (10) as shown in Fig.2b, to create
what amounts to two pulses of opposite sign, with a total
period of T0 = 4T .
B. Driving function for Ξ(E)
We now turn to the more important case of the Rie-
mann function itself. This can be written
Ξ(E) =
∫ ∞
0
dt Φ(t) cos (Et/2) , (11)
where Φ(t) = 2πe5t/4
∑∞
n=1
(
2πetn2 − 3
)
n2e−pin
2et , as
defined in [10]. We now follow the same procedure as
before, seeking a driving potential such that ℜ [Jeff(E)] ∝
Ξ(E). This requires finding the solution of the equation
∫ T
0
dt cosF (t) = α
∫ ∞
0
dt Φ(t) cos (Et/2) , (12)
where α is a constant. We show the behavior of Φ(t) in
Fig.3. Since Φ(t) decreases rapidly with t, being fitted
reasonably well by a simple Gaussian function [8], we can
substitute the upper limit of integration on the right-
hand side of Eq.12 to be T , as long as T is sufficiently
large for the integral to converge. As before, we take
T = π/2. We can then write
F (t) = cos−1 [αΦ(t) cos(Et/2)] . (13)
Imposing the boundary condition F (0) = 0 requires α
to take the value α = 1/Φ(0). As Φ(0) is the global
maximum of the function, this guarantees that |αΦ(t)| ≤
1 for all values of t, and thus F (t) is real and well-defined.
Having obtained F (t) it is now straightforward to cal-
culate f(t) = ∂tF (t). This yields the final result
f(t) = −
[Φ′(t) cos (Et/2)− (E/2)Φ(t) sin (Et/2)]√
Φ2(0)− [Φ(t) cos (Et/2)]
2
.
(14)
The derivative of Φ(t) can be evaluated by differentiating
its series expansion term by term, to give
Φ′(t) =
πe5t/4
2
∞∑
n=1
(
30etn2π − 8e2tn4π2 − 15
)
n2e−pin
2et ,
(15)
which we also show in Fig.3.
We show the full behavior of f(t) as a function of time
and the parameter E in Fig.4. Despite the complicated
form of (14), this plot shows a striking similarity to Fig.1,
in which the f(t) giving rise to Ξ∗(E) is shown. This
should not be unexpected as Ξ∗(E) is simply a smoothed
version of the Riemann function, and consequently the
main features of the driving functions must be the same.
Just as for the case of the smoothed Riemann function,
a more effective driving potential is obtained by joining
four copies of f(t), to produce a continuous function with
a definite parity and zero time average. In Fig.5 we show
the form of the driving function we obtain in this way,
and compare it with the driving function that produces
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FIG. 3: Behaviour of Φ(t) and its derivative. Solid black
line: Φ(t) has a global maximum at t = 0, for which Φ(0) ≃
0.89339, and decays rapidly as t increases. Dashed red line:
the derivative, Φ′(t) = ∂tΦ(t), evaluated from Eq.15. The
series expansions for both Φ(t) and Φ′(t) were truncated at
30 terms.
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FIG. 4: Surface of the driving function f(t) (Eq.14), which
produces a quasienergy spectrum proportional to the Rie-
mann Ξ function. The behaviour resembles strongly the driv-
ing function for the smoothed Riemann function, shown in
Fig.1.
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FIG. 5: Although the driving functions, f(t), that produce
Ξ∗(E) and Ξ(E) look superficially very similar, they differ in
details. We show here the driving functions for E = 4 for the
two Riemann functions we consider.
Ξ∗(E). Examining the two curves in detail, reveals that
although the functions share the same general form (as
seen in the similarity of the two surface plots Fig.1 and
Fig.4), there are nonetheless significant small differences.
These minor differences lead to the different location of
zeros for Ξ(E) and Ξ∗(E), demonstrating the well-known
analytical sensitivity of the zeta function.
III. RESULTS
A. High frequency limit
The expression for the effective tunneling, Jeff , that we
use in this work comes from a first-order perturbation
theory calculation of the driven system. In this pertur-
bation theory, the “small parameter” is J/ω, and so this
result is only valid in the high-frequency limit ω ≫ J .
This would require the driving period, T = 2π/ω, to be
small; however this contradicts the requirement that T be
as large as possible so that the integrals (8) and (12) are
well-converged. To be able to satisfy both these require-
ment, we therefore scale the driving as f(t) → Ωf(Ωt),
where Ω > 1, while keeping T0 = 2π constant. Note
that this is not a trivial rescaling of time, as its effect is
to make the pulses shown in Fig.2b narrower and taller,
while keeping their spacing constant at T .
We show the effect of increasing Ω on the pulse-shape
in Fig.6a. It can be clearly seen that the pulses be-
come progressively more localized and of higher ampli-
tude. As the pulses become shorter and more intense,
the quasienergy spectrum of the system approaches that
of the high-frequency limit, as we show in Fig.6b. In par-
ticular we can see that the locations of the quasienergy
crossings converge toward the zeros of the Riemann func-
tion. This evolution of the quasienergy spectrum as
the driving frequency increases is a general feature of
periodically-driven systems, including for example, sinu-
soidal, squarewave, and triangular driving [14].
In principle Ω should be made as large as possible, to
ensure that the system is well within the high-frequency
regime. We can see from Fig.6b that good precision is
obtained for Ω > 4, and the results we present below use
Ω = 128. Increasing Ω beyond this value was found to
introduce instabilities in the numerical integration of the
system’s time-evolution.
B. Quasienergies
In Fig.7a we compare the quasienergies, obtained by
the direct integration of the equation of motion (1) un-
der the driving potential given in Eq.10, with the exact
behavior of Ξ∗(E). The agreement is seen to be excellent.
Similarly in Fig.7b we compare the Riemann Ξ function
(11) with the quasienergies resulting from driving the
system with the potential given by Eq.14, and again see
essentially perfect agreement. As the Ξ functions decay
roughly exponentially with E [21], we show in Fig.7c the
same data plotted logarithmically. The cusps visible in
this plot correspond to zeros of the Ξ functions, and thus
to crossings of the quasienergies at which Jeff vanishes.
We see that the quasienergies accurately reproduce the
behavior of the Ξ functions over at least six orders of
magnitude, although eventually precision effects do lead
to deviations at large values of E.
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FIG. 6: (a) Change of the driving function as Ω is increased.
The pulses become progressively narrower and taller, while
their spacing remains the same. (b) As Ω increases, the
quasienergy spectrum asymptotically approaches that of the
infinite frequency limit, and the quasienergy crossings move
towards the zeros of the Riemann function. Here we show the
quasienergies for a system driven to reproduce the smoothed
Riemann function, Ξ∗(E). Note how the first crossing asymp-
totically approaches the first zero of Ξ∗(E) at E = 8.993 as
Ω increases.
C. Measuring the effective tunneling
A way of directly measuring Jeff in experiment is to
observe the expansion of a gas of cold atoms [16, 18, 24].
If the atoms are held in an optical lattice potential they
can be described well by a tight-binding model
H0 = −J
∑
〈i,j〉
(
a†iaj +H.c.
)
+
∑
j
V (rj)nj , (16)
where i labels the lattice site, 〈i, j〉 are nearest-neighbors,
and V (r) is a trap potential. By “shaking” the optical
lattice [25] it is possible to introduce a time-periodic driv-
ing potential H(t) = H0+f(t)
∑
j rjnj which generalizes
Eq.1 from a two-level model describing two sites to the
case of N lattice sites. For a parabolic trap potential, the
initial state of the system will be Gaussian. If the trap
potential is then released, this Gaussian wavepacket will
undergo free expansion at a rate governed by |Jeff | [24].
In Fig.8a we show the spread of the wavepacket with
time, σ(t) =
√
〈x2〉 − 〈x〉2, under the periodic driving
corresponding to Ξ∗(E). For E = 0 the wavepacket ex-
pands rapidly, and soon enters the ballistic regime in
-1
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FIG. 7: (a) Black symbols show the quasienergies of the two-
level system driven by the potential f(t) given by Eq.10,
the dashed (red) line is the smoothed Riemann function
Ξ∗(E). The quasienergies are normalized with respect to the
quasienergies at E = 0. The agreement between the two is
excellent. (b) As above, but for the true Riemann Ξ function,
with the driving potential given by Eq.14. Again, the results
agree perfectly. (c) Comparison on a logarithmic scale. The
first three zeros of Ξ∗(E), corresponding to degeneracies of
the quasienergies, are clearly visible as the downward-pointing
cusps (black circles, red dashed line), as are the first two ze-
ros of Ξ(E) (blue diamonds, blue dashed line) at E ≃ 14.1347
and 21.0220. The quasienergies reproduce the behavior of the
Ξ functions to a high degree of accuracy.
which σ ∝ t. For E = 4 the expansion is slower since
Jeff is smaller, and for E = 9 the wavepacket barely ex-
pands at all, indicating that this value of E is close to a
zero of Ξ∗(E). In principle one would expect only partial
destruction of tunneling, even when E is tuned exactly
to a zero of Ξ∗, due to the presence of longer-ranged
hopping elements. Such an effect is seen in sinusoidally-
driven systems [18] where the band strongly narrows but
does not collapse totally. For the case of the drivings
we consider, the longer-ranged hoppings are suppressed
considerably more than for the sinusoidal case, however,
meaning their effect is essentially negligible.
These estimations can be made quantitative. In Fig.8b
we show the values of |Jeff | obtained by measuring the
spread of the wavepacket after an expansion time of 50T0
and fitting it to the result |Jeff | ∝
√
σ(t)2 − σ20 , where σ0
is the initial width of the condensate. Both of the driv-
ing potentials show excellent agreement with the exact
Ξ functions, demonstrating that measuring the expan-
sion of a trapped cold atom system is a viable method
to experimentally determine the zeros of the Riemann
functions.
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FIG. 8: (a) Expansion of a Gaussian wavepacket in an op-
tical lattice with N = 200 sites under the periodic driving
potential f(t) (10), such that Jeff ∝ Ξ∗(E). For E = 0 the
wavepacket spreads quickly, but for E = 4 the wavepacket
spreads less rapidly, indicating that Jeff is smaller. For E = 9
the wavepacket hardly expands at all, indicating that CDT is
occurring. (b) The solid black curve shows |Ξ∗(E)|, and the
black circles the values of |Jeff | measured from the expansion
curves. The agreement between the two is excellent. Simi-
larly the dotted red line shows |Ξ(E)|, and the red squares
the measured values of |Jeff | for a system driven by the po-
tential (14). Again the agreement is perfect.
IV. CONCLUSIONS
We propose a novel approach for a physical realiza-
tion of the Riemann zeros. The main idea is to use a
time-dependent driving potential to modify the dynam-
ics of a quantum system, so that its quasienergy spec-
trum mimics the desired Riemann function. We provide
a systematic scheme for calculating the appropriate po-
tential, and suggest a physical realization using driven
cold atoms. Although the observation of high Riemann
zeros is hindered by the rapid decay of the Ξ function,
this could be compensated in experiment by increasing
the tunneling strength (which depends exponentially on
the optical lattice depth), or by using a form of the zeta
function which decays more slowly, such as ξ(s)/s [7, 8].
An intriguing possibility for future study would be to
apply this technique to more general trigonometric inte-
grals of the function Φ(t), which could thereby lead to the
measurement of a new bound on the de Bruijn-Newman
constant, the value of which is related to the Riemann
hypothesis [26].
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