This paper provides a review of the literature on U.S. central city growth and distress during the second half of the twentieth century.It finds that city growth tended to be higher in metropolitan areas with favorable weather, higher growth, and greater human capital, while distress was strongly correlated with city-level manufacturing legacy. The article affirms that distress has been highly persistent, but that some cities have achieved resurgence through a combination of strong leadership, collaboration across sectors and institutions, clear and broad-based strategies, and significant infrastructure investments. Finally, the article explores measurement issues by comparing two methodologies used to identify poorly performing central cities: comparisons across a comprehensive national cross-section of cities and comparisons within smaller samples of similar cities. It finds that these approaches have produced similar assessments of a city's status, except in some cases where the city's progress has been uneven across time or with respect to alternative criteria.
Since the 1990s, scholars in fields such as economics and urban studies have used a variety of statistical techniques to investigate the causes of disparities in growth and resident well-being across U.S. central cities and metropolitan areas. Some of the more recent studies in this literature have focused specifically on the challenges of distressed (also called "weakmarket" or " nonresurgent") urban areas: those that have experienced population losses over an extended period of time or whose residents have exceptionally low incomes and high rates of poverty, or both. While employing some core techniques from the prior work, the literature on distressed cities has put a greater focus on identifying policies to reverse negative trends, and authors have turned to case studies to supplement statistical analyses. This paper starts by reviewing the methodologies, findings, and implications of the literature on central city growth. The studies identify several broad and somewhat intertwined forces that are key to understanding why some U.S. central cities experienced declines in population, employment, and resident economic well-being during the second half of the twentieth century. For one thing, people and employers moved to warmer, sunnier locations.
They also moved to less densely settled places, including both younger cities and the outskirts of established cities. Additionally, many manufacturers downsized their workforces or moved their operations to lower-cost locations. While these characteristics were the major factors explaining the relative growth rates of U.S. cities during this period, the literature also finds that cities with more highly educated populations tended to fare better than cities where a large share of the population either did not finish high school or did not go on to college. The paper then turns to the literature on distressed cities. Of the forces that influenced population, employment, and economic well-being, the declines and shifts in manufacturing employment are arguably the most relevant for explaining city distress. Among all U.S. central cities, those that were heavily industrial experienced the greatest negative shocks in the second half of the twentieth century. They also are the most likely to have weak economies and low family incomes today. Distressed cities suffer from an erosion of physical and social capital, as well as deterioration in their civic infrastructure. Moreover, they have comparatively high shares of high school dropouts and low shares of residents with college degrees, making them unattractive locations for employers.
In addition to examining the sources and consequences of central city distress, the studies investigate possible remedies. Their conclusions are sobering: reversing these cities' trajectories requires making significant civic and financial investments, and comparatively few places have succeeded in making the transition from distressed to revitalized. Scholars agree that distressed cities need to focus on a broad range of initiatives in order to achieve a significant turnaround in their economies. Most importantly, their public officials, privatesector employers, and nonprofit institutions need to coalesce around a long-term vision and collaborate for a sustained period of time in implementing broad-based revitalization strategies.
These include attracting and retaining competitive businesses across a variety of sectors, fostering innovation and knowledge transfer, and improving both human and physical capital.
Finally, the paper compares two different methods of identifying distressed and resurgent cities. One approach is to make comparisons across a comprehensive national crosssection of cities, while the other is to focus on a more limited sample of peer cities that share similar characteristics, challenges, or opportunities. We demonstrate that the two methods yield similar lists of economically troubled cities. They tend to disagree only in cases where cities have made uneven economic progress over time, or where their performance varies substantially across indicators.
The Overall Context: Suburbanization, Sun-Seeking, and the Downsizing of Manufacturing
People's growing preference for suburban and warm-weather locations had a profound effect on the fortunes of U.S. central cities during the second half of the twentieth century. Between 1950 and 1990 , the total population of central cities fell by 17 percent even as the total population of metropolitan areas increased by 72 percent (Baum-Snow 2007) . Many sizable cities in the Northeastern and Midwestern sections of the country lost residents decade after decade, while those in Southern and Western sections continued to attract new residents (Glaeser and Shapiro 2003, Rappaport 2003) .
Suburban and other less densely populated locations had long offered lower housing costs and more spacious living, but were farther away from the central business districts where many people worked. Starting in the 1950s, major highway and road construction shortened commutes from outer locations to jobs in city centers, and encouraged increased use of automobiles. The spread of air conditioning in the decades after World War II-along with rising preferences for mild winters-prompted people increasingly to favor locations in the South and West over those in the Northeast and Midwest (Rappaport 2007).
Jobs gradually followed people. In the 1950s, 70 percent of all metropolitan-area employment was located in central cities, but by 1990, the central-city share had fallen to 45 percent (Mieszkowski and Mills 1993) . As of the mid-2000s, only 21 percent of jobs in the top 98 metropolitan areas were located within three miles of the central business district. For manufacturing, the share was even smaller, 14 percent (Kneebone 2009).
Finally, the decline in U.S. manufacturing employment had a profound negative effect on older industrial cities during this period. As a share of total nationwide employment, manufacturing fell steadily from about one-third in 1950 to just over one-fifth at the end of the 1970s to less than one-tenth in 2010. In absolute numbers, total manufacturing jobs peaked at 19.4 million in 1979, and then fell to only 11.5 million jobs in 2010-fewer than had existed in 
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The Additional Role of Skills in City Growth and Decline
While the movement of people and jobs to less densely settled and warmer areas and the nationwide trend of diminishing jobs in manufacturing were the dominant factors affecting city economies during the latter half of the twentieth century, a number of studies point to skills as an additional source of the patterns of city growth or decline observed during this period. Cities with higher shares of educated residents were more successful in attracting residents and economic activity than cities with lower shares of educated residents, all else being equal. Simon (1998) analyzed the determinants of central city resident employment for 315 metropolitan areas from the 1940s to the 1980s (see Table 1 for a comparison of the studies reviewed in this section). Controlling for initial industry shares, area of the country, and other factors, he found that employment of city residents grew more (or fell less) in cities and metropolitan areas with high levels of human capital. For the 1940s through the 1960s, the study measured human capital by the fraction of the population that had completed at least high school as of the beginning of the decade. In subsequent periods, Simon also accounted for the share of the population that had completed four or more years of college, and found that this variable had a stronger influence on city resident job growth than the share that had completed high school. Along with these findings, the research indicated that the fraction employed in manufacturing at the beginning of the decade had a positive effect on resident employment in the 1950s but a negative effect in subsequent periods.
The 1990s ushered in renewed population growth in some prominent cities that had lost residents for several decades in a row. These selected reversals notwithstanding, Glaeser and Shapiro (2003) documented the high correlation between city growth rates in the 1980s and those in the 1990s as people continued to move to warm, dry places and to places built around cars rather than public transit. In addition to these findings, Glaeser and Shapiro reaffirmed that "[a] primary fact about urban growth is that skills predict growth" (p. 142). Cities with higher shares of both high-school-and college-educated residents tended to experience greater population growth, all else being equal. While Glaeser and Shapiro examined population trends, another econometric study of the 1990s, Wolman, Hill, Blumenthal, and Furdell (2008) , found stronger job growth in cities with higher shares of the population with at least some postsecondary education at the start of the decade.
As noted, Simon (1998) found that a central city tended to have higher resident job growth when the city was located in an area with highly educated residents. Studies focusing exclusively on metropolitan areas found a positive relationship between employment, GDP, and personal income growth and beginning-of-period educational attainment. See Blumenthal, Wolman, and Hill (2009) and Erickcek and McKinney (2006) for research covering the 1990s.
Therefore, in addition to their direct effect on city growth, education levels had an indirect effect to the extent that city economies are tied to those of their metropolitan area. Indeed, Hill and Brennan (2005) found that cities whose suburbs experienced high employment growth tended to experience higher rates of employment growth within their boundaries than cities with slowly growing or declining suburbs. 2
Why Skills Mattered
Despite the pervasive evidence of a positive association between education levels and both city and metropolitan area growth, the reasons for these associations have received relatively little attention from scholars. In the case of metropolitan areas, Glaeser and Saiz (2004) and Glaeser (2005) found empirical support for the reinvention hypothesis, namely that a highly educated population is more inclined and better equipped to refocus the local economy when its existing industries and firms lose market share.
These two studies noted that skills and flexibility are especially critical for metropolitan areas that offer significant amenities that make them attractive places to live but that lack the draw of favorable weather. The residents of such areas are more likely to react to negative economic shocks by creating new businesses in the same area, as opposed to relocating to other areas with stronger economies. The reinvention hypothesis implies that while metropolitan areas with highly educated residents may be susceptible to economic downturns, migration away from these locations tends to be modest and of relatively short duration.
By contrast with their findings for metropolitan areas, Glaeser and Saiz did not find consistent evidence that city growth depends on having a highly skilled population residing within the city. On the other hand, their research indicated that having higher levels of high school dropouts was a predictor of central city decline. The authors concluded that "poverty [may be] perceived as an increasingly negative amenity because of social problems or a higher tax burden" (p. 49). In other words, cities with large shares of low-skilled and less-educated residents could experience outmigration of middle-income families, which-if extensive enough-would in turn trigger long-term declines in population, house prices, and other factors that sustain quality of life. In a similar vein, Glaeser, Scheinkman, and Shleifer (1995) found some evidence that city poverty led to suburbanization. 3 In addition to skills, authors have tested the effects of other potential influences on city and metro growth, including more comprehensive measures of industry mix and diversity, the presence of entrepreneurs and small businesses, labor costs and regulations, government spending and tax policies, government structure, and crime (see Table 1 for more details).
While some studies found significant effects for some of these factors, the overall results are not as conclusive as those for education. More systematic testing is needed, including use of alternative time periods, geographic concepts (distinguishing cities from their metropolitan areas), and measures of growth (distinguishing among population, employment, income levels, and output).
Policy Implications
To summarize the econometric evidence, the strongest influences on the relative fortunes of U.S. central cities in the second half of the twentieth century were their locations and 3 Erickcek and McKinney (2006) found that metropolitan areas with more local governments had higher rates of personal income growth in the 1990s, controlling for human capital and a broad range of other structural, quality-oflife, and trend variables. They conjectured that having more localities was associated with intraregional migration on the part of residents and employers "from high-tax, high-public-activity cities to low-cost, low service-provision suburbs" (p. 240). economic histories-in other words, predetermined attributes. Scholars agree that higher levels of educational attainment were a positive influence on central city growth during this period, but further research is needed to validate the limited evidence on the mechanisms through which schooling mattered and the extent to which city-level educational policies or finances came into play. Non-educational policies-either at the city, regional, state, or even national level-also may have been conducive to attracting or retaining either highly educated residents or employers requiring skilled workforces, but the available econometric studies have not delved deeply into these issues. Erickcek and McKinney (2006) noted that a key obstacle to using regression analysis to develop policy recommendations is that local governments vary widely in terms of their powers and responsibilities. What may be under the control of city government in one part of the nation may be heavily determined by another level of government (such as an independent school district, county, or regional economic development authority) elsewhere. Moreover, Erickcek and McKinney observed that local governments tend to articulate their policies in terms of broad goals that could potentially be addressed by multiple, specific levers. These circumstances make it difficult for researchers to collect comparable nationwide information on the policies affecting local economies.
Erickcek and McKinney used cluster analysis to sort metropolitan areas into groups sharing similar changes in characteristics during the 1990s, and then applied the results to analyzing which kinds of places overperformed and underperformed the personal income growth predicted on the basis of regression analysis. They found that the metro areas that grew faster than expected were overrepresented in two of their eight groupings: "growing university/government/business complexes" and "growing new economy places," the latter of which was characterized by an overrepresentation of state capitals. The authors recommended the use of case studies to investigate the roles of anchor institutions in fostering regional growth. A similar combination of regression analysis, cluster analysis, and case studies could be used to study central cities. Taken as a whole, the research on cities by Wolman and various co-authors described in the following section bears some resemblance to the Erickcek and McKinney approach.
Turning Around the Economies of Distressed Cities
A number of recent studies have focused specifically on cities that have faced particularly difficult challenges and whose economies exhibit substantial distress. These include cities that have experienced chronic declines in population or economic activity, or whose residents have low levels of economic well-being, or both. 4 Many of these cities are located in the Northeast or Midwest, and have economies that were heavily reliant on manufacturing.
The studies, discussed in further detail below, investigated whether or not some of the especially challenged cities subsequently experienced better economic performance than others and, if so, what factors contributed to their regeneration (see Table 2 for an overview of key findings). Echoing some of the prior conclusions, authors have found that distressed cities were more likely to have experienced a positive turnaround if more of their residents had a postsecondary education or if the surrounding area was growing. Beyond these factors, the analyses tended to conclude that reversing the trajectory of a distressed city requires making complex, systemic changes in governance and development strategies. The studies highlight the importance of a broad range of investments in social, physical, and human capital. The number of distressed cities that have recovered in any meaningful way has been small. Limited sample sizes have prevented the authors from systematically testing alternative hypotheses concerning useful policy levers. For this reason, they have drawn on case studies as a supplement to statistical analyses. Feyrer, Sacerdote, and Stern (2007) studied the counties and metropolitan areas most adversely affected by the massive losses of steel-and auto-related jobs in the late 1970s and early 1980s. They noted that, as defined by total jobs lost in a five-or 10-year period, the Rust Belt shock was among the largest U.S. economic disasters in the past 50 years. Comparing the areas hit hardest by the Rust Belt shock to those that were relatively unaffected, the authors found that the effects of the steel and auto job cuts were longer-lasting and larger in some respects than in others. The loss of high-paying manufacturing jobs resulted in a sharp narrowing of the gap between the per capita income levels in the shock counties and other U.S.
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counties, but the average unemployment rate in shock counties returned to normal after a period of about one decade. As a group, the shock counties suffered long-lasting declines in population and even more pronounced declines in amenities and general appearance. For example, the number of eating and drinking places fell both absolutely and in per capita terms.
The authors surmised that the dearth of new restaurants and bars-even after the local economy had stabilized-reflected the lack of innovation that accompanied population stagnation in the affected Rust Belt communities. More broadly, they pointed to possible agglomeration effects in the production of physical amenities such as public infrastructure.
Contrary to the general findings on the effects of human capital on local growth, Feyrer, Sacerdote, and Stern found that Rust Belt counties with higher education levels were not buffered from auto-and steel-related job losses. The average magnitude of their job declines was not smaller than that for counties with lower education, nor was the duration of the declines any shorter. In the longer term, counties located in warm, sunny locations or near a large, vibrant metropolitan area were more likely to reverse their shock-induced population losses. The study did not address policies that could have been used to stem population declines and their effects on Rust Belt areas lacking these inherent locational advantages.
An additional study by Friedhoff, Wial, and Wolman (2010) analysis to measure the degree to which each metropolitan area's growth could be attributed to national trends, the area's industry mix, and other area-specific factors. They concluded that wage declines in these areas were largely the result of their manufacturing reliance, but that employment losses were mostly due to other metropolitan-area-specific factors. While not discussing the composition of the area-specific factors, the authors noted that they were generally negative in the Midwest and Northeast and positive in the South. Finally, with respect to policy, Friedhoff, Wial, and Wolman cautioned against economic development initiatives seeking to replace manufacturing jobs with jobs in advanced services industries. Instead, they found that manufacturing and nonmanufacturing jobs were complementary: metropolitan areas with the smallest manufacturing declines also saw the greatest growth in nonmanufacturing employment, including the advanced services component of nonmanufacturing.
Addressing Population Losses
In order to help identify policies that could potentially serve to reverse population losses, Hill, Wolman, Kowalczyk, and St. Clair (2012) compared cities that experienced persistent decline to those that had rebounded after a period of decline. The authors studied economic and demographic patterns in 395 major U.S. cities, of which 165 experienced population declines for a period of time between 1960 and 2010. Among these cities were 65 "positive-turnaround" cities, which managed to add residents toward the end of the 50-year period, and in some cases even surpassed their previous peak population levels. Hill, Wolman, Kowalczyk, and St. Clair found a role for skills and innovation: the positive-turnaround cities tended to have higher resident education levels and more research-oriented universities.
Noting that the growing cities were much younger on average than the shrinking cities, but that the positive-turnaround cities tended to be slightly older than the remaining shrinking cities, the authors suggested that part of their turnaround might be due to investments in infrastructure modernization. Likewise, the fact that positive-turnaround cities had lower crime rates than the other categories of shrinking cities later in the sample period suggested that crime-reduction may have contributed to their success.
Combatting Low Incomes and Widespread Poverty
To identify distressed cities, Wolman, Hill, Blumenthal, and Furdell (2008) considered the economic circumstances of city residents in addition to indicators of city growth. Applying a methodology developed in Furdell and Wolman (2006) , the authors characterized approximately 300 central cities according to the economic well-being of their inhabitants (as measured by indicators such as median family income, poverty, and unemployment) and their economic performance during the prior decade (as measured by indicators such as growth in jobs, payrolls, and business establishments). Those that fell into the bottom one-third in both categories were designated as "weak market" cities. 5 Not surprisingly, disproportionate shares of the weak-market cities in both 1990 and 2000 were located in the Northeast and Midwest.
The authors compared the 17 places designated as weak-market cities in 1990 but not in 2000 to the 39 cities in this category in both years. They found that the former group had a higher share than the latter of adult residents with at least some post-secondary education and a lower share of adults with only or less than a high school degree. Their family and racial structures also differed: cities with greater economic well-being and better economic performance had lower shares of single-parent and black households than those that remained weak market cities.
As for local policy differences, Wolman, Hill, Blumenthal, and Furdell acknowledged that they were not able to include a comprehensive set of public policy variables in their statistical analysis. Furthermore, they expressed doubt as to whether such an exercise could identify the effects of public policies over a relatively short period of time such as a single decade. Based largely on complementary case studies of cities that had either overperformed or underperformed between 1990 and 2000 relative to beginning-of-decade expectations (Wolman, Hill, Atkins, Blumenthal, and others 2007) , they pointed to a complex set of factors that determine where households and businesses choose to locate. The authors indicated that "[e]ffective leadership and civic engagement more broadly constructed, rather than government activity more narrowly construed, often were seen to be the critical factors in a city's vitality" (Wolman, Hill, Blumenthal, and Furdell, p. 168) . The case studies also highlighted the importance of creating a well-articulated vision that was sustained over time and backed by resources.
An additional study by Furdell, Wolman, and Hill (2005) used a similar methodology to quantify the likelihood of recovery and find determinants of success between 1980 and 2000.
Aside from the level of distress in 1980, the only significant factors associated with distress in 2000 were low shares of employment in manufacturing and in finance, insurance, and real estate. Although Furdell, Wolman, and Hill found that educational attainment did not affect the probability of a city becoming (or remaining) distressed between 1980 and 2000, they noted that increases in the percentage of the population with at least some college education did improve cities' performance on some indicators of well-being (including unemployment, labor force participation, and per capita income).
The studies by Wolman, Ford, and Hill (1994) and Wolman, Hill, and Furdell (2004) addressed the degree to which improvements in central business districts benefited city residents. In each of these studies, the authors queried economic development experts about the degree of revitalization in approximately 50 cities whose population had either decreased or increased only modestly one decade earlier and whose residents had had a low level of economic well-being 10 years earlier. period, they noted that the experts appeared to put a high weight on downtown redevelopment in the form of office buildings, retail stores, and tourist attractions. Although many of those polled indicated that such projects would lead to improved economic outcomes, the residents of the cities they perceived as successfully redeveloped in fact had not generally experienced greater improvement in economic conditions than the residents of cities not identified as successful. The question of whether or not such redevelopment projects lead to improvements in the longer run-as well as what types of ancillary measures would be required in order for them to benefit the residents of the city to any noticeable degree-was not taken up by the authors.
Finally, a study by St. Clair, Wial, and Wolman (2012) addressed chronic distress in metropolitan areas. Defining a chronically distressed region as one with substantially lower employment or GDP growth than the nation for at least eight consecutive years, the authors found that about one-quarter of the areas had experienced chronic distress at least once between the 1970s and the mid-2000s. Using regression analysis, they found that metropolitan areas were more likely to be chronically distressed if a greater share of their adult population had only a high school degree or less, if they had a greater degree of income inequality, 6 and if they were small and located far from a large metropolitan area. 7 St. Clair, Wial, and Wolman (2012) also tested for the factors that made regions more likely to recover from chronic distress, but they noted that the low number of cases prevented them from finding statistically significant results via regression analysis. Their overall conclusion was that investments in physical, human, and social capital were critical, confirming other studies. They indicated that "[w]ithout resources to draw upon-be they in the form of an educated population or seed money for investments-metropolitan areas in the United States have few opportunities to escape a cycle of decline" (pp. 30-31).
The Challenges of Small to Mid-Sized Industrial Cities
Although not specifically aimed at examining distressed cities, recent studies by Federal Reserve System researchers investigated why some older industrial cities have outperformed others in recent decades. These analyses focused on small groups of cities that could be considered peers as of a given starting date, and then traced their economic progress or decline during the sample period. Kodrzycki and Muñoz (2009a, 2013) examined population growth and changes in resident well-being in 26 mid-sized cities that had above-average reliance on manufacturing as of 1960 and that remained the central city of their metropolitan area at least until 1980. All of the cities satisfying the criteria were located in the Northeast, Midwest, or Upper South. Compared with the benchmark city of Springfield, Massachusetts, the 10 cities that showed more improvement (or less deterioration) between 1960 and the mid-2000s as well as higher levels of resident economic and social well-being at the end of the period were identified as "resurgent cities." 8
Confirming the findings of others, Kodrzycki and Muñoz found that having an especially large share of resident employment in manufacturing as of 1960 reduced the likelihood of resurgence. However, the current differences in manufacturing intensity and broader measures of industry mix between the resurgent and the nonresurgent cities were minimal. This result is in accord with the conclusions of Friedhoff, Wial, and Wolman (2010) and Atkins, Blumenthal, Edisis, Friedhoff, and others (2011) who found that formerly manufacturing-dependent regions were more likely to prosper if they hosted firms that were highly competitive within their industries. Strategies that entailed the development of growing, high-paying niches within either manufacturing or nonmanufacturing (or both) offered greater promise than ones centered on choosing between manufacturing and nonmanufacturing.
Kodrzycki and Muñoz found that on average the resurgent cities had more highly educated populations (especially four-year-college-educated) by the 2000s than the nonresurgent cities, after starting with similar average levels of educational attainment 50 years earlier. As is true of the literature in general, the authors did not address the sources of the higher educational attainment in the resurgent cities-for example, the shares of school-aged children in these cities that went on to complete high school or college versus migration patterns that led to less out-migration of highly educated adults or to greater out-migration of less educated adults. Such follow-on research could provide valuable guidance to policymakers.
Using case studies to detect commonalities among the resurgent cities, Kodrzycki and Muñoz essentially concurred with the conclusions summarized in Wolman, Hill, Blumenthal, and Furdell (2008) . They found that the resurgent cities shared the following characteristics: leadership on the part of key institutions or individuals, collaboration among the various constituencies with a stake in economic development, long-term planning and periodic reevaluation of the plan, extensive infrastructure improvements, and development of new industries and city identities. Kodrzycki and Muñoz noted that citywide resurgence did not result in commensurate resurgence in their economically disadvantaged neighborhoods. For this reason, these cities often developed specific initiatives to help poor neighborhoods after the other aspects of their revitalization strategies were in place.
Mallach (2012, 2013) studied 13 smaller industrial cities in Pennsylvania, New Jersey, and Delaware, and noted that their economic paths had varied significantly since the 1980s. 9
Using indicators pertaining to social and economic well-being, housing and neighborhood strength, and the local economy, Mallach divided the cities into four categories. The strongest cities exhibited resilience, defined as the ability to recover from negative shocks and find new sources of growth. These cities had all capitalized on their locational advantages, albeit using somewhat different approaches. Mallach attributed the relative success of the resilient cities to a similar set of factors as noted in the other case studies: leadership, vision, continuity, and the pursuit of a long-term, sustained and focused redevelopment strategy. One of the other groups of cities-which Mallach referred to as "declining but stable"-comprises those that experienced population declines but not the "massive flight of the middle class or the collapse of the retail sector" (Mallach 2012, p. 57) . 10 Mallach suggested that further study is warranted of the factors that prevented these cities from losing their vitality to the extent that other nonresilient cities in his sample had.
Insights from Alternative Methodologies to Identify Economically Distressed Cities
Although there is considerable overlap in the measures used to gauge economic distress and resurgence, there are also some differences across the studies. Moreover, the analyses focus on different samples and time intervals. This section investigates the degree to which using alternative reference groups, criteria, and timeframes results in conflicting assessments of which distressed cities have rebounded, and which remain severely challenged. For tractability and to aid the comparisons, we focus primarily on the 26 mid-sized manufacturing-dependent cities identified in Kodrzycki and Muñoz (2009a) . Most of these cities appear in the studies of city decline and distress by Wolman and co-authors that use larger nationwide samples. We confirm that there is a high degree of overlap between the lists of "distressed," "weak," and "nonresurgent," as well as between the lists of "nondistressed," "moderate/strong," and "resurgent" cities. 11 We also examine insights from the peer-city analysis of Kodrzycki and Muñoz and the national-sample approach of Wolman and co-authors, both individually and collectively. Kodrzycki and Muñoz (2009a) focused on a benchmark city that had a high degree of concentrated poverty (Springfield, MA), and compared that city to a designated sample of peer cities as of a base year (specifically, 25 cities that were similar to Springfield in 1960). The cities are listed in the first column of Table 3 .
Using Peer Cities to Gauge Resurgence
The starting date of 1960 was chosen because it represented a time when the economic well-being of Springfield and peer city residents was similar to the U.S. average. For example, in 1960, the average median family income in the 26 cities was just slightly (6 percent) above the national figure. The peer group cities were chosen, based on industry composition, population, and regional role, to represent cities with broadly similar opportunities and challenges.
Each of the cities in Kodrzycki and Muñoz (2009a; hereafter referred to as the "KM cities" or the "KM sample") had a greater share of their employed residents working in manufacturing in 1960 than the national average. As already noted, the share of manufacturing jobs nationally has decreased dramatically since the early 1960s, and the total number of people employed in the manufacturing sector is currently lower than it was at that time. In addition, manufacturing work has shifted increasingly to suburban areas, making it harder for city residents to access the jobs in this sector. 12 Industries such as financial, technical, and professional services that that have expanded in urban locations frequently have different educational and skill requirements than are needed in traditional manufacturing work.
Springfield and its peer cities faced significant challenges in preparing their residents for new job opportunities.
Most of the cities in the KM sample had between 100,000 and 250,000 residents from 1960 to 1980, although a few had larger populations in 1960 before shrinking in size. Previous research noted that small and mid-sized cities were adversely affected when mergers and acquisitions resulted in transfers of corporate headquarters to larger metropolitan areas (Erickcek and McKinney 2006) . Furthermore, smaller cities tended to encounter greater difficulties attracting new businesses and skilled workers than large cities (Henderson, Kuncoro, and Turner 1995, Costa and Kahn 2000) . Their more limited visibility and political power may also have hindered their ability to obtain financial resources to support redevelopment.
Finally, each KM sample city remained the primary urban center of its metropolitan statistical area (MSA) from 1960 to 1980. Similar-sized cities located on the fringes of large cities may find themselves either benefiting or suffering from spillover effects, whereas the cities in the KM sample tended to have a more independent role in determining their economic development.
As in the Wolman studies, Kodrzycki and Muñoz (2009a) Table 3 ). 13 The authors considered population change to be a less definitive indicator than median income or poverty because cities have differing opportunities to annex adjacent land, depending on state and local laws.
For the final determination, the authors considered broader indicators of resident wellbeing, both objective and subjective. Three of the cities ultimately selected for the resurgent category-Providence, New Haven, and Evansville-actually had population losses from 1960 to the mid-2000s that were slightly larger than Springfield's, but they showed other evidence of successful transformation. In particular, Providence and Evansville showed major improvements since 1960 in median family income relative to the other cities. 14 In general, all three of these cities appeared to have more positive reputations in the media and in various 13 As a result of applying these objective criteria, Rockford-a nondistressed city in the Wolman studies-was not considered a resurgent city. Rockford had comparatively high median family income and a comparatively low poverty rate throughout the sample period. However, the change in its median family income ranking and the increase in its poverty rate were comparable to Springfield's. 14 Another positive development cited in Kodrzycki and Muñoz (2009a) urban comparisons than Springfield. For example, starting in the early 1980s, Providence undertook a series of major rehabilitation projects that transformed the downtown area and enabled it to be promoted as the "Renaissance City." These building and infrastructure projects were likely a key reason why Wolman, Hill, and Furdell (2004) found that one-third of economic development experts polled deemed that Providence had been successfully revitalized. Moreover, Evansville and New Haven each won an All-America City Award in the 2000s. Each year, the National Civic League uses these awards to recognize a small number of cities whose citizens work together and achieve uncommon success in addressing citywide challenges.
The economic performance of the 10 resurgent cities was not as strong as that of the national economy over the past five decades. In 1960, the average median family income in the resurgent cities was $5,700, similar to the U.S. figure The research casts doubt on whether geography or statewide policies were the major contributing factors to successful resurgence. While the two North Carolina cities (Greensboro and Winston-Salem) doubtless benefitted from the gradual movement of the U.S. population 15 In 2008-2010, average median family income in the resurgent cities was 83 percent of the U.S. median and the average population poverty rate was 21 percent (Kodrzycki and Muñoz 2013). 16 In contrast to these trends in income, poverty, and population, the resurgent cities saw increases in educational attainment over time. By the 2000s, the average share of resurgent city residents who had completed four years of college exceeded the U.S. average (Kodrzycki and Muñoz 2013).
away from cold-weather areas and the pro-growth policies adopted at the state level, Connecticut, Massachusetts, New Jersey, Indiana, Michigan, and Illinois each had at least one resurgent city and at least one nonresurgent city. The authors concluded that mid-sized cities can ultimately play an important role in determining their economic fates, but did not attempt to quantify the extent to which the differences between the nonresurgent and the resurgent cities can be explained by policies or resources.
City peer groups can be chosen using different criteria and methods. For example, Mallach (2012, 2013) used geographic location, city size, and original manufacturing intensity.
In a large national sample, peers could be identified through statistical techniques such as clustering or propensity score matching. Similarly, within the chosen peer group, the degree of city success can be measured using different criteria from those used by Kodrzycki and Muñoz or Mallach.
City Distress and Recovery in the National Context
Wolman and various co-authors determined which cities were in economic distress by comparing nationwide samples of cities at various points in time. Distressed (or weak) cities were those that were in the bottom one-third of the sample according to their score on a composite index of economic health. Most of the studies used data on current median household income, poverty, unemployment, and population change during the prior decade to form the composite index. Some also took into account per capita income and labor force participation. Table 4 shows the conclusions of Wolman and co-authors regarding the KM cities at three points in time: 1980 (two studies), 1990 (one study), and 2000 (three studies). The most striking finding is that there were virtually no changes in city status (relative to the other cities in the nationwide sample) between 1980 and 2000. For the KM sample, all of the cities that were identified as distressed in 1980 remained distressed in 2000. 17 For the entire sample of 98 cities in Furdell, Wolman, and Hill (2005) , the correlation between the distress indexes in 1980 and those in 2000 was 0.86. Wolman, Ford, and Hill (1994) and Furdell, Wolman, and Hill (2005) Winston-Salem (NC) was added to the analysis as a nondistressed city in 1990.
Similarly, there were no further changes in the lists of the distressed and nondistressed cities between 1990 and 2000 Furdell 2004 and . 20 Using a slightly different methodology, Furdell and Wolman (2006) 
Analysis of Results
On the whole, 21 For a city's resident economic well-being to be rated weak, it had to place in the bottom one-third of the 302 cities examined. Akron was ranked 183, earning it a rating of "moderate." 22 Of the KM cities, only Waterbury was not included in any of the studies by Wolman and co-authors. Others were included in at least one, and sometimes all, of the studies. A final example is South Bend, deemed nonresurgent by Kodrzycki-Muñoz. South Bend barely made the cutoff for moderate resident economic well-being in 2000, according to Furdell and Wolman (2006) , and had weak economic growth during the 1990s (see Table 5 ). 24 Furdell, Wolman, and Hill (2005) found that, on the whole, economic conditions in the distressed cities were further behind those of nondistressed cities in 2000 than they had been in 1980. Among those in the KM sample, one-half showed both deterioration in resident economic well-being and declines in city population between 1980 and 2000 (Table 5 ). Only Jersey City improved along both dimensions, albeit not enough to be judged nondistressed. The residents of several of the distressed New England cities-Bridgeport, New Haven, and Providenceexperienced some improvement in economic well-being during the 1980s. These cases suggest that reporting on alternative criteria and sample periods is particularly valuable for studying cities that place somewhere in the middle of the continuum of most distressed to least 23 Of these cities, Allentown and Erie were categorized by Wolman, Ford, and Hill (1994) as nondistressed in 1980, but having weak residential well-being by Furdell and Wolman (2006 distressed. Ultimately, a sharper focus on the areas of relative strengths and weaknesses may lead to better policy prescriptions for this set of cities.
Further work is still needed to pinpoint both the initial shocks that triggered distress and the reasons why similar shocks had more severe effects on some central cities than others. The Rust Belt shock that started in the late 1970s was very likely the main contributor to economic distress for Flint, Gary, and Youngstown. 25 Two of the nondistressed cities in the KM sampleErie and Fort Wayne-are located in Rust Belt Shock counties, and several others are within close proximity to Rust Belt shock counties. 26 Thus, an interesting research question is why the serious declines in auto-and steel-related jobs in the late 1970s and 1980s did not precipitate distress in these cities, as they did elsewhere. A new strand of literature has begun to explore the general topic of urban and regional resilience (Hill, St. Clair, Wial, Wolman, and co-authors 2012) . Most of the distressed cities included in the KM sample are not located in Rust Belt Shock counties, so their troubles likely stemmed from earlier downsizings and relocations in a broad range of manufacturing industries. 27 Job losses in these cities likely occurred for myriad reasons, including the movement of manufacturing activity to lower-cost locations, the declining demand for defense equipment as major wars ended, and the growing obsolescence of products in which they had specialized. 28 To our knowledge, no studies assess the relative importance of these triggers.
Concluding Observations
Older industrial cities continue to face important challenges, and they struggle to find the right paths to grow and improve the economic well-being of their residents. Researchers 25 In the 1960-1980 period, all three of these cities experienced slight improvement in their median-family-income rankings within the KM sample. Their rankings plummeted in the 1980-2000 period (Flint went from third to 23 rd , Gary from 6 th to 21 st , and Youngstown from 17 th to 25 th ). 26 The cities in this latter group are Allentown, Evansville, and Grand Rapids. 27 In a study of large U.S. cities starting in 1970, James (1990) concluded that distress rose abruptly during the 1970s but did not receive national policy attention until later in the decade. 28 Selected examples may be found in the case studies in Kodrzycki and Muñoz (2009a) . Browne and Sass (2000) documented the decreasing competitiveness of New England textile mills that had been built beside waterways and railroad tracks, as compared with newer Southern facilities that were able to benefit from improvements and expansions to airports, highways, and electric power grids financed by the federal government during the Second World War. and practitioners have sought answers concerning the determinants of these cities' degree of success. Studies looking at factors that influence growth or resiliency find that educational attainment is a key determinant of future economic well-being. Numerous studies reviewed in this paper also point to the positive correlation between central cities and their region's growth.
Regardless of the sample and methodology used, most distressed older industrial cities have yet to revitalize. Long-lasting effects of employment and population losses that these cities started to experience several decades earlier continue to hinder their growth. Having a strong civic infrastructure, leadership, and cross-sector collaboration seem to be important ingredients to transform these cities' economies.
This review of the literature on distressed and resurgent cities revealed continued gaps in knowledge. Somewhat to our surprise, researchers' understanding of the structural relationship between human capital and central city economic conditions remains far from complete. Further work is needed to illuminate the contributions of city and metropolitan area educational institutions and of both intraregional and interregional migration to determining the distribution of skills within and across cities. The differing types of shocks to manufacturing employment and the varying economic consequences of apparently similar shocks across cities are additional topics that deserve further research. Finally, policymakers at the city, regional, state, and national levels would benefit from more analysis of the effectiveness of specific policy tools to improve the economies of distressed cities. Educational attainment (high school, college) positively associated with growth, especially in cold areas without significant immigration. High school education more strongly associated with city growth, while college education more strongly associated with metro area growth.
Manufacturing share of employment negatively associated with growth.
Warmer climate positively associated with growth.
Population size negatively associated with growth. 1960-1990, 1970-1990 versus 1950-1970. Regression analysis.
Findings on Determinants of Growth
Population growth. Also city (but not metro) employment and per capita income growth.
Educational attainment (especially high school, but also college) positively associated with growth.
Manufacturing share of employment negatively associated with growth for 1960-1990 and 1950-1970, but insignificant for 1970-1990 . Note: Unless otherwise specified, determinants of growth are for the beginning of the period studied . 1 Wolman, Hill, Blumenthal, and Furdell (2008) provide a typology and comparison of cities, and a regression analysis. The regression results are summarized in this (2007) 1,439 counties with population of at least 10,000 in 1977, and 260 metropolitan areas.
" Shock" (1977 Shock" ( -1982 Shock" ( ), "recovery" (1982 Shock" ( -1987 Shock" ( ), "total" (1977 Shock" ( -1987 Shock" ( ), and "subsequent" (1987 Shock" ( -2004 Economic well-being (growth in employment, payrolls, and business establishments) and resident well-being (per capita income, household income, poverty, unemployment, labor force participation). "Weak market cities" ranked in the bottom third of cities for these indicators, while "transitional weak market cities" were "weak market" cities in 1990 but not in 2000.
Educational attainment (high school, college) correlated with higher levels of well-being and improvement in wellbeing.
Manufacturing share of employment negatively correlated with wellbeing.
Strong metropolitan economy positively correlated with city wellbeing.
Share of metropolitan area employment and home ownership rate positively correlated with well-being and improvement in wellbeing. Income inequality, percent of single-parent households, racial segregation, and percent black negatively correlated with wellbeing and improvement in well-being. Historical trend and beginning-ofperiod economic wellbeing associated with improvement. Strong leadership key to growth. Wolman, Hill, and Furdell (2004) 48 "distressed" cities, chosen from 145 cities with population equal to or greater than 125,000 as of 1990.
1990-2000.
Comparison of city-level statistics.
Poverty rate, unemployment rate, median household income, and prior decade change in population. "Distressed" cities were in the bottom third of this distribution. "Successfully revitalized" cities identified by experts.
Development projects in central business districts related to the impression of resurgence. Impression of resurgence largely uncorrelated with objective growth criteria. Wolman, Ford, and Hill (1994) 50 "distressed" cities, chosen from 152 cities in metropolitan areas of 250,000 or greater in 1980.
1980-1990.
Poverty rate, unemployment rate, median household income, prior decade change in per capita income, prior decade change in population. "Distressed" cities were in the bottom third of this distribution. "Successfully revitalized" cities identified by experts.
Overall impression of resurgence uncorrelated with objective growth criteria.
Note: Unless otherwise specified, determinants of growth are for the beginning of the period studied. 1 Wolman, Hill, Blumenthal, and Furdell (2008) 
