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Abstract
OBDDs with a ﬁxed variable ordering are used successfully as data structure in experiments with learning
heuristics based on examples. In this paper, it is shown that, for some functions, it is necessary to develop an
algorithm to learn also a good OBDD variable ordering. There are functions with the following properties.
They have OBDDs of linear size for optimal variable orderings. But for all but a small fraction of all variable
orderings one needs large size to represent a list of randomly chosen examples. These properties are shown
for simple functions like the multiplexer and the inner product.
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1. Introduction
The problem considered in this paper can be explained in the following general setting. Fix a
model for the representation of Boolean functions and a complexity measure. Typically, the com-
plexity ismeasured by the size of the representation.Wedistinguishmodelswherewe are (up to now)
not able to prove superpolynomial lower bounds for explicitly deﬁned functions [circuits, neural
networks, binary decision diagrams, and formulas] from models where we can prove exponential
lower bounds [ordered binary decision diagrams (OBDDs), DNF formulas, and decision trees]. In
any case, we are interested in the following minimization problem.
An instance of the minimization problem is described by a set S ⊆ {0, 1}n of inputs of a function
f on n variables and the values f(x) for all inputs x ∈ S . The problem is to ﬁnd a function g to-
gether with its representation in the given model of complexity as small as possible and such that
g(x) = f(x) for all x in S .
For most of the Boolean models of interest, such a minimization problem is NP-hard. Hence,
in experiments, heuristics are used, including variants of randomized local search, evolutionary
algorithms or genetic programming strategies.
In the situation where f is a total, but unknown, function, and we only have the values of f on a
set of inputs S , which is not complete, i.e., S /= {0, 1}n, onewould like to have a justiﬁable prediction of
the values of the unknown function f on the inputs not in S . The pairs 〈x, f(x)〉 for all x ∈ S are called
training examples and the required function g is called a generalization of the training examples.
To get a provable justiﬁcation, we assume that the examples are chosen at random, indepen-
dently and from the same distribution. This allows to use known results concerning the Probably
Approximately Correct (PAC) learning model, which imply that under certain assumptions, the
generalization problem can be reduced to the minimization problem described above. More ex-
actly, it is proved by Blumer et al. [3,4] that under natural assumptions, it is possible to specify a
complexity bound s and a number m, which is typically larger than s, such that any function g of
complexity at most s, which agrees with f on m randomly chosen independent examples, is likely
to be a good approximation of f on all inputs.
We do not investigate those models mentioned above where we do not know superpolynomial
lower bounds. There are cryptographic limitations of efﬁciently learning within these models, be-
cause they allow signiﬁcantly compressed representations of functions which are supposed to be
one-way (see, e.g. [15]). The existence of efﬁcientminimization procedures in the above sense is there-
fore rather unlikely for these models because this would imply efﬁcient attacks on well-established
cryptosystems like RSA.
This paper investigates the considered problem for the models OBDDs (with arbitrary var-
iable orderings) and -OBDDs (where the variable ordering  is ﬁxed). These models are de-
ﬁned at the beginning of Section 2. OBDDs have found many applications, mostly in veriﬁca-
tion and CAD, but also in genetic programming. The applications in genetic programming give
an additional motivation which will be discussed brieﬂy. Koza [16] has introduced genetic pro-
gramming as heuristic to “learn good programs from examples”. First, only tree representations
of programs (called S-expressions) have been used. Later, Koza [17] has recognized the advan-
tage of graph representations which have access to the same subprogram more than once. He
has called these submodules ADFs (automatically deﬁned functions). This is exactly the step
from ordered decision trees to OBDDs. An important algorithmic property of -OBDDs is
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that, given a -OBDD for g, there is an efﬁcient algorithm to construct the unique -OBDD
representing g with minimal size.
Yanagiya [26] and Sakanashi et al. [20] present experiments with -OBDDs where the so-called
ﬁtness of a -OBDD is measured with respect to a complete set of training examples. Shiple et
al. [21] and Droste [10,11] have considered the more realistic case of incomplete sets of training ex-
amples and Droste [11] has applied Occam’s razor principle to discuss the quality of the results. A
possibility to adopt the learning algorithm for -OBDDs by Gavalda and Guijarro [13] which is
based on membership and equivalence queries has been described by Birkendorf and Simon [2].
All these papers work with a ﬁxed variable ordering  and, typically, the authors use an optimal
variable ordering for the considered function. However, in real applications, there is no reason to
assume the knowledge of an optimal or only a good variable ordering. It is known (see, e.g. [25])
that some functions have a polynomial-size representation only for an exponentially small fraction
of all variable orderings. However, we would be satisﬁed with a variable ordering allowing the
correct and compact representation of the training examples. The results of this paper imply that
it is necessary to learn a good variable ordering  and a small -OBDD representing correctly
the training examples. More precisely, we show that there are functions with linear-size ∗-OBDDs
such that for a variable ordering  chosen uniformly at random it is very unlikely that a -OBDD
representing correctly m random training examples has a size signiﬁcantly smaller than m.
In particular, we present two functions f with the following properties, which also have implica-
tions in complexity theory and the theory ofOBDDs. The functions have linearOBDD size for opti-
mal variable orderings but for almost all variable orderings  all functions gwhich are signiﬁcantly
correlatedwithf haveexponential-OBDDsize.Theﬁrst function is thedirect storageaccessormul-
tiplexer function.This function is abasic hardware functionand themain example in experiments for
genetic programming on Boolean functions. The second function is the inner product function. This
function is one of themain examples inmany complexity theoretical investigations. Here it is chosen
since we can prove stronger bounds for this function than for the direct storage access function.
Observe that our results refer to the model of PAC learning (see, e.g. [4]). A negative result about
the existence of polynomial time algorithms which exactly learn the optimal variable ordering of an
unknown function with membership and equivalence queries was shown by Galvada and Guijarro
[13]. Their results have no direct implications for our problem since we do not need to know an
optimal variable ordering (an almost optimal one sufﬁces).
The paper is organized as follows. In Section 2, after some preliminaries, we formulate the com-
plexity theoretic results and show the implications for learning and genetic programming. Sections
3 and 4 are devoted to the proofs of the complexity bounds for the direct storage access function
and the inner product function, respectively.
Remark. A preliminary version of this paper has been published under a different2 title [18]. After-
wards, Droste et al. [12] have presented an algorithm learning OBDDs, i.e.,  and a corresponding
-OBDD.
2. Approximability by OBDDs and genetic programming
We denote by Bn the set of all Boolean functions f : {0, 1}n → {0, 1}. Branching programs (BPs),
alternatively called binary decision diagrams (BDDs), are representations of Boolean functions
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f ∈ Bn. BPs are compact but not useful for manipulations of Boolean functions, since operations
like satisﬁability test, equivalence test or minimization are NP-hard problems. Bryant [7] has in-
troduced -OBDDs (ordered BDDs), since they can be manipulated efﬁciently (see [8,24,25] for
surveys on the areas of application).
Deﬁnition 1. A permutation  on {1, . . . , n} describes the variable ordering x(1), . . . , x(n). A
-OBDD is a directed acyclic graph G = (V ,E) with one source. Each sink is labeled by a Boolean
constant and each inner node by a Boolean variable. Inner nodes have two outgoing edges one
labeled by 0 and the other by 1. If an edge leads from an xi-node to an xj-node, then −1(i) has to be
smaller than −1(j), i.e., the edges have to respect the variable ordering. The -OBDD represents
a Boolean function f ∈ Bn deﬁned in the following way. The input a activates, for xi-nodes, the
outgoing ai-edge. Then f(a) is equal to the label of the sink reached by the unique activated path
starting at the source. The size ofG is measured by the number of its nodes. AnOBDD is a-OBDD
for an arbitrary .
One-way communication complexity (see, e.g. [14,19]) leads to lower bounds for OBDDs. This
method is almost the same as counting the number of subfunctions of f if the ﬁrst variables accord-
ing to the variable ordering are replaced by constants. There are functions, for which the OBDD
size is very sensitive to the chosen variable ordering. Moreover, given a -OBDD for a function
f , it is NP-hard to ﬁnd an optimal variable ordering for f [5] or even to approximate the optimal
variable ordering [22].
Deﬁnition 2. (i) Let k  1. For n = 2k , the direct storage access function (or multiplexer) on k + n
variables is the function DSAn(a0, . . . , ak−1, x0, . . . , xn−1) = x‖a‖, where ‖a‖ is the number whose
binary representation is (a0, . . . , ak−1).
(ii) For any even n, the inner product function on n variables is the function IPn(x1, . . . , xn) =
x1x2 ⊕ x3x4 ⊕ · · · ⊕ xn−1xn.
Clearly, these two functions have -OBDD size O(n) for the ordering of the variables used in the
deﬁnition of the functions. Fig. 1 shows such OBDDs for n = 2. On the other hand, the functions
need exponential -OBDD size for most of the variable orderings (a fraction of 1− n−ε for DSAn
and even a fraction of 1− 2−εn for IPn, see [25]).
These results are stated for error-free representations of f and, up to now, to the best of our
knowledge, nobody has looked at representations of approximations of f from a theoretical point
of view. In this paper, we want to investigate the inﬂuence of the variable ordering for approximate
representations of functions. If not stated otherwise, by a random input x˜wemean an input x˜ chosen
from the uniform distribution on {0, 1}n.
Deﬁnition 3. A function g ∈ Bn is a c-approximation of f ∈ Bn if Pr(f(x˜) = g(x˜))  c, where x˜ is
randomly chosen with respect to the uniform distribution on {0, 1}n.
If we consider sequences fn ∈ Bn and approximations gn ∈ Bn, it makes sense to consider c(n)-
approximations where gn is a c(n)-approximation of fn. One of the two constant functions 0 and 1
always is a 1/2-approximation. Hence, we consider c-approximations only for c > 1/2.
We prove the following strengthenings of the previously mentioned lower bounds on the
-OBDD complexity of DSAn and IPn for a random ordering . For most of the orderings
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Fig. 1. Example OBDDs, the left one respecting the variable ordering (a0, a1, x0, x1, x2, x3) and the right one the variable
ordering (x1, x2, x3, x4).
, every function that is a (1/2+ ε)-approximation of DSAn or IPn, where ε, 0 < ε < 1/2, is
any constant, requires a -OBDD of exponential size. The exact result for IPn is remarkably
stronger then the formulation above, since it is proved for better parameters. In particular,
we show the following results where here and in the rest of the paper e = 2.71 . . . denotes
the Eulerian constant.
Theorem 1. Let 0 <  < ε. For every large enough n, the following property holds for a fraction of at
least 1− n−2ε2/ ln 2 of the variable orderings  for DSAn.Each function which is a ( 12 + ε+ n−(ε−)/2)-
approximation of DSAn has a -OBDD size which is bounded below by en

.
Theorem 2. Let 0 <  < 1/9. The following property holds for a fraction of at least 1− e−42n of the
variable orderings  for IPn. Each function which is at least a ( 12 + 2−
1
16 (1−9)n− 12 )-approximation of
IPn has a -OBDD size which is bounded below by 2n.
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The proofs combine methods from communication complexity theory and information the-
ory and are presented in Sections 3 and 4. Observe that the result for the DSA function has
to be essentially weaker than that for the IP function, especially with regard to the fraction
of orderings for which the lower bound holds. It is not hard to see that a fraction of order
n− log n of all variable orderings is optimal, namely all orderings testing all a-variables before
all x-variables.
For presenting the implications of these results for genetic programming we have to use the
following theorem proved by Blumer et al. [3].
Theorem 3.LetH be a set of functions and f any function on the same domain.Assume, S˜ is a collection
of m examples chosen independently from a distribution D on the domain. Then, the probability that
there exists a function g ∈ H ,which agrees with f on all examples in S˜ , but Pr(g(x˜) = f(x˜)) < 1/2+ ε,
where x˜ is chosen from D, is at most |H |
(
1
2 + ε
)m
.
Note that Theorem 3 is a particular case of the Occam’s razor theorem applicable when H is
ﬁnite. The general Occam’s razor theorem works for possibly inﬁnite H by using the VC dimension
of H instead of |H | (see [4]). Since we do not know a nontrivial upper bound on the VC dimension
of classes corresponding to OBDDs, we use the trivial upper bound log |H |.
In a typical application of this theorem, the set H is the set of all functions of complexity at
most s in some model. To apply Occam’s razor theorem to OBDDs, we need an upper bound on
the number of nonequivalent OBDDs of a given size s. Droste [11] used a good upper bound on
this number based on a system of recurrence relations. To achieve a closed formula for this upper
bound, we use a slightly different model, namely complete OBDDs, which test every variable in
every computation. For complete OBDDs, the following bound is easy to obtain using the method
of counting circuits (see, e.g. [23]).
Lemma 1. The number of nonequivalent complete -OBDDs of size s for a given  is at most
(s+ 2)2s/s!  (es)s.
Combining Lemma 1 with Theorem 3, it is possible to justify the quality of the prediction of the
unknown function f , obtained by any heuristic minimization procedure for OBDDs.
Let s be the variable describing the complexity of the output g of the minimization procedure.
First, we assume that the (perhaps randomized) heuristic produces only representations whose size
is bounded by s.
Deﬁnition 4. Let ε(m, s, ) be deﬁned by the formula
ε(m, s, ) = exp
(
−(s+ 2) ln(es)+ ln
1

m
)
− 1
2
.
Theorem 4. Assume that a heuristic minimization procedure succeeds to ﬁnd an OBDD g of size at
most smatching an unknown function f onm independent random examples chosen from a distribution
D. Then, for all  > 0, the probability of the event that Pr(g(x˜) = f(x˜))  12 + ε(m, s, ), where x˜ is
chosen from D, is at least 1− /(es2).
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Proof. Let Hs be the set of functions of OBDD complexity at most s. Using Theorem 3 and Lemma
1, we obtain that the probability that there is a function g ∈ Hs with Pr(g(x˜) = f(x˜)) < 12 + ε(m, s, )
is at most
(es)s
(
1
2
+ ε(m, s, )
)m


(es)2
. 
It is obvious that a -OBDD of size at most nm+ 2 (where n is the number of variables) can
represent all m training examples correctly. Hence, we cannot expect good results for large s. It is
easy to verify that if  > 0 is a constant and s  m/ logm, then ε(m, s, )  2−(1+O(1/ lnm)) − 1/2.
It follows that a nontrivial bound requires  < 1, i.e., the heuristic minimization procedure has to
produce a compression of the set of training examples.
Typical heuristics may produce representations whose size cannot be bounded by a func-
tion increasing slowly with m. Nevertheless, we are interested in the event Pr(g(x˜) = f(x˜)) 
1
2 + ε(m, s, ) where s is the random size of the representation, i.e., for larger values of s we
ask for large values of the probability. The error probabilities in Theorem 4 are bounded by
/(es2) and the total error probability can be bounded by the sum of these values for all s  1.
This sum is bounded by  and Theorem 4 can be generalized to this situation and a probability
bound of 1− .
We concentrate on heuristics that only output OBDDs consistent with all training examples. For
simplicity, we do not consider the more general situation in which the output OBDD misclassiﬁes
a certain fraction of training examples. In both cases, however, to have a good prediction power it
is required that the OBDD output by the heuristics is smaller than the sample.
We have seen that DSAn and IPn are hard to approximate by any -OBDD for a random . In
the next theorem, we prove, moreover, that any function f that is hard to approximate in this sense
has also the following property. If we have a set of training examples for the function f , which
is obtained from the function f by an unknown permutation  of the variables, then a reasonable
compression of the examples requires also to optimize the ordering of variables used to represent
g. More exactly, if we choose an ordering of the variables for solving the minimization problem
at random, before we start the minimization process, and the ordering is not modiﬁed during the
process, then, with high probability, almost no compression is possible.
Let us call a variable ordering  to be bad with respect to a Boolean function f , a size bound
s, a distribution D on {0, 1}n, and an error bound ε if every -OBDD of size at most s satisﬁes
Pr(f(x˜) = h(x˜))  12 + ε, where x˜ is chosen from the distribution D and h is the function represent-
ed by the -OBDD.
Theorem 5. Let f , s, ! , ε and a distribution D on {0, 1}n be such that a random ordering , chosen from
the uniform distribution on all orderings, is bad with respect to f , s, ε and D with probability at least
1− !.
Let S˜ be a set of m independent random examples chosen from D and let  be a random ordering.
Then, with probability at least 1− ! − (es)s
(
1
2 + ε
)m
, there is no -OBDD of size at most s that
agrees with f on all training examples in S˜.
Proof. For short, let us call an ordering bad if it is bad with respect to f , s, ε and D. Note that the
sample S˜ and the ordering  are chosen independently and let us estimate the conditional proba-
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bility that the m examples may be expressed using a function g of -OBDD size at most s under the
condition that the ordering  is bad. As  is bad, every -OBDDof size at most smatches a random
example probability at most 12 + ε. Consequently, every -OBDD of size at most s matches all the
examples with probability at most
(
1
2 + ε
)m
. Multiplying this by the number (es)s of -OBDDs of
size at most s yields an upper bound on the probability that there is a -OBDD of size at most s
matching all the examples under the condition that  is bad. Hence, the conditional probability that
the examples may not be expressed in complexity at most s is at least 1− (es)s
(
1
2 + ε
)m
. It follows
that the probability that the ordering is bad and, moreover, the examples may not be expressed in
size at most s is at least (1− !)
(
1− (es)s
(
1
2 + ε
)m)
. This implies the theorem. 
For very small m, there is a not too small probability that all training examples are mapped to 0
and can be represented by a -OBDD of size 1. Therefore, we cannot expect results for very smallm.
To simplify the calculations we assume in the following corollaries that m  n and m = nO(1). This
is the situation met in experiments. Theorem 5 may be combined with Theorem 1 and Theorem 2
to obtain the following.
Corollary 1. For every large enough n,m  n andm = nO(1), if we takem examples for DSAn from the
uniform distribution and choose a random ordering  of the variables, then with probability at least
1− n−1/2 there is no -OBDD of size 18m/ logm matching the given m training examples.
Proof. Let ε, ε′ be such that
√
ln 2/2 < ε < ε′ < 1/21/8 − 1/2. Moreover, let  < ε be an arbitrari-
ly ﬁxed small positive number and let s = 18m/ logm. Since m = nO(1), assume that n is so large
that s  en , and note also that (es)s  2m/8. Using Theorem 1, we obtain for every large enough
n that a random ordering  satisﬁes the following. With probability at least 1− n−2ε2/ ln 2, there is
no ( 12 + ε′)-approximation among the functions of -OBDD complexity at most s  en

. In other
words, with probability 1− n−2ε2/ ln 2,  is bad with respect to f , s, ε′, and D. Then using Theorem
5 and the assumption m  n, with probability at least 1− n−2ε2/ ln 2 − 2m/8
(
1
2 + ε′
)m
 1− n−1/2,
there is no -OBDD of size at most s matching the given m training examples for DSAn. 
Corollary 2.Let 0 <  < 1 be a constant. For every large enough n,m  n andm = nO(1), if we takem
examples for IPn from the uniform distribution and choose a random ordering  of the variables, then
with probability at least 1− e−"(n), there is no -OBDD of size at most (1− )m/ logmmatching the
given m training examples.
Proof. Let  and ε be positive numbers such that  < 19 and
1
2 + ε <
(
1
2
)1−
. Moreover, let s =
(1− )m/ logm. ByTheorem2, for every large enough n, a randomordering satisﬁes the following.
With probability at least 1− e−42n, there is no ( 12 + ε)-approximation of IPn among the functions of
-OBDDcomplexity atmost s  2n.Note that (es)s  2(1−)m. TogetherwithTheorem5and theas-
sumptionm  n, weobtain thatwithprobability at least 1− e−42n − 2(1−)m
(
1
2 + ε
)m = 1− e−"(n),
there is no -OBDD of size at most smatching the given m random training examples for IPn. 
On the other hand, for the functions DSAn and IPn, there are orderings, for which a good
compression is possible. This suggests that including the optimization of the variable order-
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ing into the minimization procedure often is necessary to get a good quality of the computed
generalization.
3. Approximability of the direct storage access function
This section is devoted to the proof of Theorem 1, saying that for every 0 <  < ε and every
large enough n, the following property holds for a fraction of at least 1− n−2ε2/ ln 2 of the variable
orderings  for DSAn. Each function which is a ( 12 + ε+ n−(ε−)/2)-approximation of DSAn has a
-OBDD size which is bounded below by en

.
First, we recall the result informally. There are only a few variable orderings  which allow an
approximation gn of DSAn which is essentially better than the trivial approximations by the con-
stants 0 and 1 (which are 1/2-approximations) and which, moreover, has a -OBDD size growing
not exponentially.
The proof of Theorem 1 is split into Lemmas 2 and 3. Recall that an ordering  for DSAn
is a permutation of n+ k variables, where k = log n. To simplify the terminology, we assume
that the ﬁrst n′ =def (1− 2ε)n variables according to  are given to Alice and the other ones
to Bob. First, we derive a property of random variable orderings . We use the convention
to call the a-variables of DSAn(a0, . . . , ak−1, x0, . . . , xn−1) address variables and the x-variables
data variables.
Lemma 2.With probability at least 1− n−2ε2/ ln 2, Alice obtains at most (1− ε)k address variables.
Proof. The random variable ordering can be produced as follows. We take the k address variables
and randomly choose for them one after another a free position among the n+ k possible positions.
Then we continue in the same way with the n data variables.
During the ﬁrst k steps of this process, there are always at most (1− 2ε)n free positions among
the ﬁrst n′ = (1− 2ε)n positions and at least n open positions at all. Hence, the probability of
each address variable to be given to Alice, is at most 1− 2ε. We can upper bound the probability
that Alice gets more than (1− ε)k address variables by the probability of at least (1− ε)k successes
in k independent Bernoulli trials with success probability 1− 2ε.
The expected number of successes E[Z] equals (1− 2ε)k . By Chernoff’s bound, we obtain
Pr(Z  (1− ε)k) = Pr(Z  E[Z] + εk)  e−2ε2k = n−2ε2/ ln 2. 
In the following, we ﬁx a variable ordering  where Alice gets at most (1− ε)k address variables.
She also gets at least (1− 2ε)n− k data variables. If Alice’s address variables are ﬁxed, there are at
least nε data variables left which may describe the output. On the average, at least (1− 2ε)nε − o(1)
of these variables are given to Alice. To enable Bob to compute the output exactly, Alice has to
send him the value of her address variables and those data variables which can describe the output.
If the information given from Alice is much smaller than this, Bob can compute the value of DSAn
only with probability close to 1/2. The information given from Alice to Bob is measured by the
logarithm of the size of a -OBDD computing the function DSAn.
For a rigorous argument, let  be an ordering and let A (respectively B) be the set of address
variables given in  to Alice (respectively Bob) and let X (respectively Y ) be the set of data variables
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given in  to Alice (respectively Bob). Clearly, |A ∪ X | = n′ and every computation in any -OBDD
reads ﬁrst (some of) the variables in A ∪ X and then (some of) the variables in B ∪ Y . Let g be a
function represented by a -OBDD G of size s. Because of the deﬁnition of c-approximations, we
consider random inputs (a˜, b˜, x˜, y˜) where a˜ is a random setting of the variables in A, etc. In this
situation, the following holds.
Lemma 3. Pr(DSAn(a˜, b˜, x˜, y˜) = g(a˜, b˜, x˜, y˜))  1− |X |2n + 12n
(
2 · 2|A||X | ln s)1/2 .
Before proving Lemma 3, we prove Theorem 1 using Lemma 3.
Proof of Theorem 1.Recall that k = log n and let s < en . For every ordering , we have (1− 2ε)n−
k − 1  |X |  n. Moreover, Lemma 2 implies that with probability at least 1− n−2ε2 , we have |A| 
(1− ε)k . By substituting these estimates into the bound fromLemma 3, we obtain that the probabili-
ty thatDSAn andghave the samevalue is atmost 12 + ε+ 1√2n−(ε−)/2 +
1+log n
2n <
1
2 + ε+ n−(ε−)/2.
This implies the theorem. 
Let H(U ) be the entropy of a random variable U which is deﬁned as follows. If the range of U
is a ﬁnite set U ∗, then
H(U ) = −
∑
u∈U ∗
Pr(U = U ) log(Pr(U = U )).
For an eventE,H(U | E) is deﬁned in the sameway but eventsU = u are replaced by the conditional
events (U = u | E). Let H(U | V ) be the entropy of U given another random variable V which is
deﬁned as follows. If the range of V is a ﬁnite set V ∗, then
H(U | V ) =
∑
v∈V ∗
H(U | V = V ),
where H(U | V = V ) is the conditional entropy of U given the event V = v. We list some basic
properties of entropy which will be used in the following and can be found in any textbook on
information theory, e.g., Csiszár and Körner [9]. It holds 0  H(U )  log2(|U ∗|), where H(U ) = 0
if and only if U takes one value u ∈ U ∗ with probability 1, and H(U ) = log2(|U ∗|) if and only if
U is the uniform distribution over U ∗. Moreover, H(U | V ) = H(U , V )− H(V ). If U and V are
independent then H(U , V ) = H(U )+ H(V ) and consequently H(U | V ) = H(U ). If V determines
U , i.e., U = f(V ) for some mapping f : V ∗ −→ U ∗, then H(U )  H(V ), H(U , V ) = H(V ), and
H(U | V ) = 0.
Moreover, let H ∗(x) = −x log x − (1− x) log(1− x) for x ∈ (0, 1) be the so-called entropy func-
tion. Then H ∗(x)  H(1/2) = 1 for x ∈ (0, 1).
For each (a, b, y), let
q(a, b, y) = Pr(DSAn(a, b, x˜, y) = g(a, b, x˜, y))
for random assignments x˜ to the variables in X . The probabilities we are interested in are q(a, b),
the average of q(a, b, y) over all possible y , and, q(a), the average of q(a, b, y) over all possible b and
y . The reader may think of expected values where y (or b and y) is chosen uniformly at random.
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Moreover, for each partial input a, let Ia be the set of partial inputs b such that the variable x‖(a,b)‖
or xa,b, for simplicity, is given to Alice.
Lemma 4. For every a, we have∑
b∈Ia
H ∗(q(a, b))  |Ia| − log s.
Before proving this lemma, we discuss how we will apply this result later on. If |Ia|  log s,
Lemma 4 implies that for most of b ∈ Ia, q(a, b) is close to 1/2. The average of |Ia| over all possible
a is exactly |X |/2|A|. Using this in the situation given by the assumption of the theorem, we can
guarantee that |Ia|  log s in average over all possible a.
Proof.Consider the-OBDDcomputing the function g described before Lemma 3. For any settings
a, x, let h(a, x) be the ﬁrst node, where the computation for a, x reaches a node testing a variable in
B ∪ Y or a sink. Note that a computation for a, b, x, y depends on a, x only via h(a, x). This means,
there is a function /b,y such that g(a, b, x, y) = /b,y(h(a, x)). Note that the size of the range of h is
at most s.
Besides well-known information theoretical inequalities we use the following one whose proof is
postponed to the end of the section.
Claim 1. Let U and V be random variables taking values in {0, 1}. Then
H ∗(Pr(U = V ))  H(U | V ).
If (a, b, y) is ﬁxed and b ∈ Ia, DSAn outputs xa,b. Using the claim and the fact that H(U | f(V )) 
H(U | V ) for each function f , we conclude
H ∗(q(a, b, y)) = H ∗(Pr(x˜a,b = /b,y(h(a, x˜))))
 H(x˜a,b |/b,y(h(a, x˜)))  H(x˜a,b | h(a, x˜)).
Nowweuse the factH(U1 | V )+ . . .+ H(Ur | V )  H((U1, . . . ,Ur) | V ) for x˜a,b, b ∈ Ia, and the vector
x˜a of these random variables. This implies∑
b∈Ia
H(x˜a,b | h(a, x˜))  H(x˜a|h(a, x˜)).
In the next step we apply the equalities H(U | V ) = H(U , V )− H(V ) and H(U , f(U )) = H(U ) to
obtain
H(x˜a | h(a, x˜)) = H(x˜a, h(a, x˜))− H(h(a, x˜)) = H(x˜a)− H(h(a, x˜)).
We have H(h(a, x˜))  log s, since there are only s different possibilities for h(a, x˜). The random
variables x˜a,b, b ∈ Ia, are independent and take values in {0, 1}, i.e., x˜a is uniformly distributed over
{0, 1}|Ia| and H(x˜a) = |Ia|. This implies
H(x˜a | h(a, x˜))  |Ia| − log s.
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Putting all our considerations together, we obtain
∑
b∈Ia
H ∗(q(a, b, y))  |Ia| − log s.
The function H ∗ is concave. Hence, this inequality implies Lemma 4. 
Proof ofLemma3.Let(a, b) = q(a, b)− 12 .Thenweapply the inequalityH ∗( 12 + t)  1− (2/ ln 2)t2
(estimate Taylor’s expansion using the second derivative) to obtain
∑
b∈Ia
H ∗(q(a, b)) =
∑
b∈Ia
H ∗
(
1
2
+ (a, b)
)
 |Ia| − (2/ ln 2)
∑
b∈Ia
(a, b)2.
Together with Lemma 4, we get
1
2
ln s 
∑
b∈Ia
(a, b)2.
Using Cauchy’s inequality, we obtain
∑
b∈Ia
|(a, b)| 

|Ia|∑
b∈Ia
(a, b)2


1/2

(
1
2
|Ia| ln s
)1/2
.
Recall that q(a) is the average of all q(a, b). Since b may take 2|B| values, we get
q(a) = 1
2|B|

∑
b∈Ia
q(a, b)+
∑
b∈Ia
q(a, b)


 1
2|B|

2|B| − 1
2
|Ia| +
∑
b∈Ia
(a, b)


 1− 2−|B|−1(|Ia| − (2|Ia| ln s)1/2) =  (|Ia|),
where  (t) =def 1− 2−|B|−1(t − (2t ln s)1/2). The function  is concave. Let a1, . . . , am, m = 2|A|, be
the possible values of a. Then
1
m
∑
1im
q(ai) 
1
m
∑
1im
 (|Iai |)   

 1
m
∑
1im
|Iai |

 =  (|X |/2|A|).
The last equality follows, since, by deﬁnition, the sum of all |Iai | equals |X |. The left-hand side of
the above inequality is the average of all q(a) and this is the average of all Pr(DSA(a, b, x˜, y) =
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g(a, b, x˜, y)) and, therefore, equal to Pr(DSA(a˜, b˜, x˜, y˜) = g(a˜, b˜, x˜, y˜)). We have proved that this
probability is bounded above by
 (|X |/2|A|) = 1− |X |
2 · 2|A|+|B| +
1
2 · 2|A|+|B| (2 · 2
|A||X | ln s)1/2.
Since A and B are a partition of the log n address variables, we have 2|A|+|B| = n and Lemma 3
follows. 
Proof of Claim. Since U and V take values in {0, 1},
Pr(U = V ) =
∑
∈{0,1}
Pr(U =  | V = )Pr(V = ).
The concavity of H ∗ implies
H ∗(Pr(U = V )) 
∑
∈{0,1}
H ∗(Pr(U =  | V = ))Pr(V = ).
Since H ∗(x) = H ∗(1− x), we obtain
H ∗(Pr(U = 0 | V = )) = H ∗(Pr(U = 1 | V = )) = H(U | V = )
and
H ∗(Pr(U = V )) 
∑
∈{0,1}
H(U | V = )Pr(V = ) = H(U | V ). 
Let us add some comments to this result. A random variable ordering for DSAn is with a prob-
ability of at least n− log n optimal, since, if all address variables are tested before each data variable,
then the variable ordering is optimal. If we consider cuts as in our proof, Alice gets all address vari-
ables with a probability which is approximately nlog(1−2ε). Therefore, we need another approach to
improve the result with respect to the fraction of variable orderings but one cannot obtain a result
for an exponentially small fraction. Bob gets at least 2εn data variables. He can output the correct
value, if Alice tells him her address variables and the decisive data variable is amongBob’s variables.
Otherwise, he can guess the right output with probability 1/2 (actually, he may choose always 0 as
output). Then his success probability equals 2ε+ 12 (1− 2ε) = 12 + ε. Hence, our approach cannot
lead to substantially better results.
4. Approximability of the inner product function
In this section, we prove the result on the inner product function (Theorem 2) for which we
can prove stronger bounds on the quality of approximation even for a larger fraction of variable
orderings and larger OBDDs.
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First, we derive a property of random variable orderings . It is convenient to rename the vari-
ables such that IPn(x, y) = x1y1 ⊕ . . .⊕ xn/2yn/2. We give the ﬁrst n/2 variables according to  to
Alice and the other ones to Bob. An index i is called a singleton if xi is given to Alice and yi to Bob
or vice versa.
Lemma 5.With probability at least 1− e−42n, a random variable ordering leads to at least (1− )n/8
singletons.
Proof.LetAx respectivelyAy be the set of x-variables respectively y-variables given toAlice. Similar-
ly, let Bx and By be the corresponding sets of variables given to Bob. Assume, the random ordering
is generated in such a way that the positions of the x-variables are chosen ﬁrst. Clearly, we have
|Ax| + |Bx| = n/2. Let k = |Ax| and assume k  n/4. The other possibility implies |Bx|  n/4 and
may be handled in a symmetric way.
Note that |By | = n/2− |Bx| = |Ax| = k . The set By may be constructed by drawing k balls from
an urnwith k black balls and n/2− k white balls corresponding to all possible indices of y-variables.
The black balls correspond to indices occurring in Ax and the white balls correspond to the indices
in Bx . Clearly, the number of black balls among the k ones selected for By is the number of indices
occurring in both Ax and By . Hence, the number of drawn black balls is a lower bound for the
number of singletons.
Our chance of getting many black balls is minimal for the minimal value k = n/4. Then we have
a hypergeometric distribution with mean n/8. It is well known that the deviation from the mean is
larger for the binomial distributionwith the same success probabilitywhich is 1/2 in our case.Hence,
the probability of getting at most (1− )n/8 singletons is bounded from above by the probability
of at most (1− )n/8 successes in n/4 Bernoulli trials with success probability 1/2. Now the result
follows by an application of Chernoff’s bound. 
We only remark that it is even possible to obtain a lower bound of (1− )n/4 singletons if we
increase the error probability a little bit.
In the following, we estimate the probability that IPn(x˜) = g(x˜) on a random input x˜ =
(x˜1, . . . , x˜n/2, y˜1, . . . , y˜n/2), where g is a function represented by a -OBDD of size s, assuming, we
know the number of singletons determined by the ordering .
Lemma 6. Let  be a variable ordering, such that Alice gets among her n/2 variables at least t
singletons. Let g be a function represented by a -OBDD G of size s. Then, Pr(IPn(x˜) = g(x˜)) 
1
2 + s1/22−t/2−1/2.
First, we show how this claim implies the theorem. Let t = 18(1− )n. Assuming s < 2n, we
obtain
s1/22−t/2 < 2n/2 · 2−(1−)n/16 = 2− 116 (1−9)n
and the theorem follows from Lemmas 5 and 6.
Proof of Lemma 6.We consider the communication matrix for IPn with respect to the partition of
the variables between Alice and Bob, i.e., we have 2n/2 rows corresponding to the different input
vectors for the variables of Alice and similarly 2n/2 columns. Each matrix entry is the value of IPn
on the input of the row input and the column input. If we ﬁx all variables xj and yj , where j is not
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a singleton, we obtain IP2t or its negation as subfunction. Hence, the communication matrix can
be partitioned to 2t × 2t-submatrices which are communication matrices for IP2t or its negation.
For each of these submatrices M = (Mij), w.l.o.g. Alice is the owner of all x-variables and Bob the
owner of all y-variables.
Note that the probability Pr(IPn(x˜) = g(x˜)) equals the average over the probabilities Pr(IP∗n(x˜)= g∗(x˜)) taken over all assignments to the variables xj and yj , where j is not a singleton (IP∗n and
g∗ denote the resulting subfunctions of IPn and g). It follows that there is such an assignment such
that Pr(IP∗n(x˜) = g∗(x˜))  Pr(IPn(x˜) = g(x˜)). By the above arguments, we can assume w.l.o.g. that
IP∗n = IP2t . To prove the lemma, it is sufﬁcient to prove
Pr(IP∗n(x˜) = g∗(x˜)) 
1
2
+ s1/22−t/2−1/2.
Let M ∗ be the communication matrix of g∗ and let 3(M ,M ∗) denote the number of entries, where
M and M ∗ do not agree. Then
Pr(IP∗n(x˜) = g∗(x˜)) = 1− 3(M ,M ∗)/22t .
We will prove that
3(M ,M ∗)  1
2
22t − s1/223t/2−1/2
which implies the lemma.
Since g∗ can be represented by a -OBDD whose size is bounded by s, it follows from the
well-known relations between one-way communication complexity and -OBDD size (see, e.g.
[25], Section 4.1) that the communication matrix of g∗ has at most s different rows. Let r1, . . . , rs
contain the different rows of M ∗. We partition M ∗ to a small number of constant submatrices
which intuitively implies that M and M ∗ are quite different. We permute the rows (i.e., renum-
ber the input vectors of Alice) such that we have at ﬁrst a1 rows equal to r1, then a2 rows equal
to r2 and so on. The block of ak equal rows can be partitioned for some bk to an ak × bk -ma-
trix consisting of zeros only and an ak × (2t − bk)-matrix consisting of ones only. Altogether, we
have partitionedM ∗ to at most 2s constant submatrices whose sizes are ak × bk and ak × (2t − bk),
1  k  s.
Now we consider the corresponding submatrices of M . We use the following result which is
known as Lindsey’s Lemma (for a proof see, e.g. [1]). For each subset A of a rows of M and each
subset B of b columns of M it holds that∣∣∣∣∣∣
∑
i∈A, j∈B
(−1)Mij
∣∣∣∣∣∣  (2tab)1/2 (*)
i.e., each not too small submatrix is not constant. It follows that we have to negate at least 12
(ab− (2tab)1/2) entries of an a× b submatrix of M to obtain a constant submatrix.
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By (*) it follows that
3(M ,M ∗) 
∑
1ks
1
2
(
akbk −
(
2takbk
)1/2 + ak (2t − bk)− (2tak (2t − bk))1/2) .
Hence,
3(M ,M ∗) 
∑
1ks
1
2
(
2tak −
(
2tak
)1/2 (
b
1/2
k +
(
2t − bk
)1/2))
.
The sum of all ak is equal to 2t and b
1/2
k + (2t − bk)1/2  2(t+1)/2. Hence,
3(M ,M ∗)  1
2
22t −
∑
1ks
2t−1/2a1/2k .
Since x1/2 is concave, we obtain the minimum value of the right-hand side for ak = 2t/s for all
k = 1, 2, . . . , s. By a routine calculation, we can derive the proposed bound on 3(M ,M ∗) and hence
also the theorem. 
It is now easy to obtain a function which is hard to approximate by -OBDDs for an arbitrary
variable ordering . We deﬁne the function shifted inner product ShIPn on n/2 x-variables, n/2
y-variables and log n z-variables. The z-variables describe an integer in binary. Then, the function
ShIPn(x, y , z) realizes IPn(xi, y), where i is the value of the binary vector z and xi represents the cyclic
shift of the vector of x-variables by i positions to the right.
It is easy to show that for every ordering of the variables x and y , it is possible to ﬁnd a value of
z such that the number of singletons is at least n/8. Hence, Lemma 6 implies a lower bound on the
size of an approximation of ShIPn for each variable ordering.
Corollary 3. The function ShIPn does not have a ( 12 + s1/22−n/16−1/2)-approximation of size less than
s for any variable ordering.
Clearly, the approximation in the theorem is very poor, unless s is exponential. To the best of
our knowledge, our conference version was the ﬁrst published paper containing such a result. In
the meantime, Bollig et al. [6] have also investigated the nonapproximability of Boolean functions
with respect to various restricted BDD models. They also consider OBDDs but no functions with
polynomial OBDD size like DSAn and IPn.
5. Conclusions
The functions DSAn and IPn investigated in this paper are fundamental ones in communication
complexity and complexity theory for boolean functions. Moreover, DSAn is one of the most often
used example functions in learning and genetic programming. It has been shown that, when using
OBDDs as representation, experiments using the knowledge of an optimal variable ordering are
rather useless. This knowledge is not available in real applications and, as shown in this paper, most
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variable orderings do not allow a compact representation of polynomially many training examples
drawn uniformly at random. Using OBDDs for learning or genetic programming, it is necessary
to learn a variable ordering  and a -OBDD. From the point of view of complexity theory, the
results imply the following. There are simple functions f admitting OBDDs of linear size where,
for almost all variable orderings, exponential size is necessary to represent a function which agrees
with f on considerably more than half of the inputs.
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