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Abstract
This paper focuses on the Monge-
Kantorovich formulation of the optimal trans-
port problem and the associated L2 Wasser-
stein distance. We use the L2 Wasserstein
distance in the Nearest Neighbour (NN) ma-
chine learning architecture to demonstrate the
potential power of the optimal transport dis-
tance for image comparison. We compare the
Wasserstein distance to other established dis-
tances - including the partial differential equa-
tion (PDE) formulation of the optimal trans-
port problem - and demonstrate that on the
well known MNIST optical character recogni-
tion dataset, it achieves excellent results.
I Introduction
The topic of optimal transport is an important research
topic in a number of areas including economics, fluid
mechanics and computational mathematics. However,
optimal transport seems to be a little known technique
for the direct comparison of images outside of image
registration. In the main, this is due to the time costs
of solving the linear programming problem that’s set
out in Section IV. It has been widely used for one-
dimensional problems - such as histogram comparison
- and is commonly known as the ‘Earth Mover’s Dis-
tance’ (EMD) where the L2 distance is used in formu-
lating the optimal transport problem. In this paper we
would like to demonstrate that the L2 Wasserstein dis-
tance - that arises from solving the optimal transport
problem - is a natural way to compare images and in-
deed can be a more natural choice of metric than other
established distances.
To introduce and motivate the topic of optimal trans-
port, we shall present it from an economics point of
view - and show its link to image comparison. Imagine
we have a set of factories at locations in a city. Each
factory holds a quantity of goods. We also have a set of
retailers at different locations in a city whose total de-
mand of goods is equal to the total supply of goods. If
we assume that to transport the goods from a factory
to a retailer has a cost attached to it (for instance fuel,
employment costs, et cetera), then the economic prob-
lem becomes ‘How do we transport the goods from the
factories to the retailers whilst minimising the trans-
portation cost?’.
As a simple example, we shall consider 3 bakers (in
black) each holding a single loaf of bread and 3 cafe´s
(in grey) each with a supply of one loaf of bread. The
geometry is shown in Figure 1, with each baker and
cafe´ at the centred in the middle of the square. We
shall assume that the cost of transporting goods is pro-
portional the square of the distance travelled.
Figure 1: Factory to Retailer Example
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Clearly in this case, the optimal way to transport the
goods is a translation. The cost of this transportation
will be squared distance of the translation for each of
the three loaves of bread multiplied by the number of
goods - which is just 1 in this example. For example,
from the baker centred at (x, y) = (3, 2), we transport
to the retailer centred at (x, y) = (5, 3), and the dis-
tance is the hypotenuse of a right triangle
√
5; hence
the squared distance is 5. Transportation from the
other two bakers is analogous, hence the total trans-
portation cost is 15. A formal presentation of the prob-
lem is given in Section IV.
This transportation cost can be adapted to a metric
for images and is known as the L2 Wasserstein dis-
tance in the case of the cost being proportional to the
distance squared. Instead of considering an economics
problems, we can think of two greyscale images. We
consider one to be source domain, and one to be a tar-
get domain, where pixel intensities are densities. This
is analogous to the economics problem where one do-
main is the supply and one domain is the supply, when
densities relate to supply and demand. Typically, the
sum of the pixels of two greyscale images will not be
equal (i.e. supply not being equal to demand) and so
we have to adapt the problem. In this paper, we will
normalise the images such that they have equal pixel
sums. The image comparison problem can then be
thought of as ‘What is the most efficient way to morph
one image onto another?’. In many cases this will be
a more natural way of comparing images than classi-
cal techniques. In this simple example, if we had one
image containing the bakers and another image con-
taining the cafe´s, if we used the Euclidean distance to
compare the images for instance, this would produce
poor results as the two regions of interest are disjoint.
This would not give a good metric for image similarity
when we consider that the images look visually similar.
II Related Work
There is a limited amount of literature on using the
optimal transport distance to compare images in two
dimensions or show how well it can perform in image
comparison tasks. There is more literature available
on the more well-known EMD; see for example Ling [1]
and Rubner [2]. This is the L1 Monge-Kantorovich dis-
tance for distributions of equal weight; commonly used
to compare histograms. The first use of the Wasser-
stein distance in two dimensions is by Werman et al.
[3, 4]. In this case Werman used a discrete ‘match dis-
tance’ which is the Monge-Kantorovich distance and
demonstrated a case where images of equal pixel sum
could be compared. Werman noted that the distance
has been shown to have many theoretical advantages
but a significant drawback is the computational cost.
For instance naively comparing two n×n images would
be of complexity O(N3) according to Werman, where
N is the number of pixels. In the paper by Kaijser
[5], Kaijser managed to reduce the complexity of the
discrete Wasserstein algorithm from O(N3) to roughly
O(N2), where N denotes the number of pixels, by con-
sidering admissible arcs in which to transport from one
image to another. Kaijser’s paper focuses on construct-
ing a more efficient algorithm rather than the relative
benefits of using the Wasserstein distance, but he does
illustrate the distance being used to compare images.
In a similar vein, Alexopoulos [6] claims an improve-
ment upon Kaijser’s algorithm and also presents some
example image comparisons. There have been some
notable contributions to the field of optimal transport
and image processing by Delon et al. [7, 8]. Delon has
implemented some novel approaches to transporting
the colour maps from one image onto another. De-
lon has also worked in developing fast solvers to the
transport on different domains, for instance solving a
transport problem on a cricle by cutting the circle and
computing the distance on the real line. This can be
applied to things such as circular histograms, for in-
stance circular colour spaces. One dimensional prob-
lems are preferable if computational complexity is a
consideration. The northwest corner method can give
a unique optimal solution with a strictly convex cost
function for instance. Snow and Van lent [9] have im-
plemented an algorithm that compares images using
Monge’s PDE formulation of the optimal transport dis-
tance for images and found it to have excellent results
when using it in the 1-NN algorithm. Indeed, this is
the motivation for this paper. We would expect the
Monge-Kantorovich distance to produce similar results
to Snow and Van lent’s paper on the same dataset and
we would like to draw attention to the advantages and
disadvantages of each formulation.
Contributions and Outline
The main contributions of this paper are as follows.
The paper sets out the Monge-Kantorovich formula-
tion of the optimal transport problem and an approach
to solve this for image comparison. We demonstrate
the usefulness of this optimal transport distance by
utilising it in a machine learning context to classify im-
ages. In this case, we shall use NN, which is detailed
in Section V, equipped with the optimal transport dis-
tance. We shall compare this both to a standard Eu-
clidean distance and the excellent Tangent Space Dis-
tance (TSD). We also compare it to a PDE formula-
tion of the optimal transport problem to draw atten-
tion to the advantages and disadvantages of using this
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approach comparing to the PDE formulation. In this
paper we are not interested in the computational com-
plexity of the Monge-Kantorovich problem.
We set this out as follows. In Section III and IV
we outline the optimal transport problem and the
Monge-Kantorovich formulation of the optimal trans-
port problem; including an outline of the algorithm to
solve an image comparison problem. In Section V we
outline the NN algorithm and the Euclidean, Tangent
Space and optimal transport distances we will be using
in the NN classifier. In Section VI we give our method-
ology for comparing images and illustrate our approach
using the well-known MNIST dataset. In Section VII
we present our results and finally in Section VIII, we
provide a summary of the work.
III Monge’s Optimal Transport
Problem
Gaspard Monge was the founding father of the study
of optimal transport. Monge’s problem is as follows:
consider a finite pile of rubble (mass) and a hole of
the exact same volume. Assume that to transport
the dirt to the hole requires some measure of effort,
then Monge’s problem is to find an optimal mapping
to transport the mass into the hole such that the effort
is minimised [10].
Figure 2: Optimal Transport Motivation
The transport problem can be described mathemati-
cally as follows. Consider two measure spaces (X,µ)
and (Y, ν), where X is the source domain and Y is the
target domain. The measures µ and ν model the pile
of dirt and the hole respectively. By normalising such
that the volume of the pile of dirt and hole integrate
to 1, µ and ν can be considered probability measures
(more generally Radon measures on a Polish Space).
We denote µ(A) and ν(B) to represent the mass of
measurable subsets A ⊂ X and B ⊂ Y . We con-
sider that to transport the mass from some x ∈ X to
some y ∈ Y requires effort. We prescribe a cost func-
tion to measure the effort of transporting mass from
X to Y . It is natural to consider this cost function
as a non-negative distance metric as we are describ-
ing effort proportional to distance. So we shall define
c : X × Y → [0,+∞], where c is measurable.
Monge’s problem is to find a bijective mapping T :
X → Y that rearranges - or transports - one density
onto the other. For the mapping T to be valid, we must
have that mass is preserved by the mapping, hence
ν(A) = µ(T−1(A)), ∀A ⊂ X. (1)
This is sometimes denoted ν = T#µ, the push-forward
of µ by T onto ν. Amongst all such valid maps, we wish
to minimise the effort with respect to the cost function
and so Monge’s problem can be stated as minimising
the following:
I[T ] =
∫
X
c(x, T (x))dµ(x), s.t. ν = T#µ.
(2)
There are difficult constraints on the mapping T :
Monge’s problem is highly non-linear and can poten-
tially be ill-posed. There may in fact be instances
where there does not exist a mapping at all; for ex-
ample a simple case is to consider when µ is a Dirac
measure µ = δ0 but ν is not. Trivially, no mapping
can exist as mass cannot be split. This is illustrated
in Figure 3.
Figure 3: Example where a mapping T (x) cannot exist.
IV The Monge-Kantorovich Op-
timal Transport problem
Kantorovich proposed a relaxation of Monge’s formu-
lation which quite remarkably led to a linear prob-
lem. Instead of finding a mapping, T , between the two
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densities, Kantorovich constructed a transport plan
pi(x, y), which tells us the amount of mass transported
from x ∈ X to y ∈ Y . In this case the mass can
split. More formally, we consider two Polish spaces,
equipped with measures (X,µ) and (Y, ν), where X is
the source domain and Y is the target domain. We con-
sider a measurable cost function c : X × Y 7→ [0,+∞]
which prescribes a cost to transport the mass from X
to Y . To transport the mass we consider a transport
plan pi(x, y) ≥ 0, where µ is a measure, on the product
space X × Y , where mass can split. For the plan to
be admissible, the mass must be preserved under the
plan. This gives the constraints
∫
Y
dpi(x, y) = dµ(x),
∫
X
dpi(x, y) = dν(y)
pi(x, y) ≥ 0. (3)
Over all such admissible plans, the optimal transport is
now the following primal linear programming problem:
I[pi] = inf
{∫
X×Y
c(x, y)dpi(x, y) : (3) is true
}
. (4)
This has the associated dual formulation. If we con-
sider the test functions u : X → R and v : Y → R, the
dual is given by
I = sup
{∫
X
u(x)dµ(x) +
∫
Y
v(y)dν(y)
}
, (5)
such that
u(x) + v(y) ≤ c(x, y). (6)
Typically, we will assume that the densities are ab-
solutely continuous with respect to Lebesgue measure,
i.e. smooth [10]. In this case we have density functions
such that
dµ = f(x)dx, and dν = g(y)dy. (7)
Our primal problem becomes
I[µ] = min
∫
X×Y
c(x, y)dpi(x, y)dxdy, (8)
subject to the constraints
∫
Y
dpi(x, y)dy = f(x),
∫
X
dpi(x, y)dx = g(y),
(9)
with
dpi(x, y) ≥ 0. (10)
The corresponding dual problem becomes a maximisa-
tion of the objective function
∫
X
u(x)f(x)dx+
∫
Y
v(y)g(y)dy, (11)
such that
u(x) + v(y) ≤ c(x, y). (12)
The common approach to finding a solution to this
continuous problem is to discretise the primal formu-
lation by considering the densities to be the sum of
Dirac measures. If we have such that
f(x) =
m∑
i=1
δ(xi)f(xi) (13)
and
g(y) =
n∑
j=1
δ(yj)g(yj), (14)
where δk = δ(x − xk) is the Dirac Delta function.
This discrete problem, known as the discrete Monge-
Kantorovich optimal transport problem, is now a
finite-dimensional linear programming problem. For
the problem to be valid, we require the sum of the
masses to be equal:
m∑
i=1
f(xi) =
n∑
j=1
g(yj) (15)
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We also construct a cost vector cij . The vector cij mea-
sures a chosen distance between the points µ+i and µ
−
j
at the points xi and yj . This is to measure the cost
of transporting mass from X to Y . We shall choose
our cost function to be the squared distance between
points cij = |xi− yj |2, where xi and yj in this case de-
note the point positions. This is an approximation to
the L2 Wasserstein distance and so we can compare to
the PDE approach set out by Miller and Van lent [9].
The problem then becomes a minimisation: we wish to
find some non-negative transport plan piij ≥ 0 so that
we minimise
n∑
i=1
n∑
j=1
cijpiij , (16)
subject to the constraints
n∑
j=1
pi(xi, yj) = f(xi) and
m∑
i=1
pi(xi, yj) = g(yj).
(17)
This can be written as a standard primal lin-
ear programming (LP) problem [11]. If x =
(µ11, µ12, ... , µnn)
T
, then the LP formulation is
Minimise c · x, subject to the constraints
Api = b, pi ≥ 0,
where b = (f(x1), ... , f(xm), g(y1), ... , g(yn))
T
and A
is the constraint matrix of the form
A =

1 0 . . . 0
0 1 . . . 0
...
... . . .
...
0 0 . . . 1
e1 e1 . . . e1
e2 e2 . . . e2
...
... . . .
...
en en . . . en

. (18)
Here, 1 ∈ Rm is a row vector of ones and ei ∈ Rn is
a row vector which contains a 1 at the ith position,
else contains a zero. The can be solved using standard
LP solvers, but the typical cost of solving the trans-
port problem naively is at least O(N3) where N is the
number of pixels.
V Nearest Neighbour Classifica-
tion
One of the simplest machine learning algorithm is the
nearest neighbour algorithm. The NN algorithm is
an example of non-parametric instance-based learning
[12]; given a set of labelled training data and a set of la-
belled test data, each instance of test data is compared
to every instance of training data subject to some sim-
ilarity measure. The test point is classified as the class
of the nearest neighbour to the test point.
More formally, we consider general data points to be
in a metric space (X, d), equipped with a distance d,
where each data point has an associated class. There is
no limit to the amount of classes; the algorithm works
equally well for more classes. We then choose some
k ∈ N+ to define the number of nearest neighbours
that influence the classification. In the simplest case
k = 1, which is our choice in this paper, the classifica-
tion rule is that the training vector closest to the test
vector under the distance d determines the class of the
test vector.
V.I Distances
In this experiment, we shall use the NN algorithm
equipped with the Monge-Kantorovich distance and
compare it to three other distances to assess its ef-
fectiveness. The first we have chosen is the well-known
Euclidean distance. Given two n-dimensional vectors
to compare x and y, the Euclidean distance is defined
as
d(x,y) =
√
(x1 − y1)2 + (x2 − y2)2 + · ·+(xn − yn)2.
The second distance we shall compare against is the
Tangent Space Distance, which produces excellent re-
sults on optical character recognition datasets with the
NN framework. Simard et al. [13] developed a distance
measure that is invariant to small transformations of
images, something that other distances such as the Eu-
clidean distance are very sensitive to. Simard et al.
approximated the small transformations by creating a
tangent space to the image by adding the image I to
a linear combination of the tangent vectors tl(x), for
l = 1, . . , L, where L is the number of different trans-
formation parameters. The tangent vectors are the
partial derivatives of the transformation with respect
to the parameter and span the tangent space. So the
tangent space is defined as
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Mx = {I +
L∑
l=1
tl(x) · α : α ∈ RL}, (19)
where α is the transformation parameter, for example
the scale or translation. The one-sided TSD is they
defined as
TSD (I1, I2) = min
α
{‖I1 +
L∑
l=1
tl(x) · α− I2‖}. (20)
In our experiment we have used Keyser’s implementa-
tion of the TSD [14].
Finally we shall compare to the PDE formualation of
the optimal transport problem. In the case of choosing
the L2 distance as the cost function - as we have with
the Monge-Kantorovich distance - work by Brenier et
al. [15] has shown that under certain conditions, the
optimal transport mapping is given by the gradient of
a displacement potential function φ : R 7→ R such that
φ = 12 |x|2 − u. This leads to solving a non-linear PDE
det(I −∇2u)g(x−∇u) = f(x), (21)
subject to boundary conditions ensuring T (X) = Y
when mapping a square to itself, see for example [10].
Snow and Van lent [9] presented a numerical solution
to this formulation in the case where the density func-
tions are images. This distance is an approximation to
the L2 Wasserstein distance, so we would expect the
results to be similar given both are approximations to
the distance.
VI Nearest Neighbour Clas-
sification on the MNIST
dataset
The MNIST digit dataset is a well-known dataset in
the field of digit recognition constructed by LeCun et
al. [16] from the NIST dataset. According to LeCun et
al. the original binary images were size normalised to
fit into a 20 × 20 pixel box while preserving their as-
pect ratio. The MNIST dataset are a grey level repre-
sentation of the images, resulting from the anti-aliasing
algorithm used in their normalisation. The images are
centred into a 28×28 image by computing the centre of
mass of the pixels and translating the images such that
this point coincides with the centre of the 28×28 image.
The dataset contains a training set with 60,000 images
and a test set of 10,000 images. This is a convenient
dataset to test our algorithm on as it requires minimal
preprocessing and the images are centred so we can fo-
cus on the distance metric’s discriminatory power over
translation and scaling invariance. Figure 4 examples
some of the digits. Although this is a nice dataset in
that it requires minimal preprocessing, it is worth not-
ing that this is not the only choice one can make in
the preprocessing steps. For example, if the images
are not centred by their mass and just drawn within
some bounding box, the results of a nearest neighbour
classification may significantly differ depending on the
properties of the distance metric chosen.
Figure 4: Examples of MNIST Digits
This is a strong test of how well a distance metric can
perform given the natural deviations in how people
write digits. In particular, some of the digits can have
a very similar pixel distribution.
In our experiment it is worth noting that we used the
exact same dataset as Snow and Van lent [9] such as
to directly compare the results. The dataset is con-
structed as follows. We have taken a subset of the
MNIST dataset to perform our NN test. We first ran-
domised the original dataset and then created a train-
ing set of 10,000 images which contained 1,000 differ-
ent examples of each of the digits. This was further
partitioned into 20 disjoint training sets containing 21
samples of each digit. A test set was randomly con-
structed from the MNIST test set which contained 200
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images, with 20 of each digit. Both the training set
and the test sets were normalised such that that each
the total pixel sum of each image was equal to 1, as
required in the Monge-Kantorovich formulation we set
out.
We were interested to see how each metric performed
as the training set increased in size, starting from a
very small training set (see for example [17]). We split
our experiment into 21 different tests; for the initial
test we performed the NN algorithm with a training
set of just 1 of each digit. We repeated this test on
each of the four distances to be tested, each time in-
creasing the number of each digit in the training set
by 1. E.g. for the final test, we had a training set
containing 21 of the digit ‘one’, 21 of the digit ‘two’
and so on. This experiment was then tested on each of
the 20 different constructed training sets to take into
account the variability of the data sets.
In this experiment, we shall impose the same condi-
tions on the dataset for each of the distance measures.
We define k = 1 for the nearest neighbour classifica-
tion. In the case of the PDE formulation of the optimal
transport problem, to ensure that the numerical solu-
tion method works for every image with the same pa-
rameters, we added a constant of 1 to each image before
normalisation to ensure every image is both non-zero
and smooth. In this case we can use Newton’s method
without a damping parameter mentioned in the work
by Miller and Van lent [9].
VII Results
In this section we shall present our main results. The
main result we captured was the accuracy of each
tested distance averaged over all 20 of the disjoint
training sets. This main result is as we expected. The
Kantorovich distance approximately has the same re-
sults as the PDE formulation and performs better than
both the Euclidean distance and the TSD. There is a
slight discrepancy between the results of the PDE for-
mulation and the linear programming formulation of
the optimal transport problem. We suggest that this is
down to the approximations each algorithm has made;
for instance the PDE formulation uses cubic interpo-
lation. Generally, the results are very similar.
The overall results are presented in Figures 5. These
show the average accuracy over all 20 tests conducted.
We have also included the error bars for each of the dis-
tances in Figure 6; the error bars present one standard
devation from the mean. We can see that the variabil-
ity is generally very similar in each of the distances
tested.
Figure 5: - An average of the results over all 20 training
sets.
We also include a sample of the results in Table 1
to complement the graphics illustrating the results.
The results show that both formulations of the op-
timal transport distance outperform the other dis-
tances tested. The PDE formulation shows a slight
improvement on the Monge-Kantorovich formulation
for a larger training set. The results amplify what has
already been concluded by Snow and Van lent in that
this demonstrates that optimal transport is a natural
way to compare images in some applications.
Figure 6: - An error bar of one standard deviation for
each of the distances over the 20 data sets.
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Table 1: Table of Sampled Results
Number of Training Digits with Accuracy (%) 1 d.p.
Distance 1 5 10 15 21
Euclidean 37.5 58.8 66.3 71.6 75.5
Tangent 42.1 65.1 72.2 77.3 80.6
Kantorovich 47.7 69.2 76 78.9 81.4
Monge 45.2 68.2 75.1 79.6 82.6
A sample of the results to relate to Figure 12.
VII.I Comparison of optimal transport
formulations
Whilst both formulations of the optimal transport
problem yield similar results, it is worth taking about
their relative merits. The Monge-Kantorovich formu-
lation is both very easy to understand and formulate.
As shown in Section III, this involves simply setting
up the constraint matrix to formulate the problem as
a standard linear programming problem. To solve the
problem, a standard LP solver can be used, such as a
simplex method or interior point method. The simplic-
ity is a big benefit if the user is not concerned about the
computational time and simply wishes to know some
metric between images. Complexity is a significant
drawback, though. For example, trying to compare
high resolution images in a machine learning context
would not be practical; even with recent advances in
the efficiency of the algorithm. The PDE formulation
certainly benefits in computation time, but the im-
plementation is significantly more challenging. There
are many considerations to take into account, such as:
how to interpolate the images; normalisation; accept-
able error. In either case, we have shown that in some
cases, using the optimal transport distance would cer-
tainly be beneficial in some areas of image processing
and machine learning.
VIII Summary and Future
Work
In this paper we have shown an implementation of the
Monge-Kantorovich optimal transport problem with
which to compare images. As expected, the algorithm
performs well as the PDE formulation of the optimal
transport problem and against other leading distance
metrics. Although there are some drawbacks in com-
putation time when using the Monge-Kantorovich dis-
tance, it is a relatively easy formulation and implemen-
tation in comparison to PDE formulation - so in many
cases this may be an appropriate choice. Future work
will be to look at the accuracy of the discretisation of
the Monge-Kantorovich problem and to investigate the
structure of the formulation to increase the speed.
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