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1. INTRODUCTION
Structure is an important aspect of music. Musical structu-
re can be recognized in different musical modalities such
as rhythm, melody, harmony or lyrics and plays a crucial
role in our appreciation of music.
In recent years many researchers have addressed the
problem of music segmentation, mainly for popular and
classical music. Some of the more recent approaches are
Mauch et al. (2009), Foote (2000), Serra` et al. (2012) and
McFee & Ellis (2014). Last three are included in the music
structure analysis framework MSAF Nieto & Bello (2015).
None of the mentioned approaches however, addresses the
specifics of folk music.
While commercial music is performed by professional
performers and recorded with professional equipment in
suitable recording conditions, this is usually not true for
folk music field recordings, which are recorded in every-
day environments and contain music performed by ama-
teur performers. Thus, recordings may contain high levels
of background noise, equipment induced noise (e.g. hum)
and reverb, as well as performer mistakes such as inaccu-
rate pitches, false starts, forgotten melody/lyrics or pitch
drift throughout the performance.
One of the most recent approaches which addressed folk
music specifics was presented by Mu¨ller et al. (2013). The
approach was designed for solo singing and was evaluated
on a collection of Dutch folk music by Mu¨ller et al. (2010).
In our paper, we present a novel folk music segmenta-
tion method, which also addresses folk music specifics and
is designed to work well with a variety of ensemble types
(solo, choir, instrumental and mixtures).
2. METHOD
The proposed method processes the input audio recording
in several steps and returns a list of segment boundaries.
The method assumes that songs consist of similar repeti-
tions of a single part (stanza).
2.1 Feature extraction
The method averages the input audio to a single channel
and normalizes it. To find repetitions in a melodic/harmo-
nic space, we use harmonic chroma features to represent
the contents of recordings, more specifically we use 24-di-
mensional HPCP features presented in Go´mez (2006).
2.2 Finding similarity
Our aim is to find segment boundaries that separate repe-
titions of a segment in a song. We do not know how long
individual repetitions are, how many repetitions there are
in a song nor how similar they are. To bootstrap the seg-
ment finding process, we randomly select a number of 10
second long parts in a song and calculate their distances to
the entire song. We use dynamic time warping (DTW) to
calculate the distances, as it can tolerate tempo variations
well, the technique was already presented by Mu¨ller et al.
(2009).
Besides rhythm and tempo variations, we also have to
take into the account pitch drifting, which occurs when
intonation of performers changes upwards or downwards
over the course of a song. Ignoring pitch drift would result
in inaccurate distance curves and thus poor segmentation.
We thus calculate several distance curves for each selected
segment, where we shift the intonation of the selected part
before calculating the distance. As drifting occurs gradu-
ally, we obtain the final distance curve by minimizing dis-
tances across all curves, and at the same time restricting the
number of intonation changes over the course of a song.
An example of an obtained pitch drift curve is presented in
Figure 1 (a).
The process results in a series of distance curves, de-
scribing the distance of each randomly selected part to the
entire song, where tempo and intonation variances are ta-
ken into consideration. An example is given in Figure 1
(b). Local minima in these curves represent repetitions of
a chosen part in the song. We then remove the self-similar
parts of the distance curves, and the resulting curves are
shown in Figure 1 (c).
2.3 Alignment and length
The set of distance curves (Figure 1 (c)) is not time aligned,
since the parts used for their calculations were randomly
chosen. To perform alignment, we select a reference dis-
tance curve, which is the one that has the highest correla-
tion (is the most similar) to all other curves, thus we may
say that it is very representative of the song. Alignment
is performed by time-shifting each curve according to its
closest local minimum to the part the reference curve was
calculated for. From aligned curves we calculate the aver-
age distance curve shown in Figure 1 (e).
We also calculate the approximate segment length from
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the average distance curve with auto-correlation, as shown
in Figure 1 (f).
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Figure 1: Segmentation steps.
2.4 Segmentation
Segmentation is performed with a probabilistic framework
similar to hidden Markov models. The model has a state
for every possible segment beginning (placed at each sec-
ond of a song). Segmentation is calculated as an optimal
path through the model, defined by state and transition
probabilities.
State probabilities are proportional to the likelihood of
placing a segment boundary at a certain time. We assume
that this likelihood is larger if the boundary is preceded by
a region of low-amplitude: for singing, this often corre-
sponds to breathing pauses, while for instrumental music
this often corresponds to end of phrases. The longer this
region is, the higher is the probability of a segment bound-
ary.
Transition probabilities represent the probability of plac-
ing a segment boundary at certain time i if the previous
was located at some other time j. We consider three re-
strictions in calculation of transition probabilities: (a) two
segments beginning at times i and j should be similar; (b)
the segments should be separated by approximately the es-
timated segment length and (c) only forward transitions are
allowed.
To find an optimal path through states of this model,
we use Viterbi algorithm, whereby we allow the starting
state to occur within first 6 seconds of a song and enforce
the ending in the last state. The resulting sequence of
states represents the set of found segment boundaries, as
the states are directly mapped to time.
The detailed description of the method and its individual
steps can be found in Bohak & Marolt (2016).
3. EVALUATION AND RESULTS
We have evaluated the methods on a collection of folk mu-
sic from the Ethnomuse presented in Strle & Marolt (2007)
archive and part of the Dutch folk music collection pre-
sented in Mu¨ller et al. (2010). The EthnoMuse collection
consists of different ensemble types: solo singing, two-
and three-voice ensembles, choirs, instrumental and mixed
singing and instrumental ensembles. We chose 206 songs
of different types and recording quality for our collection
with a total duration of 534 minutes. The collection was
manually annotated, placing segment boundaries with ±
100 ms precision.
We calculated precision, recall and F1 measure values
per song for each ensemble type and for the entire collec-
tion. The estimated segment boundary was considered as
correct (true positive) if it was located within a± 3 second
window around an annotated boundary (the same window
size as in MIREX evaluations).
The proposed approach significantly outperforms com-
pared methods for non-instrumental music, while for in-
strumental it is comparable to the best performer. The
overall results are presented in Table 1.
Results are also comparable with current state-of-the-
art segmentation method for folk music presented in Mu¨ller
et al. (2013), with an F1 measure of 0.87 on a collection of
solo Dutch folk songs - our method achieves an F1 mea-
sure of 0.85 on the same collection.
Table 1: Evaluation results.
Method P R F1
Mauch et al. (2009) 0.74 0.40 0.4
Foote (2000) 0.39 0.81 0.52
McFee & Ellis (2014) 0.41 0.59 0.48
Serra` et al. (2012) 0.41 0.56 0.47
Proposed method 0.78 0.80 0.76
4. CONCLUSION
We presented a novel approach to segmentation of folk mu-
sic. The method takes into account folk music specifics
and significantly outperforms current state-of-the-art seg-
mentation methods for segmenting commercial music and
is on pair with a state-of-the-art method for solo singing
segmentation.
As part of our future work we can envision several im-
provements of the method, especially for segmentation of
instrumental music. We also plan to further specialize the
method for better performance with individual ensemble
types, by first automatically detecting ensemble type and
then choosing an appropriate set of method parameters.
We also aim to extend the method for hierarchical musi-
cal structure discovery.
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