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Abstract.In this paper we deal with the problem of testing for the quality of
k probability distributions. We introduce a generalization of the maximum
mean discrepancy that permits to characterize the null hypothesis. Then, an
estimator of it is proposed as test statistic, and its asymptotic distribution
under the null hypothesis is derived. Simulations show that the introduced
procedure outperforms classical ones.
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1 Introduction
An important problem in statistics consists in testing whether two or more
probability distributions are identical against the alternative that at least
two of them may differ. The case of two distributions, namely the two-
sample problem, have been extensively studied, and there are traditional
approaches for dealing with it such as the Kolomogorv-Smirnov, Crame´r-
von Mises, Anderson-Darling tests (see, e.g., Conover, 1980; Gibbons and
Chakraborti, 2003) and other nonparametric procedures like the Kruskal-
Wallis test (Kruskal and Wallis, 1952). More recently, Gretton et al (2012)
tackled this problem by using a kernel-based approach. They introduced
the maximum mean discrepancy (MMD) and proposed an approach for the
two-sample problem based on a test statistic which is an unbiased estimator
of this MMD. The interest of their approach is that it relies on kernel-based
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methods that allow the ability to work with high-dimensional and structured
data (e.g., Harchaoui et al, 2013). The extension of procedures for the two-
sample problem to the case of more than two distributions, namely the k-
sample problem, has been of great interest in the literature. In this vein,
some of the aforementioned traditional tests have been extended for dealing
with the k-sample problem (k ≥ 2). This is the case for the Komogorv-
Smirnov test (Kiefer, 1959; Wolf and Naus, 1973), the Crame´r-von Mises test
(Kiefer, 1959) and the Anderson-Darling test (Scholz and Stephens, 1987).
More recently, Zhand and Wu (2007) introduced procedures based on the
likelihood ratio and showed that their proposal leads to more powerful tests
that the traditionnal ones.
In this paper, we deal with the k-sample problem by extending the kernel-
based approach of Gretton et al (2012). After recalling, in Section 2, some
facts about the reproducing kernel Hilbert spaces, we introduce in Section 3 a
generalized maximum mean discrepancy (GMMD) that permits to character-
ize the null hypothesis related to the k-sample problem. Then, an estimator
of this GMMD is introduced, in Section 4, as test statistic, and its asymp-
totic distribution under the null hypothesis is derived. Section 5, is devoted
to the presentation of simulations made in order to evaluate performance of
our proposal and to compare it with known methods.
2 Notation and preliminaries
In this section, we briefly recall the notion of reproducing kernel hilbert
space (RKHS) and we define some elements related to it that are useful in
this paper. Then, we specify the k-sample problem that we deal with.
Letting (X ,B) be a measurable space, where X is a topological space and B
is the corresponding Borel σ-field, we consider a Hilbert space H of functions
from X to R, endowed with an inner product < ·, · >H. This space is said to
be a RKHS if there exists a kernel, that is a symmetric positive semi-definite
function K : X 2 → R, such that for any f ∈ H and any x ∈ X , one has
K(x, ·) ∈ H and f(x) =< f,K(x, ·) >H. When H is a RKHS with kernel K,
the map Φ : x ∈ X 7→ K(x, ·) ∈ H characterizes K since one has
K(x, y) =< Φ(x),Φ(y) >H
for any (x, y) ∈ X 2. It is called the feature map and it is an important tool
when dealing with kernel methods for statistical problems.
2
Throughout this paper, we consider a RKHS H with kernel K satisfying the
following assumption:
(A1) : ‖K‖∞ := sup
(x,y)∈X 2
K(x, y) < +∞.
Now, let us consider a random variable X taking values in X and with
probability distribution P. If E(‖Φ(X)‖H) =
∫
X ‖Φ(x)‖HdP(x) < +∞, the
mean element m associated with X is defined for all functions f ∈ H as the
unique element in H satisfying,
< m, f >H= E (f(X)) =
∫
X
f(x)dP(x). (1)
It is very important to note that if hypothesis (A1) is satisfied, then the mean
element m is well-defined. Its empirical counterpart, obtained from a i.i.d.
sample X1, · · · , Xn of X, is given by:
m̂ =
1
n
n∑
i=1
K(Xi, ·). (2)
Now, for k ∈ N∗ and ` = 1, · · · , k, let us consider a random variable X`
taking values in X and with distribution P`. We are interested with the
related k-sample problem, that is the problem of testing for the hypothesis
H0 : P1 = P2 = · · · = Pk against H1 : ∃ (j, `), Pj 6= P`.
For dealing with that problem, we will first introduce the notion of gener-
alized maximum mean discrepancy which generalizes the maximum mean
discrepancy of Gretton et al (2012).
3 The generalized maximum mean discrep-
ancy
When dealing with the two-sample problem, Gretton et al (2012) introduced
the maximum mean discrepancy (MMD), that is the largest difference in
expectation over functions in the unit ball of a RKHS. More precisely, con-
sidering the unit ball F = {f ∈ H, ‖f‖H ≤ 1} and (P,Q) a pair of Borel
3
probability measures on (X ,B), they define the MMD as
MMD(F ,P,Q) := sup
f∈F
(
EP (f(X))− EQ (f(Y ))
)
= ‖m1 −m2‖H,
where X (resp. Y ) is a random variable with probability distribution P (resp.
Q) and m1 (resp. m2) is the mean element associated to X (resp. Y ), and
they show that MMD(F ,P,Q) = 0 if, and only if, P = Q. From this, we will
introduce the generalized maximum mean discrepancy (GMMD) which will
characterize the hypothesis H0 of the k-sample problem described above.
Definition 1. The generalized maximum mean discrepancy, related to
P1, · · · ,Pk and pi = (pi1, · · · , pik) ∈ (]0, 1[)k with
∑k
`=1 pi` = 1, is the real
denoted by GMMD(P1, · · · ,Pk; pi) and defined as
GMMD2(P1, · · · ,Pk; pi) =
k∑
j=1
k∑
`=1
6`=j
pi` MMD
2(F ,Pj,P`) =
k∑
j=1
k∑
`=1
` 6=j
pi` ‖ mj−mk ‖2H
where m` is the mean element associated to P`.
The definition of MMD appears to be a particular case of the above definition
obtained for k = 2. The hypothesis H0 can be characterized by means of
the GMMD. Indeed, it is easy to check that this hypothesis is true if, and
only if, GMMD(P1, · · · ,Pk; pi) = 0. Then, a test statistic for the k-sample
problem may be chosen by taking an estimator of GMMD2(P1, · · · ,Pk; pi).
4 Test statistic and asymptotic distribution
For j = 1, 2, · · · , k, let {X(j)1 , · · · , X(j)nj } be an i.i.d. sample in X with com-
mmon distribution Pj with mean element mj. Putting n =
∑k
j=1 nj, we
assume that the following condition holds:
(A2) : For j ∈ {1, · · · , k}, one has limnj→+∞ njn = ρj, where ρj is a real
belonging to ]0, 1[.
We will first introduce a test statistic for the k-sample problem by taking an
estimator of GMMD2(P1, · · · ,Pk; pi) where pi = (ρ1, · · · , ρk) , then we will
derive its asymptotic distribution under H0.
4
4.1 Test statistic
We know from Lemma 6 in Gretton et al (2012) that an unbiased estimator
of MMD2(F ,Pj,P`) is given by
Γ̂
(n)
j` =
nj∑
i=1
nj∑
r=1
r 6=i
1
nj(nj − 1)K(X
(j)
i , X
(j)
r ) +
n∑`
i=1
n∑`
r=1
r 6=i
1
n`(n` − 1)K(X
(`)
i , X
(`)
r )
−2
nj∑
i=1
n∑`
r=1
1
njn`
K(X
(j)
i , X
(`)
r ). (3)
Then, we take as test statistic the estimator of GMMD2(P1, · · · ,Pk; pi) de-
fined as
T̂n =
k∑
j=1
k∑
`=1
` 6=j
P` Γ̂
(n)
j` ,
where P` =
n`
n
.
4.2 Asymptotic distribution of T̂n under H0
Under H0, one has m1 = · · · = m2 = m; let us then consider the cen-
tered kernel K˜ defined as K˜(x, y) =< Φ(x) −m,Φ(y) −m >H= K(x, y) −
E (K(X, x))−E (K(X, y))+E (K(X,X ′)), where X ′ is a random variable in-
dependent of X and with the same distribution P, and the sequence {λp}p≥1
of eigenvalues of the integral operator associated to K˜. Then, we have :
Theorem 1 We suppose that the assumptions (A1) and (A2) hold. Then,
under H0, as min1≤j≤k(nj)→ +∞, one has
nT̂n
D→
+∞∑
p=1
λp
(k − 2)(Zp − k) +
k∑
j=1
ρ−1j (Y 2p,j − 1)− 2
k∑
`=1
6`=j
ρ
1/2
` ρ
−1/2
j Yp,jYp,`

 (4)
where (Yp,j)p≥1, 1≤j≤k is a sequence of independent random variables having
the N (0, 1) distribution, and (Zp)p≥1 is a sequence of independent random
variables having the χ2k distribution.
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Proof. Letting Z and Z
′
be two independent random variables with distri-
bution P = P`, ` = 1, · · · , k, we have from (3):
Γ̂
(n)
j` =
1
nj(nj − 1)
nj∑
i=1
nj∑
r=1
r 6=i
{
K˜(X
(j)
i , X
(j)
r ) + E
(
K(X
(j)
1 , Z)
)
+E
(
K(Z,X
(`)
1 )
)
− E (K(Z,Z ′))
}
+
1
n`(n` − 1)
n∑`
i=1
n∑`
r=1
r 6=i
{
K˜(X
(`)
i , X
(`)
r ) + E
(
K(X
(j)
1 , Z)
)
+E
(
K(Z,X
(`)
1 )
)
− E (K(Z,Z ′))
}
− 2
njn`
nj∑
i=1
n∑`
r=1
{
K˜(X
(j)
i , X
(`)
r ) + E
(
K(X
(j)
1 , Z)
)
+E
(
K(Z,X
(`)
1 )
)
− E (K(Z,Z ′))
}
=
1
nj(nj − 1)
nj∑
i=1
nj∑
r=1
r 6=i
K˜(X
(j)
i , X
(j)
r )
+
1
n`(n` − 1)
n∑`
i=1
n∑`
r=1
r 6=i
K˜(X
(`)
i , X
(`)
r )
− 2
njn`
nj∑
i=1
n∑`
r=1
K˜(X
(j)
i , X
(`)
r )
and, from (3), nT̂n = An +Bn, where
An =
k∑
j=1
k∑
`=1
6`=j
{ nj∑
i=1
nj∑
r=1
r 6=i
nP`
nj(nj − 1)K˜(X
(j)
i , X
(j)
r )+
n∑`
i=1
n∑`
r=1
r 6=i
nP`
n`(n` − 1)K˜(X
(`)
i , X
(`)
r )
}
and
Bn = −2
k∑
j=1
k∑
`=1
` 6=j
nj∑
i=1
n∑`
r=1
nP`
njn`
K˜(X
(j)
i , X
(`)
r ).
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Since K is bounded (from assumption (A1)), the integral operator SK˜ as-
sociated to K˜ is a Hibert-Schimdt operator and has, therefore, a system
{ep}p≥1 of eigenfunctions that is an orthonormal basis of L2(P). Thus,
K˜(x, y) =
∑+∞
p=1 λp ep(x) ep(y) and
An =
k∑
j=1
k∑
`=1
` 6=j
{ nj∑
i=1
nj∑
r=1
r 6=i
+∞∑
p=1
nP`
nj(nj − 1)λpep(X
(j)
i )ep(X
(j)
r )
+
n∑`
i=1
n∑`
r=1
r 6=i
+∞∑
p=1
nP`
n`(n` − 1)λpep(X
(`)
i )ep(X
(`)
r )
}
=
k∑
j=1
nj∑
i=1
nj∑
r=1
r 6=i
+∞∑
p=1
n
nj(nj − 1)
( k∑
`=1
6`=j
P`
)
λpep(X
(j)
i )ep(X
(j)
r )
+
k∑
`=1
n∑`
i=1
n∑`
r=1
r 6=i
+∞∑
p=1
n(k − 1)P`
n`(n` − 1) λpep(X
(`)
i )ep(X
(`)
r )
=
k∑
j=1
nj∑
i=1
nj∑
r=1
r 6=i
+∞∑
p=1
(1− Pj)n
nj(nj − 1)λpep(X
(j)
i )ep(X
(j)
r )
+
k∑
`=1
n∑`
i=1
n∑`
r=1
r 6=i
+∞∑
p=1
n(k − 1)P`
n`(n` − 1) λpep(X
(`)
i )ep(X
(`)
r )
=
k∑
j=1

+∞∑
p=1
nj∑
i=1
nj∑
r=1
r 6=i
n[1 + (k − 2)Pj]
nj(nj − 1) λpep(X
(j)
i )ep(X
(j)
r )

=
k∑
j=1
n[1 + (k − 2)Pj]
nj − 1
{ +∞∑
p=1
λp
[(
1√
nj
nj∑
i=1
ep(X
(j)
i )
)2
− 1
nj
nj∑
i=1
e2p(X
(j)
i )
]}
, (5)
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Bn = −2
k∑
j=1
k∑
`=1
6`=j
nj∑
i=1
n∑`
r=1
+∞∑
p=1
−2nP`
njn`
λpep(X
(`)
i )ep(X
(j)
r )
= −2
∞∑
p=1
λp
k∑
j=1
{
P
−1/2
j√
nj
nj∑
i=1
ep(X
(j)
i )
(
k∑
`=1
P
1/2
`√
n`
n∑`
r=1
ep(X
(`)
r )−
P
1/2
j√
nj
nj∑
r=1
ep(X
(j)
r )
)}
= 2
+∞∑
p=1
λp
k∑
j=1
[
1√
nj
nj∑
i=1
ep(X
(j)
i )
]2
−2
+∞∑
p=1
λp
{[
k∑
j=1
P
−1/2
j√
nj
nj∑
i=1
ep(X
(j)
i )
][
k∑
`=1
P
1/2
`√
n`
n∑`
r=1
ep(X
(`)
r )
]}
= 2
∞∑
p=1
λp
k∑
j=1
[
1√
nj
nj∑
i=1
ep(X
(j)
i )
]2
+
∞∑
p=1
λp
[
k∑
j=1
1− Pj√
Pjnj
nj∑
i=1
ep(X
(j)
i )
]2
−
∞∑
p=1
λp

[
k∑
j=1
P
−1/2
j√
nj
nj∑
i=1
ep(X
(j)
i )
]2
+
[
k∑
j=1
P
1/2
j√
nj
nj∑
r=1
ep(X
(j)
r )
]2 . (6)
Then, from (5) and (6), nT̂n =
+∞∑
p=1
λpWn,p, whereWn,p = φn(Un,p)−ψn(Vn,p)
and
Un,p = (Un1,p, · · · , Unk,p) (resp. Vn,p = (Vn1,p, · · · , Vnk,p))
with Unj ,p = n
−1/2
j
∑nj
i=1 ep(X
(j)
i ) (resp. Vnj ,p = n
−1
j
∑nj
i=1 e
2
p(X
(j)
i )), the maps
φn and ψn from Rp to R being defined as
φn(x) =
k∑
j=1
(
n(1 + (k − 2)Pj)
nj − 1 + 2
)
x2j +
(
k∑
j=1
1− Pj√
Pj
xj
)2
−
(
k∑
j=1
P
−1/2
j xj
)2
−
(
k∑
j=1
P
1/2
j xj
)2
and
ψn(x) =
k∑
j=1
n(1 + (k − 2)Pj)
nj − 1 xj.
Since, for (j, `) ∈ {1, 2, · · · , k}2 with j 6= `, Unj ,p and Un`,p are independent
and, from the central limit theorem, Unj ,p
D→ Yj,p as nj → +∞ where Yj,p ∼
8
N (0, 1), we deduce that Un,p D→ Up := (Y1,p, · · · , Yk,p) as min1≤j≤k(nj)→ +∞
where, for j 6= `, Yj,p and Y`,p are independent variables having N (0, 1)
distribution. On the other hand, from law of large numbers, Vn,p converges
in probability to 1k := (1, 1, · · · , 1). Then, considering the maps φ and ψ
from Rp to R defined as
φ(x) =
k∑
j=1
(
ρ−1j + (k − 2) + 2
)
x2j +
(
k∑
j=1
ρ
−1/2
j (1− ρj)xj
)2
−
(
k∑
j=1
ρ
−1/2
j xj
)2
−
(
k∑
j=1
ρ
1/2
j xj
)2
and
ψ(x) =
k∑
j=1
(
ρ−1j + k − 2
)
xj,
and putting Wp = φ(Up) − ψ(1k), we will show that nT̂n D→
+∞∑
p=1
λpWp as
min1≤j≤k(nj) → +∞. First, denoting by ϕU the characteristic function of
the random variable U , putting Ŝn = nT̂n and Ŝ
(q)
n =
q∑
p=1
λpWn,p for q ∈ N∗,
and using the inequality |eiz − 1| ≤ |z| which holds for any z ∈ R, we have
for any t ∈ R:∣∣∣ϕŜn(t)− ϕŜ(q)n (t)∣∣∣ ≤ E(∣∣∣eitŜn − eitŜ(q)n ∣∣∣) = E
(∣∣∣∣eit(Ŝn−Ŝ(q)n ) − 1∣∣∣∣)
≤ |t|E
(∣∣∣Ŝn − Ŝ(q)n ∣∣∣) ≤ |t| +∞∑
p=q+1
λpE (|Wn,p|)
9
and
E (|Wn,p|) = E (|φn(Un,p)− ψn(Vn,p)|)
≤
k∑
j=1
n[1 + (k − 2)Pj]
nj − 1 E
(
U2nj ,p
)
+ E
[ k∑
j=1
1− Pj√
Pj
Unj ,p
]2
+E
[ k∑
j=1
P
−1/2
j Unj ,p
]2+ E
[ k∑
j=1
P
1/2
j Unj ,p
]2
+
k∑
j=1
n[1 + (k − 2)Pj]
nj − 1 E
(
Vnj ,p
)
.
Since E
(
e2p(X
(j)
i )
)
= 1 and E
(
ep(X
(j)
i ) ep(X
(`)
r )
)
= δirδj`, it follows
E
(
Vnj ,p
)
=
1
nj
nj∑
i=1
E
(
e2p(X
(j)
i )
)
= 1
and
E
(
U2nj ,p
)
=
1
nj
nj∑
i=1
E
(
e2p(X
(j)
i )
)
+
1
nj
nj∑
i=1
nj∑
r=1
r 6=i
E
(
ep(X
(j)
i ) ep(X
(j)
r )
)
= 1,
E
[ k∑
j=1
1− Pj√
Pj
Unj ,p
]2 = k∑
j=1
(1− Pj)2
Pj
E
(
U2nj ,p
)
+
k∑
j=1
k∑
`=1
6`=j
(1− Pj)(1− P`)√
PjP`
E
(
Unj ,pUn`,p
)
=
k∑
j=1
(1− Pj)2
Pj
+
k∑
j=1
k∑
`=1
6`=j
nj∑
i=1
n∑`
r=1
(1− Pj)(1− P`)√
njn`PjP`
E
(
ep(X
(j)
i ) ep(X
(`)
r )
)
=
k∑
j=1
(1− Pj)2
Pj
,
10
E[ k∑
j=1
P
−1/2
j Unj ,p
]2 = k∑
j=1
P−1j E
(
U2nj ,p
)
+
k∑
j=1
k∑
`=1
6`=j
P−1j P
−1
` E
(
Unj ,pUn`,p
)
=
k∑
j=1
P−1j +
k∑
j=1
k∑
`=1
6`=j
nj∑
i=1
n∑`
r=1
P−1j P
−1
` E
(
ep(X
(j)
i ep(X
(`)
r )
)
=
k∑
j=1
P−1j ,
E
[ k∑
j=1
P
1/2
j Unj ,p
]2 = k∑
j=1
PjE
(
U2nj ,p
)
+
k∑
j=1
k∑
`=1
6`=j
P
1/2
j P
1/2
` E
(
Unj ,pUn`,p
)
=
k∑
j=1
Pj +
k∑
j=1
k∑
`=1
6`=j
nj∑
i=1
n∑`
r=1
P
1/2
j P
1/2
` E
(
ep(X
(j)
i ep(X
(`)
r )
)
=
k∑
j=1
Pj = 1.
Thus
E (|Wn,p|) ≤
k∑
j=1
(
2n[1 + (k − 2)Pj]
nj − 1 +
(1− Pj)2 + 1
Pj
+ 1
)
and since
lim
nj→+∞
(
2n[1 + (k − 2)Pj]
nj − 1 +
(1− Pj)2 + 1
Pj
+ 1
)
= 2(ρ−1j +k−2)+
(1− ρj)2 + 1
ρj
+1,
there exists n0j ∈ N∗ such that, for nj ≥ n0j (j = 1, · · · , k), we have
E (|Wn,p|) ≤
k∑
j=1
(
2(ρ−1j + k − 2) +
(1− ρj)2 + 1
ρj
+ 2
)
and, therefore,∣∣∣ϕŜn(t)− ϕŜ(q)n (t)∣∣∣ ≤ |t| k∑
j=1
(
2(ρ−1j + k − 2) +
(1− ρj)2 + 1
ρj
+ 2
) +∞∑
p=q+1
λp.
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Since
∑+∞
p=1 λp < +∞, we deduce that limq→+∞
∣∣∣ϕŜn(t)− ϕŜ(q)n (t)∣∣∣ = 0.
Then, for all ε > 0 there exists q0 ∈ N∗ such that∣∣∣ϕŜn(t)− ϕŜ(q)n (t)∣∣∣ < ε3 (7)
for q ≥ q0. Secondly, let us consider Sq =
∑q
p=1 λpWp and show that we
have Ŝ
(q)
n
D→ Sq as min1≤j≤k(nj) → +∞. It suffices to prove that Ŝ(q)n − Sq
converges in probability to 0. For doing that we first consider the inequality∣∣∣Ŝ(q)n − Sq∣∣∣ ≤ q∑
p=1
λp |Wn,p −Wp| ≤
q∑
p=1
λp
(
|φn(Un,p)− φ(Up)|
+ |ψn(Vn,p)− ψ(1k)|
)
≤
q∑
p=1
λp
(
|φn(Un,p)− φ(Un,p)|+ |φ(Un,p)− φ(Up)|
+ |ψn(Vn,p)− ψ(Vn,p)|+ |ψ(Vn,p)− ψ(1k)|
)
. (8)
Further,
|ψn(Vn,p)− ψ(Vn,p)| ≤
k∑
j=1
∣∣∣∣n(1 + (k − 2)Pj)nj − 1 − ρ−1j − k + 2
∣∣∣∣ |Vn,p| (9)
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and, using a2 − b2 = (a− b)2 + 2b(a− b), we have
|φn(Un,p)− φ(Un,p)| ≤
{ k∑
j=1
∣∣∣∣n(1 + (k − 2)Pj)nj − 1 − ρ−1j − k + 2
∣∣∣∣
+
(
k∑
j=1
∣∣∣∣∣1− Pj√Pj − 1− ρj√ρj
∣∣∣∣∣
)2
+2
k∑
j=1
k∑
`=1
1− ρ`√
ρ`
∣∣∣∣∣1− Pj√Pj − 1− ρj√ρj
∣∣∣∣∣
+
(
k∑
j=1
∣∣∣P−1/2j − ρ−1/2j ∣∣∣
)2
+2
k∑
j=1
k∑
`=1
ρ
−1/2
`
∣∣∣P−1/2j − ρ−1/2j ∣∣∣
+
(
k∑
j=1
∣∣∣P 1/2j − ρ1/2j ∣∣∣
)2
+2
k∑
j=1
k∑
`=1
ρ
1/2
`
∣∣∣P 1/2j − ρ1/2j ∣∣∣ } |Un,p|2 (10)
Since Un,p (resp. Vn,p) converges in distribution (resp. in probability) to
Up (resp. 1k), we deduce from (8), (9), (10) and the continuity of φ and
ψ that Ŝ
(q)
n − Sq converges in probability to 0 as min1≤j≤k(nj) → +∞ and,
consequetly, that Ŝ
(q)
n
D→ Sq as min1≤j≤k(nj)→ +∞. Therefore, there exists
N1 such that, for min1≤j≤k(nj) ≥ N1, one has∣∣∣ϕ
Ŝ
(q)
n
(t)− ϕS(q)(t)
∣∣∣ < ε
3
. (11)
Thirdly, let us consider S =
∑+∞
p=1 λpWp and show that Ŝ(q) D→ Sq as q →
+∞. We have
∣∣ϕSq(t)− ϕS(t)∣∣ ≤ E (∣∣eitSq − eitS∣∣) ≤ |t|E (|Sq − S|) ≤ |t| +∞∑
p=q+1
λpE (|Wp|)
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and
E (|Wp|) = E (|φ(Up)− ψ(1k)|)
≤
k∑
j=1
(
ρ−1j + k − 2
)
E
(
Y 2j,p
)
+ E
[ k∑
j=1
1− ρj√
ρj
Yj,p
]2
+E
[ k∑
j=1
ρ
−1/2
j Yj,p
]2+ E
[ k∑
j=1
ρ
1/2
j Yj,p
]2
+
k∑
j=1
(
ρ−1j + k − 2
)
.
Since E (Yj,pY`,p) = δj`, it follows
E
[ k∑
j=1
1− ρj√
ρj
Yj,p
]2 = k∑
j=1
(1− ρj)2
ρj
E
(
Y 2j,p
)
+
k∑
j=1
k∑
`=1
6`=j
(1− ρj)(1− ρ`)√
ρjρ`
E (Yj,pY`,p)
=
k∑
j=1
(1− ρj)2
ρj
,
E
[ k∑
j=1
ρ
−1/2
j Yj,p
]2 = k∑
j=1
ρ−1j E
(
Y 2j,p
)
+
k∑
j=1
k∑
`=1
` 6=j
ρ
−1/2
j ρ
−1/2
` E (Yj,pY`,p)
=
k∑
j=1
ρ−1j ,
E
[ k∑
j=1
ρ
1/2
j Yj,p
]2 = k∑
j=1
ρjE
(
Y 2j,p
)
+
k∑
j=1
k∑
`=1
` 6=j
ρ
1/2
j ρ
1/2
` E (Yj,pY`,p)
=
k∑
j=1
ρj = 1.
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Thus
E (|Wp|) ≤
k∑
j=1
{
2
(
ρ−1j + k − 2
)
+
(1− ρj)2 + 1 + ρj
ρj
}
and, therefore,
∣∣ϕSq(t)− ϕS(t)∣∣ ≤ k∑
j=1
{
2
(
ρ−1j + k − 2
)
+
(1− ρj)2 + 1 + ρj
ρj
} +∞∑
p=q+1
λp.
Since
∑+∞
p=1 λp < +∞, we deduce that limq→+∞
∣∣ϕSq(t)− ϕS(t)∣∣ = 0. Then,
there exists q1 ∈ N∗ such that∣∣∣ϕŜn(t)− ϕŜ(q)n (t)∣∣∣ < ε3 (12)
for q ≥ q1. Putting u = max(q0, q1), N0 = max(n01, · · · , n0k) and using (7),
(11) and (12), we deduce that, if min1≤j≤k(nj) ≥ max(N0, N1) then∣∣ϕŜn(t)− ϕS(t)∣∣ ≤ ∣∣∣ϕŜn(t)− ϕŜ(u)n (t)∣∣∣+ ∣∣∣ϕŜ(u)n (t)− ϕSu(t)∣∣∣+ |ϕSu(t)− ϕS(t)| < ε.
This show that Ŝn
D→ S as min1≤j≤k(nj)→ +∞, where
S =
+∞∑
p=1
λp
{ k∑
j=1
(
ρ−1j + (k − 2)
)
Y 2j,p + 2
k∑
j=1
Y 2j,p +
[
k∑
j=1
1− ρj√
ρj
Yj,p
]2
−
[
k∑
j=1
ρ
−1/2
j Yj,p
]2
−
[
k∑
j=1
ρ
1/2
j Yj,p
]2
−
k∑
j=1
(
ρ−1j + (k − 2)
)}
=
+∞∑
p=1
λp
(k − 2)(Zp − k) +
k∑
j=1
ρ−1j (Y 2p,j − 1)− 2
k∑
`=1
` 6=j
ρ
1/2
` ρ
−1/2
j Yp,jYp,`


and Zp =
∑k
j=1 Y
2
j,p  χ2k. 
Remark 1 With this theorem we recover Theorem 12 of Gretton et al (2012).
Indeed, for k = 2 the random variable to which nT̂n converges in distribution
15
is
S =
+∞∑
p=1
λp
(
ρ−11 (Y
2
1,p − 1) + ρ−12 (Y 22,p − 1)− 2(ρ1/22 ρ−1/21 + ρ1/21 ρ−1/22 )Yp,1Yp,2
)
=
+∞∑
p=1
λp
(
ρ−11 Y
2
1,p + ρ
−1
2 Y
2
2,p − ρ−11 − ρ−12 − 2ρ1/21 ρ1/22 (ρ−11 + ρ−12 )Yp,1Yp,2
)
Since
ρ−11 + ρ
−1
2 =
ρ1 + ρ2
ρ1ρ2
=
1
ρ1ρ2
,
we obtain
S =
+∞∑
p=1
λp
(
ρ−11 Y
2
1,p + ρ
−1
2 Y
2
2,p − (ρ1ρ2)−1 − 2ρ−1/21 ρ−1/22 Yp,1Yp,2
)
=
+∞∑
p=1
λp
{(
ρ
−1/2
1 Y1,p − ρ−1/22 Y2,p
)2
− (ρ1ρ2)−1
}
,
what is the result in the aforementioned Theorem 12.
Remark 2 it is difficult, if not impossible, to use the result in Theorem
1 for the practical implementation of the proposed test. So, one can use
subsampling methods (see, e.g., Politis et al (1999), Berg et al (2010)) for
computing p-values in order to perfom this test by using the introduced test
statistic.
5 Monte carlo simulations
In this section, the finite sample performance of the proposed test is evalu-
ated through Monte Carlo simulations and compared to tests introduced by
Zhang and Wu (2007). These authors proposed three tests for the k-sample
problem, based on statistics denoted by ZA, ZB and ZC obtained from the
likelihood-ratio test statistic, and showed that these tests are more powerful
than the classical Kolmogorov-Smirnov, Crame´r-von Mises and Anderson-
Darling k-sample tests. We estimate the powers of our test and the three
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aforementioned tests in the case where (k = 3) , and considering the four
following cases:
Case 1: P1 = N(3, 1), P2 = Gamma(3, 1) and P3 = Gamma(6, 2);
Case 2: P1 = N(0, 1), P2 = N(0, 2) and P3 = N(0, 4);
Case 3: P1 = Uniform(0, 1), P2 = Beta(1, 1.5) and P3 = Beta(1.5, 1);
Case 4: P1 = N(0, 1), P2 = N(0.3, 1) and P3 = N(0.6, 1).
For all tests we take the significance level α = 0.05 and the empirical power is
computed over 100 independent replications. For our test, we used the gaus-
sian kernel K(x, y) = exp[−2(x − y)2], and since the asymtotic distribution
given in Therorem 1 is hard to simulate, we computed the sampling distribu-
tions of nT̂n under H0 in order to compute the corresponding p-values. The
results are given in Figures 1 to 4 that plot the empirical power versus the
total sample size n = n1 +n2 +n3. They show that our test outperforms the
three tests of Zhang and Wu (2007) in all cases.
Figure 1: Empirical power versus n for Case 1 with significance level α = 0.05
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Figure 2: Empirical power versus n for Case 2 with significance level α = 0.05
Figure 3: Empirical power versus n for Case 3 with significance level α = 0.05
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Figure 4: Empirical power versus n for Case 4 with significance level α = 0.05
References
References
[1] Berlinet A , Thomas-Agnan C (2004) Reproducing Kernel Hilbert Spaces
in Probability and Statistics. Kluwer.
[2] Berg A, McMurry TL, Politis DN (2010) Subsampling p-values. Stat.
Probab. Lett. 80:1358-1364.
[3] Conover WJ (1980) Practical nonparametric statistics. Wiley, New York.
[4] Gibbons JD, Chakraborti S (2003) Nonparametric statistical inference.
Dekker, New York.
[5] Gretton A, Borgwardt KM, Rasch MJ, Scho¨lkopf B, Smola AJ (2012) A
kernel two-sample test. J. Mach. Learn. Res. 13:723-776.
[6] Harchaoui Z, Bach F, Cappe´ O , Moulines E (2013) Kernel-Based Meth-
ods for Hypothesis Testing: A Unified View. IEEE Signal Processing Mag-
azine 30:87-97.
19
[7] Kiefer J (1959) k-Sample analogues of the Kolmogorov-Smirnov, Crame´r-
von Mises tests. Ann. Math. Statist. 30:420-447.
[8] Kruskal WH, Wallis WA (1952) Use of ranks in one-criterion analysis of
variance. J. Amer. Statist. Assoc. 47:583-621.
[9] Politis DN, Romano JP, Wolf M (1999) Subsampling. Springer Verlag.
[10] Scholz FW, Stephens MA (1987) k-Sample Anderson-Darling tests. J.
Amer. Statist. Assoc. 82:918-924.
[11] Wolf EH, Naus JI (1973) Tables of critical values for a k-sample
Kolmogorov-Smirnov test statistic. J. Amer. Statist. Assoc. 68:994-997.
[12] Zhang J, Wu Y (2007) k-Sample tests based on the likelihood ratio.
Comput. Stat. Data Anal. 51:4682-4691.
20
