Estimation adaptative des modeles vectoriels autoregréssifs avec une variance dependant du temps by Patilea, Valentin & Raïssi, Hamdi
Estimation adaptative des modeles vectoriels
autoregre´ssifs avec une variance dependant du temps
Valentin Patilea, Hamdi Ra¨ıssi
To cite this version:
Valentin Patilea, Hamdi Ra¨ıssi. Estimation adaptative des modeles vectoriels autoregre´ssifs




Submitted on 24 Jun 2010
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Estimation adaptative des modeles vectoriels
autoregressifs avec une variance dependant du
temps
Valentin Patilea & Hamdi Ra¨ıssi∗
20, avenue des buttes de Coe¨smes, CS 70839, F-35708 Rennes Cedex 7, France.
mail: hamdi.raissi@insa-rennes.fr.
Re´sume´
Nous analysons les mode`les Vectoriels AutoRegressifs (VAR) quand les innovations
sont non conditionnellement he´te´rosce´dastiques. La structure de la volatilite´ est de´termin-
iste et ge´ne´rale, incluant des discontinuite´s ou des tendances comme cas particuliers.
Dans ce cadre nous proposons des estimateurs des Moindres Carre´s Ordinaires (MCO) et
des estimateurs des Moindres Carre´s Adaptatifs (MCA). L’estimateur des MCA est cal-
cule´ en estimant la volatilite´ de fac¸on non parame´trique. Nous obtenons la distribution
asymptotique des estimateurs et comparons leur proprie´te´s. En particulier nous montrons
que l’estimateur des MCA est asymptotiquement e´quivalent a` l’estimateur des Moindres
Carre´s Ge´ne´ralise´s (MCG) obtenus en supposant que la volatilite´ des erreurs est connue.
Abstract
We analyze Vector AutoRegressive (VAR) models when the innovations are uncon-
ditionally heteroscedastic. The volatility structure is deterministic and quite general,
including breaks or trending variances as special cases. In this framework we propose or-
dinary least squares and Adaptive Least Squares (ALS). The ALS is obtained using a non
parametric estimator of the volatility function. We derive the asymptotic distribution of
the proposed estimators for the VAR model coefficients and compare their properties. In
particular we show that the ALS estimator is asymptotically equivalent to the infeasible
generalized least squares estimator obtained assuming that the volatility is known.
Mots cle´s: Mode`les VAR; Erreurs he´te´rosce´dastiques, Moindres carre´s adaptatifs,
Moindres carre´s ordinaires, Causalite´ line´aire en moyenne.
1
1 Introduction
L’e´tude de mode`les line´aires avec erreurs non conditionnellement he´te´rosce´dastiques a
trouve´ un inte´reˆt croissant ces dernie`res anne´es (voir entre autres re´fe´rences Boswijk et
Zu (2007)). Cet inte´reˆt est motive´ par de nombreuses e´tudes applique´es qui ont montre´
que la pre´sence d’erreurs a` volatilite´ non conditionnelle est commune dans des donne´es
de nature e´conomique (voir entre autres re´fe´rences Sensier et van Dijk (2004)). Phillips
et Xu (2005), Xu et Phillips (2008) ont e´tudie´ le proble`me de l’estimation de processus
autore´gressifs univarie´s stables. Ils ont conside´re´ des estimateurs des MCO et MCA.
Nous e´tendons leur re´sultats dans le cadre des VAR. Nous montrons que dans ce cas la
distribution asymptotique de l’estimateur MCA de´pend de la structure de la volatilite´.
De plus nos re´sultats asymptotiques sont uniformes par rapport a` la feneˆtre prise dans
un intervalle donne´. Ces re´sultats permettent le choix du parame`tre de lissage base´s sur
les donne´es comme par exemple la validation croise´e, ainsi que des outils d’analyse pour
l’e´tude de liens line´aires dynamiques entre variables.
2 Estimation des parame`tres d’un mode`le VAR
Soit les observations X−p+1, . . . , X0, X1, . . . , XT ge´ne´re´es par un mode`le VAR
Xt = A1Xt−1 + . . .+ ApXt−p + ut (1)
ut = Ht²t,
ou` les vecteurs Xt sont de dimension d. Les matrices Ai, i ∈ {1, . . . , p}, sont telles que
detA(z) 6= 0 pour tout |z| ≤ 1, avec A(z) = Id−∑pi=1Aizi. Pour une variable ale´atoire x
nous de´finissons ‖ x ‖r= (E ‖ x ‖r)1/r,ou` ‖ x ‖ est la norme euclidienne. Nous de´finissons
e´galement Ft = σ(²s, s ≤ t) la σ-alge`bre ge´ne´re´e par {²s, s ≤ t}. L’hypothe`se sur les
matrices Ht et le processus (²t) donne le cadre de notre e´tude.
Hypothe`se A1: (i) Les matricesHt sont inversibles et satisfontH[Tr] = G(r), ou` les
composantes de la matrice G(r) := {gij(r)} sont des functions measurables de´terministes
sur l’intervalle ]0, 1], telles que supr∈(0,1] |gij(r)| < ∞, et satisfont une condition de Lip-
schitz par morceaux. De plus nous supposons que Σt := HtH
′
t est de´finie positive pour
tout t.
(ii) Le processus (²t) est α-me´langeant et tel que E(²t | Ft−1) = 0, E(²t²′t | Ft−1) = Id et
supt ‖ ²it ‖4µ<∞ pour un certain µ > 1 et tout i ∈ {1, . . . , d}.
Notons que la spe´cification de la volatilite´ en A1 est large et peut de´crire des cas
commune´ment observe´s dans les se´ries notamment e´conomiques. Nous utilisons les ap-
proches suivantes pour construire les estimateurs des parame`tres autore´gressifs. Soit
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θ0 = (vec (A1)




t−1 ⊗ Id)θ0 + ut (2)
ut = Ht²t,









































Si on suppose que Σt est constant, nous avons θˆMCG = θˆMCO. Notons que l’estimateur
des MCG n’est pas calculable en pratique puisqu’il de´pend de la volatilite´ inconnue. Dans
la section suivante nous e´tudions les proprie´te´s des estimateurs des MCO et des MCG.
3 Comportement asymptotique des estimateurs
Afin d’e´noncer les premiers re´sultats de cet article nous avons besoin d’introduire les






ou` ψ0 = Id et les e´le´ments des ψi sont absolument sommables (voir Lu¨tkepohl (2005, pp








avec upt est donne´ par u
p
t = 1p ⊗ ut, et ou` 1p est un vecteur de dimension p dont les
composantes sont e´gales a` un, et
ψ˜i =

ψi 0 0 0
0 ψi−1 0 0
0 0
. . . 0
0 0 0 ψi−p+1
 ,
ou` on prend ψj = 0 pour j < 0. De´finissons Σ(r) = G(r)G(r)
′ et notons par 1p×p la ma-
trice de dimension p× p avec des composantes e´gales a` un. La proposition suivante nous
donne le comportement asymptotique des estimateurs introduits a` la section pre´ce´dente.
Proposition 3.1 Sous l’hypothe`se A1 nous avons
T
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De plus les matrices Λ1, Λ2 et Λ3 sont de´finies positives.
Des estimateurs convergents des matrices Λ2 et Λ3 sont propose´s dans une version
longue de cet article. Nous montrons a` travers un exemple dans la version longue de cet
article (Patilea et Ra¨ıssi (2010)) que conside´rer les re´sultats standard pour l’analyse d’un
mode`le VAR alors que le processus d’erreur est non conditionnellement he´te´rosce´dastique
peut amener a` de fausses conclusions. Notons aussi que contrairement au cas univarie´
(voir Xu et Phillips (2008)), le comportement asymptotique de l’estimateur des MCG
de´pend de Σ(r). Comme la volatilite´ des termes d’erreur n’est pas connue, l’estimateur
des MCG ne peut eˆtre calcule´. Nous proposons dans la section suivante un estimateur
s’appuyant sur l’estimation non parame´trique de la volatilite´.
4
4 Estimation adaptative
Soit l’estimateur adaptatif de la fonction de volatilite´ qui ge´ne´ralise l’estimateur de Xu et







ou` les uˆi sont les re´sidus de l’estimation par MCO du mode`le (1). Les poids wti sont
donne´s par












) si t 6= i
0 si t = i,
ou` K(z) est le noyau. La feneˆtre b appartient a` un intervalle BT = [cminbT , cmaxbT ] avec
cmin, cmax des constantes et bT ↓ 0 a` une vitesse T−1 qui sera pre´cise´e plus loin. Comme les
uˆi, i = 1, ..., T sont presque suˆrement line´airement inde´pendents entre eux, Σˇt est presque
suˆrement de´finie positive pourvu que T est suffisamment grand. En pratique la feneˆtre b




‖ Σˇt − uˆtuˆ′t ‖2,
avec b ∈ BT , ou` ‖ · ‖ est une norme pour une matrice carre´e, par exemple la norme de
Frobenius. Nos re´sultats the´oriques sont obtenus uniforme´ment par rapport a` b ∈ BT et
apportent ainsi une justification pour la se´lection par validation croise´e commune´ment





















Hypothe`se A1’: Supposons que toutes les conditions dans A1 (i) sont ve´rifie´es. De
plus:
(i) infr∈(0,1] λmin(Σ(r)) > 0 ou` λmin(Γ) est la plus petite valeur propre d’une matrice
syme´trique Γ.
(ii) supt ‖²it‖8 <∞ pour tout i ∈ {1, ..., d}.
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Hypothe`se A2: (i) Le noyau K(·) est une densite´, borne´, continu de´fini sur
l’ensemble des re´els, croissante sur ]−∞, 0] et de´croissante sur [0,∞).
(ii) La feneˆtre b est choisie dans l’intervalle BT = [cminbT , cmaxbT ] avec 0 < cmin <
cmax <∞ et bT + 1/Tb2T → 0 quand T →∞.
Notons que A2 (i) est satisfaite par tout les noyaux couramment utilise´s. Soit Ω1 :=∫ 1
0 Σ(r) ⊗ Σ(r)−1dr. Une suite de matrices ale´atoires At, t ≥ 1 est op(1) uniforme´ment
par rapport a` b ∈ BT si supb∈BT ‖vec (At) ‖ = op(1). La proposition suivante nous donne
le comportement asymptotique de l’estimateur adaptatif.
Proposition 4.1 Sous les hypothe`ses A1’ and A2, nous avons uniforme´ment par rapport
a` b ∈ BT





Σˇt ⊗ Σˇ−1t = Ω1 + op(1)
et √
T (θˆALS − θˆGLS) = op(1).
D’apre`s la Proposition 4.1 les estimateurs MCA et MCG ont le meˆme comportement
asymptotique. Dans une version longue de cet article (Patilea et Ra¨ıssi (2010)) nous
utilisons les diffe´rents re´sultats pre´sente´s dans ce re´sume´ pour de´velopper des tests de
causalite´ de Granger line´aire en moyenne adapte´s a` notre cadre the´orique. Des expe´riences
Monte Carlo illustrent les proprie´te´s des estimateurs e´tudie´s.
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