To improve the modeling accuracy and efficiency of the tool wear monitoring system, a generalized regression neural network is adopted to build the tool wear prediction model because its excellent performance on learning speed and fast convergence to the optimal results whether the sample data are small or large. The low predictive accuracy and efficiency are caused by traditionally manual adjustment of the spread parameters in generalized regression neural network and then the improved fruit fly optimization algorithm is proposed to optimize the spread parameters of regression neural network automatically. Combining the improved fruit fly optimization and generalized regression neural network, the tool wear prediction method is proposed in the paper. Various experiments are carried out to validate the proposed method and the comparison results show a good agreement. In addition, the proposed method is compared to the tool wear prediction method in the literature, and the comparison results also show that the proposed method can achieve better performance.
Introduction
Tool wear condition plays an important role in the machined surface quality and machine reliability during metal cutting, 1 as tool wear is inevitable, and has great influence on the cutting forces and temperature, which will affect the surface roughness and residual stresses. 2 Abundant research shows that tool condition monitoring not only can improve the tool utilization rate, but also avoid errors caused by damage of tool scrap. 3 Therefore, a tool wear monitoring system with useful information being extracted from the measured signals is necessary for industry to maintain the desired machining requirement. Usually, the core requirement of a tool wear monitoring system is analysis of the measured signal to determine the tool wear condition. In terms of the approaches to acquire the signals, tool wear monitoring system could be generally categorized into direct methods and indirect methods. 4 Direct methods include optical, radioactive, and electrical approaches, which focus on the direct measurement of the tool wear, while the indirect methods aim at measuring related parameters, such as cutting forces, vibrations, temperature, to ''predict'' the tool wear.
Among direct methods, optical measurement is the mainstream. Aiming at monitoring the flank wear, Cakan 5 taps a photo sensor to detect the diameter change of workpiece. Barreiro et al. 6 use image analysis technique to derive a geometrical descriptor; industrial high-speed cameras-based systems were also proposed to monitor tool wear. [7] [8] [9] Although the direct methods have high accuracy, they also cause interruptions of manufacturing process, which lead to lack of convenience and the on-line monitoring capability.
In contrast, indirect methods could estimate the tool wear by analyzing the relevant parameters without cutting off the manufacturing process. In the last few years, researchers focused on finding the law between tool wear and process parameters, as they are believed to contribute to the derivation of tool wear. For example, as a result of different wear modes, the cutting force needed to remove the material of workpiece increases gradually and the rubbing between the chip and workpiece against the tool produce vibration thus cutting force and vibration are believed to be the crucial features and are widely concerned by researchers 10, 11 for their established theory. Other parameters, such as the temperature, spindle power/current, and emitted sound, also play roles in tool wear. Furthermore, cutting conditions, such as cutting speed, cutting depth, and feed rate, are also quite important since they could be coupled into signals like cutting force, vibrations, and so on. More often than not, it is hard to predict the tool wear only based on one or two features mentioned above; thus, sensor fusion model was widely concerned and adopted to establish the monitoring system.
Artificial intelligence technology, including the neural network, the support vector machine, and the generative adversarial network, has become so popular these years and machine learning methods have been wildly applied to many fields, for instance, memristorbased multilayer neural networks for pattern recognition, 12 memristor-based echo state network for timeseries forecasting, 13 and generative adversarial neural networks for video generation.
14 Artificial intelligence technology is used to establish the black-box model between input variables and output variables. Machine learning methods are also widely applied to predict the tool wear/life using multiple input features. PS Paul and AS Varadarajan 15 use back-propagation (BP) neural network to predict tool lives and failure modes for experiments not used in training, which showed a satisfying precision. But BP neural network has its own weaknesses. It would easily fall into a local optimum and is slow in convergence and weak in generalization ability. Shi and Gindy 16 use multiple sensors to extract features from manufacturing process and establish a least squares support vector machine-based model to predict the broaching tool wear. But it has a high computational complexity which need more calculating time. In this article, the general regression neural network (GRNN), a kind of memory-based neural network and effective regression method proposed by Specht, 17 is adopted to build the prediction model due to its dynamic learning characteristic, straightforward internal structure, and high fault tolerance ability. The GRNN has excellent performances on approximation ability and learning speed, and it is fast learning and convergence to the optimal regression surface as the number of sample data becomes very large. When the number of sample data is small, the GRNN still has a good forecasting result. 18 However, the shortcoming of applying the GRNN model is that it is very difficult to select the spread parameter properly. Polat and Yıldırım 19 use genetic algorithm to optimize the spread parameter of the GRNN for pattern recognition, and this optimized GRNN can provide higher recognition ability compared with the unoptimized GRNN.
Recently, a kind of drosophila inspired optimization algorithm has been developed, called fruit fly optimization algorithm (FOA), 20 which is a novel evolutionary computation and optimization technique. The FOA is a new approach for finding global optimization based on the swarm behavior of fruit fly. The main inspiration of FOA is that the fruit fly itself is superior to other species in sensing and perception. The FOA technique has the advantages of being easy to understand and to be written into program code which is not too long compared with genetic algorithm and particle swarm optimization (PSO) algorithm. Meanwhile, the PSO method may fall into local optimum easily which results in a low-precision forecast, as it is difficult to select parameters to solve different discrete and combinatorial optimization problems. Although the FOA method has shown its merit in many optimization problems, it still has some insufficiency. In the original optimization process, once the optimal individual is found, all the files will fly to that direction and find the next optimum through the random value in distance equation. Therefore, it will reduce the diversity of the population and the optimum individual may not be the global optimum. If the random value is not set appropriately, it will trap the flies in the local optimum, reducing the convergence precision and the speed of convergence. To resolve this problem, this article proposes an improved fruit fly optimization algorithm (IFOA) by introducing escaping parameter and control parameter. Therefore, this article uses the IFOA to automatically select the spread parameter value of the GRNN for improving the GRNN's forecasting accuracy in predicting the tool wear/life.
In this article, the GRNN was adopted to build the prediction model and its spread parameter was optimized by the IFOA. The rest of this article is organized as follows: the GRNN model and the theory of IFOA are introduced in section ''Introduction.'' Section ''IFOA-GRNN-based tool wear prediction model '' gives the detail settings of the prediction model. Section ''Model setting '' proposes the evaluation criteria used to evaluate the prediction model. Section ''Case study'' makes two case study to verify the ability of the proposed prediction model and ultimately, section ''Conclusion'' concludes this article.
IFOA-GRNN-based tool wear prediction model
The output of GRNN is calculated according to the Parzen window estimation. 21 Considering independent variable x and its function y are both random variables, assume the X is a real measured value of the random variable x and then, the conditional mean of y of the given X could be presented aŝ
Assuming the f (x, y) is contributed to the normal distribution, equation (1) could then bê
The GRNN is totally consisted of four layers; 22 each layer consists of one or more neurons. For example, taking the depth of cut, cutting speed, feed rate, and cutting time as the inputs, a GRNN-based tool wear prediction model is shown in Figure 1 .
Therefore, the GRNN model has only one parameter s that needs to be determined, which is very important in using GRNN for forecasting. The spread parameter s determines how closely the network approximates the sample data; however, there are few empirical methods to choose the spread parameter s. It is often obtained by manual adjustment or using the hold out method, which is lack of efficiency and accuracy, especially when the sample becomes very large, it will take numerous computing time. Therefore, we should develop an automatically efficiently method for selecting the appropriate spread parameter in the GRNN model. Meanwhile, based on the principles of the GRNN, another effective form of Parzen window called city block distance metric is also adopted, which is the sum of the absolute difference between the pattern and the input vector in all dimensions. 19 The spread parameter in GRNN model can be selected by optimization search algorithms, such as PSO and genetic algorithm, but in this article, we developed an IFOA to select the optimal spread parameter. The basic FOA is a novel evolutionary algorithm to find the global optimization based on the forage behavior of the fruit fly. 23, 24 This kind of forage behavior is able to gradually approach the food source until the expectation is achieved by the acute vision and the gathered smell information through companions. The iteration of the process to find the food is shown in Figure 2 . Compared to PSO, it is much easier to implement for programming and understanding. However, in the original optimization process, once the optimal individual is found, all the files will fly to that direction and find the next optimum through the random value in distance equation. This reduces the diversity of the population and the optimum individual may not be the global optimum. If the random value was not set appropriately, it will trap the flies in the local optimum, reducing the convergence precision and the speed of convergence. To resolve this problem, escaping parameter and control parameter are proposed to improve the original FOA in this article, in which escaping parameter can make population search beyond the optimum individual and the control parameter can increase the diversity of searching direction. The IFOA is used to select the appropriate spread parameter in the GRNN model and city block distance metric. It has the advantages of FOA and can avoid falling into local optimum.
Compared with the SFOA-GRNN model proposed by R Hu et al., 25 we developed control parameter to increase the diversity of search direction of each population according to individual optimum by appropriately increasing the step size and escaping parameter to avoid the smell concentration S(i) attracting global population, which can cause falling into local optimum. The steps of the IFOA-GRNN model could be concluded as follows (each step is presented as pseudocode):
Step 1: Generate the initial locations of fruit fly which consist of three-dimensional coordinates and randomly distribute the direction and distance from the food source.
Step 2: Increase the diversity of the population by the control parameter c, and calculate the search direction, distance value of each fruit fly. In the early stage, smaller step size will first make IFOA find individual optimum quickly and with the increase of the number of iterations, the step size should be bigger. The bigger step size will make IFOA have a great probability to find the global optimum to prevent IFOA falling into the local optimum problem finally. Therefore, we first improved the efficiency of search approaches and at the end of the iteration, the global optimization ability is enhanced. But according to multiple tests, the results show that the accuracy of the algorithm is poor in the later stage if the step size is too large, we chose the value of c from 0.8 to 1.4 to maintain the high efficiency, accuracy, and great global optimization ability. In this article, we set parameters as follows:
where maxgen means the maximum generation and sizepop means the size of the population in each generation.
The distance of the fruit fly can then be obtained by
The smell concentration S(i) of the food is related to the distance function, which is utilized to guide the fruit fly to find the food
B is performed as an escaping factor to prevent the procedure from falling into the local minimum, which is initially set as 0 and calculate with the maximum and minimum location of each generation, the result of B 1 À B 2 . It could act as a punishment factor to prevent overfitting and help the flies jump out from the local optimum area Step 3: According to the fitness function and smell, the best individual could be obtained. The S(i) calculated before will be used as the input parameter of the fitness function which verifies the performance of each fruit fly, which is often set as the function of RMSE. In this case, the smaller the Smell(i) is, the better performance will be. Finally, the best location of this generation will be saved to judge whether the fruit fly should change the direction in the next run 
Smell i ð Þ = RMSE S i ð Þ ð Þ
Step 4: According to the fitness function, update the best smell value. If the maximum generation is reached, the iteration will then end. If not, the procedure will turn to Step 5. At the same time, if the smell value is smaller than the expectation value(error), the procedure will be stopped to prevent the over-training problem.
Step 5: Update the best individual location and return to Step 2.
Model setting

Preprocessing of the sample data
Considering the computing time and over-training problem, regularization should be applied, which constrains the learning algorithm to reduce out-of-sample error, especially when noise is present. 26 In this article, to be brief, we regularize the training and testing data set to the range of [-1, 1]. The parameters for the IFOA are: the control parameter: 1.2 and the initial escaping factor B 1 À B 2 is set to 0.
Selection of fitness function
The RMSE function is adopted as the fitness function, which is widely used in other research. Since the difference is first squared before averaged, it is sensitive to large errors and thus is appropriate to be chosen as the fitness function
where Y i is the measured value and Y 0 i is the predicted value.
Evaluation criteria
To verify the prediction ability of the prediction model comprehensively, in this article, more than one criterion was adopted, such as the RMSE, accuracy, and coefficient of determination; the formulas of each criterion are listed as follows:
Fitness parameter
2. Accuracy
Coefficient of determination
Case study
In real cutting process, tool wear usually consists of three different phases: the break in-period phase, the steady-state wear phase, and the failure phase. In the failure phase, the wear shows an exponential curve with the increasing tool temperature resulting in rapid deterioration of the machined workpiece. Thus, different cutting conditions with time feature are capable to reflect the tool flank wear. The turning process was conducted by CK6143/100 CNC machine on ZMn13 high manganese cast steel whose diameter is 90 mm, with a carbide alloy tool whose rake angle g = 2°, relief angle a = 8°, cutting edge angle kr = 35°. The experimental setup is shown in Figure 3 , in which the strain gauge sensor is used to measure the cutting force, thermal couple (assembled in the cutter) is used to measure the cutting temperature, and laser displacement sensor is used to measure the tool vibration. Considering the importance of the cutting conditions, three parameters of cutting conditions were involved to build the prediction model: the cutting speed, feed rate, and depth of cut. In order to verify the validation of the proposed model with the effect of types of measured features. Two cases are presented. Case 1 is designed for the tool wear prediction with less features while Case 2 is designed for the tool wear prediction with more measured features. The details of the experimental setup can refer to Yang et al. 27 
Case 1
Four features were abstracted to train the model: the cutting speed, feed rate, and depth of cut and cutting time, after finishing the experiment. Each of them has two different levels to present the diversity of cutting conditions as shown in Table 1 . Since the profile of the cutting tool wear is usually uneven, the maximum tool flank wear VB max was selected as the monitoring object of this experiment, which is directly measured by the microscope. Every time the cutting tool followed the same cutting path and after one run, a new tool will be installed to continue with the new cutting condition.
The training data are scaled into [-1, 1]; the city block distance is adopted due to the better performance than Gaussian kernel in this simulation. Seventy-two sample data are used for training, while the other eight sample data with different cutting conditions are used for validating the prediction model. Then different evaluation criteria were used to verify the prediction accuracy. With limited amount of sample data and to prevent the over-training problem, the training process was conducted 10 times and the average performance was recorded to avoid the randomness. In each training time, eight samples with different cutting conditions were selected for validating.
The comparison between the predicted tool wear using IFOA-GRNN and measured tool wear is listed in Table 2 . To visually reflect the comparison between the predicted and measured tool wear, comparison results for No. 1 and No. 2 are shown in Figure 4 . It should be noted that the PSO and original FOA method are used to optimize the spread parameters for GRNN. The comparison results using IFOA-GRNN, FOA-GRNN, and PSO-GRNN are also listed in Table 2 . It is clear that the GRNN method can be used to predict the tool wear with an acceptable accuracy. Furthermore, , and the calculated results are listed in Table 2 . We can see that the prediction accuracy using IFOA-GRNN achieves the best performance compared to the other two methods. The average prediction accuracy using the proposed IFOA-GRNN method is 93.67% while the average prediction accuracy using the other two methods are 92.66% and 88.71%, respectively. However, it should be noted that the prediction accuracy for No. 4 and No. 6 is smaller than 90% even using IFOA-GRNN, which means the prediction results are not so stable with the small input information (only the machining information). In order to show the effectiveness of the proposed method, the prediction results using least squares support vector machine (LSSVM) method are also compared in Table 2 . The prediction accuracy using LSSVM is 90.16%, which is larger than that using IFOA-GRNN. The fitness parameter optimization process of IFOA-GRNN is shown in Figure  5 , which demonstrates that this algorithm has a great ability to search global optimum quickly, and the R 2 is 0.8583 showing that the predicted results have a high accuracy.
Case 2
In the second case, more features obtained from multisensor were taken into consideration. The main cutting force, average cutting temperature, and the displacement of tool vibration were measured through diverse sensors during each run of the experiment. Cutting speed, feed rate, and depth of cut were designed with three different levels, as shown in Table 3 .
Similar to the procedure in Case 1, the training process was conducted 10 times and the average performance was recorded. Each time four samples with different cutting conditions were randomly selected to validate the prediction model. The comparison between the predicted and measured tool wear is listed in Table 4 . To visually reflect the comparison between the predicted and measured tool wear, comparison results for No. 1 and No. 2 are shown in Figure 6 . It is clear that the GRNN method still can predict the tool wear. Similarly, IFOA-GRNN, FOA-GRNN, and PSO-GRNN method are compared and the comparison results are listed in Table 4 . We can see that IFOA-GRNN still achieves the best performance compared to the other two methods. The average prediction accuracy is 96.37% while the accuracy for the other two methods are 92.74% and 91.06%, respectively. Compared to the accuracy in Case 1, the prediction accuracy is significantly improved. The reason is clear that more related information imported, better prediction accuracy achieved. The fitness parameter optimization process of IFOA-GRNN is shown in Figure 7 and the R 2 is 0.8799. From these two case studies, some results can be concluded: (1) GRNN can be used to predict the tool wear with small or larger features under an acceptable accuracy; (2) more features added into the tool wear prediction model can improve the prediction accuracy; (3) IFOA method can automatically select the spread parameters for GRNN, which make the tool wear prediction model more automatically and accurate. In addition, the computation time for both cases using IFOA-GRNN is smaller than 1 s, which implies that the proposed method can be employed in the industry to monitor the tool wear condition with an acceptable computation time.
Conclusion
In this article, the generalized regression neural network (GRNN) is applied to solve the tool wear prediction/monitoring due to its excellent performance on learning speed and fast convergence to the optimal results regardless of whether the sample data are small or large. In order to avoid the low efficiency and accuracy caused by traditionally manual adjustment of the spread parameters in GRNN, the IFOA is proposed to optimize the spread parameters automatically considering different cutting conditions and relative parameters. Based on the proposed tool wear prediction method, the tool wear monitoring system can be established to guarantee that the cutting tool is always working under predefined tool wear criterion.
1. The proposed method is validated by various experiments and compared to the tool wear prediction method in the literature, that is, LSSVM. The comparison results show that the proposed method can predict the tool wear with a better performance. 2. As the spread parameters are automatically selected by IFOA, the computation time of the proposed method is below 1 s. In addition, the other optimization methods, PSO and FOA, are used to optimize the spread parameters in GRNN to verify the effectiveness of the proposed IFOA. From the comparison, IFOA-GRNN shows a better prediction ability than the PSO-GRNN and FOA-GRNN. 3. Although the proposed IFOA-GRNN can successfully predict the tool wear with small or large input information under an acceptable accuracy, we should acknowledge that the prediction accuracy may be quite large in some condition (17.67% in No. 6 of Case 1). However, this can be avoided with more input data including the measured force, temperature, and tool vibration signals using more sensors.
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