Abstract. In this work, we model the optical constants of three organic materials using a modified Lorentz oscillator model. We have analysed the impact of the choice of the objective or merit function, which is employed for model parameter estimation, on the modelling of the optical constants. The objective function for model parameter determination should be chosen in such a manner that discrepancies between the experimental and calculated values for both parts of the index of refraction are minimized at the same time. We have found that the choice of objective function strongly influences the existence of multiple solutions. By combining a global optimization method, an appropriately chosen objective function and a modified oscillator model, we obtain good agreement with the experimental data for three organic materials.
Introduction
Modelling the optical constants, i.e. the complex dielectric function (ω) = 1 (ω) + i 2 (ω) or the complex index of refraction N(ω) = n(ω) − ik(ω), enables a quantitative interpretation of the measured optical spectra. Furthermore, it enables us to take into account the temperature and/or pressure (strain) dependence of optical properties by assuming model parameters to be simple functions of temperature (pressure, strain). Modelling is also important in experimental determination of the optical constants, if a multiwavelength curve-fitting method is employed.
Methods for determination of optical constants from the measured optical spectra have been classified into two groups: single-and multiwavelength methods [1] . Single-wavelength methods calculate values of the real and imaginary parts of the index of refraction, n and k, at each wavelength independently. Since no relationship between n and k is assumed, there is no guarantee that the obtained solutions would satisfy a Kramers-Kronig (KK) relation. Furthermore, there exist multiple solutions and the results depend on the starting values chosen [1] [2] [3] . It has been shown that for absolute experimental errors as small as 0.01 in the measured normal incidence reflectance R and transmittance T values there exists a region of the (n, k) plane where the error of the refractive index is larger than 0.5, regardless of the ratio of the film thickness to the wavelength d/λ [4] . For a detailed discussion of errors in n and k determined from the reflectance and transmittance measurements at different angles of incidence and/or different polarizations see, e.g., [5, 6] . Multiwavelength methods allow us to avoid the problem of multiplicity and/or possible discontinuity of the solution contours [1, 7] . They can be divided into two groups: KK analysis and curve-fitting methods. The KK method has the advantage of limiting the number of possible solutions. However, the requirement that the reflectance is known over a very wide spectral range represents a serious drawback of this method. In multiwavelength curvefitting methods, the optical constants are represented by dispersion equations. The most important advantage of curve-fitting methods is that there is no requirement of knowing one optical function (usually the reflectance) over a wide spectral range. If the model employed is valid over the investigated spectral range this approach can be very effective. A simple model, such as a sum of damped harmonic oscillators, can be used for describing the optical constants of semiconductors and insulators (in the case of metals one additional term describing intraband transitions should be added). The oscillator model and its variations have been applied for describing the optical properties of a variety of materials [8] [9] [10] [11] [12] [13] [14] . In this work we investigate whether a modified oscillator model can be applied for modelling the optical constants of organic thin films (evaporated dye layers).
It should be emphasized that work on modelling the optical constants of organic thin films has been scarce. While there exist many different models of the optical constants of semiconductors, most of those models are not applicable to organic materials. The nature of optical excitation in organic semiconductors is completely different (for details on optical properties of organic crystals, see [15] ). In organic materials we have excitonic excitations, while in the inorganic semiconductors we have transitions of electrons between the valence and conduction bands, while exciton effects at room temperature only modify the sharpness of absorption peaks. Therefore, in organic semiconductors there is no absorption edge as in inorganic semiconductors, but absorption bands exist instead. Also, evaporated dye layers are polycrystalline. Therefore, frequently used models for describing the optical constants of inorganic crystalline semiconductors, such as the critical point model [16] or Adachi's model [17, 18] , cannot be used for organic materials. On the other hand, a harmonic oscillator model, whose parameters are not directly related to the electronic band structure, can be applied to both organic and inorganic semiconductors. However, the conventional harmonic or Lorentz oscillator model (LOM) has a serious shortcomingin order to achieve good agreement with the experimental data one should employ a large number of oscillators. It has been shown that this problem can be solved by using an adjustable broadening function instead of the conventional Lorentzian one [8, 9] . The use of an adjustable broadening function is particularly important for modelling successfully the optical constants of organic materials. Most excitonic absorption bands in organic materials have neither purely Lorentzian nor Gaussian broadening [15] . It has been shown that considering inhomogeneous broadening instead of the purely Lorentzian one significantly improves the agreement with the experimental data for the evaporated phthalocyanine layers [19] . Franke et al [19] take into account the inhomogeneous broadening via convolution of Gaussian and Lorentzian functions, which is evaluated numerically. Considerable inhomogeneous contributions have been found, which were attributed to the high concentration of defects since investigated evaporated phthalocyanine films have a polycrystalline structure [19] . Furthermore, in organic materials there exist numerous vibrational transitions so that one would need a large number of oscillators to achieve approximation of the resulting asymmetrical shapes of the absorption lines, which can be successfully modelled with fewer oscillators with adjustable broadening.
In this work we show that the optical constants of evaporated dye layers can be successfully modelled with the modified LOM. The model employs an adjustable broadening function instead of the conventional Lorentzian one (disadvantages of the purely Lorentzian broadening assumption have been already recognized and discussed [19] [20] [21] [22] [23] ). This feature enables us to obtain a good agreement between the model and the data for all three organic materials investigated here. Therefore, the modified LOM would be suitable for a curve-fitting multiwavelength approach to determine the optical constants of evaporated dye layers from the normal-incidence R and T measurements. Without a suitable model of the optical constants of organic materials, studies of their optical constants from R and T measurements would be limited to single-wavelength methods, which are generally of poor accuracy, especially if only normalincidence R and T are considered. Recently, approaches which combine single-wavelength and curve-fitting methods have been developed [7, 20, 24] . However, a simple curve-fitting method with a suitable model would have the advantage of a significantly lower number of parameters to be determined.
The problem of multiple solutions for single-wavelength methods has been analysed in detail [2] , and the problem of determination of the parameters of a model of the optical constants from the spectroscopic ellipsometry measurements has also been widely discussed [25, 26] . However, in the case where the derived values of the optical constants and not the measured quantities are fitted, there is little or no information on the fitting procedure used (see, for example, the works of Adachi et al [17, 18] ). In the cases where the objective function is specified, no explanation on the choice of the function is given. Forouhi and Bloomer [27] minimize the sum of squared absolute discrepancies for n and k simultaneously, with certain constraints on the allowed parameter values. However, minimizing the function
favours the spectral region where those values are large, while relative errors should be used to obtain the same sensitivity over the entire spectrum. Kim et al [22] have determined the model parameters by minimizing the relative discrepancies for the imaginary part and its three derivatives only, then determined three additional parameters for characterizing the real part of the dielectric function while keeping the other parameters fixed. In other words, only one (imaginary or real) part of the dielectric constant was considered at a time. Harman et al [28] fitted the optical constants of sapphire with 13 oscillators and did not specify the objective function used, but their results indicate that they might have used a similar function (they obtained excellent agreement for the imaginary part, but not for the real part). It was shown, however, that, with a modified LOM, an appropriate objective function and a global optimization routine, a good agreement with the same experimental data for both the real and imaginary parts can be obtained with seven oscillators [9] .
Here we show that a good agreement obtained for only one part (real or imaginary) of the index of refraction is no guarantee that the agreement with the experimental data for the other part would be equally good. The same results were obtained for both the modified and conventional LOM. The conventional LOM inherently satisfies KK relations, while LOM with adjustable broadening in a strict sense violates KK consistency [29] . Therefore, the appropriate choice of the objective function is even more important for the models with adjustable broadening. Numerical checks of the KK consistency of our results reveal only small deviations except for a constant offset due to high-energy contributions to the imaginary part, which is also present in the KK transformation of the experimental data. We demonstrate that good agreements for both parts strongly depend on the objective function employed for the model parameter determination. A non-suitable choice of the objective function also leads to multiple solutions, which can be distant in parameter space although the final objective function values differ only in the second or even fourth digit. This is the case for both the conventional and modified LOM. We show that a global optimization routine, namely acceptance-probability-controlled simulated annealing with an adaptive move generation procedure [30] , allows us to thoroughly investigate the entire parameter space and compare results for four different objective functions. It has been shown that the use of a global optimization routine enables significant improvement of the quality of the fit for the same model (in this case Adachi's model) [31] . Since the number of employed oscillators is four to seven, with 17-25 adjustable model parameters, the use of a global optimization routine is imperative. We have determined which objective function would provide minimal sensitivity to initial values and minimal dispersion of obtained parameters for similar final objective function values. Then, we have estimated parameters of the modified LOM which give good agreement with the experimental data for three different organic materials.
The paper is organized as follows. In section 2, we describe the model employed and define four different objective functions which are to be compared. In section 3, discussion of the obtained results is given, and the best choice of objective function is employed for model parameter determination for three evaporated dye layers. Finally, conclusions are drawn.
Description of the model and the objective function
We shall briefly discuss the applied model for the optical dielectric function. The real and imaginary parts of the complex dielectric function (ω) = 1 (ω) + i 2 (ω) of a semiconductor or insulator are given by
where m is the number of interband transitions with frequency ω j and damping constant j , while F j = f j ω 2 j is a parameter associated with oscillator strength f j , and ∞ is the dielectric constant arising from higher-lying transitions.
When the dielectric function is determined, the real and imaginary parts of the index of refraction are calculated from the expressions
Next let us discuss the broadening function in greater detail.
Two commonly used broadening functions, Lorentzian L and Gaussian G , are given by the expressions [23] 
The main difference between the two broadening functions is that the Gaussian broadening allows sharper changes of the optical constant values. However, if Gaussian broadening is assumed, the dielectric function cannot be expressed in analytically closed form. It has been shown that this problem can be overcome if the damping constant in the Lorentzian broadening function is replaced with a frequency-dependent expression [22] 
where the type of broadening depends on the adjustable model parameters α and . Rakić and Majewski [23] have successfully applied the same modification to Adachi's model dielectric function and thereby significantly improved the agreement between the model and the data for GaAs and AlAs. Figure 1 illustrates the influence of adjustable broadening on the dielectric constants of a single oscillator. It can be observed that a narrower absorption line corresponds to a larger change in the real part of the dielectric function. The same result can be obtained by a convolution of Lorentzian and Gaussian lines, which can be determined analytically in a closed form [21] or calculated numerically [19] . Since it is difficult to determine a priori which broadening mechanism is dominant in an experimentally established absorption line [15, 19] , the frequency-dependent damping concept proposed by Kim et al [22] represents a simple, yet effective, method to model the experimental dielectric function data accurately regardless of the broadening mechanism involved. If α = 0, the modified LOM is reduced to the conventional LOM. α > 0 represents a quantitative measure of the difference between actual lineshape and the pure Lorentzian lineshape. Varying α enables interpolation between the cases of Lorentzian (α = 0) and Gaussianlike (α ≈ 0.3) broadening [23] , while for large values of α asymmetric lineshapes can be produced, which makes this model very suitable for describing the optical constants of organic materials. In molecular crystals, any electronic transition is superimposed from a certain number of accompanying vibrational excitations. The situation is even more complicated because of the polycrystallinity of the films, which has been proposed as a possible reason for the considerable inhomogeneous linewidth contributions obtained for phthalocyanine films [19] . Therefore, we introduce frequency-dependent damping in modified LOM by replacing the damping constants in equations (1) and (2) with the expression given by equation (7) . A more detailed explanation and comparison with the conventional LOM is given elsewhere [8, 9] . For model parameter determination, we employ acceptanceprobability-controlled simulated annealing with an adaptive move generation procedure, which is described in detail in [30] . We compare the performance of four different objective functions. The objective functions are defined as follows: 
where the summation is performed over M available experimental points, while n expt (ω i ), n(ω i ) and k expt (ω i ), k(ω i ) refer to the experimental and calculated values of the real and imaginary parts of the index of refraction at point ω i , respectively. In all investigated objective functions,
Besides functions which take into account only one part of the index of refraction, b and c, we consider two functions which take into account discrepancies for both parts, a and d. The significant difference between functions a and d is that in the former case we have cross-correlation terms for the real and imaginary parts of the index of refraction. These cross-correlation terms ensure that the solution gives an equal quality fit for both the real and imaginary parts of the index of refraction. For the objective function d, which is widely used, in some cases the optimization algorithm can obtain a decrease of the objective function by reducing only the errors for one, real or imaginary, part of the index of refraction, while errors for the other part are increased. This can happen frequently even if a global optimization algorithm is employed. The algorithm starts from arbitrary initial parameters and high objective function values, and in the final phase it has difficulties in distinguishing among minima with similar objective function values, which can be quite distant in the model parameter space. This problem, as shown in this work, can be solved with an appropriate choice of the objective function. It should also be noted that, although not perfect, global optimization algorithms are still far superior to conventional downhill optimization methods.
Results and discussion
The main aim of this work has been to determine whether optical constants of evaporated dye layers can be successfully described with the modified LOM. Previous studies have shown that the Lorentzian broadening assumption is often inadequate to describe the absorption processes accurately [19] . Franke et al [19] have modelled the optical constants of phthalocyanine layers using their approach, which requires numerical integration of equations for the dielectric function. They have shown that a significant improvement has been achieved compared to the purely Lorentzian fit. The modification of the LOM employed here gives analytical equations for the dielectric function, while the broadening can vary over a range of functions, including both Lorentzian and Gaussian. An important advantage over the work of Franke et al [19] is that the large contributions of inhomogeneous broadening, which are needed to describe the evaporated dye layers appropriately, do not cause convergence problems.
We have considered three materials: copper-phthalocyanine (C1), indanthrenyellow GK (Y4, manufactured by Department of Chemistry, TU Dresden) and N,Ndimethylperylene-3,4:9,10-dicarboximide (M3) (the chemical structures of these materials are shown in figure 2 ). The experimental data for these three materials, which have been employed for our model parameter determination, have been measured by Fritz et al [32, 33] . The index of refraction data have been derived from the normal incidence reflectance and transmittance measurements of the evaporated dye layers of different thickness. The layers were produced by thermal evaporation from indirectly resistance-heated quartz cuvettes onto glass substrates at a pressure p 10 −4 Pa. For details of the determination of n and k from the measured R and T values see [32] . An attempt to fit the optical constants of these materials using the conventional oscillator model failed to produce satisfactory results, similar to [19] . This is illustrated in figure 3 , showing the agreement between the experimental data for Y4 dye (circles), the modified four-oscillator LOM (solid curve) and the conventional four-oscillator (dashed curve) and five-oscillator (dotted curve) LOM. The inset shows the enlarged coefficient of extinction in the absorption region. It can be clearly observed that the conventional LOM cannot reproduce accurately the shape of the curve (note the ripples from superposition of several oscillators). The inhomogeneously broadened oscillators of the modified LOM give much better approximation of the experimental data. Oscillator energies within the investigated spectral range are indicated with arrows, and in some cases additional oscillators outside the investigated spectral range are needed to improve the fit [11] . Adding more oscillators in the conventional LOM does not produce further improvements in the absorption region, so the obtained results with five and six oscillators are almost the same, with the sixth oscillator situated above 900 nm. In the case when the oscillator energy of the sixth oscillator is forced to be between 400 and 600 nm, inferior fits are obtained. Relative rms errors for the real and imaginary (where k > 0) parts of the index of refraction, ρ n and ρ k , are ρ n = 1.5% and ρ k = 6.8% for the four-oscillator LOM and ρ n = 1.2% and ρ k = 7.0% for the five-and sixoscillator LOM, compared to ρ n = 1.2% and ρ k = 1.4% for a four-oscillator modified LOM.
The impact of the choice of the objective function on obtained results is demonstrated for Y4 dye. each function we show the range around a value where the dispersion of the parameters is the largest. We have found that the objective functions b and c, which take into account only one part of the index of refraction, are more sensitive to the change of initial values and some parameters of the minimization algorithm. For these functions there exist a number of minima slightly different in the objective function values, nevertheless distant in the model parameter space. This is illustrated in figure 4 , which shows values of the model parameter 1∞ corresponding to similar final objective function values. Functions a and d are less sensitive to an initial value change, hence fewer points can be observed in figure 4 since there are fewer minima with similar objective function values. It can be observed that the function a, which has the cross-correlation term for n and k, shows the smallest dispersion of obtained parameter values. Results for the other model parameters follow a similar pattern, with the smallest dispersion obtained for the function a, and the largest for one of the functions b and c. For other materials investigated here, the same behaviour of the obtained parameters using objective functions a, b, c and d has been observed. It should be pointed out that we employ a global optimization algorithm, which is theoretically insensitive to changes in the initial values. Practically, the algorithm can avoid many local minima starting from an arbitrary initial point, but it has difficulties in a final phase in distinguishing between minima with slightly different objective function values. In other words, if one starts from a point which has an objective function value of about 1000, as a final result one can obtain 0.001, or 0.005, depending on initial conditions. Since in the initial phase many uphill moves are accepted, it is not possible to bias the final solution by the choice of initial values. Yet the final solution is still not completely independent of the initial values. Figure 5 shows a comparison of the experimental and calculated values for the real and imaginary parts of the index of refraction. It is clearly observed that the objective functions b and c give a good agreement with the experimental data only for the part of the index of refraction which they take into account. Objective functions a and d obtain good results for both parts of the index of refraction. However, the relative rms errors for the real and imaginary (where k > 0) parts of the index of refraction, ρ n and ρ k , are lower for the function a, i.e. they are equal to 1.2 and 1.4% respectively. The relative rms errors for the function b are ρ n = 20.9% and ρ k = 0.8%, for the function c we obtain ρ n = 0.5% and ρ k = 67.8%, while for objective function d ρ n = 2.1% and ρ k = 1.1% are obtained. Therefore, it is imperative to fit both parts of the index of refraction (or the dielectric function) at the same time. The question of choice between the functions a and d is more subtle. Both functions take into the account the real and imaginary parts of the index of refraction at the same time, and the errors for both parts are of the same order of magnitude. However, the error for the real part of the index of refraction is smaller for the function a, while the errors for the imaginary part are almost the same. Also, the function a is less sensitive to the choice of initial parameter values. This feature represents a significant advantage, for example, in fitting the optical constants of semiconductor ternary alloys.
Therefore, the objective function a should be employed for the model parameter estimation. The proper choice of the objective function and the use of a global optimization algorithm are still not an absolute guarantee of obtaining the best solution from the physical point of view. Thus, any additional information, such as errors of the input data (which are often unknown when data from the literature are fitted) or the possible range of oscillator frequencies, should be used to bias or constrain the minimization algorithm towards obtaining a physically more correct solution. Figure 6 shows the real and imaginary parts of the index of refraction of the C1 dye layer. The obtained model parameters for all three materials are listed in table 1. We have used six oscillators, and obtained relative rms errors for n and k equal to 1.7 and 3.7%, respectively. The real and imaginary parts of the index of refraction of the M3 dye layer as a function of energy are depicted in figure 7 . In this case, seven oscillators have been used, and obtained relative rms errors are ρ n = 1.4% and ρ k = 1.8%. It should be pointed out that it is often necessary to use oscillators outside the investigated spectral range in order to improve the fit. Those oscillators compensate for the existence of transitions outside the investigated spectral range which cannot be adequately described with ∞ because they are not far enough from the boundary, so their contribution exhibits some wavelength dependence. However, it is not possible to determine accurately the position of the transitions outside the investigated spectral range. Therefore, parameter values where ω j is outside the investigated spectral range should not be considered to indicate existence of a transition in the vicinity of ω j . They only indicate that there is a transition outside the investigated spectral range which is relatively close to the boundary, but whose exact position is unknown. Also, the existence of a strong oscillator at high energy, as obtained for M3 dye, can cause a very low ∞ value since most of the higher-lying transitions are taken into account via this oscillator.
Conclusion
We have modelled the optical properties of three different evaporated dye layers using a modified LOM. For all three materials, we obtain a good agreement with the experimental data, illustrated by low relative rms errors. Also, we have analysed the impact of the choice of the objective function on the obtained results. We have shown that the objective function used for model parameter determination has to take into account both the real and imaginary parts, n and k, of the index of refraction. Also, an objective function providing cross-correlation between n and k is found to be less sensitive to the change of initial values and gives similar rms errors for n and for k. The simple sum of the squared relative errors for n and k gives almost twice the rms error for n as for k, although both of those errors are small.
