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Abstract
Discrete random structures are important tools in Bayesian nonparametrics and
the resulting models have proven effective in density estimation, clustering, topic mod-
eling and prediction, among others. In this paper, we consider nested processes and
study the dependence structures they induce. Dependence ranges between homogene-
ity, corresponding to full exchangeability, and maximum heterogeneity, corresponding
to (unconditional) independence across samples. The popular nested Dirichlet process
is shown to degenerate to the fully exchangeable case when there are ties across sam-
ples at the observed or latent level. To overcome this drawback, inherent to nesting
general discrete random measures, we introduce a novel class of latent nested pro-
cesses. These are obtained by adding common and group-specific completely random
measures and, then, normalising to yield dependent random probability measures.
We provide results on the partition distributions induced by latent nested processes,
and develop an Markov Chain Monte Carlo sampler for Bayesian inferences. A test
for distributional homogeneity across groups is obtained as a by product. The results
and their inferential implications are showcased on synthetic and real data.
Keywords: Bayesian nonparametrics; Completely random measures; Dependent nonpara-
metric priors; Heterogeneity; Mixture models; Nested processes.
1 Introduction
Data that are generated from different (though related) studies, populations or experiments
are typically characterised by some degree of heterogeneity. A number of Bayesian non-
parametric models have been proposed to accommodate such data structures, but analytic
complexity has limited understanding of the implied dependence structure across samples.
The spectrum of possible dependence ranges from homogeneity, corresponding to full ex-
changeability, to complete heterogeneity, corresponding to unconditional independence. It
is clearly desirable to construct a prior that can cover this full spectrum, leading to a
posterior that can appropriately adapt to the true dependence structure in the available
data.
This problem has been partly addressed in several papers. In Lijoi et al. (2014) a class of
random probability measures is defined in such a way that proximity to full exchangeability
or independence is expressed in terms of a r0, 1s–valued random variable. In the same spirit,
a model decomposable into idiosyncratic and common components is devised in Mu¨ller
et al. (2004). Alternatively, approaches based on Po´lya tree priors are developed in Ma
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& Wong (2011), Holmes et al. (2015), Filippi & Holmes (2017), while a multi–resolution
scanning method is proposed in Soriano & Ma (2017). In Bhattacharya & Dunson (2012)
Dirichlet process mixtures are used to test homogeneity across groups of observations on a
manifold. A popular class of dependent nonparametric priors that fits this framework is the
nested Dirichlet process of Rodr´ıguez et al. (2008), which aims at clustering the probability
distributions associated to d populations. For d “ 2 this model is
Xi,1, Xj,2 | pp˜1, p˜2q ind„ p˜1 ˆ p˜2
pp˜1, p˜2q | q˜ „ q˜2, q˜ “
ÿ
iě1
ωi δGi
(1)
where the random elements X` “ pXi,`qiě1, for ` “ 1, 2, take values in a space X, the
sequences pωiqiě1 and pGiqiě1 are independent, with řiě1 ωi “ 1 almost surely, and the
Gi’s are i.i.d. random probability measures on X such that
Gi “
ÿ
tě1
wt,iδθt,i , θt,i
iid„ P (2)
for some non–atomic probability measure P on X. In Rodr´ıguez et al. (2008) it is assumed
that q˜ and the Gi’s are realizations of Dirichlet processes while in Rodr´ıguez & Dunson
(2014) it is assumed they are from a generalised Dirichlet process introduced in Hjort
(2000). Due to discreteness of q˜, one has p˜1 “ p˜2 with positive probability allowing for
clustering at the level of the populations’ distributions and implying X1 „ X2 in such
cases.
The nested Dirichlet process has been widely used in a rich variety of applications, but it
has an unappealing characteristic that provides motivation for this article. In particular, if
X1 and X2 share at least one value, then the posterior distribution of pp˜1, p˜2q degenerates
on tp˜1 “ p˜2u, forcing homogeneity across the two samples. This occurs also in nested
Dirichlet process mixture models in which the Xi,` are latent, and is not specific to the
Dirichlet process but is a consequence of nesting discrete random probabilities.
To overcome this major limitation, we propose a more flexible class of latent nested pro-
cesses, which preserve heterogeneity a posteriori, even when distinct values are shared by
different samples. Latent nested processes define p˜1 and p˜2 in (1) as resulting from normal-
isation of an additive random measure model with common and idiosyncratic components,
the latter with nested structure. Latent nested processes are shown to have appealing distri-
butional properties. In particular, nesting corresponds, in terms of the induced partitions,
to a convex combination of full exchangeability and unconditional independence, the two
extreme cases. This leads naturally to methodology for testing equality of distributions.
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2 Nested processes
2.1 Generalising nested Dirichlet processes via normalised ran-
dom measures
We first propose a class of nested processes that generalise nested Dirichlet processes by
replacing the Dirichlet process components with a more flexible class of random measures.
The idea is to define q˜ in (1) in terms of normalised completely random measures on the
space P of probability measures on X. Let µ˜ be an almost surely finite completely random
measure without fixed points of discontinuity, i.e. µ˜ “ řiě1 JiδGi whereGi are i.i.d. random
probability measures on X with some fixed distribution Q on P. The corresponding Le´vy
measure on R` ˆ P is assumed to factorise as
νpds, dpq “ c ρpsq ds Qpdpq (3)
where ρ is some non–negative function such that
ş8
0
mint1, suρpsq ds ă 8 and c ą 0. Since
such a ν characterises µ˜ through its Le´vy-Khintchine representation
E
”
e´λµ˜pAq
ı
“ exp
”
´ cQpAq
ż 8
0
´
1´ e´λs
¯
ρpsq ds
ı
“: e´cQpAqψpλq (4)
for any measurable A Ă P, we use the notation µ˜ „ CRMrν;Ps. The function ψ in (4) is
also referred to as the Laplace exponent of µ˜. For a more extensive treatment of completely
random measures, see Kingman (1993). If one additionally assumes that
ş8
0
ρpsq ds “ 8,
then µ˜pPq ą 0 almost surely and we can define q˜ in (1) as
q˜
d“ µ˜
µ˜pPq (5)
This is known as a normalised random measure with independent increments, introduced
in Regazzini et al. (2003), and is denoted as q˜ „ NRMIrν;Ps. The baseline measure, Q, of
µ˜ in (3) is, in turn, the probability distribution of q˜0 „ NRMIrν0;Xs, with q˜0 d“ µ˜0{µ˜0pXq
and µ˜0 having Le´vy measure
ν0pds, dxq “ c0 ρ0psq ds Q0pdxq (6)
for some non–negative function ρ0 such that
ş8
0
mint1, su ρ0psq ds ă 8 and
ş8
0
ρ0psqds “ 8.
Moreover, Q0 is a non–atomic probability measure on X and ψ0 is the Laplace exponent
of µ˜0. The resulting general class of nested processes is such that pp˜1, p˜2q|q˜ „ q˜2 and is
indicated by pp˜1, p˜2q „ NPpν0, νq. The nested Dirichlet process of Rodr´ıguez et al. (2008)
is recovered by specifying µ˜ and µ˜0 to be gamma processes, namely ρpsq “ ρ0psq “ s´1 e´s,
so that both q˜ and q˜0 are Dirichlet processes.
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2.2 Clustering properties of nested processes
A key property of nested processes is their ability to cluster both population distribu-
tions and data from each population. In this subsection, we present results on: (i) the
prior probability that p˜1 “ p˜2 and the resulting impact on ties at the observations’ level;
(ii) equations for mixed moments as convex combinations of fully exchangeable and un-
conditionally independent special cases; and (iii) a similar convexity result for partially
exchangeable partition probability function. The probability distribution of an exchange-
able partition depends only on the numbers of objects in each group; the exchangeable
partition probability function is the probability of observing a particular partition as a
function of the group counts. Partial exchangeability is exchangeability within samples;
the partially exchangeable partition probability function depends only on the number of
objects in each group that are idiosyncratic to a group and common. Simple forms for the
partially exchangeable partition probability function not only provide key insights into the
clustering properties but also greatly facilitate computation.
Before stating result (i), define
τqpuq “
ż 8
0
sq e´us ρpsq ds, τ p0qq puq “
ż 8
0
sq e´us ρ0psq ds,
for any u ą 0, and agree that τ0puq ” τ p0q0 puq ” 1.
Proposition 1. If pp˜1, p˜2q „ NPpν0, νq, c “ QpPq and c0 “ Q0pXq, then
pi1 :“ Ppp˜1 “ p˜2q “ c
ż 8
0
u e´cψpuq τ2puq du (7)
and the probability that any two observations from the two samples coincide equals
PpXj,1 “ Xk,2q “ pi1 c0
ż 8
0
u e´c0 ψ0puq τ p0q2 puq ds ą 0. (8)
This result shows that the probability of p˜1 and p˜2 coinciding is positive, as desired,
but also that this implies a positive probability of ties at the observations’ level. Moreover,
(7) only depends on ν and not ν0, since the latter acts on the X space. In contrast, the
probability that any two observations Xj,1 and Xk,2 from the two samples coincide given
in (8) depends also on ν0. If pp˜1, p˜2q is a nested Dirichlet process, which corresponds to
ρpsq “ ρ0psq “ e´s{s, one obtains pi1 “ 1{pc` 1q and PpX1,1 “ X1,2q “ pi1{pc0 ` 1q.
The following proposition [our result (ii)] provides a representation of mixed moments
as a convex combination of full exchangeability and unconditional independence between
samples.
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Proposition 2. If pp˜1, p˜2q „ NPpν0, νq and pi1 “ Ppp˜1 “ p˜2q is as in (7), then
E
” ż
P2
X
f1pp1qf2pp2qq˜pdp1qq˜pdp2q
ı
“ pi1
ż
PX
f1ppqf2ppqQpdpq ` p1´ pi1q
ż
PX
f1ppqQpdpq
ż
PX
f2ppqQpdpq
(9)
for all measurable functions f1, f2 : PÑ R`.
This convexity property is a key property of nested processes.
The component with weight 1 ´ pi1 in (9) accounts for heterogeneity among data
from different populations and it is important to retain this component also a posteri-
ori in (1). Proposition 2 is instrumental to obtain our main result (iii) characterizing
the partially exchangeable random partition induced by X
pn1q
1 “ pX1,1, . . . , Xn1,1q and
X
pn2q
2 “ pX1,2, . . . , Xn2,2q in (1). To fix ideas consider a partition of the ni data of sam-
ple X
pniq
i into ki specific groups and k0 groups shared with sample X
pnjq
j (j ‰ i) with
corresponding frequencies ni “ pn1,i, . . . , nki,iq and qi “ pq1,i, . . . , qk0,iq. For example,
X
p7q
1 “ p0.5, 2, ´1, 5, 5, 0.5, 0.5q and Xp4q2 “ p5, ´2, 0.5, 0.5q yield a partition of
n1 ` n2 “ 11 objects into 5 groups of which k1 “ 2 and k2 “ 1 are specific to the first
and the second sample, respectively, and k0 “ 2 are shared. Moreover, the frequencies
are n1 “ p1, 1q, n2 “ p1q, q1 “ p3, 2q and q2 “ p2, 1q. Let us start by analyzing the two
extreme cases. For the fully exchangeable case (in the sense of exchangeability holding true
across both samples), one obtains the exchangeable partition probability function
Φ
pNq
k pn1,n2, q1 ` q2q “
ck0
ΓpNq
ż 8
0
uN´1e´c0ψ0puq
ˆ
k1ź
j“1
τ p0qnj,1puq
k2ź
i“1
τ p0qni,2puq
k0ź
r“1
τ
p0q
qr,1`qr,2puq du
(10)
having set N “ n1`n2, k “ k0`k1`k2 and |a| “ řpi“1 ai for any vector a “ pa1, . . . , apq P
Rp with p ě 2. The marginal exchangeable partition probability functions for the individual
sample ` “ 1, 2 are
Φ
pn`q
k0`k`pn`, q`q “
pc0qk0`k`
Γpn`q
ż 8
0
un`´1 e´c0 ψ0puq
kź`
j“1
τ p0qnj,`puq
k0ź
r“1
τ p0qqr,`puq du (11)
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Both (10) and (11) hold true with the constraints
řk`
j“1 nj,``
řk0
r“1 qr,` “ n` and 1 ď k``k0 ď
n`, for each ` “ 1, 2. Finally, the convention τ p0q0 ” 1 implies that whenever an argument
of the function Φ
pnq
k is zero, then it reduces to Φ
pnq
k´1. For example, Φ
p6q
3 p0, 2, 4q “ Φp6q2 p2, 4q.
Both (10) and (11) solely depend on the Le´vy intensity of the completely random measure
and can be made explicit for specific choices. We are now ready to state our main result
(iii).
Theorem 1. The random partition induced by the samples X
pn1q
1 and X
pn2q
2 drawn from
pp˜1, p˜2q „ NPpν0, νq, according to (1), is characterised by the partially exchangeable parti-
tion probability function
Π
pNq
k pn1,n2, q1, q2q “ pi1 ΦpNqk pn1,n2, q1 ` q2q
` p1´ pi1q Φpn1`|q1|qk0`k1 pn1, q1qΦpn2`|q2|qk0`k2 pn2, q2q1t0upk0q
(12)
The two independent exchangeable partition probability functions in the second sum-
mand on the right–hand side of (12) are crucial for accounting for the heterogeneity across
samples. However, the result shows that one shared value, i.e. k0 ě 1, forces the random
partition to degenerate to the fully exchangeable case in (10). Hence, a single tie forces the
two samples to be homogeneous, representing a serious limitation of all nested processes
including the nDP special case. This result shows that degeneracy is a consequence of
combining simple discrete random probabilities with nesting. In the following section, we
develop a generalisation that is able to preserve heterogeneity in presence of ties between
the samples.
3 Latent nested processes
To address degeneracy of the partially exchangeable partition probability function in (12),
we look for a model that, while still able to cluster random probabilities, can also take into
account heterogeneity of the data in presence of ties between X
pn1q
1 and X
pn2q
2 . The issue is
relevant also in mixture models where p˜1 and p˜2 are used to model partially exchangeable
latent variables such as, e.g., vectors of means and variances in normal mixture models.
To see this, consider a simple density estimation problem, where two-sample data of sizes
n1 “ n2 “ 100 are generated from
Xi,1 „ 1
2
Np5, 0.6q ` 1
2
Np10, 0.6q Xj,2 „ 1
2
Np5, 0.6q ` 1
2
Np0, 0.6q.
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This can be modeled by dependent normal mixtures with mean and variance specified in
terms of a nested structure as in (1). The results, carried out by employing the algorithms
detailed in Section 4, show two possible outcomes: either the model is able to estimate
well the two bimodal marginal densities, while not identifying the presence of a common
component, or it identifies the shared mixture component but does not yield a sensible
estimate of the marginal densities, which both display three modes. The latter situation
is displayed in Figure 1: once the shared component p5, 0.6q is detected, the two marginal
distributions are considered identical as the whole dependence structure boils down to
exchangeability across the two samples.
(a) (b)
Figure 1: Nested σ–stable mixture models: Estimated densities (blue) and true densities
(red), for X
p100q
1 in Panel (a) and for X
p100q
2 in Panel (b).
This critical issue can be tackled by a novel class of latent nested processes. Specifically,
we introduce a model where the nesting structure is placed at the level of the underlying
completely random measures, which leads to greater flexibility while preserving tractability.
In order to define the new process, let M be the space of boundedly finite measures on X
and Q the probability measure on M induced by µ˜0 „ CRMrν0;Xs, where ν0 is as in (6).
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Hence, for any measurable subset A of X
E
”
e´λµ˜0pAq
ı
“
ż
M
e´λmpAqQpdmq “ exp
!
´ c0Q0pAq
ż 8
0
´
1´ e´λs
¯
ρ0psq ds
)
.
Definition 1. Let q˜ „ NRMIrν;Ms, with νpds, dmq “ cρpsqdsQpdmq. Random probabil-
ity measures pp˜1, p˜2q are a latent nested process if
p˜` “ µ` ` µS
µ`pXq ` µSpXq ` “ 1, 2, (13)
where pµ1, µ2, µSq | q˜ „ q˜2 ˆ q˜S and q˜S is the law of a CRMrν0˚ ;Xs, where ν0˚ “ γ ν0, for
some γ ą 0. Henceforth, we will use the notation pp˜1, p˜2q „ LNPpγ, ν0, νq.
Furthermore, since
p˜i “ wi µi
µipXq ` p1´ wiq
µS
µSpXq , where wi “
µipXq
µSpXq ` µipXq , (14)
each p˜i is a mixture of two components: an idiosyncratic component µi{µipXq and a shared
component µS{µSpXq. Here µS preserves heterogeneity across samples even when shared
values are present. The parameter γ in the intensity ν0˚ tunes the effect of such a shared
CRM. One recovers model (1) as γ Ñ 0. A generalisation to nested completely random
measures of the results given in Propositions 1 and 2 is provided in the following proposition,
whose proof is omitted.
Proposition 3. If pµ1, µ2q | q˜ „ q˜2, where q˜ „ NRMIrν;Ms as in Definition 1, then
pi˚1 “ Ppµ1 “ µ2q “ c
ż 8
0
u e´cψpuq τ2puq du (15)
and
E
” ż
M2
f1pm1q f2pm2q q˜2pdm1, dm2q
ı
“ pi˚1
ż
M
f1pmq f2pmqQpdmq
` p1´ pi˚1 q
2ź
`“1
ż
M
f`pmqQpdmq
(16)
for all measurable functions f1, f2 : MÑ R`.
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Proposition 4. If pp˜1, p˜2q „ LNPpγ, ν0, νq, then Ppp˜1 “ p˜2q “ Ppµ1 “ µ2q.
Proposition 4, combined with tp˜1 “ p˜1u “ tµ1 “ µ2u Y ptp˜1 “ p˜2u X tµ1 ‰ µ2uq, entails
Prtp˜1 “ p˜2u X tµ1 ‰ µ2us “ 0 namely
Pptp˜1 “ p˜2u X tµ1 “ µ2uq ` Pptp˜1 ‰ p˜2u X tµ1 ‰ µ2uq “ 1
and, then, the random variables 1 tp˜1 “ p˜2u and 1 tµ1 “ µ2u coincide almost surely. As
a consequence the posterior distribution of 1 tµ1 “ µ2u can be readily employed to test
equality between the distributions of the two samples. Further details are given in Section
5.
For analytic purposes, it is convenient to introduce an augmented version of the la-
tent nested process, which includes latent indicator variables. In particular, pXi,1, Xj,2q |
pp˜1, p˜2q „ p˜1 ˆ p˜2, with pp˜1, p˜2q „ LNPpγ, ν0, νq if and only if
pXi,1, Xj,2q | pζi,1, ζj,2, µ1, µ2, µSq ind„ pζ1,i ˆ p2ζ2,j
pζi,1, ζj,2q | pµ1, µ2, µSq „ Bernpw1q ˆ Bernpw2q
pµ1, µ2, µSq | pq˜, q˜Sq „ q˜2 ˆ q˜S.
(17)
The latent variables ζi,` indicate which random probability measure between p` and p0 “ pS
generates each Xi,`, for i “ 1, . . . , n`.
Theorem 2. The random partition induced by the samples X
pn1q
1 and X
pn2q
2 drawn from
pp˜1, p˜2q „ LNPpγ, ν0, νq, as in (17), is characterised by the partially exchangeable partition
probability function
Π
pNq
k pn1,n2, q1, q2q “ pi˚1
ck0p1` γqk
ΓpNq
ˆ
ż 8
0
sN´1e´p1`γqc0ψ0psq
2ź
`“1
kź`
j“1
τ p0qnj,`psq
k0ź
j“1
τ
p0q
qj,1`qj,2psqds
` p1´ pi˚1 q
ÿ
p˚q
I2pn1,n2, q1 ` q2, ζ˚q
(18)
where
I2pn1,n2, q1 ` q2, ζ˚q “ c
k
0γ
k´k¯
Γpn1qΓpn2q
ż 8
0
ż 8
0
un1´1vn2´1e´γc0ψ0pu`vq´c0pψ0puq`ψ0pvqq
10
ˆ
k1ź
j“1
τ p0qnj,1pu` p1´ ζ˚j,1qvq
k2ź
j“1
τ p0qnj,2pp1´ ζ˚j,2qu` vq
k0ź
j“1
τ
p0q
qj,1`qj,2pu` vqdudv
and the sum in the second summand on the right hand side of (18) runs over all the possible
labels ζ˚ P t0, 1uk1`k2.
The partially exchangeable partition probability function (18) is a convex linear combi-
nation of an exchangeable partition probability function corresponding to full exchangeabil-
ity across samples and one corresponding to unconditional independence. Heterogeneity
across samples is preserved even in the presence of shared values. The above result is stated
in full generality, and hence may seem somewhat complex. However, as the following ex-
amples show, when considering stable or gamma random measures, explicit expressions are
obtained. When γ Ñ 0 the expression (18) reduces to (12), which means that the nested
process is achieved as a special case.
Example 1. Based on Theorem 2 we can derive an explicit expression of the partition
structure of latent nested σ–stable processes. Suppose ρpsq “ σ s´1´σ{Γp1´ σq and ρ0psq “
σ0 s
´1´σ0{Γp1 ´ σ0q, for some σ and σ0 in p0, 1q. In such a situation it is easy to see that
pi1˚ “ 1 ´ σ, τ p0qq puq “ σ0p1 ´ σ0qq´1uσ0´q and ψ0puq “ uσ0. Moreover let c0 “ c “ 1, since
the total mass of a stable process is redundant under normalization. If we further set
Jσ0,γpH1, H2;Hq :“
ż 1
0
wH1´1p1´ wqH2´1
rγ ` wσ0 ` p1´ wqσ0sH dw,
for any positive H1, H2 and H, and
ξapn1,n2, q1 ` q2q :“
2ź
`“1
kź`
j“1
p1´ aqnj,`´1
k0ź
j“1
p1´ aqqj,1`qj,2´1,
for any a P r0, 1q, then the partially exchangeable partition probability function in (18) may
be rewritten as
Π
pNq
k pn1,n2, q1, q2q “ σk´10 Γpkqξσ0pn1,n2, q1 ` q2q
"p1´ σq
ΓpNq `
σ
Γpn1qΓpn2q
ˆ
ÿ
p˚q
γk´k¯ Jσ0,γpn1 ´ n¯1 ` k¯1σ0, n2 ´ n¯2 ` k¯2σ0; kq
,.- .
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The sum with respect to ζ˚ can be evaluated and it turns out that
Π
pnq
k pn1,n2, q1 ` q2q “
σk´10 Γpkq
Γpnq ξσ0pn1,n2, q1 ` q2q
”
1´ σ ` σγk0 Bpk1σ0, k2σ0q
Bpn1, n2q
ˆ
ż 1
0
śk1
j“1p1` γwnj,1´σ0q
śk2
i“1r1` γp1´ wqsni,2´σ0”
γ ` wσ0 ` p1´ wqσ0
ık Betapdw; k1σ0, k2σ0q ı
where Betap ¨ ; a, bq stands for the beta distribution with parameters a and b, while Bpp, qq is
the beta function with parameters p and q. As it is well–known, σk´10 Γpkq ξσ0pn1,n2, q1 `
q2q{ΓpNq is the exchangeable partition probability function of a normalised σ0–stable pro-
cess. Details on the above derivation, as well as for the following example, can be found in
the Appendix.
Example 2. Let ρpsq “ ρ0psq “ e´s{s. Recall that τ p0qq puq “ Γpqq{pu ` 1qq and ψ0puq “
logp1`uq, furthermore pi1˚ “ 1{p1`cq by standard calculations. From Theorem 2 we obtain
the partition structure of the latent nested Dirichlet process
Π
pNq
k pn1,n2, q1, q2q “ ξ0pn1,n2, q1 ` q2qck0
"
1
1` c
p1` γqk
pc0p1` γqqN
` c
1` c
ÿ
p˚q
γk´k¯
pαqn2pβqn1 3F2pc0 ` n¯2, α, n1;α ` n2, β ` n1; 1q
,.-
where α “ pγ ` 1qc0 ` n1 ´ n¯1, β “ c0p2 ` γq and 3F2 is the generalised hypergeometric
function. In the same spirit as in the previous example, the first element in the linear
convex combination above ck0p1 ` γqk ξ0pn1,n2, q1 ` q2q{pc0p1 ` γqqN is nothing but the
Ewens’ sampling formula, i.e. the exchangeable partition probability function associated to
the Dirichlet process whose base measure has total mass c0p1` γq.
4 Markov Chain Monte Carlo algorithm
We develop a class of Markov Chain Monte Carlo algorithms for posterior computation
in latent nested process models relying on the partially exchangeable partition probability
functions in Theorem 2, as they tended to be more effective. Moreover, the sampler is
presented in the context of density estimation, where
Xj,` | pθpn1q1 ,θpn2q2 q ind„ hp ¨ ; θj,`q ` “ 1, 2
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pXi,1, Xj,2q | pθpn1q1 ,θpn2q2 q ind„ hp ¨ ; θi,1q ˆ hp ¨ ; θj,2q
and the vectors θ
pn`q
` “ pθ1,`, . . . , θn`,`q, for ` “ 1, 2 and with each θi,` taking values in
Θ Ă Rb, are partially exchangeable and governed by a pair of pp˜1, p˜2q as in (17). The
discreteness of p˜1 and p˜2 entails ties among the latent variables θ
pn1q
1 and θ
pn2q
2 that give
rise to k “ k1 ` k2 ` k0 distinct clusters identified by
• the k1 distinct values specific to θpn1q1 , i.e. not shared with θpn2q2 . These are denoted
as θ1˚ :“ pθ1˚,1, . . . , θk˚1,1q, with corresponding frequencies n1 and labels ζ1˚ ;
• the k2 distinct values specific to θpn2q2 , i.e. not shared with θpn1q1 . These are denoted
as θ2˚ :“ pθ1˚,2, . . . , θk˚2,2q, with corresponding frequencies n2 and labels ζ2˚ ;
• the k0 distinct values shared by θpn1q1 and θpn2q2 . These are denoted as θ0˚ :“ pθ1˚,0, . . . , θk˚0,0q,
with q` being their frequencies in θ
pn`q
` and shared labels ζ0˚ .
As a straightforward consequence of Theorem 2, one can determine the joint distribution
of the data X, the corresponding latent variables θ and labels ζ as follows
fpx | θqΠpNqk pn1,n2, q1, q2q
2ź
`“0
kź`
j“1
Q0pdθ˚j,`q (19)
where Π
pNq
k is as in (18) and, for Cj,` :“ ti : θi,` “ θj˚,`u and Cr,`,0 :“ ti : θi,` “ θr˚,0u,
fpx | θq “
2ź
`“1
kź`
j“1
ź
iPCj,`
hpxi,`; θ˚j,`q
k0ź
r“1
ź
iPCr,`,0
hpxi,`; θ˚r,0q.
We do now specialise (19) to the case of latent nested σ–stable processes described in
Example 1. The Gibbs sampler is described just for sampling θ
pn1q
1 , since the structure
is replicated for θ
pn2q
2 . To simplify the notation, v
´j denotes the random variable v after
the removal of θj,1. Moreover, with T “ pX,θ, ζ, σ, σ0,φq, we let T´θj,1 stand for T after
deleting θj,1, I “ 1tp˜1 “ p˜2u and Qj˚ pdθq “ hpxj,1; θqQ0pdθq{
ş
Θ
hpxj,1; θqQ0pdθq. Here φ
denotes a vector of hyperparameters entering the definition of the base measure Q0. The
updating structure of the Gibbs sampler is as follows
(1) Sample θj,1 from
Ppθj,1 P dθ |T´θj,1 , I “ 1q “ w0Q˚j,1pdθq `
ÿ
ti: ζ˚,´ji,0 “ζj,1u
wi,0δtθ˚,´ji,0 updθq
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`
ÿ
ti: ζ˚,´ji,1 “ζj,1u
wi,1δtθ˚,´ji,1 updθq `
ÿ
ti: ζ˚,´ji,2 “ζj,1u
wi,2δtθ˚,´ji,2 updθq
Ppθj,1 P dθ |T´θj,1 , I “ 0q “ w10Q˚j,1pdθq `
ÿ
ti: ζ˚,´ji,1 “ζj,1u
w1i,1δtθ˚,´ji,1 updθq
` 1t0upζj,1q
” ÿ
ti: ζ˚,´ji,2 “0u
w1i,2δtθ˚,´ji,2 updθq `
k0ÿ
r“1
w1r,0δtθ˚,´jr,0 updθq
ı
where
w0 9 γ
1´ζj,1σ0 k´r
1` γ hpxj,1; θq, wi,` 9 pn
´j
i,` ´ σ0qhpxj,1; θ˚,´ji,` q ` “ 1, 2
wi,0 9 pq´ji,1 ` q´ji,2 ´ σ0qhpxj,1; θ˚,´ji,0 q
and, with a1 “ n1 ´ pn¯´j1 ` ζj,1q ` k¯´j1 σ0 and a2 “ n2 ´ n¯2 ` k¯2σ0, one further has
w10 9 γ1´ζj,1σ0k´jJσ0pa1 ` ζj,1σ0, a2; k´j ` 1qhpxj,1; θq,
w1i,` 9 Jσ0pa1, a2; k´jq pn´ji,` ´ σ0qhpxj,`; θ˚,´jj,` q ` “ 1, 2,
w1i,0 9 Jσ0pa1, a2; k´jq pq´ji,1 ` q´ji,2 ´ σ0qhpxj,1; θ˚,´ji,0 q.
(2) Sample ζj˚,1 from
Ppζ˚j,1 “ x | T´ζ˚j,1 , I “ 1q “
γ1´x
1` γ
Ppζ˚j,1 “ x | T´ζ˚j,1 , I “ 0q 9 γk´kx´k¯0´k¯2Jσ0pn1 ´ nx ` kxσ0, n2 ´ n¯2 ` k¯2σ0; kq
where x P t0, 1u, kx :“ x` |ζ˚,´j1 | and nx “ nj,1x` |ζ˚,´j1 d n´j1 |, where ad b denotes the
component–wise product between two vectors a, b. Moreover, it should be stressed that,
conditional on I “ 0, the labels ζr˚,0 are degenerate at x “ 0 for each r “ 1, . . . , k0.
(3) Update I from
PpI “ 1 | T q “ 1´ PpI “ 0 |T q “ p1´ σqBpn1, n2qp1´ σqBpn1, n2q ` σJσ0pa¯1, a¯2; kqp1` γqk
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where a¯1 “ n1 ´ n¯1 ` k¯1σ0 and a¯2 “ n2 ´ n¯2 ` k¯2σ0. This sampling distribution holds true
whenever θ
pn1q
1 and θ
pn2q
2 do not share any value θj˚,0 with label ζj˚,0 “ 1. If this situation
occurs, then PpI “ 1 | T q “ 1.
(4) Update σ and σ0 from
fpσ0 |T´σ0 , Iq 9 J1´Iσ0 pa¯1, a¯2; kq σk´10 κ0pσ0q
2ź
`“1
kź`
j“1
p1´ σ0qnj,`´1
k0ź
r“1
p1´ σ0qqr,1`qr,2´1
fpσ |T´σ, Iq 9 κpσq
“p1´ σq1t1upIq ` σ1t0upIq‰
where κ and κ0 are the priors for σ and σ0, respectively.
(5) Update γ from
fpγ |T´γ, Iq 9 γk´k¯ gpγq
” 1´ σ
p1` γqk 1t1upIq ` σ Jσ0pa¯1, a¯2; kq1t0upIq
ı
where g is the prior distribution for γ.
Finally, the updating of the hyperparameters depends on the specification of Q0 that
is adopted. They will be displayed in the next section, under the assumption that Q0 is a
normal/inverse–Gamma.
The evaluation of the integral Jσ0ph1, h2;hq is essential for the implementation of the
Markov Chain Monte Carlo procedure. This can be accomplished through numerical meth-
ods based on quadrature. However, computational issues arise when h1 and h2 are both
less than 1 and the integrand defining Jσ0 is no longer bounded, although still integrable.
For this reason we propose a plain Monte Carlo approximation of Jσ0 based on observing
that
Jσ0ph1, h2;hq “ Bph1, h2q E
! 1
rγ `W σ0 ` p1´W qσ0sh
)
,
with W „ Betaph1, h2q. Then generating an i.i.d. sample tWiuLi“1 of length L, with
Wi „ W , we get the following approximation
Jσ0ph1, h2;hq « Bph1, h2q 1L
Lÿ
i
1
rγ `W σ0i ` p1´Wiqσ0sh
.
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5 Illustrations
The algorithm introduced in Section 4 is employed here to estimate dependent random
densities. Before implementation, we need first to complete the model specification of our
latent nested model (13). Let Θ “ R ˆ R` and hp¨; pM,V qq be Gaussian with mean M
and variance V . Moreover, as customary, Q0 is assumed to be a normal/inverse–Gamma
distribution
Q0pdM, dV q “ Q0,1pdV qQ0,2pdM |V q
with Q0,1 an inverse–Gamma probability distribution with parameters ps0, S0q and Q0,2 a
Gaussian with mean m and variance τV . Furthermore, the hyperpriors are
τ´1 „ Gampw{2,W {2q, m „ Npa,Aq,
for some real parameters w ą 0,W ą 0, A ą 0 and a P R. In the simulation studies we
have set pw,W q “ p1, 100q, pa,Aq “ ppn1X¯ ` n2Y¯ q{pn1 ` n2q, 2q. The parameters τ and m
are updated on the basis of their full conditional distributions, which can be easily derived,
and correspond to
L pτ |T´τ , Iq „ IG
´w
2
` k
2
,
W
2
`
2ÿ
i“0
kiÿ
j“1
pMi˚,j ´mq2
2V ˚i,j
¯
,
L pm|T´m, Iq „ N
´R
D
,
1
D
¯
where
R “ a
A
`
2ÿ
i“0
kiÿ
j“1
Mi˚,j
τV ˚i,j
, D “ 1
A
`
2ÿ
i“0
kiÿ
j“1
1
τV ˚i,j
.
The model specification is completed by choosing uniform prior distributions for σ0 and σ.
In order to overcome the possible slow mixing of the Po´lya urn sampler, we include the
acceleration step of MacEachern (1994) and West et al. (1994), which consists in resampling
the distinct values pθi˚,jqkij“1, for i “ 0, 1, 2, at the end of every iteration. The numerical
outcomes displayed in the sequel are based on 50, 000 iterations after 50, 000 burn–in sweeps.
Throughout we assume the data X
pn1q
1 and X
pn2q
2 to be independently generated by
two densities f1 and f2. These will be estimated jointly through the MCMC procedure
and the borrowing of strength phenomenon should then allow improved performance. An
interesting byproduct of our analysis is the possibility to examine the clustering structure of
each distribution, namely the number of components of each mixture. Since the expression
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of the pEPPF (18) consists of two terms, in order to carry out posterior inference we have
defined the random variable I “ 1tµ1“µ2u. This random variable allows to test whether the
two samples come from the same distribution or not, since I “ 1tp˜1“p˜2u almost surely (see
also Proposition 4). Indeed, if interest lies in testing
H0 : p˜1 “ p˜2 versus H1 : p˜1 ­“ p˜2,
based on the Markov Chain Monte Carlo output, it is straightforward to compute an
approximation of the Bayes factor
BF “ Ppp˜1 “ p˜2|Xq
Ppp˜1 ­“ p˜2|Xq
Ppp˜1 ­“ p˜2q
Ppp˜1 “ p˜2q “
PpI “ 1|Xq
PpI “ 0|Xq
PpI “ 0q
PpI “ 1q
leading to acceptance of the null hypothesis if BF is sufficiently large. In the following we
first consider simulated datasets generated from normal mixtures and then we analyse the
popular Iris dataset.
5.1 Synthetic examples
We consider three different simulated scenarios, where X
pn1q
1 and X
pn2q
2 are independent
and identically distributed draws from densities that are both two component mixtures of
normals. In both cases ps0, S0q “ p1, 1q and the sample size is n “ n1 “ n2 “ 100.
First consider a scenario where X
pn1q
1 and X
pn2q
2 are drawn from the same density
Xi,1 „ Xj,2 „ 1
2
Np0, 1q ` 1
2
Np5, 1q.
The posterior distributions for the number of mixture components, respectively denoted by
K1 and K2 for the two samples, and for the number of shared components, denoted by K12,
are reported in Table 1. The maximum a posteriori estimate is highlighted in bold. The
model is able to detect the correct number of components for each distribution as well as
the correct number of components shared across the two mixtures. The density estimates,
not reported here, are close to the true data generating densities. The Bayes factor to test
equality between the distributions of X
pn1q
1 and X
pn2q
2 has been approximated through the
Markov Chain Monte Carlo output and coincides with BF “ 5.85, providing evidence in
favor of the null hypothesis.
Scenario II corresponds to samples X
pn1q
1 and X
pn2q
2 generated, respectively, from
Xi,1 „ 0.9 Np5, 0.6q ` 0.1 Np10, 0.6q Xj,2 „ 0.1 Np5, 0.6q ` 0.9 Np0, 0.6q.
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scen. # comp. 0 1 2 3 4 5 6 ě 7
I
K1 0 0 0.638 0.232 0.079 0.029 0.012 0.008
K2 0 0 0.635 0.235 0.083 0.029 0.011 0.007
K12 0 0 0.754 0.187 0.045 0.012 0.002 0.001
II
K1 0 0 0.679 0.232 0.065 0.018 0.004 0.002
K2 0 0 0.778 0.185 0.032 0.004 0.001 0
K12 0 0.965 0.034 0.001 0 0 0 0
III
K1 0 0 0.328 0.322 0.188 0.089 0.041 0.032
K2 0 0 0.409 0.305 0.152 0.073 0.034 0.027
K12 0 0.183 0.645 0.138 0.027 0.006 0.001 0
Table 1: Simulation study: Posterior distributions of the number of components in the first
sample (K1), in the second sample (K2) and shared by the two samples (K12) corresponding
to the three scenarios. The posterior probabilities corresponding to the MAP estimates are
displayed in bold.
Both densities have two components but only one in common, i.e. the normal distribution
with mean 5. Moreover, the weight assigned to Np5, 0.6q differs in the two cases. The den-
sity estimates are displayed in Figure 2. The spike corresponding to the common component
(concentrated around 5) is estimated more accurately than the idiosyncratic components
(around 0 and 10, respectively) of the two samples nicely showcasing the borrowing of
information across samples. Moreover, the posterior distributions of the number of com-
ponents are reported in Table 1. The model correctly detects that each mixture has two
components with one of them shared and the corresponding distributions are highly con-
centrated around the correct values. Finally the Bayes factor BF to test equality between
the two distributions equals 0.00022 and the null hypothesis of distributional homogeneity
is rejected.
Scenario III consists in generating the data from mixtures with the same components
but differing in their weights. Specifically, X
pn1q
1 and X
pn2q
2 are drawn from, respectively,
Xi,1 „ 0.8 Np5, 1q ` 0.2 Np0, 1q Xj,2 „ 0.2 Np5, 1q ` 0.8 Np0, 1q,
The posterior distribution of the number of components is again reported in Table 1 and
again the correct number is identified, although in this case the distributions exhibit a
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(a) (b)
Figure 2: Estimated densities (blue) and true densities (red) for X in Panel (a) and Y in
Panel (b).
higher variability. The Bayes factor BF to test equality between the two distributions is
0.54, providing weak evidence in favor of the alternative hypothesis that the distributions
differ.
5.2 Iris dataset
Finally, we examine the well known Iris dataset, which contains several measurements con-
cerning three different species of Iris flower: setosa, versicolor, virginica. More specifically,
we focus on petal width of those species. The sample X has size n1 “ 90, containing 50
observations of setosa and 40 of versicolor. The second sample Y is of size n2 “ 60 with
10 observations of versicolor and 50 of virginica.
Since the data are scattered across the whole interval r0, 30s, we need to allow for large
variances and this is obtained by setting ps0, S0q “ p1, 4q. The model neatly identifies that
the two densities have two components each and that one of them is shared as showcased
by the posterior probabilities reported in Table 2. As for the Bayes factor, we obtain
BF « 0 leading to the unsurprising conclusion that the two samples come from two different
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distributions. The corresponding estimated densities are reported in Figure 3.
# comp. 0 1 2 3 4 5 6 ě 7
K1 0 0 0.466 0.307 0.141 0.055 0.020 0.011
K2 0 0.001 0.661 0.248 0.068 0.017 0.004 0.001
K12 0 0.901 0.093 0.006 0 0 0 0
Table 2: Real data: Posterior distributions of the number of components in the first sample
(K1), in the second sample (K2) and shared by the two samples (K12). The posterior
probabilities corresponding to the MAP estimates are displayed in bold.
Figure 3: Estimated densities for X (red) and Y (blue).
We have also monitored the convergence of the algorithm that has been implemented.
Though we here provide only details for the Iris dataset, we have conducted similar analyses
also for each of the illustrations with synthetic datasets in Section 5.1. Notably, all the
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examples with simulated data have experienced even better performances than those we
are going to display henceforth. Figure 4 depicts the partial autocorrelation function for
the sampled parameters σ and σ0. The partial autocorrelation function apparently has an
exponential decay and after the first lag exhibits almost negligible peaks.
(a) (b)
Figure 4: Plots of the partial autocorrelation functions for the parameters σ (a) and σ0
(b).
We have additionally monitored the two estimated densities near the peaks, which
identify the mixtures’ components. More precisely, Figure 5(a) displays the trace plots of
the density referring to the first sample at the points 3 and 13, whereas Figure 5(b) shows
the trace plots of the estimated density function of the second sample at the points 13 and
21.
6 Concluding remarks
We have introduced and investigated a novel class of nonparametric priors featuring a latent
nested structure. Our proposal allows flexible modeling of heterogeneous data and deals
with problems of testing distributional homogeneity in two-sample problems. Even if our
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(a) (b)
Figure 5: (a): trace plots of the density referring to X
pn1q
1 at the points 3 and 13; (b): trace
plots of the density referring to X
pn2q
2 at the points 13 and 21.
treatment has been confined to the case d “ 2, we stress that the results may be formally
extended to d ą 2 random probability measures. However, their implementation would be
more challenging since the marginalization with respect to pp˜1, . . . , p˜dq leads to considering
all possible partitions of the d random probability measures. While sticking to the same
model and framework which has been shown to be effective both from a theoretical and
practical point of view in the case d “ 2, a more computationally oriented approach would
be desirable in this case. There are two possible paths. The first, along the lines of the
original proposal of the nested Dirichlet process in Rodr´ıguez et al. (2008), consists in using
tractable stick–breaking representations of the underlying random probabilities, whenever
available to devise an efficient algorithm. The second, which needs an additional significant
analytical step, requires the derivation of a posterior characterization of pp˜1, . . . , p˜dq that
allows sampling of the trajectories of latent nested processes and build up algorithms for
which marginalization is not needed. Both will be the object of our future research.
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Appendix 1
Proof of Proposition 1
Since pp˜1, p˜2q „ NPpν0, νq, one has
pi1 “ E
ż
P
q˜2pdpq “ E
ż
P
µ˜2pdpq
µ˜2pPq “
ż 8
0
u
ż
P
E e´uµ˜pPq µ˜2pdpq du (20)
In order to get the result, we extend and adapt the techniques used in James et al. (2006).
Indeed, it can be seen that
E e´u µ˜pPXq µ˜2pdpq “ e´c ψpuq “c2Q2pdpq τ 21 puq ` cQpdpq τ2puq‰ . (21)
Recall that Q is the probability distribution of the NRMI q˜0 “ řjě1 ωj δθ˜j with řjě1 ωj “ 1
almost surely and θ˜j
iid„ Q0. This means that Q is concentrated on the set of discrete
probability measures on X. If p “ řjě1wj δθj P P is fixed, we set Wj,n :“ tωj1 “
w1, . . . , ωjn “ wnu and Θj,n “ tθ˜j1 “ θ1, . . . , θ˜jn “ θnu where j “ pj1, . . . , jnq is a vector of
positive integer. Then
Qptpuq “ P
´
q˜0 “ p
¯
ď P
”ď
p˚q
pWj,n XΘj,nq
ı
(22)
where the above union is taken over the set of all vectors j “ pj1, . . . , jnq P Nn such that
j1 ‰ ¨ ¨ ¨ ‰ jn. The upper bound in (22) is clearly equal to 0. This, combined with (21),
yields ż
PX
E e´u µ˜pPXq µ˜2pdpq “ c e´cψpuq τ2puq
ż
PX
Qpdpq “ c e´cψpuq τ2puq
and the proof is completed.
Proof of Proposition 2
Let f1 “ 1A and f2 “ 1B, for some measurable subsets A and B of P. One has
E
ż
P2
X
f1pp1qf2pp2qq˜pdp1qq˜pdp2q “ E q˜pAqq˜pBq
“ E q˜2pAXBq ` E q˜pAXBqq˜pB X Acq ` E q˜pAXBcqq˜pBq.
23
It can now be easily seen that
E q˜2pAXBq “ E µ˜
2pAXBq
µ˜2pPXq
“
ż 8
0
u e´cψpuq
”
c2Q2pAXBq τ 21 puq ` cQpAXBq τ2puq
ı
du
“ pi1Q2pAXBq ` p1´ pi1qQpAXBq.
On the other hand, if AXB “ ∅, we get
E q˜pAqq˜pBq “ QpAqQpBq
ż 8
0
c2 u e´c ψpuq τ 21 puq du “ pi1QpAqQpBq
To sum up, one finds that
E q˜pAqq˜pBq “ pi1QpAXBq` p1´pi1q rQ2pAXBq`QpAXBqQpBXAcq`QpAXBcqQpBqs
which boils down to (9). Now it is easy to prove that (9) is true when f1 and f2 are simple
functions and, then, for all positive and measurable functions relying on the monotone
convergence theorem.
Proof of Theorem 1
The partition probability function Π
pNq
k pn1,n2, q1, q2q equalsż
Xk
E
k1ź
j“1
p˜
nj,1
1 pdx˚j,1q
k2ź
j“1
p˜
nj,2
2 pdx˚j,2q
k0ź
j“1
p˜
qj,1
1 pdz˚j qp˜qj,22 pdz˚j q (23)
obtained by marginalizing with respect to pp˜1, p˜2q. Due to conditional independence of p˜1
and p˜2, given q˜, the integrand in (23) can be rewritten as E
ś2
`“1 h`pdx˚`, dz˚; q˜q where, for
each ` “ 1, 2,
h`pdx˚` , dz˚; q˜q “ E
” kź`
j“1
p˜
nj,1`
` pdx˚j,`q
k0ź
j“1
p˜
qj,`
` pdz˚j q
ˇˇˇ
q˜
ı
“
ż
PX
kź`
j“1
p
nj,`
` pdx˚j,`q
k0ź
j“1
p
qj,`
` pdz˚j q q˜pdp`q
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A simple application of the Fubini–Tonelli theorem, then, yields
Π
pNq
k pn1,n2, q1, q2q “
ż
Xk
E
ż
P2
X
f1pp1q f2pp2q q˜pdp1q q˜pdp2q (24)
where, for each ` “ 1, 2, we have set f`pp`q :“ śk`j“1 pnj,`` pdxj˚,`qśk0j“1 pqj,`` pdzj˚ q and agree
that
ś0
j“1 aj ” 1. In view of Proposition 2 the integrand in (24) boils down toż
P2
X
E f1pp1q f2pp2q q˜pdp1q q˜pdp2q “ pi1
ż
PX
f1ppq f2ppqQpdpq ` p1´ pi1q
2ź
`“1
ż
PX
f`ppqQpdpq
“ pi1
”
Ef1pq˜0q f2pq˜0q
ı
` p1´ pi1q
”
Ef1pq˜0q
ı”
Ef2pq˜0q
ı
.
In order to complete the proof it is now enough to note that, due to non–atomicity of Q0,
Ef1pq˜0qf2pq˜0q “ E
k1ź
j“1
q˜
nj,1
0 pdx˚j,1q
k2ź
j“1
q˜
nj,2
0 pdx˚j,2q
k0ź
j“1
q˜
qj,1`qj,2
0 pdz˚j q
is absolutely continuous with respect to Qk0 on X
k and
dEf1pq˜0qf2pq˜0q
dQk0
px˚1 ,x˚2 , z˚q “ ΦpNqk pn1,n2, q1 ` q2q
for any vector px1˚ ,x2˚ , z˚q whose k components are all distinct, and is zero otherwise. As
for the second summand above, from Proposition 3 in James et al. (2009) one deduces that
”
Ef1pq˜0q
ı ”
Ef2pq˜0q
ı
“
k1ź
j“1
Q0pdx˚j,1q
k2ź
j“1
Q0pdx˚j,2q
k0ź
j“1
Q20pdz˚j q
ˆ Φp|n1|`|q1|qk0`k1 pn1, q1qΦp|n2|`|q2|qk0`k2 pn2, q2q
Then it is apparent that rEf1pq˜0qs rEf2pq˜0qs ! Qk0 and still by virtue of the non–atomicity
of Q0 one has
d rEf1pq˜0qs rEf2pq˜0qs
dQk0
px˚1 ,x˚2 , z˚q “ Φp|n1|`|q1|qk0`k1 pn1, q1qΦp|n2|`|q2|qk0`k2 pn2, q2q 1t0upk0q
for any vector px1˚ ,x2˚ , z˚q P Xk whose components are all distinct, and is zero otherwise.
Note that if it were k0 ě 1, then some of the infinitesimal factors Q20pdzj˚ q would not cancel
and the above density would be exactly equal to zero.
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Proof of Proposition 4
Since q˜ „ NRMIrν;Ms, one has q˜ “ řjě1 ω˜jδη˜j , with Ppřjě1 ω˜j “ 1q “ 1 and η˜j iid„ Q.
Furthermore, η˜j is, in turn, a CRM η˜j “ řkě1 ω˜pjqk δXpjqk where Ppřkě1 ω˜pjqk ă `8q “ 1 and
X
pjq
k
iid„ Q0, for any j “ 1, 2, . . . . An analogous representation holds true also for µS, i.e.
µS “ řkě1 ω˜p0qk δXp0qk with the same conditions as above. From the assumptions one deduces
that the sequences pXpjqk qkě1 and pω˜pjqk qkě1 are independent also across different values of
j, and Definition 1 entails, with probability 1,
P
”
pµ1, µ2, µSq P A1 ˆ A2 ˆ A0
ˇˇˇ
q˜
ı
“ q˜pA1q q˜pA2q q˜0pA0q
which implies
Ppp˜1 “ p˜2q “ E
”
P
´ µ1 ` µS
µ1pXq ` µSpXq “
µ2 ` µS
µ2pXq ` µSpXq
ˇˇˇ
q˜
¯ ı
“ E
”ÿ
i ­“j
ω˜jω˜i P
´ η˜i ` µS
η˜ipXq ` µSpXq “
η˜j ` µS
η˜jpXq ` µSpXq
ˇˇˇ
q˜
¯
`
8ÿ
i“1
ω˜2i P
´ η˜i ` µS
η˜ipXq ` µSpXq “
η˜i ` µS
η˜ipXq ` µSpXq
ˇˇˇ
q˜
¯ı
“ E
”ÿ
i ­“j
ω˜jω˜i P
´ η˜i ` µS
η˜ipXq ` µSpXq “
η˜j ` µS
η˜jpXq ` µSpXq
ˇˇˇ
q˜
¯ı
` E
8ÿ
i“1
ω˜2i .
For the second summand above one trivially has E
ř8
i“1 ω˜
2
i “ Ppµ1 “ µ2q. As for the first
summand, a simple application of the Fubini–Tonelli theorem and the fact that ω˜j ě 1, for
any j, yield the following upper bound
E
”ÿ
i ­“j
ω˜jω˜i P
´ η˜i ` µS
η˜ipXq ` µSpXq “
η˜j ` µS
η˜jpXq ` µSpXq
ˇˇˇ
q˜
¯ ı
“
ÿ
i ­“j
E
”
ω˜jω˜i P
´ η˜i ` µS
η˜ipXq ` µSpXq “
η˜j ` µS
η˜jpXq ` µSpXq
ˇˇˇ
q˜
¯ ı
ď
ÿ
i ­“j
P
´ η˜i ` µS
η˜ipXq ` µSpXq “
η˜j ` µS
η˜jpXq ` µSpXq
¯
.
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The proof is completed by showing that this upper bound is zero. To this end, we fix
positive integers i, j and n, consider the n–tuple of atoms pXpiq1 , ¨ ¨ ¨ , Xpiqn q referring to η˜i
and correspondingly define the sets
Θ
pjq
` :“
!
ω P Ω : Xpiq1 pωq “ Xpjq`1 pωq, . . . , Xpiqn pωq “ Xpjq`n pωq
)
,
Θ
p0q
` :“
!
ω P Ω : Xpiq1 pωq “ Xp0q`1 pωq, . . . , Xpiqn pωq “ Xp0q`n pωq
)
for any ` “ p`1, ¨ ¨ ¨ , `nq P Nn. It is then apparent that
P
´ η˜i ` µ˜0˚
η˜ipXq ` µ˜0˚pXq “
η˜j ` µ˜0˚
η˜jpXq ` µ˜0˚pXq
¯
ď P
” ď
`PNn,`h1 ­“`h2
pΘpjq` YΘp0q` q
ı
and this upper bound is equal to 0, because each of the events Θ
pjq
` and Θ
p0q
` in the above
countable union has 0 probability in view of the non–atomicity of Q0 and independence.
Proof of Theorem 2
Consider the partition induced by the sample X
pn1q
1 and X
pn2q
2 into k “ k1`k2`k0 groups
with frequencies n` “ pn1,`, . . . , nk`,`q, for ` “ 1, 2, and q¯ “ pq1,1 ` q2,1, . . . , qk0,1 ` qk0,2q.
Recalling that p` “ µ`{µ`pXq, for ` “ 1, 2, the conditional likelihood is
2ź
`“1
kź`
j“1
p
ζ˚j,`nj,`
` pdx˚j,`q pSp1´ζ
˚
j,`qnj,`pdx˚j,`q
k0ź
r“1
pS
p1´ζ˚r,0qpqr,1`qr,2qpdz˚r q
2ź
`“1
p
ζ˚r,0 qr,`
` pdz˚r q
where we take txj,` : j “ 1, . . . , k`u, for ` “ 1, 2, and tzr˚ : r “ 1, . . . , k0u as the k1`k2`k0
distinct values in X. If we now let
f0pµS, u, vq :“ e´pu`vqµSpXq
k0ź
r“1
µS
p1´ζ˚r,0qpqr,1`qr,2qpdz˚r q
2ź
`“1
kź`
j“1
µ
p1´ζ˚j,`qnj,`
0 pdx˚j,`q
f1pµ1, u, vq :“ e´uµ1pXq
k1ź
j“1
µ
ζ˚j,1nj,1
1 pdx˚j,1q
k0ź
r“1
µ
ζ˚r,0qr,1
1 pdz˚r q
f2pµ2, u, vq :“ e´vµ2pXq
k2ź
j“1
µ
ζ˚j,2nj,2
2 pdx˚j,2q
k0ź
r“1
µ
ζ˚r,0qr,2
2 pdz˚r q,
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and further take into account the probability distribution of the labels, conditional on
pµS, µ1, µ2q, so that the the joint distribution of the random partition and of the corre-
sponding labels ζ˚˚ “ pζ1˚ , ζ2˚ , ζ0˚ q is
Π
pNq
k pn1,n2, q1, q2; ζ˚˚q “
1
Γpn1qΓpn2q
ż 8
0
ż 8
0
un1´1vn2´1E
´ 2ź
i“0
fipµi, u, vq
¯
du dv, (25)
where, for simplicity, we have set µ0 “ µS. Now, for any pu, vq P R2`, Proposition 3 implies
E
2ź
i“0
fipµi, u, vq “ E E
´ 2ź
i“0
fipµi, u, vq
ˇˇˇ
q˜, q˜˚
¯
“ E
2ź
i“0
E
´
fipµi, u, vq
ˇˇˇ
q˜
¯
“
”
E f0pµS, u, vq
ı
E
ż
M
f1pm1, u, vqf2pm2, u, vqq˜pdm1qq˜pdm2q
“
”
E f0pµS, u, vq
ı!
pi˚1
”
E
2ź
i“1
fipµ˜0, u, vq
ı
` p1´ pi˚1 q
2ź
i“1
”
E fipµ˜0, u, vq
ı)
(26)
Using the properties that characterise µS it is easy to show that E f0pµS, u, vq ! Qk´k¯0 ,
where k¯ “ řk1j“1 ζj˚,1 `řk2j“1 ζj˚,2 `řk0r“1 ζr˚,0. Moreover
drE f0pµS, u, vqs
dQk´k¯0
pxq “ e´γ c0 ψ0pu`vq γk´k¯ck´k¯0
2ź
`“1
ź
j: ζj,`“0
τ p0qnj,`pu` vq
k0ź
r“1
τqr,1`qr,2pu` vq (27)
for any x P Xk´k¯ with all distinct components, and it is zero otherwise. If one notes thatś2
i“1E fipµ˜0, u, vq vanishes when at least one of the ζr˚,0’s is non–zero, the other terms in
(26) can be similarly handled and, after having marginalised with respect to pζ1˚ , ζ2˚ , ζ0˚ q,
one has
Π
pNq
k pn1,n2, q1, q2q “ pi˚1
ÿ
p˚˚q
I1pn1,n2, q1 ` q2, ζ˚˚q ` p1´ pi˚1 q
ÿ
p˚q
I2pn1,n2, q1 ` q2, ζ˚q
where the first sum runs over all vectors ζ˚˚ “ pζ1˚ , ζ2˚ , ζ0˚ q P t0, 1uk and the second sum is
over all vectors ζ˚ “ pζ1˚ , ζ2˚ q P t0, 1uk´k0 . Moreover,
I1pn1,n2, q1 ` q2, ζ˚˚q “ c
k
0γ
k´k¯
Γpn1qΓpn2q
ż 8
0
ż 8
0
un1´1vn2´1e´p1`γqc0ψ0pu`vq
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ˆ
k1ź
j“1
τ p0qnj,1pu` vq
k2ź
j“1
τ p0qnj,2pu` vq
k0ź
j“1
τ
p0q
qj,1`qj,2pu` vqdudv.
One may further note that
ÿ
p˚q
I1pn1,n2, q1 ` q2, ζ˚˚q “
kÿ
k¯“0
ÿ
tζ˚: |ζ˚|“k¯u
ck0γ
k´k¯
Γpn1qΓpn2q
ż 8
0
ż 8
0
un1´1vn2´1 e´p1`γqc0ψ0pu`vq
ˆ
k1ź
j“1
τ p0qnj,1pu` vq
k2ź
j“1
τ p0qnj,2pu` vq
k0ź
j“1
τ
p0q
qj,1`qj,2pu` vq du dv
“
kÿ
k¯“0
ˆ
k
k¯
˙
ck0γ
k´k¯
Γpn1qΓpn2q
ż 8
0
ż 8
0
un1´1vn2´1e´p1`γqc0ψ0pu`vq
ˆ
k1ź
j“1
τ p0qnj,1pu` vq
k2ź
j“1
τ p0qnj,2pu` vq
k0ź
j“1
τ
p0q
qj,1`qj,2pu` vqdudv
“ c
k
0p1` γqk
Γpn1qΓpn2q
ż 8
0
ż 8
0
un1´1vn2´1e´p1`γqc0ψ0pu`vq
ˆ
k1ź
j“1
τ p0qnj,1pu` vq
k2ź
j“1
τ p0qnj,2pu` vq
k0ź
j“1
τ
p0q
qj,1`qj,2pu` vqdudv
and a simple change of variable yields (18).
Details on Examples 1 and 2
As for the latent nested σ–stable process, the first term in the expression of the pEPPF
(18) turns out to be the EPPF of a σ0–stable process multiplied by pi1˚ “ 1´ σ, namely
p1´ σqσ
k´1
0 Γpkq
ΓpNq
2ź
`“1
kź`
j“1
p1´ σ0qnj,`´1
k0ź
j“1
p1´ σ0qqj,1`qj,2´1.
As for the second summand in (18), the term I2pn1,n2, q1 ` q2, ζ˚q equals
29
σk0γ
k´k¯
Γpn1qΓpn2q ξσ0pn1,n2, q1 ` q2q
ˆ
ż 8
0
ż 8
0
un1´1vn2´1
exp t´γpu` vqσ0 ´ uσ0 ´ vσ0u
pu` vqN´n¯1´n¯2´pk´k¯1´k¯2qσ0un¯1´k¯1σ0vn¯2´k¯2σ0 dudv.
The change of variables s “ u` v and w “ u{pu` vq, then, yields
I2pn1,n2, q1 ` q2, ζ˚q “ σ
k´1
0 Γpkqγk´k¯
Γpn1qΓpn2q ξσ0pn1,n2, q1 ` q2q
ˆ
ż 1
0
wn1´n¯1`k¯1σ0´1p1´ wqn2´n¯2`k¯2σ0´1
rγ ` wσ0 ` p1´ wqσ0sk dw
and the obtained expression for Π
pNq
k follows.
As far as the latent nested Dirichlet process is concerned, the first term in (18) coincides
with the EPPF of a Dirichlet process having total mass c0 multiplied by pi1˚ “ pc ` 1q´1,
i.e.
1
1` c ¨
rc0p1` γqsk
pc0p1` γqqN
2ź
`“1
kź`
j“1
Γpnj,`q
k0ź
j“1
Γpqj,1 ` qj,2q.
On the other hand, it can be seen that I2pn1,n2, q1 ` q2, ζ˚q equals
ck0γ
k´k¯
Γpn1qΓpn2q
2ź
`“1
kź`
j“1
Γpnj,`q
k0ź
j“1
Γpqj,1 ` qj,2q
ˆ
ż 8
0
ż 8
0
un1´1vn2´1
p1` u` vqγc0`N´n¯1´n¯2p1` uqn¯1`c0p1` vqn¯2`c0 dudv.
If pFqpα1, . . . , αp; β1, . . . , βq; zq denotes the generalised hypergeometric series, which is de-
fined as
pFqpα1, . . . , αp; β1, . . . , βq; zq :“
8ÿ
k“0
pα1qk . . . pαpqk
pβ1qk . . . pβqqk
zk
k!
,
identity 3.197.1 in Gradshteyn & Ryzhik (2007) leads to rewrite I2pn1,n2, q1 ` q2, ζ˚q as
follows
ck0γ
k´k¯ Γpp1` γqc0 ` n1 ´ n¯1q
Γpn1qΓpp1` γqc0 `N ´ n¯1qξ0pn1,n2, q1 ` q2q
30
ˆ
ż 8
0
un1´1
p1` uqc0p1`γq`n1´n¯2 2F1pc0 ` n¯2, n2;N ´ n¯1 ` c0p1` γq;´uqdu.
On view of the formula 2F1pα, β; δ; zq “ p1´zq´α2F1pα, δ´β; δ; z{pz´1qq and of the change
of variable t “ u{p1` uq, the integral above may be expressed asż 1
0
tn1´1p1´ tqc0p1`γq`c0´1 ˆ 2F1pc0 ` n¯2, c0p1` γq ` n1 ´ n¯1;N ´ n¯1 ` c0p1` γq; tqdt.
and, finally, identity 7.512.5 in Gradshteyn & Ryzhik (2007) yields the displayed closed
form of Π
pNq
k .
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