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Chapter 1
Introduction
Coronary artery disease (CAD), also called atherosclerotic heart disease, is the
most common type of cardiovascular disease, the leading cause of death globally
[1]. For the assessment of atherosclerosis in coronary arteries, a segmentation of
the vascular tree provides a fundamental basis for a detailed subsequent anal-
ysis of the vessel’s composition. Those facts make the achievement of effective
segmentation techniques for coronary arteries highly valuable.
1.1 Goals and Environment
The goal of this project was the development of a fast segmentation algorithm for
coronary arteries in MSCT datasets that simultaneously extracts the vascular
tree and provides a rough estimate of the vessel’s centerline. For that purpose,
and due to considerations that will be presented later on, the segmentation
technique for boundary extraction known as livewire was chosen as the basis.
The project was developed in MeVisLab, a fast prototyping environment for
medical image processing and visualization. The evaluation of the algorithm was
carried out on a wide set of MSCT scans provided by the Institute of Diagnostic
Radiology, University Hospital Zurich.
1.2 Outline
This document is divided into six chapters. After this brief introduction, we
have a look at the state-of-the-art in Chapter 2. The characteristics of our basic
implementation are expounded in Chapter 3. Chapter 4 shows the general
results obtained with that implementation and explains several modifications
tested with the purpose of improving those results. In Chapter 5 we propose
further improvements that in our opinion give promising expectations and could
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be easily introduced to the algorithm. Finally, some conclusions are gathered
in Chapter 6.
A table with the complete results of the basic implementation tested on all
the datasets is provided in the appendix.
Chapter 2
Vessel Segmentation and
Livewire
In this chapter we briefly present the diverse techniques employed in vessel
segmentation within the last years, as well as the evolution of livewire and its
particular application to vessel segmentation.
2.1 Vessel Segmentation
Segmentation has paramount importance for medical image analysis, but it is a
complicated task due to the significant variations shown by biological structures
depending on the diverse subjects and pathologies. Logically, that applies to
vessel segmentation too, and the development of efficient algorithms is a highly
pursued goal.
One of the explored methods has been level-set [2, 3]. Level-set is a front
propagation technique, in which a speed function (that depends on some features
such as the intensity or the gradient) is defined, describing the front propagation;
and where the front in 3D is itself described as the zero-set of a 4D function.
Region growing techniques has been applied to this problem too [4]. Briefly
explained, region growing is an approach in which neighboring pixels are ex-
amined and added to a region class if they fulfill a similarity criterion. It is
computationally very expensive. The results of our technique are compared to
the ones obtained with region growing in Section 4.6.
Graph-cut, a method in which a specialized graph for the energy function
is constructed and subsequently minimized such that the minimum cut on the
graph also minimizes the energy, is another state-of-the-art technique [5].
The vesselness filters proposed by Frangi in 1998 [6] have been employed in
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vessel segmentation as well [7], showing good results but with a high computa-
tional cost that does not make it a fast solution.
Some more methods were reviewed and evaluated by Felkel in ”Vessel Trak-
ing in Peripheral CT Datasets” [8], with the result that livewire showed the best
expectations in his study.
Most of the mentioned techniques, such as level-set or watershed, are called
fully-automatic (or simply ”automatic”) techniques, since the only input they
need from the user is one mouse click. Automatic segmentation schemes are
typically preferred, but they are generally not accurate enough and require hu-
man validation. On the other hand, manual tracing is often considered accurate,
but is very time consuming and may suffer from operator error and inter- and
intra-operator variability [9]. Due to these difficulties, semi-automated methods
such as livewire were introduced, offering high accuracy, efficiency, and repro-
ducibility rates [10].
2.2 Livewire Algorithm
The method referred to as livewire, also known as intelligent scissors, was orig-
inally designed for interactive segmentation of boundaries in 2D. It was first
introduced by Mortensen, Morse, Barret and Udupa in 1992 [11]. Several mod-
ifications of the basic algorithm were published in the following years both by
its original authors and other investigators, such as Falcao [10, 12, 13, 14].
Subsequently, further improvements regarding the speed, or modifications
dealing with the employed features, have been presented. For instance the
livewire on-the-fly from Falcao et al. [15] or the phase-based livewire from
O’Donnell et al. [16]
The motivation behind the livewire algorithm is to provide the user with full
control over a segmentation while having the computer do much of the detail
work [10].
2.2.1 Basic operation
Livewire is based on dynamic programming in the form of Dijkstra’s graph
search algorithm. It finds the optimal cost path between a startpoint and the
other nodes in a weighted graph.
In the original approach, a graph with nodes (the vertices of the graph)
represented by pixels and edges representing the cost from one pixel to another
is generated. In the beginning there are no costs assigned to the edges. Sub-
sequently, Dijkstra’s algorithm is applied to find the shortest path from any
node to the starting node by calculating costs of edges as the expansion of the
algorithm progress.
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Thus, livewire looks for the lowest cost path from a startpoint to an endpoint,
both placed by the user. Figure 2.1 shows the basic operation of the original
livewire and how the livewire path snaps to the boundary, since the pixels that
belong to the boundary are the ones that have been weighted with the lowest
costs.
Figure 2.1: 2D boundary segmentation by means of livewire technique [10]. The
lowest cost path from the startpoint (the green one) to the endpoint (there are
two in the picture, in red) has been calculated.
Dijkstra’s algorithm
Dijkstra’s algorithm works by keeping, for each vertex, the cost of the shortest
path found so far between the startpoint and the vertex. The algorithm main-
tains two sets of vertices. One of them contains all vertices for which we already
know the cost of the shortest path and the other contains all other vertices. In
each step one vertex is expanded, that is, is moved from the second set to the
first one. This vertex is chosen as the vertex with lowest value. When a vertex
is expanded, the algorithm calculates for each neighbor if it can improve the
shortest known path to this neighbor by first following the shortest path from
the startpoint to vertex, and then traversing the edge from the vertex to the
neighbor. If this new path is better, the algorithm updates the shortest cost
path to the neighbor with the new smaller value.
2.2.2 Why livewire
The main advantages of this technique when compared to others are its speed,
and the fact that it is a user-steered method. The latter solves some of the
disadvantages of the manual tracing (it is very laborious and time-consuming)
and some of the disadvantages of the fully-automatic segmentation (it is not
accurate and usually needs further refinement).
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On the other hand, it would probably be easier in some sense to do prepro-
cessing in order to facilitate the task to the algorithm. For instance, we could
probably remove some areas of the heart that, as we will see later on, are the
cause of the main difficulties; for example, we could use erosion to delete the
vessels and afterwards get the difference image. Or we could enhance the ves-
sels, preventing subsequent troubles with dark stretches. Unfortunately, then
we will not have a fast technique, which is one of the main goals of the project.
That is why we do not want to resort to any kind of preprocessing.
2.2.3 Some details about its operation and the nomencla-
ture
Along this document, we will use some specific terminology when referring to
certain aspects or elements of the algorithm. In this section we have a review
of them, in order to clarify the concrete meaning.
• We will indistinctively call the nodes of the weighted graph ”voxels” or
”nodes”.
• The nodes can be in three states:
1. The algorithm has not even reached (or ”touched”) them.
2. They are in the list of nodes that can be processed next (in ”the
active list” of nodes, or activelist)
3. They have been processed, or ”expanded” (that is, their neighbors
has been introduced in activelist if they were not expanded yet,
and the required cost calculations have been made for each of those
neighbors).
• Each expanded node has a pointer to the node that precedes it in the
path; we call it ”previous node”.
• Before the execution of the algorithm, it is necessary to initialize all the
nodes, that is, to read their intensity from the input. More generally,
we will call ”initialization” to everything that has to be done before the
execution of the Dijsktra based algorithm.
• The user places two types of seedpoints: startpoints and endpoints. The
startpoint is the one that the algorithm expands first, and the endpoint
is the one that the algorithm has to meet in its expansion. As we will
see later on, in the context of this work, a startpoint is referred to as
the seedpoint located in a distal part of the coronary artery whereas an
endpoint is referred to as the seedpoint placed at the origin of the coronary
artery tree.
Basically, those are the terms that we will more frequently repeat when
talking about the algorithm’s procedure.
2.3 Vessel Segmentation with Livewire 12
2.3 Vessel Segmentation with Livewire
Although livewire has not been employed many times yet in vessel segmentation,
there have been some approaches. For instance, Kanitsar studied its possible
application to that aim [17]. Probably the basis of his approach is the one
that has most similarities with our own, although there are many subsequent
differences as well. Figure 2.2 shows the cost-intensity function that he used.
This will be compared with our function later on, since this choice is a key point
of the implementation.
Figure 2.2: Kanitsar’s cost-intensity function [17].
For his part, O’Donnell presented a system for semi-automatic segmentation
based on livewire paradigm in 2001. The general target was medical image
segmentation, but some concrete comments regarding vessels can be found as
well in his work [18].
More recently, Poon et al. incorporated multiscale vesselness filtering into
the livewire framework to compute optimal medial axes and boundaries in vas-
cular images [19].
Chapter 3
Implementation
In this chapter we present the basic characteristics of our implementation. More
detailed issues and further refinements will be expounded in Section 4.3, on
page 32, since they are closely related to concrete faced difficulties, and fit
therefore better into the next chapter.
Furthermore, we briefly explain some details about the interaction between
the algorithm and Mevislab, the development environment; as well as some
issues useful to be considered for adapting the algorithm to a new environment.
In the next section we make some remarks on the storage of the information
extracted by the algorithm.
This chapter closes with a closer look on some specific details for the imple-
mentation of the livewire algorithm.
3.1 Our Livewire Algorithm
Livewire was designed for boundary segmentation in 2D. In our approach, we
want to find vessels, and the livewire algorithm must be consequently modified
for that purpose. On the one hand, these differences will reflect in the features
of the cost function. Furthermore, the fact that we are not looking for a closed
curve but for a tree shape will have a direct effect on the amount and position
of the end- and startpoints.
Moreover, it has to be taken into account that vessels are thicker than bound-
aries. This obvious fact results in having a larger amount of nodes with the same
(or very similar) characteristics. One of the consequences could be a slower per-
formance than we would like, and therefore we have to take some measures to
avoid this. On the other hand, the algorithm will be a bit more ”free” in our
case: there is not only one correct path, but rather several with the same or
very similar costs that would be a right path inside the vessel. We can make
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some profit of this, as we will see in Section 4.4.3.
Given those facts, the goal was to follow the vessel. And to do it as fast as
possible.
3.1.1 Features
The features of the original livewire are the gradient magnitude, the Laplacian
zero-crossing and the gradient direction. According to its authors, the utility
of those features is the following: the gradient magnitude provides a first-order
positioning of the boundary; the Laplacian zero-crossing provides a refinement;
and the gradient direction adds a smoothness constraint. With them appro-
priately weighted, the cost function looks for the pixels placed in the desired
boundary. As will be soon explained, our cost function is considerably different
from this one.
In Kanitsar’s implementation, the aim of which is more similar to ours, the
intensity, the gradient magnitude, the Laplacian function and a cost by step are
employed [17]. The task of the intensity is to ensure that the algorithm stays in
the vessel. Figure 2.2 shows how the intensity function assigns a cost of zero to
a certain range of intensities, lower than the bones intensity range and higher
than the rest of intensities existent in the image. The gradient is used under
the assumption that in the direction of the central axis the gradient magnitude
is lower than in the direction of the vessel boundary. The Laplacian function
is supposed to prevent the algorithm from tracking into the bones; and, finally,
the aim of the cost per step is to avoid undesired high curvature regions. We
will explain in Section 3.1.2 why we did not choose some of those features, as
well as why we used others in a different way.
Our implementation uses the intensity and the gradient magnitude. It looks
for high intensity values —the ones that correspond to the intensity of the
vessel— and for low gradient magnitude values, following the same reasoning as
Kanitsar. Next we are going to explain in more detail how those features work
in our cost function.
The cost-intensity function
As already mentioned, we have to assign a low cost to the voxels with an intensity
value that lies in the range of intensities of the vessel.
We would like to choose a maximum value of the intensity above which the
node is not even introduced into activelist. As we will see soon, the size of
activelist is directly related to the speed of the performance; that is way it
is quite positive to keep it as small as possible. The problem is that the vessel
does not have a constant range of intensity. Usually, it is between 1250 and
1350, but sometimes the intensity is higher or lower. The wide range would be
between 1000 and 1500. And here we run into a dilema.
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(a) Bright intensities inside the
vessel.
(b) Darker stretch of the same
vessel.
(c) Expanded voxels with high
threshold.
(d) Expanded voxels with low
threshold.
Figure 3.1: Diagram showing schematically the path-finding process of the al-
gorithm.
In Figure 3.1 we can visualize the situation. Figure 3.1(a) shows a stretch of a
vessel with high intensities, over 1250. If we choose 1250 as lower threshold, the
algorithm will rapidly cover the vessel, without going out of it or even approach
the boundaries (see Figure 3.1(c) showing where the algorithm has expanded
at that slice). The bad news are shown in Figures 3.1(c) and 3.1(d). A bit
further, the vessels becomes darker (figure 3.1(c)). If we choose the mentioned
threshold, 1250, the algorithm will not be able to follow the vessel at that
point, because the intensities are below the threshold. On the other hand, if
we choose a higher threshold, the algorithm will usually go out of the vessel
(when the surrounding voxels have an intensity high enough), as we can see in
Figure 3.1(d), and therefore the performance will considerably slow down.
At this point it is important to understand that keeping the number of ex-
panded nodes low enough is essential for the speed of the process. There are two
reasons for this, one quite obvious and less important, another more unexpected
and serious. The first one is that the algorithm has to compute more nodes,
that is, to look at the neighbors of each and make the necessary calculations
more times. The latter is that, after each node is expanded, its neighbors (the
ones that have not been computed yet) are inserted in activelist; since each
voxel has 26 neighbors, a notable increment of the expanded nodes causes a
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huge increment of activelist’s size. This list is browsed several times in each
iteration of the algorithm, which is why its size completely determines the speed
of the performance.
Having clarified those facts, we come back to the selection of our threshold.
As we have seen, a low choice diminishes the speed, and a high one fails to
follow the vessel at some points.
The solution we have chosen is related to weak constraints. We can take
several thresholds that usually must not be passed but that can be if it is nec-
essary. Therefore, in the aforementioned situation, the algorithm will not go
out of the vessel in the ”easy zone”, because there are bright voxels that be-
long to the first range of intensities. Then, when the algorithm arrives at the
darker stretch, it could continue traking the vessel just by going beyond the first
threshold, because there are no more high intensity voxels around. In this way,
it will be able to ”jump” that difficult step and continue following the vessel.
Figure 3.2: Diagram showing the concept of our cost-intensity function.
In Figure 3.2 we can see an schematical diagram of our intensity-cost func-
tion, showing the explained concept. We split the intensities into the following
ranges:
• Brightest range of intensities (above 1300, in our case): the voxels placed
in the center of the brightest vessels are in this range; zero cost is assigned
to them.
• Second range of intensities (between 1250 and 1300): the algorithm re-
mains in this range (and the previous one) when tracking the ”easy branches”.
• Third range of intensities (between 1150 and 1250): the minor branches
do usually have these intensities.
• Forth range of intensities (between 1000 and 1150): for dark stretches of
the vessels or distal ends, which are commonly quite dark too.
• Dark nodes (beneath 1000): the ones that do not certainly belong to a
vessel, and have to be weighted with a very high cost.
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One may question why we do not use linear increments in our function such
as the ones employed by Kanitsar 2.2. The reason is that we cannot avoid the
expansion all the way to the boundary (or almost the boundary) of the vessel
even though we apply slightly different costs to slightly different intensities. The
vessel is a very long shape and, if the algorithm has to go from one tip to the
other, it will cover the whole diameter of the vessel (under usual circumstances,
of course) in spite of those slight differences. The only thing we have to avoid is
the expansion beyond the boundaries. That is why an abrupt threshold (several,
in our case) meets our needs.
Finally, we have to point out one more thing. We have been talking about
choosing a lower threshold (that is, about avoiding low intensities), but we have
said nothing about a threshold to avoid very high intensities. We cannot choose
an upper threshold because sometimes the end- or startpoints are placed in
voxels with very high intensities, and we would never find the path if we avoid
those nodes. This is true mainly of the endpoints, that are located next to the
aorta, usually in a very bright area. Anyway, as long as we stay into the vessel,
the very high intensity nodes will not pose any kind of problem to us; they are
the ones around the central axis of the vessel, and there is no point in avoiding
them because they will not slow down the process at all, since they are the first
ones that have to be computed.
Gradient
The aim of the gradient feature is supposed to be to assign a higher cost to
the voxels placed in the boundaries of the vessel, due to the assumption that in
the direction of the central axis of the vessel the intensity of the voxels is more
uniform than in the direction of the boundary. However, this assumption has
not proved to be very reliable in our case, since the intensity of the voxels can
also vary quite randomly in the center of the vessel.
On the other hand, we cannot forget that sometimes a stretch of the vessel
with an intensity lower than the expected values can appear. That usually
causes a rapid change of intensities in a short distance, that is, a very high
gradient in some voxels within the vessel. That fact prevents us from taking a
maximum value of the gradient, such as we do with the intensity.
One thing that we can do to improve the performance of the gradient is to
try to make the intensity inside the vessel a bit more uniform. That can be done
by assigning a constant intensity to the nodes which that have an intensity over
a certain value —for instance, assigning a value of 1300 to all the voxels whose
intensity is over 1300. That will create in some cases a central axis in the vessel
with zero cost for the gradient value, and also help to speed up the performance
in those situations. That is the main reason why we keep the gradient as a
feature of our cost function.
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3.1.2 Rejected features
Next we expound on the reasons that we have considered for rejecting some
features that could have been included in our implementation, and many of
which have in fact been previously employed in different approaches.
Cost by step
One possibility would be to add a constant cost per step to the cost function
in order to avoid high curvature regions of the vessel. It is used for instance
in Kanitsar’s implementation [17]. However, in our case it is not rare that the
right path (the vessel) has a high curvature. That is why it makes no sense for
us to penalize this characteristic.
Laplacian-zero crossings
Laplacian zero-crossing function is employed in the original implementation of
livewire. It works as a second-order fine-tunning of the boundary. That is logical
when looking for boundaries, where commonly it is not difficult to give a rough
solution, but further refinement has high importance, since the boundary is a
very precise line. In our case, the main problem is the rough solution, since
the track of the vessel poses several difficulties; on the other hand, it is not so
necessary to refine the solution, we just want a path that follows the vessel. Due
to these reasons features as the Laplacian zero-crossing would not be useful in
our algorithm.
Hessian matrix
The Hessian matrix has been commonly employed for enhancing the desired
regions. However, it has a high computational cost, and that is why we have
not chosen it, since one of our first goals is the speed of the implementation.
3.1.3 Seedpoints
In this subsection all the required information related to the seedpoints is ex-
plained.
As mentioned above, the particular shape of the vessels determines to a
certain degree the number of seedpoints that the livewire technique needs in
our case. Specifically, in our solution it determines the minimum number of
startpoints needed: one for each of the branches that we want to extract. The
reason is that the startpoints are set at the distal end of these branches.1
1Here we use the word ”branch” to mean each of the vessels of the tree, that is, there are
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Figure 3.3: Slice showing the unique endpoint and several startpoints set at
vessels of the LCA.
It is clear that a tree shape is not composed of only one curve, but several;
hence the solution requires several paths, not only one.
We could think of several possibilities for the number and placement of the
end- and startpoints. The elemental one would be to choose one end- and
startpoint for each branch, but that is not necessary. Once we have a first path
there is no need for more endpoints, as this whole first path can act as a bunch
of possible endpoints for the following startpoints.
What we have chosen to do, is to set one endpoint at the origin of the
vascular tree (next to the aorta) and one startpoint at each distal end of the
tree. The reason for setting the endpoint next to the aorta is that, as we know,
the algorithm starts at the startpoint and continues expanding until it finds an
endpoint. If we put a startpoint next to the aorta, the algorithm enters the
aorta, which is very bright and about ten times thicker than a coronary artery,
thus slowing down the performance.
In Figure 3.4 we can see a diagram of the process performed by the algorithm.
First of all, it looks for the lowest cost path from the first startpoint to the
endpoint. After that, it continues with the next startpoint, expanding it until a
point that belongs to the already tracked path (the path from the first seedpoint
to the endpoint) is found. This step is repeated for each startpoint (each of
them finishing when the algorithm meets a voxel that belongs to any of the
paths previously tracked).
Some advice that should be taken into account when placing the seedpoints
is provided in Section 4.3.6.
as many ”branches” as distal ends in the tree (and therefore as many as startpoints). That
meaning is different from the meaning employed in Section 3.2, when talking about how do
we store the vascular tree, where a ”branch” (also called BranchItem there) is each of the
stretches between two bifurcations (see Figure 3.5).
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(a) Path found for the first seed. (b) Path found for the second seed.
(c) Path found for the third and forth
seeds.
(d) Path found for all seeds.
Figure 3.4: Diagram showing schematically the path-finding process of the al-
gorithm.
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3.2 Storing the Tree
One slightly separate matter, is the storage of the information that the algorithm
extracts. For that purpose, we use two C++ classes created to manage tree
structures: BranchTree and BranchItem. Each BranchItem has a pointer to
its parent and to multiple children; all together form the BranchTree. Thus,
for each BranchItem we save the following data:
• Its parent BranchItem.
• The startpoint and the finalpoint of the branch.
• The nodes that form the branch (the nodes that form the estimate ”cen-
terline” that we are extracting).
Thus, after the execution of the algorithm, we have the complete information
of the extrated vascular tree.
Figure 3.5 shows a diagram of the branches of an hypothetical tree. As we
can see, there is only one branch that has no parent, the one placed on the
highest hierarchical level.
3.3 MeVisLab and the Adaptation to Other En-
vironments
As mentioned in the introduction, our development environment has been MeVis-
Lab. In MeVisLab the user has modules that can be easily grouped for creating
a network. There are many useful modules already implemented (for visual-
izing, loading images, etc.), so that our algorithm just had to become a new
module that interacted with the others (see Figure 3.6). Nevertheless, if we
want to adapt the algorithm to any other framework, this adaptation would be
easy, since we are using only a few MeVisLab specific functions.
3.3.1 Mevislab specific functions
First of all, there is an input volume associated with the data. Each time we
read from the input we use the following function, that should be replaced by
the corresponding one in the new environment:
vInVol->getVoxel(ml::Vector(i, j, k, 0, 0, 0);
Analogously, the function we use for writing in the output volume:
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(a) Diagram of the brach tree
(b) Hierarchical diagram
Figure 3.5: Diagram of the branch tree.
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Figure 3.6: Screenshot showing the MeVisLab network.
vOutVol->setVoxel(ml::Vector(i, j, k, 0, 0, 0);
Moreover, the algorithm needs a list with the end- and startpoints. For
that aim, we use a list with a particular data type from MeVisLab: Xmarkers.
However, it could be replaced for any kind of list containing those points, taking
into account the following:
• The end- and startpoints can be placed in any order.
• Our markers have a code so that the algorithm is able to distinguish their
type (see Section 3.4.3 for further information).
Finally, as explained in the previous section, BranchTree and BranchItem
are used for storing the information of the tree. The centerline is stored in a
vec3, a particular data type from the image processing library of MeVisLab.
Those vec3 are basically a useful type for keeping 3-dimensional coordinates,
and they are used several times in the code.
3.3.2 Different kinds of datasets
Our algorithm has been tested on CT datasets, but it should be possible to adapt
it to a different type of input data, such as MRI. The main modification that we
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would have to do is to change the thresholds of our intensity function according
to the new input values. Further information about what each threshold should
divide is provided in the explanation of Figure 3.2, in Section 3.1.1. However, the
important thing of our cost-intensity function is the concept; the exact number
of thresholds and their placement may be modified according to the particular
characteristics of the input data.
It could happen that it is only possible to identify two or three intensity
ranges in MRI datasets, instead of the three that our intensity-cost function
present. However, we can assume that if this case causes a disadvantage, it
would only be in terms of timing. Remember that the main purpose of our
function was to speed up the performance in some cases. Two ranges would not
be as effective as three or four of them, but the performance would not suffer
seriously. It is enough to identify a range in which the vessels usually remain,
and a second one less common for the vessels, but existent as well.
The situation would be more worrying if there did not exist the possibility of
identifying at least two ranges, since then the algorithm is very likely to expand
out of the vessel, and the execution can be notably slown down.
The higher noise present, for example, in MRI datasets, should not be a
problem as long as those intensity ranges can be differentiated. For instance,
some darker voxels randomly distributed in the vessel would not pose a difficulty
for the algorithm if the mean intensity of the vessel is higher than the intensity
of the surrounding regions.
3.4 Some Specific Details of the Implementation
In this section we have a look to some minor issues that, nevertheless, it is not
unhelpful to clarify.
3.4.1 Initialization
Due to memory limitations, we do no initialize the whole volume (that is, a
volume with the same size of the input one). The class Node has 24 bytes,
as you can see above. A dataset can have a size of 512*512*150–591 voxels.
That would mean 1.57 Gb, which is extreme. Therefore, we only initialize
the volume in which the seedpoints and the vessels are contained, which com-
monly occupies a size of around 400*350*160. This initial volume of interest
(VOI) is automatically calculated by computing a bounding box for the seed-
points and subsequently enlarging it as far as free memory is available. In our
code the corresponding coordinates of the VOI are bbStart[0], bbStart[1],
bbStart[2], bbEnd[0], bbEnd[1], bbEnd[2]. Figure 3.6 shows some mod-
ules which aim to automatically calculate of the VOI.
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class Node{
private:
unsigned offset;
float intens;
float cost;
float fcost;
bool computed;
Node* prev;
Node(unsigned offset, float intens);
Node(){}
~Node();
};
Type
Right endpoint 0
Right startpoint 1
Left endpoint 2
Left startpoint 3
Table 3.1: Coding for the input points
3.4.2 Dealing with the diverse paths
It is necessary to restart our matrix of nodes each time we finish expanding a
seed (each time we find a path), because the path calculation has been done for
that seedpoint, and it will obviously interfere with the new seek. For instance,
it is of high importance to set the member computed of each Node to false,
otherwise it will not be possible to compute those nodes anymore.
3.4.3 Dealing with the right and left coronary arteries
The coronary arteries supplying the myocardium consist of two main trees: the
right (RCA) and left (LCA) coronary arteries, with the latter branching into
the circumflex artery (LCx) and the left anterior descending artery (LAD). Our
algorithm handles the RCA and the LCA arteries separately.
To that end, the algorithm receives as input the end- and startpoints needed
to segment both the left and right arteries. Those points must have a type, so
that the algorithm is able to distinguish them. For instance, we have use the
classification shown in Table 3.1
Chapter 4
Results and Additional
Solutions
This chapter is divided into five sections. The first one regards the general per-
formance shown by the basic implementation expounded in the previous chap-
ter, as well as the general difficulties that it encounters. After that, we discuss
in more detail some of the specific cases in which the algorithm has troubles.
Later on, the solutions that have been tested with the purpose of solving the
mentioned difficulties are explained. Then we talk about the modifications in-
troduced in order to speed up the performance of the algorithm. In the next
section we show the results obtained from testing our datasets and the influ-
ence of the diverse modifications in those results. Finally, our implementation
is compared with a fully-automatic method from different points of view.
4.1 General Performance
The livewire technique has proved to generally be a good solution for vessel
segmentation, in terms of timing and accuracy. With only a couple of features,
the results under usual conditions are satisfactory and the performance of the
algorithm lasts just a few seconds.
The intensity, which main task is supposed to be to keep the algorithm
inside the vessel, is in most cases enough to find the right path along it. And,
as mentioned, the gradient feature helps to speed up the performance.
An example of right and left coronary arteries extracted with our algorithm
can be seen in Figure 4.1. Six startpoints were set at the RCA and four at the
LCA. Both vascular trees were segmented in about 20 seconds (all together)
and with complete accuracy. That is what happens when the algorithm does
not have troubles in its way.
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Moreover, the algorithm provides the hieralchical information of the tree, as
already mentioned in Section 3.2. Figure 4.2 shows the resulting hieralchical lists
of branches. One of the branches is selected in the figure, and the corresponding
path highlights in Figure 4.3, which shows the extracted coronary arteries.
Figure 4.1: 3D example of the vessels found with the algorithm.
The speed of the algorithm is closely related to the amount of expanded
nodes. The performance is very fast when the algorithm does not go out of the
vessel, and only nodes that belong to the vessel are expanded. Figure 4.4 shows
this desirable situation.
However, in our particular problem, there is not always appreciable contrast
between the vessels and the areas placed around them. As the intensity fea-
ture is supposed to guarantee that the algorithm stays inside the vessel, this
resemblance in the intensity values of the surrounding voxels considerably com-
plicates the task. Moreover, the intensity along the central axis of the vessels
is not always uniform. These two characteristics together lead to some difficult
cases, which we study next.
4.1.1 General difficulties
Basically, the algorithm is prone to run into troubles if one thing happens: if it
leaves the vessel. That may be caused by the following features:
• Dark stretches in the vessel.
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Figure 4.2: Resulting hierarchical list of branches.
Figure 4.3: Resulting tree with selected branch.
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Figure 4.4: Slice showing the voxels expanded by the algorithm.
• Large structures of high or medium intensity placed next to the vessel.
• Both features together.
The first case is quite well solved thanks to our cost-intensity function. The
second one is more problematic, mainly when it takes place in combination
with the first situation. Let us see first what happens when we face the second
problem alone.
If the vessel is surrounded by a large structure of similar or higher intensity
than itself, the main problems that may appear are:
• The performance might take much more time than usual, potentially in
the order of ten times more.
• The algorithm might fail in the tracing of the path, choosing a wrong one
through the large bright area.
Of course, if the structure has a higher cost than the vessel nothing bad will
happen, the algorithm will correctly track the vessel. The problem arises when
the area has a similar or lower cost and it is possible to track a shortcut through
it. Thus, the situation is specially complicated when the vessel surrounds one of
these bright areas touching or almost touching it at some point: it will probably
be a more direct path from that point to the final one.
If there is a large bright area next to the vessel and, furthermore, the vessel
has a dark stretch on its way to the endpoint, the algorithm will undoubtedly
enter this large area, expanding over its extent rather than trying to go into the
dark stretch. As we can imagine, the dangers in this case are the same as the
abovementioned, but enhanced. In this case, it is not even necessary that the
path through the vessel is longer; if the surrounding area has a lower cost, the
algorithm will go into it as far as it can.
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(a) The path is being correctly tracked. (b) The path has left the vessel for a
while.
Figure 4.5: Slices showing a incorrect traking.
As we will see in the following sections, this troubling situation may appear
in slightly different ways, a fact that makes the task of finding a general solution
quite complicated. However, it is important to remark that these cases are a
minority, occuring about once every ten branches, and their appearance can be
diminished by a careful selection of the placement of the seedpoints.
4.2 Particular Cases
In this section we show some particular examples of situations in which our
basic implementation of livewire comes up against difficulties when tracking the
path.
4.2.1 Large high-intensity structure next to the vessel
This is the more common trouble situation: a bright large area placed next to
the vessel. If there is no separation between the vessel and the high-intensity
area (meaning with ”separation” some dark nodes in between), the algorithm
will undoubtedly go into the large area and, if this structure has a lower cost
the the vessel itself, it will probably track a wrong path through it, or enter it
a bit. Figure 4.5 shows an example of the latter case.
4.2.2 Large medium-intensity structure next to the vessel
The difference with the previous case is that the large area is not so bright.
However, if the vessel does not have a very high intensity either, that neighboring
structure will be a problem as well.
Figure 4.6 shows a case in which the vessel even touches a wide area with a
similar intensity to itself. Moreover (although it does not appear in the picture),
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a bit further there is a dark stretch in the vessel. Furthermore, this area next to
the vessel, which is big but not so big, is connected with a huge and very bright
one, which can be seen in the picture by some bright spots that belong to it.
All these facts put together create a quite difficult situation for the algorithm.
Figure 4.6: Cost-intensity function.
It could be thought that the fact that the algorithm goes out of the vessel is
not so serious, and that sooner or later the algorithm will find its path through
the vessel. Maybe sometimes the situation may finish happily. But generally
that is not the case. The real problem apart from the timing (which is no small
problem itself) is the likelihood that a wrong path through one of those areas
will be tracked.
If the algorithm goes out of the vessel, it is because the areas around it
have a lower cost that the vessel itself, a fact that do not make the task easy.
Therefore we have to deal with this kind of situation.
4.2.3 Vessel goes round a large high-intensity structure
This case is similar to the first one mentioned, but more problematical. If
the vessel goes round a large intensity area and, moreover, almost touches it at
some point, it may very likely be a more direct path to the endpoint through the
structure, and the algorithm will choose that path rather than the one along the
vessel. Next we show some examples of this situation, that is the most serious
one.
4.2.4 Commonly problematical regions
Now we are going to see some typical regions of the heart where the abovemen-
tioned problems may more frequently occur.
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(a) Seedpoint placed at the circumflex. (b) Path entering the left atrium.
Figure 4.7: Slices showing a wrong traking through the left atrium.
Seedpoint placed next to the left atrium
The left atrium is a very bright area, and may be the one most likely to cause
troubles. The reason is that the startpoint placed at the end of the circumflex
artery is usually almost touching the left atrium, as you can see in Figure 4.7.
Furthermore, this coronary artery encloses the atrium, and this high curvature
of the vessel does not help either, since there is then a more direct path through
the atrium.
Seedpoint placed next to the ascending aorta
Figure 4.8 shows a typical case in which a startpoint placed very close to the
aorta results in a wrong path through it. The explanation of this mistake is
very simple: first of all, there is no separation between the vessel and the aorta;
maybe there are a couple of darker voxels, but not dark enough. Moreover,
the right and the wrong paths have approximately the same length (the same
amount of nodes, or steps), but the cost of the voxels that form the wrong path
is lower (because they are brighter). Both facts together give a lower cost to the
path through the aorta, and that is why it is selected instead of the one through
the vessel.
4.3 Tested Solutions
In this section we present the diverse techniques that we have tested with the
aim of solving the situations shown aboved.
We have to realise that the problem can be easily summarized: at some point
the algorithm goes out of the vessel. Intuitively, what should be done in order
to fix this fact is:
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(a) Seedpoint. (b) Path entering the ascending aorta.
(c) Wrong path through the aorta. (d) Wrong path through the aorta, ap-
proaching the endpoint.
Figure 4.8: Slices showing the wrong path through the ascending aorta.
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1. Identify that the algorithm is out of the vessel, covering a large area.
2. Stop the expansion on this area and/or promote the expansion along the
vessel.
Our first try was to identify that the algorithm has left the vessel as soon as
possible.
4.3.1 Identifying the problem: finding large structures
When we faced this problem we thought about several possible ways to deter-
mine that the algorithm is not doing what it should. For instance:
• To realize that it is not approaching the endpoint.
• To realize that it is tracking a too long path.
• To realize that it is covering a very large region.
In view of the first option the following problem arises: maybe the algorithm
is actually approaching the endpoint. It is out of the vessel, but it can be
expanding in any direction, perhaps getting closer to the endpoint. That is
why we cannot think about checking the distance between the endpoint and the
current position of the algorithm, nor the direction of propagation.
The second possibility poses one question: how long should the path be? On
the one hand, sometimes the vessels are quite long (and/or have high curvature
stretches), therefore we cannot choose a low threshold if we do not want to
lose some correct trackings. On the other hand, if we wait too much, we will
considerably slow down the performance and, moreover, it can be quite difficult
to reacquire the correct path. It is possible to employ this method for stopping
the search of one path when it is clear that it is lasting too long, just as an
emergency exit, but not as the proper way to solve our problem.
Then there only remains the third option: we have to find out as soon
as possible that we are inside a structure that cannot be a vessel due to its
dimensions, and to do so with a low computational cost.
Looking at the diameter of the structure
The next task was to somehow measure the size of the structure that the algo-
rithm covers. We decided to do this by calculating the diameter of this structure.
For that purpose, the algorithm follows these steps every time it expands one
node:
1. Identify the current direction of expansion, looking at the vector that goes
from the previous node to the current one.
4.3 Tested Solutions 35
2. Calculate a vector perpendicular to that one. It does not matter which
one, remember that we want to keep low the computational cost.
3. Calculate a vector perpendicular to the previous two. This vector, to-
gether with the second, defines a plane perpendicular to the direction of
expansion).
4. Calculate the length of those two vectors, considering that they arrive as
far as the intensity value of the voxels remains in certain range.
Figure 4.9: Diagram showing the calculation of the structure’s diameter.
In that way, we are able to approximately calculate the size of the structure
at each step, while keeping the computational cost low. When both ”diameters”
go beyond a certain length (for example, a length of 25 nodes), we consider that
it is not possible to be into a vessel and assume that the algorithm is covering
a large structure.
4.3.2 Reassigning intensity costs: jumping the gap
Once we know that we are in trouble, out of the vessel, the next step should be
to figure out a way to skip the large structure in which we are ”lost” and come
back to the right way. However, the solution is not straightforward.
As mentioned above, the usual reason to leave the correct track of the vessel
is to have a brighter area around, and probably a darkening in the vessel. That
is why one possible solution would be to assign in a different way the costs to
the intensities. That is, to try to ”jump the gap”.
We attempted to do this following these steps:
1. A large structure is identified.
2. We assign the lowest cost to the range of intensities in which usually the
dark stretches of the vessel (from 1000 to 1150, see Section 3.1.1) remain.
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(a) A large area is found by the algo-
rithm.
(b) Before finding the large area the al-
gorithm had stop the expansion along
the vessel due to a dark stretch.
(c) After finding the large area a darker
range of intensities is promoted.
(d) Expansion along the vessel due to
the cost reassignment.
Figure 4.10: Slices showing both the process of finding the large area and jump-
ing the dark stretch.
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3. We assign high cost to the brightest range of intensities (over 1250).
4. We continue with this procedure for a certain number of steps (we will see
this point in more detail soon).
These measures have proved to be effective in some situations, as the ones
shown in Figures 4.10 and 4.11, where the process solves the problem.
However, before achieving those results, there is one more question that we
have to answer: until when do we have to continue with the change of intensities?
Stopping the ”emergency mode”
Thus, the next question we had to face was: when do we stop the ”emergency
mode”? That is, until when do we promote the voxels in the lower range of
intensities? Four possible solutions were tested:
• Without limit: it will finish on its own when it has to.
• Until a certain fixed number of steps, and then back to the normal mode.
• Until a certain fixed number of steps, then back to the normal mode.
If it finds the large structure again, we repeat that number of steps in
emergency mode.
• Until a certain fixed number of steps, then back to the normal mode. If
it finds the large structure again, we do one step in emergency mode, and
again and again if we continue finding the large structure.
The first option does not meet our needs because very likely all the possible
endpoints (all the previously tracked paths) will be surrounded by high-intensity
voxels, and we would never be able to reach them if we never stop promoting
dark intensities.
On the other hand, we cannot just choose a certain amount of steps and
then leave the procedure: if we have not ”jumped” the whole dark stretch we
will be in the same situation. Therefore, it is necessary to somehow adapt the
duration of the process depending on the particular situation.
Beetween the last two options, the last one gives better results, since it
basically continues the procedure just as long as it is needed.
4.3.3 Outliers
Although the explained methods help to solve some situations, outliers still
occur during the segmentation process.
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(a) Seedpoint placement. (b) The reassignment of costs prevent
the algorithm from entering a large
bright area, although it obviously does
not impede the expansion over the range
of promoted intensities.
(c) Thanks to the reassignment the
nodes that form the dark stretch are
computed.
(d) The path through the dark stretch is
tracked.
Figure 4.11: Slices showing the result of the enhancement of a darker intensity
for some steps.
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(a) Seedpoint set near the problematic
one and connected by the problematic
area.
(b) A wrong path is tracked through the
voxels of the large area which intesity
values are in the promoted range.
Figure 4.12: A large area has been found and a darker range of intensities
receives the lowest cost.
Other startpoints near the problematic one
A complication may arise due to the promotion of a darker range of intensities
if there are more startpoints placed near to the problematic one. If there is a
path formed by voxels with those intensities that connects the problematical
startpoint with the other one, the algorithm can choose that path instead of the
one that we would like. For instance, Figure 4.12 shows a case in which this
happens.
To avoid this, we could erase the previously tracked paths (when we are
dealing with a difficult branch) and paint them later again. This possibility is
not introduced in our algorithm, since those solutions have been tested only in
isolated cases, but it (or something equivalent) should be added if we want to
employ them universally.
When the vessel surrounds the bright structure...
Finally, there is one kind of situation that our modifications are not able to
solve: the case in which the desired vessel surrounds a large bright structure. In
those cases, the vessel is usually darker than the bright structure. That is why
we expected our modifications to be able to solve them too. However, something
different happens in fact.
Figure 4.13 shows the known scenario of the circumflex artery almost touch-
ing the left atrium. The algorithm acts as follows:
1. The large structure is found and the darker intensities promoted.
2. The few dark voxels between the circumflex artery and the left atrium are
the ones preferred by the algorithm; they may not belong to vessel.
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(a) The path is being wrongly tracked. (b) Path entering the left atrium.
Figure 4.13: Slices showing a wrong traking due to the promotion of a darker
range of intensities.
3. Pretty likely a wrong path is tracked, at first along those voxels and even-
tually through the left atrium.
Thus, we have not found a general solution for all cases yet. However,
possible further improvements are proposed in Section 5.
4.3.4 Difficult startpoints for the end
There is another option for helping the algorithm in its search of the vessels.
As already known, we are looking for a tree structure. This tree have some
main vessels, the ones in the upper hierarchical levels, that usually are thicker
and brighter, and some minor vessels, usually in the lower hierarchical levels
of the tree, that are thinner and darker. Therefore, another logical possibility
would be to track the easy branches first and leave the complicated ones for the
end. Doing so we can speed up the performance or even enable the tracking
of some branches that would pose problems if we act in a different way. The
reason is obvious: the ”easy paths” tracked first can help the difficult ones by
shortening them.
This method could be applied automatically: once we have found a difficult
startpoint, we leave it for the last moment. However, that would not be very
efficient in terms of timing: we would have to wait the required time to identify
the problem, then leave the corresponding startpoint for the end, and then
try again and see if it works better on this second chance. Moreover, it is
counterproductive with some facts expounded in Section 4.3.3.
Therefore, if we want to make profit of this characteristic of the vascular
trees, the best way to do it is by a proper selection of the startpoints and their
order. The paths that can pose more difficulties are usually obvious for the
user. It is always advisable to set first the startpoints of the vessels that can be
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more easly tracked: the main and brightest branches, and the ones completely
sorrounded by dark pixels.
4.3.5 The user-steered solution
Finally, there is one more option that has proved to be possible. We could
always add more seeds in order to help the algorithm in the difficult situations.
That would make sense, because it is a way to make profit of the fact that
livewire is a user-steered technique. To let the user help the algorithm in the
difficult situations is probably the easiest way to solve all the problems. We
have tested this possibility in some cases, and it usually works just by adding
some extra points. There are two ways for doing this:
• Adding intermediate seedpoints at the problematical branches.
• Adding an extra endpoint placed at the critical point.
In the first case, we would place one or more seedpoints in the middle of
the problematic branch; each of them would act as an endpoint for the previous
startpoint, and it would subsequently be an startpoint itself. In the second
case, we would place an endpoint in the middle of the problematic branch, and
it would never act as an startpoint, but just as an extra endpoint specifically
placed for the segmentation of a particulary difficult stretch of the branch.
From both of them, the one that we think can bring better results is the
latter. In particular, a technique that may be very useful in the cases in which
the vessel almost disappears in the middle of an area that has the same intensity
(a brigth area), would be the following:
1. Identify the problematic branch.
2. Identify the critical point in that brach.
3. Set an endpoint there.
4. Set one startpoint at each side of the endpoint, both of them placed out
of the critical stretch.
This can seem a bit complicated, but will very likely give good results. The
startpoints will both find the endpoint, because it is easy to enter the bright
area, where the endpoint is placed —remember that the algorithm expands from
the startpoint to the endpoint. This procedure solves that particulary difficult
region, and the solution can be subsequently added to the rest provided by the
normal performance of the algorithm. Figures 4.14(c) and 4.14(d) show this
procedure.
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(a) Vessel with difficult region. It is not
possible for the algorithm to track it with
only one startpoint at the distal end.
(b) First possible solution. Intermediate
seedpoints added in the difficult region.
Each of them acts first as an endpoint
and immediately later as a startpoint.
(c) Second possible solution. Extra end-
point that has to be found from both
sides.
(d) Second possible solution. Once the
difficult region has been solved thanks to
the extra endpoint, the algorithm looks
for the ”real” endpoint.
Figure 4.14: Diagrams showing the difficult region as well as the two possibilities
proposed to solve it.
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Figure 4.15: Slice showing a second endpoint placed in a difficult area.
Regarding the first option (of introducing one or more intermediate start-
points), it would be especially interesting when a dark stretch of a vessel caused
troubles. For example, if we place two intermediate seedpoints in the middle of
a dark stretch, the process would be as follows:
1. It would be easier for the original startpoint to find the first intermedi-
ate seedpoint, since it would be placed nearer, in the beginning of the
problematic region.
2. The first intermediate seedpoint would easily find the second intermediate
seedpoint, placed a bit further in the dark stretch.
3. The second and last intermediate seedpoint would easily expand towards
out of the dark stretch (towards brighter nodes), overcaming it in that
way.
In the case of the dark stretch it would not help to place an extra endpoint
(which never acts as a startpoint) in the middle of the stretch, since it is diffi-
cult to enter dark stretches. With the intermediate seedpoints we try to make
that task easier, by placing an startpoint in the beginning of the dark stretch.
Once we are into the stretch, it is easy to go out of it, specially if we have
more intermediate seedpoints helping. A diagram of this technique is shown in
Figure 4.14(b).
Ideally it should not be necessary to resort to any of these options, and
probably livewire has enough potential to track any path with just one seed for
branch if the right refinements are found and set. However, in the meantime it
is advisable not to forget these possibilities, since probably are the simplest and
maybe the more effective ones.
Finally, just to mention that our algorithm is not currently prepared for the
explained process. Some modifications should be introduced if we want to put
this into practice (not to do it manually, in a different execution). For instance,
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Figure 4.16: Slice showing a dark stretch tracked thanks to intermediate seed-
points.
if we employ the first option, it would probably be a good idea to label the
”helping seeds” as a different kind of seeds, so that the algorithm can handle
them as something different. Analogously, if we want to use an extra endpoint
for solving a concrete brach, it would be necessary to somehow let the algorithm
now how and when does it have to use this second endpoint.
4.3.6 Some general advice when placing the seedpoints
With regard to everything above, it is always beneficial to follow some rules
when setting the seedpoints:
• The endpoints should be placed in areas as bright as possible, since it is
there where the algorithm tends to go first. It does not matter if they
are surrounded by wide and bright areas: the algorithm is not going to
expand from there, but to there.
• It is not so important for the startpoints to be placed in bright voxels;
rather, it is important to place them in voxels brighter than the ones
around the vessel.
On the other hand, another good general piece of advice is the one mentioned
in the previous section: to keep in mind that some paths are easier to track that
others. If we place the first seedpoints in the easiest branches, the ones that
will be correctly tracked for sure, then those paths could make the next ones
shorter, and therefore easier. And this fact could improve both the accurancy
and the speed.
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4.4 Speeding up the Performance
This section talks about the diverse methods we have employed to make the
performance as fast as possible.
4.4.1 Finishing as soon as possible
The algorithm could continue executing until the whole volume is computed.
However, that is not necessary. For our purpose, it is enough to stop the execu-
tion when the endpoint has been found. The path tracked from the startpoint
to the endpoint will be the shortest of all possible ones, which is why it has been
found before the others.
4.4.2 Keeping activelist as short as possible
As already explained in Section 3.1.1, it is of paramount importance to keep
activelist as short as possible. One consideration that can help in achieving
this, is not to introduce the nodes that have a too high cost and will never be
expanded (because they are taken out from activelist in order of lowest cost),
for example the ones with a too low intensity. The speed increases noticeably
when following this practice.
4.4.3 Reducing activelist
Usually, if the algorithm remains inside the vessel, as commonly happens, the
calculation lasts a few seconds. However, it can happen that we have a very
thick vessel, which would slow down the process. The reason is that the size of
activelist, which is browsed many times, increases too much, meaning that
there are many nodes waiting to be computed. To avoid this, it is possible to
reduce the size of activelist when it contains more than a certain number of
nodes.
This can be done just by removing every second node from the list until
its size is reduced to the half. Although it could seem that this procedure can
prevent the algorithm from finding the right path, the results have proved to
be very good. The nodes that tend to be erased are the ones that remain for
a ”long time” in activelist. Therefore, they will mainly be the ones placed
closer to the boundaries (because they are darker and have a higher cost) and
that will not create any problem. On the other hand, of course some nodes
placed near to the central axis of the vessel are removed from time to time (see
Figure 4.17); but these are a tiny percentage, and this does not impede the
performance either.
The situation changes when we run into our known problem: when the
algorithm goes out of the vessel into a ”large area”. In that case it is dangerous
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Figure 4.17: Slice showing the nodes removed from activelist.
to arbitrarily reduce the size of activelist, because the nodes that belong to
the vessel are few compared to the number of nodes that form the ”large area”,
and not necessarily brigther. Then, if they remain for a long time in activelist
(as usually happens), they can be all removed and the chance to find the right
path will consequently disappear.
However, this does not have to stop us from employing this technique in
the rest of cases; we only have to drop it when running the ”emergency plan”
needed when dealing with that obstacle.
The amount of nodes we have chosen as threshold for reducing activelist
is 3000, which has proven to be a good compromise beteween nodes removed
and speed. As an example, the algorithm finds the right coronary artery shown
in Figure 4.17 in 18 seconds when employing this procedure; otherwise it takes
more than 10 minutes. This artery is not a common one; very likely is the
thickest one of all the tested datasets. Generally the process speeds up by a
factor of 2 or 3, but anyway the difference is clearly significant.
4.5 General Results Testing our Datasets
The basic implementation of the algorithm has been tested in 50 datasets. The
mean number of startpoints in the datasets was ten: five for the right coronary
artery and five for the one on the left side. The percentage of paths that are
correctly tracked is 84% (see Appendix A for further information).
The modifications presented in Section 4.3.1 and Section 4.3.2 have been
tested in isolated cases. They have shown good results in those specific cases,
although it has not yet been established what would happen when integrating
the changes in the implementation. However, there would be only one possible
threat: to identify a ”large structure” when it is not necessary. That is not
very likely to happen, because the algorithm usually stays inside the vessel,
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(a) Screenshot showing all the paths have been tracked.
(b) Screenshot showing one path missing.
Figure 4.18: Screenshots showing typical results.
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unless we are in a difficult situation. However, this fact should be checked, and
consequent refinements introduced if necessary. Those refinements would not
be complicated, they would only consist of an increment in the requirements to
identify a large structure.
Having clarified those facts, we can give an estimation of the possible im-
provement caused by the tested aditional solutions. They are assumed to work
when we have a dark stretch in the vessel plus a large structure next to the
vessel. Looking at how frequently does that situation appear, we can calculate
that employing those methods the percentage of paths correctly tracked would
increase to 91%; thus the estimate percentage of unsolved situations would be
9%.
The modifications presented in Section 4.4 with the aim of speeding up the
performance have proved to be very effective. All together, they achieve an
average time per correctly tracked path of about 2 seconds, an excellent result
considering that we are dealing with volumes of 512*512*250 voxels.
4.6 Comparing with a Fully-Automatic Method
In Section 2.1 the advantages and disadvantages of semi-automatic and fully-
automatic techniques were briefly presented. In an attempt to summarize, we
could say that fully-automatic techniques need less input from the user, but
give worse results. On the other hand, semi-automatic techniques need a higher
number of points set by the user, but the obtained results are more accurate.
Moreover, in semi-automatic techniques it is possible for the user to naturally
interact to correct something when the algorithm goes wrong, a possibility that
does not exist in an automatic segmentation.
In this section we can see a practical example of those theoretical statements.
Figure 4.19(a) shows the results testing our algorithm on one particular
dataset (concretely number 012, see Appendix A). Figure 4.19(b) shows the
results testing a region growing algorithm (related to the method described in
[20]), on the same dataset. The latter has been obtained with an input of just
one mouse click. Regarding our solution, it received six startpoints for the right
coronary artery and five for the left coronary artery. That clearly gives an
advantage to the automatic method; but let’s analyze the extracted trees.
As we can see, the LCA does not even appear in Figure 4.19(b). The fact
that one of the coronary arteries is missing in the output happens in 24% of
times when testing this particular approach of the region growing technique
[4] on the same 50 datasets employed by us. That can never happen in our
approach, because of the following facts:
• Most of the branches are segmented without any problem, that is, they
are correctly and quickly tracked by the algorithm.
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(a) Result obtained testing our algorithm on one of the
datasets.
(b) Result of a region growing algorithm on the same
dataset.
Figure 4.19: Screenshots showing the result obtained both with our algorithm
and a region growing algorithm.
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• Both the RCA and the LCA consist of a bunch of branches; just one cor-
rectly tracked branch gives us something from the corresponding coronary
artery.
• There are always several branches both from the RCA and the LCA that
are correctly tracked; there are always several branches main and bright
enough to be easily extracted with our algorithm.
• 100% of branches can be correctly tracked to a certain point. Particular
problems may arise when trying to segment branches until their very end,
but 100% of extracted branches can be attained if we are less demanding
with the difficult ones, and place the startpoint nearer to the origin of the
tree. Of course that is not ideal, but it is another fact highlighting that it
is not possible to completely miss a whole coronary artery.
As far as the RCA is concerned, it can be observed in Figure 4.19 that
some of the secondary branches are missing as well. That is usual in the fully-
automatic approach and happens practically always, unlike in our own, where
it is rare to miss a branch. That difference is expected, as we are providing
one startpoint for each of the branches that we would like to segment: it is the
reward obtained from the more laborious input.
On the other hand, from the point of view of the speed and the reproducibil-
ity, the two techniques (at least using these two approaches) do not seem to be
significantly different. Probably livewire is a bit faster and the fully-automatic
method wins in terms of reproducibility (since it depends less on the user choice
of the seedpoints), but those aspects are not really important when compared
with the ones already studied.
Finally, we have to mention that obviously our algorithm is currently pro-
viding just a path following the vessel, not the whole vessel, as the compared
region growing method tries to do. In order to get the whole vessel, some com-
plements should be added to our algorithm. However, it should not be a big
problem once an estimation of the branches’ centerline has been obtained.
Chapter 5
Outlook; Further
Improvements
In this section we suggest several methods that we have not properly tried but,
in our opinion, and considering everything learned about the whole issue, could
bring very good results and perhaps achieve a correct and fast tracking of the
coronary arteries in all cases.
5.1 On the Fly
In 1997, Barret and Mortensen presented an additional improvement for the
livewire technique that they called ”on the fly training” [10] (not to be confused
with the ”livewire on-the-fly” presented by Falcao, a modification aimed for
speeding up the execution [15]). In that technique, livewire associated low costs
with current edge features, adapting the costs to the particular features of the
desired boundary on the fly. We could use a similar idea to solve our problem.
For instance, it may be possible to change the costs of the intensities for
some steps when it is detected that we are in a lower range of the intensity-cost
function (see Figure 3.2). That is, we could adapt the costs on the fly to the
intensity of the vessel.
Another option would be to let the user select an ”emergency intensity-
cost function” when a problematic branch is faced. That is, to somehow select
manually the range of intensities than must be promoted when we are dealing
with a concrete complicated branch.
Finally, we present next the application related to this idea that we think
could help most in our case.
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5.1.1 Skipping large structures on the fly
The core of this method could be summarize as follows:
1. Take into account the intensity of the large structure found, as well as the
intensity of the nodes surrounding the startpoint.
2. Handle the situation considering that information.
This could help in the left atrium case and similar ones. For instance, in the
left atrium case the procedure could be the following one:
1. We find a large structure.
2. We find out that the structure has intensities around 1400; either by look-
ing at the intensity of the node called ”current node” in Figure 4.9 or
calculating the mean intensity of the voxels that belong to both ”diame-
ters”.
3. We look at the intensity of our startpoint (or at the mean of the intensities
of the voxels placed in the neighborhood of the startpoint); we find out
that it is 1200.
4. We assign a very high cost (high enough to completely avoid the expansion
there) to the nodes with intensities higher than 1300, and promote (by
assigning a very low cost) to the intensities in the range 1150–1250.
We think that this process would completely solve the case in which the
vessel is touching the left atrium, because the situation is usually the same: the
left atrium is brighter than the vessel itself.
It could be thought that we cannot make this adaptation to every different
case we face. But the reality is that there are not so many different problematical
situations: either the large structure is brighter than the vessel, or it has a
similar mean intensity. In the latter case we cannot use the technique explained
above, but it can be used in the first case, which is quite often.
5.2 Making Profit of the User-Steered Charac-
teristic
There is one more possibility: to make a bit more profit of the fact that livewire
is a user-steered technique.
We tested this method manually in some isolated cases. That is why we
explained it in Section 4.3.5, with the other tested solutions. However, we must
mentioned this option here, because the modifications needed to incorporate it
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in our algorithm are not implemented, and should be introduced in a further
step.
Summarizing, it would consist in including the possibility of adding either
intermediate startpoints or an extra endpoint in the problematic branch. We
pay the price of requiring more time from the user; even so, this may be the
easiest and most effective solution.
Chapter 6
Conclusions
Our algorithm, based on a livewire technique that has been properly modified to
meet our needs, simultaneously extracts the coronary artery tree and provides
a rough estimate of the vessel’s centerline.
The adapted livewire shows a very positive general performance:
• The execution is fast.
• The results are accurate.
• The process of setting the end- and startpoints is not very time-consuming
for the user.
• The algorithm finds few difficulties.
However, the basic implementation has troubles in some particular cases,
specially when the vessel surrounds and touches at some point a large structure
that has an intensity higher than the vessel itself.
We have not found a general solution for all the possible cases, although
we have tested several methods that present some promising results and could
probably be a good basis in the search for that general solution.
Moreover, we have suggested further possible improvements that could very
likely be the ultimate solution to the posed problem, which are:
• To handle the situation by adapting the costs on the fly to the particular
scenario.
• To make more profit of the user-steered characteristic of livewire.
The second option is probably the one that is the simplest to implement
and perhaps the one that might be more effective, since the user can very easily
judge each particular case and act according to its concrete characteristics.
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Finally, the speed of the algorithm, that was one of our main goals, is espe-
cially remarkable thanks to some successful modifications.
The modified livewire has proved to be a good solution for coronary arteries
segmentation, although some more improvements should be introduced in order
to make it efficient in any possible case.
Appendix A
Table of results obtained
with the basic
implementation
The results presented in Table A.1 were obtained testing the basic implemen-
tation on 50 MSCT datasets. Although the additional modifications explained
in Section 4.3 were not employed in those testings, the speeding-up techniques
presented in Section 4.4 were used.
Specifically, Table A.1 shows the amount of startpoints placed at each dataset,
the number of paths that were correctly tracked, and the time (in seconds) that
the tracking of the whole tree lasted.
As can be seen, some datasets in which more than one path was not correctly
tracked, are marked with an asterisk. It means that more than one of those failed
trackings were caused by the same problematical region.
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Dataset Startpoints Right paths Right paths timing (s)
RCA — LCA RCA — LCA RCA — LCA
001 5 — 5 1*— 3 1 — 16
002 6 — 6 6 — 6 14 — 5
003 6 — 3 6 — 3 11 — 9
004 2 — 8 2 — 5* 16 — 13
005 5 — 6 5 — 2* 10 — 19
006 5 — 4 4 — 2* 3 — 3
007 6 — 7 6 — 7 4 — 23
008 6 — 7 5 — 6 9 — 6
009 6 — 7 4 — 7 14 — 10
010 8 — 10 7 — 9 12 — 15
011 3 — 5 2 — 5 9 — 10
012 3 — 6 3 — 6 9 — 9
013 3 — 5 3 — 1 4 — 1
014 5 — 5 4 — 5 5 — 6
015 13 — 7 11 — 7 22 — 5
016 8 — 10 8 — 10 14 — 10
017 5 — 4 4 — 4 7 — 7
018 3 — 7 3 — 5 3 — 5
019 5 — 10 5 — 10 25 — 18
020 3 — 5 3 — 3 4 — 5
021 5 — 5 3 — 4 2 — 4
022 5 — 5 4 — 5 3 — 6
023 4 — 7 4 — 7 3 — 13
024 4 — 1 4 — 1 5 — 1
025 5 — 6 5 — 6 19 — 16
026 7 — 15 7 — 15 18 — 20
027 3 — 6 2 — 6 2 — 10
028 4 — 4 4 — 3 7 — 5
029 5 — 7 5 — 6 5 — 8
030 1 — 4 1 — 4 3 — 14
031 3 — 5 3 — 4 5 — 7
032 4 — 5 3 — 1* 4 — 1
033 4 — 7 1*— 4 1 — 12
034 5 — 5 5 — 3 10 — 7
035 4 — 6 3 — 4 5 — 7
036 3 — 5 3 — 5 2 — 10
037 2 — 3 2 — 3 4 — 6
038 4 — 6 3 — 6 5 — 12
039 5 — 5 4 — 4 6 — 9
040 5 — 5 5 — 4 7 — 6
041 4 — 7 1 — 7 1 — 7
042 4 — 5 1*— 5 1 — 12
043 3 — 4 2 — 1 3 — 1
044 5 — 5 1*— 4 1 — 6
045 4 — 4 4 — 4 5 — 7
046 5 — 6 5 — 5 5 — 6
047 6 — 5 6 — 2* 21 — 4
048 3 — 4 3 — 3 4 — 4
049 4 — 4 4 — 4 8 — 5
050 3 — 4 3 — 3 6 — 6
Table A.1: Results obtained on the tested datasets.
Bibliography
[1] J. Mackay, G.A. Mensah, ”The Atlas of Heart Disease and Stroke”; 2004.
http://www.who.int/cardiovascular diseases/en/.
[2] G. Yu, Y. Miao, P. Li, and Z. Bian; ”Multiscale Vessel Segmentation: A
Level Set Approach”; 2005.
[3] J. Brieva, E. Gonza´lez, F. Gonza´lez, A. Bousse, and J.J. Bellanger; ”A Level
Set Method for Vessel Segmentation in Coronary Angiography”; 2005.
[4] A. Hennemuth, T. Boskamp, D. Fritz, C. Ku¨hnel, S. Bock, D. Rinck, M.
Scheuering, and H.-O. Peitgen; ”One-click coronary tree segmentation in
CT angiographic images”; 2005.
[5] X. Lin, B. Cowan, and A. Young; ”Model-based Graph Cut Method for
Segmentation of the Left Ventricle”; 2005.
[6] A. F. Frangi, W. J. Niessen, K. L. Vincken, and M. A. Viergever; ”Multi-
scale Vessel Enhancement Filtering”; 1998.
[7] W. Cai, F. Dachilleb, G. J. Harrisa, H. Yoshidaa; ”Vesselness propagation
- A fast interactive vessel structure segmentation method”; 2006.
[8] P. Felkel, R. Wegenkittl, and A. Kanitsar; ”Vessel traking in peripheral
CTA datasets - An overview”; 2001.
[9] J. Rajapakse, F. Kruggel; ”Segmentation of MR images with intensity in-
homogeneities”; Image and Vision Computing 16, 165-180; 1998.
[10] E. N. Mortensen, and W. A. Barret; ”Interactive live-wire boundary ex-
traction”, in Medical Image Analysis 1997 1(4), pp. 331-341; 1997.
[11] E. N. Mortensen, B. Morse, W. A. Barrett, and J. Udupa; ”Adaptative
boundary detection using ”live-wire” two-dimensional dynamic program-
ming”, in IEEE Proc. of Computers in Cardiology 11, pp. 635-638; Oct.
1992.
[12] E. N. Mortensen, and W. A. Barrett; ”Intelligent scissor for image compo-
sition”, in Computer Graphics (SIGGRAPH’95 Proc.), pp. 191-198; Aug.
1995.
BIBLIOGRAPHY 59
[13] E. N. Mortensen, and W. A. Barret; ”Fast, accurate and reproducible live-
wire boundary extraction”, in Visualization in Biomedical Computing, pp.
183-192; Hamburg, Germany, 1996.
[14] A. X. Falcao, J. K. Udupa, S. Samarasekera, S. Sharma, B. E. Hirsh, and
R. A. Lotufo; ”User-steered image segmentation paradigms: Live-wire and
liver-lane, in Graphical Models and Image Processing 60(4), pp. 223-360;
1998.
[15] A. X. Falcao, K. Jayaram, J. K. Udupa, and F. K. Miyazawa; ”An ultra-fast
user-steered image segmentation paradigm: Live-wire-on-the-fly, inSPIE on
Medical Imaging, vol 3661, pp. 184-191; Newport Beach, CA, 1999.
[16] L. O’Donnell, C.-F. Westin, W. E. L. Grimson, J. Ruiz-Alzola, M. E. Shen-
ton, R. Kikinis; ”Phase-Based User-Steered Image Segmentation”, MIC-
CAI ’01, pp. 1022-1030; 2001.
[17] A. Kanitsar, ”Advanced visualization techniques for vessel investigation”,
Master’s thesis, TU Vienna, 2001.
[18] L. O’Donnell; ”Semi-Automatic Medical Image Segmentation”; 2001.
[19] K. Poon, G. Hamarneh, and R. Abugharbieh; ”Live-Vessel: Extending
livewire for simultaneous extraction of optimal medial and boundary paths
in vascular images”; 2007.
[20] S. Fiorentini, I. und Larrabide, Marcelo J. Ve´nere; ”A simple 3D image seg-
mentation technique over medicaldata”; Simposio de Informa´tica y Salud,
Buenos Aires Argentina, 2003.
