ABSTRACT Rotary inverted pendulum is an unstable and highly nonlinear device and has been used as a common application model in nonlinear control engineering field. In this paper, we use a rotary inverted pendulum as a deep reinforcement learning environment. The real device is composed of a cyber environment and physical environment based on the OpenFlow network, and the MQTT protocol is used on the Ethernet connection to connect the cyber environment and the physical environment. The reinforcement learning agent is learned to control the real device located remotely from the controller, and the classical PID controller is also utilized to implement the imitation reinforcement learning and facilitate the learning process. From our CPS-based experimental system, we verify that a deep reinforcement learning agent can successfully control the real device located remotely from the agent, and our imitation learning strategy can make the learning time reduced effectively.
I. INTRODUCTION
A cyber space is a digital world controlled by a computer program. A physical space in the real-world is controlled by physical laws. A Cyber Physical System (CPS) is a system in which cyber spaces and physical spaces are integrated regardless of scale and level [1] . In this study, we have developed a CPS system where a deep reinforcement learning agent in cyberspace performs a real-time remote control for an Internet of Things (IoT) device located in physical space. In an IoT environment, all objects are connected to each other on a network. Various IoT devices continuously generate vast amounts of data, and typically, a remote central cloud system is used to store and calculate such large amounts of collected data [2] .
In this study, we control a rotary inverted pendulum (RIP). This device is composed of the followings: an arm rotating
The associate editor coordinating the review of this manuscript and approving it for publication was Yin Zhang.
in the horizontal plane where one of its ends is mounted on a motor shaft and where a pendulum is mounted on its other end. The pendulum's lower end is mounted on the arm's free end, so that the pendulum is perpendicular to the rotating arm when no control is applied to the motor [3] . The RIP requires a continuous correction mechanism to stay upright as the open loop configuration is extremely unstable. Due to the RIP's unstable and nonlinear characteristics, it has been widely used as a testbed for nonlinear control systems.
In order to control the RIP stably in the control system, many classical and complex mathematical control models, such as full state feedback (FSF), linear quadratic regulator (LQR), and proportional integral derivative (PID), were used [4] , [5] . Control using classical control engineering models is difficult without deep understanding of the nonlinear control system. The initial state and the setting of the parameter values used in the control equations in these models are considerably important in achieving successful control. The finding of proper parameters are difficult since some aspects of the atmosphere in nature are seen as chaotic and simple changes in one part of the system cause complex effects everywhere.
In this study, we control the RIP device using deep reinforcement learning algorithm rather than classical control models. In several precedent research [6] - [8] , it is proved that the reinforcement learning agent with a well-trained neural-network model can make an RIP become upright by iterating through a series of cycles to determine the optimal action and observe the state. That is, the needed parameters and control model are learned adaptively according to the operating environment of the RIP device.
As a difference from the existing study, we deploy the RIP as a remote device in a switched network system based on Software-Defined Network (SDN). Our reinforcement learning agent interacts with the remote RIP device while exchanging network packets. Using OpenFlow, the SDN controller controls the network traffic transmission. Therefore, our RIP system is naturally composed of a cyber environment and physical environment, and the two environments interact closely and synchronously.
In addition, we use recent advances in training deep neural networks and adapt a well-known reinforcement learning technology called Deep Q-Network (DQN) into the device control domain. As a deep neural network, convolutional neural network (CNN) is used to infer the correct actions of the learning agent.
We improve the learning speed by applying the imitation learning to reinforcement learning. The idea of imitation learning is giving an agent prior information about the environment by mimicking the behavior of well-trained independent body [9] . In most imitation learning studies, agents first observe the actions of human during training phase. They then use the observation to learn a policy that tries to mimic the actions demonstrated by the human, in order to achieve the best performance. In this study, our agent observes the actions of PID controller, and utilizes the observation to facilitate the learning process of the DQN.
The contributions of this paper can be summarized as follows:
-Our reinforcement learning agent controls the real RIP device located remotely from the agent; -We use recent advances in deep neural network models and reinforcement learning algorithms to control the RIP device. -We reduce the learning time by using the imitation learning technique. The remainder of this paper is structured as follows. In Section II, we describe related work including the brief introduction of general reinforcement learning, DQN, and OpenFlow. In Section III, we present the overall networked RIP system controlled by the OpenFlow controller. In Section IV, we propose a new reinforcement learning model with imitation learning technique facilitating the learning process. In Section V, we present experimental results. We finally provide our conclusions in Section VI.
II. RELATED WORK A. REINFORCEMENT LEARNING AND INVERTED PENDULUM CONTROL
In reinforcement learning, an agent observes the state s t of a given environment at step t, performs the action a t derived through the policy of the model with the parameter set θ, gets the reward r t for the action, and observes the next state s t+1 . An episode is defined a sequence of states, actions, and rewards, which ends with a terminal state, and a four-tuple <s t , a t , r t , s t+1 > is called transition. For the RIP device control, the terminal state indicates that the pendulum falls down or a predefined number of steps are continuously processed. Assuming that the episode ends at step T , the cumulative reward from the current state s t is obtained through the following Equation (1) considering the reward discount factor γ (γ ∈ (0, 1]) [10] , [11] .
The goal of reinforcement learning is to maximize the expected cumulative reward while the agent interacts with the environment. The action-value function Q π θ (s t , a t ) is the expectation of cumulative reward R t for the action a t according to the current policy π θ after observing the current state s t . The equation for the optimal action-value function is as follows.
Equation (2) can be represented by the following Bellman optimal equation with recursive form.
A prominent algorithm in RL is Q-Learning [12] and it identifies quality of the Equation (3) and finds the optimal policy from a continuous state. Reinforcement learning creates optimal control models while interacting through trial and error in an online dynamic environment. The recently announced reinforcement learning algorithms have proved their performance and efficiency mainly in the field of computer games [13] , [14] . On the other hand, reinforcement learning has a time-consuming learning process for real-world control tasks that are characterized by a high-level, continuous state space and often cannot be learned properly due to excessive noise. So there have been few studies on reinforcement learning for pendulum control, but some related research results have been recently reported. [6] implemented approximate dynamic programming in basic neural network based on reinforcement learning to control the rotary inverted pendulum. [7] controlled the swing-up of the pendulum using Q-learning and the BP neural network. [8] proposed a hybrid technique combining Q-Learning and PD control for swing-up and balancing control of the inverted pendulum.
B. OPENFLOW NETWORK
An OpenFlow network allows a network controller to route network packets through the switch network [15] - [17] , and it VOLUME 7, 2019 consists of an OpenFlow-switch and an OpenFlow-controller. In an OpenFlow network, there is a flow table in the OpenFlow-switch to forward packets. When a packet is sent to the OpenFlow switch, it checks if the flow table has the information of the packet. If the information of the corresponding packet exists in the flow table, processing described in the flow table is performed accordingly. If not, the OpenFlow-switch requests packet control information to the OpenFlow-Controller for packet processing.
The OpenFlow separates existing network systems into a control plane and a data plane, enabling control and management of the network through a central controller, regardless of the network details.
III. SYSTEM OVERVIEW
In Figure 1 , our overall CPS system is described. The system has four major components, 1) RIP device, 2)reinforcement learning agent, 3) SDN controller, and 4) bogus traffic generator. The sensor data and control data generated from the RIP device and reinforcement learning controller are delivered through the Ethernet switching network. On the reinforcement learning controller, the learning agent performs the learning task to control the RIP device and to try to cause the pendulum to become upright. The RIP device is equipped with optical encoders that provide feedback on the angular position and angular velocity of the pendulum and the motor. The resolution of the angles of the pendulum and the motor is 512 counts per revolution. A Raspberry Pi 3 Model B (Raspberry Pi) is connected to the RIP device via the serial peripheral interface (SPI) communication method and is also connected to the Ethernet switch. The Raspberry Pi receives the motor power index (i.e., control input) from the reinforcement learning agent, convert it into a voltage value, and finally sends it to the RIP device. It also receives the angular position and angular velocity (i.e., state information) of the pendulum and the motor from the RIP device, and sends them to the reinforcement learning agent.
Open Network Operating System (ONOS) controller [18] is used for network control and management. Open Virtual Switch (OVS-Switch), an open-source virtual OpenFlow switch, is installed on the Ethernet switch, and acts as a switch that complies with the OpenFlow protocol. So, the OVS-Switch connects the RIP device to the reinforcement learning agent.
The ONOS controller can manage and control the flow-table of all traffic transmitted through the OVS-Switch. It can monitor flow-table information in real time and can adjust the priority of traffic flow using it. The ONOS controller allows administrators to easily adjust management information and priority information using the REST API for flow-table management. The network administrator can change the flow table by generating control information in the JSON file format and passing it to the ONOS controller through the REST API. Adjusting the priority of each network traffic in the flow table enables quick transmission or blocking according to the importance of each flow. The flow table and port information of each traffic of OVS-Switch can be checked through web service provided by ONOS.
The Bogus Traffic Generator is added to simulate the real network environment. It performs Denial of Service (DoS) attack to the Raspberry Pi and makes it impossible for the RIP device to send and receive network traffic to/from the remote reinforcement learning agent. In case of DoS attack, however, the bogus traffic can be blocked by the ONOS controller through simply changing the priority of the flow table.
Deep reinforcement learning has been predominantly studied in arcade game simulation environments. In such environments, all components are located in a cyber space and implemented as a kind of software. However, as shown in Figure 2 , the RIP device is deployed as a tangible product in the physical space and the reinforcement learning agent is located in the cyber space. Therefore, it is important to make the two components interoperable in a real-time manner. In addition, it is also important that the reinforcement learning agent should not be extensively modified to control the physical device. That is, the reinforcement learning agent should perform the control task in the same way regardless of whether the object to be controlled exists in the cyber space or in the physical space. We configure a cyber environment and make it correspond to the physical environment so that the reinforcement learning agent observe the state of the RIP device and control it only through the cyber environment. The agent does not know that the RIP device is located in the physical space when observing and controlling it. We used MQTT as the communication protocol between the physical environment and the cyber environment [19] . MQTT is a publish/subscribe protocol created for interoperability with machine to machine (M2M) or IoT devices. In our system, the MQTT broker is also placed on the device where the reinforcement learning agent is deployed, and all sensing and control data are delivered via this MQTT broker.
IV. DQN-BASED MODEL FOR CONTROLLING THE RIP DEVICE
DQN agent is connected to the cyber environment to send and receive learning data to control the remote RIP device. The cyber environment provides the deep reinforcement learning agent with the three functions: 1) reset, 2) step; and 3) close. The three functions are used for the reinforcement learning task and are described as follows: 1) reset: The reinforcement learning agent calls this function when it starts a new cycle during which the PID device is controlled and the pendulum attempts to become upright. When this function is called, the RIP device in the physical environment is set to be ready and its initial state is returned to the agent via the cyber environment.
2) step: During an episode, the agent calls this function repeatedly in order to send the control input to the physical environment and receive the state information from the physical environment. The agent in the cyber environment also generates reward information when it receives the state information from the physical environment. The reward information is crucial information for the agent's learning task.
3) close: The agent calls this function when the control cycle comes to end, so that the state of the physical environment is no longer delivered to the agent.
A. DEEP Q-NETWORK AGENT
Recently, reinforcement learning has been combined with deep neural network to get high performance. Deep Q-Network (DQN), a popular deep reinforcement learning algorithm, greedily produces a relatively high-performance by using deep learning for Q-function approximation in a way general enough which is applicable to a variety of environments [13] , [14] , [20] In addition to using deep neural networks, two important features of DQN over existing Q-learning are as follows: 1) Experience replay: DQN puts a large amount transitions into a buffer and gets a mini-batch of samples from this buffer to train the deep network. This forms an input dataset which is stable enough for training. As DQN randomly samples from the replay buffer, the data is more independent of each other and closer to i.e. 2) Target network: DQN creates two deep networks; target networkθ and main network θ. It uses the first one to retrieve Q values while all parameter updates are done only the second one in the training. After a certain number of steps or episodes,θ is synchronized to θ. This strategy ensures that parameter changes do not impactθ immediately and the learning is more stable. Also, it will not incorrectly magnify overestimations effect. At each step s t , the reinforcement learning agent observes a state s t of the environment through its cyber environment (but, the origin source for the state information is the RIP device in physical environment) and selects an action a t based on its main network θ by using the following Equation (4)
The agent inputs the selected action a t into the environment, and then receives the reward r t for the action and the next state s t+1 from the environment. The transitions <s t , a t , r t , s t+1 > obtained at each step s t are stored in the experience memory and then a mini-batch is randomly sampled and used for optimizing the parameters in the main network θ. In addition, the target network θ − is built by copying its structure and parameters from the main network. By using the experience memory, we can break the similarity of the sequential transitions and increase learning performance. The main network's parameters are updated at every end of episode. For a random minibatch of transitions <s k , a k , r k , s k+1 >, the update is done by performing a gradient descent step on the following loss function L k :
The parameters of the target network are updated at every regular interval (i.e., every end of 10 episodes) from the main network. The experience memory and the target network help to stabilize the approximation of the action-value Q function. Figure 3 depicts the time series of state information delivered from the physical environment. A state contains n time series of units. A state unit contains four pieces of information: 1) pendulum angle, 2) pendulum angular velocity, 3) motor angle; and 4) motor angular velocity. The n time series of state units represent a historic state of the RIP device. In our study, FIGURE 3. A state information. VOLUME 7, 2019 the gap between each unit is 6 msec. and n is 10, so that a state describes the change of state units during 60 msec. This information is used as input for our deep neural network. Figure 4 describes the convolutional neural network (CNN) architecture used to constitute the main and target networks in our reinforcement learning process. The input state can be expressed as a 10 × 4 pixel image with one color channel (i.e., gray image). The first hidden layer contains thirty-two 4 × 4 filters and the stride is 1. The second hidden layer contains 64 4 × 1 filters and the stride is 1. The next hidden layer is a fully connected layer and contains 256 units. The last hidden layer contains 128 units and it is also fully connected to the previous layer. The output layer contains just three units and the resulting values for the possible three actions are calculated from the output layer. The rectified linear unit (ReLU) are used as activation function over all layers. As mentioned in Section IV.A, the main and target networks share the same CNN model architecture, but the model parameters are independently maintained. Figure 5 describes the action selection and the action information delivery to the physical environment. The action is selected by the agent from the main network and the selected action information is used to control the motor of the RIP device in the physical environment. The three possible motor power indices are −60, 0, and 60. These absolute values correspond to the force that drives the motor. The negative sign indicates the turning direction of the motor was from right to left, while the positive sign means the turning direction of the motor was from left to right. Inside the Raspberry Pi, the motor power indices are converted to motor voltage values, and these voltage values are fed into the RIP device.
B. STATE

C. NEURAL NETWORK SPECIFICATION
D. ACTIONS AND REWARD
The reward information is crucial for the agent's reinforcement learning task. The reward information is determined by the cyber environment at every step. The reward value is dependent on the success or failure of each step. If the pendulum is in an upright range of ±7.5 degrees (i.e., the pendulum is vertically erected) at a step, the step is successful. Otherwise, the step has failed. If the step is successful, the reward value is 1 and the episode continues. If the step fails, the reward value is -100, and the episode comes to end. When an episode comes to end, a score is set to the sum of the reward values of all the steps during an episode.
E. IMITATION LEARNING
At the beginning of every episode, the initial state of the RIP device changes from time to time due to the inertia of the pendulum and noisy disturbance. It makes the DQN learning task difficult. In addition, the learning speed is slow since there is variation in the condition of the physical environment in real time during learning. In particular, since our system's agent is located away from the actual RIP device, time series state information may lag. This makes it difficult to control the RIP device through the learning task. As a solution to this, an imitation reinforcement learning method is applied into our DQN strategy.
To apply imitation reinforcement learning, we attach a stable PID controller into the DQN learning process in our cyber environment and let it control the RIP device for a period at the beginning of learning task. During this period, good quality of transitions <s t , a t , r t , s t+1 > are obtained and filled into the DQN's experience memory. When the experience memory is completely filled, the PID controller is removed and it is replaced with the DQN agent. From that time, the DQN agent begins to learn the environment without the help of the PID controller. Over time, the good transitions generated by the PID controller are removed gradually, and the memory is filled with new transitions of the agent. That is, the sampled mini-batches contain the good transitions at the beginning time of learning, and they are used for optimizing the parameters in the target neural network. But, the optimization is performed with the mini-batches of transitions generated by the DQN agent after some time.
That is, we assume the classical PID controller an expert with the ability to make the pendulum upright. During the beginning of learning task, the expert demonstrates the pendulum upright and provides the reinforcement learning agent with a good source of learning. After a sufficient time for learning task, the agent can find and exploit the best policy to make it upright, and its ability outperforms the PID controller as the agent continues to learn on it.
F. COMMUNICATION SEQUENCE FOR LEARNING
The communication sequence is classified into three phases according to the state of the pendulum. The first is the upswing control phase. It is the process of applying force to the motor until the pendulum reaches the position where its angle is perpendicular to the ground. This initial phase is heuristically implemented using a classical control model. The second is the imitation learning phase. At this phase, the experience memory is filled with good quality of transitions to balance the pendulum upright. The final step is the actual reinforcement learning phase. During this phase, the agent attempts to balance the pendulum upright by selecting an action from the DQN's action-value function (i.e., the CNN model). This phase contains several steps one of which is an iterative loop, and a series of consecutive steps (i.e., loops) constitutes one episode. The loop is processed every 6 msec. The steps in the loop are as follows: 1) the agent selects an action by inserting the previous state values into its CNN model, 2) the selected action is delivered to the RIP device (i.e., the physical environment) via the MQTT broker, 3) the RIP device's motor is turned according to the action value, 4) the state information of the RIP device is delivered to the cyber environment via the MQTT broker, 5) the reward value is decided inside the cyber environment; and 6) the state and reward values are delivered to the agent. The state information is repeatedly used to select the next action.
There are two ending conditions of the loop (i.e., the ending conditions of an episode): 1) fail-done and 2) successdone. The fail-done condition indicates that the pendulum is ±7.5 degrees from perpendicular or the displacement of motor has deviated by ±90 degrees. On the other hand, if 5,000 steps are continuously processed, the loop comes to an end with a success-done condition.
V. PERFORMANCE EVALUATION
This section presents the results of the learning capability of the reinforcement learning agent and the network bandwidth controlled by the SDN controller.
A. EXPERIMENT SETTINGS 1) BALANCE CONTROL
In this experiment, the DQN agent has an experience memory of 20,000 capability of transitions <s, a, r, s >, the minibatch size was 256, the learning rate was 10 −4 , and the discount factor was 0.99. At the beginning of training, the DQN agent acquires a good quality of transitions through imitation learning. When the experience memory is full, imitation learning comes to end. From this time, the CNN parameter optimization is performed by the reinforcement learning agent at the end of each episode. We will measure the score (i.e., the sum of the rewards of all steps during an episode) and the loss value (i.e., the quantitative measure of how good or bad the performance of the CNN model is) at the end of each episode to depict the performance of the agent's learning task.
On the other hand, we also determine how much imitation reinforcement learning contributes to performance improvement by comparing the results obtained using imitation learning procedure with the results obtained without using it.
2) BOGUS TRAFFIC CONTROL
The Iperf program is used for the bogus Traffic Generator [21] . In this study, the Iperf generates constant UDP traffic at a rate of 95Mbps and sends it to the Raspberry Pi in order to disrupt the normal traffic exchanged by the reinforcement learning agent and the RIP device (i.e., the DoS attack).
OVS-Switch and ONOS controller are required for OpenFlow network configuration. A desktop computer to serve as a network switch through the CentOS release 6.5 and the Open vSwitch 2.5 [22] installation is equipped with a Z370-A STCOM mainboard. The Ubuntu 16.04 LST and the ONOS 1.14.0 [18] are installed on an additional desktop to serve as an SDN controller. These OpenFlow network configuration can prevent the DoS attack from the normal system operation.
B. EXPERIMENTAL RESULTS
1) RESULTS OF BALANCE CONTROL
In this section, we evaluate our DQN learning task. To focus on the performance of the DQN learning, no bogus traffic is generated during the experiments. VOLUME 7, 2019 FIGURE 8. Episodic score graph generated by DQN.
FIGURE 9.
Episodic loss graph generated by DQN. Figures 8 and 9 show the results of learning task of the DQN agent without imitation learning. On the other hand, Figures 10 and 11 show the results of learning task using imitation learning at the begging of the learning period. In both experiments, the learning task ends when the episode with a success-done condition (i.e., continuous 5.000 steps within an episode) repeats 20 times. We also depict the exponential moving average (EMA) for each measure in order to present the trend direction of the measures. The selected period for the value averaging is 50 episodes. FIGURE 10. Episodic score graph generated by DQN using imitation learning.
As shown in Figures 8 and 10 , the learning task without imitation learning procedure ends at the 599th episode, while the learning task with imitation procedure ends only at the 340th episode (i.e., the learning speed is almost doubled). In case of DQN without imitation procedure, the episodic score becomes 5000 occasionally during the learning task. However, eventually keeping such 5000 scores 20 consecutive times occurs in the 599th episode. When the imitation procedure is applied, such a successful situation occurs only in the 340th episode. In addition, the gradient of the EMA curve is much steeper at the end of learning task. This reveals that the imitation procedure can facilitate the reinforcement learning significantly. FIGURE 11. Episodic loss graph generated by DQN using imitation learning.
In Figure 9 and 11, it is clear that the loss value becomes comparatively low when imitation learning is used. As shown in Figure 11 , the loss value is low even in the initial phase due to the use of imitation learning but gradually increases whenever optimization is performed at the end of each reinforcement learning episode. That is, the CNN parameters are quickly learned by good quality transitions collected from imitation learning. However, at the initial time, the DQN agent generates scores lower than expected. This is caused by the random nature of reinforcement learning and the disturbance caused by a variety of physical noise. As the reinforcement learning progresses, we can eventually know that the loss value drops again and the score becomes high.
2) RESULTS OF NETWORK TRAFFIC CONTROL
This section shows the results of network traffic control using the OpenFlow network. The experiment is divided into three cases as follows:
-Case I. The networked RIP control system is normally operated without bogus traffic generation. -Case II. The bogus traffic is generated and DoS attack is performed on the Raspberry Pi device in the physical environment. -Case III. The network traffic is controlled through the ONOS controller to prevent the physical environment from being affected by the bogus traffic. The bandwidth comparison for the three cases is shown in Table 1 . In Case I, the reinforcement learning agent sends its action information (i.e., motor power index) to the RIP device at the rate of 146 Kbps, while the RIP device sends its four sensor values (i.e., pendulum angle, pendulum angular velocity, motor angle, and motor angular velocity) to the agent at the rate of 419 Kbps.
In Case II, bogus traffic continuously sends garbage information to the physical environment at a rate of 95Mbps. As a result, the physical environment cannot send or receive sufficient information to/from the reinforcement learning agent. Therefore, the corresponding bandwidth is dropped into 22 Kbps and 6.8 Kbps, respectively.
In Case III, however, the ONOS controller intervenes in the OpenFlow network and the bogus traffic is blocked. The ONOS controller uses the REST API to send a JSON file that adjusts the priority of the flow table. Therefore, the bogus traffic in the flow table is lowered in priority, and the priority of the normal traffic between the physical environment and the reinforcement learning agent is increased. As a result, the bandwidth is restored to the normal situation (i.e., 135Kbps and 392Kbps).
These experiments uncover that much traffic bandwidth are required to control just one remote RIP device. In our system, the iterative loop is processed every 6 msec. in the balance control phase. If the loop period is higher, the RIP control is not performed well. A large amount of bandwidth is required to precisely control a remote device. Since the networked system is vulnerable to the DoS attack, defense measures are also essential. From the experiments, we verify that the ONOS controller can block such DoS attack effectively.
VI. CONCLUSION
In this work, we have shown that the DQN agent can control the remote RIP device successfully. We construct an experimental CPS environment. The cyber environment and the physical environment are tightly synchronized while the state data of the RIP device in the physical environment is directly changed by motor power indices through the reinforcement learning agent in the cyber environment. After an enough number of episodes are completed, the DQN agent keeps the pendulum upright continuously. We have shown that the imitation learning using the classical PID controller makes the learning speed of the DQN agent almost twice as fast. In addition, we have shown that, through the OpenFlow protocol, a bogus traffic is well blocked and a stable real-time communication between the remote RIP device and the DQN agent is enabled.
As a future work, we plan to utilize asynchronous deep reinforcement learning algorithm such as Asynchronous Actor-Critic Agents (A3C) with multiple remote RIP devices. The challenge consists of the distributed CPS system construction where multiple distributed agents share the CNN model parameters with the main agent efficiently. 
