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Over several last decades, tourism has been the crucial factor in both social and economic regional development, which was noted for example by Lama and Sattar (2002) , Hall et al. (2005) , Banaš (2006) , and Michopoulou and Buhalis (2013) . Encouraging tourist activities has been an important part of regional development policies on a long-term basis (Telfer 2002) . Nevertheless, tourism activities have a wide variety of very intensive impacts over a long-period (Telfer 2002; Barros et al. 2013; Daldeniz, Hampton 2013; Ivanov, Webster 2013; Tang, Abosedra 2014) .
However, tourism is not just a disturbing element anymore. The society appreciates the benefits which the use of the territory brings to tourists, at the regional level in particular. From the economic point of view, the value of these benefits is represented by monetary amounts that each tourist is willing to pay for his visit here, in this region.
The global increase in recreational and tourist activities implies the need for research in visitor arrivals in the respective areas (Miller et al. 2017) . The increasing number of tourists brings the necessity to establish so-called visitor arrival management. Basic tasks of the visitor arrival management should mainly include an elimination of negative effects related to tourism and establishing a sustainable use of the respective territory. Once
Supported by the Mendel University in Brno, Projects No. LDF_VT_2015010 and No. 2018004. more detailed data on the recreational use of the territory have been obtained, they can be subjected to further analysis and used together with scientific and sociologic knowledge to establish an ecologically and economically sustainable management of the researched territory.
To establish a good-quality and suitable management, it is necessary to find out who is going to use the territory and how the first, as well as to what extent the environment is affected by tourism. This can be done by means of a complex visitor arrival monitoring. Generally, the goal of the visitor arrival monitoring is to provide basic information about the number of visitors together with information about the temporal variability of the visitor arrivals (Zahradník et al. 2012) . Various methods of visitor arrival monitoring are employed to gain information about who uses the territory and to what extent. Examples can be found in Muhar et al. (2005) , who dealt with various methods dividing them into direct and indirect ones.
These days, visitor arrival monitoring is mainly employed in protected areas (Cole 1989; Manning 2002; Muhar et al. 2005; Beunen et al. 2008; Wolf et al. 2012; Weaver, Lawton 2017) . In the Czech Republic, it has been one of the main activities performed in the area of tourism by the administrations of large-scale protected areas over the last years (Bláha 2010; Kala, Salov 2010; Kos 2010) . However, these methods may be used to monitor visitor arrivals in forests, too. For example, Kettler (1970) , Volk (1992) , Cessford and Muhar (2003), von Janowsky and Becker (2003) , and Wolf et al. (2012) dealt with visitor arrival monitoring in forests.
Complex visitor arrival monitoring usually comprises three parts. These are uninterrupted counting of visitors by an automated device, regular physical counting, and a questionnaire survey.
This contribution is aimed at visitor arrival monitoring performed using automated visitor counting by a counting device, which allows acquiring basic information about the number of visitors and their characterization. Nowadays, four basic technologies are used to count visitors to a territory automatically: stepping pressure sensors, which act on the basis of a change in pressure; thermal sensors (pyroelectric sensors or pyro sensors) working on the principle of detecting a body temperature when a person passes by the sensor; magnetic counters which use magnetic response; and, finally, optical sensors, which act on the principle of optical beam interruption (Zahradník et al. 2012) .
Within the scope of the project by the Internal Grant Agency of the Faculty of Forestry and Wood Technology of Mendel University in Brno, visitor arrival monitoring was conducted at selected forest roads in the Křtiny Training Forest Enterprise of Masaryk Forest (Křtiny TFE) in 2015 using a pyro sensor. The aim of this contribution is to find out whether the pyroelectric sensor provides relevant information by means of performing a regression analysis of the data obtained from the selected site. Two sets of data from the same site acquired between 9 a.m. and 5 p.m. during the first week of monitoring will be compared. The one set includes data obtained by means of the automatic monitoring using a pyro sensor, the other set contains data gained by means of manual counting carried out by students of the Faculty of Forestry and Wood Technology. Two directions of flows of visitors were monitored -in and out. The data were statistically processed using the ADSTAT software (Version 1.25, 1991) .
MATERIAL AND METHODS
The International Vocabulary of Metrology defines validation as the process of verification that the specific requirements are adequate for the intended use (TNI 01 0115). A similar definition can be found in the Vocabulary for Quality Management Systems (ČSN EN ISO 9000:2006) . This vocabulary describes validation as a confirmation obtained by means of providing objective evidence that the measurement procedure/measurement system/product and so on can meet the requirements put on it.
Most often, validation is employed by various laboratories (Riley, Rosanske 1996) but it can be used to verify models in economics as well (Fagiolo et al. 2007 ).
Methodology
The process of validation as well as of regression diagnostics has been described by Meloun and Militký (2012) . The procedure is divided into several steps: (i) model designing, (ii) preliminary data analysis, (iii) parameter estimates, (iv) basic statistical characteristics, (v) regression diagnostics, (vi) designing a refined model, (vii) model quality assessment. The procedure will be described below in more details. Passages have been adopted from Meloun and Militký (2012) ; this quotation is not mentioned in the individual paragraphs.
Model designing. First, a regression model has to be designed, the linear regression model in this case, which can be expressed as follows (Eq. 1):
where:
The following null hypothesis will be tested for this model: H 0 : β 0 = 0, β 1 = 1.
Preliminary data analysis. The position and variability of the y, x variables will be assessed on the basis of the average and the standard deviation of values of each variable. The level of correlation between the variables will be assessed using the Pearson correlation coefficient.
Parameter estimates. Estimates of the parameters of the β 0 intercept and the β 1 slope will be defined using the least squares method (LSM). Student's t-test will show whether the intercept (absolute member) and the slope are statistically significant or not.
Basic statistical characteristics. It mainly deals with the following: (i) Pearson correlation coefficient (R) -this will prove whether the designed linear regression model is statistically significant; (ii) the coefficient of determination (D) -it shows how many percentage points fit the regression model and, thus, whether these points correspond to the linear model; (iii) the mean squared prediction error (MEP) and Akaike information criterion (AIC) -these will determine which of the designed models is better. It should be the one which shows lower values of those quantities. Regression diagnostic. It comprises tools and procedures for the interactive analysis of data, model, and method, which represent the components of the regression triplet. Conditions corresponding to the following components of the regression triplet must be met to find an acceptable model: (i) criticism of the data: determines the suitability of the data for the designed model, sets the interval of the data, their variability, and presence of influential points. For example, a graph of the regression, an analysis of classic and other residuals or graphs of influential points can be used for this purpose;
(ii) criticism of the model: in the case of a singledimension regression model, the model fit is assessed directly in the graph which contains the data and the model function course. The goal is to determine whether the line is acceptable and whether the course of the data is linear; (iii) criticism of the method: the aim is to examine whether the basic assumptions of the LSM are met, under which the method will provide the best linear impartial estimates of the regression parameters. Above all, Fisher-Snedecor test for regression significance will be employed (which examines whether the designed model is significant), Scott's criterion of multicollinearity (although this is not significant with the single-dimension model), Cook-Weisberg test for heteroscedasticity (which proves whether the range of scattering of the residuals is not constant), Jarque-Bera test for normality of the residuals (in the case of classic residuals, it shows whether their distribution is Gaussian or not), Wald test for autocorrelation (showing whether there is any autocorrelation in the residues), and the binomial test (which proves that the sign of the classic residuals alternates sufficiently). Designing a refined model. If any influential data points are found which could be eliminated, a new model will be designed upon their elimination and new estimates of the parameters of this model will be found. The model will be proved using the new statistical characteristics. If the values of MEP and AIC are lower than in the preceding model, the refined model can be considered better.
Model quality assessment. The model quality will be assessed by comparing the regression diagnostics, i.e. by assessing the regression triplet obtained from the linear model for the refined data with the outliers removed, using the method of weighted least squares. The found refined model will be expressed by Eq. 1 and the interval estimate of the parameters of β 0 intercept and β 1 slope will be determined by Eqs 2 and 3:
degrees of freedom, b 0 -estimator of the intercept parameters, α -significance level, n -number of experimental points, m -number of model parameters,
where: b 1 -estimator of the slope parameters.
The Hradská forest road was selected as the area of interest. This forest road lies in the territory of the Křtiny TFE. The Křtiny TFE is a special-purpose facility of the Faculty of Forestry and Wood Technology of Mendel University in Brno.
The selected forest road is 4 m wide and its surface is made of bitumen. The road is used by hikers, cyclists, and, to a limited extent, by vehicles for forest works. Bike path No. 5119 from Nový Hrad to Jedovnice and a red hiking signage lead along this road. During the period from 1 July to 30 November, 8,643 visitors arrived at the forest road; the day with most arrivals was Saturday. Features of the Hradská site are shown in Fig. 1 .
The visitor arrival monitoring was performed by a contracted company Partnerství, o. p. s. The company carried out the counting using a sensor, which was complemented by physical calibration counting performed by the Faculty of Forestry and Wood Technology (FFWT) students at the target counting profile.
Specifically, the automatic counter was the Pyro Box Compact type (Eco-counter, France). This device counts all users of the paths (hikers, cyclists, inline skaters, etc.) without making differences in the user type. The counting is done on the principle of detecting differences in the temperatures of the human body and the environment. Since the counters employ two sensors, they can also distinguish the direction of the motion. The counters are battery charged and do not depend on any external power supply. Data are saved on an hourly basis. The counter can be installed on any column or tree stem.
The FFWT students noted down information about the visitor arrivals in the calibration form on an hourly basis, too. Subsequently, the data were transcribed into a table in Microsoft Office Excel (Version 2013).
The visitor arrival monitoring was performed at the selected site in the period between July 2015 and November 2015. The data obtained during the first month of the measurement were used in the case study, namely the sum total for the first week of the measurement. The data were measured within the time interval of 9 a.m.-5 p.m. Two directions of the visitor flow were monitored -in and out. The input data for the analysis are provided in Table 1 . Table 1 provides two sets of data. The one set comprises the data from monitoring carried out using the automatic pyro sensor, the other set contains the data gained by manual counting performed by the FFWT students.
The following assumption was taken for the purpose of this paper: H 0 : The data acquired from the pyroelectric sensor provide relevant information.
The hypothesis will be statistically tested by means of the linear regression analysis. Validation of a new analytical method will be used to clarify the relations between the dependent variable and independent variable. The regression model will be created using the least squares method, which is commonly used in the model creation (Meloun, Militký 2012 ). The method is described in the chapter Theoretical part.
The ADSTAT 1.25 software was used for the statistical processing of the data.
RESULTS
Firstly, a linear regression model was designed for the validation of the model. The parameters of the model were determined using the least squares method where y (the counter) is the dependent variable and x (manual counting) is the independent variable. Thus, the formula for this model can be expressed as y = β 0 + β 1 x. For this model, the null hypothesis is going to be tested (H 0 : β 0 = 0; β 1 = 0), i.e. the ideal condition of a line when it is assumed that both the slope and the intercept are zero.
The preliminary data analysis is provided in Table 2 . The R shows a significant correlation between the variables y and x.
An estimation of parameters was done using the standard least squares method in order to determine the regression parameters of the intercept β 0 and the slope β 1 . The analysis was significant at the level of α = 0.05. Using Student's t-test, it was determined that the absolute member (intercept) can be considered statistically insignificant. The slope, on the other hand, is statistically significant since t is bigger than the quantile of Student's distribution t krit = 2.074. The evidence for this statement is provided in Table 3 .
The basic statistical characteristics of the regression are shown in Table 4 .
It follows from Table 3 that according to the R, the designed linear model is statistically significant. The value of the coefficient of determination shows the ratio of the experimental data points which fit the given model. In this case, 78.49% of the data points fit.
Subsequently, a regression diagnostic is made which comprises so-called regression triplet. This triplet consists of three parts -criticism of the data, of the model, and of the method.
Within the data criticism, the plausibility of the estimate of β 0 and β 1 parameters will be proved. It is necessary to identify influential data points and to exclude strong outliers so as to determine the best-fitted model. The graph of the regression model (Fig. 2) and the graph of classic residuals (Fig. 3) were created using the ADSTAT programme.
The analysis of classic residuals (residuals versus predictions) allows the identification of dubious data points, of a trend, and of heteroscedasticity. Yet the analysis of classic residuals is not very reliable and might not indicate outliers. The graphs of the influential data points can identify the presence of outliers and extremes. To assess the influential data points correctly, it is always necessary to use more graphs. In this particular case, the graph of predicted residuals (Fig. 4) , Pregibon graph (Fig. 5 ), Williams graph (Fig. 6 ), McCulloh-Meeter graph (Fig. 7) , and L-R graph (Fig. 8) were used. The graphical analysis of the influential data points showed that the model contained outliers, the data points of 2 and 9, which had to be eliminated. These points were identified by all five graphs. The next step is the criticism of the model. Suitability of a model can be assessed based on the course of the model function (Fig. 2) . The assumed linear model may be considered suitable since the linear dependence was maintained.
Criticism of the method, or of meeting the basic assumptions of LSM, was carried out using the ADSTAT 1.25 programme. Six presumptions were assessed:
(1) Fisher-Snedecor test for model significance (F): (i) value of the F criterion = 80.284; (ii) table quantile F (1 -α, m -1, n -m) = 4.3009; (iii) conclusion: the designed model is accepted as significant; (iv) calculated significance level = 0.000. The Fisher-Snedecor test proved that the model is significant. The residuals show heteroscedasticity and they are not distributed normally.
Once data points No. 2 and 9 had been eliminated, a refined regression model was created and new parameter estimates of this refined model were fitted. They are shown in Table 5 . Table 6 shows the basic characteristics of the refined model.
The value of the MEP dropped from the value of 38.768 to the value of 24.586; at the same time, the value of the AIC also dropped, from the value of 88.620 to the value of 70.376. The decrease in both values signifies a better quality of the model. Considering the normality of the residuals, the characteristics of the model are also better in this respect, thanks to the elimination of the outliers.
Jarque-Bera test for normality of residuals -L(e): (i) value of the L(e) = 1.0236; (ii) table quantile, χ 2 (1 -α, 2) = 5.9915; (iii) conclusion: the normality is not accepted; (iv) calculated significance level = 0.599.
Finally, the quality of the model was assessed. The refined model can be formulated as follows (Eq. 4):
Since there was a decrease in the decisive criteria of MEP and AIC and, at the same time, both the R and the coefficient of determination increased, the specified model can be regarded as of better quality.
The interval parameter estimate of the β 0 intercept is as follows (Eq. 5): 
The interval parameter estimate of the β 1 slope is as follows (Eq. 6): 
DISCUSSION
Determining the best procedures, methods, and techniques of visitor arrival monitoring is essential for assessing the impact of tourism on the high conservation value of natural sites (Wolf et al. 2012) . These techniques can also be used to carry out visitor arrival monitoring in Czech forests. Prevailingly, it concerns peri-urban forests (von Janowsky, Becker 2003) .
The paper comprises a validation of the analytical method, which assessed whether the pyro sensor provides reliable information and whether it can replace the manual counting of visitor arrivals at a site. The original regression model included 24 data points. Since data points 2 and 9 were outlying, they were eliminated. The outliers were found by the graphical analysis in particular, which was also identified as a suitable method by Meloun and Militký (2012) . Subsequently, the refined model with better characteristics was created. The interval estimate for the intercept of the final model contained the 0 value; therefore the intercept can be considered to be nil. The interval estimate for the slope did not contain the value 1; thus, it cannot be considered a unit slope. Based on the results, we can say that the results of visitor arrival monitoring obtained from counting with a pyroelectric counter only slightly differ from the results acquired by the manual counting and that the pyro sensor can provide relevant information. The described method can be employed to assess the data relevance at any site of monitoring. The below-mentioned aspects may affect the relevance of the measurement result of visitor arrival monitoring.
Calibration involves an adjustment of the number of passages recorded by the specific counter in such a way that the estimated number took into consideration errors which originate from the placement of the counter on a profile, from the technical parameters of the counter (for example, which do not allow recording a proper number of persons when several persons are passing aligned), from climatic conditions, and from quantitative errors due to the recording of animals, etc.
Based on my own experience, I can say that the calibration coefficient or the deviation between the measured and actual number of passages is mainly influenced by the following: (i) The road width -wide x narrow passage -the wider the passage, the more probable it is that more persons would pass aligned; (ii) The character of visitor arrivals -large groups x individuals -this can vary through a year; (iii) The character of terrain -stony road, uphill road, etc. -it can "break" a group of persons and results in more accurate counting; (iv) The counter type -the accuracy of counting is affected by the recording technology (thermal sensor, video detection, etc.). Other potential causes of deviation in calibration: (i) The recording angle of the sensors placed near the road was limited and they only recorded passages in one direction (from their position towards the road/passage); (ii) In the case of manual counting performed by a specific person, passages of persons who bypassed the electronic counter for any reason (mushroom pickers, herbalists, people walking dogs, etc.) were assessed; (iii) With some posts, there was also a problem with passages of too many persons at a time (such as groups from summer camps or nurseries), where many persons passed aligned.
CONCLUSIONS
Determination of the level to which tourism influences the area is important for managing any area with recreational use. Monitoring of visitor arrivals is currently one of the tools which help to determine the quality and appropriate management of the given site. The methods of visitor arrival monitoring are fundamental for assessing the impacts of tourism on protected as well as other areas. There are many methods of visitor arrival monitoring. This paper concentrates on visitor arrival monitoring carried out by means of automatic visitor counting using a field counting device, specifically a pyroelectric sensor (pyro sensor).
The aim of the article was to determine whether a pyroelectric sensor provides relevant information with the help of the data acquired from the selected site by means of a regression analysis. Subsequently, validation of the analytical method was performed. Two sets of data were compared for the same site and for the sum total of the first week of visitor arrival monitoring in July 2015. The 
one set contained the data from automatic monitoring by the pyro sensor, the other comprised the data acquired by means of manual counting carried out by the students of the Faculty of Forestry and Wood Technology of Mendel University in Brno. Both directions of the visitor flow, in and out, were monitored. The statistical data processing was performed using the ADSTAT 1.25 software. The original regression model comprised 24 data points. Data points 2 and 9 were eliminated as outliers; they were found out by the graphical analyses in particular. The refined model with better characteristics was created. The results of the regression analysis showed that the results of the visitor arrival monitoring carried out by a pyro sensor differ from the results of manual counting just slightly. The hypothesis set at the beginning of research is not rejected. The described method can also be used for the assessment of the relevance of data from other monitored sites.
