Abstract: A survey of an approach for obtaining explicit formulae for solving local and nonlocal boundary value problems (BVPs) for some linear partial differential equations is presented. To this end an extension of the HeavisideMikusiński operational calculus is used. A multi-dimensional operational calculus is constructed for each of the considered problems. The main steps of construction of exact (closed) solutions using such operational calculi are outlined. It is based on a combination of the Fourier method and an extension of the Duhamel principle to the space variables.
Introduction
The classical operational calculus is intended mainly to solving initial value problems both for ordinary differential equations (ODEs) and for partial differential equations (PDEs) with constant coefficients [15] . Here we develop an extension of the Heaviside-Mikusiński operational calculus [18] for BVPs with local and nonlocal boundary conditions, in order to find their solutions in an explicit form.
The essence of our approach is in common use of a combination of the Fourier method and an extension of the Duhamel principle to the space variable in the frames of a nonclassical two-dimensional operational calculus of Mikusiński type.
The main features of this approach are outlined in [3] - [8] , [12] as well as in some other papers of the authors.
The Classical Duhamel Principle and its Analogon
Local and nonlocal BVPs for the classical equations of mathematical physics in rectangular domains often are solved by Fourier method or some of its extensions, intended for nonlocal cases.
The Duhamel principle had arisen almost simultaneously with the Fourier method. In 1830, J.-M.-C. Duhamel published a Memoire [14] , and he had shown there that the solution of the BVP ∂u ∂t = ∂ 2 u ∂x 2 , u(0, t) = 0, u(1, t) = ϕ(t), u(x, 0) = 0 could be obtained for arbitrary ϕ(t), provided that we have the solution U (x, t) of the same problem, but for the special choice ϕ(t) ≡ 1. It is given by the formula u(x, t) = ∂ ∂t t 0 U (x, t − τ )ϕ(τ )dτ (1) in the strip 0 ≤ x ≤ 1, 0 ≤ t, [18] . Using the Fourier method, we can easily find
(−1) n n e −n 2 π 2 t sin nπx.
It is desirable to extend the Duhamel principle to BVPs with non homogenous initial conditions. However, for the BVP
there is also something like the Duhamel representation (2):
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is the well-known θ-function (see [20] , p. 94). The function θ(x, t) is a solution of the heat equation, but it is not a solution of the same BVP for special choice of f (x) since the series for θ(x, t) diverges for t = 0. Nevertheless, representation (3) could be used for evaluation of u(x, t) at inner points of the domain 0≤x≤π, 0≤t.
Representation (3) could be found in many books and papers and sometimes is connected with the name of M. Gevray [20] . No other Duhamel-type representations of this sort for solutions of linear BVPs for PDEs are known to the authors.
Convolutions for Boundary Value Problems
The Duhamel principle can be extended for the space variables of a large class of boundary value problems for linear partial differential equations in finite space domains, in which the Fourier method can be applied. To this end we use an approach, suggested by one of the authors [3] , for extension of the operational calculus of Heaviside-Mikusiński for functions of two variables. This approach can be applied both to local and to non-local boundary value problems. Here we consider BVPs for three classical equations of mathematical physics in finite domains:
• the heat equation
• the equation of vibrations of a supported beam
For solving such problems we need some extensions of the direct approach of Mikusiński, using new convolutions.
To this end, we consider two types of convolutions, intended to operational calculi for functions of one variable. We will combine them in a convolution for functions of two variables, in order to build operational calculi for functions of two variables.
Convolutions for the Differentiation Operator
The basic BVP for the differentiation operator d/dt in the space C [0, ∞) of the continuous functions f (t), 0 ≤ t < ∞ is determined by an arbitrary linear 310 I. Dimovski, M. Spiridonova functional χ on C [0, ∞). It looks as follows:
In order the solution y to exist it is necessary to assume χ{1} = 0. For the simplicity sake, we take χ{1} = 1. Then the solution y = lf (t) could be named a generalized integration operator. It has the form l f (t)
It is shown in [3] that the operation
is a bilinear, commutative and associative operation such that
However, this convolution is used in [10] for solving nonlocal Cauchy boundaryvalue problems in the non-resonance case. The resonance case is considered in [11] . In order it to have a solution, it is necessary to assume Φ{x} = 0. For simplicity sake, we assume that Φ{x} = 1. Its solution y = Lf (x) has the explicit form
In [3] it is proven that the operation
Lf (x) = {x} * f.
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Theorem 1. The operation 
{1}
(t) * u(x, t) and Lu = {x} (x) * u(x, t) are multipliers of the corresponding convolution algebra [17] .
This theorem gives us an operation (u * v)(x, t) in C(∆), which is a convolution of each of both operators l and L. In M there can be embedded both the ring (C, * ) and the numerical field (IR or C I) and also, the convolution algebras (C[0, a],
Of course, M also is a part of M, since M = M I , where I is the identity operator. Hereafter, we will denote I simply by 1.
Let f = {f (x)} be a function of the variable x only and ϕ = {ϕ(t)} is a function of the variable t only, but considered as elements of C.
The operators
are said to be numerical operators with respect to t and x respectively. In these notations we have L = [x] t and l = [1] x . They belongs to M. We denote s = 1 l and S = 1 L .
I. Dimovski, M. Spiridonova
Basic Formulae of the Operational Calculus for l and L
These are
and
, where the indices t and x mean that the corresponding functions of t and x are considered as "partial" numerical operators.
These formulae express the relation between the partial derivatives ∂u ∂t and ∂ 2 u ∂x 2 and the products su and Su (s =
Duhamel-Type Representations of Solutions of BVP
In order to illustrate the application of the operational calculus, briefly described above, let us consider the following class of BVP:
where Φ and χ are linear functionals respectively in
Using the main formulae (11), we reduce the problem to the single equation:
Assuming that s − S is not a divisor of 0 (this assumption is equivalent to the requirement for uniqueness of the solution), we can write the following form of the solution in M:
Consider the partial solution Ω(x, t) of the equation for F (x, t) ≡ 0 and f (x) ≡ x. This solution is an algebraic object and it has the form:
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Theorem 2. If Ω(x, t) is a function in C(∆), the problem
with f (0) = 0, Φ{f } = 0 and f ∈ C 2 [0, a] has a classical solution u(x, t) of the form
The proof is given in [2] . Having in mind this theorem, the formulae (11), (14) and also the forms of Ω, Φ ξ and χ τ , we can obtain a representation of the solution of a given BVP for the heat equation.
In a similar way we can obtain formulae for the solutions of BVP for the wave equation and for the equation of a supported beam.
Let us note that a direct approach to the construction of operational calculi connected with linear nonlocal boundary value problems for a large class of linear evolution equations with several space variables and one time variable is proposed in [13] .
BVPs for Equations of Mathematical Physics
We consider local and non-local BVPs for the heat equation, for the wave equation and for the equation of a supported beam. In all problems the partial solutions are denoted by Ω and they are obtained in a form of series, separately for every problem.
Heat Equation
A. Local BVP Consider the BVP:
Using Theorem 2 and also (10) and (14) , for Φ ξ {u(ξ, t)} = u(1, t) we obtain the following form of the solution:
where
is a solution of the problem for f (x) = x.
B. Non-local BVP
The so-called "Samarskii-Ionkin problem" (see [16] ) has the form:
This is a BVP with Φ ξ {u(ξ,
After simplification of (14), the following representation is obtained (see [3] ):
u(x, t) = −2
{−2x cos 2nπx + 8πnt sin 2nπx} e −4n 2 π 2 t .
String Equation
The following representation is obtained for f (x) ≡ 0:
is a solution of the problem, but for the special choice g(x) ≡ x.
B. Non-local BVPs
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Consider the following BVP for the string equation:
S. Beilin (see [1] ) considers problems of this type and states conditions for the existence and uniqueness of the solution. We derived a formula, convenient for numerical computation of the solution.
We use the solution Ω(x, t) for g(x) ≡ x 3 /6 − x/12 and f (x) ≡ 0; we have:
x cos(2 n π x) sin(2 n π t) 4 n 3 π 3 + t cos(2 n π t) 4 n 3 π 3 − 3 sin(2 n π t) 8 n 4 π 4 sin(2 n π x) .
The solution u(x, t) has the form (see [19] )
and after its simplification the following representation is derived:
Case 2. f (x) = 0 and g(x) ≡ 0. The representation of the solution now has the form (see [19] )
For the purposes of simplification of this representation we introducẽ
where Ω(x, t) is a solution of the problem under consideration for the special choice f (x) ≡ x 3 /6 − x/12 and g(x) ≡ 0,
The following representation of u(x, t) is derived:
Equation of a Free Supported Beam
A. Local BVPs Consider the following problem for the equation of a free supported beam (see [15] ):
For the case f (x) ≡ 0 we obtain:
B. Non-local BVPs
Consider the problem
.
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The solution u(x, t) in this case has the form (see [19] )
After some simplifications an explicit representation is obtained:
The following representation is obtained after simplification applied in a way, similar to those in Case 2 for the string equation (for more details see [19] ):
4 n 5 π 5 . For practical application of these capabilities 3 program packages for the computer algebra system Mathematica were developed (for the 3 types of the considered equations). In each of these packages functions for solving local and nonlocal BVPs are implemented.
After loading the chosen package, a call to the respective function has to be performed, for example:
for solving a nonlocal BVP for the string equation, Case 1.
As a result, a table of numerical values of the solution in the given intervals is returned, followed by visualization of the boundary function and the solution (see Figures 1, 2 and 3, respectively) .
In the included illustrative example a nonlocal BVP for the string equation, in a set of points with the values of "our" solution in the same points could be easily made. A number of experiments were made and errors of computation of order 10 −9 -10 −13 were found.
As far as we know, Mathematica system is not able to solve nonlocal BVPs.
Resonance Vibrations of String and Beam under Integral Boundary Conditions
As an application of our approach to finding exact solutions of BVPs we study a real problem. The Tacoma Narrows bridge collapse on November 7, 1940 still had not obtained unanimous explanation. The physical phenomenon resonance is often pointed out as a possible explanation of the bridge failure. Many authors of studies of this disaster reject such an explanation.
If we consider the bridge as linear elastic system subjected to local boundary value conditions, it is not possible the resonance phenomenon to occur. Nevertheless, considering such a system as subjected to nonlocal boundary value condition of energetic type (integral boundary-value condition), there always occur resonances on all frequencies.
Let us consider again the linear nonlocal boundary value problems for the equations of a vibrating string and for a free supported beam and their Duhamel-type representations of the solutions, derived by the presented approach: −Ω x (1, t)) + f (x), for the beam equation (formulae (18) and (22), respectively). Analyzing all components of these representations, we can conclude that both formulae have the following general form:
u(x, t) = u 1 (x, t) + t u 2 (x, t), where u 1 (x, t) and u 2 (x, t) are periodic with respect to t and hence bounded for fixed x. The resonance effect is due to the aperiodic term t u 2 (x, t). When its absolute value exceeds some fixed quantity, a demolition occurs.
Similar considerations are presented in more details in [9] . It is shown there that under a quite simple integral boundary condition, resonance inevitably occurs even in the case of absence of external forces. Conservation of the integral of displacement in time has a clear physical meaning: conservation of the bridge potential energy in the course of vibration.
By this phenomenon, we explain resonance vibration of the Tacoma bridge. This explanation is also applicable to the resonance vibration observed on the Volgograd bridge in May 2010, so that it was even closed for traffic for some time [9] .
However, we do not discuss the prevention of such resonance vibration. The design issues need special investigation.
