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На основе операторного подхода к дифференцированию рассматривается
распространение понятия первообразной на более широкие классы функций.
1. Введение и основные обозначения
Понятия производной и интеграла (первообразной) являются одними из осно-
вополагающих понятий в математике в целом и теории функций в частности. На
протяжении своей истории они не раз обобщались и распространялись на новые
функциональные классы. В работах автора [1] — [3] рассмотрено распространение
k-й производной с пространств W kp на пространства, являющиеся в определённом
смысле их преемниками и имеющие нижний индекс меньше единицы. Это распро-
странение было связано с исследованием кусочно-полиномиальных приближений в
соответствующих пространствах Lp. В данной статье введённые производные при
k = 1 сопоставляются с понятием первообразной.
В 70—80-е годы прошлого века произошёл всплеск интереса к пространствам,
построенным на основе Lp (0 < p < 1), и исследованию в них основных характе-
ристик функций и соотношений. (В большой степени это было связано с получени-
ем фундаментальных результатов о свойствах модулей непрерывности в простран-
ствах Lp (см., например, [4], [5]).) К концу ХХ века по данной тематике накопился
большой фактический материал; стало понятно, что не все надежды оправдались.
Некоторые привычные важные конструкции оказались практически бесполезными
в случае 0 < p < 1. Новая волна исследований была посвящена обсуждению харак-
теристик функций и методов, плодотворных во всех случаях (см., например, [6], [7]).
В уже упоминавшихся работах [1] — [3] получены новые утверждения о кусочно-
полиномиальных и локальных приближениях функций, в том числе асимптотиче-
ские формулы для величин наилучших приближений, справедливые для всех p > 0.
Данные асимптотические формулы неразрывно связаны с определённой гладкостью
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приближаемых функций. При p ≥ 1 — с наличием обычных производных нужно-
го порядка, при 0 < p < 1 — с некоторым распространением этих производных.
Рассмотрение обратной операции приводит в свою очередь к распространению опе-
рации интегрирования на более широкие классы функций, что может иметь как
теоретический, так и практический интерес.
Как обычно, Lp[I] обозначает пространство действительных функций, интегри-
руемых в степени p (0 < p < ∞) по Лебегу на отрезке I = [a; b] , с величиной
элементов
‖f‖Lp[I] =
(∫
I
|f(t)|pdt
) 1
p
;
C[I] — пространство непрерывных на отрезке I функций,
‖f‖C[I] = max
x∈I
|f(x)|.
Когда неясность исключена, сокращаем обозначения до Lp и ‖f‖p или соответствен-
но до C и ‖f‖∞.
Ещё, чтобы избежать постоянных оговорок, для значений индекса, меньших еди-
ницы, будет использоваться буква r, т. е. всюду ниже 0 < r < 1, а 1 ≤ p ≤ ∞.
Основой для дальнейших построений являются пространство непрерывно диф-
ференцируемых на отрезке I функций C1[I] и
W 1p [I] =
{
f : f абсолютно непрерывна на отрезке I, f
′ ∈ Lp[I]
}
c нормами ‖f‖p + ‖f ′‖p. Нормы на пространствах W 1p и C1 могут быть преобразо-
ваны к виду
‖f‖p + sup
t>0
t−1ω1(f, t)p,
где
ω1(f, t)p = sup
0<δ<t
∥∥∆1δf∥∥Lp[a,b−δ]
— модуль непрерывности в Lp,
∆1δf(x) = f(x+ δ)− f(x).
Хорошо известно, что
sup
t>0
t−1ω1(f, t)p = lim
t→0
t−1ω1(f, t)p =
∥∥f ′∥∥
p
.
Главные идеи данной статьи проиллюстрируем следующим рассуждением. Рас-
смотрим оператор V : C 7→ C1, (V f)(x) = x∫
a
f(t)dt (с любым используемым
определением интеграла). Причём пространство C1 здесь отождествим с фактор-
пространством C1/M , где M — подпространство постоянных функций. Пусть на
пространстве C задана норма ‖f‖1, а на пространстве C1 — норма ‖
x∫
a
F
′
(t)dt‖1 +
‖F ′‖1.
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Получаем, что ‖f‖1 ≤ ‖V f‖C1 ≤ (b− a+ 1)‖f‖1.
Из левого неравенства следует, что оператор V обратим, а из правого — что мо-
жет быть однозначно распространён с C на его замыкание в метрике, порождаемой
‖ · ‖1 (т. е. на пространство L1), при этом областью значений V будет простран-
ство, являющееся замыканием C1 в определённой на нём метрике (т. е. W 11 /M).
Относящиеся к этому рассуждению теоремы см., например, в [8] на с. 204 и 240
соответственно.
Пусть Λ : C1 7→ C — обратный по отношению к V линейный оператор, тогда(
Λf
)
(x) = f
′
(x). Ясно, что можно было начинать обсуждаемое построение не с
оператора V , а с оператора Λ. Такое построение является и более естественным.
Распространение V равносильно распространению Λ.
Пространства W 1p можно рассматривать как замыкания пространства C1 в мет-
риках, порождаемых нормами
‖ · ‖p + sup
t>0
t−1ω1(·, t)p,
а построение производной в пространствах W 1p — как распространение непрерыв-
ного линейного оператора Λ c пространства C1, т. е. построение Λ : W 1p 7→ Lp.
2. Пространства Y 1r
В отмеченную схему распространения операторов дифференцирования и инте-
грирования можно включить более обширные пространства (подробнее относитель-
но дифференцирования см. [1]—[3]). При этом, конечно, в силу известных теорем
нельзя ожидать дальнейшего сохранения формулы Ньютона—Лейбница.
На пространстве C1 рассмотрим семейство квазинорм (определение и основные
свойства квазинорм см., например, [9], c. 79)
‖f‖H1r = ‖f‖r + |f |r, где |f |r = sup
t>0
t−1ω1(f, t)r.
Определим (см. [1]) для каждого r ( 0 < r < 1 ) пространство Y 1r как пополне-
ние C1 в метрике, порождаемой квазинормой пространства H1r .
О существовании метрики, ассоциированной с квазинормой, см. [9], с. 80. Так,
метрику на H1r определяет функционал
‖ · ‖rr + | · |rr.
Отметим, что
|f |rr = sup
t>0
t−rω1(f, t)rr = sup
t>0
(
t−r
b−t∫
a
∣∣∆1tf(x)∣∣rdx).
Применим результаты [1]-[2] в нашем случае.
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Теорема [1]. На всех пространствах Y 1r определён линейный оператор Λ : Y 1r 7→ Lr
и выполняется
1) lim
t→0
t−1ω1(f, t)r = ‖Λf‖r,
2) если f ∈ W 11 [J ], J ⊂ I, тогда Λf∣∣J = f ′ .
Определение. Функция f имеет первообразную в широком смысле, если для неко-
торого r найдётся функция F ∈ Y 1r такая, что f = ΛF .
Функцию F назовём первообразной. Понятно, что если f = ΛF , то f = Λ (F + φ),
где φ ∈ KerΛ — ядру оператора Λ. Отметим, что пространство KerΛ заметно от-
личается от пространства постоянных функций M (см. ниже).
Рассмотрим несколько утверждений с обсуждаемыми понятиями.
Теорема. Пусть
f(x) =
[
l(x), если − 1 ≤ x ≤ 0,
h(x), если 0 < x ≤ 1,
где l(x) ∈ C1[−1; 0], h(x) ∈ C1[0; 1].
Тогда f ∈ Y 1r [−1; 1] для всех 0 < r < 1.
Доказательство. Поскольку C1 ⊂ W 11 ⊂ Y 1r , то для доказательства достаточно
построить последовательность функций из W 11 , сходящуюся к f(x) по метрике про-
странства H1r . Без потери общности можно считать, что l(0) = 0. Пусть
fn(x) =

l(x), −1 ≤ x ≤ 0,
nh( 1
n
)x, 0 < x ≤ 1
n
,
h(x), 1
n
< x ≤ 1.
Обозначим gn = fn − f, c0 = max
0≤x≤1
|h(x)|, c1 = max
0≤x≤1
|h ′(x)|. Тогда
‖gn‖rr =
1
n∫
0
∣∣∣nh( 1n)x− h(x)∣∣∣rdx ≤ 2 cr0n .
Оценим для разных t значение выражения t−r
1−t∫
−1
∣∣∆1t (gn)(x)∣∣rdx.
При t ≥ 1
n
получаем
t−r
1
n∫
−t
∣∣gn(x+ t)− gn(x)∣∣rdx = 2 t−r
1
n∫
0
∣∣gn(x)∣∣rdx ≤ 2 cr0
n1−r
.
При 0 < t < 1
n
получаем
t−r
1
n∫
−t
∣∣gn(x+ t)− gn(x)∣∣rdx = t−r( 0∫
−t
∣∣gn(x+ t)|rdx+
1
n
−t∫
0
∣∣gn(x+ t)− gn(x)∣∣rdx+
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+
1
n∫
1
n
−t
∣∣gn(x)|rdx) ≤ t−r(tcr0 + ( 1n − t)tr(nrcr0 + cr1)+ tcr0) ≤ 3 cr0n1−r + cr1n ,
учтя, что на [0; 1
n
− t] выполняется∣∣gn(x+ t)− gn(x)∣∣r = ∣∣nh( 1n)t+ (h(x)− h(x+ t))∣∣r ≤ nrcr0tr + cr1tr.
Теорема доказана.
Следствие 1. Если функция f кусочно непрерывно дифференцируема, тогда f ∈ Y 1r
для всех 0 < r < 1.
Подразумевается, что существует набор точек a = x0 < x1 < · · · < xm+1 = b
такой, что при каждом фиксированном i, 1 ≤ i ≤ m + 1, функция может быть
доопределена в точке xi или точке xi−1 до условия f ∈ C1[xi−1;xi].
Доказательство. Аналогично доказательству теоремы, функция fn ∈ W 11 полу-
чается из функции f заменой около каждой точки xi, 1 ≤ i ≤ m, значений f на
линейную функцию, соединяющую значения f(xi) и f(xi+ 1n) (или f(xi) и f(xi− 1n) ).
Тогда
‖fn − f‖rr ≤
2mcr0
n
, где co = ‖f‖∞,
|fn − f |rr ≤ m
(
3
cr0
n1−r
+
cr1
n
)
, где c1 = ‖f ′‖∞.
Следствие 2. Если функция f кусочно постоянна, тогда f ∈ KerΛ.
Доказательство. По следствию 1 f ∈ Y 1r для всех 0 < r < 1. Тогда по теореме [1]
Λf = 0.
Очень важный класс образуют степенные функции и близкие к степенным. При
k = 1 результаты [2] дают следующее утверждение.
Теорема [2]. Пусть f ∈ Lr[a; b] ∩ C1[a; b− ²] для любого ² > 0 , f ′ неотрицательна
на [a, b) и не убывает, тогда если конечна величина ‖f ′‖r, то f ∈ Y 1r [a, b]. При
этом
sup
t>0
t−1ω1(f, t)r = lim
t→0
t−1ω1(f, t)r.
Замечание. Ясно, что утверждение остаётся справедливым, если условие на произ-
водную изменить на « f ′ неположительна на [a, b) и не возрастает». В том случае,
когда особенность функции находится на левом краю отрезка, условия на произ-
водную также нужно соответствующим образом изменить. Так, для функции f с
условиями «f ′ неположительна на (a; b] и не убывает» получаем те же свойства
относительно выражения
t−r
b∫
a+t
∣∣f(x− t)− f(x)∣∣rdx,
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что имеет функция из условия теоремы [2] относительно выражения
t−r
b−t∫
a
∣∣f(x+ t)− f(x)∣∣rdx.
С другой стороны, замена x− t = y в первом выражении делает их равносильными.
Поэтому каждая функция вида 1
xα
имеет первообразную в широком смысле на
[0; 1]. Можно доказать более сильное утверждение.
Предложение. Пусть неотрицательная функция h ∈ Lr[0; 1]∩C1[−²; 1] для любого
² > 0 , h ′ неположительна на (0, 1] и не убывает, а величина ‖h ′‖r конечна.
Определим
f(x) =
{
h(−x), если x ∈ [−1; 0],
h(x), если x ∈ (0; 1].
Тогда f ∈ Y 1r [−1; 1].
Доказательство. По теореме [2] и замечанию f ∈ Y 1r [−1; 0] и f ∈ Y 1r [0; 1]. Из дока-
зательства теоремы [2] следует, что в качестве последовательности, сходящейся к h
по метрике пространства H1r [0; 1], можно взять
hn(x) =
{
h( 1
n
), если x ∈ [0; 1
n
],
h(x), если x ∈ ( 1
n
; 1].
Пусть
fn(x) =
{
hn(−x), если x ∈ [−1; 0],
hn(x), если x ∈ (0; 1].
Тогда
‖f − fn‖rLr[−1;1] ≤ 2 ‖h− hn‖rLr[0;1].
Оценим |f − fn|rr. Заметим, что
‖∆1t (f−fn)‖rLr[−1;1−t] = ‖∆1t (f−fn)‖rLr[−1;−t]+‖∆1t (f−fn)‖rLr[−t;0]+‖∆1t (f−fn)‖rLr[0;1−t].
Таким образом,
t−r‖∆1t (f − fn)‖rLr[−1;1−t] ≤ 2 |h− hn|rLr[0;1] + t−r‖∆1t (f − fn)‖rLr[−t;0].
Рассмотрим для разных t значение выражения t−r
0∫
−t
∣∣∆1t (f−fn)(x)∣∣rdx.
Для t ≥ 2
n
получаем
t−r‖∆1t (f − fn)‖rLr[−t;0] = 2 t−r
1
n∫
0
∣∣ (h− hn)(x)∣∣rdx ≤ 2 |h− hn|rLr[0;1].
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Такая же оценка подходит для 1
n
≤ t < 2
n
.
Пусть 0 < t < 1
n
. В этом случае на [−t; 0] выражение ∆1t (f − fn) равно h(x+ t)−
h(−x). В силу симметрии графиков функций h(x+ t) и h(−x) относительно прямой
x = − t
2
( это следует из равенства h(x+ t) = h
(− (2(− t
2
)− x)) ) выполняется
t−r
0∫
−t
∣∣∆1t (f−fn)(x)∣∣rdx = 2 t−r 0∫
− t
2
∣∣h(x+t)−h(−x)∣∣rdx = 2 t−r 0∫
− t
2
(
h(−x)−h(x+t))rdx.
С другой стороны, значения выражения h(−x)−h(x+t) на [− t
2
; 0] по условию равны
значениям выражения h(x)− h(−x+ t) на [0; t
2
].
Сопоставим на [0; t
2
] функции h(−x+ t) и h(x+ t). Их значения равны при x = 0,
первая — возрастает, вторая — убывает. Таким образом
t−r
0∫
−t
∣∣∆1t (f − fn)(x)∣∣rdx ≤ 2 t−r
t
2∫
0
(
h(x)− h(x+ t))rdx ≤ 2 |h− hn|rLr[0;1].
Предложение доказано.
Замечание. Если в формулировке предложения взять «неположительная функ-
ция h ∈ Lr[0; 1] ∩ C1[−²; 1] для любого ² > 0 , h ′ неотрицательна на (0, 1] и не воз-
растает», то утверждение и доказательство полностью сохраняются (только вместо
разности f−fn нужно рассмотреть fn−f .) Из этого следует, например, что функция
f(x) = ln |x| принадлежит пространствам Y 1r [−1; 1] для всех 0 < r < 1 и является
первообразной функции 1
x
на [−1; 1].
3. Заключение
Рассмотрение пространств Y 1r дополняет сложившуюся систематизацию про-
странств «гладких» функций. Результаты статьи [3] фактически показывают, что
функции из этих пространств почти всюду имеют производную (быть может, более
слабую, чем классическая). Пока нет квазинормы (метрики), отделяющей эти про-
странства от H1r , но такая ситуация встречается и в используемой систематизации.
С точки зрения теории приближения функций пространства Y 1r прямо продол-
жают шкалу пространствW 1p , которые могут быть описаны как состоящие из функ-
ций, приближаемых с порядком O( 1
n
) кусочно-постоянными функциями на равно-
мерных разбиениях в метрике пространства Lp. Функции из пространств Y 1r при-
ближаются с таким же порядком в метриках пространств Lr. Более точные форму-
лировки даны в [3].
Интегрируемость функции (возведённой в ту или иную степень) — «нулевой»
пункт в шкале «гладкости» (относительно пространства Lp с соответствующим по-
казателем). Распространение оператора интегрирования в пространствах Lr пока-
зывает, что аппроксимационные задачи в этих пространствах на соответствующих
классах функций несильно отличаются от аппроксимационных задач в простран-
стве L1.
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On the basis of the operator approach to differentiation we extend the concept of an
antiderivative notion to wider classes of functions.
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