Continuous proportional data is common in biomedical research, e.g., the pre-post therapy percent change in certain physiological and molecular variables such as glomerular filtration rate, certain gene expression level, or telomere length. As shown in (Song and Tan, 2000) such data requires methods beyond the common generalised linear models. However, the original marginal simplex model of (Song and Tan, 2000) for such longitudinal continuous proportional data assumes a constant dispersion parameter. This assumption of dispersion homogeneity is imposed mainly for mathematical convenience and may be violated in some situations. For example, the dispersion may vary in terms of drug treatment cohorts or follow-up times. This paper extends their original model so that the heterogeneity of the dispersion parameter can be assessed and accounted for in order to conduct a proper statistical inference for the model parameters. A simulation study is given to demonstrate that statistical inference can be seriously affected by mistakenly assuming a varying dispersion parameter to be constant in the application of the available GEEs method. In addition, residual analysis is developed for checking various assumptions made in the modelling process, e.g., assumptions on error distribution. The methods are illustrated with the same eye surgery data in (Song and Tan, 2000) for ease of comparison.
Introduction
The concept of dispersion parameter is a familiar one in generalised linear models (GLMs). The dispersion parameter of a normal distribution is simply its variance; and the dispersion parameter of Poisson distributions is always equal to 1, which is the ratio of variance to mean and where the overdispersion occurs when such a ratio is larger than 1. Dispersion models (Jørgensen, 1997) , as an extension of the GLMs, include dispersion parameters describing the distributional shape, which is beyond what the location or mean parameter alone can describe.
The simplex distribution of Barndorff-Nielsen and Jørgensen (1991) for the error term represents a special dispersion model, and is useful for modelling continuous proportional data. Based on this distribution, Song and Tan (2000) developed a marginal model for longitudinal continuous proportional data, which was used to analyse an eye surgery data. Similar to Liang and Zeger's marginal models e.g. Diggle et al. (2002) , Song and Tan (2000) assumed a constant dispersion in their model and their focus is on modelling the trend component. A technical advantage by setting a constant dispersion parameter is that, as shown in Liang and Zeger's GEE1 (1986) approach, regression coefficients can be separately estimated from the dispersion parameter. This is because the GEE1 can factorise a constant dispersion out the estimating equation.
Marginal Models
To develop marginal simplex models for longitudinal continuous proportional data with varying dispersion, first let y ij , j ¼ 1; . . . ; n i be the sequence of observed repeated measurements on the ith of m subjects, and t ij , j ¼ 1; . . . ; n i , be the sequence of corresponding times on which the measurements are taken on each subject. Associated with each y ij are the values, x ijk , k ¼ 1; . . . ; p, of p covariates or expla-natory variables. We assume that y ij are realisations of random variables Y ij which follow simplex distributions Y ij $ S À ðm ij ; s 2 ij Þ, where m ij 2 ð0; 1Þ are the mean parameters and s 2 ij > 0 are the dispersion parameters, and both may be specified as functions of covariates. The density function of the simplex distribution is, suppressing indices, given by 
We assume that Y 1 ; . . . ; Y m are independent. A marginal simplex model consists of three components given as follows. The first component is a model to describe the population-averaged effects, where the mean parameter m ij depends on the timevarying covariates x ij via a generalised linear model of the form
where h is a known link function and b ¼ ðb 0 ; . . . ; b p Þ > is the regression coefficients to be estimated. The link function is usually chosen to be the logit link function that maps the unitary interval to ðÀ1; 1Þ.
The second component is a model to describe the pattern of dispersion parameter s 2 ij as a function of covariates z ij (maybe a subset of x ij ), given by
where g is a known link function and g ¼ ðg 0 ; . . . ; g r Þ > with g 0 corresponding to the intercept term. To express the dispersion as of a multiplicative form, the logarithm link function is used to obtain a log-linear model and hence
The third component is for modelling correlation structure. The correlation between Y ij and Y ik is a function of the location parameters and perhaps of additional parameters, a ¼ ða 1 ; . . . ; a q Þ > , namely,
where qðÁÞ is a known function. Various types of correlation structures may be used for the q function. Amongst others, three commonly used in the analysis of longitudinal data are the exchangeable, AR(1) and m-dependence correlations. It is noted that the justification for a choice of a correlation structure is in general a difficult task due to little information over time available. However the Liang and Zeger's GEE1 approach for consistent parameter estimation enjoys the robustness against misspecification of correlation structure and hence has yielded popularity in longitudinal data analysis. 
GEEs for Parameter Estimation
Following Song and Tan (2000) , let w i ¼ diag fvðm ij Þg u i be the working vector, and let RðaÞ be an n i Â n i working correlation matrix with a q Â 1 vector of correlation parameters a. So working covariance matrix for w i is
Therefore Liang and Zeger's GEE1 for the simplex margin corresponds to the estimating equation for b given by Following Prentice and Zhao (1991) , the GEE2 is formed by adding an additional set of estimating equations for the correlation parameters based on the standardised score residuals, defined by
It is easy to see that such score residuals satisfy moment properties of Eðr ij Þ ¼ 0, var ðr ij Þ ¼ 1 and
The estimating equation for the correlation parameter a then takes the form
where r i ¼ ðr i1 r i2 ; r i1 r i3 ; . . . ; r in i À1 r in i Þ > ; H i is a working covariance matrix and h i ¼ Eðr i Þ. The extended GEE2 consists of the equations (4), (5), and an estimating equation for the dispersion component given as follows, Paik (1992) , to form the third sets of estimating equations. The Crowder optimal matrix for S i (Crowder, 1987) is in fact the cov ðd i Þ which is in general not easy to obtain. A simple choice of S i is the identity matrix, leading to the method of moments estimator for g. Perhaps a better choice for S i is a diagonal matrix with diagonal elements equal to the variances var fdðY ij ; m ij Þg ¼ 2ðs 2 ij Þ 2 . See the appendix for the proof of this formula in detail. This indicates a gamma type of mean-variance relation, that is, the unit variance function is equal to the squared mean. With this choice, the estimating equation will effectively produce the quasi-likelihood estimator of g as does the gamma regression (Wedderburn, 1974) .
Let q ¼ ðb; g; aÞ be the vector of parameters to be estimated via the extended GEE2 for which the estimates are obtained by simultaneously solving the joint equations, UðqÞ ¼ Uðb; g; aÞ ¼ w 1 ðb; g; aÞ w 2 ðb; g; aÞ w 3 ðb; g; aÞ 
It is clear that the estimating equation UðqÞ ¼ 0 is unbiased, namely EUðqÞ ¼ 0. Hence it follows from the standard theory of estimating equations that under some mild regularity conditions, the estimator¼ ðb b;ĝ g;â aÞ is consistent and m 1=2 ðÀ qÞ is asymptotically multivariate Gaussian with zero mean and covariance matrix of the form lim m mJ À1 ðqÞ, where JðqÞ is the Godambe information matrix given by JðqÞ ¼ S > R À1 S: Details of the sensitivity matrix S ¼ Ef@UðqÞ=@q > g and of the variability matrix R ¼ EfUðqÞU > ðqÞg are given in the appendix.
Using the Newton-scoring algorithm, the solutionfor the joint equation (7) can be obtained numerically by iteratively updating the q values as follows,
4 Simulation Study
To demonstrate the importance of properly analysing the longitudinal data in the presence of heterogeneous dispersion, we conduct a simulation study where the proportional data
. . . ; 150, were generated independently according to the following marginal models:
where covariates T and S are variables of treatment groups indicated by (-1, 0, 1), and illness severity score ranged in (0, 1, 2, 3, 4, 5, 6) that is randomly assumed to each subject by a binomial distribution B (6, 0.5). For simplicity, we mainly investigated how the parameters b j 's representing the populationaveraged effects would be affected by the situation of the dispersion parameter. So, we considered only the independence correlation structure, for which we were able to simulate data. We took three equally sized treatment groups, each with 50 subjects. Using the notation above, we yield
> and z i ¼ ð1; T i Þ > in which the severity covariate was centralised by the mid-score 3. Moreover, the true values were assigned as ðb 0 ; b 1 ; b 2 Þ ¼ ð0:5; À0:5; 0:5Þ, ðg 0 ; g 1 Þ ¼ ð3; 2Þ. We ran the regression over 200 replications, and the corresponding summaries are listed below. Table 1 reports the summary statistics of the parameter estimates from the extended GEE2 approach proposed in the paper with heterogeneous dispersion. These statistics include mean point estimate, 2.5th and 97.5th percentiles, empirical standard deviation and mean standard error for each of the five parameters.
When the model with the homogeneous dispersion was used to fit the simulated data, the mean estimate of log ðs 2 Þ was 19.2 with the empirical standard deviation equal to 80.6, considerably larger than the average standard error 0.12 obtained from the sandwich asymptotic variance estimator. Table 1 , we learned: (i) The point estimatesb b i ; i ¼ 0; 1; 2 in the pupulation-averaged effects model (1) from both approaches are relatively close to each other, although the model with the homogeneous dispersion produces a little larger deviation from the true values than the model with the heterogeneous dispersion. (ii) The 95% empirical confidence intervals from the two models have substantially different coverage, zero being included in the intervals given by the homogeneity model as opposed to zero being excluded in those given by the heterogeneity model, for all three b parameters. This suggests that the homogeneity model loses its power of identifying some important covariates in the presence of heterogeneous dispersion. (iii) The values of the empirical standard deviation and the standard error are very similar in the heterogeneity model, but clearly different in the homogeneity model. This indicates that the asymptotic normality theory for the estimators from the homogeneity model may be no longer valid. To visualise this, we plotted the estimated densities over the 200 estimates for each parameter in Figure 1 . Figure 1 Estimated densities of the model parameters over 200 replications using data generated from the heterogeneity model. Figure 1 indicates that for each parameter, the estimates from the heterogeneity model are evenly distributed along the parameter space and clearly form a bell-shaped density. In contrast, the estimates from the homogeneity model occurs more frequently on tail areas and clearly form a heavy-tailed density. The density for the estimator of g from the homogeneity model has an extremely long tail on the right. In conclusion, the asymptotic normality for the estimators from the homogeneity model is seriously in question.
Conversely, we conducted another simulation in that the true model had the homogeneous dispersion. In particular, data were generated similarly as in the first simulation, except that now the dispersion model is constant log ðs 2 i Þ ¼ g 0 . The true values of b parameters are the same as above, and set g 0 ¼ 4, which leads to a large dispersion around 55. Table 2 gives the summary statistics over 200 replications.
Evidentially, Table 2 indicates that the estimates from the two models are very close, the null hypothesis H 0 : g 1 ¼ 0 cannot be rejected at the significance level 0:05 under the heterogeneity model. As expected, the estimated densities (not shown in the paper) of the parameters are very similar between the two models, and they are all very alike to normal density curves.
In summary, when a constant dispersion assumption is in doubt, the heterogeneity model seems to be necessary and advantageous to make proper statistical inference.
Residual Analysis
We propose to use two types of residuals to form diagnostics for the key model assumptions: (i) marginal distributions, (ii) link functions, and (iii) the working correlation structure. The first one is the standardised score residuals r ij given in (5), and the other is the regular standardised Pearson residuals, e ij ¼ ðy ij À m ij Þ= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi var ðY ij Þ p , where var ðY ij Þ has no closed form expression as it involves the incomplete gamma function. See Jørgensen (1997) for the details.
The sample counterpart of r ij or e ij is obtained by replacing parameters by their corresponding estimates, denoted byr r ij orê e ij , accordingly. Like most residual analyses, our residual analysis below is useful to detect strong signals associated with certain model assumption violation.
The simplex distribution assumption can be checked by the plot ofê e ij againstm m ij , which aims to examine the mean-variance relation. If this assumption is true, then var ðe ij Þ ¼ 1, independent of mean m ij . Therefore, points in the plot should randomly scatter around the horizontal line at zero (the expectation of residuals), with approximately 95% points in the horizontal band between À2 and 2. Any apparent departure from this would suggest either a violation of the assumption on distribution or probably a poor model fit. A series of further investigations are needed to identify which factor is responsible for such departure. This approach would become more reliable as s 2 becomes large, because the mean-variance relation becomes dominated by mð1 À mÞ, a case similar to that of a binomial distribution. ijb b should show a straight line with approximately 95% points falling into a band with the upper and lower limits ofĥ h ij AE 2. As in generalised linear models, this plot does not suggest the best link function for the model, but rather only gives an informal check for any strong violation of the used link.
Although it is difficult to model the true correlation structure of longitudinal data, approximately correct correlation structures allow regression coefficients to be estimated more efficiently. Thus, it is important to assess the appropriateness of the working correlation used in GEEs via residual analysis. Note that corr ðr ij ; r ij 0 Þ ¼ corr ðw ij ; w ij 0 Þ; implying that the true correlation of variable w ij is equal to that of the standardised score residuals r ij . Some exploratory procedures presented in Section 3.4 of Diggle et al. (2002) can be adopted for w ij 's to examine the correlation of data.
An Example
In this section we re-analyse the ophthalmological data on the use of intraocular gas in retinal repair surgeries (Meyers et al., 1992) , with a special focus on the heterogeneous dispersion. A primary analysis of the data assuming the homogeneous dispersion was done by Song and Tan (2000) . Briefly, the study was to investigate the decay course of the intraocular gas in retinal repair surgeries prospectively in 31 patients. The gas was injected into the eye before surgery and patients were followed three to eight (average of 5) times over a three-month period. The response variable y ij was the percent of gas left in the eye recorded as proportion (a percent). The question was if the disappearance of the gas is related to other covariates such as the concentration of the gas used. Song and Tan (2000) modelled the gas volume directly using a marginal model. With our proposed method, we are able to test if the homogeneous dispersion is true, and if not so the model allows us to identify which covariates lead to heterogeneity.
To begin, the population-averaged effects model in Song and Tan (2000) is
where t ij is the time covariate of days after the gas injection, and x ij is the covariate of gas concentration levels equal to -1, 0 and 1, corresponding to the concentration levels of 15%, 20% and 25%, respectively. To this model, the components of the estimating function w 1 specified by (4) are given as follows.
where X i is of n i Â 3 dimension and its jth row is ð1; log ðt ij Þ; log 2 ðt ij Þ; x ij Þ, and
Clearly the corresponding sensitivity matrix is
. Also as indicated in their paper, AR(1) dependence seemed to fit the data the best, so our analysis only concerns this type of dependence, specified as of the first-order ECM model, corr ðw ij ; w ij 0 Þ ¼ exp ðajt ij À t ij 0 jÞ, for a < 0. When H i is chosen to be the identity matrix, the function w 3 becomes
where c i ¼ ½jt i1 À t i2 j exp ðÀajt i1 À t i2 jÞ; . . . ; jt in i À1 À t in i j exp ðÀajt in i À1 À t in i jÞ > and the corresponding sensitivity matrix
The model that addresses the heterogeneity in two covariates of time and gas concentration level takes the following form log s
We ran the Newton-scoring algorithm given in Section 3 and found estimates and standard errors that are listed in Table 3 . Figure 2 Fitted curves for the pattern of heterogeneous dispersion over time across three treatment levels.
Clearly, both covariates of time and treatment are significant factors attributed to the heterogeneous dispersion in model (9). Figure 2 displays the fitted curves for the pattern of dispersion profile over time across three different gas concentration levels.
Based on the model with the time-varying dispersion, our findings for other parameters are very similar to those in Song and Tan (2000) . Similar to Song and Tan (2000) , we found that the quadratic time term log 2 ðt ij Þ is significant, that the linear time log ðt ij Þ is not significant, and that the gas concentration covariate is marginally insignificant, at the significance level 0.05. Also, The estimated lag-1 autocorrelation¼ eâ a ¼ 0:1575ð0:0611Þ and its z-statistic is 2.5769, suggesting that q is significantly different from zero.
In contrast to the simulation study, here we did not see dramatic differences between the results from the heterogeneity and homogeneity models. We gave the reason as follows. In the simulation study we chose the intercept and slope parameters to be comparable, respectively 3 and 2, so that a change on the covariate would greatly affect the size of dispersion. Therefore, the results from the homogeneity and heterogeneity models were evidently different. However, in the data analysis the intercept dominates the contribution to the dispersion over the two slope coefficients, implying that the overall dispersion remains mostly very large, and therefore no big differences appeared in the results from the two types of models. Now we consider the residual analysis for the above model with time-varying dispersion. Panel A of Figure 3 shows the scatter-plot of the estimated standardised Pearson residualsê e ij 's against the fitted mean valuesm m ij , to check the distribution assumption. The dashed lines at 2 and À2 represent the asymptotic 95% upper and lower limits, respectively. The residuals seem to behave reasonably well as expected, only three of them lying outside of the region. The plot seems to be in agreement with the simplex marginal distribution.
Panel linear predictorĥ h ij . The two solid lines stand for the asymptotic 95% confident bands within which almost 96% points are contained. This clearly supports the logit link function assumption.
Checking the working correlation seems to be nontrivial, since the data are measured at irregular time points and the residuals available at a given time are sparse. So we feel that the proposed method for checking the working correlation may not be reliable here. Alternatively, Diggle's variogram plot (Diggle, 1990 ) may be used here to reach an appropriate conclusion. However this is not the focus of the paper, and hence the details are omitted.
Concluding remarks
In this paper we developed an approach to modelling the heterogeneous dispersion parameter, relaxing the usual assumption of constant dispersion in Liang and Zeger's marginal models. An extended version of GEEs was proposed to estimate the parameters in the model for dispersion. Through the analysis of the eye surgery data, we found that the dispersion can be a function over follow-up time as well as treatment arm, and that the shape of marginal distributions is time-varying in addition to the time-varying locations. This proposed method improves the modelling of longitudinal data and provides a tool for better understanding the marginal profiles of the longitudinal continuous proportional data.
The extended GEEs in this paper was developed under the assumption of no missing values in data. Since missing values often occur in longitudinal studies in practice, it would be of great interest to further extend the proposed GEEs to conduct data analysis with missing values. It is known that GEEs produce consistent estimators for the model parameters when missing values are completely random and ignored in the analysis. However, when data contain random missing values or informative missing values, the consistency for the GEEs estimators is generally no longer valid. Resolving this issue has been an active research topic in the longitudinal data analysis. For example, Robins et al. (1995) suggested the inverse probability weighted GEEs that produce consistent estimates if the drop-out process is properly modelled. Another approach suggested by Paik (1997) is to impute the missing values by the conditional expectation given the observed data. More references can be found in Diggle et al. (2002) , Verbeke and Molenberghs (2000) , or Ziegler et al. (1998) . provided that all diagonal blocks are invertible. When the distribution of r ij r ij 0 is independent of the mean and dispersion parameters, both S 31 and S 32 are 0. Therefore the matrix S becomes a blockdiagonal matrix with The variability matrix R is also a 3 Â 3 block matrix,
The nine blocks are detailed as follows. . It is noted that cov ðw i Þ ¼ diag fvðm ij Þg cov ðu i Þ diag fvðm ij Þg, and an estimate of cov ðu i Þ is obtained by plugging the estimatesm m ij and replacing cov ðu i Þ byû u iû u > i in the expression. The same approach is applied to estimate the remaining blocks of V.
