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ABSTRACT Considerable effort in instrument development has made possible detection of picosecond fluorescence
lifetimes by time-correlated single-photon counting. In particular, efforts have been made to narrow markedly the instrument
response function (IRF). Less attention has been paid to analytical methods, especially to problem of discretization of the
convolution integral, on which the detection and quantification of short lifetimes critically depends. We show that better
discretization methods can yield acceptable results for short lifetimes even with an IRF several times wider than necessary
for the standard discretization based on linear approximation (LA). A general approach to discretization, also suitable for
nonexponential models, is developed. The zero-time shift is explicitly included. Using simulations, we compared LA,
quadratic, and cubic approximations. The latter two proved much better for detection of short lifetimes and, in that respect,
they do not differ except when the zero-time shift exceeds two channels, when one can benefit from using the cubic
approximation. We showed that for LA in some cases narrowing the IRF beyond FWHM = 150 ps is actually counterpro-
ductive. This is not so for quadratic and cubic approximations, which we recommend for general use.
INTRODUCTION
There is currently substantial interest in the detection and
quantification of picosecond events in biological sys-
tems. With the advent and now rapidly expanding use of
molecular dynamics simulations, the need to measure the
rate and amplitude of motions presumably occurring on a
picosecond time scale has grown more marked. On the
one hand, the need is simply to ascertain whether such
dynamics events can actually be reliably determined but,
on the other hand, it is important to be able to quantify
reliably picosecond mobility if we are to validate infer-
ences drawn from simulations. Two techniques dominate
the experimental studies of picosecond dynamics, NMR-
relaxation methodologies and time-resolved fluorescence
decay measurements. In this paper, we are concerned
about the latter.
The usefulness of time-resolved fluorescence techniques
for the study of macromolecular structure and dynamics
depends on the confidence we have in the recovered decay
parameters, which in turn depend on the accuracy and
sensitivity of the methods used for data analysis. For the
time-correlated single-photon counting, many of the analyt-
ical methods (such as least-squares (Grivald and Steinberg,
1974), maximum likelihood (Bajzer et al., 1991), exponen-
tial series (Ware et al., 1973), and maximum entropy (Live-
sey and Brochon, 1987)) rely critically on the reliability of
iterative deconvolution, which in turn requires suitable dis-
cretization of the convolution integrals involved. This issue
becomes especially important when detection of the very
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short fluorescence lifetimes or fluorescence anisotropy de-
cays are considered. Interestingly, much of the effort toward
the determination of picosecond fluorescence events has
focused on instrumentation. Particular attention has been
paid to ways to minimize the width of the instrument
response function (IRF) through use of very fast microchan-
nel plate photomultiplier tubes and state-of-the-art elec-
tronic components. Much less attention has been paid to
numerical procedures used in the discretization of convolu-
tion integrals and yet, as we will demonstrate here, better
discretization methods can afford acceptable results for
short lifetimes even with an IRF several times wider than
those currently considered necessary for the discretization
methods now used most frequently.
Until recently, two discretization schemes have been used
generally: the GS technique (Grinvald and Steinberg, 1974)
based on the first mean value theorem for integrals and the
piecewise linear approximation of IRF (cf. Bajzer and Pren-
dergast, 1992), and the scheme based on linear approxima-
tion (LA) of the IRF proposed by McKinnon et al. (1977)
and later independently derived in more detail by Wahl
(1979). Periasamy (1988) has performed extensive simula-
tions comparing these two discretization schemes and
showed that the LA scheme is definitely preferable to the
GS scheme. There was also an unexpected result in that
fluorescence lifetimes equal to or shorter than the channel
width could be detected with fair accuracy. More recently,
we have proposed another scheme (Bajzer et al., 1991)
based on the generalized first mean value theorem for
integrals (GMTV) and compared it with the other two
methods by use of simulations. That comparison was not
very extensive and basically confirmed the results of Peria-
samy. The GMVT scheme was ranked somewhere between
the other two; in fact, the GMVT scheme emerged in
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simulations for two-exponential models as a good compro-
mise for a wide range of lifetime ratios.
In discussing the options for measurements of fast fluo-
rescence events, Holtom (1990) has proposed a scheme
founded on quadratic approximation (QA). However, he
neither presented any details of its derivation nor provided
a comparative study that would demonstrate the relative
merit of such a discretization scheme. Most recently, in an
excellent paper Vecer et al. (1993) derived a discretization
scheme for a polynomial interpolation of any order. Their
formula is a direct generalization of Wahl's formula (Wahl,
1979) and, therefore, is valid for multiexponential decay
only. To our best knowledge, the discretization for nonex-
ponential models so far has been restricted only to piece-
wise constant approximation (see, e.g., Argyrakis et al.,
1991). The approach we describe conveniently allows
higher order polynomial approximations to be made for
nonexponential and multiexponential models. The mathe-
matical basis is Fubini's theorem. Its particular application
to involved integrals leads to a form in which a given
approximation of the IRF can be used within a single-
channel width, whereas in the approach of Wahl (1979) and
Vecer et al. (1993), a given approximation of the IRF was
used within two channels. In addition to that, we explicitly
included a nontrivial correction for the zero-time shift-a
feature that we have not found in any published papers.
Besides deriving general discretization formulae, we in-
vestigate the relative merit of linear, quadratic, and cubic
approximation for the multiexponential model by numerous
simulations of heterogeneous fluorescence intensity decays.
Each of these includes one very short lifetime. One set of
simulated data was based on actually measured three-com-
ponent decay found in study of tryptophan fluorescence in
human recombinant interferon a2 (Vincent et al., 1992). Our
aim is to find which polynomial approximation yields reli-
able estimation of the shortest possible lifetime. Special
attention is paid to evaluation of linear, quadratic, and cubic
approximations under various conditions with respect to
width of the IRF, zero-time shift, light scattering correction,
signal-to-noise ratio, and channel width. In this respect, our
work complements the work of Vecer et al. (1993). They
evaluated the effectiveness of polynomial approxima-
tions-up to the fourth order-on carefully chosen simu-
lated data, but did not discuss the effects of the width of the
IRF or the zero-time shift. Our results generally agree with
their principal conclusions, namely, that higher order poly-
nomial approximations are advantageous in the analysis of
TCSPC data.
as (see O'Connor and Phillips, 1978):
f, = Fi + (Rj + b, Fi = dt R(u + S)I(t- u)du,
tij_ J
(1)
where R(t) is the instrument response function (or excitation
function) represented by counts in channel i:
tj
Ri = R (t)dt,
ti-1
R(t) 20, i = 1, ... ,n (2)
.2 0 represents a parameter determining the light scatter-
ing correction and b is the preassumed constant background.
The parameter 5 is the zero-time shift and
ti = ih, i = O, 1, . . ., n, h>0, (3)
where h denotes channel width (time calibration). For math-
ematical purposes, the functions R(t) and I(t) are assumed to
have continuous first derivatives in the interval (0, nh] and
R(t) 0O, t c 0, I(t) 0O, t < 0. It is important to stress that
R(t) is an unknown function, whereas I(t) is either known
analytically or can be evaluated numerically to arbitrary
precision.
As Vecer et al. (1993) have pointed out recently, the
function R(t) is not experimentally attainable (which has
often been assumed) but, rather, the number of counts Ri is
measurable. Therefore, we introduce the integrated IRF
(designated as "count function") pi(t), which is naturally
related to Ri, namely, pi(ti) = Ri. This function is generally
defined by
rt
pi(t) = R(u)du, i 2 1, po(t) 0. (4)
ti-1
and has the following useful properties based on its defini-
tion, on Eq. 2, and R(t) 0_ , t ' 0:
api(t)/at = R(t), (5)
i-i
pi(t)=-ER, =-Si, i=2,...,n,
v=l
k
Pi(ti+k) =E Ri+v
v=O
pi (t) = 0, t'-<(0,
(6)
DERIVATION OF DISCRETIZATION FORMULAE
Basic equations
In a typical time-correlated single-photon counting experi-
ment, the counts fi in channel i associated with known
fluorescence intensity decay function I(t) ' 0 are modeled
(7)
(8)
k-1
pi(ti-) =-E Rik+,k, i=2,...,n, k=2,...,i.
v=l
(9)
When the zero-time shift is different from zero, it is also
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convenient to define the function
rt
pP(t,6) = pi(t + 6) - pi(ti_1 + 6) = R(u + B)du. (10)
ti-1
Discretization
In the following, we consider discretization of integrals in
Eq. 1 that we wish to express in terms of known quantities
Ri and I(t). First, Fi can be rewritten as
rti rti-i
F= dt R(u + 8)I(t - u)du
ti-i 0
(11)
+ dt R(u + S)I(t - u)du,
ti-i ti-1
The first term in this equation can be expressed as f-ti_ 1
dt ftj R(u + 5)I(t - u)du, and in the second term the
integrations can be interchanged to yield
fti rt
dt R(u + 5)I(t-u)du
ti-i j-
(12)
= | du R(u + S)I(t - u)dt.
li-i U
This is based on Fubini's theorem (see, e.g., Rade and
Westergren, 1990), which states that for an integrable func-
tionflt,u) . 0 double integration is interchangeable: fb dt fd
f(t, u)du = f ddu fb f(t, u)dt. Now, if we specify a = c =
ti -; b = d = ti and ft, u) = R(u + 6)I(t- u) for ti '
u ' t' ti,whereasjft, u) = Oforti-, < t< ti, u > t, then
Eq. 12 follows in a straightforward manner. Thus, Eq. 11
can be rewritten as
i-i
Fi = Bi + E Bij, i = 2, . . , n, F1 = B1,
j=1
Bi= J R(u + S)Gi(ti-1, u)du, Gi(t, u) = I(v - u)dv,
(13)
t,i
Bi = R(u + B)Gi(u, u)du.
ti-1
This formula for Fi represents a crucial step by which we
have conveniently reduced the discretization problem to
discretization of two similar one-dimensional integrals over
a single channel. Both integrals involve the product of the
unknown function R(t) and the function Gi(t, u), which can
be evaluated numerically to arbitrary precision.
Before proceeding any further, we wish to compare this
formula with the one obtained by Wahl (1979) for the
exponential decay, I(t) = e-t/T:
ti 1t
Fi -Fi-le-hlT= dte-tlTJ R(u)eulTdu (14)
Jti-i Jr-h
To perform this double integration, the function R(u) should
be approximated within the interval [ti2, ti] comprising two
channels. Wahl (1979), and subsequently Vecer et al.
(1993), used the same approximation polynomial through-
out these two channels. In our discretization scheme, Eq. 13
yields
Fi - Fle-hlT - Bi - Bi-le-hlT + B11_j,
Bi r(Ri - etITIi), Bii =Te-T(ehTj-
ti
Ii= R (t)etlTdt.
ti
Obviously, here R(t) has to be known in the interval [ti-1,
ti], corresponding to one channel only. Consequently, unlike
Wahl, we can naturally approximate R(t) in each channel
separately. In principle, Wahl or Vecer et al. could have also
used the separate approximation for each channel, but this
was not done, and in such a circumstance our formula offers
a better starting point for approximation.
We could now proceed by approximating R(t + 6) to
obtain Fi in terms of Ri. However, it is more convenient first
to rewrite Eq. 13 in terms of a "count function" pi(t) and
then subsequently introduce approximations of pi(t). Fol-
lowing this idea, we express the integral Bi in terms of pj(x,
6) by using partial integration, the properties of Gi(x, y), and
Eqs. 5 and 10:
Bi= [apj(u, 6)/au]Gj(tj_j, u)du = Aij + Cij- Ci j,
Ijii (15)
where
rti
Aii = pi(t4, 6) I(t - tj)dt, (16)
1ti-
Cij = pj(t, )I(ti- t)dt.
Ij-.
In a similar way, Bi = Cii and Eq. 13 becomes
(17)
i-i
Fi = Cii + I(Aij + Cij - Ci_1), i= 2,. ...,n(F )= Cll.
j=l
(18)
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This is a general formula for discretization that can be
applied to any decay function I(t) and for any type of
approximation for pj(t) (note that pj(t, 6) in Eqs. 16 and 17
can be expressed by pj(t) via Eq. 10). When the multiexpo-
nential decay model
N
I(t) = 2 Ake-", Ak 2 0, Tk > 0.
k=l
(19)
for Aii in polynomial approximation is
Aii- I[o(ti + 6) - 0(t1_. + 5)]Sj
(26)
m
+ E aj[i0(tj + 6)(h + 6)A - 0(tj-l + 8)6A]}Iij
A=i
is used, one can obtain Fi in a computationally convenient
iterative form:
N
Fi = EF>1, Fo = FO = 0, (20)
k=-
Fi*= DkFi- + AkTk(l - Dk)[pj_l(t1i- + 6) - pi(ti- + )]
+ AkDk(Ji - A'l) (21)
rh
Ji= pi(t + ti-, + 8)e'Idt, i = 1, ... , n,
(22)
= 0, Dk = e hz.
This is now the most general discretization formula for
multiexponential decay analysis. Depending on how we
approximate the unknown function pj, one can obtain dif-
ferent expressions for Fi that can be used directly for com-
putational implementation.
Polynomial approximation
The function pj(t) for a given j can be approximated locally
by a polynomial of some order m:
m
pi(t) pi (t) = - 0(t)Sj + 0(t) > ajA(t- tj-1)A. (23)
A=1
0(x) = 0, x . 0; 0(x) = 1, x > 0; 0(x) = 1 -0(x)
(24)
Such approximation automatically satisfies Eqs. 6 and 8.
The integral Cij is then approximated by
m (h
Cjj 0(6i) E ajA [(x + B)A - 86]I(tj- tj-i - x)dx
A=1 0
+ 0(6)Kjj(6) (25)
where Kij(6) is a quite complex expression given explicitly
in the Appendix. According to Eq. 24, the second term of
the above expression vanishes for 8 > 0 and the first term
vanishes for 8 ' 0. For 6 = 0, the expression for Kij(0)
coincides with with the sum in the first term. The expression
Jh
Iij= I(X + ti- - tj)dx (27)
Direct analysis of Eqs. 25-27 shows that for the linear
approximation (m = 1) and 6 > 0, the expression for Fi
does not depend on 6. The consequence of that is quite
remarkable, namely, that linear approximation will be sub-
stantially inaccurate when the zero-time shift is larger than,
or of an order of, one channel.
The coefficients aj, can be determined from Eqs. 23, 7,
and 9, yielding
m K
E ajk(l + K) hk= E Rj+vS j 1, .. n,
A=1 v=O
(28)
K= 09 L n -j,
m K-1
> ajA(1 - K) hk=-> ERj-K+V" 29 . *, n,
A=1 v=i
(29)
K= 2, ....,j.
It is important to realize that for m > 1 we have more
equations than unknowns, ajl. Thus, by choosing different
sets ofm equations, we obtain different polynomial approx-
imations of a given order and for a given j. In Table 1, we
present coefficients for linear (LA), two quadratic (Q1, Q2),
and three cubic (Cl, C2, C3) approximations of pj(t),
whereas in Fig. 1 these approximations are illustrated visu-
ally.
When the polynomial approximation given by Eq. 23 is
applied to the case of the multiexponential decay model,
Eqs. 21 and 22 specialize to a computationally convenient
iterative form:
Fi=Dki-r 1 + Ak(S), i = ... n, F*o = 0 (30)
m
Am(0) = Akh E CiAZA, ciO = Ri-1, cOA 0,
A=O
(31)
CiA = (aiA- ai-lA)h ,
Z Pk '(1 IZk-1), Ak = 1, * * *, m,
(32)
7
= (1 -Dk)pk', Pk = h/Tk-
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TABLE I Coefficients for linear, quadratic, and cubic approximations
m Approx. Eq. K I bil = a1lhl i = 1, 2, n- 1, n
1 LA (28) 0 1 Ri
2 Q1 (28) 0 1 (3Rj - Ri+1)/2 bnl(Q2)
(28) 1 2 (-Ri + Ri+1)/2
Q2 (28) 0 1 (Ri_ + Ri)/2 b11(Q1)
(29) 2 2 (-Ri-1 + Rj)/2
3 C1 (28) 0 1 (-Ri - 7Rj+j + 2Ri+2)/6 bn_11(C2)
(28) 1 2 (-2Rj + 3Rj+j - Rj+2)/2 bnl(C3)
(28) 2 3 (Ri - 2Rj+j + Ri+2)/6
C2 (28) 0 1 (2Rj-1 + 5Rj - Ri+1)/6 b1l(Cl)
(28) 1 2 (-Ri 1 + Rj)/2 bn,(C3)
(29) 2 3 (Ri 1 - 2Rj + Ri+)I/6
C3 (28) 0 1 (-Ri-2 + 5Rj-j + 2R1)/6 bl(Cl)
(29) 2 2 (-Ri-1 + Rj)/2 b2l(C2)
(29) 3 3 (Ri2 -2Ri-1 + Ri-2)/6
Notation is explained in the text. In the last column, the coefficients that are not given in the preceding column are designated with the symbol corresponding
to approximation that allows their calculation from IRF data R1, . . ., Rn.
The expression for Aik((S), (S * 0 is rather cumbersome
and is explicitly given in the Appendix. The above ex-
pression for Z. is iterative and, therefore, computation-
ally convenient. However, ZA can be also written as a
polynomial in l/Pk:
A+I A! 1 -8
-(Sg.+1,Dk
z = I (_.)++ 1)! PiA+2 (33)
With this form of Z., Eq. 33 resembles the equivalent
equation of Vecer et al. (1993) (see Eq. 4 of their paper).
Moreover, for the linear approximation (LA, Tablel) with
p(x) = (x -tj-)Rjlh (34)
ci ci cI ci
QC C Q1
ti.3 ti.2 ti t; tj +l ti+2 tjg3
- * _ _. . _T~~~~O' i . . _
t, /, -1+81j+
, 2 92 Q2
C2 C2 C2 C2
C3 C3 C3 C3
FIGURE 1 Count function for channel i and its polynomial approxima-
tions. Thicker line segment illustrates the part of pQ(t), which has to be
approximated when a small positive zero time shift is included. Above or
below each knot tj, j = i -3, i -2, . . ., i + 2 the symbols corresponding
to various polynomial approximations given in Table 1 are displayed to
indicate those knots that are included in a given approximation. Note that
according to Eq. 6 for t c 0 the count function is a negative constant.
our formula (Eqs. 20-33) is identical to that of Vecer et al.
(1993) for their linear approximation, i.e., Al(O)/hh AFkl).
At first, this identity appears paradoxical because, as we
have pointed out earlier, there is a substantial difference
between the two approaches. However, because we approx-
imated the function pj(x) by linear approximation, and
Vecer et al. (1993) approximated the function R(t) by linear
approximation, the difference in final formulae disappears.
In other words, our linear approximation of pj(t) corre-
sponds to the constant approximation of R(t) by Vecer et al.
but, interestingly enough, the inherently more powerful
discretization formula (Eqs. 20-22) brings us to the same
final result. Our LA formula also agrees with the formula
presented by Wahl (1979) for all Fi, except for F1, which he
treated separately. Quite surprisingly, our LA formula
agrees with that proposed by McKinnon et al. (1977) (see
Supplementary Material of that paper) and later reinvented
by Periasamy (1988). In these two papers, the initial model
for Fi is not the one given by Eq. 1 but, rather, by Fi =
f(i-1)h R(u)I((i - 1)h - u)du. Also, in their approach IRF
counts Ri were treated in a different way than in the present
paper (cf. Bajzer and Prendergast 1992).
For the quadratic approximation (m = 2, Ql of Table 1):
p(x) = [(Rj+1- Rj)h-2(x -tj)
(35)
+ (3Rj - Rj+1)h-'(x - tj1)/2,
we found that our formula is identical to that of Holtom
(1990) and Vecer et al. (1993) (i.e., (0)/h ik
Our cubic approximation Cl from Table 1 can be com-
pared with the cubic approximation given by Veceir et al.
(1993) because both contain the same set of IRF counts,
namely, Ri+2, Ri+1, Ri, Ri,1. However, these two cubic
approximations do not lead to the same discretization for-
mula as was found for the quadratic and the linear approx-
imations. Thus, the difference in the two approaches affects
the discretization formula for multiexponential decay and
1152 Biophysical Journal
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for the polynomial approximation at the level of a third-
order polynomial.
We conclude this paragraph with a comment derived
from elementary approximation theory. The higher order
polynomial approximation pi"(t) certainly will provide bet-
ter approximation for pi(t) and, consequently, for Fi. How-
ever, this is not necessarily true when pi(ti) = Ri is noisy.
Therefore, we are bound to take the noise into consider-
ation, and this can be achieved by simulations.
DATA SIMULATIONS AND ANALYSIS
The relevance of higher polynomial approximations to the
accuracy of fluorescence decay parameter recovery was
tested by means of simulated fluorescence decay data. For
this purpose, we used an analytical IRF function of the form
(see O'Connor and Phillips, 1984):
R(t) = art2e-t (36)
where a is determined to yield required full-width at half-
maximum (FWHM) and 3 is determined so that maxiRi =
C, where C is the given number of counts in a peak channel,
which reflects signal-to-noise ratio.
Fluorescence intensity counts fi were calculated from
Eqs. 1, 2, and 36 with the multiexponential decay function
of Eq. 19, given zero-time shift 6, given scattering param-
eter (, and given the background constant b = 0.OOO1C. The
scaling was chosen to yield given number of counts in a
peak channel (i.e., maxiL = C.) The Poisson noise was
added, both to fi and Ri.
The synthetic noisy data were analyzed by the maximum
likelihood method (Bajzer et al., 1991; Bajzer and Prender-
gast, 1992), which requires minimization of the Poisson
deviance:
n
D = 2 E [ciln(ci/jf) - ci + f] (37)
i=l
with respect to model parameters. Here ci are "measured"
counts of the fluorescence intensity profile and f1 is the
model function depending on model parameters. Theoreti-
cally, this function is given by Eq. 1. However, for actual
evaluation of this function it is necessary to use its dis-
cretized form (Eqs. 1, 20, 30, and 43-47), which includes
IRF counts Ri. These can only be obtained by measurements
and are necessarily corrupted by noise. Therefore, to make
our simulations realistic, the Poisson noise was added to
IRF counts calculated from Eqs. 2 and 36. (The expression
presented for the deviance does not take into account the
fact thatfi in discretized form contains noisy IRF counts. To
derive a rigorous expression for deviance with noise and
IRF counts considered would require substantial theoretical
development, and our simulations (see Recovery of Short
Lifetimes for Two-Component Decays) do not indicate that
the effects of that noise significantly change the accuracy of
parameter estimation.)
At minimum D is theoretically distributed as x2 distribu-
tion with v = n - 2N - 3 degrees of freedom (cf. Bajzer
and Prendergast, 1992) and, therefore, we will use notation
Dmin/v = X2 To estimate the goodness of fit, we use the
standard normal variate Z = v(x2, - 1)/(2V)12. For an
acceptable fit (cf. O'Connor and Phillips, 1984), IZ1 should
be <3 with 0.997 probability.
The Poisson deviance was minimized using the modified
Levenberg-Marquardt algorithm (More, 1977) implemented
in a finely tuned subroutine that calculates derivatives numer-
ically (Morris, 1981). When in some occasions this algorithm
yielded unreliable results, we used the more robust (but not
fast) Nelder-Mead simplex algorithm (Press et al., 1986). All
calculations were performed in double precision.
For each intensity profile, we used three different poly-
nomial approximations for discretization: linear (LA), qua-
dratic (QA), and cubic (CA). The quadratic approximation
was a combination of Ql and Q2, namely, for 6 - 0 we
used Ql, and for 6 < 0 we used Q2. Similarly, the cubic
approximation was a combination of Cl (for 6 ' 0) and C3
(for 6 < 0). Such a strategy was adopted as an optimal
solution based on preliminary synthetic data analyses in
which all possible approximations displayed in Table 1
were separately attempted for negative and positive zero-
time shifts. Fig. 1 also clearly indicates that approximations
Ql and Cl will be more accurate for positive zero-time
shifts, whereas the approximations Q2 and C3 will be more
accurate for negative time shifts. It is noteworthy that during
the process of minimization of the Poisson deviance the
intensity profile counts are calculated in an adaptive fash-
ion, i.e., with, say, Ql or Q2 depending on whether the
current value of the zero-time shift is positive or negative. In
our preliminary studies, we found that the relative error of
approximation for channel i: ei = iF- PProxl/Fi is most
often significantly larger in two among initial channels than
in all other channels. Therefore, we sort all ei by its mag-
nitude, obtaining ej, j = 1, ..., n, and characterize the
overall approximation error by three numbers:
1 n
max s max seT ax = ei, e2 = e2 e= >e. (38)
j=3
The final goal of fluorescence intensity data analysis in-
volving the multiexponential decay is the recovery of decay
parameters: lifetimes Tk and corresponding amplitudes Ak.
Therefore, the success of a given discretization scheme in
data analysis should be measured by accuracy achieved in
determining those parameters. In the case of many various
simulations, it would be difficult to compare accuracy for all
parameters separately. Therefore, we used the average rel-
ative error per parameter defined as (cf. Eisenfeld and Ford,
1979; Bajzer et al., 1990):
l N
E = N [1 Tk-/Tk + lAk- All/Ak] (39)Nk=k=l
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where T- are estimated lifetimes and A' corresponding esti-
mated amplitudes. The index I is such that for a given k, the
absolute difference ITk - T-'j is minimal.
To account for noise fluctuations for each set of param-
eters, each IRF, and each discretization, we analyzed 101
synthetic data that differed only by added Poisson noise.
After parameter recoveries, we determined corresponding
average relative errors E and calculated the median of these
errors, Emed. This quantity was used to measure the success
of a specific discretization. The three approximations, LA,
QA and CA, were compared by use of Emed, and from these
data we were able to make inferences.
Another criteria for comparison we will use are the co-
efficient of variation, CV, and the relative bias, RB, of any
decay parameter p defined as: CV(p) = SD(p)/p, RB(p) =
p -
-j/p, where and SD(p) are the estimated mean value
(from 101 data) and the estimated SD, respectively.
RESULTS OF SIMULATIONS AND DISCUSSION
Comparison with literature data
In the studies of Periasamy (1988) and Veceir et al. (1993), a
number of selected simulations were performed to assess the
relative merit of different discretization formulae for the mul-
tiexponential decay model. Here we will take the same path,
but first we compare some simulations from these studies with
corresponding simulations based on our approach.
In Table 2, we compare results of simulations for two
different sets of amplitudes and lifetimes with Periasamy's
and our linear approximation. The agreement is excellent
despite some differences in the simulation of Ri (cf. Bajzer
and Prendergast, 1992) and the difference in F1 which
Periasamy approximated by hRj(Aj + A2), where A1 and A2
are the amplitudes in the two-exponential decay (see Eq.
19). The fact that we used the maximum likelihood method
to analyze data corrupted by Poisson noise and he used the
weighted least-squares method to analyze the data corrupted
by the Gaussian noise in theory should not matter. As for the
results themselves, Table 2 shows that a reasonably accurate
estimation of a lifetime T1, shorter than the channel width,
might be possible if A1/A2 is sufficiently large.
In Table 3, we compare results of simulations for linear,
quadratic, and cubic approximation as given by Vecer et al.
(1993) and by our approach. The corresponding results
agree well within the estimated uncertainties. Because the
TABLE 3 Comparison of results for present simulations and
those of Ve6ef et al. (1993)
Reference Linear Quadratic Cubic
X!v VKD-93 1.325 1.246 1.250
this work 1.296 1.281 1.316
A1: 0.0909 VKD-93 0.0923 (70) 0.1013 (81) 0.0976 (85)
this work 0.0918 (64) 0.0991 (84) 0.0946 (97)
Tr: 1.0 VKD-93 1.021 (14) 1.014 (14) 1.011 (13)
thiswork 1.012 (17) 1.005 (16) 1.002 (16)
A2: 0.9091 VKD-93 0.9077 (70) 0.8987 (81) 0.9023 (85)
this work 0.9082 (64) 0.9009 (84) 0.9054 (97)
T2 0.1 VKD-93 0.122 (11) 0.125 (12) 0.116 (13)
this work 0.116 (15) 0.116 (17) 0.106 (18)
h = 0.5 ns; 21 channels, first 2 excluded, noisy data
The reference VKD-93 denotes Vecer et al. (1993), and the data were taken
from Table 6 of that paper. The IRF used is given by Eq. 11 of VKD-93
with the following characteristics: FWHM = 2.46 ns, C = 6 X 104 counts.
The background constant for "this work" was b = 6 counts. The amplitudes
were normalized to 1. The lifetimes are given in nanoseconds. The param-
eter values and the X! of this work are mean values resulting from 101
synthetic data sets, whereas the corresponding values of VKD-93 resulted
from the analysis of one data set. The numbers in parenthesis are the first
two nonzero digits of the corresponding SDs, for example, 0.116 (15)
means 0.116 ± 0.015. In this work, the SDs were estimated from the values
of parameters obtained in 101 analyses, whereas in VKD-93 the SDs were
estimated from the covariance matrix.
corresponding discretization formulae are identical for lin-
ear and quadratic approximation, significant differences be-
tween our and their estimated parameter values could the-
oretically emerge: 1) from somewhat different treatment of
background counts, and 2) from the fact that we applied the
maximum likelihood method to data corrupted by the Pois-
son noise while they applied the weighted least-squares
method to data corrupted by Gaussian (for number of counts
>100) and Poisson noise (for number of counts <100).
However, the effects of these differences appear to be
insignificant. The same is true for the cubic approximation
where the actual differences in discretization formulae exist.
Apart from comparison, the results presented in Table 3
show again that fairly accurate parameter estimation can be
achieved even when the short lifetime is 5 times shorter than
the channel width. This is possible apparently because the
amplitude of the short lifetime is 10 times larger than the
amplitude of the long lifetime. Another interesting fact that
Table 3 reveals is that the estimated parameters for linear,
quadratic, and cubic approximations are all equal within the
TABLE 2 Comparison of results for present and previous simulations
A1; T1; A2; T2 Reference FWHM (A1/A2)' T(
10; 0.02; 1; 1 Periasamy (1988) this work 0.65 8.56 ± 0.19 0.024 ± 0.001 1.27 ± 0.16
8.58 ± 0.27 0.024 ± 0.001 1.18 ± 0.08
1; 0.02; 1; 1 Periasamy (1988) this work 0.35 0.52 ± 0.03 0.040 ± 0.003 1.26 ± 0.15
0.51 ± 0.03 0.042 ± 0.003 1.32 ± 0.06
h = 0.05 ns; 512 channels; IRF: Eq. 34, C = 105 counts; 10 noisy data sets; b = 0.
The data were taken from the Table 3 of Periasamy's paper. The values of lifetimes and FWHM are expressed in nanoseconds. Notation as in text; the
quantities denoted by prim designate estimated average values and the corresponding SDs.
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uncertainty of 1 SD. However, the relative bias for both
lifetimes, RB(Ti), i = 1, 2, is clearly smaller when the cubic
approximation is applied.
The consistency achieved between our simulations and
those from literature increases our confidence in results so
far obtained. Now we can proceed to more ambitious in-
vestigations, namely, to approach the questions of interest to
researchers in the field to wit: What is the shortest lifetime
we can safely recover (other parameters and experimental
conditions being given), and are any of the polynomial
approximations for discretization to be preferred?
Recovery of short lifetimes for two-
component decays
Our strategy is to search for the shortest possible lifetime
that can be recovered with prescribed minimal accuracy for
all of the decay parameters. In our simulations, we lower the
value of the shortest lifetime until one of the coefficients of
variation of decay parameters reaches a value between 14
and 16% and Emed is not larger than 0.16 or until Emed is
between 0.14 and 0.16 and none of coefficients of variations
of decay parameters exceeds 16%. We chose experimental
conditions commonly found in our laboratory: the width of
IRF is FWHM = 0.1 ns, h = 0.01 ns, C = 2 X 104 counts.
The value of light scattering parameter is chosen to be ( = 0.1
if not otherwise stated. For the case of any of the parameters 8
and/or ( chosen to be zero, we assume that this is an a priori
information and do not perform minimization with respect to
these parameters. Similarly, for the case of 8 > 0 the linear
approximation is equivalent to assuming 8 = 0 and, therefore,
the minimization with respect to this parameter is omitted. The
result of such a procedure is advantageous for the linear ap-
proximation and, consequently, does not hinder our final con-
clusion of its relative inadequacy.
Under such conditions and A1/A2 = 10 where A1 = 0.909
is the normalized amplitude of the shorter lifetime, we
found that the shortest lifetime is -5 times shorter than the
channel width for QA and CA and -3.4 times shorter for
LA (Table 4, 8 = 0, ( = 0). The criteria for approximation
error elmax, e2max and e show consistent decrease when
higher polynomial approximation is applied, as one would
expect. However, this decrease does not help CA to yield
significantly better recovery of decay parameters than QA.
If anything is different between QA and CA, the biases
RB(A1) and RB(A2) are slightly smaller for CA. The bias for
all parameters when LA is applied is significantly larger
than for QA and CA, and the limiting error for LA is Emed,
whereas for QA and CA this is CV(T1). In summary, these
data clearly suggest that LA is inferior to QA and CA,
whereas there is no marked preference between these two
discretization approximations, which are both capable of
extending our ability to determine short lifetimes.
When the light-scattering parameter is not zero (( = 0.1),
we observe that the shortest recoverable lifetime increases
significantly from the case ( = 0 (Table 4), but otherwise
the behavior with respect to different approximations re-
mains the same. The significant increase is also seen for
approximation error e, but not for eYlax and e2 ax
This picture remains similar when more realistic data
with 8 = 0.8h and ( = 0.1 are synthesized, except that now
our ability to recover short lifetimes is greatly reduced,
which appears to be a consequence of a larger approxima-
tion error e. QA and CA still yield practically the same
result with T = 1.6h, whereas when LA is applied to the
same data we can recover only T = 3h. Surprisingly dif-
ferent results are obtained for the negative zero-time shift, 8
= -0.8h. Here all three approximations yield shortest re-
coverable lifetime of -h/2, but the relative bias for all
parameters recovered when LA is applied is much larger
TABLE 4 The shortest recoverable lifetime when its corresponding amplitude is large
PA T, T, CV(T1)% A2 CV(A2)% Emed* el e2ax e
2= 1000, A1 = 10 A2, A2 = 0.0909, 6 = 0, ( = 0
LA 2.90 3.8 7.4 0.114 6.2 0.144 (6) 0.480 0.059 3.2 . 10-4
QA 2.10 1.8 14.3 0.080 12.9 0.070 (6) 0.170 0.014 3.9 * 10-5
CA 2.05 1.8 14.4 0.080 12.8 0.064 (6) 0.118 0.002 2.2 * 10-5
8 = 0, 6 = 0.1
LA 10.5 8.4 6.1 0.061 9.8 0.144 (4) 0.428 0.066 1.6 * 10-3
QA 5.6 6.8 9.9 0.123 14.1 0.15 (1) 0.172 0.017 1.5 - 10-4
CA 5.6 10.9 10.9 0.114 15.8 0.102 (9) 0.122 0.004 2.6 * 10-5
S = 8 L = SQ = 7.3 (5)*Sc 7.6 (5)
LA 30.0 32.4 2.0 0.133 2.6 0.146 (2) 0.589 0.454 2.4 - 10-2
QA 16.0 16.1 7.9 0.100 14.9 0.054 (5) 0.068 0.008 1.4 - 10-3
CA 16.0 16.1 7.7 0.095 15.7 0.047 (4) 0.040 0.009 4.3 * 10-4
8 = -8 8L = -0.0 (5) SQ = -8.2 (7) Sc = -8.1 (7)
LA 5.5 7.7 6.0 0.075 9.0 0.1471 (4) 1.470 0.708 9.2 . 10-3
QA 5.0 4.9 14.4 0.090 13.5 0.040 (6) 0.017 0.016 5.4 . 10-4
CA 5.0 5.0 14.4 0.091 13.6 0.043 (6) 0.012 0.007 1.2 * 10-4
The symbols and the accuracy criteria are explained in the text. T, and A2 designate the estimated mean values from 101 fits. The values of lifetimes and
zero time shift are expressed in picoseconds. h = 10 ps, n = 512 channels, FWHM = 100 ps, C = 2 * 104 counts.
* The number in parentheses is the first nonzero digit of the corresponding SD.
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than for QA or CA. The approximation errors follow the
same pattern as before, e1 ax, e ,, and e having the greatest
values for LA. However, the approximation errors for 6 =
-0.8h are consistently smaller then those for 6 = 0.8h.
What is the cause of such asymmetry? One answer may
come from the possibility that the "count function" pi(t), i >
1, is best approximated by the polynomial (Eq. 23) around
its zero at t = ti-1, i > 1, and for 8 < 0, > -h the point
ti-, is included in the approximation interval, whereas for 8
> 0 this does not happen (see Fig. 1).
In Table 4 we have also displayed the result of estimation
of the zero-time shift, although in the final analysis this
parameter is not important for data interpretation. However,
the estimation of 8 reveals the internal consistency of the
discretization applied. In the case of 8 = 0.8h and with LA,
the considerations above (see also third paragraph in Intro-
duction) provide theoretical result 6L = 0, whereas for
quadratic and cubic approximations the corresponding esti-
mated mean values 6Q and 6c are both fairly close to the
true value. For 8 = -0.8h, the minimization yielded zero
mean value 6L to three significant digits. The mean value
estimates 6Q and 6c again are insignificantly different and
close to the true value.
So far we have not discussed the goodness-of-fit criterion
introduced in the previous section. For all but one of the
presented fits, there were always all 101 or 100 data sets for
which IZI < 3 (or 0.81 < X2v < 1.19), which is consistent
with the corresponding theoretical probability. The only
exception were the fits for LA with 8 = 0.8h when 90 of
101 fits satisfied IZI < 3, which is a clear sign that applied
discretization produces significant systematic errors (larger
than noise). This, of course, is consistent with a high value
of approximation error e.
The question now arises to what extent can the essence of
results presented in Table 4 be reproduced when amplitudes
are equal. First, it is clear from Table 5 that our ability to
recover short lifetime when 6 = 0 or 8 = -0.8h signifi-
cantly deteriorated in comparison with the case of A1/A2 =
10. Interestingly, this is much less pronounced for 6 =
0.8h, where a relatively small increase of the shortest re-
coverable lifetime is observed. Concerning the approxima-
tion errors, the pattern remains the same as in Table 4, but
the magnitudes do not reflect consistently the ability for
short lifetime recovery. For example, e for LA and 6 = 0,
= 0 is even smaller in Table 5 than in Table 4.
New features in Table 5 appear for larger negative zero-
time shifts. For LA and 6 = ± 1.6h there is no above
mentioned asymmetry; however, it is still present for QA
and CA. Another feature is the significant difference be-
tween the LA and higher order approximations and clear
advantage of CA over QA for 8 = -2.6h. Such behavior of
different approximations for various zero-time shifts is il-
lustrated in Fig. 2. Cubic approximation is certainly most
advantageous when the zero-time is shifted for more than
one channel. From this figure, we also observe asymmetry
in accuracy with respect to negative and positive shifts and
the fact that for the positive shifts QA and CA start to differ
significantly for larger 161 than for the negative shifts. All of
this suggests that if any zero-time shift is expected we
certainly can achieve better accuracy in estimated parame-
ters if we use the cubic approximation.
TABLE 5 The shortest recoverable lifetime when the amplitudes are equal
'T CV(T1)
13.7
13.6
13.1
39.9
20.4
20.4
17.9
14.0
14.9
86.2
28.9
25.6
152
16.9
14.4
318
94.0
15.5
A1 CV(A1) Emed
2 = 1000, A1 = A2 = 0.5, 8 = 0, ( = 0.1
11.6 0.60 7.3 0.154 (8)
14.6 0.44 12.0 0.102 (9)
15.5 0.46 12.6 0.089 (9)
8 = 8 L = ° 8a = 6.9 (8) Sc = 7.4 (8)
5.2 0.38 4.2 0.150 (4)
15.0 0.48 15.1 0.073 (7)
14.8 0.49 15.2 0.078 (8)
8 =- 8 SL = -° (2) 50 = -9 (1) Sc = -8 (1)
8.5 0.45 6.7 0.153 (7)
15.0 0.52 8.5 0.057 (7)
15.5 0.51 9.8 0.057 (7)
8 = 16 8L = 0 3Q = 19 (2) 8c = 16 (1)
2.5 0.39 1.7 0.154 (2)
14.8 0.48 15.7 0.077 (9)
14.0 0.51 14.8 0.067 (8)
8= -16 L = - 18 (2) -Q= 15.2 (8) 3c = - 16 (1)
4.6 0.44 3.4 0.155 (1)
12.1 0.41 8.2 0.145 (9)
15.1 0.50 9.4 0.055 (6)
8 = -26 L = -21 (6) 3Q = -20 (10) 8c = -24.6 (6)
6.2 0.47 0.7 0.155 (3)
6.5 0.44 6.2 0.144 (5)
15.1 0.43 10.5 0.116 (9)
Notation and measurement parameters as in Table 4.
PA T,
LA
QA
CA
LA
QA
CA
LA
QA
CA
LA
QA
CA
LA
QA
CA
LA
QA
CA
17.0
11.7
11.7
35.0
20.0
20.0
12.8
14.7
15.1
73.0
25.5
25.5
113
13.5
14.3
220
75.5
13.0
0.276
0.129
0.092
0.524
0.060
0.036
0.665
0.022
0.016
0.733
0.056
0.018
0.615
0.049
0.008
0.622
0.177
0.067
0.061
0.017
0.002
0.411
0.009
0.009
0.562
0.009
0.004
0.598
0.032
0.009
0.572
0.027
0.005
0.566
0.159
0.050
2.8 10-
3.8 10-
5.7> 10-
1.2 10-
3.3- 10-
3.2- 10-
1.0v 10-
3.2- 10-
3.5- 10-
2.9- 10-
3.4 10-
1.2- 10-
3.1 10-
1.6 10-
5.1* 10-
3.7 10-
1.3 10-
2.4 10-
-4
-5
-6
-2
-4
5
-2
-4
-5
-2
-4
-2
-3
-5
-2
-2
-4
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FIGURE 2 Accuracy of decay parameter estimation for the linear, qua-
dratic, and cubic approximations as a function of the zero-time shift. The
accuracy is represented by the median of the average relative error in
parameters Emed (Eq. 39) and the respective SD illustrated by shaded areas.
Fluorescence intensity decay curves were synthesized based on: n = 512
channels, C = 2 X 104 counts, h = 10 ps, FWHM = 100 ps, Tj = 30 ps,
T2 = 1000 ps, A1 = A2 = 0.5, ( = 0.1, b = 2 counts.
It is interesting to note that the goodness-of-fit criterion
for the results in Table 5 definitely was violated only for LA
with zero-time shifts of ± 1.6h and LA and QA for 8 =
-2.6h. There was no single fit for LA with 1Z2 < 3, and x2
was generally greater than 3, for =- 1.6h, than 1.3 for 8
1.6h and greater than 3.8 for 8 =-2.6h. For QA and
- 2.6h the criterion IZI < 3 was satisfied only for 21 of
101 data sets, with X2, generally greater than 2. Such high
v values are reflected in higher relative biases, which
reach 0.3. In practice, the fits with so high a x2 would be
rejected and the fit on a model with more exponential
components would be attempted, possibly yielding a
much more acceptable fit. This may represent a danger
for correct data interpretation, and it might be more
acceptable to rely on two-exponential decay with some-
what inaccurately determined parameters than to intro-
duce another decay component. However, the problem at
this level of zero-time shift disappears completely if we
use the cubic approximation.
The question arises whether the cubic and quadratic ap-
proximations are still advantageous in the case of much
smaller signal-to-noise ratios, which we characterize with
C-the number of counts in the peak channel. In this case,
the noise may mask the error of discretization. Indeed, from
Table 6 it is clear that the advantage of QA and CA over LA
gradually disappears. Thus, for C as low as 200-400
counts, although QA and CA are advantageous compared
with LA with respect to the relative bias in T- and A2, there
is a clear disadvantage of QA and CA because of unaccept-
ably large coefficient of variation in A2. However, for C =
2000 QA and CA have to be considered advantageous for
parameter estimation because of the very small biases and
acceptable coefficients of variations.
The effect of noise in IRF counts appears to be insignif-
icant. We came to this conclusion comparing the results of
simulations for which Ri involved in discretization formula
was first noisy and then without noise. An example of such
TABLE 6 The accuracy of lifetimes and amplitudes recovery for decreasing number of counts in the peak channel
PA T1 CV(T)% % A2 CV(A2)% RB(A2)% med
C = 20000
LA 32.4 2.0 8.0 0.133 2.6 46.3 0.146 (2) 0
QA 30.1 2.5 0.3 0.095 5.3 4.5 0.017 (2) 7.1 (6)
CA 30.0 2.5 0.0 0.092 5.5 1.2 0.015 (2) 7.6 (6)
C = 10000
LA 32.3 2.8 7.7 0.133 3.7 46.3 0.147 (3) 0
QA 30.0 3.3 0.0 0.095 7.3 4.5 0.018 (2) 7.1 (8)
CA 30.0 3.4 0.0 0.092 7.4 1.2 0.015 (2) 7.6 (8)
C = 2000
LA 32.3 6.1 7.7 0.131 7.9 44.1 0.142 (5) 0
QA 29.6 6.5 1.3 0.092 14.7 1.2 0.037 (4) 7(2)
CA 29.6 6.6 1.3 0.090 14.7 1.0 0.036 (4) 8 (2)
C = 400
LA 32.1 13.0 7.0 0.132 16.3 45.2 0.14 (1) 0
QA 29.1 13.9 3.0 0.087 28.4 4.3 0.087 (7) 8 (4)
CA 29.1 13.7 3.0 0.087 28.6 4.3 0.084 (7) 8 (4)
C = 200
LA 32.7 22.7 9.0 0.134 27.7 47.4 0.16 (2) 0
QA 29.4 23.6 2.0 0.086 37.1 5.4 0.12 (1) 9 (5)
CA 29.5 22.9 1.6 0.086 35.9 5.4 0.12 (1) 9 (4)
C = 200 noiseless Ri
LA 32.9 19.1 9.6 0.134 23.6 47.4 0.17 (2) 0
QA 30.5 20.3 1.7 0.099 35.0 8.9 0.12 (1) 6 (4)
CA 30.3 20.8 1.0 0.098 36.1 7.8 0.12 (1) 6 (5)
The symbols and the accuracy criteria are explained in the text and in Table 4. Here T = 30 ps, Al
channels, FWHM = 100 ps.
= 10A2,A2 = 0.0909, 8 = 8 ps, h = 10 ps, n = 512
Linear
Q-Quadratic
-_ Cubic
E
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comparison is furnished by two last triplets of results in
Table 6 (C = 200).
Recovery of short lifetimes for
three-component decays
Neither Periasamy (1988) nor Vecer et al. (1993) presented
simulations of heterogeneous decays with more than two
lifetimes. Here we have selected some three-component
decays to illustrate how different discretization approxima-
tions perform in such more complicated circumstances (Ta-
ble 7). In the case that the amplitude of the shortest lifetime
is 10 times larger than the other two, we observe a slight
increase in the shortest recoverable lifetime compared with
the similar two-component decay (compare second triple of
simulations in Table 4 with the first triple in Table 7). The
quadratic and cubic approximations are still much more
effective than linear approximation. However, the next
more difficult example of Table 7 shows that all three
approximations are equally poor in recovering a short life-
time with corresponding amplitude 4 times smaller than the
other two and 8 = 0.8h. When the zero-time shift becomes
= -2.4h (Table 7), we encounter the situation that only
the cubic approximation can provide recovery of parameters
within given accuracy. Neither LA and QA meets the ac-
curacy criteria as we change Tl. The values of T, higher than
160 ps become already too close to the value of T2, so that
the accuracy is lost because of closely spaced lifetimes.
The results presented for three-component decay with
0 are noteworthy. Researchers might view recoveries of
a 10-ps lifetime with great caution, but may not pay special
attention to recoveries of lifetimes of the order of 100 or
more ps. Yet, as our examples show, such "long" lifetimes
may be at the limit of acceptably accurate recovery. Remedy
to that possibility can be found by increasing the signal-to-
noise ratio, decreasing the channel width, and increasing the
number of channels. The last example of Table 7 shows that
we can recover lifetimes shorter than 100 ps in the three-
component decay example, considered above, for 8 = 0.8h
if we double the number of channels and the number of
counts in the peak channel and reduce the channel width by
half. In that case, QA and CA again become preferable over
LA, although the approximation errors for QA or CA have
not decreased relatively with respect to approximation er-
rors for LA. The effect, therefore, should be attributed to the
increased information content in the data and some details
of discretization to which our characterization of approxi-
mation error is not sensitive.
Dependence on the width of the instrument
response function
It is generally believed that one's ability to estimate decay
parameters accurately increases as the width of IRF de-
creases. We performed a number of simulations to investi-
gate the accuracy of parameter estimates as a function of
full-width at half-maximum (FWHM) of IRF. The accuracy
was characterized by Emed with corresponding SD. The
results of simulations for two-exponential decays with equal
amplitudes, one short lifetime Tl = 1.5h, and no zero-time
shift (Fig. 3) show that for QA and CA Emed does not differ
significantly above FWHM = lOh and both increase
roughly linearly. The minima for these two approximations
are achieved below FWHM = 5h, when both approxima-
tions sharply lose accuracy due to very coarse representa-
tion of the IRF. In contrast to performance of QA and CA,
the linear approximation is not only always less accurate but
achieves its minimum at relatively high value for FWHM,
i.e., -16h. Thus, Fig. 3 clearly demonstrates that there
would be no point in narrowing the IRF, in our case to < 150
ps, if LA is used. An IRF width of 150 ps is, in fact, much
larger than IRF widths most often achieved with modern
technology for time-correlated single-photon counting.
Based on Fig. 3, the same argument can be mounted for QA
and CA but, in this case, the optimal widths are at the limit
of the most advanced technology currently available.
TABLE 7 The shortest lifetime recovery for three-component decays
PA T, CV(Tr)% Emed el ax e2 axe
T2 = 100, 73 = 1000, A :A2:A3= 10:1:1, 8 = 0,1 = 0.1
LA 13.0 10.2 12.0 0.153 (6) 0.405 0.069 1.9* 10-3
QA 6.3 7.8 14.8 0.148 (12) 0.173 0.027 1.9 10-4
CA 6.2 7.4 13.6 0.121 (11) 0.122 0.017 2.5 *10-5
T2 750, T3 = 1500, Al:A2:A3 = 1:4:4, 6 = 8, ( - 0.1
LA 140 173 14.4 0.085 (8) 0.459 0.366 1.2 *10-2
QA 146 151 15.4 0.060 (5) 0.052 0.010 2.6 *10-4
CA 146 151 15.4 0.061 (5) 0.032 0.009 3.8 *10-5
8 --24
CA 160 173 14.3 0.068 (8) 0.026 0.022 2.0 *10-4
8 = 8, h = 5, n - 1024, C = 4 *104
LA 80 112 8.8 0.140 (3) 0.640 0.511 1.5 *10-2
QA 55 59 12.7 0.044 (4) 0.077 0.057 5.9 *10-4
CA 55 56 13.2 0.039 (4) 0.009 0.005 2.8 *10-5
Notation as in Table 4. The values of lifetimes, zero-time shift, and channel width are expressed in picoseconds. If not otherwise stated, h = 10 ps, n -
512 channels, FWHM = 100 ps, C = 2 * 104 counts.
1158 Biophysical Journal
Recovery of Short Fluorescence Lifetimes
0.2 -
au
0.1 -
10 20
FWHM / h
30
FIGURE 3 Accuracy of decay parameter estimation for the linear, qua-
dratic, and cubic approximations as a function of full-width half-maximum
of the instrument response function. The accuracy is represented by the
median of the average relative error in parameters Emed (Eq. 39) and the
respective SD illustrated by shaded areas. Fluorescence intensity decay
curves were synthesized based on: n = 512 channels, C = 2 X 104 counts,
h = 10 ps, T = 15 ps, T2 = 1000 ps, Al = A2 = 0.5, = 0.1, 8 = 0, b
= 2 counts.
Somewhat surprising results for the dependence of accu-
racy on the IRF width occur when there is a slight zero-time
shift 8 = 0.8h (Fig. 4). The performance of LA is then very
good for very narrow IRF, but already at FWHM = 10h the
Emed becomes large and stays such as FWHM increases. On
the other hand, the increase in error for QA and CA is much
more gradual and offers still relatively good accuracy for
FWHM = 30h. The same level of accuracy is achieved by
30 40
FWHM / h
LA at 6 times narrower IRF. This is a clear demonstration
of the advantage inherent in the use of higher order poly-
nomial approximations.
Figs. 3 and 4 both show the variation in accuracy for QA
and CA as FWHM becomes of the order of few channel
widths. The message of that observation is clear: narrowing
the IRF really does improve accuracy, if at the same time we
narrow the channel width so that FWHM/h ratio is larger
than 5.
In our final illustration, we consider a more complex
three-component decay that actually was obtained in the
time-resolved fluorescence study of human recombinant
interferon a2 (Vincent et al., 1992). The decay function
(Fig. 2 A of Vincent et al., 1992) is characterized by a
relatively short lifetime T1 = 160 ps with a small amplitude
A1 = 0.1 (see the legend of Fig. 5 for other decay param-
eters). The channel width was h = 15 ps, and the IRF was
roughly 3 times wider than Ti, i.e., FWHM = 500 ps. We
simulated this decay using C = 6 X 104 which, according
to Fig. 1 of Vincent et al. (1992), should correspond ap-
proximately to the actual measurement. Because no infor-
mation on possible zero-time shift and scatter parameter
was provided in this study, we assumed ( = 0.1 and zero-
time shift somewhat smaller than the channel width: 8 =
13h/15. The results of our simulations shown in Fig. 5
reveal pattern similar to that in Fig. 4. For FWHM = 500 ps,
at which the actual measurements occurred, the advan-
tage of applying either QA or CA is evident and it
becomes more emphasized for decreasing width. Fig. 5
illustrates clearly that Vincent at al. would not have
benefited in accuracy from narrowing the IRF while
using the linear approximation unless they had narrowed
the IRF to FWHM below 100 ps). In contrast, by applying
0.10e1
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FIGURE 4 Accuracy of decay parameter estimation for the linear, qua-
dratic, and cubic approximations as a function of full-width half-maximum
of the instrument response function. The accuracy is represented by the
median of the average relative error in parameters Emed (Eq. 39) and the
respective SD illustrated by shaded areas. Fluorescence intensity decay
curves were synthesized based on: n = 512 channels, C = 2 x 104 counts,
h = 10 ps, Tr = 30 ps, T2 = 1000 ps, A1 = A2 = 0.5, ( = 0.1, 8 = 8 ps,
b = 2 counts.
FIGURE 5 Accuracy of decay parameter estimation for the linear, qua-
dratic, and cubic approximations as a function of full-width half-maximum
of the instrument response function. The accuracy is represented by the
median of the average relative error in parameters Emed (Eq. 39) and the
respective SD illustrated by shaded areas. Fluorescence intensity decay
curves were synthesized based on measurements of human recombinant
interferon a2: TI = 160 ps, T2 = 1640 ps, T3 = 3840 ps, A1 = 0.1, A2 =
0.86, A3 = 0.04, b = 6 counts (for other parameters, see text).
Linear
Quadratic
-| Cubic
__ Linear
QOuadratic
1 Cubic
0.3
U.U l
0.00
Bajzer et al. 1159
l
Volume 69 September 1995
CA or QA a continuous steady gain in accuracy is
achieved by narrowing the IRF.
In a more idealistic case assuming no zero-time shift, the
simulations based on data of Vincent et al. (1992) show that
there is no significant difference in accuracy among LA,
QA, and CA for FWHM = 500 ps: Emed(LA) = 0.038 ±
0.003, Emed(QA) = Emed(CA) = 0.033 ± 0.002. However,
as the IRF becomes narrower, the difference becomes more
emphasized (for example, at FWHM = 100 ps we obtained
Emed(LA) = 0.055 ± 0.002, Emed(QA) = 0.020 + 0.001,
Emed(CA) = 0.022 ± 0.002), and essentially the same
pattern as in Fig. 5 is repeated. Thus, even in the most
advantageous circumstances for LA, namely for 8 = 0, in
this example one can benefit from use of the higher order
polynomial approximations providing that a sufficiently
narrow IRF is achieved.
CONCLUDING REMARKS
The principal achievement in this paper is the rigorous
derivation of the general discretization formula for the flu-
orescence intensity deconvolution, which is valid not only
for multiexponential decays but also for the nonexponential
decays (e.g., Nemzek et al., 1974.; Van der Auweraar et al.,
1982; Klafter and Schlesinger, 1986; Alcala, 1994). Al-
though there is growing interest in modeling decays with
functions different from multiexponential functions with
limited number of components, we could find only a single
reference to a simple piecewise constant approximation of
convolution integral for such models (Argyrakis et al.,
1991).
In our approach, the problem of discretizing the convo-
lution integral is reduced to essentially one approximation
step that includes approximation of the integrated IRF
("count function") over the range of only one channel.
Wahl's discretization, which is used most often and which
is valid for the multiexponential model only, involves ap-
proximation of IRF over two adjacent channels. We have
considered polynomial approximations of the integrated
IRF, but it may be worthwhile to consider approximations
based on some other functions (e.g., of the form atbect + d)
or fitting to cubic splines.
We have presented a discretization scheme, which is also
more general than others in the literature because it explic-
itly allows for a zero-time shift. Computationally conve-
nient expressions are provided for polynomial approxima-
tions to be used for the multiexponential decay model. For
the linear, quadratic, and cubic approximations, we per-
formed a large number of simulations that reveal that qua-
dratic and cubic approximations yield more accurate recov-
ery of parameters than does linear approximation. At the
same time, there was no significant difference between
quadratic and cubic approximations in terms of the accuracy
achieved except when the zero-time shift becomes larger
than the width of two channels. In that case, cubic approx-
For the practitioner, the question now arises: What is the
shortest lifetime one can recover from an heterogeneous
decay under actual experimental circumstances? The an-
swer depends critically on how large the amplitude of the
short lifetime component is relative to the amplitude(s) of
the other component(s). For example, if in two-component
case this ratio is 10:1, our simulations show that even
lifetimes a factor of five shorter than the channel width can
be recovered with fair accuracy when quadratic and cubic
approximations are used. However, for equal amplitudes at
best lifetimes of the order of one channel width can be
recovered.
The accuracy in model parameters recovery diminishes as
the zero-time shift becomes larger in absolute value, but it
is worth noting that moderate negative shifts influence the
accuracy significantly less than positive shifts of equal
magnitude. It is clear that the most desirable circumstances
occur when the zero-time shift is negligible or can be
avoided by use of a reference fluorophore. Vecer et al.
(1993) has discussed approaches based on reference fluoro-
phores in detail and proposed the so called REF reconvo-
lution. It will be interesting to investigate how the present
discretization scheme works for such types of deconvolu-
tion. We also need to determine the performance of the
proposed scheme when a global analysis (Knutson et al.,
1983; Beechem and Gratton, 1988) is used.
Using a number of simulations, we have essentially jus-
tified the common belief that a narrower IRF allows for
better estimates of decay parameters. However, there is an
optimum ratio of full-width at half-maximum of the IRF
with respect to channel width, for which the estimates are
most accurate. This ratio for quadratic and cubic approxi-
mations is -5, whereas in some cases it is 15 when the
linear approximation is applied. Our simulations thus sup-
port the idea that the effort to narrow the IRF may be in vain
if linear approximation is used, even though such a tactic
remains effective when quadratic or cubic approximations
are applied.
In summary, for all of the reasons mentioned above, we
recommend the use of quadratic or cubic approximations
and do not recommend the use of linear approximation. We
also recommend the use of simulations (based on some
synthetic IRF, possibly obtained by simple least-squares
fitting to data) whenever a suspiciously short lifetime is
recovered and/or high X2 is obtained. Such simulations
will reveal whether, under the experimental conditions
used, the parameters recovered could have been deter-
mined accurately.
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APPENDIX
The explicit expression for Kij(S) from Eq. 25 is
Kij(6) 0(ti-l + W)IioSj
(40)
m
+ E a [0(tj-1 + 6)(Jijl - Iiji - JOk) + IijA]
A=1
tj+8
1ijA= J (t _- 1)Aj(ti - 6- t)dt (41)
h
JijA = Jh(t + )AI(ti _-t - t)dt (42)
The functions 0(x) and 0(x) are defined by Eq. 24.
Next we present the explicit iterative formula for Am(5)
from Eq. 30:
m 1
Am(5) =AkTkk 1 (- 1)jbi-jA I Oji
A=O j=O
(43)
X [(1 - Oji-1)Yi-jA + Oji-1XA] OOi-ltA}
Oji = 0(ti-j + 6), biA = hkaiA, boA = 0,
(44)
i-l
bio = (1 - Si1 YaRv i = 1, . . .,. n,
v=1
fIAk= (1-Dk)(J +d)k, d =/h, Dk= e-,
(45)
Pk =hl/k,
Yik = (1 + d)A - (1 - i)ADik - Xk YAl
(46)
Yio= 1 -Dk
Xk = (1 +d)k -dDkA- kPkXA,-1 Xo = 1 -Dk.
(47)
The equations are defined for i > 0, A = 1,..., m. This
expression for Am(B) can be implemented easily in a com-
puter program.
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