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Abstract—In this paper, we present a consolidated view of 
digital media steganalysis from the perspective of computational 
intelligence. In our analysis the digital media steganalysis is divided 
into three domains which are image steganalysis, audio steganalysis, 
and video steganalysis.  Three major computational intelligence 
methods have also been identified in the steganalysis domains which 
are bayesian, neural network, and genetic algorithm. Each of these 
methods has its own pros and cons.  
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ver the last decade, one of the most significant current 
discussions in computer science is the field of 
information security. In general, information security is the 
techniques, policies and strategies used to protect and secure 
computer systems, in maintaining the operations of an 
organization. One of the concerns in information security is 
the concept of information hiding. It is the process of 
embedding information into digital content without causing 
perceptual degradation. In the new global economy, 
information hiding can be used to maintain the authenticity 
and confidentiality of valuable information, to protect the data 
from possible sabotage, theft, or unauthorized viewing. Before 
1990s, the concept of information hiding has received less 
attention from the research community or the industry. 
However, this is changing rapidly and even so since the first 
academic conference on Information Hiding [1] in mid year 
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1996.   
 
There are two main purposes in information hiding: (1) to 
protect against the detection of secret messages by a passive 
adversary, and (2) to hide data so that even an active 
adversary will not be able to isolate the secret message from 
the cover data. Information hiding system can be divided into 
four areas which are Covert Channels, Steganography, 
Anonymity, and Copyright Marking as shown in Fig. 1. A 
survey [2] of current information hiding has shown that 
steganography is one of the recent important subdisciplines. 
This is because most of the proposed information hiding 
system is designed based on steganography. Today, 
steganography is most often associated with the high-tech 
application where data are hidden with other information in an 
electronic file. 
Fig. 1: Information hiding classification  
 by revolutionaries, spies, 
th
 
Steganography is the art and science of secret 
communication, aiming to conceal the existence of a 
communication which has been used
e military, and perhaps terrorists. 
As a ‘hidden writing’, steganography uses a covert 
communication between two parties whose existence is 
unknown to a possible attacker. If this is done properly, the 
exchanged messages should not arouse any suspicion since the 
information passed is an innocent looking message which 
does not require any secret key as part of its information 
hiding process. This can be done in many ways such as 
O
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inclusion of line break characters, and multiple spacing that 
represents a hidden message. Some of the steganography 
techniques, however, are actually not a new technique. They 
are some older practices in message hiding such as by using 
invisible ink, tiny pin punctures on selected characters and 
pe
utguess [24], F5 [25], and PQ [26] have 
al
, even if the message content is not 
ex
m
e file sizes. There are at least five challenges of 
ay or may not have hidden data 
crypted 
ay or may not 
le to fully 
• Steganalysis is very time consuming process 
 
es could be classify into 
ding techniques. Then, the classifier is used 
to distinguish between cover-message and stego-
]. 
r approaches [42] which are: 
cs of the digital medium 
rn 
• Hybrid techniques – integrate two or more 
ests that to have a good 
ste
a of steganalysis environment has been formalized 
in
ich can be applied on steganalysis system. Finally, we 
conclude and suggest directions for further research in Section 
5. 
ocesses by machine learning. 
H
ncil mark on typewritten characters.  
Specifically, steganography can be divided into two broad 
categories namely technical steganography and natural 
language steganography. Technical steganography is a 
technique of hiding information inside a medium such as 
image [3-7], audio [8-14], and video [15-20]. Several efforts 
on stegosystem based on technical steganography for hidden 
and unhidden messages such as StegaMage [21], Steganoflage 
[22], StegCure [23], O
so been developed. 
On the other hand, natural language steganography is the 
art of using natural language to conceal secret message [27]. It 
focuses on hiding information in text by using steganography 
[28-34] and linguistic steganography [35-39]. The crucial 
requirement for steganography is perceptual and algorithmic 
undetectability. In any case, once the presence of hidden 
information is revealed or even suspected, the purpose of 
steganography is defeated
tracted or deciphered. 
Many of the new attacks in steganography are derived by 
analyzing steganography techniques. This process of 
analyzing steganographic protocols is carried out in order to 
detect and extract secret messages. The process is called 
steganalysis which is generally starts with several suspected 
information streams but uncertain whether any of the 
information stream contains hidden messages. The goal of 
steganography is to avoid suspicion on the existence of hidden 
messages whereas steganalysis aims to discover the hidden 
essage from useless covert messages in a given text or data.  
Hence, steganalysis is the process of detecting 
steganography by analyzing variances among bit patterns on 
unusually larg
steganalysis:  
• Suspected message m
embedded into them 
• Hidden data may or may not have been en
before inserted into the image, signal or text  
• Analysis of the suspected message m
have noise or data encoded into them 
• Suspected message may or may not possib
recover, decrypt or extract the hidden data 
Generally, steganalysis techniqu
two broad categories namely [40]: 
• Specific steganalysis - these types of steganalysis 
techniques are based on the specific targeted of the 
steganographic tool which is depend on the 
embedding technique being analyzed. It would give a 
very good result when tested only on the right 
embedding technique, whereas might fail on the 
other steganographic embedding techniques 
• Universal steganalysis - these types of steganalysis 
are based on designing a classifier, which in turn, is 




Now, with the steganalysis becomes more mature, this 
technology has been rapidly being applied into practice [41
Based on numerous practices, the pattern of steganalysis 
system can be divided into fou
• Supervised learning detection – use a classifier to 
identify any pattern 
• Blind identification – pattern is detected based on the 
computed statisti




One of the significant techniques used in steganalysis 
system is computational intelligence (CI). Thus, this study 
believed that CI can be implemented to solve steganalysis 
problems. Hence, this study sugg
ganalysis tool, the implementation of steganalysis system 
should involve some degree of CI. 
Thus, the purpose of this paper is to discuss the 
implementation of CI methods on steganalysis task. Several 
domain are
 order to justify each domain area against the right CI 
methods.  
The rest of the paper is organized as follows: In Section 2 
we introduce an artificial intelligence concept and tools. The 
discussion of conventional AI, computational intelligence and 
hybrid system are also included in this section. Section 3 
discusses the implementation of computational intelligence on 
steganalysis environment such as image steganalysis, audio 
steganalysis, and video steganalysis. In Section 4 we discuss 
the counterattack tools based on computational intelligence 
wh
II. ARTIFICIAL INTELLIGENCE 
Established in the mid 1950s, Artificial Intelligence (AI), in 
theory, is an artifact built of human’s ability to construct and 
demonstrate an intelligent behavior such as reasoning, 
learning and perceptual pr
owever, AI does not have to confine itself to methods that 
are biologically observable.  
From another perspective, artificial intelligence is both an 
art and a science [43]. Generally speaking, AI systems are 
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built into two types of automated inference reasoning engines 
which are forward reasoning and backwards reasoning. 
M nwhile, AI applications can be also divided into two 
sequences:  
s as an output. The classifier provides rules, 
which identify potentially reliable future output. For 
exam
if  x = {"shiny" and "valuable" and "in demand"}  
 
train 
e classifier with the same training data and insert the 
we can get a same prediction output. 
xample, a state condition x of the 
lectrical current and the action condition y of the 
electr
ate are high, whereas the action 
 would increase the electrical current when a temperature 
an be roughly divided into conventional 
AI, computational intelligence, and hybrid intelligent systems 
as shown in Fig. 2. 
 
ea
types, in terms of con
 
• Classifiers 
Classifier is a mechanism or algorithm that takes 




then y = diamond 
we might insert the variables x, such as {"shiny", 
"valuable", "in demand"} to the classifier and the 
prediction of output y,  might be "diamond". There are 
two types of classifier either trained classifier or fixed 
classifier. First, it must be trained with classified 
variables before the classifier is utilized. That is all it 
takes to be a classifier. Second, if we might want our 





Controllers do however classify conditions before 
inferring actions, and therefore classification forms a 
central part of most AI systems. The design of a 
controller can be understood as the search of the best 
among all specification. The goal of the controller is done 
to fulfill a set of conflicting specifications. Thus, a control 
decisions can be thought of as a transformation from state 
variables to action variables. State variables describe the 
current state of the physical entity and the desired state. 
Action variables are those that can be directly altered by 




if x = {“ temperature is high” or “current is high”}  
then y =  reduce current 
 
if x = {“ temperature is low” or “current is low”}  
then y =  increase current 
 
state variables ={ temperature, current} 
action variable ={change in current} 
 
the action y would reduce the electrical current when a 
temperature and current st
y
and current state are low. 
 
The ultimate achievement in the field of AI would be to 
develop a tool that can replicate or exceed human internal 
capabilities, including reasoning, recognition, understanding, 
imagination, creativity, and emotions. Due to these ultimate 
challenges in AI, the development of several useful computing 
tools has arisen in order to meet the expectation. The tools of 
particular interest c
 
Fig. 2: Categories of c
 
omputing tools (adapted from [44 - 45]) 
xpert Systems Bayesian, and Certainty Theory), 
Ca
. A reasoning capability of Rule-based Systems is 
ba
, Bayesian networks are heavily based upon 
pr
A. Conventional AI 
Conventional AI which is also known as knowledge-based 
Systems is being applied in many of the traditional Rule-based 
AI areas. Researchers are trying to develop AI systems that 
are capable of performing in a limited sense, “like a human 
being” [46]. Knowledge-based Systems includes Rule-based 
Systems (E
se-based Reasoning, Object-oriented, and Frame-based 
Systems.  
Rule-based Systems such as on Expert Systems is usually 
work best in the organizations with high levels of 
management staff’s know-how and difficult to transfer their 
knowledge to low level staff. The management staffs explain 
the ways of how to solve problems that are incorporated into 
the system
sed on large amounts of known information to provide a 
decision.  
Case-based Reasoning  (CBR) systems upon being 
presented with a problem finds a case in its knowledge base 
and presents its solutions as an output and attempts to solve 
new problems based on past solutions of similar problems. 
Meanwhile
obability theory and representing problem domain as a 
network.  
Specifically, conventional AI is based on machine learning, 
which is the development of the techniques and algorithms 
that allow machines to "learn" or at least simulate learning. 
Machine learning attempts to use computer programs to 
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generate patterns or rules from large data sets. Machine 
learning makes heavy use of symbolic formalism and logic, as 
well as statistics. Thus, conventional AI can be also classified 




ete with humans in large number of areas. The 
ou
de fuzzy systems, neural networks and 
evolutionary computation (genetic algorithms and swarm 
ter setting and 
cl




 such as 
facial recognition [52], speech recognition [53], optical lens 
design [54], business intelligence systems [55] etc.  
s of the 
ste
sified as CI 
eganalysis methods. Bayesian and Certainty Theory appear 
on both of these two steganalysis classification. 
 
Artificial Intelligence (GOFAI). 
 
B. Computational Intelligence (CI) 
CI is also known as Soft Computing which refers to a 
collection of soft computing techniques in computer science, 
engineering, natural language processing and some business 
disciplines, contrasting it with classical artificial intelligence. 
It is a very young discipline compared with other disciplines 
ch as philosophy, neurobiology, evolutionary biology, and 
psychology that have been studying intelligence much longer.  
CI is the study of the system design that acts intelligently in 
order to understand the principles that make intelligent 
behavior possible, in natural or artificial systems [47] which 
involve iterative development or learning. Whereas 
conventional AI is considered to be a top-down approach, CI 
is more bottoms-up, where solutions emerge from an
structured initial state. The techniques are resemble 
biological processes and intended to complement each other. 
A long-term goal for CI is to create cognitive systems that 
could comp
tput of a CI system often includes predictions and/or 
decisions.  
A good part of CI research is concerned with low-level 
cognitive functions such as perception, object recognition, 
signal analysis, discovery of structures in data, simple 
associations and control [48]. CI includes methods such as 
neural networks, evolutionary computation (genetic 
algorithms and swarm intelligence) and other optimization 
algorithms. Techniques for handling uncertainty, such as 
bayesian, fuzzy logic, certainty theory fit into both categories. 
All these techniques use a mixture of rules and associated 
numerical values. Currently, subjects in computational 





C. Hybrid System 
Hybrid systems are becoming popular due to their 
predictions and/or decisions capabilities in analyzing and 
handling complex problems environment. With hybrid system, 
attempts are made to combine at least two AI or CI 
disciplines. There are several ways in which different 
computational techniques can be complementary as hybrid 
system which are including dealing with multifaceted 
problems, capability enhancement, parame
arification and verification. Mostly, hybrid system is very 
flexible and a decision is more accurate [49]. 
In recent years, hybridization of intelligent systems is a 
promising research field for the next generation of intelligent 
systems [50]. The integration of different learning techniques 
and adaptation techniques can overcome the limitations of 
each technique and to achieve better results. Hybrid intelligent 
system can be classif
one, transformational, hierarchical hybrid and integrated 
hybrid systems [51]. 
Research on hybrid systems is one of the key problems of 
developing hybrid intelligent systems and it is on integration 
of computing tools such as knowledge-based 
rtainty theory, bayesian, neural network, fuzzy logic, 
genetic algorithms, particle swarm optimization etc.  
The hybrid intelligent systems has many important practical 
applications in science, technology, and business
 
III. COMPUTATIONAL INTELLIGENCE ON STEGANALYSIS 
Until recently, there are lots of steganalysis methods that 
have been proposed by researchers [56-59]. All of these 
steganalysis methods can be classified into two type
ganalysis paradigm which are identified as statistical 
steganalysis [60-65] and CI steganalysis (see Fig. 3).  
Statistical steganalysis consists of Linear Regression such 
as Simple Pair Analysis and Regular and Singular Analysis, 
Support Vector Machine, Information Theory Approach and 
Machine Learning whereas Neural Network, Fuzzy Logic and 
Genetic Algorithm have been widely clas
 
Fig. 3: The paradigm of digital steganalysis methods  
 
Commonly, the implementation of computational 
intelligence, and their hybrid methods in steganalysis 
environment are collectively referred to as intelligent 
steganalytic systems (ISS) as shown in Fig. 4. ISS are 
becoming increasingly distributed in terms of both their 
applications and implementations when comes to utilizing CI 
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methods. Generally, ISS consolidate two, three or more CI 
methods that are either used in series or integrated in a way to 




Fig. 4: Synthesis of CI methods on steganalysis environment 
that overcomes 
m
ent – integration of different 
gle technique applicable to 
ting a solution 
that can exhibit multiple information processing 
t CI domains that have been proposed, the 
po ibilities of using the techniques for steganalysis are still 
ography with CI such as LSB embedding [69], spread 
spectrum steganography [70], and LSB matching [71-72], 
have been successfully being implemented in steganalysis 
[73]. 
 
(adopted from [67]) 
 
Many complex domains have various component problems. 
Each of which may require different types of processing. 
These limitations have been the central driving force behind 
the creation of intelligent systems where two or more 
techniques are being combined in a manner 
the limitations of individual techniques. There are three (3) 
ain reasons for creating ISS which are [68]:  
• Technique enhancem
techniques to overcome the limitations of each 
individual technique 
• Multiplicity of application tasks – this is created 
because there is no sin
solve the  different subproblems that a given 
application may have 
• Realizing multifunctionality – crea
capabilities within one architecture 
 
Nowadays, many researchers have been applying CI on 
steganalysis environment. Most of their results have proven 
that the application of CI methods on ISS has given a great 
influence on steganalysis performance. Thus, we have 
identified that the digital steganalysis environment can be 
divided into three (3) domains which are image steganalysis, 





A. Image Steganalysis  
Currently, several methods for detecting image 
stegan
 
Fig. 5: Computational intelligence on steganalysis domain on 
digital medium 
 
1)  Bayesian 
On analyzing an image, one steganalysis approach [74] had 
proposed to estimate the hidden message based on a Bayesian 
framework. Message embedding in bit planes of an image is 
odeled as a binary symmetric channel. However, this 




hree different types of 
tr
m
ethod does not work fo
atistical structure in the bit plane. 
 
2)  Neural Network 
A neural network [75] has been applied to analyze the 
possible occurrences of certain image pattern through 
histogram to detect the presence of data. They have used 
neural network approach to check for those discr
tterns and train itself for better accuracy by automating the 
whole process from decomposition, signature searching, 
detection and elimination of the detection framework.  
In another study, method based on neural network [76] had 
proposed to gather statistics features of images to identify the 
underlying hidden data. This study used neural network to 
analyze object digital image based on t
ansformation which are Domain Frequency Transform 
(DFT), Domain Coefficient Transform (DCT) and Domain 
Wavelet Transform (DWT).  
Meanwhile, the work on detection of wavelet domain 
information hiding techniques [77] has suggested statistical 
analysis on the texture of an image. Wavelet coefficients in 
each subband of wavelet transform are modeled as a 
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Generalized Gaussian Distribution (GGD) with two 
parameters. It appears that those parameters are a good 




 to recognize the 
di tal files containing messages hidden by scanning an image 
or other file. ANNTS can accurately identify steganographic 
im
 steganography detection for digital 
im
pproach is used to 
optimize the feature set used by the classifier. Experimental 
re  e correct identification rates were as 
hi
I hybrid in the dynamic 
environment is as good as Dynamic Evolving Neural Fuzzy 
Inference System (DENFIS) which was presented by [72] to 
le image. 
o steganalysis is relatively low, 
de e practical implications. It is most likely 
be
. Compared with the method proposed by [87], 
th  method is less time-consuming and produces high 
detecting accuracy for various embedding parameter 
co
principle of DMD is used to detect the 
pr
han 92%. This scheme 
does not only reduce the dimension of the feature vector 
effectiv he design of the classifier, but also 
ke
 interesting and powerful methods 
fo
ego-images from innocent images. Neural network is 
adopted to train these parameters to get the inherent 
characteristic of innocent and stego-images.  
Other study also claimed [78] that an artificial neural 
network capable of supervised learning results in the creation 
of a surprisingly reliable predictor of steganographic content, 
even with relatively small amounts of embedded data. 
teresting result is that clean color images can be reliably 
distinguished from steganographically altered images based 
on texture alone, regardless of the embedding algorithm.  
Another study [79] utilized an artificial neural network as 
the classifier in a blind steganalysis system. They found that 
an artificial neural network performs better in steganalysis 
than Bayes classifier due to its powerful learning capability. 
Thus, IEEE Computer Society [80] has suggested Artificial 
Neural Network Technology System (ANNTS) specifically 
for this purpose. This technology is designed
gi
ages between 85% and 100% of the time. 
 
3)  Genetic Algorithm 
Through a Computational Immune System (CIS) [81], a 
genetic algorithm approach has been used in blind 
steganography detection. They have developed CIS classifiers, 
which evolved through a genetic algorithm (GA), that is able 
to distinguish between clean and stego-images by using 
statistics gathered from wavelet decomposition. A further 
study [82] has investigated an Artificial Immune System 
(AIS) approach to novel
ages. AIS typically mimic portions of the Biological 
Immune System (BIS) to provide a solution to a 
computational problem.  
Meanwhile, an application of genetic algorithm to optimal 
feature set selection in supervised learning using Support 
Vector Machine (SVM) for image steganalysis [83] has also 
been presented. A genetic algorithm a
sults showed that th
gh as 98%, and as low as less than 2%. 
 
4)  Hybrid System 
There are two studies that have been done on hybrid 
technique of image steganalysis [84-85].  This study has 
proven that the effectiveness of the A
steganalyze LSB in graysca
 
 
B. Audio Steganalysis  
Currently, interest in audi
spit  obvious 
cause of the limited implementation of audio application 
based on weak user demand. 
1)  Bayesian 
Echo coding is one of the most effective coding methods in 
terms of the signal-to-perceived noise ratio in audio 
steganosystem. In Bayesian method, the process of 
distinguishing the audios with and without hidden data can be 
viewed as classification problem. Thus, a study [86] was 
carried out to detect hidden message by typical echo coding in 
audio steganalysis on statistical analysis of peak frequency 
with Bayes as a classifier. Experiments are conducted on a set 





2)  Neural Network 
One of the audio steganalysis approaches is the use of the 
principle of Diminishing Marginal Distortions (DMD) [88]. 
This steganalysis technique is based on the effects of repeated 
data embedding on the morphological structure of the audio 
signals. Thus, the 
esence of hidden messages in uncompressed audio files by 
using a single layer Feed Forward Neural Network (FFNN) 
for classification.  
Another study utilized a wavelet domain based on Principal 
Component Analysis (PCA) [89] by using Radial Basis 
Function (RBF) network as a classifier. This scheme is used to 
detect the stego-audio signals embedded by wavelet domain 
LSB, Quantization Index Method (QIM) and Addition 
Method (AM). Simulation results show that the performances 
of the detection rates are all greater t
ely and simplifies t
eps the detection performance high. 
 
3)  Genetic Algorithm 
In audio steganalysis, GA is chosen because of its 
robustness to noise and does not require gradient information 
to find a global optimal. Spread Spectrum Watermarking 
(SSW) is one of the most
r embedding hidden information into audio signal. It is 
expected to have high degree of robustness, security and 
perceptual transparency.  
However, a study [70] has shown that the SSW approach 
has low performance for detecting the exact location of the 
watermark signal through an attack based on genetic 
algorithm. Besides the work by [70], the use of genetic 
algorithm [90] has been explored to aid autonomous 
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intelligent software agents capable of detecting any hidden 
information in audio files, automatically. This agent would 
cr
ent. 
Experimental results showed that the Stegobreaker method 
e selected datasets and has the 
elected from the global Discrete 
C ne Transform (DCT) domain statistics in one single video 
scene on the collusion basis. Experimental results verify the 
av
 applied 




rent steganasystems. Besides, the proposed 
lgorithm can also increase the capacity of the embedded 
 
• 
d to give almost the optimum solution in JPEG 
steganography process. Experimental result showed that this 
s, however, the capabilities of CI methods are 
still under investigation in order to be utilized as strong 
counterattack m ital steganography 
en
 audio steganalysis. 
Each of these methods has its pros and cons. Therefore, it 
depends on the steganalyst to use and choose a suitable CI 
method based on thei
DGMENT 
e thank to the School of Computer Sciences, Universiti 
Sa s Malaysia (USM) for financial support provided us for 
the realization of this research. 
 
[1] on hiding,” 
[2] 
ey,” Proceedings of the IEEE, Special issue on Protection of 
[3] 




ed on modulus function,” 
[6] 
), 2006, pp. 275 – 290. 
eate the Detection Agent (DA) in architecture comprising of 
several different agents that collaborate together to detect the 
hidden information.  
Another GA-based steganalysis approach called 
Stegobreaker [91] was proposed where the generated rules are 
used to classify audio documents in the real time environm
worked effectively for th
flexibility to be used to meet users' special requirements. 
 
C. Video Steganalysis  
Based on our survey, only one work on video steganalysis 
called Inter-frame Correlation Steganalysis [92] has been 
explored. This study proposed a blind steganalysis method to 
compress video stream by using a three layer Feed Forward 
Neural Network (FFNN) as the blind classifier. The features 
of the blind classifier are s
osi
ailability of this scheme. 
 
IV. CI BASED COUNTERATTACK TOOLS  
Based on the above explanation, it can be concluded that 
computational intelligence has a strong chance to be
However, there are also several efforts on CI being proposed
 a counterattack tool to the steganasystem, namely; 
 
GA based methodology for breaking the steganalytic [93]:  
This study applies genetic algorithm by adjusting gray 
values of the cover-image whereas creating the desired 
statistic features to generate the stego-images that can break 
the inspection of steganasystem. Experimental results 
showed that the algorithm of this study can pass the 
detection of cur
a
message and enhance the peak signal-to-noise ratio of
stego-images.  
 
Secure steganographic encoding based on OutGuess [94]:  
This study has proposed a genetic algorithm on JPEG 
images to make a secure steganographic encoding. This 
steganography encoding is based on the OutGuess 
steganalytic tool. A combination of OutGuess steganalysis 
approach and Maximum Absolute Difference (MAD) for 
the image quality is used as fitness function and is 
considere







This paper has presented the paradigm of steganalysis 
application on digital environments. The key idea is to 
demonstrate the use of CI in steganalysis. We have also 
addressed three major methods of CI that had been 
successfully used on steganalysis; they are bayesian, neural 
network, and genetic algorithm. We found that neural network 
is a popular choice to be used in image steganalysis whereas 
genetic algorithm is the first choice for
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