We analyze the relations between Granger (G) non-causality and a notion of structural causality arising naturally from a general nonseparable recursive dynamic structural system. Building on classical notions of G non-causality, we introduce interesting and natural extensions, namely weak G non-causality and retrospective weak G non-causality. We show that structural non-causality and certain (retrospective) conditional exogeneity conditions imply (retrospective) (weak) G non-causality. We strengthen structural causality to notions of (retrospective) strong causality and show that (retrospective) strong causality implies (retrospective) weak G causality. We provide practical conditions and straightforward new methods for testing (retrospective) weak G non-causality, (retrospective) conditional exogeneity, and structural non-causality. Finally, we apply our methods to explore structural causality in industrial pricing, macroeconomics, and …nance.
Introduction
In a celebrated paper, Granger (1969) introduced a notion now known as Granger noncausality, or, for brevity, "G non-causality." Since its introduction, it has been the focus of intense attention and interest, both theoretically and in applications. Speci…cally, G non-causality has often been used, either explicitly or implicitly, to gain insight into possible structural relations holding between the variables investigated. An example is Sims's (1972) seminal investigation of the causal relations between money and income.
As Granger (1969) emphasizes, however, G non-causality is based purely on properties involving the predictability of particular time series of interest, and does not necessarily provide insight into whatever "true" causal relations may underlie the observed time series. Our goal here is thus to provide a direct link, previously missing, between G noncausality and a form of structural non-causality that emerges naturally from an explicit system of dynamic structural equations compatible with a wide range of economic data generating processes.
Not only does our analysis provide insight into situations where G non-causality is informative about structural non-causality and situations where it is not, it also provides explicit guidance as to how to properly apply G non-causality to obtain structural insight.
Speci…cally, when testing G non-causality, certain variables in addition to the dependent variables (Y; say) and "potential G-causes" (D, say) play a crucial role in de…ning and testing G non-causality. For convenience, call these additional variables "covariates," and denote them S. Our results provide direct and speci…c guidance as to how the covariates should be chosen to ensure the desired link between G non-causality and structural noncausality. Speci…cally, this link holds when, among other things, the covariates S are chosen to be observable variables that structurally cause D or Y or are observable proxies for unobserved structural causes of either D or Y .
A further consequence of our analysis is the emergence of a variety of new and interesting natural extensions of the classical notions of G non-causality. Speci…cally, we introduce a notion of weak G non-causality that also is informative about structural noncausality but that makes use of a weaker information set. This weaker information set does not involve the entire past history of Y and thus leads to simpler tests. We also introduce notions of retrospective G non-causality; these extend both the classical and weak classical notions of G non-causality. Of particular interest is that retrospective (weak) G non-causality involves not just lags but also leads of the covariates. As we explain, these leads play a purely predictive role (in the back-casting sense); their presence thus does not violate the causal direction of time.
We obtain our results by making use of a system of general dynamic structural equations analyzed by White and Kennedy (2008) . These systems permit data generating processes (DGPs) that may be nonlinear as well as nonseparable between observables and unobservables and that may generate stationary or nonstationary (e.g., cointegrated)
processes. These systems support straightforward notions of structural causality.
Identi…cation of structural e¤ects is closely tied to certain conditional exogeneity as-sumptions, as discussed, for example, in White (2006a) and White and Kennedy (2008) .
Our formal results establish the relations between G non-causality, conditional exogeneity, and structural non-causality. Moreover, we show how new tests for G non-causality and conditional exogeneity can be combined to obtain new tests for structural non-causality.
The plan of the paper is as follows. In Section 2, we review classical notions of G non-causality. In Section 3 we introduce our dynamic DGP and notions of structural noncausality, and we introduce new notions of weak, retrospective, and retrospective weak G non-causality. We then provide our main results linking G non-causality, structural non-causality, and conditional exogeneity. In Section 4, we provide additional structure that leads to new and convenient methods for conducting tests of the various ‡avors of G non-causality. Section 5 discusses new tests for (retrospective) conditional exogeneity and a pure test for structural non-causality, based on tests for (retrospective) (weak) G noncausality and (retrospective) conditional exogeneity. Section 6 contains illustrations of contains a summary and concluding remarks.
Granger Non-Causality
Granger (1969) de…ned G non-causality in terms of conditional expectations. Granger and Newbold (1986) extend the concept to a de…nition in terms of conditional distributions.
Here, we work with the latter approach. In our discussion to follow, we adapt the notation of these sources, but otherwise preserve the conceptual content. For any sequence of random vectors fY t g; let Y t (Y 0 ; :::; Y t ) denote the "t history" of the sequence, and let (YIn the special case in which (Dfurther note, however, the use of the universal information set is not practical, so the typical case is that in which (D t ; S t ; Y t ) (U t ).
Granger and Newbold (1986, p.221) caution that Not everyone would agree that causation is the correct term to use for this situation, but we shall continue to do so as it is both simple and clearly de…ned.
As Granger and Newbold (1986, p.222) further note, It has been suggested, for example, that causation can only be accepted if the empirical evidence is associated with a clear and convincing theory of how the cause produces the e¤ect. If this viewpoint is accepted, then "smoking causes cancer" would not be accepted.
Granger and Newbold do not endorse the requirement of a clear and convincing theory of how causes produce e¤ects. At the extreme, this suggests that notions of G causality can involve any variables whatsoever, regardless of underlying structural relationships. Indeed, as Granger (1969, p.430) notes, "The de…nition of causality used above is based entirely on the predictability of some series." Knowledge about underlying structural relationships may thus be helpful in investigating G causality, but is by no means necessary.
Of particular interest here is the reciprocal fact, established in what follows, that knowledge about G causality may be helpful in investigating structural relationships.
This idea is often implicit in empirical tests of G causality; our results below make the relations between G causality and structural causality explicit and precise.
As noted by Florens and Mouchart (1982) and Florens and Fougère (1995) , G noncausality is a conditional independence requirement. Following Dawid (1979) 
S:
The key idea is that D t provides no information useful in predicting Y t+k beyond the information contained in the histories S t and Y t for the given values of k: The speci…cation k = 1 is implicit in Granger (1969) and explicit in Granger (1980 Granger ( , 1988 . We thus apply the standard terminology ("G cause") for this case. The case with k 1 appears in Granger and Newbold (1986) . The superscript in G + is intended to suggest that the condition holds for all k 2 N + : Other choices for K are possible, but these will not play a role here. We view this system as representing the causal structure holding among the various components of the system. We follow WC and Chalak and White (2007c) in using the notation c = to emphasize that the structural equations (3) represent asymmetric causal links (Goldberger, 1972, p.979) , in which manipulations of elements of y t ; d t ; v t ; z t result in potentially di¤ering values for y t+1 , as in Strotz and Wold (1960) and Fisher (1966 Fisher ( , 1970 .
Leading examples of such structures are those that arise from the dynamic optimization behavior of economic agents and/or interactions among such agents. Chow (1997) provides numerous examples.
Observe that this dynamic structure is general, in that the structural relations may be nonlinear and non-monotonic in their arguments and non-separable between observables and unobservables. The unobservables may be countably in…nite in number. Finally, this system may generate stationary processes, non-stationary processes, or both.
This dynamic structure is a mild restriction of that given by White and Kennedy (2008) . There, "instantaneous causation" is permitted (but not required) by letting, e.g., D t+1 ; V t+1 ; and Z t+1 appear as arguments of q t+1 . Here, we suppress this, in keeping with the spirit of Granger's (1969 Granger's ( , 1988 
We now state a main result formally linking structural non-causality to di¤erent modes of Granger non-causality. This key result provides a direct link between structural non-causality and G non-causality with S t = X t . Proposition 3.4 implies that if one tests and rejects the null hypothesis of G non-causality, then we have either structural causality (D t ) S Y t+1 ) or the failure of conditional exogeneity or both. As indicated by our parenthetical reference to weak G non-causality, rejection of weak G non-causality also su¢ ces to reject structural noncausality or conditional exogeneity.
If conditional exogeneity is taken as given (that is, if one is willing to assume that causal e¤ects can be identi…ed), then the rejection of (weak) G non-causality implies structural causality. If structural causality is taken as given, then the rejection of (weak) G non-causality implies rejection of conditional exogeneity. In the absence of conditional exogeneity, causal e¤ects are generally not identi…ed, as discussed in WC.
These conditions imply neither weak nor classical G + non-causality, for reasons analogous to those given following Proposition 3.2. Corresponding to retrospective conditional exogeneity are the following retrospective Granger non-causality conditions: De…nition 3.5 Let fD t ; S t ; Y t g be a sequence of random variables: For a given T 2 N + and integer T; let K := f1; :::; g:
Then we say that D does not retrospectively G cause Y with respect to S. Otherwise, we say that D retrospectively G causes Y with respect to S:
Then we say that D does not retrospectively weakly G cause Y with respect to S.
Otherwise, we say that D retrospectively weakly G causes Y with respect to S:
The case where = 1 is that most relevant here. For convenience, we thus refer to retrospective (weak) G 1 (non-) causality simply as retrospective (weak) G (non-) causality.
Just as for conditional exogeneity, there is no direct relation between weak and retrospective weak Granger (non-) causality. Neither is necessary nor su¢ cient for the other.
Nor are there any necessary relations between retrospective and classical Granger (non-) causality.
We now state a main result formally linking structural non-causality to retrospective (weak) Granger non-causality, parallel to Proposition 3.4. The structure wrovided by A.1(a) and A.2(b) thus implies both retrospective agd retrospective weak G non-causality with S T = X T when D t does not structurally cause
Some converse results
So far, our results establish that given conditional exogeneity, structural non-causality implies various forms of Granger non-causality. Our next result is a form of converse, establishing that weak G non-causality implies a form of structural non-causality. To establish this, we do not require conditional exogeneity; instead, we use a strengthened version of structural causality.
Assumption A.3 For given t 2 N; suppose (a) there exist measurable sets B Y ; B 0 ; B D ; and B X such that:
Observe that the requirement of A.3(a.i),
This in turn implies that
> 0: : These tests are straightforward to perform, as they do not involve entire histories of any of the variables. Other notable features of these conditions are: (i) they explicitly specify which conditioning variables to include, namely a near history of the covariates;
(ii) the retrospective version includes leads as well as lags of the covariates.
There are numerous methods for testing the conditional independence identi…ed in Proposition 4.2. For example, one can apply nonparametric methods of Su and White (2007a , 2008 . Nevertheless, because of the typically modest number of time series observations available relative to the number of relevant observable variables, parametric methods for testing conditional independence will usually be more practical. In the applications of Section 6, we illustrate how parametric methods similar to those proposed in section 5 of White (2006a) can be exploited to obtain tests with useful power against a wide range of departures from conditional independence.
Testing (Retrospective) Conditional Exogeneity
Our main results in Section 3 crucially involve either conditional exogeneity or retrospective conditional exogeneity. In this section we provide some discussion about how to choose covariates to help ensure these conditions, and we provide results supporting tests.
For concreteness, consider conditional exogeneity, the property that
As explained in White (2006a) Tests for conditional exogeneity based solely on observables follow from our next result. We also impose an assumption analogous to A.5.
Assumption A.9 For all t 2 N + ;W t ? X t jW 0 ; X t 1 :
A.9 is plausible, as X t does not enter the structural equation forW t :
The next result supports conditional exogeneity tests that involve only a …nite number of lags of X t . 
Testing retrospective conditional exogeneity
Results for retrospective conditional exogeneity analogous to those of the previous subsection hold under analogous conditions. The notation in Assumption A.8(b) is parallel to that previously de…ned.
Assumption A.6 (b) Assumption A.6(a.i) holds; and (ii) for given …nite integer T , 
A pure test of structural non-causality
Our results of Section 3 say that if we reject (weak) G non-causality, then we must reject either structural non-causality or conditional exogeneity (or both). The results just given provide a way to test conditional exogeneity. If we …nd that we reject G non-causality but not conditional exogeneity, then we have evidence against structural non-causality.
We thus propose a simple formal test of structural non-causality:
Reject structural non-causality if the (retrospective) (weak) G non-causality test rejects and the (retrospective) conditional exogeneity test fails to reject.
Our next result provides easy bounds on the level and power of this test. The intuition here is that the level of the structural non-causality test decreases with the level of the G non-causality test and the power of the conditional exogeneity test. The lower bound for the level is zero when 1 is su¢ ciently large. For the power, the intuition is that the power of the structural non-causality test increases with the power of the G non-causality test and decreases with the level of the conditional exogeneity test.
In applications, tests are usually conducted using asymptotic critical values. The exact level and power of a given test is then unknown, but it nevertheless converges to a known limit. When the conditional exogeneity and G non-causality tests are consistent, as can often be arranged, we have the following properties for the asymptotic level and power of our procedure. (Limits are taken as T ! 1:)
Proposition 5.4 Suppose that for T = 1; 2; ::: the signi…cance levels of the (retrospective) conditional exogeneity test, the (retrospective) (weak) G non-causality test, and the structural non-causality test are 1T ; 2T ; and T respectively, and that 1T ! 1 and 2T ! 2 : Suppose the powers of the (retrospective) conditional exogeneity test, the (retrospective) (weak) G non-causality test, and the structural non-causality test are 1T ; 2T ;
and T respectively, and that 1T ! 1 and 2T ! 1. Then 0 lim inf T lim sup T minf1
1 ; 2 g and
Typically, we can achieve 1 = 0 and 2 = 0 for a consistent test by suitable choice of an increasing sequence of critical values. In this case we also have T ! 0 and T ! 1:
We note that conditional exogeneity tests may or may not be consistent against every possible alternative. When the DGP corresponds to an alternative for which unit power is not achieved, a weaker bound on the level and power of structural non-causality test still holds by Proposition 5.3. This suggests exercising care to design the conditional exogeneity test to be consistent against particularly important or plausible alternatives.
Illustrative Applications
In this section, we illustrate our methods by studying structural causality in industrial pricing, macroeconomics, and …nance. First, we investigate structural causality from crude oil prices to gasoline prices. Second, we examine structural causality from monetary policy to industrial production. Third, we investigate structural causality from expected macroeconomic announcements to stock returns.
Test Implementation
To test (retrospective) weak G non-causality and (retrospective) conditional exogeneity, we require tests for conditional independence. Non-parametric tests for conditional independence consistent against arbitrary alternatives are readily available (e.g., Linton and 
Testing conditional mean independence with ‡exible conditional expectations
To achieve power against a wider range of alternatives than the traditional linear method just speci…ed, we can use a more ‡exible function to test conditional mean independence.
In particular, we consider a speci…cation exploited in White's (2006b, p.476) QuickNet procedure:
where is a given activation function belonging to the class of generically comprehensively revealing (GCR) functions. Here we let be the logistic cdf (z) = 1=(1 + exp( z)) or the ridgelet function (z) = ( z 5 + 10z Accordingly, we consider speci…cations of the form
We let y and d be the logistic cdf or ridgelet functions. The choices of ; q; and are the same as in the previous case. Thus, we estimate the coe¢ cients of the following regression equation and test 0 = 0 :
Crude oil and gasoline prices
White and Kennedy (2008) apply their methods for estimating retrospective causal e¤ects to study the impact of crude oil prices on gasoline prices. Our methods here are fully applicable to this setting. We let the response of interest, Y t ; be the natural logarithm of the spot price for US Gulf Coast conventional gasoline; our cause of interest, D t ; is the natural logarithm of the Cushing OK WTI spot crude oil price. We let U t represent all unobservable causes of gasoline prices, so thatṼ t andZ t have zero dimension, as in White and Kennedy (2008).
Considering that crude oil prices should be quickly re ‡ected in gasoline prices (e.g., as found by Borenstein, Cameron, and Gilbert, 1997) and that our data frequency is monthly, a relatively long interval, here we investigate the structural causality of D t on contemporaneous Y t . Thus, we take the structure of interest to be We view this as involving "contemporaneous" rather than "instantaneous" causation. We distinguish these notions as follows. For contemporaneous causation, the cause precedes the response, but the causal interval is less than the observational interval. Thus, the causal response occurs within the observed interval, justifying the appearance of the contemporaneous value of a potential cause in the structural relation. On the other hand, instantaneous causation violates the principle that causes precede e¤ects. We rule this out.
We do not explicitly treat contemporaneous causation in our theoretical analysis above, but all the relevant results hold by replacing Y t+1 with Y t on the left-hand side of the implicit dynamic response function, and similarly in the other implicit dynamic relations.
This structure is that explicitly analyzed by White and Kennedy (2008) .
Let W t be proxies for the unobservable causes U t . Similar to White and Kennedy (2008), we let W t include (1) Over our sample period, both crude oil and gasoline prices are relatively stable. Specifically, the augmented Dickey-Fuller tests for stationarity of Y t and D t reject the null hypothesis that these series contain a unit root. Nevertheless, we cannot reject the hypothesis that there is a unit root for certain of the covariates (the 10-year Treasury Note rate, the 3-month T-Bill rate, the natural logarithm of the electricity price index, and the index of the foreign exchange value of the dollar). We enter these covariates in …rst di¤erences.
There are some di¤erences between our use of data and that of White and Kennedy (2008): (1) The sample period is di¤erent; (2) The natural gas price index does not appear together with tests for retrospective weak G non-causality.
To test retrospective conditional exogeneity, we letW t be the natural logarithm of the U.S. Bureau of Labor Statistics Natural Gas Price Index. The key requirement forW t is A.6(b). Allowing contemporaneous causation, we state A.6 (b.i) as
where • U t represents additional unobservable drivers ofW t other than U t : This is a plausible assumption, as we may viewW t as an error-laden measure of the natural gas prices that actually drive oil prices, a component of U t : The measurement error is then • U t : Assumption A.6 (b.ii) is the condition that
This condition means that conditioning on all the unobservable causes of gasoline prices and the covariates, crude oil prices are independent of the measurement error history We implement the tests in the three forms (CI Test Regressions 1-3) described above.
Speci…cally, we let Y =W t ; D = D t , and S = (W t 1 ; X t+ t ); and we test 0 = 0: Given the relatively small sample size, we consider only 5. We report our results in Tables 1-3 . For CI Test Regression 1, we cannot reject 0 = 0 for all = 1; 2; :::; 5 at the 5% signi…cance level. For CI Test Regression 2, we take q 5.
Letting be the ridgelet function, we again cannot reject 0 = 0 for all and q at the 5% signi…cance level: If we let function be the logistic cdf, we cannot reject 0 = 0 for most values of and q: Exceptions are for = 2 and q = 2; 3; 4 or 5; however, the Bonferroni-Hochberg p-value bounds for the rows and columns and for the table as a whole do not support rejection. For CI Test Regression 3, we again cannot reject 0 = 0 for almost all the choices of ; q; ; w ; and d : For brevity, we report results only for the ridgelet case. Taken together, our results suggest that we cannot reject retrospective conditional exogeneity.
For comparison purposes, we also implemented a (non-retrospective) conditional exogeneity test of the hypothesis D t ?W t jW t 1 ; X The results are quite similar: we again cannot reject conditional exogeneity. Given the similarity of the results, to save space we report only the results for CI Test Regression 1 (see Table 1 ).
Next, we implement retrospective weak G non-causality tests. With suitable memory and conditional stationarity assumptions as speci…ed in Section 4, we can test retrospective weak G non-causality by testing Y t ? D t j Y t 1 ; X t+ t : We implement the tests in the three forms described above. Speci…cally, we let Y = Y t ; D = D t , and S = (Y t 1 ; X t+ t ); and we test 0 = 0: Tables 4-6 contain the results. As expected, we soundly reject 0 = 0 for all three regressions and for all choices of ; q; ; y ; and d : As a comparison, we also implement (non-retrospective) weak G non-causality tests. The results are similar; again we soundly reject 0 = 0 for all the three regressions. To save space, we report these results only in Table 4 .
Given the consistency of our tests for retrospective conditional exogeneity, Proposition 5.4 ensures that we can soundly reject the hypothesis of structural non-causality from crude oil prices to contemporaneous gasoline prices. Interestingly, when we replace contemporaneous crude oil prices with lagged crude oil prices, the results become much more equivocal, suggesting that contemporaneous causation plays a central role in this market. For brevity, we do not tabulate these results here. we let the response of interest (Y t ) be industrial production growth and the cause of interest (D t ) be the Fed's anti-in ‡ationary stance as measured by the Romer dates. The observable ancillary causes (Z t ) are unemployment and in ‡ation rates, and U t represents unobservable causes. W t andṼ t are empty, so here the covariates are X t =Z t . Industrial production is thus determined as
Monetary policy and industrial production
The null hypothesis is that monetary policy has no causal e¤ect on the real economy.
Under this null, not only does D t not structurally cause Y t+1 ; but it also does not structurally causeZapproach especially appealing. These structural considerations justify taking retrospective conditional exogeneity to be given here. Testing structural non-causality can now be accomplished by testing retrospective weak G non-causality. With suitable memory and conditional stationarity conditions, as speci…ed in Section 4, we test this by testing
We run the three CI test regressions described above; speci…cally, we let Y = Y t+1 ; D = D t ; and S = (Y t ; X t+ t ) and test 0 = 0; letting the maximum equal 12. For CI Test Regression 1, we …nd that we cannot reject 0 = 0; no matter how we choose : The results are reported in Table 7 . For CI Test Regression 2, we let the maximum q equal 9 and we again …nd that 0 is insigni…cant for all . Representative results are reported in Table   8 . For CI Test Regression 3, again we …nd that 0 is insigni…cant for most choices of ; q; ; y and d : Representative results are reported in Table 9 .
For comparison, we test weak G non-causality conditioning only on covariate lags, i.e., we test Y t+1 ? D t j Y t ; X Test Regressions 2 and 3, the results are the same as in the retrospective case: we cannot reject 0 = 0. We omit tabulating these results to save space.
Before concluding that there is no evidence against the null that monetary policy has no real impacts, we must consider the possibility that the e¤ects of monetary policy take more than one month to be felt. Thus, we relax the single lag assumption of Section 4, and we now permit monetary policy over the past year (D t t 12 ) to possibly impact the current growth of industrial production. We continue to assume retrospective conditional exogeneity. Under the null of no structural causality, we then have Y t+1 ? D Tables 10-12. For comparison, we also condition only on lags of covariates, i.e., we test Y t+1 ? D Table  10 . The results of Regressions 2 and 3 are the same; we omit these to save space.
Our results suggest that we can soundly reject the hypothesis that monetary policy has no causal e¤ects on the real economy if we permit the e¤ects of monetary policy to gradually …lter into the real economy. This is consistent with Romer's (1989, 1994) conclusion that "these [monetary] policy shifts were followed by large and statistically signi…cant declines in real output relative to its usual behavior. We interpret these results as supporting the view that monetary policy has substantial real e¤ects." On the other hand, our results contrast with Angrist and Kuersteiner's (2004) conclusions; they …nd that "money-output causality can fairly be described as mixed."
Stock returns and macroeconomic announcements
Beginning with Chen, Roll, and Ross (1986), many authors have studied the impact of macroeconomic factors on aggregate stock returns (see, e.g., Flannery and Protopapadakis, 2002). In this section, we investigate whether there are causal e¤ects from expected economic announcements to stock returns. This is in part a test of market weak e¢ ciency, because if stock markets are e¢ cient in the weakest sense, then expected returns should not respond to expected economic announcements. On the other hand, other moments of the returns distribution may be a¤ected by expected announcements without violating market weak e¢ ciency.
Although it would also be interesting to examine the causal e¤ects of economic news (unexpected announcements) on stock returns, it is not obvious how one might justify (retrospective) conditional exogeneity for news. We therefore leave an investigation of the e¤ects of news to other work.
We let Y t ; D t ; andṼ t denote stock market returns, expected economic announcements, and economic news, respectively; and we let U t denote unobservable causes. The structural relation is thus We decompose macroeconomic announcements into economic news and expected changes.
For example, let A t denote a macroeconomic announcement at time t and let E t denote its expectation. Then
represents news and D t = E t A t 1 represents the expected change.
Here we include eight major macroeconomic announcements: (1) real GDP (advanced); (2) core CPI; (3) core PPI; (4) unemployment rate; (5) new home sales; (6) nonfarm payroll employment; (7) consumer con…dence; and (8) capacity utilization rate.
The expectations of these announcements are gathered from the Money Market Service, which surveys the expectations of professionals and practitioners for those series scheduled to be announced during the following week. These data are widely to represent expectations of macroeconomic variables. To make the expected and unexpected announcements comparable and unit free, we divide each by its standard deviation.
We let W t represent drivers of D t as well as responses to unobservable causes. W t includes (1) the three month T-Bill yield; (2) the term structure premium, measured by the di¤erence between the yield to maturity of the ten-year bond and the three-month TBill; (3) the corporate bond premium, measured by the di¤erence in the yield to maturity between Moody's BAA and AAA corporate bond indexes; (4) the daily change of the Index of the Foreign Exchange Value of the Dollar; (5) the daily change of the crude oil price. The …rst four variables are computed using data from the U.S. Federal Reserve and the …fth from the Energy Information Administration. We view these variables as representing macroeconomic fundamentals. The covariates are X t = (W t ;Ṽ t ):
We use the augmented Dickey-Fuller test to test the stationarity of Y t and D t ; and we reject the hypothesis that there is a unit root for both of them. Nevertheless, for some covariates (the three month T-Bill yield, the corporate bond premium, and the term structure premium), we cannot reject the unit root hypothesis; in these cases, we use …rst di¤erences as covariates. ); and we test 0 = 0 jointly. For CI Test Regression 1, we let the maximum equal 7. We …nd that for all ; we cannot reject 0 = 0. Table 13 contains the results. For CI Test Regression 2, we let the maximum q equal 9: Again, we do not reject 0 = 0; as reported in Table 14 . These results are consistent with weak market e¢ ciency.
For CI Test Regression 3, when y and d are logistic functions, we again do not reject 0 = 0 for all and q: Nevertheless, for the ridgelet function case, we do reject 0 = 0 for all and q; as reported in Table 15 . Thus, expected macroeconomic announcements do appear to have a structural impact on stock returns, but not on mean returns, consistent with market weak e¢ ciency. We also note that this pattern of results is consistent with our maintained assumption of retrospective conditional exogeneity. If this assumption did not hold, we would expect the test for retrospective weak G non-causality to reject across the board.
For comparison, we perform the same tests, conditioning on lags only, testing Y t+1 ?
The results exhibit the identical pattern. To save space, we report only the results of CI Test Regression 1 in Table 13 .
Summary and Concluding Remarks
In this paper, we specify a general nonseparable recursive dynamic structural system and give a natural de…nition of structural causality for such systems. Building on classical notions of G non-causality, we introduce interesting and natural extensions, namely weak G non-causality and retrospective weak G non-causality. We show that structural noncausality and (retrospective) conditional exogeneity imply (retrospective) (weak) G noncausality. We strengthen structural causality to notions of (retrospective) strong causality and show that (retrospective) strong causality implies (retrospective) weak G causality.
We provide practical conditions and straightforward methods for testing (retrospective) weak G non-causality, (retrospective) conditional exogeneity, and structural non-causality.
Finally, we apply our methods to explore structural causality in industrial pricing, macroeconomics, and …nance.
There are many interesting topics for further research lying beyond the scope of this paper. First, we consider only recursive structures here. It is of de…nite interest to investigate the relations between structural non-causality and G non-causality in non-recursive systems. Second, it is of interest to explicitly incorporate cointegration into our framework. Although our framework admits cointegrated systems, explicit examination of the relationships between structural non-causality, conditional exogeneity, cointegration, and G non-causality is of special importance. Finally, it is of interest to study the behavior of p n consistent nonparametric conditional independence tests implementing (retrospective) conditional exogeneity and (retrospective) weak G non-causality tests when there is a relatively large number of covariates. 
