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Передмова 
 
Під словом стохастика, яке є ключовим у назві посібника, 
розуміють теорію ймовірностей і математичну статистику. Стохастика 
це розділ математики, за допомогою якого можна вивчати випадкові 
явища. 
На сьогодні видано багато монографій і посібників з теорії 
ймовірностей і математичної статистики, та нерідко вони настільки 
перевантажені різноманітним матеріалом (часто важливим), що 
освоїти його студентам за час, який у педагогічних навчальних 
закладах відводиться на вивчення стохастики, досить проблематично. 
Ми зробили спробу написати посібник оптимального об’єму і, в той 
же час, такий, щоб ґрунтовно познайомити студентів з основними 
ідеями стохастики.  
Посібник призначено для студентів та учителів, бо стохастична 
лінія, нарешті, зайняла чільне місце у змісті шкільної математики.  
Матеріал посібника традиційний для навчальних посібників 
такого типу. Посібник складається з трьох частин: елементарна теорія 
ймовірностей, теорія ймовірностей, математична статистика.  
Об’єктом першої частини є дискретний ймовірнісний простір і 
дискретні випадкові величини, включаючи арифметичні розподіли й 
метод генератрис. Закінчується перша частина законом великих чисел 
у формі теорем Чебишова і Бернуллі. 
Друга частина починається з аксіоматики Колмогорова, а далі 
вивчаються, в основному, абсолютно неперервні випадкові величини і 
їх сукупності, при цьому особлива увага приділяється функціям від 
випадкових величин і характеристичним функціям. Доводиться 
центральна гранична теорема у формі теореми Ліндеберга. 
Закінчується друга частина знайомством з методом Монте-Карло на 
прикладі його застосування для знаходження визначених інтегралів. 
У третій частині розглянуто основні задачі математичної 
статистики: точкове оцінювання, інтервальне оцінювання, перевірка 
гіпотез, кореляційний і дисперсійний аналізи. Кожна частина 
посібника супроводжується вправами для аудиторної і самостійної 
роботи студентів. Найбільше вправ подано до першої частини; це 
невипадково, – вони можуть бути використані при вивченні елементів 
теорії ймовірностей у школі. 
При написанні посібника використовувались різноманітні 
джерела, у списку літератури вказано лише ті посібники, які 
використовувались найчастіше, і які ми рекомендуємо студентам для 
поглибленого вивчення стохастики. 
 
 
 
 
 
 
 
 
 
Частина  І  
 
Елементарна теорія 
ймовірностей 
 
 
§1. Частота і ймовірність 
 
1. Стохастичний експеримент. Під стохастикою розуміють два 
розділи математики: теорію ймовірностей і математичну статистику – 
це розділи, за допомогою яких можна вивчати випадкові явища. 
Стохастика виникла в результаті аналізу азартних ігор, переписів 
населення, питань страхування майна. У 17 столітті цими питаннями 
цікавилися видатні французькі математики Паскаль і Ферма. Першим 
великим дослідженням з теорії ймовірностей був трактат Гюйгенса 
(1657 рік) “Про розрахунки в азартній грі”. Та тільки праця Якоба 
Бернуллі “Ars conjectandi (Мистецтво передбачень)”, яка була 
опублікована в 1713 році (через 8 років після смерті автора), поклала 
початок теорії ймовірностей, як строгої математичної дисципліни.  
Первісним поняттям стохастики є поняття стохастичного 
експерименту. Це дослід, експеримент, випробування, в широкому 
розумінні цих слів, результат якого заздалегідь передбачити не можна 
– він випадковий. Та не всякі експерименти з випадком називають 
стохастичними й дати точне означення цього поняття не просто. Одна 
з основних властивостей стохастичного експерименту полягає в тому, 
що його можна повторювати багато разів без зміни умов проведення, 
і, що при багаторазовому повторенні експерименту, наслідки 
попередніх експериментів не впливають на наслідки наступних 
експериментів. Наслідки стохастичних експериментів називаються 
випадковими подіями, або просто подіями. Найпростішим прикладом 
стохастичного експерименту є підкидання монети, в якому може 
відбутися одна з двох подій: випадає герб, випадає цифра.  
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Розглянемо детальніше приклад стохастичного експерименту, 
який розглядав Бернуллі. Нехай в урні сховано 5 тисяч камінців: 3 
тисячі білих і 2 тисячі чорних. Але вважатимемо, що нам невідома 
кількість білих і чорних камінців. Будемо виймати з урни по черзі 
камінець за камінцем, відмічати їх колір і повертати назад до урни. 
Підрахуємо, скільки буде вийнято білих камінців і скільки чорних. 
Виникає питання, чи можемо ми, повторюючи цей дослід багато разів, 
дізнатися скільки в урні камінців того чи іншого кольору?  
На перший погляд здається що відповісти на це питання 
неможливо. Та насправді, якщо випробувань із витягуванням камінців 
провести досить багато, то виявиться, що частка білих камінців буде 
приблизно дорівнювати 3/5, а чорних 2/5 від усієї кількості камінців. 
Отже, якщо буде відома загальна кількість камінців, то ці частки 
дозволять зробити висновок про кількість камінців кожного кольору. 
Уважніше проаналізуємо результати нашого експерименту. Цей 
експеримент складний. Він складається з простіших експериментів – 
одноразового виймання камінця. Такі прості експерименти, з яких 
складаються складні, часто називаються стохастичними 
випробовуваннями. У нашому випадку, в результаті окремого 
випробовування відбувається одна з двох подій: вийнятий камінець – 
білий, вийнятий камінець – чорний. Для скорочення подальших 
записів першу з цих подій позначатимемо літерою А, другу – В.  
При проведенні великої кількості випробувань бачимо, що подія 
А відбувалася частіше, ніж подія В. Отже, часткою білих камінців (від 
усіх випробувань) можна оцінити ступінь вірогідності, або інакше – 
ймовірності події А. А часткою чорних камінців – ймовірність події В. 
Якби ми заздалегідь знали, скільки білих камінців сховано в урні, то 
природно за ймовірність події А потрібно було б взяти число 3/5, а за 
ймовірність події В – 2/5. Оцінка ймовірності події на основі 
експериментальних даних є однією з задач математичної статистики. 
Важливо відмітити, що зі збільшенням кількості випробувань, 
частка білих камінців (від усіх випробувань) все менше і менше 
відрізнятиметься від числа 3/5, а чорних – від числа 2/5. В цьому 
проявляється дія давно відомого людям закону – закону великих 
чисел або, інакше, закону стійкості частот. 
Можна навести й інші приклади, в яких би ми виявили дію 
закону великих чисел. Так, якщо багато разів підкидати новеньку 
монету, то десь у половині випадків випадає герб, а в інших 
випадках – цифра. Тому ймовірністю випадання герба вважають число 
1/2 . 
Ще одним прикладом прояву закону великих чисел може бути 
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частка хлопчиків серед новонароджених дітей. Люди давно помітили, 
що хлопчиків народжується більше, ніж дівчаток, їх частка серед 
новонароджених залежить від країни, регіону, року, та вважається, що 
в середньому ця частка складає біля 51.4%. 
 
2. Статистичне означення ймовірності. Розглянемо яке-небудь 
стохастичне випробування й подію А, яка може відбутися при цьому 
випробуванні. Проведемо ці випробування n разів і позначимо через 
kn(А) кількість випробувань, в яких подія А відбулася. 
Відношення 
nn
AA n )()( = kν  
назива
ердження виражає закон стійкості частот або 
закон
 , 
ично стійкою, а число νn(А) називається 
ймові ю  
ого 
експер
в о ї
ості та вивчення математичних об’єктів, 
пов’язаних із цим поняттям.  
янемо ще декілька важливих 
прикладів стохастичних експериментів.  
У квадрат, сторона якого відома, навмання кидається точка. 
Візьмемо в цьому квадраті якусь область А. Через А позначимо подію: 
точка попала в область A. Спробуємо визначити ймовірність події А, 
користуючись статистичним означенням. Кинемо навмання у квадрат 
ється частотою події А в проведеній серії з n випробувань. 
Частоту події можна знайти тільки після того, як буде проведена 
серія випробувань, і, взагалі кажучи, частота зміниться, якщо взяти 
іншу серію випробувань, або змінити n. При достатньо великих n, для 
більшості таких серій випробувань, частота майже не буде мінятися. 
При цьому великі відхилення будуть спостерігатися тим рідше, чим 
більшим буде n. Це тв
 великих чисел. 
Якщо при великих n частота νn(А) події А мало відрізняється 
від частоти цієї події в інших серіях з n випробувань то подія А 
називається стохаст
рніст  події А. 
Ми можемо тепер уточнити поняття стохастичн
именту: їхні наслідки повинні бути стохастично стійкими. 
Головним недоліком цього означення є те, що ймовірність події 
знаходиться неоднозначно й залежить не тільки ід п ді , а й від серії 
випробувань. Таке означення ймовірностей не є формальним 
означенням, а тому однією з основних задач теорії ймовірностей є 
формалізація поняття ймовірн
 
3. Геометричні ймовірності. Розгл
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n точо  І
ї 
м ії  Т
к і нехай k точок попали в область А. нтуїтивно 
зрозуміло, що відношення k/n, тобто частота події А, 
буде близькою до відношення площі області А до площі 
квадрата, і чим більше точок ми кинемо, тим менше 
буде відрізнятись частота поді від цього відношення. 
Тоді природно за ймовірність події А взяти відношення 
площі А до площі квадрата. Якщо ймовірності 
визначаються подібним чином, то вони називаються геометричними 
ймовірностями.  
Звичайно, замість квадрата можна брати довільну область, або 
довільну поверхню, які мають площу. Позначимо ці об’єкти буквою 
Ω, а й овірність под  A через P(A). оді геометричні  ймовірності 
визначатимуться за формулою 
 
 
 
 
A 
Ω= площа   
площа )( АAP  
Аналогічні стохастичні експерименти можна проводити з 
просторовими тілами, які мають об’єм, або з дугами, які мають 
довжину. У першому випадку геометричні мовірності визначаються 
за формулою  
й
Ω=  ємоб'
 ємоб')( AAP , 
а в другому – з Ω=а формулою довжина 
 довжина )( AAP . 
Приклад . Знайти ймовірність впасти боком однорідному 
цилін
 
діамет
 
дру при його підкиданні, якщо діаметр основи циліндра 
дорівнює D, а висота H.  
Ро з в ’ я з анн я . Опишемо навколо циліндра уявну сферу, її 
р дорівнюватиме 22 HD + . Якщо підкидати циліндр, то можна 
вважати, що як тільки уявна точка сферичного поясу, описаного 
навколо бічної поверх і цил ндра, доторкнеться горизонтальної 
площини, то він впаде боком. Отже, за ймовірність шуканої події 
можна взяти відношення площі сферичного пояса до площі всієї 
сфери. Площа нашої сфери дорівнює π
н і
( )22 HD + , площа відповідного 
сферичного пояса дорівнює 22 HDH +π , а ому ймовірність впасти 
боком циліндру дорівнює 
т
числу 22 H+ . Наприклад, якщо DH
3=HD , то ймовірність впасти б ком дорівнюватиме о 21 . 
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4. Простір елементарних подій і ії д над подіями. З кожним 
стоха
е
елементарних подій називається простором 
елеме
имент полягає в тому, що один раз 
підки
д  2. Гральний кубик підкидається один раз. Тоді 
Ω = { в м
 
карту
роте в 
багать
ки не з’явиться герб. 
Прост
стичним експериментом пов’язана множина всіх можливих 
наслідків, які називають подіями. Розрізняють склад ні події (ті, які 
можна розкласти) й елементарні події (ті, які не можна розкласти). 
Наприклад, при підкиданні грального кубика, сказати, що кількість 
вічок, які випали на верхній грані, є парним числом – це все одно що 
сказати: дослід призвів до одного з наслідків: “випало або 2, або 4, або 
6 вічок”. Цей перерахунок розкладає подію: “число вічок парне” на 
три елементарні події. 
Сукупність усіх 
нтарних подій, який надалі позначатимемо грецькою літерою Ω.  
Розглянемо приклади. 
Приклад  1. Експер
дається монета. Монета може впасти догори гербом або цифрою. 
Простір елементарних подій даного експерименту – це множина 
Ω = {Г, Ц}, де літера Г означає, що випав герб, а літера Ц означає, що 
випала цифра. 
Прикла
ω1, ω2, ω3, ω4, ω5, ω6}, де ωj означає випадання грані з j ічка и.  
Приклад  3. З колоди, яка містить 36 карт, витягнено одну
. Тоді простір елементарних подій складається з 36 подій. 
Ці експерименти мають скінченне число наслідків. П
ох важливих задачах теорії ймовірностей доводиться розглядати 
експерименти з нескінченним числом наслідків. 
Приклад  4. Монету підкидають доти, по
ір елементарних подій має вигляд Ω = {Г, ЦГ, ЦЦГ, ЦЦЦГ, ..., 
Ц ЦK123
Приклад  5. При підкиданні однорідного циліндра (див. п.2) 
прост
 
начимо через А 
випад
зглянемо подію А: 
випад
n 
Γ , ...}. 
ором елементарних подій вважалася множина всіх точок сфери, 
описаної навколо циліндра, а прикладом складеної події була 
множина всіх точок відповідного сферичного пояса. 
Приклад  6. Двічі підкидають монету. Поз
кову подію, яка полягає в тому, що хоча б раз з’явиться герб. 
Простором елементарних подій є множина Ω = {ГГ, ГЦ, ЦГ, ЦЦ}. 
Коли відбудеться подія А? Коли результатом експерименту буде одна 
з елементарних подій: або ГГ, або ГЦ, або ЦГ. Тобто, подію А можна 
розглядати, як підмножину А = {ГГ, ГЦ, РЦ} множини Ω, що містить 
ті елементарні події, при появі яких відбудеться А. 
Приклад  7. Підкидають гральний кубик. Ро
е непарне число вічок. Ω = {ω1, ω2, ω3, ω4, ω5, ω6}, А = {ω1, ω3, ω5}. 
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Отже, ми ототожнюємо випадкову подію А з підмножиною А 
тих ел
подією, яка 
відбув с  
, яка 
поляга
л є о Н  
я подія, яка 
поляга
в
називається подія, яка 
відбув А
ементарних подій, при появі яких відбувається А. 
Вся множина Ω ототожнюється з вірогідною 
аєть я завжди після проведення експерименту, а порожня 
множина ∅ – з неможливою подією, яка ніколи не відбувається. 
Сумою (або об’єднанням) подій А та В називається подія
є в тому, що відбувається принаймні одна з цих подій. Сума 
подій позначається символом А + В або BAU . Наприклад, в 
електричному колі дві ампочки з’ днано п слід о. ехай подія А – 
перегоріла перша лампочка, подія В – перегоріла друга лампочка. Тоді 
подія А + В – електричне коло розімкнено (світло зникло). 
Добутком (або перетином) подій А та В називаєтьс
овн
є в тому, що відбуваються обидві події. Добуток подій 
позначається символом АВ або BAI . Наприклад,  електричному 
колі дві лампочки з’єднано пара о. Нехай подія А – перегоріла 
перша лампочка, подія В – перегоріла друга лампочка. Тоді подія АВ – 
електричне коло розімкнене (світло зникло). 
Подією протилежною до події  А 
лельн
ається тоді й лише тоді, коли не відбувається подія  й 
позначається символом A . Наприклад, стрілець стріляє в мішень. 
Нехай подія А – стрілець в учив. Тоді подія л A  – стрілець не влучив. 
Різницею подій А та В називається подія, яка полягає в тому, 
що по
чною різницею подій А та В називається подія, яка 
поляга
сумісними, якщо поява однієї з них 
виклю
і
дія А відбувається, а подія В не відбувається. Різниця подій 
позначається символом А – В або А \ В. Наприклад, два спортсмени 
стріляють в мішень. Нехай подія А – влучив перший спортсмен, подія 
В – влучив другий. Тоді подія А – В – перший спортсмен влучив, а 
другий промахнувся; подія В – А – другий влучив, а перший 
промахнувся. 
Симетри
є в тому, що відбувається або подія А, або подія В, але не 
відбувається подія АВ. Симетрична різниця позначається символом 
АoВ. Наприклад, два спортсмени стріляють в мішень. Нехай подія А – 
влучив перший спортсмен, подія В – влучив другий. Тоді подія АoВ – 
перший спортсмен влучив, а другий промахнувся; або – другий 
влучив, а перший промахнувся. 
Дві події називаються не
чає появу іншої, або дві події несумісні, якщо їх добуток 
неможлива подія. При підкиданн  кубика подія “випало парне число 
вічок” несумісна з подією “число вічок, що випали, кратне п’яти”. 
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У попередньому пункті було дано означення частоти події. 
Зверн
ій, пов’язаних з даним 
ї А та В несумісні, то νn(А + В) = νn(А) + νn(В). 
 подія А 
νn(А + В)=
емо увагу на те, що частота події це функція νn(А), аргументом 
якої є подія А. 
Розглянемо властивості цієї функції. 
1. Область визначення: множина всіх под
експериментом. 
2. Множина значень: [0, 1]. 
3. νn(Ω) = 1. 
4. νn(∅) = 0. 
5. Якщо поді
Дов ед енн я . Нехай у результаті n випробувань
відбул лася k разів, а подія В – m разів. Оскі ьки подія АВ неможлива, 
то в результаті даного експерименту подія А + В відбулася k + m разів. 
Тоді  
=+=+
nnn
mkmk  νn(А) + νn(В). 
Множину всіх подій  – літерою ℱ. Якщо А подія, то пишуть А∈ℱ. 
Прикладів стохастичних експериментів, які ми розглянули, й 
подібних прикладів, можна навести безліч. У свою чергу, такі 
приклади підказують і загальну схему для побудови стохастичних 
експериментів: візьмемо довільну множину Ω і будемо “навмання” 
вибирати елементи цієї множини. Цей вибір буде загальною моделлю 
стохастичного експерименту.  
Далі основна увага приділяється випадку, коли простір 
елементарних подій скінченний. Таку частину теорії ймовірностей 
(услід за А.М. Колмогоровим) називають елементарною теорією 
ймовірностей. 
 
§2. Основні поняття теорії ймовірностей 
 
1. Аксіоматичне означення ймовірності. Розглянемо довільну 
множину, яка складається з n елементів 
Ω = {ω1, ω2, ...,  ωn}. 
Означення 1. Подією називається будь-яка підмножина 
множини Ω, включаючи порожню множину ∅, яка називається 
неможливою подією, і саму множину Ω, яка називається вірогідною 
подією. Одноелементні підмножини називаються елементарними 
подіями. 
Події позначатимемо великими літерами латинського алфавіту. 
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Означення 2. Ймовірністю події А називається числова функція 
Р(А), 
p1, P({ω2}) = p2,…, P({ωn}) = pn, числа p1, p2, ..., pn – 
’  й
й
3. ї події А знаходиться як сума ймовірностей 
рності. 
ть не всі 
підмн
і и
Класичне означення ймовірності. Розглянемо частковий 
випад
яка визначена на множині подій ℱ і має такі властивості. 
1. Р(∅) = 0. 
2. P({ω1}) = 
невід ємні й p1 + p2 + … + pn  = 1. Числа p1, p2, …, pn – мовірності 
елементарних поді . 
Ймовірність довільно
елементарних подій, з яких складається подія А. 
Властивості 1–3 називаються аксіомами ймові
Примітка. У загальному випадку під подіями розумію
ожини множини Ω, а тільки ті, які належать виділеній алгебрі 
підмножин. 
Далі ф гурні дужк  для запису елементарних подій писати не 
будемо. 
 
. 2
ок уведеного означення. Будемо вважати, що всі n елементарних 
подій мають одну і ту ж ймовірність, тобто ймовірність, що дорівнює 
числу 
n
1  (бо сума всіх ймовірностей елементарних подій за аксіомою 
2 повинна дорівнювати 1). Тоді ймовірність довільної події А легко 
визначити: досить підрахувати кількість елементарних подій з яких 
складається подія А (цю кількість позначимо через m) і поділити на 
кількість усіх елементарних подій. Отже,  
n
mA =)(P . 
Якщо ймовірність події визначається за допомогою цього 
відношення, то таке означення ймовірності називається класичним. 
Ті елементарні події, з яких складається подія А, називають подіями 
(випадками), що сприяють появі події А. Тому в літературі часто 
можна зустріти таке означення ймовірності. 
Означення. Ймовірністю події А називається відношення 
кількості випадків, що сприяють появі події А, до кількості всіх 
випадків. 
 
3. Дії над подіями. Оскільки події – це множини, то над подіями 
можна виконувати ті ж операції, що й над множинами.  
Означення 1. Сумою (або об’єднанням) А + В подій А та В 
називається об’єднання відповідних множин (тобто подія, яка 
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складається з елементарних подій, що входять до складу події А або 
події В, або до обох разом). 
Означення 2. Добутком (або перетином) АВ подій А та В 
називається перетин відповідних множин (тобто подія, яка скла- 
дається з усіх елементарних подій, які спільні для обох події А і В). 
Означення 3. Подією протилежною до події А називається по- 
дія A , яка складається з усіх елементарних подій, які не входять в А. 
Означення 4. Різницею А – В подій А та В називається різниця 
відповідних множин (тобто подія, яка складається з елементарних 
подій, що входять до події А і не входять до події В). 
Означення 5. Події А та В називаються несумісними, якщо 
АВ = ∅. 
Теорема 1. Якщо події А та В несумісні, то 
Р(А + В) = Р(А) + Р(В). 
Дов ед енн я . Нехай А = {ω1, ω2, ..., ωk}, B = {ωk+1, ωk+2, ..., ωn}. 
Тоді А + В={ω1, ω2, ..., ωk, ωk+1, ωk+2, ..., ωn}, бо АВ = ∅, 
Р(А) = Р(ω1) + Р(ω2) +...+ Р(ωk), Р(B) = Р(ωk+1) + Р(ωk+2) +…+ Р(ωn). 
Отже, Р(А + В) = Р(ω1) + Р(ω2) +...+ Р(ωk) + Р(ωk+1) + Р(ωk+2) +...+ Р(ωn) 
=Р(А)+Р(В). 
Теорема 2. (теорема додавання) Р(А + В) = Р(А) + Р(В) – Р(АВ). 
Дов ед енн я . Нехай А і В довільні події: 
А = {ω1, ω2, ...,ωm, ωm+1, ..., ωk}, В = {ωm, ωm+1, ..., ωk,ωk+1, ωk+2, ..., ωn}. 
Тоді А+В = {ω1, ω2, ..., ωm, ωm+1, ..., ωk, ωk+1, ωk+2, ..., ωn}, AB = {ωm, 
ωm+1, ..., ωk}.  
Розглянемо Р(А) + Р(В) =[Р(ω1) + Р(ω2) +...+ Р(ωm) + 
 Р(ωm+1) +...+ Р(ωk)] ++ [Р(ωm) + Р(ωm+1) +...+ Р(ωk) + Р(ωk+1) 
+ Р(ωk+2) +...+ Р(ωn)] == [Р(ω1)+Р(ω2)+...+Р(ωm)+Р(ωm+1)+...+ Р(ωk) + 
Р(ωk+1) + Р(ωk+2)+...+Р(ωn)]++ [Р(ωm) + Р(ωm+1) +...+ Р(ωk)] = Р(А+В) + 
Р(AB). 
Звідси маємо Р(А + В) = Р(А) + Р(В) – Р(АВ). 
Теорема 3. Р( A ) = 1 – Р(А). 
Дов ед енн я . Оскільки А + A  = Ω, а події А та A  несумісні, то 
за третьою властивістю ймовірності та теоремою додавання маємо: 
Р(А + A ) = Р(Ω); Р(А) + Р( A ) = 1; Р( A ) = 1 – Р( A ). 
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§3. Умовні ймовірності 
 
1. Означення умовної ймовірності. Розв’язання задач теорії 
ймовірностей починається з вибору математичної моделі. При 
визначенні ймовірностей подій часто виникають певні труднощі. Для 
їх подолання вводяться нові поняття. Одним з них є поняття умовної 
ймовірності. Спочатку розглянемо приклад. 
Навмання на шахову дошку розміру 8×8 ставиться 
ферзь (рис. 1). Нехай подія А – ферзь попадає у верхній 
лівий квадрат (надалі цей квадрат позначатимемо 
буквою А), В – попадає у нижній правий квадрат (а цей 
квадрат позначатимемо буквою В). Тоді Р(А) = 25/64, 
Р(A) = 36/64, Р(AB) = 9/64. 
 
рис. 1 
Припустимо, що подія В відбулася – ферзь у квадраті В. Тоді 
ймовірність того, що він попав і в квадрат А, дорівнює 9/36. 
Позначимо цю ймовірність символом Р(А|B) = 9/36. (При відшуканні 
цієї ймовірності ми по суті мали справу з іншим стохастичним 
експериментом: ферзь навмання ставили у квадрат В, і відшукували 
ймовірність того, що він попадає в ту частину квадрату А, яка є 
спільною з квадратом В). 
Неважко помітити, що для цих ймовірностей має місце 
співвід шно ення: 
363664)(
)( =⋅
9649)( ⋅=ΒΡ
ΑΒΡ
ністю події А а умови, що відбулася подія В, називається 
число
=BAP . 
Це співвідношення не випадкове. Якщо замість А та В 
розглянути інші подібні події, то матиме місце та сама залежність.  
Означення 1. Нехай А і В довільні події і Р(В) ≠ 0. Умовною 
ймовір  з
 
)(ΒP
)()( ΑΒ= PP BA . 
асто цей наслідок називають теоремою множення. 
Означення 1. Д лежними, якщо 
 ) 
ли незалежними необхідно й 
остатньо, щоб виконувала
Наслідок. Р(АВ) = Р(А|В)Р(В). 
Ч
 
2. Незалежні події. 
ві події А та В називаються неза
Р(А|B) = Р(A) або Р(B|A) = Р(В)  (1
Теорема 1. (Необхідна й достатня ознака незалежності двох 
подій). Для того, щоб події А та В бу
д ся рівність 
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 Р(АB) = Р(A)Р(В)  (2) 
Необхідність. Якщо под ні, то  
= Р(A)  (3) 
а означенням умовної ймовірності  
Дов ед енн я . 
ії А і В незалеж
 Р(А|В) 
З
 
)(
)(
B
ABA
P
PP =  (4)( B ) 
Оскільки ліві частини рівностей (3) і (4) однакові, прирівняємо їх 
праві частини. Маємо 
)(
)()(
B
ABA
P
PP = . Звідки Р(АВ) = Р(А)Р(В). 
ні. Поділимо праву і ліву частину рівності (2) н
Достатність. Нехай має місце рівність (2). Покажемо, що події 
А та В незалеж а Р(В). 
Маєм )(
)(
)( A
B
AB Ρ
Ρ
Ρ = . Оскільки за означенням умовної ймовірності о 
)(
)()(
B
ABBA
Ρ
ΡΡ = , то Р(А) = Р ). О ж дії та В незалежні.   
ться незалежними в 
сукуп
(А|B т е, по А 
Означення 2. Події А1, …, Аn  називаю
ності, якщо  
Р ( )
riii
AAA ...
21
= Р ( )
1i
A Р ( )
2i
A …Р ( )
ri
A  
для всяких комбінацій r подій з n, r = 2, 3, …, n. 
Примітка. З попарної незалежності подій не випливає 
незалежність подій у їх сукупності. Це можна проілюструвати на 
такому прикладі С.Н. Бернштейна. Грані правильної трикутної 
піраміди зафарбовані так: одна грань зелена, друга – синя, третя – 
жовта, а четверта грань зафарбова  трьома кольорами: зеленим, 
си , жовтим. При підкиданні піраміди 
на
нім вона стає на одну з граней з 
ймовірністю 41 . Н піраміда стала на грань з зеленим 
 на г кольором, С – на грань з жовтим 
кольо
ехай А подія: 
кольором, В –  рань з синім 
ром. Тоді Р(А) = Р(B) = Р(С) = 21 ; Р(АB) = 41  = Р(А)Р(B), Р(АС) 
= 41   = Р(А)Р(С), Р(BС) = 41  = Р(В)Р(С). 
Але Р(АBС) = 41  ≠  Р(А)Р(B)(С). 
Приклад  1. З колоди, яка містить 36 карт, навмання виймають 
одну карту. Позначимо через А подію – вийнята карта дама, через В – 
вийнята карта піка. Чи є ці події незалежними? 
Роз в ’ я з ання . Зробимо перевірку, скориставшись означенням: 
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Р(А) = 1/9; Р(В) = 1/4; оскільки подія АВ означає, що витягнута карта 
пікова дама, то Р(АВ) = 1/36. Отже, Р(АВ) = Р(А)Р(В) і за теоремою 1 
події 
П нього, 
але вит т ( 36 
 джокер). Чи будуть в цьому 
випадку події А та В незалежними? 
Отже, події А та В не є н
 
ті. Нехай В1, В2, ..., Вn такі 
попарно несумісні події, що В1 + В2 + .
має місце співвідношення: 
А = АВ1 + АВ2 +
(цей факт допоможе зрозуміти рис. 2).
Тоді Р(А) = Р (АВ2) + ... 
А та В є незалежними. 
рикл ад  2. Розглянемо приклад подібний до поперед
ягуватимемо карту з колоди, яка складається з 37 кар
звичайних і одна карта без масті –
Роз в ’ я з ання . В цьому випадку маємо:  
Р(А) = 4/37, Р(В) = 9/37, Р(АВ) = 1/37. Р(АВ) ≠ Р(А)Р(В). 
езалежними. 
3. Формула повної ймовірнос
.. + Вn = Ω. Яка б не була подія А 
 ... + АВn  
 
(АВ1) + Р
+ Р(АВn) = ∑
=
 множення 
маємо: Р(А) = 
= (А|Bi). 
Одержана формула називається 
 повної ймовірності легко 
держати формули  
 
рис. 2 
n
i
iAB
1
)(Ρ  
і на основі теореми
∑
=
n
i
iAB
1
)(Ρ ∑
=
n
i
iB
1
)(Ρ ⋅Р
формулою повної ймовірності. З формули
о
, ..., ,2 ,1,
)|()( BAB PP
|()(
1
)BAB
n
k
kk
i ∑
)( | niAB ii ==
=
P  
и 
PP
які називаються формулами Байєса. 
 
§4. Випадкові величин
 
1. Поняття випадкової величини. Під випадковою величиною 
розуміють числову величину, яка з’являється в результаті 
стохастичного експерименту. Зрозуміло, що випадкова величина 
повинна бути пов’язана з елементарною подією: відбулася подія – 
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випадкова величина набула певного значення.  
вець отримує одне очко, при 
випад
К
Цей ви означимо її 
через ξ. Множ
ій є множина Ω = {ω , ..., ω6}, де 
ω  вип і в  елементарній 
ч
2 3 4 5 6
, що ймовірність появи 0 вічок дорівнює 
1/4, йм  
, що з’явилися відповідно в результаті першого та 
другого На кожну елементарну подію можна 
д к двох поді лися в
р   
події по ь суму
ві о величину ξ: сума н ень 
{0
Приклад  1. Гра в орлянку має такі правила: підкидається 
монета, при випаданні герба гра
анні цифри – нуль очок. Простором елементарних подій є 
множина Ω = {ω1, ω2}, де ω1 – випадання герба, ω2 – випадання цифри. 
ожній елементарній події поставимо у відповідність число очок 
(виграш) ω1→1, ω2→0. 
граш є прикладом випадкової величини. П
ина значень ξ: {0, 1}. 
Приклад  2. Випробування полягає в підкиданні грального 
кубика. Простором елементарних под 1
j адання гран  з j ічками. Кожній події поставимо у 
відповідність исло вічок на грані: 
ω1→1, ω →2, ω →3, ω  →  4, ω →5, ω  → 6. 
Отже, маємо випадкову величину ξ – число вічок на грані. 
Множина значень ξ: {1, 2, 3, 4, 5, 6}. 
Приклад  3. Випробування полягає в тому, що двічі 
підкидається шайба циліндричної форми, на поверхні якої 
знаходяться вічка: на одній основі 0 вічок, на другій 1 вічко, на бічній 
поверхні 2 вічка. 
Шайба має такі розміри
овірність появи 1 вічка – 1/4, ймовірність появи 2-х вічок – 1/2.  
Елементарною подією буде впорядкована пара чисел, які є 
кількістю вічок
 підкидань шайби. 
ивитися, як на добуто  й, що послідовно відбу  
езультаті підкидань шайби.
Кожній елементарній ставимо у відповідніст  
ч к. Маємо випадкову 
, 1, 2, 3, 4}. 
 вічок. Множи а знач ξ: 
ω1 = ( 0, 0 ) → 0,  P(ω1)=
16
1
4
11
4
=⋅ , ω2 = ( 0, 1 ) → 1,   P(ω2)= 
16
1
4
1
4
1 =⋅ , 
ω3 = ( 1, 0 ) → 1,  P(ω3)= 
1644
11 = , 4 = ( 1, 1 ) → 2,   P(ω4)= 1⋅ ω
16
1
4
1
4
1 =⋅ , 
ω5 = ( 0, 2 ) → 2  P(ω5)= 
824
=⋅ , ω111 6 = ( 2, 0 ) → 2,   P(ω6)= 
842
=⋅ , 
ω
111
7 = ( 1, 2 ) → 3,  P(ω7)= 
8
1
2
1
4
1 =⋅ , ω8 = ( 2, 1 ) → 3,   P(ω8)= 
8
1
4
1
2
1 =⋅ , 
ω = (9  2, 2 ) → 4,  P(ω9)= 
422
=⋅ . 111  
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Ω = {ω , ω , ω , ω , ω , ω1 2 3 4  5  6  7  8  9 , ω , ω , ω }. 
З прикладу 3 видно, що кількість різних значень випадкової 
величини не обов’язково збігається з кількістю простору 
елемен
елементів 
ть різним ω ∈ Ω, 
не обов’я можлив значення 
випадкової величини ξ через x1, x2, ..., xk (де k ≤ n). 
удеться одна з елементарних подій ωj, 
така ця подія {ξ = xi} = {ω: ω∈Ω, ξ(ω) = xi}. 
Позначимо через pi ймовірність ξ = }.   
pi = P{ξ = xi} = P ω: (ω  x =
тарних подій, бо різним елементарним подіям можуть 
відповідати однакові значення випадкової величини. 
Означення 1. Випадковою величиною називається всяка числова 
функція ξ = ξ(ω), яка визначена на множині елементарних подій. 
Серед можливих значень ξ(ω), що відповідаю
зково всі різні. Позначимо різні і 
Розглянемо подію, яка полягає в тому, що ξ = xi, i = 1, 2, ..., k. 
Подія відбудеться, коли відб
що ξ(ωj) = xi. Отже, 
події {
ξ
xi Тоді
{ ω∈Ω, ) = i} ∑
= ix)( : 
)(
ωξω
ωΡ . 
в
k
Тепер ми можемо кожному значенню xi випадкової еличини ξ 
поставити у відповідність pi. 
Означення 2. Таблиця 
ξ x1 x2 x3 ... x
p p1 p2 p3 ... pk
де у 
в
функцію  величини 
ξ. (В літературі частіше цю таблицю зивають розподілом випадкової 
величи роз о p1 + pk 
верхньому рядку стоять всі можливі значення випадкової 
еличини ξ, у нижньому – відповідні ймовірності pi цих значень, задає 
, яка називається функцією ймовірності випадкової
 на
ни ξ). З уміло, щ  + p2 + ... = 1. 
 
2. Математичне сподівання.  
Означення 1. Математичним сподіванням випадкової величини 
ξ називається число Мξ, яке визначається формулою 
Μξ =∑
Ω∈ω
ωωξ )()( Ρ . 
Часто замість терміну м ематичне с одівання 
використовується термін: середнє значення випадкової величини. Для 
того, щоб зрозуміти зміст цього поняття, розглянемо приклад. 
Приклад  1. Будемо підкидати гральн
ат  п
ий кубик. Цьому 
стохастичному експерименту відповідає простір елементарних подій 
 
Ч а с т и н а  І. Елементарна теорія ймовірностей 18
Ω = { ω3, ω4, ω5, ехай 
дослідник у результаті кожного підкидання отримує стільки умовних 
одиниць виграш
Знайдемо її математичне сподівання: 
Мξ = 
ω1, ω2, ω6}, де ωj – випадання грані з j вічками. Н
у, скільки випало вічок.  
Розглянемо випадкову величину ξ(ωі) = i, яка кожному 
підкиданню кубика ставить у відповідність виграш, що дорівнює 
числу вічок. 
∑
∈ω
ωω
Ω
ξ )  = ξ( P(  + ω2)P 2) + (ω3 (ω3) +  
ξ + ξ(ω5)P(ω5) + ξ(ω6)P(ω6). 
Нехай   наступне 
число разів: 
Подія ω1 ω2 ω3 ω4 ω5 ω6
()( Ρ ω1) ω1) ξ( (ω  ξ )P
+ (ω4)P(ω4) 
 у результаті n підкидань елементарні події відбулися
Число появ k1 k2 k3 k4 k5 k6
(k1 + k2 + k3 + k4 + k5 + k6 = n). 
При великому n можна вважати, щ ω ≈о P( i)  n
k i . Тоді 
Мξ≈
))()()()()()( 65544332211 kkkkkkn
⋅+⋅+⋅+⋅+⋅+⋅ ωξωξωξωξωξωξ . (1 6⋅
Вира в дужках – це загальний виграш, що відповідає n 
підкид
 
ї
 
з  
анням кубика. Тоді Мξ це середнє арифметичне виграшу, що 
відповідає одному підкиданню кубика. 
Приклад  2. Пригадаємо приклад 3 попереднього пункту про 
підкидання двох шайб. 
Знайдемо математичне сподівання випадково  величини ξ – 
сума вічок. Мξ = ξ(ω1)P(ω1) + ξ(ω2)P(ω2) + ... + ξ(ω9)P(ω9) =
.5.2
4
14
8
13
8
13
8
12
16
12
16
111110 ⋅+⋅= 
1616
=⋅+⋅+⋅+⋅+⋅+⋅+  
оділ випадкової величини ξ, тобто складемо 
е  всі можливі значення 
 величини ξ, а в другому – ймовірності, з якими випадкова 
 у, що ξ = 0. Ця подія 
я а дія ω1. Тоді  
Побудуємо розп
таблицю, де в першому рядку запиш мо
випадкової
величина ξ набуде цих значень. 
Розглянемо подію, яка полягає в том
відбудеться, коли відбудетьс  елементарн по
16
1P({ξ = 0}) = Р({ω1}) = . 
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Аналогічно: 
P({ξ = 1}) = Р({ω2, ω ) = Р ω2) + (ω3) = 16
2 ,3} ( Р  
16
5
8
1
8
1
16
1 =++P({ξ = 2}) = Р({ω4, ω , ω }) = Р(ω ) + Р(ω ) + Р(ω ) = 5 6 4 5 6 , 
P({ξ = 3}) = Р({ω7, ω8}) = Р(ω7) + Р(ω8) = 16
4
8
1
8
1 =+ ,  
P({ξ = 4}) = Р({ω9}) = 16
4 . 
ξ 0 1 2 3 4 
p 
16
1  
16
2  
16
5
 
16
4  
16
4  
Звідси  
x1p1+x2p2+x3p3 + x4p4 + x5p5=
.5.2404443522110 ==⋅+⋅+⋅+⋅+⋅  
161616
Результат обчислення збігається з ем ичним сподіванням 
випадкової величини ξ. Це не випадково, бо 
161616
мат ат
Мξ =∑
Ω∈ω
ωωξ )()( Ρ  = ξ(ω1)P(ω1) + ξ(ω )P(ω2
+ x2[  + x3[P(ω4) + P(ω5  P(ω6)] + x4[P(ω7) + P(ω8)]+x5P(
ω9)= x
+x5P{ξ = x5}=
1i
ii px . 
ξ x1 x2 3 ... xk
2) + ... + ξ(ω9)P(ω9) = x1P(ω1) 
P(ω2) + P(ω3)] ) +
1P{ξ = x1} + x2P{ξ = x2} + x3P{ξ = x3}+ x4P{ξ = x4}+ 
5∑
=
Теорема. Нехай випадкова величина ξ має розподіл: 
x
p p1 p2 p3 ... pk
Тоді для довільної функції f, яка визначена на множині значень 
випадкової величини,  
. 
я . За означенням математичного сподівання 
∑
=
= k
i
ii pxff
1
)()(ξM
Дов ед енн
∑
Ω∈
=
ω
ωωξξ )())(()( PM ff . 
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Згруп , що ξ(ω) = x . Тоді  
рупи маємо: f(ξ(ω)) = f(x ), отже, 
уємо доданки вигляду f(ξ(ω))P(ω) у такі групи i
∑ ∑ ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
=i ix x
ff
)(:
)())(()(
ωξω
ωωξξ PM . 
Але в межах однієї г i
ii
x
i
x
pxfxff
ii
)()()()())((
)(:)(:
== ∑∑
== ωξωωξω
ωωωξ PP . 
Тому 
∑
=
  =
i
ii pxff
1
.)()(ξM  k 
Наслідок.  
.∑=
i
ii pxξM  
Справді, по в умові теоре x
Отже, знаю оділ випадко в можна знайти 
математи . потрібно
випад ї
Механічний зміст м ання: якщо в точки 
прям  абсцисами x1, x2, ..., xk покласти маси p1, p2, ..., pk, то 
абсциса центру цієї системи матеріальних  дорівнює 
= Мξ, бо ∑
Властивості математичного
Властивість 1 Якщо С – стала . 
в  я
Як  С– стала, то (С ) = СМ . 
Дійсно
кладемо ми f( ) = x. 
чи розп вої еличини, 
чне сподівання цієї величини Для цього  значення 
кової величини помножити на хні  ймовірності й скласти 
отримані добутки. 
атематичного сподів
ої лінії з
мас   точок
p∑ ii px i = 1. 
 сподівання. 
. , то М(С) = С
Сталу С можна розглядати, як випадко у величину, ка набуває 
лише одного значення С з ймовірністю одиниця. Тому М(С) = С·1 = С. 
Властивість 2. що М ξ ξ
, 
М(Сξ) =∑
Ω∈ω
ωωξ )()( ΡC  = С∑
Ω∈ω
ωωξ )()( Ρ  = СМξ. 
Властивість 3. атематичне сподівання суми випадкових 
величин ξ і η дорівнює
М
 сумі математичних сподівань цих величин: 
М η. 
М(  + ) =
(ξ + η) = Мξ + М
Дійсно,  
( )( )∑ + ( )( )∑
Ω
ξ η
Ω∈ω
ωωηωξ )() =( P
∈
+
ω
ωωηωωξ )(()P  = )P(
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∑∑ ωωη=
Ω∈ω
ωωξ )  +(( )Ρ  
Ω∈ω
)  =((  М η. 
і η, які набувають 
відповідно значень {x1, x2, ...,xk}, {y1, y2, ...,ym}, називаються 
незалежними, якщо 
 
сть 4. Математичне сподівання добутку незалежних 
випадкових вели дорівнює добутку математичних сподівань 
цих величин: 
М(ξ = Мξ·Мη. 
Дов ед енн я . Нехай розподіли випадкових величин ξ і η 
)P ξ + М
Означення 2. Випадкові величини ξ 
P{ξ = xi, η = yj} = P{ξ = xi}·P{η = yi}, i = 1,…, k, j = 1,…, m. 
Властиві
чин ξ і η 
η) 
задаються відповідно таблицями: 
ξ x1 x2 x3 ... xk η y1 y2 y3 ... ym
p p1 p2 p3 ... pk P P1 P2 P3 ... Pm
Згідно з означенням математичного сподівання  
( )()())( ωωηωξξη
ω
PM ∑
Ω∈
= . 
Згрупуємо доданки вигляду ξ(ω)η(ω)P(ω) у такі групи, що ξ(ω)=xi, 
η(ω)= j. Тоді  
М(
m n
)()()( ωωηωξ P  = m n ji yx )(ωP = 
i j x
ji
i
yx
1 1 )(,)(:{
)(
ωηωξω
ωP
y
ξη) = ∑∑ ∑
= = ==i j yx ji1 1 })(,)(:{ ωηωξω = = ==i j yx ji1 1 })(,)(:{ ωηωξω
m n m n
∑∑ ∑
∑∑ ∑
= = == y j }
= ∑∑
= =
=== ji yx })({}) ωηω P  
i 1
}
j
jj yy
1
})({ ωηP  = МξMη.   
Приклад  Ва  взя уча  у азартній грі, 
умови якої такі: прав  хі  грі грн. Учасник 
альний кубик і отримує виграш, який дорівнює в гривнях 
ш, що 
відповідає одному підкиданню кубика. Якщо  > Мξ, то в даній грі 
 р
 
 
i j
ji yx
1 1
({ξP
 =∑ =m ii xx )({ ωξP n
=
∑
=
=
 3.
внесок
м
 за 
 запропонували ти 
становить
сть
о на д у  a  
підкидає гр
числу вічок, що випали. За яких умов є сенс грати? 
Роз в ’ я з ання . Знайдемо ξ, це середній виграМ
a
брати участь не ва то. Якщо a  < Мξ – можна спробувати. 
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3. Диспе
Означен
рсія. 
ня 1. Дисперсією випадкової величини ξ називається 
матем адкової величини (ξ – Мξ)2  
ξ)2}. 
  
ξ x1 ... xk
атичне сподівання вип
Dξ=М{(ξ – М
Користуючись цим означенням, знайдемо дисперсію випадкової 
величини ξ, яка має розподіл
x2 x3
p p1 p2 p3 ... pk
Для ц
1. Зна и ξ: 
i
ii
1
2. Зна в кту. 
Ма
ього: 
йдемо математичне сподівання випадкової величин
∑= k pxξM . 
=
йдемо Dξ, икориставши теорему з попереднього пун
k
тимемо: ∑
=
Властивість 1. Dξ= М
математичного 
сподів
D  
Властивість 2. Якщо С – стала, то D(С) = 0. 
ня
. 
о в ед енн я . 
D(Сξ)= M(С2  =С2(M(ξ2) – 
M2(ξ))=С2Dξ. 
η
= ) 
−=−=
i
ii px
1
22 )())(( ξξξξ MMMD . 
Властивості дисперсії. 
ξ2 – (Мξ)2. 
Справді, користуючись властивостями 
ання, отримаємо  
ξ =M(ξ – Mξ)2 = M(ξ2 – 2ξMξ + (Mξ)2) = Mξ2 – M(2ξMξ) +
M(Mξ)2 = 
= Mξ2 – 2MξMξ + (Mξ)2 = Mξ2 – (Mξ)2. 
Дов ед ен . D(С) = M(С2) – M2(С) = С2 – С2 = 0. 
Властивість 3. Якщо С – стала, то D(Сξ) = С2·Dξ
Д
ξ2) – M2(Сξ) = С2M(ξ2) – С2M2(ξ)
Властивість 4. Дисперсія суми двох незалежних випадкових 
величин ξ і η дорівнює сумі їх дисперсій 
D(ξ + ) = Dξ + Dη. 
Дов ед енн я . D(ξ + η) = M(ξ + η)2 – M2(ξ + η) = 
 M(ξ2) + 2M(ξ)M(η) + M(η2) – M2(ξ) – 2M(ξ)M(η – M2(η) = 
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= (M(ξ2) – M2(ξ ) + (M(η) D +2) – M2(η)) = ξ  Dη. 
Нарівні з дисперсією використовують квадратний корінь з неї  
ξσ ξ D= . 
Величину ξσ  називають середнім квадратичним відхиленням. 
Вона м
 
и цьому ймовірність успіху дорівнює р, тоді ймовірність 
н  
складається з  послідовних незалежних випробувань Ці 
ви
 е
ипробувань Бернуллі подія А 
комбінацій з 4 
елементів по 2, тобто . випробування незалежні, 
маємо = P{УУНН} + P{УНУН} + P{УННУ} + P{НУУН} + 
P{НУ
+P{ННУУ} = P{У}⋅P } + … + ⋅P{Н}⋅P{У}⋅P{У} = 
= pp(1 – p)(1 – p) + … + p 2 p)2 = p2(1 – p)2. 
коли n і m довільні числа (m ≤ n), можна 
пров ння. Тоді (якщо позначити через pnm 
ймовірності Р{ξ = n. 
 
біноміальним (біномн
Приклад  1. н е ання й дисперсію 
ає ту ж розмірність, що й випадкова величина ξ.  
§5. Біноміальний розподіл 
 
Розглянемо випробування, в якому може спостерігатися подія А; 
настання події А будемо далі називати успіхом, а ненастання – 
невдачею; пр
евдачі дорівнюватиме 1–p. Проведемо експеримент, який
n . 
пробування називають випробуваннями Бернуллі. 
Розглянемо випадкову величину ξ: число успіхів у n 
випробуваннях Бернуллі. Знайдемо розподіл ξ, тобто знайд мо 
ймовірність того, що при проведенні n в
відбудеться m разів (m = 0, 1, 2, ..., n). 
Проведемо міркування у випадку, коли n = 4, m = 2. Позначимо 
через У та Н два можливі наслідки i-го випробування (тобто успіх або 
невдача). Розглянемо подію {ξ=2}: 
{ξ = 2} = {УУНН, УНУН, УННУ, НУУН, НУНУ, ННУУ} 
Ця подія відбудеться, коли відбудеться одна з перелічених 
елементарних подій, їх  стільки, скільки існує 
 C4
2 Враховуючи, що 
 Р{ξ = 2} 
НУ}+ 
{У}⋅P{Н}⋅{Н P{Н}
2
4Cp(1 – )p(1 – p) = 6p (1 – 
У загальному випадку, 
ести аналогічні міркува
 m}) mnmmnnm pCp
−−= )1( , m = 0,1,2,…,p
Цю формулу  називають формулою Бернуллі, а відповідний розподіл –
им) з параметрами (n, p). 
З айти мат матичне сподів
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випадкової величини, яка зподіл. 
ки  
2 2  p) = p,  
то 
 ,
Мξ = np, Dξ = npq. 
ти найімовірніше значення випадкової 
, яка має біноміальний розподіл з параметрами (n, p). 
 цю задачу означає: знайти номер найбільшого члена 
вності p , p , p , …p . Для цього розв’яжемо відносно k 
 має біноміальний ро
Роз в ’ я з ання . Позначимо через ξk число появ події А у k-му 
випробуванні, ξk може набувати двох значень: 1 з ймовірністю p (А 
відбулася) і 0 з ймовірністю q (А не відбулася). Тоді  
ξ= ξ1 + ξ2 +...+ ξn. 
Оскіль
Мξk = 1 ·p +0 ·(1 –
Мξ = Мξ1+. . . + Мξn = np. 
Знайдемо Dξ. Оскільки  
2
kξ = ξk, Dξk = M 2kξ – (Мξk)2 = p – p2 = pq,  
де q = 1 – p, і випадкові величини ξ1  ξ2, ..., ξn попарно незалежні, то  
Dξ = Dξ1+ Dξ2+...+Dξn = npq. 
Отже,  
Приклад  2. Знай
величини
Розв’язати
послідо n0 n1 n2 nn
нерівність: 1)1( ≥+knp . 
nkp
Ця нерівність рівносильна таким:  
1)1(1
)1(
1 −+≤⇔≥+⇔≥− npkqkqpC knkkn
n . 
о, що коли
)( − pknq
Звід им  p(n + 1) ціле, то матимемо два найімовірніших 
значенн  – 1 , інакше – одне значення: [p(n + 1)]. 
м, 
вик ю 
мож ня 
й  величини, що має біноміальний 
 (n, p), в проміжок [a, b]. Якщо покласти 
–
1+ pC k 11 −−+ knk
си бач
я: p(n + 1) і p(n + 1)
Для розв’язування задач, пов’язаних з біноміальним розподіло
ористовуються таблиці біноміальних ймовірностей. Корисно
е стати програма Bin_dstrb, яка служить для знаходжен
мовірності попадання випадкової
 з параметрамирозподіл
a = b = k ∈ N, то отримаємо біноміальні ймовірності pnk = Cnk pk(1 
 p)n-k.  
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program Bin_dstrb; 
cons
nn
var 
i, n: integer;  
p, x, a, b, pab: real;  
f:
l; 
var 
:=f[0] else brd_1:=brd_1(f,n-
1,x) 
end; (* brd_1 *) 
begin 
(n, p, a, 
b);for i:=0 to n do if (i<trunc(a)) or 
(i>trunc(b)) then f[i]:=0 else f[i]:=1; 
pab:=brd_1(f, n, p);  
writeln(pab); 
 
§ .
Теорем . Тоді для 
 
t 
 = 10; 
type 
sequ = array[0..nn] of real; 
 sequ; 
function brd_1(f: sequ; n: integer; x: real): 
rea
i: integer; 
begin 
for i:=0 to n-1 do f[i]:=f[i]*(1-x)+f[i+1]*x; 
if n=1 then brd_1
writeln('Введiть n, p, a, b'); read
end. 
6  Закон великих чисел 
 
1. Нерівності Чебишова. 
а. Нехай ξ невід’ємна випадкова величина
довільного ε >0 
Р{ξ ≥ ε} ≤ ε
ξΜ . (1) 
 
x2 < ... < xk: 
Дов ед енн я . Нехай випадкова величина ξ має розподіл, що
заданий таблицею, в якій можливі значення ξ розташовані в порядку 
зростання x1 < 
ξ x1 x2 x3 ... xk
p p p p ... p1 2 3 k
Нанесемо всі значення ξ на координатну пряму 
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Задамо довільне ε > 0. Нанесемо і його на координатну пряму
таке m, що 
. Тоді 
існує 
x1 <  xm+1 xk.
Розгл ξ
ξ ≥ ε} = Р({ξ = x } + {ξ = x +2} + ... + {ξ = xk}) = 
= P({ξ = x }) + P({ξ = m+2 k}) = pm+1 + pm+2 + ... + pk. 
е сподівання знизу, користуючись отриманою 
М
 x2 < ... < xm < ε ≤ < ... < 
янемо подію {  ≥ ε}, де ε > 0: 
{ξ ≥ ε} = {ξ = xm+1} + {ξ = xm+2} + ... + {ξ = xk}. 
Знайдемо ймовірність цієї події 
Р{ m+1 m
x }) + ... + P({ξ = xm+1
Оцінимо математичн
ймовірністю. 
ξ = ∑
=
 x1p1 + x2p2 + ... + xmpm + xm+1pm+1 + ... + xkpk = 
= (x1p1 + x2p2 + ... + +1 + xm+2 +2 + ... + xkpk) ≥ 
pk = 
Отж Мξ ≥ ε·Р{ξ≥ε}, звідки  Р{ξ ≥ ε} ≤
k
i
ii px
1
=
 xmpm) + (xm+1pm pm
≥ xm+1pm+1 + xm+2pm+2 + ... + xkpk = εpm+1 + εpm+2 + ... + ε
= ε(pm+1 + pm+2 + ... + pk) = ε·Р{ξ ≥ ε}. 
е,  ξΜ .   ε
Наслідок 1. Для довільного ε > 0 справедлива нерівність: 
 Р{|ξ – Мξ| ≥ ε} ≤ D2ξε . (2) 
|ξ – Мξ|≥ε і (ξ–Мξ)2≥ε2
еквівалентні, маємо  
{ ξ| ≥ ε} = P{(ξ – Мξ)2 ≥ ε2} ≤
Дов ед енн я . Розглянемо випадкову величину |ξ – Мξ|. Задамо 
довільне ε > 0. Оцінимо ймовірність події {|ξ – Мξ| ≥ ε}. Оскільки |ξ –
 Мξ| > 0, то можна скористатися нерівністю (1). Враховуючи, що 
нерівності  
 P |ξ – М  22
2)(
ε
ξ
ε
ξξ DΜΜ =− , де ε > 0.   
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Наслідок 2.  
 Р{|ξ – Мξ| < ε} 2D1 ξε−≥ . (3) 
 протилежної події. 
Нерівність (1) називають нерівністю Маркова, а нерівності (2) і 
(3) називаються нерівностями Чебишова.  
 розглянуто 
ій теорії цьому закону 
 під назвою: закон великих чисел. Розглянемо два з цих 
тверджень. 
Теорема Чебишова. Нехай ξ , ξ , ... , ξ , … – послідовність 
и 
математичними сподіваннями Мξi = (i = 1, 2, ..., n) і дисперсіями 
ξi ≤ c (i = 1, 2,..., n), с – стала. Розглянемо числову послідовність 
Досить в нерівності (2) перейти до
 
2. Теорема Чебишова. На початку посібника було
акон стійкості частот, який встз ановлено експериментально. В 
ф відповідає ряд тверджень, які ормальн
об’єднані
1 2 n
попарно незалежних випадковихі величин з однаковим
a  
D
⎭⎬
⎫
⎩⎨
⎧ <−+++= εξξξ a
n
p nn
...21Ρ , n = 1, 2, … . 
Тоді pn = 1. 
Дов ед енн я . Позначимо через 
 
∞→n
lim
nη  випадкові величини 
n
nξξξ ++ ...2 . Згідно з властивостями математичного сподівання +1
a
a
na
n
+(1 1ξM⎟⎠
⎞⎜⎝
⎛ +++=
n
n
n
ξξξη ...)( 21MM  = ==++ )...2 ξξ MM . 
Використовуючи властивост  умову теореми, оцінимо і дисперсії та
зверху дисперсію випадкової величини nη : 
n
c
nnn nn ⎠⎝ 212
nc =≤+++ 2)...(1 ξξξ DDD . 
Застосувавши до випадкової величини 
n =⎟⎞⎜⎛ +++= 21 ... ξξξη DD
nη  нерівність Чебишова (3) з 
попер л о еднього пункту, дістанемо, що для дові ьног ε > 0  
 { } 21 εηεη nn D−≥< , (1) 
а звідси  
ηnnp MP −=
∞→→−≥ n
nn 2
cp   ,11 ε . 
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Враховуючи, що ймовірність не може бути більшою від 1, матимемо 
lim
n→∞рn = 1. 
 
  
 з
 
3. Теорема Бернуллі. Нехай ξ(n) число появ події А при n 
послідовних незалежних випробуваннях, в кожному  яких ймовірність 
настання події А дорівнює р. Тоді 
24
11)( εε
ξ
n
p
n
n −≥⎭⎬
⎫
⎩⎨
⎧ <−P . (2) 
Дов ед енн я . Позначимо через ξk число появ події А при k-му 
же набувати двох значень: 1 з ймовірністю p (А 
 q (А не відбулася). Тоді ξ(n) = ξ1 + ξ2 + ... 
+ξn. До того ж М
випробуванні. ξk мо
ідбулася) і 0 з ймовірністюв
ξk  = 12·p + 02·(1 – p) = p, 
4
1
2
1
4
)( 222 ≤⎟⎠
⎞⎜⎝
⎛ −−=−=−= pppkkk ξξξ MMD  (k=1, 2, ..., n), 1
2
залишилось скористатись нерівністю (1). Зауважимо, що 
n
n)(ξ  це не 
що інше як частота νn події A. 
Наслідок (найпр тіш орма закону еликих чис ). 
∞→nlim
  
ос а ф  в ел
{ } 1=<− εν pnP  
Справді, для випадкових величин ξ1, ξ2,..., ξn, …, виконуються 
умови теореми Чебишова і тому 
∞→nlim { }εν <− pnP  = ∞→nlim 1...21 =⎭⎬
⎫
⎩⎨
⎧ <−+++ εξξξ p
n
nΡ . 
Смисл цього наслідку в тому, що з ймовірністю, як завгодно 
близькою до одиниці, можна стверджувати, що при досить великій 
кількості незалежних випробувань частота події як завгодно мало 
відрізняється від її ймовірності при окремому випробуванні. 
Приклад .  Скільки разів потрібно підкинути монету, щоб з 
ймовірністю не меншою, ніж 0.9, частота випадання герба 
відрізнялась від 21  не більше, ніж на 0.01? 
Застосуємо нерівність (2), отримаємо:  
9.0
01.042 2⋅⎭⎩ nn
11 ⎫⎨⎧ <−νP 101.0 ≥−≥⎬ , 
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а звідси n > 25000.  
 
ичини 
 
 величина може з’явитися, наприклад, тоді, коли 
простір елементарних п  
в ному випадку,  підмнож ,  
раніше розглянуто для скінченного випадку автоматично 
поширюєтьс випадок, крім, хіба що, замість сум 
з’являться числові ряди й потрібно вимагати їх збіжності. 
, у якому 
фіксована по же відбутис  відбутися з 
ймовірністю q = 1 – p. Такі випробування будемо проводити багато 
ення. Якщо у якомусь випробуванні 
називатимемо успіхом і 
позначатимемо буквою А е відбудеться, то таку 
 невдачею і позначатимемо буквою Н. Розглянемо 
складніший стохастичний експеримент: випробування проводитемо 
доти, доки не відбуд стір елементарних подій для 
цього експерименту такий: ω1 = У, ω2 = НУ, ω3 = ННУ, ω4 = НННУ, ... 
ним. Якщо випробування незалежні, 
то матимемо Р(ω1) = р, Р 2р Р(ωn) = qn – 1р, … . 
Означення 1. Розп  величини ξ, яка 
ює кількості невдач до першого успіху, називається 
геометричним розподілом. 
Отже, геометричний розподіл має ипадкова величина ξ 
множина значень якої це множина невід’ємних цілих чисел і 
ості цих значень  
рk = qk р. 
Перевіримо, що це справді діл. Дійсн
р0 + р р  +…+ = р + qр + q2р + … = р (1 + q + q2 + …) =
§7. Злічені випадкові вел
1. Випадкова величина ξ називається зліченою, якщо множина її 
значень злічена. 
Така випадкова
одій злічений, а за множину подій беруть, як і
скінчен множину всіх ин; так що все що було
я на злічений 
 
2. Геометричний розподіл. Розглянемо випробування
дія А мо я з ймовірністю р і не
разів без зміни умов їх провед
подія А відбулася, то таку подію 
У, якщо ж подія  н
подію називатимемо
еться подія А. Про
тобто, простір виявляється зліче
(ω2) = qр, Р(ω3) = q , ..., 
оділ ймовірностей випадкової
дорівн
 в
ймовірн
 розпо о,  
11 + ... + k 1− q
Знайдемо математичне сподівання й дисперсію ге
1 =p  
ометричного 
розподілу. Маємо: 
 
Ч а с т и н а  І. Елементарна теорія ймовірностей 30
Мξ =
∞∞ == k p∑∑
== 11 kk
k kqkp  р (q + 2q  + 3q  +…) = рq (1 + 2q + 3q  + …) = 
2 3 2
dq
dpq= (q + q2 + q3 +…) ( ) p
q
q
pq
qdq
dpq =−=⎟⎠
⎞⎜⎝
⎛ −−= 2111
1 . 
Дисперсію знайдемо за формулою Dξ = Мξ2 – (Мξ)2.  
(Мξ)2 = ∑∞
=
=
1
2
k
kpk ∑∞
=
р (q + 22q2 
 попередніх обчислень маємо: 
 =
=
1
2
k
kqkp  + 32q3 +…); 
З
1 + 2q + 3q2 + … ( )21 q−
1 ,  
си 
q + 2q2 + 3q3 +… =
звід
( )21 q−
звідси (диф
q ,  
еренціюванням по q) 
1 + 22q + 32q2 +… = ( )31
1
q
q
−
+ ,  
тому 
∑∞
=
=2 kqkpq
1k ( )31 q−
)1( qqp + =
2qq + . 2p
Отже,  
Dξ = 2p
q+ 2q 2⎟⎠
⎞⎜⎝
⎛−
p
q
2p
q= . 
 
3. Розподіл Паскаля і від’ємний біноміальний розподіл. 
Розгл
Знайдемо цей розподіл В ина ξ може приймати 
значе  = k), k = 0, 1, 2, ... 
через рk(r). Вона дорівнює ймовірності того, що r-ому успіху передує 
рівно k невдач. Ця подія може здійснитися тоді і лише тоді, коли серед 
янемо стохастичний експеримент такий, як і в п. 2. 
Означення 2. Розподіл ймовірностей випадкової величини ξ, яка 
дорівнює кількості невдач до r-го успіху, називається розподілом 
Паскаля з параметрами р і r. 
. ипадкова велич
ння 0, 1, ..., k, ... . Позначимо ймовірність Р(ξ
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r + k – 1 випробувань рівно k привели до невдачі, а наст  (r + k)-е 
випробування привело до успіху. Але ймовірність першої події за 
формулою 1−
р ) 
рk(r) = , k = 0, 1, 2, ..., 
де 
упне
 Бернуллі дорівнює числу kr qpC 1−+ , другої дорівнює р, 
отже, за теоремою добутку для незалежних подій  
 
krk
k(r) = krk kr qp1−+ .  (1
Цю фо  
C
рмулу переписують ще й так: 
krk
r qpC )(−−
)1)...(1)(( krrr +−−−−−C k r k!=− . 
Те, числа рk(r) задають розподіл, можна перевірити, знайшовши 
суму ряду 
 Cp . (2) 
рk(r) з (1) невід’ємні не лише для натурального r, а й для 
их невід’ємних дійсних r; крім того, співвідношення (2) має 
місце також для довільни
Означення 3. Якщо випадкова величина ξ приймає значення 0, 
1, ..., k, … з ймовірностя − , де r > 0 – дійсне, то 
розподіл називається льним розподілом з 
парам
оділів знайдемо пізніше. 
4. Розподіл Пуассона. 
 > 0, якщо множина значень цієї випадкової величини – 
множ
Р
 що 
=−∑∞
=
−
0
)(
k
krk
r qpC =−∑∞
=
−
0
)(
k
kk
r
r 1)1( ==− −− rrrr ppqpq
Числа 
довільн
х дійсних r > 0. 
ми рk(r) = r qpC− − )(
від’ємним біноміа
knkk
етрами р і r. 
Розподіл Паскаля це частинний випадок від’ємного 
біноміального розподілу, якщо параметр r натуральне число. 
Числові характеристики цих розп
 
Означення 4. Випадкова величина ξ має розподіл Пуассона з 
параметром λ
ина невід’ємних цілих чисел і  
=kp  !)( kekξ
λ−== , k = 0, 1, 2, ... . 
авді розподіл. Дійсно,  
kλ
Перевіримо, що це спр
1..)
!3!2
1(
!
32
00
=++++==∑∑ ∞
=
−∞
=
λλλλλ k
k
kk
k ek
ep . 
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На практиці розподіл Пуассона мають довжини різноманітних 
„черг”: кількість осіб у звичайній черзі, кількість атомів 
радіоак ив розт ного елемента, який падається за одиницю часу, 
кількі
дівання й дисперсію розподілу 
Пуассона. Маємо: 
Mξ
сть телефонних дзвінків за день. 
Знайдемо математичне спо
λλλλλλλλλ λλλ =++++=⎟⎟⎠
⎞⎜⎜⎝
⎛ ++++= −−
=
− ...)
!3!2
1(...
!3
3
!2
20
!0
ee
k
e
k
. = ∞∑ 3232k k
Отже, параметр λ це середнє значення випадкової величини. 
Для знаходженн  спочатку знай мо я дисперсії де
Mξ2 =⎟⎟⎠⎝⎠⎝ == !3!2! 00 kk kk
⎞+ ...
!
3λ⎜⎜⎛ +++=⎟⎟⎞⎜⎜⎛== −
∞−−∞ ∑∑ 4321 222 λλλλλ λλλ ekeek kk  
=⎟⎟⎠
⎞
⎜⎜⎝
⎛⎛ ⎟⎟⎞⎜⎜⎛ +++++⎟⎟⎞⎜⎜ ++= − ...!44!3!22...21
43232 λλλλλλλ λe  ⎠⎝⎠⎝ ++ 3!3!
λ
( ) 2λλλλ λλλ +=+= − eee . 
Отже, 
Dξ = Mξ2 – (Mξ)2 .22 λλλλ =−+=  
§8. Ге трис
 величин  приймає невід’ємні цілі значення з 
ймовірностями рk, k = 0, 1, 2, ..., то вона називається цілочисельною, а її 
 називається арифметичним. 
Означення 1. Функція  р(z) = , д z(|z| ≤ 1) дійсна або 
ексна змінна, називається генератрисою (твірною функцією) 
еорема 1. Нехай р(z) генератриса розподілу ξ. Тоді: 
1. р(z)
3. Від жиною генератрис і множиною розподілів 
{рk} взаємно однозначна. 
Дов ед енн я . Перше твердження теореми випливає з того, що 
 
нера и 
 
Якщо випадкова а ξ
розподіл
∑∞
=0k
k
k zp е 
компл
розподілу ξ.  
Т
 визначена в кожній точці відрізка [–1; 1]. 
2. р(1) = 1. 
повідність між мно
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степеневий ряд, який визначає р(z), збігається для всіх | ≤ 1, бо він 
мажорується збіжним числовим рядом р0 + р1 + ... + рk + ... = 1 (це і є 
ердження). Третє твердження випливає з того, що аналітичну 
функцію р(z) мож єдиним способом розкласти в еневий ряд і 
тоді р
 |z
друге тв
на  степ
k 
!
)0()(
k
p=   
k
. 
Приклад  1 .  Нехай ξ € В(n, p), тобто, має біноміальний 
розподіл з параметрами n і p. Тоді 
р(z) = . 
кл ад  2 .  Нехай ξ має від’ємний біноміальний розподіл з 
рами р і r. Тоді 
z) 
 
=−∑
=
−n
k
kknkk
n zppC
0
)1( nn pzqppz )()1( +=−+
При
парамет
=−=∑
=
−
n
k
kkrk
r zqpC
0
)(
r
qz
p ⎟⎠
⎞⎜⎝
⎛
−1р( . 
Зокрема  розподілу дорівнює . 
Приклад  3 .  ξ € П(λ), бто,  розподіл Пуассона з 
тром λ. Тоді 
р(z
 1)1( −− qzp, генератриса геометричного
то має
параме
) =∑∞
=
kz −−
k
e λλ − )1( z==
0 !k k
z eee λλλ . 
існують падкової величини ξ. Знайдемо, наприклад, математичне 
спо а  дисперсію. Матимемо: 
За допомогою генератриси легко знаходити моменти (якщо вони 
) ви
дів ння та
==∑∑ −1 kkk kpzkp=′
===
=
010
1
)(
kzk
zzp Мξ. 
 ξ
∞∞
Отже,  
М  = )1(p′ . (1) 
 о Mξ2, а для цього 
скори
Для знаходження дисперсії спочатку знайдем
стаємося рядом =′ )(zpz ∑ kk zkp , ∞
=0k
а звідси 
=⎟⎠
⎞⎜⎝
⎛
=
∞
=
−∑
10
12
zk
k
k zpk ( ) )1()1()( 1 ppzpz z ′′+′=′′ = , 
тому 
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 Dξ = Mξ2 – (Mξ)2 = ( )2)1()1( pp ′−′′+ . (2) )1(p′
 
знайдемо математичне 
подівання і дисперсію розподілів з прикладів 1 – 3. 
Якщо ξ € В(n, p), то 
′ =
За допомогою формул (1) і (2) 
с
nppzqnp
z
n =+ =− 11)p , )1( (
2
1
22 )1()()1()1( npnnpzqnpnnp
z
n −=+−=′′ =− , 
а тому, 
Мξ np= ; Dξ 22222 pnnppnnp −−+= npqpnp =−= )1( . 
Якщо ξ € ) ,( prΒ  (від’ємний біноміальний розподіл), то 
)1(p′
p
rqqqrpqzqrp rr
z
rr =−=−= −−=1 )−− 11 1()1( . 
)1(p ′′ 2
2
1
22 )1()1()1(
p
qrrqzqprr
z
rr +=−+= =−− , 
а тому 
Мξ
p
rq= , Dξ 2
22
2
2
)1(
p
qr
p
qrr
p
rq −++= 2
2
p
rq
p
rq += ⎟⎠
⎞⎜⎝
⎛ +=
p
q
p
rq 1 2p
rq= . 
Якщо ξ € П(λ), то 
)1(p′ λλ λ == =− 1)1( zze ; )1p (′′ 21)1(2 λλ λ == =− zze , 
Тому 
Мξ = λ, Dξ λλλλ =−+= 22 . 
Теорема 2. Нехай ξ та η незалеж випадкові величини, а z) і 
z) їхні генератриси. Тоді генератриса суми ξ + 
ні  ξp (
ηp ( η  дорівнює добутку 
. г
ξ
тому 
z) = Мzξ+  = М
ξp (z) ηp (z). 
Дов ед енн я  З означення енератриси випливає, що  
ξp (z) = Мz , p (z) = Мz
η, η
( )ηξ zz ⋅  = {ξ та η  незалежні} = ηηξ+p (
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 = М ⋅ξz М ηz = ξp (z) ηp (z).   
Наслідок. Якщо ξ1, ξ2, ..., ξn нез ежні випадк величини, то  ал ові 
)()...()()(
2121 ...
zpzpzpzp
nn ξξξξξξ =+++ . 
Теорема 3 (неперервності). Нехай { }nkp , , n = 1, 2, ... множина 
арифметичних розподілів. Для того, щоб для довільного фіксованого k 
 knkn pp =∞→ ,lim   (3) 
і  
∑ ∞
=
) 
необх
)
=
0
1
k
kp  (4
ідно і досить, щоб для всякого z ∈ [0; 1] 
 ()(lim zpzpnn =∞→ ,  (5) 
де
∞∑
=
=
0
,)(
k
nkn zzp , k zpzp , 
k
p ∑∞
=
=
0
)( 1)1( =
k
k p . 
Дов ед енн я Нехай місце іввідношення (3)  (4), а 
zp
 
. мають сп і
( )=− )(zp(n ) ∑
=
∑∑
+
∞
+=
−−
11
,
k
k
k
Nk
n
n
N
k
k
knk zpzpzpp
де N – деяке ,  z ∈ [0; 1] – зафіксо ане. Доведемо (5).  
Через е, що
∞
=
+ ,k
0 N
, 
число
т
і
 
в
10 , ≤≤ nkp , 10 ≤≤ kp , то  вс кого ε  0 можна 
вибрати N так  щоб ля вся ого n
для я  >
,  д к  
∑
+=
≤
1
,
Nk
k
nk zp
∞
31
ε<∑∞
+=Nk
kz , 
31
ε<∑∞
+=Nk
k
k zp . 
Тоді 
≤− )()( zpzpn ε3
2
0
, +−∑
=
 з
N
k
k
knk zpp . 
Суму справа можна робити меншою, ніж 
3
ε  при т
ів, які прямують до нуля. Рівність 
 доста ньо великих n, 
бо в цій сумі скінченне число доданк
)1( =p 1 випливає з  (4). 
Нехай епер ма місце 5). Доведення 3) проведемо етодом від 
супротивного. Припустимо, що (3) не має місця. Тоді знайдут
 т є  (  ( м
ься дві 
послідовності {n1} і {n2} і розподіли і для яких  kp1   kp2  
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)(( zpzp )lim 11
1
nn
=∞→ p , ∑
∞
=
=
0
1
k
k
k z
)()(lim 22
2
zpzpnn =∞→ ∑
∞
=
=
0
2
k
k
k zp  і )()( 21 zpzp ≠ . 
Але це неможливо, бо границя (5) існує.   
Теорема 4 (Пуассона). Нехай ξn – исло успіхів при n 
випробуваннях Бернуллі, а – ймовірність успіху в одному 
ч
n
випробуванні й існує 
p
λ=∞→ nn nplim , λ > 0. Тоді  
∞→nlimР ( ) == ( ) =− −∞→ mnnmnmnn ppC 1lim λλ −em
m
!
. mnξ
Дов ед енн я . Нехай nn np=λ . Скористаємося формулою для 
генератриси біноміального розподілу. Матимемо: 
=)(zpn =⎟⎞⎜⎛ −+
n
nn z λλ 1 ( ) nn z
n ⎟⎠
⎞⎜⎝
⎛ +1 λ  ∞→nlim =)(zpn )1( −zeλ ∑
∞
=
−=−1  і
0 !m⎠⎝ nn n
m
m
ze λλ  – 
генератриса розподілу Пуассона з параметром λ. Тепер з теореми 
неперервності  твердження теореми Пуассона.   
  
§9. Дискретні випадкові вектори 
у. Дискретним випадковим вектором 
називається сукупність дискретних випадкових величин. 
Обмежимося вивченням двомірного випадкового век  
сукупності двох випадкових величин ( , 
випливає
 
1. Поняття розподіл
тора, тобто
ηξ ). 
Головною характеристикою випадкового вектора є розподіл. Це 
така таблиця. 
 Таблиця 1 
 
ξ   η y  K1y  2  jy  K  ny  ξrΡ  
1x  11p  12p  K  jp1  K  np1  1p  
2x  21p  22p  K  jp2  K  np2  2p  
M M M M M M M M 
ix  1ip  2ip  K  ijp  K  inp  ip  
M M M M M M M M 
mx  1mp  2mp  K  mjp  K  mnp  mp  
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ηrΡ  1Ρ  2Ρ  K  jΡ  K  nΡ  1 
 
У таблиці 1 в ршій колонц о ь можливі значення 
 величини ξ; в значенн
ої величини 
 пе і ст ят
випадкової першому рядку – можливі я 
випадков η ; на перетині і-го рядка і j-ї колонки стоять 
ймовірності ijp ( )ji yx === ηξ ,Ρ , 1 ≤ і m, 1 ≤ j ≤n; в ост ≤ анній колонці 
знаходяться числа ip ∑= n
=
і m  
компоненти  останньому рядк а одяться чис , j = 1, 
2, …, n, які визначають розподіл компоненти η. 
За допомогою таблиці 1 можна розв’язувати різноманітні задачі, 
ча про р ті поп ання 
випадкової точки (ξ, 
k
ik
1
,  = 1, 2, ..., , які визначають розподілp
 ξ; в  jΡ ∑
=
= m
k
kjp
1
у зн х ла
наприклад, зада  знаходження ймові нос ад
η ) в задану область D на площині. Маємо 
Р((ξ, η ) ∈ D)
( )∑∈= Dyx ijji p, . 
ним є 
поняття умовних розподілів. Числа  
Р
 
2. Умовні розподіли. В теорії випадкових векторів корис
{ }ji yx == ηξ ( )( )j ji y
x
=
=== η
ηξ y
j
ijp
Ρ
= ,,Ρ
Ρ
 
і = 1, ностями випадкової 
велич
2, ..., m, називаються умовними ймовір
ини ξ за умови, що η  приймає значення jy , j = 1, 2, …, n. Числа  
Р{ }ij x=y= ξη ( )( )i ji x
yx
=
=== ξ
ηξ
Ρ
,Ρ
i
ij
p
p= , 
j = 1, 2, …, n, називаються умовними ймовірностями випадкової 
величини η  за умови, що ξ приймає значення ix , і = 1, 2, ..., m. 
Таблиці (j = 1, 2, …, n) 
 Таблиця 2 
jy=ηξ  1x  2x   ix  K  mx  K
Р ( )jy=ηξ  
jΡ
jp1  
jΡ
Kj
p2   
jΡ
Kij
p
  
jΡ
mjp  
задають розподіл ξ за умови η .  
Таблиці (і = 1, 2, ..., m) 
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 Таблиця 3 
 jy  K  ny  ix=ξη  1y  2y  K
Р ( )ix=ξη  
i
ip 1  
p i
i
p
p 2  K  
i
ij
p
p
 K  
i
in
p
p  
задають розподіл η  за умови ξ. 
 
3. Числові характеристики випадкових векторів.  
випадкового вектора 
(ξ, η) називають вектор (Мξ, М
Означення 1. Математичним сподіванням 
η ), д Мξе  ∑= m
=
ii px , Мη  ∑ Ρ= n
i 1 =
jjy . 
Означення 2. Матриця 
j 1
( )( )
( )( )⎜⎝ −− )( ηηξ MMM ⎟⎟⎠
⎞⎜ −
−−=
2)(
)(
V ηηξ
ηηξξ
MM
MMM
 
ться коваріаційною матрицею випадкового вектора (ξ, 
⎛ − 2)( ξξ MM
ηназиває ). 
Елементами цієї матриці є дисперсії випадкових величин ξ та η   
Dξ , Dη , 
і числ
 2)( ξξ MM −=  2)( ηη MM −=
о ( )( )ηηξξ MMM −− )( , яке називається коваріацією вектора 
(ξ, η ) і позначається символом cov(ξ, η ). Таким чином,  
⎟⎟⎠
⎞⎜⎜⎝
⎛= ηηξ
ηξξ
D
D
,
),cov(
. 
ано розподіл вектора (ξ, 
)cov(
V
ηЯкщо зад ), тобто задана таблиця 1, то 
Мξ = ∑
≤≤ ≤≤ nj mi11
iji px ∑= m ii px , Мη  ∑= ijj py =
i=1 ≤≤ ≤≤ nj mi11
n
j
jjy
1
, 
Dξ Mξ2 – (Mξ 2
∑
=
Ρ
 = )  ∑
=
2 Mξ 2 D= m η
i
ii px
1
– ( ) ,  = Mη 2 – (Mη )2 –
 (M
 ∑
=
Ρ=
n
j
jjy
1
2
η )2, cov(ξ, η ) yx∑
≤≤ ≤≤
−−=
1
1
)( ηξ MM . 
4. Коефіцієнт кореляції та  властивості. На практиці 
ть коваріації коефіцієнт кореляції 
( ) ij
nj
mi
ji p
 
 його
частіше використовують заміс
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ρ(ξ, η) ηξ
ηξ
DD
Він характеризує зв’язок між ξ та
),cov(= . 
 η . 
cov(ξ, 
Коефіцієнт кореляції має такі властивості. 
1) Якщо випадкові величини ξ та η незалежні, то ρ(ξ, η) = 0. 
Справді, чисельник ρ це  
( )( )ηη ) = ηξξ MM M −− )( = ( ) 000 =⋅=)( −− ηηξξ MMMM . 
2) |ρ(ξ, η)| ≤ 1. 
Для доведення цієї властивості розглянемо випадкову величину 
хξ + η , де х довільне дійсне число і нехай Мξ = m1, Мη  = m2. Далі,  
D(хξ + η ) ( ) =+−+= )()( mxmx ηM 2ξ  21
( )=−−−−+−= ))((2)()( 222 mmxmmx ηξηξM  21 21
0),cov(22 ≥−+= ηξηξ xx DD  Rx∈∀ , 
а це може бути лише тоді, коли дискримінант квадратного тричлена 
(відносно х) 
ηηξξ DD +− ),cov(22 xx  
буде недодатнім, тобто, тоді, коли  
, 
що ек
0),(cov2 ≤+− ηξηξDD
вівалентне нерівності 
ηξηξ DD≤),cov( , 
а вже звідси й з означення коефіцієнта кореляції отримуємо 
1),( ≤≤ ηξηξρ DD . 
),cov( ηξ
) Якщо η  = аξ + b, де а і b якісь числа, то  3
⎩⎨
⎧
<−
>=
.  ,1
    ,1
),(
0якщо    
0,якщо    
a
aηξρ  
Для доведення цієї властивості знайдемо cov(ξ, η ). Нехай Мξ = m, 
тоді  
Мη  = а  + b, Dm η  = а2Dξ, тому 
( ) ( )2ma −= ξMcov(ξ, η ) = cov(аξ + b, η ))(( mbamba −−−+ ξξM) =
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ξDa= . 
Отже,  
a
a
a
a == ξ
ξηξρ
D
D),( . 
4) Якщо |ρ(ξ, η)| = 1, то та η існує лінійна залежність, 
тобто, існують такі дійсні числа що η = аξ + b. 
Дов ед енн я . Нехай  
Мξ = m1, Мη = m2, D , D , 
 між ξ 
 а та b, 
ξ 21σ= η 22σ=
1
1
1 σ
ξξ m−= , 
2
2
1 σ
ηη m−= , 
так що,  
Мξ1 = Мη1 = 0; Dξ1 = Dη1 = 1; 
і ще нехай ρ(ξ, η) = 1. Тоді  
( ) ( ) 0222 111111 =−=−+=− ρηξηξηξ MDDD , 
а тому = С – стала (бо DС = 0), отже,   11 ηξ −
−−
1
1
σ
ξ m Cm =−
2
2
σ
η , 
а звідси  
Cmm −−+= 1
1
2
2
1
2
σ
σξσ
ση , 
що потрібно було довести. 
Подібним чином ця властивість доводиться і для ρ = –1, бо тоді ( ) 011 =+ηξD  і 11 ηξ + = С .   
 
5. Умовні числові характеристики. Таблиці 2 і 3 задають 
розподіл деяких випадкових величин, тому можна говорити про їхні 
числові характеристики. Наприклад, числа  
М(ξ |η = yj) ∑
=
= m
i
ij
i
j
p
x
1 P
, j = 1, 2, …, n, 
називаються умовними математичними сподіваннями величини ξ за 
умови η = yі, а числа  
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∑
=
= n
j i
ij
j p
p
y
1
 
М(η |ξ = хі) , і = 1, 2, ..., m, 
називаються умовними математичними сподіваннями величини η за 
умови ξ = хі. 
Якщо вважати, що числа М(ξ |η = yj), j = 1, 2, …, n, це значення 
випадкової величини, які вона приймає, відповідно з ймовірностями 
Рj, то таку випадкову величину називають математичним сподіванням 
ξ за умови η і позначають символом М(ξ |η). А з цього означення 
випливає, що  
( )( )ηξMM ( ) jn
j
jy Ρ==∑
=1
ηξM ξM=ΡΡ=∑∑= = j
n
j
m
i j
iji px
1 1
. 
Можемо розглядати і випадкову величину М(η|ξ) – умовне 
математичне сподівання η за умови ξ, як величину, яка приймає 
значення М(η |ξ = хі), і = 1, 2, ..., m, відповідно з ймовірностями рі, а 
тому  
( )( ) ηξη MMM = . 
Аналогічно дається означення умовних дисперсій, умовних 
моментів різних порядків. 
 
6. Механічне тлумачення розподілу випадкового вектора. 
Розглянемо механічну систему одиничної маси, де в точках (xі, yj), 
1 ≤ і ≤m, 1 ≤ j ≤n зосереджені точкові маси ріj. Тоді P((ξ, η) ∈ D) це 
маса області D системи. Мξ та Мη це координати центра мас системи. 
Далі, розглянемо, наприклад, всі точкові маси, які зосереджені на 
прямій y = yj. Абсцисою центра мас такої системи буде число 
М(ξ |η = yj). Зосередимо в цій точці точкову масу Рj, тобто, масу всіх 
точок, які лежать на прямій yj. Замінимо початкову механічну систему 
на систему точкових мас Рj, j = 1, 2, …, n, які зосереджені в точках з 
координатами ( )( )jj yy ,=ηξM . Тоді абсциса центра мас цієї системи 
співпадає з абсцисою центра мас початкової системи, тобто дорівнює 
Мξ. 
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§ 1.п.1.  
1. Знайти ймовірність того, що точка, кинута у будь-яке місце 
всередині кола, потрапить у вписані в це коло: а) правильний 
трикутник; б) квадрат.  
2. У круг радіуса R кинуто точку. Знайти ймовірність того, що 
відстань від цієї точки до центра круга не перевищує r.  
3. Абонент очікує на телефонний дзвінок протягом однієї години. 
Яка ймовірність того, що йому зателефонують протягом перших 
15 хвилин?  
4. Між 0 і 1 навмання вибрано два числа х і у. Знайти ймовірність 
того, що сума цих чисел не більша ніж 1, а модуль їх різниці не 
менше, ніж 0.5.  
5. Між числами 1 і –1 навмання вибирають два числа. Знайти 
ймовірність того, що сума квадратів цих чисел буде не більша 
одиниці.  
6. Навмання вибрано два дійсні числа х і у такі, що 0≤х≤1, 0≤у≤1. Яка 
ймовірність того, що їх сума не більша одиниці, а сума їх 
квадратів більша 0.25?  
7. Навмання взяті два дійсні числа х і у такі, що 0≤х≤2, 0≤у≤2. Знайти 
ймовірність того, що у/х≤2 і ху≤1. 
8. Два дійсних числа х і у вибирають навмання так, що |х| ≤ 3, |у| ≤ 5. 
Яка ймовірність того, що дріб х/у додатний?  
9. На площині накреслено паралельні прямі на відстані 2а одна від 
одної. На площину навмання кидають монету радіуса r (r < a). 
Знайти ймовірність того, що монета не перетне жодну з прямих.  
10. Вздовж туго натягненої нитки підвішені голки на відстані 1 м одна 
від одної. Під прямим кутом до цієї нитки рухається гумова кулька 
діаметром 20 см. Яка ймовірність того, що кулька мине голку?  
11. Іван і Марія домовилися про зустріч в певному місці між 
одинадцятою і дванадцятою годинами. Кожен приходить у 
випадковий момент вказаного проміжку і чекає появи іншого до 
закінчення обумовленого часу, але не більше а хвилин (а < 60), 
після чого залишає місце зустрічі. Знайти ймовірність того, що 
вони зустрінуться.  
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12 
а бути віддаль між 
центрами цих кругів, щоб події А та В були незалежними? 
азка: SASB=SAB) 
ести: 
+ ν(В)–ν(АВ). 
*Ведеться стрільба у квадратну мішень зі стороною рівною 
одиниці. Подія А – стрілець попадає в круг радіуса r = 0.3 
з центром у точці А з ймовірністю, яка дорівнює площі 
цього круга. Подія В – стрілець попадає в круг того ж 
радіуса з центром у точці В, з ймовірністю, яка також 
дорівнює площі круга. Яка повинн
(Підк
 
§ 1.п.2.  
Нехай А і В – довільні події. Дов
1. ν(А В) = ν(А)+
2. ν(Α )=1–ν(А). 
3. Якщо А⊂В, то ν(А)≤ ν(В). 
4. ν(А+В+С)= ν(А)+ν(В)+ν(С)–ν(АВ)–ν(АС)–ν(ВС)+ν(АВС). 
а п
ід  вк
1. М Результат, який спостерігається: 
в :  
о б ци
2. вічі. Результат, який 
 числу вічок, які ми 
 
3. ано 0, на 
і – 2. Результат, який спостерігається: 
льтаті підкидань. Події:  
 
§ 1.п.3.  
У задачах 5–12 побудувати простір елемент рних одій за описом 
експерименту і знайти підмножини, які відпов ають азаним подіям. 
онета підкидається тричі. 
ипадає герб (Г) або цифра (Ц). Події
А = {цифра випала лише раз},  
В = {жодного разу не випав герб},  
С = {випал ільше фр ніж гербів},  
D = {цифра випала не менше двох разів підряд}. 
Гральний кубик підкидається д
спостерігається: пара чисел, що відповідають
бачимо на верхній грані кубика. Події: 
А = {обидва рази випало парне число вічок},  
В = {ні разу не випало чотири вічка},  
С = {обидва рази випало число вічок більше за п’ять},  
D = {обидва рази випало однакове число вічок}. 
Двічі підкидається шайба, на одній з основ якої напис
іншій – 1 і на бічній поверхн
пара чисел, які з’являться в резу
А = {добуток число парне},  
В = {добуток число не парне},  
С = {добуток дорівнює нулю}. 
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4. рта. Події:  
сті},  
,  
 
5. 
и т
ами стрільби непопадання в мішень 
ьша ординати},  
оординат перевищує одиницю}.  
6. 
ю у. Результат, який спостерігається, – пара 
А={ ка ближче до правого кінця відрізка [a,b], ніж до 
тань між двома точками менша половини довжини 
відр
С={п  ближче до другої, ніж до правого кінця відрізка 
п
7.  
 
арії (час 
очинаючи з 11 години). Події:  
й час і не дочекався},  
0 хв.},  
F = {  до закінчення години залишалося 
8.  
З колоди карт навмання виймається ка
А = {вийнята карта червоної ма
В = {вийнята карта – фігура}
С = {вийнята карта – піка},  
D = {вийнята карта – дама}.
Стріляють у прямокутну мішень, яка пов’язана з системою 
координат. Розташування мішені визначається нерівностями –
1≤х≤1, –2≤у≤2. Результат, який спостерігається: коорд на и точки 
попадання. За умов
виключається. Події:  
А = {абсциса точки попадання не біл
В = {добуток координат додатній},  
С = {сума абсолютних величин к
Чи є серед цих подій несумісні? 
На відрізку [а, b] навмання ставиться точка. Нехай х – координата 
цієї точки. Потім на відрізку [а, х] навмання ставиться ще одна 
точка з координато
чисел (х, у). Події:  
друга точ
лівого}, 
В={відс
ізка},  
ерша точка
[a,b]}. 
Знайти ари несумісних подій. 
Іван і Марія домовилися про зустріч у певному місці між 
одинадцятою і дванадцятою годинами. Кожний приходить у 
випадковий момент вказаного проміжку і чекає появи іншого до 
закінчення обумовленого часу, але не більше 15 хвилин, після чого 
залишає місце зустрічі. Результат, який спостерігається: пара 
чисел (х, у), де х – час приходу Івана, у – час приходу М
вимірюється в хвилинах п
А = {зустріч відбулася},  
В = {Іван чекав Марію весь обумовлени
С = {Марії не довелося чекати Івана},  
D = {зустріч відбулася після 11 год. 3
E = {Марія запізнилася на зустріч},  
зустріч відбулася, коли
менше п’яти хвилин}. 
Навмання беруться три відрізки, довжина кожного з них не
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9. 
ння іспиту, а подія С – студент 
перевищує l. Подія А = {з відрізків можна утворити трикутник}. 
З групи студентів, які прийшли складати іспит із теорії 
ймовірностей, викладач навмання викликає одного. Нехай подія 
А – викликаний студент – хлопець. Подія В – студент (студентка) 
не підготовлений(а) до склада
(студентка) живе в гуртожитку. 
1) Описати подію ABC . 
2) При якій умові буде мати місце тотожність АВС=А? 
3) Коли буде правильним співвідношення C B⊆ ? 
Коли буде правильною рівність 4) A B= , чи буде вона мати місце, 
10. ть дві монети – бронзову і 
}, 
еті}, 
а}, 
А  в  G
11. п
1, 2, 3. Користуючись діями 
якщо всі хлопці не підготовлені до складання іспиту? 
Дослід полягає в тому, що підкидаю
срібну. Розглядаються наступні події: 
і}, А = {герб випав на бронзовій монет
B = {цифра випала на бронзовій монеті
ті}, C = {герб випав на срібній моне
D = {цифра випала на срібній мон
M = {випав хоча б один герб}, 
F = {випала хоча б одна цифра}, 
на цифрG = {випав один герб і од
H = {не випало жодного герба}, 
K = {випали два герба}. 
Яким подіям з наведеного списку відповідають наступні події: 
а) A∪C;  б) ∩С; ) M∩F;  г) ∪M;  д) G∩M;  е) B∩D;  ж) M∪K? 
Проводять три остріли по мішені. Розглядають події 
 пострілі}, k=Аk = {влучення при k-му
над подіями Аk та Ak , записати події: 
етього пострілу}. 
12. 
 
A = {всі три влучення}, 
B = {всі три промахи}, 
C = {хоча б одне влучення}, 
D = {хоча б один промах}, 
M = {не менше двох влучень}, 
F = {не більше одного влучення}, 
G = {влучення в мішень не раніше тр
Назвіть протилежні події для подій: 
A = {випадання двох гербів при підкиданні двох монет}, 
 вийманні однієїB = {поява білої кульки} (експеримент полягає у
кульки з урни, в якій лежать білі, чорні й червоні кульки), 
C = {три влучення в мішень трьома пострілами }, 
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ма пострілами}, 
13. 
другого блоку 
ежні їм наступні події: 
є}, 
ацює}, 
G =  того, щоб його полагодити, досить 
14. 
ь виявилась третього сорту}. Що являють собою 
ії
M = {не більше двох влучень у мішень п’ятьма пострілами}, 
D = {принаймні одне влучення в мішень п’ять
F = {перемога одного з гравців у грі в шахи}. 
Прилад складається з двох блоків. Перший блок складається з двох 
однотипних деталей і працює тоді, коли принаймні одна з них 
справна. Другий блок складається з трьох однотипних деталей і 
працює, коли хоча б дві з них працюють. Прилад працює, коли 
працюють обидва блоки. Виразіть через події Аk = {k-та деталь 
першого блоку справна} (k = 1, 2), Bn = {n-на деталь 
справна} (n = 1, 2, 3) і протил
A = {працює перший блок}, 
B = {перший блок не працю
C = {працює другий блок}, 
D = {другий блок не пр
H = {прилад працює}, 
F = {прилад не працює}, 
{прилад не працює, але для
замінити одну деталь}. 
Є події: А = {взята навмання деталь виявилася першого сорту}, В 
= {взята навмання деталь виявилася другого сорту} і С = {взята 
навмання детал
наступні под : 
а) А∪В;   б) A C∪ ;    в) А∩С;    г) (А∩В)∪С? 
Робітник виготовив n деталей. Нехай подія А15. 
ним деталь має дефект. Записати 
ють дефектів; 
е) точно два вироби дефектні. 
.
1. ий кубик підкидається один раз. Знайти ймовірності таких 
 
і (і=1, 2, ..., n) полягає 
в тому, що і-та виготовлена 
подію, яка полягає в тому, що: 
а) жодна з деталей не має дефекту; 
б) хоча б одна деталь має дефект; 
в) лише одна деталь має дефект; 
г) не більше двох деталей мають дефекти; 
д) принаймні два вироби не ма
 
§ 2 п.1.  
Гральн
подій: 
А = {число вічок парне}, 
В = {число вічок кратне трьом},
С = {число вічок більше двох}, 
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нше шести}, 
2.  карт навмання виймається карта. Знайти ймовірності 
В={в карта – фігура, тобто є валетом, дамою, королем або 
а к да
3. 
одії 
ті таких подій:  
ічок},  
рьох},  
4. 
ії мають однакову ймовірність, 
еті}, 
онеті}, 
а}, 
}, 
5. 
) біля 
першого або четвертого, г) першого, другого або третього?  
.
D = {число вічок більше двох, але ме
Е = {число вічок не менше одного}, 
F = {випало або 2, або 3, або 6 вічок}.  
З колоди в 36
таких події:  
А={вийнята карта червоної масті},  
ийнята 
тузом}, 
С={вийнята карта – піка},  
D={вийнят арта – ма}.  
Гральний кубик підкидається двічі. Результат, який 
спостерігається: пара чисел, що відповідають числу вічок, які ми 
бачимо на верхній грані кубика. Вважаючи, що елементарні п
мають однакову ймовірність, знайти ймовірнос
А = {обидва рази випало парне число в
В = {ні разу не випало чотири вічка},  
С = {обидва рази випало число вічок більше чоти
D = {обидва рази випало однакове число вічок}. 
Дослід полягає в тому, що підкидають дві монети – бронзову і 
срібну. Спостерігають випадання герба та цифри на цих монетах. 
Вважаючи, що елементарні под
знайти ймовірності таких подій: 
А = {герб випав на бронзовій монеті}, 
B = {цифра випала на бронзовій мон
C = {герб випав на срібній монеті}, 
D = {цифра випала на срібній м
M = {випав хоча б один герб}, 
F = {випала хоча б одна цифра}, 
G = {випав один герб і одна цифр
H = {не випало жодного герба
K = {випали два герба}.  
Робітник обслуговує 5 верстатів. 20% робочого часу він проводить 
біля першого верстата, 10% – біля другого, 15% – біля третього, 
25% – біля четвертого і 30% – біля п’ятого. До цеху зайшов 
майстер. Яка ймовірність того, що він знайде робітника біля а) 
першого або третього верстата, б) першого або п’ятого, в
 
§ 2 п.2.  
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1. 
годинник для перевірки. Яка 
2. ий кубик підкидається один раз. Знайти ймовірності таких 
ьом}, 
3. х подій: 
ому кубику більше ніж на другому}, 
= ,
4.  навмання 4 карти. Знайти 
 бубни}, 
з
5. ається п’ятизначне число. Яка ймовірність 
А =  зліва направо, так і справа 
6. 
 ймовірність того, що дві певні особи 
7. і. 
8. т
-му, 3-му, ..., 7-му поверхах, знайти 
До магазину надійшло 30 нових годинників, серед яких 5 йдуть не 
точно. Навмання вибирається один 
ймовірність того, що він іде точно?  
Гральн
подій: 
А = {число вічок дорівнює 6}, 
В = {число вічок кратне тр
С = {число вічок парне}, 
D = {число вічок менше п’яти}, 
E = {число вічок більше двох}. 
Підкидають два гральні кубика. Знайти ймовірності таки
А = {число вічок на обох гральних кубиках збігається}, 
В = {число вічок на перш
С = {сума вічок парна}, 
D = {сума вічок більше двох}, 
E = {сума вічок не менше п’яти}, 
F = {хоча б на одному кубику з’явилася цифра 6}, 
G  {добуток числа вічок  що випали дорівнює 6}.  
З колоди в 52 карти витягують
ймовірності таких подій:  
А = {в отриманій вибірці всі карти
В = {є принаймні один ту }.  
Навмання вибир
наступних подій: 
 {число однаково читається як
наліво (як, наприклад, 13531)}, 
В = {число складається з непарних цифр}.  
8 чоловік, які обрані до президії, займають місця з одної сторони 
прямокутного столу. Знайти
будуть сидіти поруч, якщо  
а) число місць дорівнює 8, 
б) число місць дорівнює 12.  
12 студентів, серед яких Іванов і Петров, займають чергу в їдальн
Яка ймовірність, що між Івановим і Петровим виявиться 5 осіб?  
Шестеро осіб зайшли в ліф  на першому поверсі семиповерхового 
будинку. Вважаючи, що кожен пасажир може з однаковою 
ймовірністю вийти на 2
ймовірності таких подій: 
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А = {н третьому і четвертому поверхах не вийде жоден 
иру}, 
9. 
їх склав. Яка 
10. дні народження 12 чоловік 
11. 
 він буде знати 
12. ірність того, що сума 
13. 
14. ься 6 карт. 
15. айти ймовірність того, що не буде 
16. ість того, що сума 
17.  витягуються дві 
18. найти ймовірності подій: 
В = {м ння тузів утворюють арифметичну прогресію 
19. 
 того, ці 
20. ри 0, 1, 
 ймовірності подій: 
B = { нулі, при цьому 2 з них 
а другому, 
пасажир}, 
В = {троє пасажирів вийдуть на сьомому поверсі}, 
С = {на кожному поверсі вийде по одному пасаж
D = {усі пасажири вийдуть на одному поверсі}. 
Із п’яти букв розрізної абетки складено слово школа. Маленький 
хлопчик перемішав букви, а потім навмання 
ймовірність того, що він знову склав слово школа?  
Знайти ймовірність того, що 
припадають на різні місяці року.  
До білету іспиту входить 4 питання з 45, що містить програма. 
Учень вивчив 30 питань. Яка ймовірність того, що
всі питання білета, який вибирається навмання.  
Гральний кубик підкидається двічі. Яка ймов
вічок, які при цьому випали, ділиться на 3 ?  
З колоди, яка складається з 36 карт, навмання виймається 6 карт. 
Яка ймовірність того, що серед них виявиться 4 карти однієї масті?  
З колоди, що складається з 36 карт, навмання виймаєт
Яка ймовірність того, що серед них виявиться 2 дами ?  
При грі в спортлото (5 з 36) зн
вгадано жодного виду спорту?  
Гральний кубик підкидається двічі. Яка ймовірн
вічок, які при цьому випали, дорівнюватиме 7?  
З колоди, яка складається з 32 карт, навмання
карти. Яка ймовірність того, що ці карти –тузи?  
Колода з 36 карт добре перетасована. З
А = {чотири тузи розташовані поруч} 
ісця розташува
з різницею 7}.  
На полиці у випадковому порядку розставлено 20 книжок, серед 
яких тритомник віршів Є.Маланюка. Знайти ймовірність
томи стоять в порядку зростання (не обов’язково поруч).  
Із сукупності послідовностей довжини n, члени якої є циф
2, випадково вибирається одна. Знайти
A = {послідовність починається з 0}, 
послідовність містить рівно m + 2 
містяться на кінцях послідовності}, 
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21. 
що з них можна скласти “ланцюжок” відповідно до правил 
.
1. 
нює 0.6. Чому 
2. 
, що Дмитро, 
а  й
3. 
, що протягом зміни 
4. 
п
}, В={болільник попав на змагання, де воротар 
5. 
 того, 
6. 
айти 
7. 
в
={вибито менше 
8. 
В={випало парне число вічок}. Знайти ймовірність 
C = {послідовність містить рівно m одиниць}, 
D = {в послідовності рівно m0  нулів ,  m1  одиниць, m2 двійок}.  
Із 28 кісточок доміно випадково вибираються дві. Яка ймовірність 
того, 
гри?  
§ 2 п.3.  
Стрілець робить один постріл в мішень. Ймовірність вибити 10 
очок дорівнює 0.3, а ймовірність вибити 9 очок дорів
дорівнює ймовірність вибити не менше ніж 9 очок?  
Іван з ймовірністю 0.1 може піти до театру, з ймовірністю 0.25 – в 
кіно та з ймовірністю 0.3 може зіграти у футбол. Іван може піти 
лише до одного з цих місць. Яка ймовірність того
вирішивши відвідати Іван , застане ого вдома.  
На колгоспному полі врожай збирає декілька комбайнів. 
Ймовірність того, що за зміну ремонту потребуватиме рівно один 
комбайн дорівнює 0.1, рівно два комбайни – 0.07, більше двох 
комбайнів – 0.03. Знайти ймовірність того
жоден комбайн не потребуватиме ремонту.  
Під час олімпіади уболівальник із ймовірністю 0.3 може відвідати 
футбол, з ймовірністю 0.4 – баскетбол і з ймовірністю 0.2 – 
волейбол. Грошей йому вистачить лише на відвідування одного 
змагання. Які ймовірності наступних одій: А={болільник попав 
на змагання
відсутній}.  
З 30 учнів класу за контрольну роботу 7 чоловік отримали оцінку 
“відмінно”, 15 – “добре” і 8 – “задовільно”. Яка ймовірність
що навмання відібрані два учні, отримали однакові оцінки?  
В майстерні є три верстати. За зміну з ладу може вийти не більше 
одного верстата. Перший виходить з ладу з ймовірністю 0.15, 
другий – з ймовірністю 0.05, третій – з ймовірністю 0.1. Зн
ймовірність того, що за зміну жоден верстат не вийде з ладу.  
Стрілець влучає в десятку з ймовірністю 0.05, в дев’ятку – з 
ймовірністю 0.2, а в вісімку – з ймовірністю 0.5. Стрілець зробив 
один постріл і влучив у мішень. Знайти ймо ірності наступних 
подій: А={вибито не менше восьми очок}, В
восьми очок}, С={вибито більше восьми очок}.  
Підкидається гральний кубик. Події: А={випало число вічок не 
менше трьох}, 
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події С=А+В.  
.
1. навмання 
ягують дві кульки. Події:  
  
2. бик. Події:  
 
 
3. 
айти ймовірність того, що при влученні в 
4. 
псувався до моменту часу t , не зіпсується і до 
5. постерігаються події:  
у випала шістка}.  
6. 
 чоловік? (Вважати, що кількість чоловіків і жінок 
7. 
де дві “3”, якщо відомо, що сума вічок, які випали, ділиться на 
8. дна за другою виймаються дві карти. 
ої масті; 
 
§ 3 п.1.  
Із урни, в якій міститься 4 білих і 6 червоних кульок, 
послідовно і без повернень вит
А = {перша кулька червона},  
В = {друга кулька червона},  
С = {хоча б одна з витягнених кульок червона}.  
Обчислити ймовірності Р(В|А), Р(А|В) і Р(А|С).
Один раз підкидається гральний ку
А = {випало просте число вічок}, 
В = {випало парне число вічок}. 
Обчислити ймовірність Р(А|В).  
Ймовірність влучити в літак дорівнює 0.4, а ймовірність його 
збити дорівнює 0.1. Зн
літак його буде збито.  
Ймовірність того, що прилад не вийде з ладу до моменту часу t1 
дорівнює 0.8, а ймовірність того, що він не вийде з ладу до 
моменту часу t2 (t1 < t2), дорівнює 0.6. Знайти ймовірність того, що 
прилад, який не зі 1
моменту часу t2.  
Підкидають навмання три гральні кубика. С
А = {на трьох кубиках випали різні грані},  
В = {хоча б на одному кубик
Обчислити Р(В|А) і Р(А|В).  
Припустимо, що 5% усіх чоловіків і 0.25% усіх жінок дальтоніки. 
Навмання вибрана особа виявилась дальтоніком. Яка ймовірність 
того, що це
однакова.)  
Двічі підкидається гральний кубик. Яка ймовірність того, що 
випа
3?  
ання оЗ колоди з 32 карт навм
Знайти ймовірність того, що: 
а) вийнято два валета; 
б) витягнено дві карти піков
в) витягнено валета і даму. 
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9. а .
аймні одна шістка, якщо відомо, що сума вічок 
10. 
того, що друга кулька біла, якщо 
11. 
того, що навмання 
вибраний учень вчиться добре або відмінно?  
.
1. одії:  
ті},  
і чи незалежні пари подій: 1) А і С; 2) А і D;  
2.  36 карт, виймають одну. Події:  
},  
Залежні чи незалежні наступні пари подій: 1) А і В; 2) А і С; 3) В і 
С; 
 
3. навмання 
 витягують дві кульки. Події:  
 
и, залежні чи незалежні такі події: 1) А і В; 2) А і С; 3) В і 
4. виймають одну карту. Події:  
С = арта – фігура, тобто є валетом, дамою, королем 
Підкидають два гр льних кубика  Знайти ймовірність того, що 
випаде прин
дорівнює 8.  
З урни, в якій лежать m білих і n чорних кульок, беруть послідовно 
дві кульки. Знайти ймовірність 
перша кулька: а) біла; б) чорна.  
1% учнів школи – невстигаючі. Серед встигаючих учнів 60% 
вчаться добре і відмінно. Яка ймовірність 
 
§ 3 п.2.  
Підкидають послідовно дві монети. П
А = {випав герб на першій моне
В = {випав хоча б один герб},  
С = {випала хоча б одна цифра},  
D = {випав герб на другій монеті}.  
Визначити, залежн
3) В і С; 4) В і D.  
З колоди, яка містить
А = {з’явився туз},  
В = {з’явилася карта чорної масті
С = {з’явився піковий туз},  
D = {з’явилася десятка}.  
4) В і D; 5) С і D?  
З урни, яка містить 3 білих і 7 червоних кульок, 
послідовно і без повернень
А = {перша кулька біла}, 
В = {друга кулька біла},  
С = {хоча б одна з витягнених кульок біла}.  
Визначит
С?  
З колоди в 52 карти навмання 
А = {витягнена карта – туз},  
В = {витягнена карта червоної масті},  
{витягнена к
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ежні чи незалежні такі три пари подій: 1) А і В; 2) А 
5. 
чи незалежні ці події. Обчислити умовну 
6. 
випав герб на другій монеті}. Знайти ймовірність події С= А 
7. к
п
кутник АРОМ}. 
8. и з колоди з 36 карт або туза, або короля 
у ?
9. 
дному блокові. Знайти ймовірність того, 
10. 
жного ящика. Яка ймовірність того, що вони 
11. 
й підійшов до зупинки, 
12. 
го влучення в мішень}, В={лише одне влучення в 
13. 
або тузом}.  
Визначити, зал
і С; 3) С і В?  
Підкидають навмання три гральні кубики. Події: А={з’явиться не 
менше двох одиниць}, В = {з’явиться не більше двох шестірок}. 
Визначити, залежні 
ймовірність Р(В|А).  
Підкидають дві монети. Події: А = {випав герб на першій монеті}, 
В = {
+ В. 
На шахову дошку розміром 8×8 навмання идається точка. 
Розглядаються події: А = {точка опала в прямокутник 
АВСD}, B = {точка попала в прямо
Визначити, залежні чи незалежні ці події.  
Яка ймовірність витягнут
або карт  пікової масті   
Прилад складається з двох незалежних у роботі блоків. 
Ймовірність того, що протягом деякого часу вийде з ладу перший 
блок, дорівнює 0.05, другий – 0.08. Для того, щоб прилад зламався, 
досить зламатися хоча б о
що прилад вийде з ладу?  
У першому ящику 4 білих кульки, 11 червоних і 5 чорних, у 
другому – 8 білих, 6 червоних і 6 чорних. Навмання беруть по 
одній кульці з ко
одного кольору?  
Студент може поїхати до університету або автобусом, який ходить 
через кожні 20 хв, або тролейбусом, який ходить через кожні 10 
хв. Яка ймовірність того, що студент, яки
поїде протягом наступних п’яти хвилин?  
Ймовірність влучення в мішень одним пострілом для першого 
стрільця дорівнює р1, для другого – р2. Стрільці зробили по 
пострілу в мішень. Вважаючи, що влучення в мішень кожним із 
стрільців незалежні події, знайти ймовірності таких подій: 
А={жодно
мішень}.  
Підкидають два гральні кубики. Знайти ймовірності подій: 
А = {сума вічок, що випали, парна}, В = {хоча б на одному кубику 
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у – непарне}, D = {на жодному з кубиків 
не випало шість вічок}.  
.
1. 
 ймовірність того, що він рибалив 
2. М
вдома. Яка ймовірність того, що цим 
3. 
 1/5, 
ити ймовірність того, що він записався у групу, яка відвідає 
4. 
иток. Визначте 
в  т
5. 
и ймовiрнiсть того, 
. 
випало непарне число вічок}, С = {на одному кубику випало парне 
число вічок, а на другом
 
§ 3 п.3.  
У рибалки є три місця, де він полюбляє рибалити. Ці місця він 
відвідує з однаковою ймовірністю. Ймовірність того, що риба 
клюватиме в першому місці, приблизно становить 1/3, в другому – 
1/2, в третьому – 1/4. Відомо, що рибалка закинув вудочку 3 рази, 
а витягнув лише одну рибу. Яка
у першому з улюблених місць?  
У Петра троє друзів: Іван, Данило та икола. Своїх друзів Петро 
відвідує з однаковою ймовірністю. Ймовірність застати Івана 
вдома приблизно становить 1/3, Данила – 1/2, Миколу – 1/4. 
Відомо, що Петро тричі ходив у гості до одного і того ж товариша 
і лише раз застав його 
товаришем був Данило?  
В інституті оголошено набір до трьох туристичних груп, кожна з 
яких відвідає або Київ, або Одесу, або Канів. Дізнавшись про це 
Петро вирішив записатися в одну з груп. Ймовірність того, що він 
обере подорож до Києва десь біля 1/2, до Канева – 1/3, до Одеси – 
1/6. Ймовірність того, що вже немає вільних місць у групі, яка 
подорожуватиме до Києва становить до Канева – 1/6, до 
Одеси – 1/8. Петро вибрав одну з груп і записався до неї. 
Визнач
Київ.  
Турист може придбати квиток в одній із трьох автобусних кас. 
Ймовірність того, що він підійде до першої каси дорівнює 1/2, до 
другої – 1/3, до третьої – 1/6. Ймовірності того, що квитків вже 
немає в касах, такі: в першій касі – 1/5, в другій – 1/6, в третій – 
1/8. Турист звернувся в одну з кас і отримав кв
ймо ірність ого, що він підійшов до другої каси.  
На трьох станках при однакових i незалежних умовах 
виготовляють деталі одного найменування. На першому станку 
виготовляють а1%, на другому – а2%, на третьому – а3% усіх 
деталей. Ймовiрнiсть кожної деталі бути бездефектною дорівнює 
p1, якщо вона виготовлена на першому станку, p2 – якщо на 
другому i p3 – якщо на третьому станку. Знайт
що навмання взята деталь буде бездефектною
а) а1=10, а2=30, а3=60, p1=0.7, p2=0.8, p3= 0.9; 
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6. 
ення зі снайперської гвинтівки 
7. 
 і 
8. 
 задачу з 
9. 
ть того, що 
10. 
усієї продукції. Брак 
а) ть того, що випадково вибрана деталь буде 
б) 
другому і третьому цехах, якщо вона виявилась з 
11. 
п
 ця пробоїна зроблена: великим, 
12. 
смен. Яка ймовірність 
б) а1=30, а2=20, а3=50, p1=0.6, p2=0.7, p3= 0.8; 
в) а1=15, а2=30, а3=55, p1=0.8, p2=0.5, p3= 0.7.  
З п’яти гвинтівок, серед яких 3 снайперські і 2 звичайні, навмання 
вибирається одна, і з неї робиться постріл. Знайти ймовірність 
влучення, якщо ймовірність влуч
дорівнює 0.95, а зі звичайної 0.7.  
В одному з ящиків 10 білих і 6 чорних кульок, у другому – 7 білих 
і 9 чорних. Навмання вибирають ящик і з нього навмання 
виймають кульку. Вона біла. Чому дорівнює ймовірність того, що
друга кулька, яка навмання вийнята з цього ящика, буде білою?  
З п’яти задач, серед яких три з алгебри і дві з геометрії, Петро 
навмання вибирає одну і пробує її розв’язати. Знайти ймовірність 
успіху Петра, якщо ймовірність того, що він розв’яже
алгебри приблизно дорівнює 0.95, а з геометрії – 0.7.  
В першій команді 6 майстрів спорту і 4 кандидати, а в другій – 4 і 
6, відповідно. Збірна команда складається з 10 чоловік: 6 чоловік 
беруть із першої команди і 4 – із другої. Яка ймовірніс
навмання вибраний гравець збірної – майстер спорту?  
На заводі, де виготовляють запчастини до сівалок, перший цех 
виготовляє 25%, другий – 35%, третій – 40% 
у виробах становить відповідно 5%, 4%, 2%.  
Яка ймовірніс
бракованою? 
Яка ймовірність того, що випадково вибрана деталь виготовлена 
у першому, 
дефектом?  
Під час вибуху снаряда утворюються осколки трьох вагових 
категорій: великі, середні і малі, причому число великих, середніх 
і малих осколків становить відповідно 0.1, 0.3, 0.6 загального 
числа осколків. При влученні в броню великий осколок пробиває її 
з ймовірністю біля 0.9, середній – з ймовірністю біля 0.2, і малий – 
з ймовірністю біля 0.05. В броню влучив один осколок і робив її. 
Знайти ймовірність того, що
середнім, малим осколком.  
Два спортсмени-початківці стріляють у одну мішень. Ймовірність 
влучити першим спортсменом біля 0.2, а другим – 0.6. Першим 
пострілом у мішень попав лише один спорт
того, що перший спортсмен промахнувся ?  
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13. 
к пішов першою стежкою, якщо через годину він вийшов з 
14. 
а
15. 
т
сть того, що куплений навмання годинник, буде йти 
точно?  
.
1. 
х при двох підкиданнях. Знайти розподіл випадкової 
2. 
ників. Знайти: розподіл ξ, Р{ξ = 2}, P{ξ = 1}, P{ξ = 4}, P{ξ > 
3. 
а цих гральних кубиках. Знайти розподіл випадкової 
 
4. т
чорному і білому кубиках. Знайти  розподіл випадкової величини 
ξ.  
Грибник, який заблукав у лісі, вийшов на галявину, з якої в різні 
сторони ведуть 5 стежок. Якщо грибник піде по першій стежці, то 
ймовірність того, що він вийде з лісу протягом години, становить 
приблизно 0.6, якщо по другій – 0.3, якщо по третій – 0.2, якщо по 
четвертій – 0.1, якщо по п’ятій – 0.1. Яка ймовірність того, що 
грибни
лісу?  
Із 10 студентів, які прийшли на екзамен з теорії ймовірностей, троє 
підготувались відмінно, четверо – добре, двоє – задовільно, а один 
зовсім не підготувався. В білетах 20 питань. Студенти, які 
підготувалися відмінно, можуть відповісти на всі 20 питань, 
добре – на 16 питань, задовільно – на 10, і ті, які зовсім не 
підготувалися, на 5 питань. Кожен студент отримує навмання 3 
питання з 20. Студент, якого було запрошено відповідати першим, 
відповів на всі 3 питання. Як  ймовірність того, що він відмінник?  
Годинники, які надходять до магазину, виробляють на трьох 
заводах. Перший постачає 40% всіх годинників, що надходять до 
магазину, другий – 45%, третій – 15%. Серед годинників, які 
виробляють на першому заводі, 80% йдуть точно, серед 
годинників другого заводу таких 70%, а ретього – 90%. Яка 
ймовірні
 
§ 4 п.1.  
Підкидається двічі тригранна лінійка, грані якої пронумеровані 
числами 1, 2, 3. Випадкова величина ξ: сума чисел, що випали на 
нижніх граня
величини ξ.  
Вибирається навмання одне з натуральних чисел від 1 до 10 і 
підраховується число його дільників. Випадкова величина ξ: число 
діль
4}. 
Підкидаються два звичайні гральні кубики. Випадкова величина ξ: 
сума вічок н
величини ξ.
Одночасно підкидаю ься білий і чорний гральні кубики. 
Випадкова величина ξ: різниця числа вічок, що випали, на 
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5. Підкидаються чотири монети. Випадкова величина ξ: число гербів, 
що випали. Знайти розподіл випадкової величини ξ. 
 
§ 4.п.2.  
В задачах 1 – 5 використайте випадкову величину ξ, яка має розподіл: 
ξ –2 –1 0 1 2 
Р 0.2 0.1 0.3 0.3 0.1 
1. Обчислити Мξ.  
2. Знайти розподіл випадкової величини 3ξ – 1 і знайти М(3ξ – 1). 
Порівняйте ваш результат з 3Мξ – 1.  
3. Знайти розподіл випадкової величини 2ξ + 3. Обчисліть М(2ξ + 3) 
і порівняйте ваш результат з 2Мξ + 3.  
4. Знайти розподіл випадкової величини ξ2 і обчислити М(ξ2).  
5. Знайти розподіл випадкової величини ξ2 + 1 і обчислити М(ξ2 + 1).  
6. Розподіл випадкової величини ξ задано таблицею: 
ξ 1 2 3 4 
Р 1/16 1/4 1/2 3/16 
Знайти Мξ і Р{ξ > 2}. 
7. Розподіл випадкової величини х такий: 
х 0 1 2 3 4 5 6 7 
Р 1/8 1/8 1/8 1/8 1/8 1/8 1/8 1/8 
а величини у такий: 
у 1 2 3 4 5 6 7 8 
Р 1/4 1/8 1/16 1/16 1/16 1/16 1/8 1/4 
Знайти математичне сподівання випадкових величин ξ=х+у, η = х –
 у, λ = ху, де х і у – незалежні випадкові величини.  
8. Знайти математичне сподівання випадкових величин, визначених у 
задачах 1–5 до пункту 11.  
9. Один раз підкидаються три однакові гральні кубики. Випадкова 
величина ξ набуває значення 1, якщо хоча б на одному гральному 
кубику випаде цифра 6; набуває значення 0, якщо шестірка не 
випаде ні на одній грані, але хоча б на одній грані появиться цифра 
5; і набуває значення –1 в інших випадках. Описати розподіл ξ і 
знайти Мξ.  
Ч а с т и н а  І. Елементарна теорія ймовірностей 58
 
10. Робітник обслуговує 4 станки. Ймовірність того, що протягом 
години перший станок не потребуватиме регулювання, біля 0.9, 
другий – 0.8, третій – 0.75, четвертий – 0.7. Знайти математичне 
сподівання числа станків, які протягом години не потребуватимуть 
регулювання.  
 
§ 4.п.3.  
1. Знайти дисперсії випадкових величин, описаних у задачах 1–5 до 
пункту 11.  
2. Зважування деякої деталі приладом А дало такі результати (в мг): 
7.88, 7.89, 8.01, 8.02, 8.04, 8.01, 8.03, 7.95, 7.96, 8.21,  
а зважування тієї ж деталі приладом В:  
7.91, 7.89, 8.01, 8.01, 8.02, 8.01, 8.03, 7.97, 7.97, 8.18. 
Який з приладів точніший? (Вважати, що всі вимірювання 
рівноможливі.) 
3. Нехай ξ – число білих кульок серед трьох навмання вийнятих з 
ящика, в якому 5 білих і 7 чорних кульок. Знайти Dξ.  
4. Два стрільці незалежно один від одного роблять по пострілу в 
мішень. Ймовірність попадання в мішень для першого стрільця р1, 
для другого р2. Випадкова величина ξ: сумарне число влучень у 
мішень у даному експерименті. Знайти розподіл ξ, Мξ, Dξ.  
5. З урни, яка містить 4 білих і 6 червоних кульок, навмання і без 
повернень виймають 3 кульки. Випадкова величина ξ: число білих 
кульок у вибірці. Знайти розподіл ξ, Мξ та Dξ.  
6. Знайти  розподiл випадкової величини X, яка набуває двох значень 
х1 i х2, х1 < х2, i вiдомi ймовiрнiсть р1 можливого значення х1, 
математичне сподiвання М(X) та дисперсiя D(X): 
а) р1 = 0.1, М(X) = 3.9, D(X) = 0.09; 
б) р1 = 0.3, М(X) = 3.7, D(X) = 0.21; 
в) р1 = 0.5, М(X) = 3.5, D(X) = 0.25; 
г) р1 = 0.9, М(X) = 3.1, D(X) = 0.09; 
д) р1 = 0.6, М(X) = 3.4, D(X) = 0.24; 
е) р1 = 0.4, М(X) = 3.6, D(X) = 0.24; 
ж) р1 = 0.7, М(X) = 3.3, D(X) = 0.21; 
з) р1 = 0.6, М(X) = 3.4, D(X) = 0.24.  
7. Випадкова величина Х набуває трьох значень: х1 = 1, х2 і х3, 
х1 < х2 < х3. Ймовірності того, що Х набуває значення х1 і х2, 
відповідно дорівнюють 0.3 і 0.2. Знайти розподіл Х, якщо М(X) = 
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2.2 і D(X) = 0.76.  
8. Тричі підкидається правильна монета. Випадкова величина ξ: 
число гербів, що випали. Знайти розподіл даної випадкової 
величини ξ, обчислити Мξ та Dξ.  
9. Зі 100 карток, на яких зображені числа 00, 01, 02, ..., 98, 99, 
навмання виймають одну. Нехай η1 і η2 –  відповідно сума і 
добуток цифр на вийнятій картці. Знайти Мη1, Мη2, Dη1, Dη2.  
 
§ 5  
1. Ймовiрнiсть події в кожному з однакових i незалежних дослiдiв 
дорівнює p. Знайти ймовiрнiсть того, що в n дослідах подія 
настане k разів. 
а) p = 0.2, n = 7, k = 5; 
б) p = 0.3, n = 10, k = 7; 
в) p = 0.4, n = 12, k = 8; 
г) p = 0.7, n = 11, k = 8; 
д) p = 0.6, n = 7, k = 4. 
2. За навчальний рік студент складає 7 екзаменів. У студента є 2 
шанси з трьох скласти кожний екзамен. Яка ймовірність того, що 
він отримає не більше: ніж дві незадовільні оцінки?  
3. У суді 7 присяжних. Кожен з них в одному з трьох випадків 
виносить несправедливий вирок. Яка ймовірність того, що в суді 
буде винесено справедливий вирок?  
4. Серед кавунів, які продаються на базарі, 80% спілих. Яка 
ймовірність того, що серед 5 куплених кавунів виявиться не 
більше, ніж один спілий кавун?  
5. Монета підкидається 5 разів. Яка ймовірність того, що гербів 
випаде більше, ніж цифр?  
6. На фабриці, що виготовляє олівці, брак складає 3%. Яка 
ймовірність того, що при купівлі 5 олівців принаймні 2 будуть 
якісними?  
7. При користуванні телефоном 2 дзвінка з 10 помилкові. Яка 
ймовірність того, що з 5 дзвінків менше половини будуть 
помилковими?  
8. Відомо, що ймовірність народження хлопчика дорівнює 0.52. Яка 
ймовірність того, в сім’ї з трьох дітей не менше двох дівчаток?  
9. Для стрільця, який стріляє в мішень, ймовірність попасти в 
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“яблучко” при одному пострілі не залежить від результатів 
попередніх пострілів і дорівнює р=1/4. Стрілець зробив 5 
пострілів. Знайти ймовірності подій: 
А = {рівно одне влучення}; 
В = {рівно два влучення}; 
С = {не менше трьох влучень}.  
10. На контроль надійшла партія деталей з цеху. Відомо, що 25% всіх 
деталей не задовольняють стандарту. Скільки потрібно 
випробувати деталей, що б з ймовірністю не меншою 0.7 виявити 
хоча б одну нестандартну деталь?  
11. Ймовірність того, що електрична лампочка залишиться справною 
після 1000 годин роботи, дорівнює 0.2. Знайти ймовірність того, 
що хоча б одна з трьох ламп залишиться справною після 1000 
годин роботи.  
12. Ймовірність влучення в “десятку” при одному пострілі дорівнює 
р=0.4. Скільки треба зробити незалежних пострілів, щоб з 
ймовірністю, не меншою 0.9, влучити в “десятку” принаймні один 
раз?  
13. Монету підкидають 7 разів. Скільки разів у середньому може 
з’явитися герб?  
14. Гральний кубик підкидають 12 разів. Скільки разів у середньому 
може з’явитися двійка?  
15. *Стрільба в мішень ведеться до першого влучення. Знайти 
математичне сподівання числа пострілів, якщо ймовірність 
влучення одним пострілом біля 0.2.  
16. Тричі стріляють в мішень. Ймовірність влучення приблизно 
дорівнює 0.4. Нехай ξ – число влучень. Знайти Dξ.  
17. З усієї продукції, що випускає завод, 95% складають стандартні 
вироби. Навмання відібрано 6 деталей. Нехай ξ – число 
стандартних деталей з шести відібраних. Знайти Dξ.  
 
§ 6  
1. Вимірюється швидкість вітру в даному пункті Землі. 
Розглядається випадкова величина ξ: швидкість вітру. Оцінити 
ймовірність події А = {ξ≥80 км/год}, якщо шляхом багаторічних 
вимірювань встановлено, що Мξ = 16 км/год.  
2. Розв’язати попередню задачу, якщо в результаті проведених 
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додаткових вимірювань встановлено, що σ = 4км/год.  
3. Число ξ сонячних днів протягом року для даної місцевості є 
випадковою величиною з середнім значенням 100 днів і середнім 
квадратичним відхиленням 20 днів. Оцінити зверху ймовірності 
подій: А = {ξ ≥ 150}, В = {ξ ≥ 200}. 
4. Середнє споживання електроенергії у травні (за багато років) у 
даному мікрорайоні дорівнює 360 кВт⋅год.  
а) оцінити ймовірність того, що споживання електроенергії у 
травні поточного року перевищить 106 кВт⋅год; 
б) оцінити ту ж ймовірність, якщо відомо, що середнє квадратичне 
відхилення споживання електроенергії за травень дорівнює 
40000 кВт⋅год.  
5. Математичне сподівання річної кількості опадів у даній місцевості 
дорівнює 55 см. Оцінити ймовірність того, що в цій місцевості 
випаде протягом року не менше 175 см опадів.  
6. Середнє річне число сонячних днів у даній місцевості дорівнює 75. 
Оцінити ймовірність того, що протягом року в цій місцевості буде 
не більше 200 сонячних днів.  
7. Середня швидкість вітру на даній висоті дорівнює 25 км/год. 
Оцінити швидкість вітру, яку можна очікувати на цій висоті з 
ймовірністю, не меншою ніж 0.9, якщо σ = 4.5 км/год.  
8. Для деякого автопарку середнє число автобусів, які відправляють 
у ремонт після місяця експлуатації на місцевих лініях, дорівнює 5. 
Оцінити ймовірність події А = {по закінченню місяця в даному 
автопарку буде відправлено в ремонт менше 15 автобусів}, якщо 
інформація про дисперсію відсутня.  
9. Оцінити ймовірність події А з попередньої задачі, якщо дисперсія 
дорівнює 4. 
 
§ 7.п.3.  
1. На факультеті навчається 500 студентів. Яка ймовірність того, що 1 
вересня є днем народження одночасно для k студентів даного 
факультету? Обчислити вказану ймовірність для значень k = 0, 1, 2, 
3. 
2.1 Апаратура складається з 1000 елементів, кожен з яких незалежно 
від інших виходить з ладу за час Т з ймовірністю р = 5·10– 4. Знайти 
 
1 Вважаємо, що в задачах 2 – 6 відповідна випадкова величина має розподіл Пуассона. 
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ймовірність наступних подій: А = {за час Т вийде з ладу рівно три 
елемента}, В = {за час Т вийде з ладу принаймні один елемент}, 
С = {за час Т вийде з ладу не більше 3 елементів}. 
3. Середня кількість викликів, які надходять до АТС протягом 
хвилини, дорівнює 120. Знайти ймовірності наступних подій: 
А = {за дві секунди до АТС не надійде жодного виклику}, В = {за 
дві секунди до АТС надійде менше двох викликів}. 
4. (продовження). В умовах попередньої задачі знайти ймовірності 
подій: С = {за одну секунду до АТС надійде рівно три виклики}, 
D = {за три секунди до АТС надійде не менше трьох викликів}. 
5. Випадкова величина ξ – кількість електронів, що вилітають з 
нагрітого катода електронної лампи протягом часу t, λ – середня 
кількість електронів, що випромінюються за одиницю часу. 
Визначити ймовірності таких подій: А = {протягом часу t1 кількість 
електронів, що вилетять, буде меншою m, m∈N}, B = {протягом 
часу t2 вилетить парна кількість електронів}. 
6. Коректура в 500 сторінок містить 1300 описок. Знайти найбільш 
ймовірну кількість описок на одній сторінці та ймовірність цієї 
кількості. 
Відповіді 
 
§1.  
п.1. 1. 3 3 /(4π), 2/π; 2. r2/R2; 3. 1/4; 4. 0.125; 5. π/4; 6. 1/2–π/16; 7. 
(1+3ln2)/8; 8. 1/2; 9. 1–r/a; 10. 4/5; 11. 1–(1–а/60)2. 
§ 2. 
п.1. 1. 1/2, 1/3, 2/3, 1/2, 1, 1/2; 2. 1/2, 4/9, 1/4, 1/9; 3. 1/4, 25/36, 1/9, 1/6; 
4. 1/2, 1/2, 1/2, 1/2, 3/4, 3/4, 1/2, 1/4, 1/4; 5. 0.35, 0.5, 0.45, 0.45.  
п.2. 1. 5/6; 2. 1/6, 1/3, 1/2, 2/3, 2/3; 3. 1/6, 5/12, 1/2, 35/36, 5/6, 11/36, 1/9; 
4. ≈0.264⋅10–2, ≈0.2813; 5. 0.001, 5/144; 6. 1/4, 1/6; 7. 1/11; 8. 1/216, 
5/48, 5/324, 1/65; 9. 1/5!; 10. 12!/1212; 11. 87/473; 12. 1/3; 13. ≈0.091; 
14. 0.11; 15. 0.45; 16. 1/6; 17. 0.0121; 18. 0.00056, 0.000255; 19. 1/6; 
20. 1/3, nmnmnC
−−−− ⋅ 32 22 , nmnmnC −−⋅ 32 , ( 10 nm − ; 21. 
п.3. . 0.35; 3. 0.8; 4. 0.9, 0.6; 5. ≈0.354; 6. 0.7; 7. 0.75, 0.25, 0.25; 
8. 5/6.  
п.1. 
8, 7/124, 1/62; 9. 2/5; 10. (m–1)/(m+n–1), m/(m+n–1); 11. 
!)3!!! 21 mm
n
7/18. 
1. 0.9; 2
§ 3. 
1. 5/9, 5/9, 9/14; 2. 1/3; 3. 1/4; 4. 3/4; 5. 0.5, 60/91; 6. 0.952; 7. 1/12; 
8. 3/24
0.594. 
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п.2. 
. Р(А)=(1–р1)(1–р2), Р(В)=р1+р2–2р1р2; 13. 1/2, 3/4, 1/2, 
п.3. 
45, 
80/345; 11. 0.5, 0.333, 0.167; 12. 6/7; 13. 6/13; 14. 0.58; 15. 0.77. 
п.2. 
45/16, 11/16; 7. 8, –1, 15.75; 8. 4, 2.7, 7, 0, 52/21; 9. 1/8; 10. 
п.3. 
, 
3=3, р1=0.3, р2=0.2, р3=0.5; 8. 3/2, 3/4; 9. 9, 20.25, 16.5, 402.1875.) 
§ 5.  
12. n≥5; 13. 3–4 
; 14. 2 рази; 15. 5; 16. 0.72; 17. 0.285.  
§ 6.  
)≤0.
 6. Р{ξ≤200}≥0.625; 7. 10.8≤ξ≤29.2; 8. 0.666; 9. 
Р{ξ<15}≥0.96. 
п.3. 
; . ≈0.018, Р(В) 2
5. залежні, 1/4; 6. 3/4; 7. не залежні; 8. 15/36; 9. 0.126; 10. 0.32; 11. 
5/8; 12
25/36.  
1. 256/715; 2. 216/715; 3. 288/593; 4. 200/593; 5. 0.85, 0.72, 0.655; 6. 
0.85; 7. 11/40; 8. 0.85; 9. 13/25; 10. 0.0345, 125/345, 140/3
§ 4. 
1. 0; 2. М(3ξ–1)=3Мξ–1=–1; 3. М(2ξ+3)=2Мξ+3=3; 4. М(ξ2)=1.4; 5. 
2.4; 6. 
3.15.  
1. 4/3, 1.31, 5+5/6, 5+5/6, 2.34; 2. прилад В; 3. 105/176; 4. 
Мξ=р1+р2, Dξ= р1q1+р2q2; 5. 6/5, 14/25; 6. х1=3, х2=4; 7. х1=1, х2=2
х
2. ≈0.57; 3. ≈0.8267; 4. 0.00672; 5. 0.5; 6. 0.9985; 7. 0.942; 8. 0.2078; 
9. ≈0.3955, ≈0.2637, ≈0.1035; 10. n≥5; 11. 0.488; 
рази
1. Р(А)≤0.2; 2. Р(А 004; 3. Р(А)≤0.16, Р(В)≤0.04; 4. 
a)Р{ξ>1000000}≤0.36, б)Р{ξ>1000000}≤ 0.0016; 5. 
Р{ξ>175}≤0.31;
§ 7. 
1. р0=0.2537, р1=0.3485, р2=0.2389, р3=0.1089; 2. Р(А)≈0.394, 
Р(В)≈0.013, Р(С)≈0.938 3  Р(А) ≈0.09 ; 4. Р(С)≈0.18, 
Р(D)≈0.938; 5. Р(А)= ( )∑−
=
−= 1
0
1
!
)( 1
m
k
k
t
k
temF λλξ , Р(В) ( )22121 te λ−+= ; 6. 
Дві описки з ймовірністю ≈0.251. 
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Теорія ймовірностей 
 
 
§1. Випадкові події та ймовірність 
 
В частині І курсу розглядався випадок, коли простір 
елементарних подій був скінченний або злічений. У загальному 
випадку простором елементарних подій називається довільна 
множина Ω. Підмножини множини Ω і в цьому випадку називаються 
подіями, але, взагалі кажучи, не всі, а тільки підмножини з деякої 
апріорі виділеної сукупності підмножин множини Ω. Дамо строге 
означення. 
 
1. Поняття випадкової події. 
Означення 1. Множина ℱ підмножин Ω називається алгеброю, 
якщо вона задовольняє умовам. 
1. Ω∈ℱ. 
2. Якщо А∈ℱ і В∈ℱ, то BU ∈A  ℱ. 
3. Якщо А∈ℱ, то Ω \ А ∈ ℱ. 
Якщо з того, що елементи нескінченної послідовності 
підмножин А1, А2, ..., Аn, … належать ℱ, випливає, що їх об’єднання 
А1UА2U ... АU nU… належить ℱ, то така алгебра називається σ -
алгеброю. 
Випадковими подіями називаються елементи σ -алгебри.  
Як і в елементарному випадку множина Ω називається 
вірогідною подією; порожня множина ∅ називається неможливою 
подією; під діями над подіями розуміють відповідні дії над 
відповідними множинами, але позначають об’єднання множин А та В 
символом А + В і називають цю подію сумою подій; перетин множин А 
та В позначають символом АВ і називають добутком подій; різницю 
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множин А \ В називають різницею подій; різницю Ω \ А називають 
подією протилежною до А і позначають символом A . 
Дві події А та В називають несумісними, якщо АВ = ∅. 
Якщо А ⊂ В, то кажуть: подія В наслідок події А, або А 
спричинює В, тягне В. 
З означення 1 випливають такі наслідки. 
Наслідок 1. Якщо А1, А2, ..., Аm скінченна множина подій, то 
А1 + А2 + ...+ Аm подія. 
Наслідок 2. Якщо А і В події, то перетин АВ = А В подія.  I
Справді, в силу властивості 3 множини A  та B  також події, а в 
силу властивості 2 множина BA+  буде подією; знову в силу 
властивості 3 множина ABBA =+  подія, що й потрібно було довести. 
Наслідок 3. Якщо А1, А2, ..., Аn, ... скінченна чи злічена множина 
подій, то А А ...А ... також подія. 1 2 n
Це твердження доводиться так, як і попереднє твердження, але 
використовується ще те, що події це елементи σ -алгебри. 
Отже, можна зробити такий висновок: випадкові події це 
підмножини множини Ω, які беруться з виділеного набору підмножин, 
замкненого відносно теоретико-множинних операцій над множинами 
в скінченному чи зліченому числі таких операцій.  
 
2. Приклади. 
Приклад  1 .  ℱ = {∅, Ω} – алгебра. 
Приклад  2 .  Нехай А яка-небудь власна підмножина множини 
Ω. Тоді  
ℱ = {∅, Ω, А, A} – алгебра. 
Приклад  3 .  Множина всіх підмножин множини Ω – σ-
алгебра. 
Приклад  4 . Нехай Ω = R – множина дійсних чисел. ℬ 
найменша σ -алгебра підмножин множини R, до якої належать всі 
відкриті інтервали числової осі. Елементи такої σ -алгебри 
називаються борелівськими множинами (в честь французького 
математика Еміля Бореля (1871 – 1956)).  
Приклад  5 . Нехай Ω = R2 – множина всіх точок координатної 
площини, і нехай ℱ множина всіх прямокутників зі сторонами 
паралельними осям координат. Тоді ℱ не є алгеброю, бо хоча перетин 
двох прямокутників є прямокутником, то об’єднання двох 
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прямо
алі, різноманітні многогранники і їх 
сукупності
й
кутників, взагалі кажучи, не буде прямокутником. 
При лк ад  6 . Можна дати означення борелівської множини і в 
просторі Rm.  
На практиці більшість множин в Rm, з якими мають справу, це 
борелівські множини. Так в R борелівськими множинами будуть 
числові проміжки різних типів, сукупності проміжків, різноманітні 
множини з окремих точок; в R2 прикладами борелівських множин 
можуть служити всілякі многокутники, круги, еліпси, їх сукупності; в 
R3 прикладами борелівських множин можуть служити 
паралелепіпеди, піраміди, і, взаг
, кулі, еліпсоїди і т.п. 
 
3. Поняття мовірності випадкової події. 
Означення 2. Нехай Ω простір елементарних подій, а ℱ 
виділена σ -алгебра подій у цьому просторі. Числова функція Р, яка 
вірністю, якщо 
ї події А ∈ ℱ маємо Р(А) ≥ 0. 
4. Якщо А , то  
ий російський 
матем
стей це розділ математики, в якому вивчається 
ймові
сті ймовірності. З аксіом ймовірності випливають 
такі в
рівність можлива тільки тоді, коли Р(∅)=0, бо 
Р(∅)≥ д . 
визначена на множині ℱ, називається ймо
1. Для всяко
2. Р(Ω) = 1; 
3. Якщо А ∈ ℱ, В ∈ ℱ і АВ = ∅, то Р(А + В) = Р(А) + Р(В)  
1, А2, ..., Аn, ... послідовність попарно несумісних подій
Р(А1 + А2 + ...+ Аn …) = Р(А1) + P(А2) + ...+ P(Аn) + … 
Властивості 1–4 називають аксіомами теорії ймовірностей. 
Таку аксіоматику вперше запропонував видатн
атик А.М. Колмогоров (1903–1987) в 1933 році. 
Трійка (Ω, ℱ, Р) називається ймовірнісним простором. На 
практиці ймовірнісний простір – математична модель випадкових 
явищ, а теорія ймовірно
рнісний простір. 
 
4. Властиво
ластивості. 
1) Р(∅) = 0. 
Справді, нехай А = ∅ і В = ∅, то А + В = ∅, АВ = ∅, тому 
Р(∅) = Р(∅) + Р(∅), а ця 
0 згі но аксіоми 1
2) Р ( )A  = 1 – Р(А). 
Справді, з того, що А + A  = Ω,  А A  = ∅ і аксіом 3 та 1 випливає, 
що  
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Р ( )AA+  = Р(А) + Р ( )A  = Р(Ω) = 1, 
а звідси Р ( )A  = 1 – Р(А). 
3) Якщо подія А є о, якщо В ⊂ А, то  
) ≤ Р(А). Справді, А \ В 
подія
Справді, ∅ ⊂ А ості Р матимемо  
Р(Ω) = 1. 
5) Якщо А та В
А + В) = Р ) + (В Р( ) 
ь 
  
, .   
1  ⊂ ... ⊂ А  ⊂ ... „монотонно зростаюча” 
послідовність подій
А А P А
(
. Розглянемо та опоміжні несумісні події:  
 (В1 + В2 + … + Bn-1), 
ці до
)  
1 2 .+ Аn 1 2 1) + 2) + … = 
    
наслідком події В, тобт
Р(А \ В) = Р(А) – Р(В). 
, п \Справді  А = (А \ В) + В; далі, одії А  В і В несумісні, тому 
згідно аксіоми 3, Р(А) = Р(А \ В) + Р(В), що доводить властивість 3. 
З цієї властивості випливає такий наслідок (властивість 
монот ності): якщо В ⊂ А, то Р(Вонності ймовір
, тому Р(А \ В) ≥ 0, а тому Р(А) – Р(В) ≥ 0. 
4) 0 ≤ Р(А) ≤ 1. 
⊂ Ω, а тому згідно монотонн
0 = Р(∅) ≤ Р(А) ≤ 
 довільні події, то  
Р( (А Р ) – АВ
(теорема додавання). 
Дов ед енн я . Маємо А + В = (А \ АВ) + В, але події (А \ АВ) і В 
несумісні, тому згідно аксіоми 3 Р(А + В) = Р(А \ АВ) + Р(В). Далі, 
подія АВ спричинює А, тому, в силу властивості 3, Р(А \ АВ) = Р(А) – 
Р(АВ), і, отже, остаточно Р(А + В) = Р(А) – Р(АВ) + Р(В), що доводит
теорему додавання. 
З властивості 5 маємо такий наслідок: Р(А + В) ≤ Р(А) + Р(В),  
бо Р(АВ) ≥ 0, і, взагалі  Р(А1 + А2 + ..+ Аm) ≤ Р(А1) + P(А2) + ...+ P(Аm) 
для довільних подій. 
6) Якщо А  ⊂ А2 n
, то  
Р(А  + 1 2 +...+ n+…) = ∞→nlim ( n) 
теорема неперервності). 
Дов ед енн я кі д
В1 = А1, В2 = А2 \ В1, В3 = А3 \ (В1 + В2), ..., Вn = Аn \
… 
поміжні події такі, що Аn = В1 + В2 + … + Bn. 
Отже, згідно аксіоми 4 (σ-адитивної властивості ймовірності
Р(А  + А  +..  + ...) = Р(В  + В  + …) = Р(В Р(В
= ∞→nl m (Р(Вi 1) + Р(В2) + … + Р(Вn)) = ∞→nl P(Аim n). 
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Подібним ином (пропч онуємо довести самостійно), якщо 
послідовність подій А1 ⊃ А2 ⊃ ... ⊃ Аn ⊃ ... „монотонно спадна”, то 
Р(А1А
ин Ω, а  визначається на ℱ
Тоді 
 в R, площі фігури 2, об’єму 3
орелівських підмножин мно Ω,  
 
2···Аn...) = ∞→nlimP(Аn).  
 
5. Приклади ймовірнісних просторів. 
Приклад  1 .  Нехай Ω скінченна або злічена множина, ℱ 
множина всіх підмнож Р  так, як у частині І. 
(Ω, ℱ, Р) – ймовірнісний простір, бо всі аксіоми ймовірності 
легко перевіряються. 
Приклад  2 . Нехай Ω борелівська множина з Rm, для якої її 
міра Лебега mes Ω < ∝ (міра Лебега це узагальнення поняття довжини 
відрізка в R  в R ), ℱ – множина всіх 
б жини 
P(A) Ω=
 mes A . 
mes
 (1) 
ачені за формулою (1) називаються 
геоме
і, як у попередньому прикладі. 
Візьм  (x). Тод
для вс
(A)
Тоді (Ω, ℱ, Р) – ймовірнісний простір. 
Ймовірності, які визн
тричними ймовірностями. Приклади задач на застосування 
формули (1) див. у частині І. 
Приклад  3 . Нехай Ω і ℱ так
емо яку-небудь інтегровну на Ω невід’ємну функцію g і 
якої множини А∈ℱ покладемо 
 P .
)(
)(∫ dxxg
∫= dxxg
A   (2) 
рійка (Ω, ℱ, Р) буде ймовірнісним простором. Зокрема, якщо в 
(2) в
Ω
Т
зяти g(x) = 1, то отримуємо формулу (1) для геометричних 
ймовірностей. 
 
§2. Випадкова величина та її функція розподілу 
 
1. Означення 1. Нехай (Ω, ℱ, Р) ймовірнісний простір. Числова 
функція ξ = ξ(ω), яка визначена на множині Ω, називається 
випадковою величиною, якщо для всякого дійсного х ∈ R множина {ω: 
ξ(ω) < x} ∈ ℱ. 
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В елементарному випадку довільна числова функція на Ω є 
випадковою величиною. ел чини це матВипадкові в и ематичні моделі 
велич
аменаційні оцінки і т. і. 
и  
ин, які з’являються при проведенні стохастичних експериментів. 
Наприклад, виграші в азартних іграх, тривалості роботи різноманітних 
пристроїв, розміри природних об’єктів, помилки при вимірюваннях, 
числові характеристики погоди, екз
Дві в падкові величини ξ та η називаються незалежними, якщо 
для всяких х, у ∈ R події ( ){ }x<ωξω  :  і ( ){ }y<ωηω  :  незалежні. 
На практиці важливими задачами є задачі на знаходження 
ймовірностей подій, які пов’язані з випадковими величинами. 
Наприклад, чи багато є шансів отримати певний виграш, зібрати 
врожа
ня потрібно знати розподіл 
ймовірностей дослідж ини. В дискретному 
випадку розподіл задає дків, у першому з них 
і д
ь. 
ачена для всіх х ∈ R, називається функцією розподілу 
випадкової величини ξ. 
ротко позначати так: {ξ < x}, 
а фун
кції розподілу часто писати не 
будем
. Приклади функцій розподілу. 
кл ад  1 .  Підкидається монета. Якщо випадає герб, то 
гравець отримує 1 гривню, якщо цифра, то програє гривню. Знайти 
функцію розподілу виграш в такій грі. 
Роз в ’ я з ання .  Маємо випадкову величину, яка може 
приймати одне з двох значень –1 і 1 з ймовірностями 1/2. Тому 
й, передбачити погоду і т. д. 
Для відповіді на ці питан
уваної випадкової велич
ться таблицею з двох ря
виписуються можлив  значення випадкової величини, а в ругому – 
ймовірності цих значен
В загальному випадку розподіл задають функцією. 
Означення 2. Числова функція  
Fξ(x) = Р({ω: ξ(ω) < x}), 
яка визн
Далі подію {ω: ξ(ω) < x} будемо ко
кцію розподілу визначаємо як Fξ(x) = Р(ξ < x). 
У випадках, коли мова йтиме про якусь одну випадкову 
величину ξ, індекс ξ  у позначеннях фун
о. 
 
2
При
у 
 F(x)
1
   –1           0               1           x 
⎪
⎪⎨
⎧
≤<−
−≤
= ;11  ,
2
1
      ;1  ,0
)( x
x
xF  
⎩ >        .1   1, x
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F(x)
1
0              R           x 
 
Приклад  2 .  Навмання ведеться стрільба в круглу мішень 
радіуса R, попадання завжди є. Знайти функцію розподілу віддалі від 
точки попадання до центра мішені. 
Роз в ’ я з ання .  Позн  ддаль через ξ. Тоді подія 
{ξ < x  завжди, коли х ≥ R, не
х ≤ 0, і, якщо 0 < х < R, то матимемо попадання
центром у центрі мішені. Через те, що 
можна вважати, що для таких х-ів 
Р(ξ < x) = 
ачимо цю ві
} буде відбуватися  буде відбуватися коли 
 в круг радіуса х з 
стрільба йде навмання, то 
2
2
2
2
R
x
R
x =π
π . 
Отже,  
⎪⎩ ≥        .   1,
2
Rx
R
 
Приклад  3 .  Нехай ξ
⎪⎧
≤         ;0  ,0
2x
x
⎨ <<= ;0  ,)( RxxF  
з
 функцію розподілу випадкової величини 
1, ξ2, ..., ξn, ...  послідовність незалежних 
випадкових величин, кожна  яких має розподіл Бернуллі з 
параметром р = 1/2. Знайти
∑∞
=
= 2
k
η
 Характерною особливістю цієї випадкової 
,  у запису значень η в трійковій системі числення 
будут значень η знаходиться в 
іжку [0; 1]. Розіб’ємо цю множину на дві підмножини: в першу з 
 віднесемо всі ті значення η, для яких ξ1 = 1, в другу – всі ті 
значення, для яких ξ1 = 0.
У першому випадку η = 2
−
1
3 kkξ . 
Роз в ’ я з ання .
величини є те що  
ь відсутні одинички. Множина всіх 
пром
них
  
3
2...
333
1
3
3
2
2 ≥⎟⎠
⎞⎜⎝
⎛ +++ ξξ , 
а в другому – η = 2
3
11
333 323
3
2
2
⎠
⎞
⎝⎠
⎞
⎝
⎛ ξξ
Через те, що Р(ξ
...
3
12... =⎟⎜⎛ ++≤⎟⎜ ++ . 
1 = 1) = Р(ξ1 = 0) = 2
1 , 
то  
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2
1Р ⎟⎞3
2  = Р⎠⎜⎝
⎛ ≥η ⎟⎞≤ 3
1η  = ⎠⎜⎝
⎛ , 
б х уа тому, якщо рати  з проміжк  ⎥⎦
⎤⎢⎣
⎡ 2 ;1 , отримаємо F(x) =
33
 Р(ξ < x) = 
2
1 . Далі розглядаємо и коли ξ2 = 1 або ξ2 = 0. Ситуація 
виявляється подібною до попередньої, але вже роль проміжку [0; 1] 
о
випадк , 
буде грати аб  проміжок ⎥⎦⎣ 3
⎤⎡ 1 ;0 , або⎢   ⎥⎦⎣3
⎤⎢⎡  1 ;
2  з точністю до множника 
3
1 . Тому для 0 ≤ х ≤
3
1  матимемо  
(xF ) = 
2
1 F(3x), 
і, отже, що як
9
1 ≤ х ≤
9
2 , то F  (x) =
4
1 ; для 
3
2 ≤ х ≤ 1 матимемо  
F(x) = 
2
1
2
1 + F ⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ −
3
23 x , 
і, отже, якщо 
9
7 ≤ х ≤
9
8 , то F(x) = 
4
1 . 
ісля цього досліджуємо , коли ξП випадок
міркувань подібності легко отримати значення функції F(x) на 
3 = 1 або ξ3 = 0. Знову з 
проміжках ⎥⎦
⎤⎢⎣
⎡
9
1 ;0 , ⎥⎦
⎤⎢⎣
⎡
3
1 ;
9
2 , ⎥⎦
⎤⎢⎣
⎡
9
7 ;
3
2 , ⎥⎦
⎤⎢⎣
⎡  1 ;
9
8 . Так, наприклад, якщо 
0 ≤ х ≤
9
1 , то F(x) = 
4
1 F(9x), 
а якщо 
9
2 ≤ х ≤
3
1 , то F(x) = 
4
1
4
1 + F ⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ −
9
29 x . 
родовжуючи подібні міркування далі, отримаємо знамениту 
функцію Кантора, яка неперервна на [0; 1], не спадає, похідна від неї 
майж скрізь дорівнює 0, а множина її точок росту (в яких похідна не 
існує) це досконала множина Кантора. Вона отримується так: 
спочатку з відрізка [0; 1] вилучається середня третина, тобто, відрізок 
П
е 
 
⎥⎦
⎤⎢⎣
⎡
3
2 ;
3
1 ; далі з проміжків ⎥⎦
⎤⎢⎣
⎡
3
1 ;0  і ⎥⎦
⎤⎢⎣
⎡  1 ;
3
2  знову вилучаються їх середні 
третини і т. д. ..., цей процес вилучення продовжується до 
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F(x) 
   0          
9
1     
9
2       
3
1                           
3
2      
9
7       
9
8       1         x 
      1 
4
3 
2
1 
4
1 
нескінченності. Те, що залишається від проміжку [0; 1], і буде 
досконалою множиною Кантора. Ця множина нескінченна, але не є 
злічен
а драбина Кантора. 
 
. 
1) Для вс  F(x) ≤ 1. 
Це наслідок того, що для всякої події А маємо 0 ≤ Р(А) ≤ 1. 
 розподілу F(x) не спадає. 
Дов ед енн я . Нехай  <   F(x). Розглянемо 
події: А = {ξ < x1}, В = {х 2}. Тоді В = С \ А, крім 
ого боку Р(В) = 
Р(С \ А) = Р(С) – Р(А) = F(x2) – F(x1), а з іншого боку Р(В) ≥ 0, тому 
F(x2) – F(x1) ≥ 0, або F(x2) ≥ F(x1), що і доводить властивість.    
 = а ∈ R функція F(x) неперервна зліва, тобто
lim
0
aFF
ax −→ . 
 
{ξ < x } ⊂ {ξ < x } і ax <=<∑
ою, а її міра Лебега дорівнює 0. 
Графіком функції F(x) служить знаменит
 
 
 
 
 
 
 
 
 
 
3. Властивості функції розподілу
якого х ∈ R маємо 0 ≤
2) На числовій осі функція
 х1 x2 довільні аргументи
1 ≤ ξ < x2}, С = {ξ < x
того, подія С є наслідком події А. Отже, з одн
3) В кожній точці х  
)()(x =
Дов ед енн я .  Розглянемо яку-небудь зростаючу послідовність 
х1, х2,..., хn, ... чисел, які менші за а і яка збігається до а. Тоді для 
всякого натурального n маємо  
n n+1
n
n { } { }∞
=
ξξ . 
неперервності  
 
1
В силу теореми 
∞→nlim {ξ < xР }n} = Р{ξ < а , 
а через те, що функція F(x) неспадна матимемо, що 
)()(lim aFxF
0ax
=−→
що треба було довести.   
, 
  
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4) (lim xF 0) = . 
 =
−∞→x
Дов ед енн я . Розглянемо монотонно спадну послідовність 
подій Аn = {ξ < –n}, n =1, 2, ... . Маємо А1IА2I ...IАnI ... = ∅ – 
неможлива подія, тому в силу теореми неперервності  
=−∞→ )(lim nFn ∞→nlimР(Аn)  Р ( )nn A∞→lim  = Р(∅) = 0.   
одібним чином (пропонуємо довести самостійно) можемо 
довес
ξ < b} і {ξ < а}. 
Крім е
 Р(ξ < а) = F(b) – F(a). 
Пропонуємо самост найти формули для знаходження 
ймовірностей таких подій: { a < ξ < b}, {a < ξ ≤ b}, {a ≤ ξ ≤ b}, 
{ξ > b
р
Р(a 
. 
 
чина називається 
непер н
П
ти, що 1)(lim =xF . +∞→x
5) Для довільних a, b ∈ R  Р(a ≤ ξ < b) = F(b) – F(a). 
Справді, подія {a ≤ ξ < b} це різниця подій {
того, подія {ξ < а} тягн  подію {ξ < b}. Тому  
Р(a ≤ ξ < b) = Р({ξ < b}\{ξ < а}) = Р(ξ < b) –
ійно з
ξ ≤ а}, {
}, {ξ ≥ b}. 
Вказівка. Спочатку т еба встановити таке співвідношення: для 
всякого a, a ∈ R, маємо Р(ξ = а) = F(а + 0) – F(a). 
Прим і т к а .  Якщо функція розподілу F(x) неперервна на всій 
осі, то 
≤ ξ < b) = Р(a < ξ < b) = Р(a < ξ ≤ b) = Р(a ≤ ξ ≤ b) = F(b) – F(a). 
 
4. Типи випадкових величин
Означення 3. Випадкова величина називається дискретною, 
якщо множина її значень дискретна; випадкова вели
ерв ою, якщо її функція розподілу неперервна. 
Випадкова величина ξ називається абсолютно неперервною, 
якщо існує така невід’ємна функція fξ(x), що  
Fξ(x) = ∫ dttf )(ξ . 
∞−
ина називається сингулярною, якщо в R існує 
 множина  з нульовою мірою Лебега така, що 
ξ ∈ В) = 1, і Р  х  для всякого х ∈ R. 
 пункту 2 є дискретна; з 
 3 сингулярна. 
Можна довести, щ падкову личину можна подати 
у вигляді суміші випадкових н вказаних трьох типів. Інших 
типів випадкових величин не існує. 
x
Випадкова велич
борелівська  В
Р( (ξ = ) = 0
Так, випадкова величина з прикладу 1
прикладу 2 абсолютно неперервна; з прикладу
о довільну ви  ве
 величи
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В частині ІІ кур су ми обмежуємося, в основному, тільки 
5. Щільність. Якщо випадкова величина є абсолютно 
неперервною, то фун ц )
називаєт  розподілу ймовірностей випадкової величини, 
аб льністю. 
така функція, що Fξ(x) =
абсолютно неперервними випадковими величинами. 
к ія fξ(x , яка фігурує в означенні такої величини, 
ься щільністю
о просто щі
Нагадаємо, fξ(x) 
x
∫
∞−
dttf )(ξ  і fξ(x) ≥ 0. 
1. 
∞−
=1)( dxfξ , бо = 1. 
2. Для  дійсних чисел a ≤ b маємо
. 
З означення щільності й властивостей функції Fξ(x) випливають 
властивості щільності. 
∞
∫ x  )(lim xFx ξ∞→
 довільних    
Р(a ≤ ξ ≤ b) = ∫
b
a
xf )(ξ
3. Майже скрізь 
dx
=
dx
xdF )(ξ  fξ(x). 
4. Довільна невід’ємна, інтегровна на числовій осі функція f(x), для 
якої ∫
∞
=1)( dxxf , може служити щільністю якоїсь в
∞−
величини. 
Прим і т к а . Дискретні  сингулярні випадкові величини 
щільності не мають
ипадкової 
та
.  
п. 2. 
ля  за 
орму
Приклад . Розглянемо випадкову величину з прикладу 2 
цієї випадкової величини щільність fξ(x) знаходитьсяД
ф лою 
fξ(x)
R2
0              R       x 
⎪⎩
⎪⎧
≤
2
      ;0     ,0
x
x
f ⎨
≥
<<=
     .     0,
;0   ,)( 2
Rx
Rx
R
xξ  
 
я функції розподілу й щільності. 
Розгл
о ни) нитки з масою рівною 1. Речовина, з якої вона 
склад
6. Механічне тлумаченн
янемо матеріальну систему у вигляді нескінченно довгої (в 
обидві ст ро
ається, така, що коли зв’язати з цією ниткою числову вісь, то 
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Fξ(x) дорівнюватиме масі частини, яка знаходиться лівіше точки х 
ховується). Тоді ймовірність попадання 
ини ξ в якийсь проміжок – це маса куска нитки на 
ина 
на від
ння. 
Означення 1. Математичним сподіванням абсолютно 
еперервної випадкової  ξ зі щіль
число  
(за ум
(маса самої точки х не вра
випадкової велич
цьому проміжку. 
Якщо випадкова величина ξ абсолютно неперервна, то речов
повідній нитці розмазана неперервно зі щільністю fξ(x) (звідси 
назва щільність). 
 
§3. Числові характеристики випадкових величин 
 
1. Математичне сподіва
н величини ністю f(x) називається 
∫
∞
∞−
dxxxf )(  Мξ = 
ови існування інтеграла). 
Так, математичне сподівання випадкової величини з прикладу 
2.2 Мξ = Rdxx
R 22 2 =∫ . R 302
ання, які були встановлені 
для абсолютно неперервних 
випад
адкові величини, то М(ξη) = МξМη. 
тлумачення: математичне сподівання – це абсциса 
ої системи, яка моделює розподіл випадкової 
) 
випад на й одівання, 
яке об
Мg(ξ) =
∞−
dxxfxg )()(   (1) 
(за ум інтеграла
Властивості математичного сподів
для дискретного випадку, мають місце й 
кових величин. Перелічимо ц влі астивості без доведення. 
1. Якщо С стала, то МС = С. 
2. М(Сξ) = СМξ. 
3. М(ξ + η) = Мξ + Мη. 
та η незалежні вип4. Якщо ξ 
Механічне 
центра мас механічн
величини ξ. 
Нехай g числова функція, яка визначена на R. Тоді g(ξ
кова величи  можна говорити про її математичне сп
числюють за формулою 
 
∞
∫
ови існування ). 
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2. Дисперсія. 
Означення 2. Нехай для абсолютно неперервної випадкової 
велич
випадкової величини називається число  
)
 існує. 
л ває Dξ = − dxxfax )()( . 
дкових 
велич
1. Якщо С стала, то 
2. Dξ 
3. D(С
залежні, то D(ξ + η) = Dξ + Dη. 
Число σ = 
ини ξ існує математичне сподівання Мξ = а. Дисперсією 
Dξ = М(ξ – а 2, 
якщо таке математичне сподівання
З формули (1) вип и
∞
2∫
∞−
Властивості дисперсії, які були встановлені в дискретному 
випадку, мають місце й для абсолютно неперервних випа
ин. Перелічимо ці властивості без доведення. 
DС = 0. 
≥ 0. 
ξ) = С2Dξ. 
4. Dξ = Мξ2 – (Мξ)2. 
5. Якщо випадкові величини ξ та η не
ξD  називають стандартним відхиленням. 
Механічна інтерпретація: дисперсія – це момент інерції 
механічної системи, яка моделює розподіл випадкової величини ξ, 
відносно її центра мас. 
 
ковими моментами порядку k випадкової 
величини ξ називаються числа  αk = Мξk = , k = 1, 2, ... . 
Зокре
)( , k = 
едіаною випадкової величини ξ називається 
корінь рівняння F(x) = 
3. Моменти. 
Означення 3. Почат
∫
∞
∞−
dxxfxk )(
ма, α1 = Мξ. 
Означення 4. Центральними моментами порядку k випадкової 
величини ξ  називаються числа µk = М(ξ – α1)k = ∫
∞
− fx k)( 1α dxx
∞−
1, 2, ... . Зокрема, µ2 = Dξ. 
Означення 5. М
2
1 . 
Означення 6. Модою випадкової величини ξ зі щільністю f(x) 
називаються точки максимуму функції f(x). 
 називається унімодальним. Якщо мода одна, то розподіл
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0      a           b         x
fξ(x) 
ab −
1
0     a             b        x
Fξ(x)
1
§4. Стандартні розподіли 
 
1. Рівномірний розподіл. 
Означення 1. Випадкова величина ξ має рівномірний розподіл на 
проміжку [a; b] або рівномірно розподілена на [a; b], якщо вона 
абсолютно неперервна і її щільність  
⎪⎩
⎪⎨
⎧ якщ,0          
>
≤≤−
<
=
    якщо    
,якщо    
    ,о    
.,0
,1)
bx
bxa
ab
ax
xf
         
    (ξ
Функція розподілу: 
⎪⎩
⎪⎧ −
якщо             ,0
ax
x
⎨
>
≤≤−
<
=
    якщо
,якщо    
    ,
.         ,1
   ,)(
b
bxa
ab
a
xFξ  
Наприклад, якщо годинник зупинився, то кут між його 
стрілками випадкова величина, яка має рівномірний розподіл на 
промі в вважаються 
рівно  
 
випадкової величини: 
    x
 
жку [0, 2π]. Фази радіотехнічних сигналі
мірно розподіленими на проміжку [0, 2π].  
Знайдемо числові характеристики рівномірно розподіленої
М ∫ =−= a xdxab 2ξ ,  
+b ba1
( )∫=
b1ξD −=⎟⎞⎜⎝
⎛ +−− a
abdxbax
ab 2
22
. 
 
2. Показниковий розподіл. 
Означення 2. Випадкова величина ξ має показниковий розподіл з 
парам
⎠ 12
етром α > 0, якщо вона абсолютно неперервна і її щільність  
 
⎩⎨
⎧
≥
<= − 0.якщо    
,якщо    
xe
x
xf x   
       
,
0,0
)( αξ α  
 0                        x
fξ(x)
α
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0                     x 
Fξ(x)
1
Функція розподілу: 
 
 
⎩⎨
⎧
≥−
<= − 0.якщо    
,якщо    
xe
x
xF x   
           
,1
0,0
)( αξ  
 
п
 величини з 
На рактиці показниковий розподіл мають тривалості роботи 
різноманітних пристроїв. 
Знайдемо числові характеристики випадкової
никовим розподілом: показ
М ∫ −=αξ α dxe x
∞
=
0
1
αx ,  
∫ =⎟⎠⎜⎝ −= 0 2αααξ dxexD . 
∞
−⎞⎛ 2 11 αx
 
3. Нормальний (гауссівський) розподіл. 
Означення Випадкова величина ξ має стандартний 
но іл, якщо вона абсолютно неперервна і її щільність  
3. 
рмальний розпод
22
2
1)( xexf −= πξ , х ∈ . 
Переконаємося, що f є справді щільністю розподілу. Оскільки, 
f >0 і
R
 112;
22
1)(
2−e t
2 2 ==⎭⎬
⎫
⎩⎨
⎧ ==== ∫∫∫
∞
∞−
∞
∞−
−
+∞
∞−
dtdtdxtxdxedxxf x ππξ , 
то f є функцією розподілу.  
22
2
)( exf = πξ  парна, графік: 
1 x−Функція 
 
В силу важливості нормального розподілу в теорії ймовірностей 
існує спеціальне позначення для функції розподілу: 
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dtex
x1 t∫
∞−
−=Φ 22
2
)( π , 
і її часто називають функцією Лапласа. Для знаходження значень 
функції Лапласа підінтегральну функцію розкладають у степеневий 
ряд, а потім інтегрують: 
=+=+=Φ ∫ −−− dtedtedtex
xx
t tt
0
2 2
2222 11
2
1
2
1)( π  ∫∫∞− 00 22 ππ
⎟⎟⎠
⎞+ ...
7x . ⎜⎜⎝
⎛
⋅⋅−⋅⋅+⋅−+= 72!352!2322
1
2
1
32
53 xxxπ
 та
1. 
Цей ряд швидко збігається, тому легко знайти значення функції 
Лапла в  т тса з до ільною очніс ю. 
Функція Лапласа має кі властивості. 
2
1) = . 0(Φ
2. Функція Ф(x) монотонно зростає, бо 0
2
1)( 2
2 >=Φ′ − xex π . 
. Отже, пряма у = 1 – горизонтальна асимптота. 
. Отже, пряма y = 0  ще одна горизонтальна асимптота. 
4. 
3. 1)(lim =Φ+∞→ xx
0)(lim =Φ−∞→ xx
,
2
)()( 2
2xexxfx −−=′=Φ ′′ πξ а звідси випливає, що точка x = 0 це 
точ Ф(x). 
5. 
ка перегину графіка 
)(1)( xx Φ−=−Φ .  
Справді,  
⎭⎬
⎫
⎩⎨
⎧
=+∞=
−=−===−Φ ∫
−
∞−
−
x
ddtt
dtex
вн
x
t
ττ
ττ
π ,
,
2
1)( 2
2 =−= ∫
∞
− τπ
τ de
x
22
2
1  
== ∫
+∞
− τπ
τ de
x
22
2
1 τπτπτπ
τττ dedede
xx
x
∫∫∫
∞−
−
∞−
−
∞
− −+= 222 222
2
1
2
1
2
1 = 
τπ
τ de
x
∫
∞−
−−= 2211
2
)(1 xΦ−= . 
що графік Ф(х) симетричний відносно Ця властивість означає, 
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точки з координатами ⎟⎠
⎞⎜⎝
⎛
2
1,0 . 
 
Знайдемо числові хар  величини, яка має 
ндартний нормальний розподілом: 
М
актеристики випадкової
ста
∫
∞
∞−
− == 0
2
1 22 dxxe xπξ ,  
∫
∞
∞−
− == 1
2
1 22 2 dxex xπξD . 
Стандартний нормальний розподіл є частинним випадком 
більш загальної сім’ї розподілів, яку розглянемо далі. 
ачення 3. Випадкова величина ξ має нормальний розподіл з 
параметрами
Озн
 ( )2,σm , якщо щільність  
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−= 2
2
2
exp
2
1)(xf σπσξ
mx , m ∈ R, σ > 0. 
Той факт, що випадкова величина ξ має нормальний розподіл з 
рами m і σ записуватимемо так: ξ € N ( )2,σmпарамет . 
Коли m = 0, σ = 1, тобто 1), то це стандартний 
нормальний розподіл. 
ьності нормального розподілу при  m=1 і різних σ 
(σ = 1/2, 1, 2) наведено на малюнку. 
ξ € N(0, 
Графік щіл
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Функція розподілу  
( ) dtt mxF x∫
∞−
⎟⎟⎠⎜
⎜
⎝
− 2
2
2
p σ . 
При її графіки такі: 
⎞⎛ −= ex
2
1)( πσξ
σ = 1/2, 1, 2 
 
 
На практиці  помилки при 
різноманітних вимірюваннях. 
тики випадкової величини, яка має 
норма
нормальний розподіл мають
Знайдемо числові характерис
льний розподіл з параметрами ( )2 ,σm : 
( )∫М
∞ ⎞⎛ 2
∞−
=⎟⎟⎠⎜
⎜
⎝
−−= mdxmxx
2
exp
2
1
σπσξ ,  2
( ) ( )∫
∞
∞−
⎟⎠⎜⎝ 22
exp
2 σπσ . 
Нехай ξ € N
=⎟⎞⎜⎛ −−−= 2
2
21 σξ dxmxmxD
( )2,σm , [a,b] –довільний числовий проміжок. 
Знайдемо Р(a ≤ ξ ≤ b) . 
Через те, що  
,  
то 
∫
b
a
dxxf )(ξР(a ≤ ξ ≤ b) =
( ) ( ) =⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−⎟⎟⎠
⎞
⎜⎜⎝∞−2πσ
⎛ −−=≤≤ ∫∫
∞−
dtmtdtmtba
ab
2
2
2 2
exp
2
1
2
exp1)P( σπσσξ  
2
=⎭⎬
⎫
⎩⎨
⎧ −=−−∞==== σσσ
maxmbxxdxdtxmt ввн ,,,  =,−
∫∫
−−
=
σσ
mamb
1
∞−
−
∞−
− − ππ
xx dxedxe 22
22
2
1
2
, 
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а звідси  
Р(a ≤ ξ ≤ b) = ⎟⎠
⎞⎜⎝
⎛ −Φ−⎟⎠⎝ σ
⎞⎜⎛ −Φ σ
mamb . 
 ε > 0, тоді Нехай
12)P() −⎟⎠
⎞⎜⎝
⎛Φ=⎟⎠
⎞⎜⎝
⎛−Φ−⎟⎠
⎞⎜⎝
⎛Φ=+≤≤−=≤− σσσεξεεξ mmm . P(
εεε
Отже,  
( ) 12P −⎟⎠⎞⎜⎝⎛Φ=≤− σ
εεξ m . 
Наслідки.  
1. Нехай ε = σ    ⇒ ( ) =−Φ=−⎟⎠
⎞⎜⎝
⎛Φ 11212 σ
σ 0.6826… 
2. Нехай ε = 2σ  ⇒  ( ) =−Φ=−⎟⎠
⎞⎜⎝
⎛Φ 122122 σ
σ 0.9544… 
3. Нехай ε = 3σ   ⇒ ( ) =−Φ=−⎟⎠
⎞⎜⎝
⎛Φ 132132 σ
σ 0.9973… 
Тоді маємо:  
68.0)P( ≈≤− σξ m ; 95.0)2P( ≈≤−ξ m ; 997.0)3P( ≈≤− σξ mσ . 
і
Те, що ймовірність при ε = 3σ  дорівнює 0.997 означає, що така 
подія практично відбувається,  значення випадкової величини 
практично попадають у проміжок ( )σσ 3,3 +− mm . Це твердження 
називається правилом трьох сигм. 
 
§  5. Закон великих чисел
 
В загальному випадку також мають місце теореми, об’єднані під 
назвою закон великих чисел; вони формулюються так, як і в 
елементарному випадку й доведення цих теорем ґрунтується на 
нерівностях Чебишова. 
1. ( )
a
aa ξξξ M ,0 ,0 ≤>>≥ P  (нерівність Маркова). 
2. 2
D)( ε
ξε ≤  (перша нерівністьξ >−mP  Чебишова). 
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3. 2
D1)( ε
ξεξ −≥≤−mP  (друга нерівність Чебишова). 
ер у  уДоведемо п ш  нерівність  випадку, кол  випадкова величина 
ξ – невід’ємна й абсолютно неперервна. Це все одно, що довести: 
)(M aa ≥≥
и
ξξ P . 
Справді, 
∫
∞ ∞∞
≥= dxxxp )(Mξ ∫ ∫∫
∞
≥==≥ aadxxpadxxspdxxxp )()()()( ξP . 
е одне доведення нерівності Маркова. Нехай ξ 
м ва величина і a довільне додатне число. 
 допоміжні  величини. 
≤= aa
a aa0
Наведемо щ
довільна невід’є на випадко
Розглянемо такі  випадкові
⎩ > aa ξ⎨
⎧ ξξξ ,  
     , якщо ⎩ >
     , якщо ⎨⎧ ≤= aa aξ
ξη якщо     ,1 ,  ≤= aaякщо     ,0 ⎩ > aξ⎨
⎧ ξς якщо     ,0 . 
якщо     ,1
З цих означень матимемо:    
aξξ ≥ , aaa aζξηξ += , 
)()M()M()M(MM aaaa aaaa >=≥+=≥ ξζζξηξξ P , 
що  було довести.   
Обмежимос т
Теорема Чебишова. Нехай ξ1, ξ , ... , ξ , … послідовність 
не пад
сп дисперсії Dξi ≤ c (i = 1, 2,...), с – стала. Розглянемо 
числову  
 потрібно
я одним вердженням. 
2 n
залежних ви кових величин, для яких існують математичні 
одівання, а 
 послідовність
⎭⎬
⎫
⎩⎨
⎧ −
n
n M21 <= εξ
n
p nn
MΡ 21 ,  
е е нн я . Згідно другої нерівності Чебишова і умов на 
дисперсії ξi,  = 1, 2, …, матимемо 
++++++ ξξξξξ M ......
n = 1, 2, …, а ε – довільне додатне число.  
Тоді 
∞→n
lim pn = 1. 
Дов д
 і
2
21
2 1
...11 ε
ξξξ
ε n
c
n
p nn −≥⎟⎠
⎞⎜⎝
⎛ +++−≥ D , 
 звідси (через те, що ) pn = 1.   а  1≤np ∞→nlim
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Доведена теорема, зокрема, дає обґрунтування правила 
ереднього арифметичного в практиці вимірювань. Нехай потрібно 
иміряти деяку фізичну величину a. Здійснивши n незалежних 
имірювань, ми дістанемо n значень цієї величини x1, x2, ..., xn. Кожне 
начення xi є значенням випадкової величини Хi, математичне 
подівання якої дорівнює a, ця умова означає, що вимірювання 
озбавлені систематичних помилок. Крім того, вважатимемо, що 
иконано умову DХi ≤ c; це означає, що всі вимірювання 
дійснюються з деякою гарантованою точністю. Тоді з теореми 
Чебиш
с
в
в
з
с
п
в
з
η 
0               ξ
(х, у)
(ξ, η) 
ова випливає, що 
1...21⎩⎨
⎧ <−+++ εa
n
XXX nΡ
тобто, при достатньо великому числі вимірю
завгодно близькою до одиниці, середнє арифметичне результатів 
вимірювань буде як завгодно мало відрізнятись від вимірюваної 
величини. 
→⎭⎬
⎫ , 
вань з ймовірністю, як 
. Випадковим m-мірним вектором 
назив
чення 1. Функція двох змінних F(x, у) називається 
ункцією розподілу ймовірностей випадковог
она визначена на R2 і  
кщо на координатній площині зображати 
векто
ймовірність попадання цієї точки в 
облас
ч ня функції розподілу. 
Розгл лощини зі 
зв’яза у
 на малюнку заштрихована, тоді ймовірність 
попад  (ξ, η) в яку-небудь область дорівнюватиме масі 
відпо .  
1. 0 ≤ 
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1. Функція розподілу
ається сукупність m випадкових величин (ξ1, ξ2, ..., ξm). Як і в 
дискретному випадку обмежимося вивченням двомірних векторів, 
координати яких позначатимемо буквами ξ і η. 
Озна
ф о вектора (ξ, η), якщо 
в
F(x, у) = Р(ξ < x, η < y). 
Я
р (ξ, η) точкою з координатами (ξ, η), то 
F(x, у) це 
ть, яка зображена на малюнку. 
Корисним є механічне тлума ен
янемо матеріальну плівку у вигляді нескінченної п
ною з нею системою координат і такою, що F(x, ) дорівнює 
масі частини плівки, яка
ання точки
відної області
Перелічимо властивості функції F(x, у). 
F(x, у) ≤ 1.  
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у
1
0           1    х 
D 
2. F(x, у) = F(x, у) = 0. 
3. , у) = 1. 
На м а матеріальної 
плі
) не спадає. 
5. F(x, у) = Fξ(x) – функція р іл  випадкової величини ξ. 
F(x, у) = x, η < y) = (ξ < x) = Fξ(x); 
ана ї 
величини η. 
6. Якщо випадкові величини ξ та η незалежні, 
F(x, у) = Fξ(x)⋅ Fη(у). 
ад  1 .  Нехай в одиничному 
у на малюнку, навмання 
натами (ξ, η). Тоді 
функція розподілу цієї ності така: 
F(x, у
⎩
⎨
⎧
≤≤≥
≤≤≤≤
<<
=
           .якщо
       ,0  якщо    
якщ
      ,якщо    
1      ,1
1,1      ,
,10  i  10     ,
0  або  0      ,0
yxy
yx
yx
 
Її граф
 
 
 
 
 
 
 
 
 
 
−∞→xlim −∞→ylim
∞→∞→yx
lim F(x
ові механіки ця властивість означає, що мас
вки, про яку йшла мова вище, дорівнює 1. 
4. По кожній змінній функція F(x, у
∞→ylim озпод у
Справді,  
∞→ylim ∞→im Р(ξ <  Рyl
логічно, ∞→xlim F(x, у) = Fη(у) – функція розподілу випадково
то  
Прикл
квадраті D, зображеном
вибирається точка з коорди
сукуп
)
⎪⎪ ≥≤≤         , 0якщо    1,1      , yxx
⎪⎪ о  xy
≥≥  i      1 yx
ік: 
0
0.5
1
1.5
2 0
0.5
1
1.5
2
0
0.25
0.5
0.75
1
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y
d
c
0     a          b     x 
(b, d) (a, d) 
(a, c) (b, c) 
D 
 
 
Функція розпод у використовується, 
як і в одномірному випадку  ля 
знаходження ймовірностей різних подій, 
пов’язаних з сукупністю випадкови
іл
 , д
х 
величин (ξ, η). Так, наприклад, 
викор
ти таку формулу для ймовірності попадання точки 
(ξ, η) 
 η) ∈ D) = [F(b, d) – F(b, c)] – [F(a, d) – F(a, c)].  (1) 
 
кщ  існує невід’ємна, інтегровна на R2 функція f(x, y) 
така,   
) 
тора 
(ξ, η). 
З властивостей розподілу випливають такі властивості 
ого 
випадкового вектора (ξ, η).
истовуючи механічне тлумачення F(x, 
у), неважко вивес
в прямокутник  
D = {(x, y): a ≤ x < b, c ≤ y < d}. 
 P((ξ,
2. Щільність розподілу. 
Означення 2. Випадковий вектор (ξ, η) називається абсолютно 
неперервним, я о
що
 F(x, y) = ∫ ∫
∞− ∞−
x y
dudvvuf ),( . (2
Функція f(x, y) називається щільністю розподілу випадкового век
 функції 
щільності. 
1) Нехай F(x, y) функція розподілу абсолютно неперервн
 Тоді f(x, y) = 
yx∂
Випливає з (2) і властивостей визначеного інтеграла. 
yx∂ ),(2F
∂ . 
 випадкового вектора з 
попер
Приклад .  Щільність розподілу
еднього прикладу  
⎧f(x, y) ⎩⎨ ∈
∉=
.),  ,1 Dyx(якщо    
) Dy ,
 
,  ,0 x(якщо    
2) Якщо випадкові величини ξ та η незалежні, то  
)()(),( yfxfyxf ηξ ⋅= . 
∞−
),( dxdyyxf = 1. 
Випливає з властивості 1.3 функції розподілу. 
3) ∫∫∫ ∫ =),( dxdyyxf
∞ ∞
∞− 2R
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4) Якщо функція f(x, y) щільність випадкового вектора (ξ, η), то 
щільн
а щільність випадкової вел η 
астивості 1.5 функції розподілу і (2) випливає, що  
dvvufdu ),( , 
а звід
ість випадкової величини ξ  
fξ(x) = ∫
∞
dyyxf ),( , 
∞−
ичини 
fη(у) = ∫
∞
∞−
dxyxf ),( . 
Справді, з вл
Fξ(x) = lim ∫ ∫ vuf ),(∞→y ∞− ∞− ∞− ∞−
x y ∞x
dudv = ∫ ∫
си fξ(x) dx
= ∫
∞−
= dvvxf ),( ∫= dyyxf ),( . 
Аналогічно, з того   
xdF )(ξ
F
∞−
dudvvuf ),(
∞ ∞
∞−
що
x y ∞y
η(у) ∞→xlim ∫∞− ∫ ∫∞− ∞−= duvufdv ),(  = ∫
випливає, що 
dy
ydF )(η ∫
∞−
= duyuf ), . 
5) Неха
∞
(
й D прямокутник {(x, y): a ≤ x < b, c ≤ y < d}. Тоді 
 [F(a, d) – F(a, c)]= 
∫ ∫∫ ∫∫ ∫
∞− ∞−∞− ∞−∞− ∞−∞− ∞−
a cdb d
dxdyyxfdxdyyxfdxdyyxf ),(),(),(
 
= . 
6) Нехай D довільна квадрована область. Тоді  
P((ξ, η) ∈ D) ∫∫=
D
dxdyyxf ),(  
Дов ед енн я . За формулами (1) і (2)  
P((ξ, η) ∈ D) = [F(b, d) – F(b, c)] –
=
ab c
=⎥⎦
⎤⎢⎣
⎡ −−⎥⎦
⎤⎢⎣
⎡ − ∫ ∫dxdyyxf ),(
∫∫
D
dxdyyxf ),(
P((ξ, η) ∈ D) ∫∫
D
dxdyyxf ),( . =
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Обмежимося ідеєю доведення цієї властивості. Область D 
розби
и. Тоді ймовірність попадання точки (ξ, η) в область D 
дорівнюватиме и (ξ, η) в 
 ймовірності на відповідні 
о границі, коли розміри всіх 
прямокутників розбиття прямую  нуля. 
Означення 3. Умовною щільністю випадкової величини ξ за 
умови, що випадкова величина η приймає значення у, називається 
fξ(x | y
вається прямими паралельними осям координат на 
прямокутник
 сумі ймовірностей попадання точк
прямокутники розбиття. Замінимо ці
інтеграли від щільності і переходимо д
ть до
 
3. Умовні щільності. Нехай задано випадковий вектор (ξ, η) зі 
щільністю f(x, y). 
функція )
)(
),(
yf
yxf
η
= . 
Означення 4. Умовною щільністю випадкової величини η за 
о випадкова величина ξ приймає значення х, називається 
функція f (у | х
умови, щ
η ) )(
),(
xf
yxf
ξ
= . 
 
характеристики абсолютно неперервних 
випадкових величин. Нехай f(x, y) щільність випадкового вектора (ξ, 
, y) інтегровна на R2 функція. Розглянемо випадкову величину 
Можн орити про її математичне сподівання. Це число 
Мg(ξ, η) =
(якщо інтеграл існує). 
dxdyyxfy  
називаються початковими моментами порядку k + l випадкового 
вект η). 
Зокрема, α10 = Мξ, α01 = Мη. 
Означення 6. Числа 
4. Числові 
η), а g(x
g(ξ, η). а гов
∫∫
2
),(),(
R
dxdyyxfyxg  
Означення 5. Нехай g(x, y) = хkyl, k, l = 0, 1, 2, ... . тоді числа  
αk, l = Мξkηl = ∫∫ kx
2
),(
R
l
ора (ξ, 
µk, l = М((ξ – α10)k(η – α01)l) = ( ) ( )∫∫ −− ),(0110 lk dxdyyxfyx αα  
2R
назив ими моментами порядку k + l випадкового 
вектора (ξ, η). 
аються центральн
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Зокрема
Оз
, µ20 = Dξ, µ02 = Dη. 
начення 7. Число 
– 10)(η – α01)) =µ1, 1 = М((ξ  α ( )( )∫∫ −−
2
зивається коваріацією
),(0110
R
dxdyyxfyx αα  
на  випадкового вектора (ξ, η). 
 зв’язок між випадковими величинами ξ 
ov(ξ, η). Як і в дискретному випадку на 
стіше використовується коефіцієнт кореляції 
ρ(ξ, η) 
Коваріація характеризує
та η і позначається символом c
практиці ча
ηξ
ηξ
DD
),cov(=  
В абсолютно неперервному випадку властивості коефіцієнта 
корел  η) такі ж, як і в дискретному випадку. Перелічимо їх. 
η) ≤ 1. 
ві величини ξ та η незалежні, то ρ(ξ, η) = 0. 
ξ + b, то |ρ(ξ, η)| = 1. 
ρ(ξ, η)| = 1, то між ξ та η лінійна залежність. 
 
5. мовні математичні сподівання. Нехай fξ(x | y), fη(у | х) 
умовні щ . Функції  
М(ξ|η = y) =  (як функція від у), 
М(η|ξ = х) = |(η  (як функція від х), 
називаються, відповідно, умовними математичними сподіваннями 
випадкової величини ξ за умови η = y, випадкової величини η за 
умови
і М(η|ξ = х) корисно дивитись, 
як на значення випадкових ве к  відповідно, мають щільності 
 
ξ
М(М(ξ|η)) = = 
яції ρ(ξ,
1. –1 ≤ ρ(ξ, 
2. Якщо випадко
3. Якщо η = а
4. Якщо |
У
ільності
∫
∞
∞−
dxyxxf )|(ξ
∫
∞
∞−
dyxyyf )
 
 ξ = х. 
На значення функції М(ξ|η = y) 
личин, я і,
fη(у) і fξ(x). Тоді ці випадкові величини позначають так: М(ξ|η) і 
М(η|ξ) і називають, відповідно, умовними математичними 
сподіваннями ξ за умови η і η за умови ξ. 
Теорема. М(М( |η)) = Мξ, М(М(η|ξ)) = Мη. 
Дов ед енн я .  
∫
∞
∞−
= dyyfy )()|(M ηηξ ∫ ∫
∞
∞−
∞
∞− ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛= dyyfdxyxxf )()|( ηξ
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∫∫=
2
)(
)(
),(
R
dxdyyf
yf
yxxf
η
η
∫∫=
2
),(
R
dxdyyxxf = Мξ. 
Анало   
на говорити й про умовні дисперсії. 
 
6. Прикла
Приклад  1 .  Випадковий вектор рівномірно розподілений у 
< 1
 
f(x, y) Τ∈
гічно доводиться друге співвідношення.  
Подібним чином мож
ди. 
трикутнику  
Т = {(x, y): 0 < x < 1, 0 < y < 1, x + y }. 
Це означає, що щільність цього вектора
⎩⎨
⎧ Τ∉=
.(якщо    
, 
),,2
)
yx
x
  
 
я .  
1. fξ(x) = dyyxf ),( ≤≤= ∫
(якщо   ,,0 y  
Знайти розподіл компонент вектора, математичне сподівання, 
дисперсію, коваріацію. 
Роз в ’ я з анн
∫
∞
∞− ⎪⎪⎩ >    ,1       ,0
0
x
⎪⎩ >
⎪⎪⎨
⎧ <
−
10  ,2
   ,0
xdy ⎪⎨
⎧
<<−,
       ,0
1
x
x
<
= ,10  ),1(2
    ,0     0
xx
x
 
∈
    ,1          ,0 x
2. f
     ,
η(у) = ∫
∞
dxyxf ),( ⎧ −∞− ⎩⎨
∉= ,якщо    
1(2
]1,0[,0              
y
y
.якщо    ]1,0[),    y
 
3. Мξ = ∫∫ =−=
∞
∞− 0 3
1 1 .)1(2)( dxxxdxxxfξ  
Аналогічно, Мη = .
3
ξ
1  
4. D  = ∫ =−⎟⎠
⎞⎛ −
1 21⎜⎝0
)1(
3
2 dxxx =
18
1  Dη 
5. cov(ξ, η) dxdyyx∫∫
Τ
⎟⎠⎜⎝ −⎟⎠⎜⎝ −= 33
⎞⎛⎞⎛ 11 ∫∫ ⎟⎠⎜⎝ −⎟⎠⎜⎝ −= dyyxdx 00 332
− ⎞⎛⎞⎛x11 11
36
−= . 
Приклад  2 .  Нехай D квадрат {
1
(x, y): –1 ≤ x < 1, –1 ≤ y < 1}, а 
щільність випадкового вектора (ξ, η) 
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( )
( )⎪⎪⎩
⎪⎪⎨
⎧
∉⎟⎠
⎞⎜⎝
⎛ +−
∈⋅+⎟⎠
⎞⎜⎝
⎛ +−
=
.якщо    
 ,якщо    
Dxyx
Dxyxyx
                                ,
2
1exp
2
1
  ,sinsin05,0
2
1exp
2
1
22
22
π
πππ  f(x, y) 
Знайти розподіли компонент і числові характеристики випадкового 
вектора. 
Роз в ’ я з ання .  
1. 
fξ(x) = =∫
∞
∞−
dyyxf ),( dyee yx ∫
∞
∞−
−− 22 22
2
1
π ∫−+
1
1
sinsin05,0 ydyx ππ 22
2
1 xe−= π ; 
аналогічноfη(у) 2
2
2
1 ye−= π , 
отже, випадкові величини ξ і η мають стандартний нормальний 
розподіл. 
2. Мξ = Мη = 0; Dξ = Dη = 1. 
3. cov(ξ, 
2
),(η)= dxdyyxxyf
R
∫∫ ( ) += +−∫∫ dxdyexy yx
R
222
22
1
π  
+ =∫∫ ydxdyxxy
D
ππ sinsin05,0 =∫∫
−−
1
1
1
1
sinsin05,0 ydyyxdxx ππ 25
1
π . 
Графік а: 
 
Нормальний розподіл випадкового вектора. Якщо 
щільн
f(x , х2) 
щільності розглядуваного випадкового вектор
 
 
 
 
 
 
 
 
 
 
-1
-0.5
0
0.5
1 -1
-0.5
0
0.5
1
0.1
0.15
7. 
ість випадкового вектора (ξ1, ξ2) 
( )⎟⎠⎞⎜⎝⎛ +−= 222121exp21 xxπ , 1
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то такий зпод  називається ст ндартним нормальним розподілом. 
В цьому падк  ξ1 та ξ2 езале ні і кожна з них має стандартний 
нормальний розподіл. 
 нормального розподілу 
залеж ’яти параметрів (m1, m2, σ1 > 0, σ2 > 0, ρ, |ρ| < 1): 
f(x1,х2)
 ро
 ви
іл
у
а
ж
 
н  
У загальному випадку щільність
ить від п
( ) ( ) ( )( ) ( ) ⎟⎟⎠
⎞
⎝ ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛ −+−−−−−−−= 22
2
2
21
221
2
1
2
11
22
21
2
12
exp
12
1
σσσσρρσπσ
mxmxm . 
жна довести, що щільність компонент ξ1 та ξ2 знаходиться, 
відповідно, за формулами 
f1(x
⎜⎜
⎛
211 ρ xmx
Мо
) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−−= 2
1
2
1
1 2
exp
2
1
σπσ
mx f2(x, )= 2
2
2
2
2 2
exp
2 σπσ
mx , 
ає, що
1
тобто, компоненти ξ1 та ξ2 мають нормальний розподіл, а звідси 
виплив  Мξ1 = m1, Мξ2 = m2, Dξ1 = 21σ , Dξ2 = 22σ . Можна знайти і 
коваріацію вектора (ξ1, ξ2). Матимемо 
cov(ξ1, ξ2) = ( )( ) ( ) 2121212211 ,
2
σρσ=−−∫∫ dxdxxxfmxmx , 
R
а звідси ρ(ξ1, ξ2) = ρ. 
величини 2 за 
умови ξ1 = x1, така: 
f2(x2 |
Користуючись наведеними формулами, можна виписати умовні 
щільності. Наприклад, умовна щільність випадкової ξ
 х1)
( ) ( )( )
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
( ) == 21
, xxf  
11 xf
⎜⎜
⎜⎝−
22
exp1
⎜⎛
−
⎟⎟⎠
⎞⎜⎛ −−−
− 222
2
11
1
2
2
1
1221 σρ
σ
σρ
πρσ
mxmx
, 
а це нормальна щільність з параметрами m = m
⎝
2 + ( )11
1
2 mx −σ
σρ  і 
σ2 = ( ) 222 σρ− , а звідси отримуємо умовне математичне спо1 дівання 
випадкової величини ξ2 за умови  x1: 
1
ξ1 =
М(ξ2|ξ1 = х ) = m2 ( 1)
1
1
2 mx −+ σ
σρ , 
і умовну дисперсію випадкової величини ξ2 за умови ξ1 = x1: 
 
§6. Випадкові вектори 93
 ( ) 2221 σρ−D(ξ2|ξ1 = х1 =) . 
Графіками нормальних щільностей будуть дзвінкоподібні поверхні, 
лініям би рівня яких удуть еліпси 
( ) ( )( ) ( ) cmxmxmxmx =−+−−−− 2
2
222211
2
1
2
11 2
σσσ
ρ
σ , 221
які на ії 
стрільб. Там цікавляться ймовірністю попадання снарядів в задані 
еліпси розсіювання. Графік щільності: 
 
ових величин (ξ1, ξ2) має 
нормальний розподіл з параметрами m1 = m2 = 0, σ1 ≠ 0, σ2 ≠ 0, ρ = 0. 
Знайти ймовірність попадання точки (ξ1, ) в еліпс розсіювання з 
и аσ1 і аσ2, а > 0, тобто в еліпс D =
зиваються еліпсами розсіювання. Це поняття походить з теор
 
 
 
 
 
 
 
 
 
 
 
Приклад .  Сукупність випадк
ξ2
півосям ( )
⎭⎬
⎫
⎩⎨
⎧ ≤+ 22
2
2
2
2
1
2
1
21     , a
xxxx σσ . 
Роз в ’ я з ання .  Матимемо 
Р ( )( ) =⎟⎟⎠
⎞
⎜⎜⎝
=∈21 p2, D πσξξ
⎛ −−∫∫ 212
2
2
2
2
1
2
1
21 22
ex1 dxdxxx
D σσσ
 
= =⎭⎬
⎫
⎩⎨ = ϕσϕσ sin   ,cos 2211
координатполярних  до перейдемо
rxrx
⎧
= ∫ ∫ =−
π
ϕπ
2
0 0
221 drred
a
r
2
221 ae−− . 
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 від дискретної випадкової величини. Нехай ξ 
на, яка може наб
, з ймовірностями р1, р2, ..., k 1 2 k
1. Функції
ипадкова величив увати значень х1, х2, ..., хk, ..., 
відповідно р , ... (р  + р  +...+ р  +...= 1), і 
-4
-2
0
2
4
-4
-2
0
2
4
0
0.2
0.4
0.6
0.8
1
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нехай g числова функція, яка визначена на множині значень ξ і 
функція g породжує нову випадкову величину η = g(
. Тод
ξ). Знайдемо 
озподіл цієї випадкової величини. 
ізні, то вони будуть значеннями вип
ймовірностями 1
ть, наприклад
р Якщо всі числа g(х1), ..., g(хk), ... 
р адкової величини η, відповідно, з 
 р ,..., рk, ... Якщо ж деякі з чисел g(х1), ..., g(хk), ... 
співпадаю , ( ) ( ) ( ) 121 riii ... yxgxgxg ==== , 
то тоді Р ( )y= 1η ripiip p ++ ...21
ξ 0 
. +=
Приклад .  Розподіл випадкової величини ξ задано таблицею 
π
2
 π  3π
2
π2
2
5π π3  
2
7π  π4  
Р 
9
1  
9
1  
9
1  
9
1  
9
1  
9
1  
9
1  
9
1  
9
1  
Знайти розподіл випадкової ве ξsinличини η = . 
Маємо: 
ξsin  0 1 0 –1 0 1 0 –1 0 
Р 1
9
 1
9
 1
9
 1
9
 1
9
 1
9
 1
9
 1
9
 1
9
 
а звідси 
η –1 0 1 
Р 
9
2  
9
5  
9
2  
 
2. Функції від абсолютно неперервної випадкової величини. 
Нехай ь випадкової величини ξ, а числова функція g 
визначена на множині значень випадкової величини ξ і строго 
монотонно зростає. Знайдемо розподіл випадкової величини η = g(ξ). 
имо через h функцію обернену до g. Тоді функція розподілу η 
знаходиться так: 
 )(xfξ  щільніст
 
Познач
( ) ( ) ( ))) x ()(g()()( xhFxhxxF ξη ξξη =<=<=<= PPP . 
кщо ж функція g є диференційованою, то випадкова величина 
 буде абсолютно неперервною і її щільність 
Я
g(ξ) також
( ) ( ) )()()()( xhxhfxhF
dx
dxf ′== ξξη . 
к оЯкщо фун ція g строг  монотонно спадає, то 
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( ) ( ) ( ) ( ))(1)(1)()g()()( xhFxhxhxxxF ξη ξξξη −=<−=>=<=<= PPPP
, 
і, якщо функція g буде диференційованою, то 
( ) ( ) )()()( xhxhfxF
dx ξη
. 
Прик 1 .Нехай η = ξ
dxf ′−==η
л ад  g(x) = x3, h(x3. Тоді ) 3 x= , а тому  
)(xFη ( )3 xFξ= , )(xfη ( )= . 33 23 1 xfx ξ
д  2 .Неха  η = аξ + b, а ≠ 0. Тоді g(x) = ах + b, 
h(x
Прикла й
) bx −
a
= , а, тому  
)(xFη ⎟⎠⎝ a
⎞⎜⎛ −= bxFξ , (fη )x ⎟⎠aa
Тео
⎞⎜⎝
⎛ −= bxf1  
рема 1. Нехай випадкова величина ξ € N(m, σ2), тобто 
випад  та σ2. 
оді випадкова величина η = аξ + b, а ≠ 
параметрами аm + b і а2σ2. 
В
fη
кова величина ξ має нормальний розподіл з параметрами m
Т 0, має нормальний розподіл з 
Дов ед енн я . икористаємо результат прикладу 2. Матимемо 
( )( ))x(
a
m
a
bx 1
2
1exp
2
1
2 ⋅⎟⎟⎠⎜
⎜
⎝
⎟⎠
⎞⎜⎝
⎛ −−−= σπσ
2 ⎞⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−−= 222xp2
1
σπσ a
bamx
a
, 
2
e
що до у.   
Наслідок 1. Якщо випадкова величин ξ має стандартний 
нормальний розподіл, то випадкова величина η = аξ + b, а ≠ 0, має 
 параметрами b і а2. 
що випадкова величина ξ має нормальний 
розподіл з параметрами m і σ2, то випадкова величин
водить теорем
а 
 
нормальний розподіл з
Наслідок 2. Як
σ
ξη m−=  а має 
ався випадок, коли функція g є монотонною. У 
немон
x<ξ
стандартний нормальний розподіл. 
Досі розгляд
отонному випадку обмежимося прикладом. 
Приклад  3 .Нехай η = ξ2. Тоді  
)(xFη (
2=P )  ( )⎩⎨⎧ ><<−
≤=
0;   xxx ,ξP
 0,    x                     ,0
 ( ) ( )⎩⎨
⎧ ≤0,   x                        ,0
>−−= 0. xxFxF  ,
 
ξξ
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Звідси 
)(xfη )(xFdx
d
η= ( ) ( )( )⎪⎩
⎪⎨
⎧
>−+
≤
= 0.якщо    
0,якщо    
xxpxp
x
x
  ,
2
1
                                        ,0
ξξ
 
 )(2 xfξ ⎪⎩
⎪⎨
⎧
>
≤
= − 0.якщо    
0,якщо    
xe
x
x
x   ,
2
1
               ,0
2
π
 Зокрема, якщо ξ € N(0, 1), то
 
. Функції від сукупності двох випадкових величин. Нехай 
розподіл сукупності випадкових величин 
3 ( )ηξ  ,  абсолютно 
ви  
неперервний і його щільність – функція f(x, y). 
Будемо вивчати таку сукупність випадко х величин 
( )ηξ ,gU = , ( )ηξ ,hV = , 
де від
 
ображення ( )
( )⎩⎨
⎧
=
=
,,
,,
yxhv
yxgu
 (1) 
 однозначне на множині значень взаємно випадкові величини ( )ηξ  , , 
тобто, існує єдиний розв’язок системи (1) відносно x і y: 
 
( )
( )⎨
⎧
=
=
.,
,,
vuy
vux
ψ
ϕ
 ⎩ (2) 
Теорема 2. Якщо відображення (2) неперервно диференційовне 
і якобіан ( )vuJ ,
v
y
u
y
v
x
u
x
∂
∂
∂
∂ ∂
∂
∂
∂
= 0≠ , 
то розподіл сукупності ( )VU ,  абсолютно неперервний, а його 
щільність ( )( vup , ) ( )( ) ( )vuJvuvuf ,,,, ψϕ= .   (3) 
Дов ед енн я . Нехай В довільна область на площині з кусково-
ладкою границею і D її прообраз при відображенні (1). Тоді 
Р
г
( )( )BVU ∈,  = Р ( )( )D∈ηξ , ∫∫=
D
dxdyyxf ),( . 
ерейдемо в цьому інтегралі до нових змінних u та v за допомогою 
ідображення (2), отримаємо 
П
в
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Р ( )( VU ∈, )B ( ) ( )( ) ( )∫∫=
B
dudvvuJvuvuf ,,,, ψϕ , 
а звідси бачимо, ність сукупності 
  
що підінтегральна функція це щіль( )VU  , . 
Наслідок. Розподіл кожної з компонент сукупності ( )vu,  
абсолютно неперервний, а їхні щільності знаходяться за формулами 
)(xpu ( ) ( )( ) ( )∫
∞
= dyyxJyxyxf ,,,, ψϕ , 
∞−
 )( ypv ( ) ( )( ) ( )∫
∞−
= xyxJyxyxf ,,,, ψϕ .  (4
При
∞
d ) 
кл ад  1 .   
⎩⎨
⎧
+−=
+=
.cossin
 ,sincos
αα
αα
yxv
yu
+=
−=
,cossin
 ,sin
αα
x
 
Звідси 
⎧ cos αα
vuy
v
            
ux ( )vuJ , αα⎩⎨ αα cossin
sincos −=
а тому
1, =
 
( )vup , ( )αααα cossin,n vusicos vuf +−= . 
 3. Нехай розподіл сукупності 
 
діл суми двох випадкових величин. 4. Розпо
Теорема ( )ηξ  ,  абсолютно 
неперервний, а його щільність – функція x, y). Тоді випадкова 
велич
∞−
Дов ед енн я . Розглянемо допоміжн сукупність випадкових 
величин
f(
ина ξ + η має абсолютно неперервний розподіл зі щільністю 
∞
−= dyyyxf ),( . )(xf ηξ + ∫
у 
 ηξ +=U , η=V . Тоді відображення 
⎩⎨
⎧
=
+=
      ,
,
yv
yxu
 взаємно однозначне і ⎨⎧ =
−=
      ,
,
vy
vux
 ⎩
 ( )vuJ ,
10
11 −= 1= . якобіан якого
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Отже, згідно теореми 2  
( )vup , ( )vvuf ,−= . 
Залиши  формулу (4), щоб отримати твердження 
теореми. 
Наслідок. Якщо випадкові величини ξ та η незалежні, то 
) 
ідношення (5) 
назив ткою функцій і і позначають символом . 
Приклад  2 .  Випадкові величини ξ та η незалежні  мають 
стандартний нормальний розподіл. Знайти розподіл ξ + η. 
Через те, що  
лося застосувати
 =)(xf ηξ + ( )∫
∞−
− dyyfyxf ηξ )( . (5
к а .  Вираз в правій частині співв
∞
Прим і т
ають згор  ξf   ηf   ∗ξf ηf
і
22
2
1 xe−= π , )(xfξ )(xfη=
то згідно формул
x
и (5) 
)(f ηξ +
( ) dye yyx 22
2
−
∞−
−∫= π e
221 ∞ − ( ) dyee xx ∫ −−= 24 y
∞
∞−
− 22
2
1
π
4
2
xe−π , 
21=
випадкова величина ξ + η має нормальний розподіл з 
парам
льний розподіл. Знайти розподіл ξ2 + η2. 
 п.2 випадкові величини ξ2 і η2 мають 
п діли 
а це означає, 
етрами 0 і 2. 
Приклад  3 .  Випадкові величини ξ та η незалежні і мають 
стандартний норма
Згідно прикладу 3 з
роз о
)(2 xfξ )(2 xfη= ⎪⎩
⎨ >= − 0.якщо    xe
x
x   ,
2
1 2
π
 ⎪
⎧     ,0 ≤ 0,якщо    x             
 x > 0 (якщ  x < 0, 
то 2fξ
dyy)(2 dyyfyxf
0
)()( 22 ηξ = 
Отже, використовуючи формулу (5), отримаємо для о
)(2 xη+ = 0) 
)(22 xf ηξ + ∫
∞
−= fyxf )(2 ηξ
x
 
∞−
∫ −=
x
dy
yxy∫ −= 0 22π
ex x−1 2 x
x
e
0
2
2
arcsin
2
= −π
xy 21 − 2
2
xe−= . 1
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ηξ+f
ab −
1
            2а  0  a+b     2b         x  
Отже, )(22 xf ηξ + ⎪⎩
⎪⎨
⎧
>
≤
= − 0.якщо    
0,якщо    
xe
x
x   ,
2
1
          ,0
2  
Тобто, отримали показниковий розподіл з параметром α = 
2
Приклад  4 .  Випадкові величини ξ та η незалежні і 
рівномірно розподілені на 
1 . 
проміжку [a, b]. Знайти розподіл ξ + η. 
Через те, що , а )(xfξ )(xfη=  ⎪⎩
⎪⎨
⎧
∈−
∉
= ,якщо    
,якщо    
],[  ,1
  , ],[      0
)( bax
bax
xfξ  
о
∞−
= yfyf η)
ab
∞
Т − dyxξ ()(xf ηξ + ( )∫ ( ) ∫ −−= yxab
b1
a
dyf )(ξ ( ) ∫x
−
−−
=
ax
b
dzzf
ab
)(ξ  – 
це й
х
 спіль тини проміжків [х – х – a] і [a, 
b], по
1
мовірність попадання рівномірно розподіленої випадкової 
величини в проміжок [  – b, х – a], поділеної на b – a, яка в свою 
чергу, дорівнює довжині ної час  b, 
діленої на  
(b – a)2. Звідси матимемо 
)(xf ηξ +
( )
( )
⎪⎩ >       .2         ,0 bx
Графік функції )(xf ηξ+ : 
 
⎪⎪
⎪⎪
⎪
⎨
⎧
<+−
−
+≤<−
−
≤
=
;2   ,2
;2   ,2
       ;2         ,0
2
2
bxba
ab
xb
baxa
ab
ax
x
 
 
 
 
 
 
 
розподілом
 
§8. Характеристичн  функції 
 функції. 
a
≤
Цей розподіл називається  Симпсона. 
і
 
В частині І курсу для дослідження цілочисельних випадкових 
величин використовувались генератриси. Для довільних випадкових 
величин вводять характеристичні
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Означення. Характеристи єю випадкової величини 
ξ називається функція 
чною функці
( )tξϕ tie  ξM= ∞<<∞−+= ttit ,sincos ξξ MM . 
Якщо випадкова величина дискретна з розподілом kp = Р ( )kx=ξ , 
k = 1, 2, ..., n, то 
 ( )tξϕ = ; (1) 
 
k
n
k
itx pe k∑
=1
(у випадку, коли множина значень ξ злічена, сума в (1) замінена 
рядом). Якщо ж випадкова величина абсолютно неперервна зі 
щільністю )(xp , то ξ
( )tξϕ dxxpeitx )(ξ∫
∞
∞−
Прим і т к а .  Якщо мова йтиме про од
= . (2) 
ну випадкову величину, 
то часто індекс ξ не будемо писати. 
Приклад  1 .  Знайти характеристичну функцію випадкової 
, яка має біноміальний розподіл з параметрами n і p. 
ємо: 
величини
Ма
( )tϕ knkknn
k
ikt ppCe −
=
−= ∑ )1(
0
( )nit ppe −+= 1 . 
Приклад  2 .  Знайти характеристичну функцію випадкової 
величини, яка має розподіл Пуассона з параметром λ. 
Маємо: 
( )tϕ
!0
e
k
e
k
ikt λ−
=
∑= kλ∞ ( ))1(exp −= iteλ . 
икл ад  3 .  Знайти характеристичну функцію випадкової 
, яка має показниковий розподіл з параметром α. 
Маємо: 
Пр
величини
( )tϕ dxee xitx αα −∞=
it−= α
α∫
0
. 
Знайти
 н жку [a
Приклад  4 .   характеристичну функцію випадкової 
величини, яка рівномірно розподілена а промі , b]. 
Маємо: 
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( )tϕ dxe
ab
b
itx∫−=
1
)(bit
ee itaitb −= , 
a a−
зо о а = –1, b = 1, то ( )tϕкрема, якщ
t
tsin= . 
д  5 .  Знайти характеристичну функцію випадкової 
вел ий норм и
Прикла
ичини, яка має стандартн альн й розподіл. 
Маємо: 
( )tϕ dxee
2 ∞−
xitx 221 −∞∫= π
( ) ( ) =+= −
∞−
−
∞−
∫∫ dxetxidxetx xx 22 22 sin21cos21 ππ  
∞∞
( ) dxetx x 221 −∞cos∫= ; 2 ∞−π
( )tϕ′ ( ) =−= −∞
∞−
∫ у  
частинами
dxetxx x 2
2
sin
2
1
π {застосовуємо форм лу інтегрування
} ( ) ∞
∞−
−= 22sin xetx ( ) dxetxt x 22cos
2
1 −
∞ ( )ttϕ=
∞−
∫− π ; 
отже, маємо диференціальне рівняння для знаходження 
характеристичної функції: ( )tϕ′ ( ) 0=+ ttϕ , ( ) 10 =ϕ ; 
звідси ( )tϕ 22te−= . 
еорТ ема 1. Нехай ( )tξϕ  характеристична функція випадкової 
величини ξ. Тоді: 
1. ( )tξϕ  визначена для всякого ),( ∞−∞∈t . 
2. ( ) 10 =ξϕ , ( ) 1≤tξϕ . 
3. Якщо η = аξ + b, де а та b, сталі, то ( )t itbe= ( )atηϕ ξϕ . 
м множиною 
характеристичних функцій вза однозначна. 
ові величини ξ та η незалежні, то
4. Відповідність між ножиною функцій розподілу і 
ємно 
 ( )tηξϕ + ( )⋅= tξϕ ( )tηϕ5. Якщо випадк . 
Дов ед енн я . Через те  , що 1≤itxe  для всякого ),( ∞−∞∈x , то 
твердження 1 і 2 випливають з означення характеристичної функції. 
Доведемо твердження 3. Маємо: 
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( )tηϕ  = М ( )baite +ξ itbe= М ξitae itbe= ( )atξϕ . 
Правильність твердження 4 випливає з того, що для дискретних і 
н п
 
абсолютно неперервних випадкових величи о функції розподілу 
легко знайти ймовірності значень випадкових величин і, відповідно, 
щільності, а вже потім за формулами (1) і (2) відшукуються 
характеристичні функції. Обернене твердження випливає з формули 
обернення (приводимо її без доведення) 
( )2xFξ ( )1xFξ− ∫
−
−−
∞→
−=
a
a
itxitx
a it
ee 21lim
2
1
π ( )dttξϕ . 
Якщо ж випа ко
знаход
д ва величина абсолютно неперервна, то її щільність 
иться за формулою 
( )tfξ dtxe itx )(2
1 ϕ∫
∞
−= ξπ ∞−
. 
Правильність твердженн випливає з таких кладок:  
 
я 5 ви
( )tηξϕ +  = М  = М( )tie ηξ + ( )titi ee   ηξ ⋅  = М ( )tie  ξ ·М ( )tie  η ( )⋅= tξϕ ( )tηϕ .   
Наслідок 1. Нехай випадкова величина ξ має нормальний 
розподіл з параметрами ( )2 ,σm . Тоді ( )tξϕ ( )2exp 22 titm σ−= .  
Справді, в  величина ипадкова σ
ξη m−=  має стандартний 
нормальний розподіл, отже, згідно п.2 теореми 1 і прикладу 5  
( )tηϕ σitme−= ⎟⎠
⎞⎛ t 2t− 2⎜⎝σϕξ e= , 
а звідси 
( )tξϕ 222 timt σ−= ee ( )2exp 22 titm σ− . =
слі к 2 Нех  випадкові величини ξ1  ξ2 еза жні і 
нормально розподілені, овідно,  параметрами
На до . ай  і  н ле
відп з  ( )21 ,σm  і1  ( )222  ,σm . 
Тоді падкова величина 1 + ξ2 має нормальний розподіл з 
параметрами
ви ξ  
 ( )222121  , σσ ++mm . 
Справді, 
( )t
21 ξξϕ + ( )t ( )t ( )2exp 2211 titm σ−= ( )2exp 2222 titm σ−⋅  = 1ξϕ= 2ξϕ+
( ) ( )( )2exp 2222121 tmmit σσ +−+= . 
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Наслідок 3. Нехай ξ1, ξ2, ..., ξn незалежн  випадков  величини. 
Тоді 
і і
( )t
nξξϕ ++...1 ( ) ( )tt nξξ ϕϕ ...1= . 
Випливає за індукцією з твердження 5 теореми 1.  
Характеристичні функції зручно застосовувати для знаходження 
моментів випадкових величин. 
Теорема 2. Нехай існує М .1 , ≥∞< kkξ  Тоді існує k-та похідна 
характеристичної функції ( )tξϕ  і 
( ) kkk i ξϕ =0)( . ξ M
Дов ед енн я . Обмежимося абсолютно не рервним випадком. 
Нехай ( )  величини ξ. Тпе  оді  xfξ  щільність випадкової
≤∫
∞
∞−
ξ dxxfixe
itx )( dxxfx )(∫
∞
∞<= ξMξ
∞−
, 
і отже, інтеграл в лівій частині цієї нерівності збігається рівномірно по 
t, тому, законне диференціювання по t під знако  інтеграла: м
( )t'ξϕ  = dxxfxei itx )(ξ∫ , ( ) ξϕξ Mi=
∞ ′ 0 . 
∞−
Подібними міркуваннями доводиться законність k-кратного 
диференціювання характеристичної функції: 
, ( ) kk it =)(ξϕ dxxfex itxk )(ξ∫
∞
∞−
а звідси 
( ) kkk i ξϕξ M=0)( . 
Наслідок. kξM ( )0)( )(kki ξϕ−= . 
Приклад  6. За допомогою характеристичної функції знайти 
математичне сподівання і ди  випадкової величини, яка має 
показниковий розподіл
сперсію
 з параметром . 
Скористаємося результатом р ладу 3. Матимемо: 
 α
 п ик
( )tϕ
it−= α
α , ( )tϕ′ ( )2it
i
−= α
α , ( )tϕ ′′ ( )3
22
it
i
−= α
α , 
а звідси, 
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( ) αϕ
i=′ 0  і αξ
1=M ; ( ) 220 α  22
2
αξ =Mϕ −=′′  і , 
е, 
 (Мξ)
отж
Dξ = Мξ2 – 2 21α= . 
Розглянемо ще одну важливу теорему, яку приймемо без 
Теорема 3 (неперервності). Нехай 
доведення. ( )tnϕ , n = 1, 2, ..., 
послідовність характеристичних функції і ( )xFn
Якщо 
, n = 1, 2, ..., – 
послідовність відповідних функцій розподілу. ( )tnϕ ( )tϕ→  при 
∞→n  для всякого t і ( )tϕ  неперервна в то ці 0=tч , то 
1) ( )tϕ  – характеристична функція, яка відповідає деякій функції 
розподілу ; 
2) послідовність 
 ( )xF
( )xFn ( )xF→  при ∞→n   всякого х, де функція для
Я
( )xF  неперервна. 
кщо має місце 2), то ( )tnϕ ( )tϕ→ , де ( )tϕ  – характеристична 
функція, яка відповідає функції розподілу ( )xF . 
 
§9. Центральна гранична теорема 
 
Під цим терміном в теорії ймовірностей розуміють сукупність 
тверд  
ми є теорема 
Ліндеберга.  
Теорема Ліндеберга. Нехай ξ , ξ , ..., ξ , ... послідовність 
σ2 σ Тоді
дійсн
жень про поведінку сум великої кількості випадкових величин. 
Однією з простих форм центральної граничної теоре
1 2 n
незалежних однаково розподілених випадкових величин з 
математичними сподіваннями, які дорівнюють числу m і з 
дисперсіями, які дорівнюють числу ,  > 0.  для всякого 
ого х  
)(xΦ= ∫
∞−
−=
x
t dte 2
2
2
1
π⎟⎠
⎞⎜⎝ <∞→ xn
nn
n σlim
1P⎛ −++ mξξ ... . 
о черезДов ед енн я . Позначим  nη  випадкову величину 
nη n
mnξξ n
σ
−++= ...1 ∑
=
−=
n
k
k
n
m
1 σ
ξ , 
через ( )tϕ  характеристичну функцію величини ξ1-m, а 
через 
випадкової 
( )tnϕ  характеристичну фун випадк  кцію ової величини nη . З 
властивостей характеристичної функції випливає, що 
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n
( )tnϕ n ⎠⎝σ
t ⎞⎛ ⎟⎠
⎞⎜⎝
⎛= ϕ . 
Далі, подамо функцію
⎟⎜
 ( )tϕ  за форм ейлор имемо 
t
улою Т а. Мат
( ) ( ) ( ) ( )0 +′′ϕ ( )22
2
0 tot+ϕ , п 00t ′+ ϕ= ри →tϕ , 
а через те, що  
( ) 10 =ϕ , ( )0ϕ′ ( ) 01 =−m= i ξM , ( )0ϕ ′′ ( ) =− 2m= i 12 ξM ,  
то
2
1 σξ −=− D
n
 ( )tϕ ( )222
2
1 tot +−= σ .Звідси ( )tnϕ nn ⎟⎠⎜⎝ ⎟⎠⎜⎝ 22 σ
і ( )
tot ⎟⎞⎜⎛ ⎟⎞⎜⎛+−=
22
1   
22 22te−  lim n et =ϕ tn
−
∞→  для любого фіксованого t. Але функція це 
неперервнос оведення теореми.   
Смисл центральної граничної теореми заключається в тому, що 
випад
характеристична функція випадкової величини, яка має стандартний 
нормальний розподіл. Залишилося застосувати теорему 
ті, щоб завершити д
кова величина nη  при великих n має приблизно стандартний 
нормальний розподіл, а це, в свою чергу, рівносильне тому, що при 
великих n сума 1  має приблизно нормальний розподіл з 
параметрами
nξξ ++ ...
 ( )2 , σnnm . 
Наслідок (Теорема Муавра-Лапласа). Якщо випадкова величина 
ξ має біноміальний розподіл з параметрами ( )pn  ,  з р близьким до 0.5 і 
ільні дійсні чи
Р ba ≤≤
a < b дов сла, то  
( )ξ ( ) ⎟⎠⎜⎝ − pnp 1 ( )⎟
⎞⎜⎛≈ npΦ −b ⎟⎟⎠⎝ − pnp 1
Справд випадкову величину ξ можна подати, як суму 
незалежних випадкових величин ξ , ξ , ..
⎞
⎜⎜
⎛ − npaΦ . 
і, 
ξ кожна
, 
близно нормальний розподіл з 
параметрами np  
Приклад .  Навмання виписуються вісім випадкових цифр і 
знаходиться їх сума ∑. Знайти ймовірність того, що 15 ≤ ∑ ≤ 60. 
Роз в ’ я з ання .  
∑ =
−
1 2 ., n,  з яких має один і 
той же розподіл Бернуллі з параметром р тому згідно теореми 
Ліндеберга сума nξξ ++ ...1  матиме при
 ( )( )pnp −1 , .
821 ... ξξξ ++ , 
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де випадкові величини ξ1, ξ2, ть однаковий розподіл, який 
задається таблицею 
..., ξ8 маю
ξ1 0 1 2 3 4 5 6 7 8 9 
Р 
10
1  
10
1  
10
1  
10
1  
10
1  
10
1  
10
1  
10
1  
10
1  
10
1  
1ξM 5.410 1
9...10 =+++= ; ξM 2 5.18
10
9...10 222 =+++= ; 
Dξ = Мξ2 – (Мξ)2 2σ= 25.825.205.285.45.28 2 =−=−= . 
на ∑ матиме 
приблизно нормальний розподіл з параметрами (36, 68). Отже, 
Згідно теореми Ліндеберга випадкова величи
Р ( )6015 ≤∑≤ ⎟⎠
⎞⎜⎝
⎛ −≈
68
3660Φ ⎟⎠
⎞⎜⎝
⎛ −−
68
3615Φ ( )91.2Φ= ( ) =−+ 154.2Φ  
9265.019446.09819.0 =−+= . 
Цей результат означає, що досліджувана подія практично відбудеться, 
оч ∑ може приймати і значення менші за 15, і значення більші за 60. 
Уявлення про метод Монте-Карло можна отримати, 
обчислюючи цим методом визначен інтеграли. 
Цей
х
 
§10. Поняття про метод Монте-Карло 
 
і 
Тож нехай потрібно знайти 
∫=
b
a
dxxgI )( . 
 інтеграл можна переписати в такій формі: 
∫ −=
b
dxgabI )()(1 ( ))()( ξfab −= Mx− aab , 
де випадкова величина ξ рівномірно розподілена на проміжку [a, b]. 
Візьмемо послідовність випадкових величин ξ1, ξ2, ..., ξn, ..., які 
незалежні і розподілені так, як і випадкова величина ξ. Тоді в силу 
теореми Чебишова випадкова величина  
( ) ( ) IfabfabI n ≈
nn
−++−= ξξ )(...)( 1  
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при достатньо великих n. Похибка при заміні І на І 
вза
вин
n залежить від n і, 
галі кажучи, вона буде тим меншою, чим більшим буде n. Але 
икає одна проблема. Справа в тому, що похибка IIn −  випадкова 
ичина, а, тому добитися ε<− IInвел  того, щоб  – наперед заданого 
числа, можна тільки з певною ймовірністю р, яка називається 
надійністю оцінки інтеграла. Тому крім ε ще потрібно задавати р і 
відшукувати n з умови 
Р ( ) pIIn ≥<− ε . 
Останню нерівність розв’язати відносно n не просто. Для цього 
потрібно мати оцінку дисперсії 2σ  випадкової величини ( )ξfab )( − . 
емо вважати, що таку оцінку отримали. , якщо n достатньо 
, то випадкова величина
Буд Тоді
велике  
n
nIn
σ
ηη −++ ...1 , 
1де η ( )1)( ξfab −= , ..., nη ( )nfab ξ)( −= , матиме приблизно 
стан   дартний нормальний розподіл. Нерівність
Р pIn⎜⎛ −++ ηη ...1
n ⎠⎝
осильна нерівності 
≥⎟⎞< ε  
рівн
Р pn
n
nIn ≥⎟⎟⎠
⎞
⎜⎜⎝
⎛ <−++ σ
ε
σ
ηη ...1 , 
pn ≥⎟⎞⎜⎛ 1Φ2 ε , яка, в свою чергу, рівносильна нерівності −⎟⎠⎜ σ
а вж
⎝
е звідси 
 ⎟⎠
⎞⎜⎝
⎛ +≥
2
1Φ 1- pn ε
σ , (1
)(1 x−Φ  функція, обер
) 
де нена до функції Лапласа. 
п
вмі випадкової величини ξ. Ці значення 
вип
доп  інженерних 
калькуляторів, в яких є функція генерування випадкових чисел і т. і. 
 
Для того, щоб використовувати метод Монте-Карло, отрібно 
ти генерувати значення 
називають випадковими числами. Існують різні методи генерування 
адкових чисел: за допомогою таблиці випадкових чисел, за 
омогою комп’ютерної програми, за допомогою
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Ось приклад простого генератора. Послідовність ξ1, ξ2, ..., ξn, 
генерують за допомогою рекурентного співвідношення 
{ }314159261 ⋅=+ nn ξξ , 718281828.00 =ξ . 
Так
в п  [ м о  
чис
 отримані числа називають псевдовипадковими, вони знаходяться 
роміжку 0, 1] і їх ожна використ вувати замість випадкових 
ел.  
Якщо ж потрібно отримати випадкові числа η  з проміжку [a, b], 
то використовують формулу  
ab a+−= ξη )( . 
∫ += 01 1dxxI  і 
1 si xnПриклад  1 .  Знайти ∫ += 02 1dxxI . 
n
1 ex
 ξ 1
sin
+ξ
ξ  
1+ξ
ξe  
1 0.787 0.396 1.064 
2 0.118 0.105 1.005 
3 0.722 0.384 1.061 
4 0.628 0.361 1.054 
5 0.460 0.304 1.039 
6 0.591 0.350 1.050 
7 0.606 0.355 1.053 
8 0.953 0.512 1.104 
9 0.933 0.416 1.070 
10 0.472 0.309 1.040 
  349.0
10
=∑ 05.1
10
=∑  
Отж алів, 
відповідно
вик
е, 349.01 ≈I ; 05.12 ≈I . Точніші значення цих інтегр
, такі: 0.284 і 1.125. 
Приклад  2 .  Яку кількість випадкових чисел потрібно 
ористати, щоб з надійністю не меншою, ніж 90% обчислити 
∫ += 0 1 dxx
eI  з точністю до 0.1? 
1 x
Для відповіді на це питання скористаємося співвідношенням (1). 
У нашому випадку р = 0.9, ε = 0.1; потрібно ще оцінити σ. Матимемо 
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2σ
2
⎟⎟
⎞
⎜⎜
⎛
+= ξ
ξeM
1 ⎠⎝
2
⎟⎟
⎞
⎜⎜
⎛
⎟⎟
⎞
⎜⎜
⎛
+− ξ
ξeM ( )
211 2 ⎞⎛ dxedxe xx
00
2 11 ⎟⎟⎠⎜
⎜
⎝ +
−+= ∫∫ xx < 1 ⎠⎝ ⎠⎝
7.2
2 00
<
⎠⎜
⎜
⎝
−< ∫∫ dxedxe xx , 1
21
2 ⎟⎟
⎞⎛1
а звідси 64.17.2 <<σ . Отже, 
2765.14.16
2
9.01
1.0
64.1 1 ≈⋅=⎟⎠
⎞⎜⎝
⎛ +Φ> −n , а 730≥n . 
Оцінка для n не найкраща, бо досить грубо було оцінено 2σ . 
і, 2(Насправд σ 011520.= , і, якби це було відомо, то для обчислення І 
ить було б взяти чотири випадкових числа).  
 
дос
На практиці метод Монте-Карло використовують для 
знаходження багатомірних інтегралів. 
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Вправи
 
Аксіоматичне означення й ност ії 
Довести справедливість наступних наслідків з о ення ймовірності 
под
1. 
 
мовір і под
знач
ії: 
)Ρ)Ρ)Ρ BABA ((( +≤+ . 
)Ρ)Ρ)Ρ BAAAB +≤≤ ((( . 2. 
Довести, що якщо А і В – події, то має місце рівність 3. 
)Ρ)Ρ)Ρ)Ρ BABABA (((( −=− . 
Нехай події А, В і С такі, що С ⊃ АВ. Показати, що  
)Ρ)Ρ BACABCAB +≤++ (( . 
казати, що для трьох п
4. 
5. По одій А, В і С, що спостерігаються в 
деякому експерименті, має місце наступна формула додавання 
ймовірностей: 
)Ρ)Ρ)Ρ)Ρ)Ρ)Ρ)Ρ)Ρ ABCBCACABCBACBA (((((((( +−−−++=++
. 
поділи і числові характеристики випадкових величин
 
Роз  
≤<
6. Функція розподілу випадкової величини ξ дискретного типу має 
такий вигляд: 
⎪⎪⎨
⎧
≤<
⎪ >
⎪
⎩
≤
= ,32  ,3.0
2,     ,0
)(
x
x
xF
якщо   
якщо   
ξ  
.4     ,1 xякщо   
Обчислити Р{ξ ≥ 3.5} і Р{|ξ| < 2.5}.   
Один раз кинуто  однакові гральні кубики Випадкова величина 
ξ набуває
,4  ,5.0 x3якщо   
7. три . 
 значення 1, якщо хоча б на одному гральному кубику 
з
8. и ξ дорівнює: 
випаде цифра шість; набуває значення 0, якщо шістка не випаде на 
жодній грані, але хоча б на одній грані з’явиться цифра 5, і набуває 
начення –1 в інших випадках. Знайти функцію розподілу, 
математичне сподівання і моду.  
Щільність розподілу випадкової величин
⎩⎨
⎧
>
≤≤−=
          2        ,0
,22  ,cos
)( π  .
ππ
ξ x
xxc
xf
якщо   
якщо    
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Знайти константу с, обчислити Р{|ξ  < π/4}, Mξ i Dξ.  
Функція розподілу неперервної вип
|
9. адкової величини ξ має вигляд: 
⎪⎨
≤<⎪
⎧ ≤
= ,20  ,4)( xxxF якщо   ξ  
,0       ,0 xякщо   
2
⎩ > .2        ,1 xякщо   
Обчислити Р{ξ ≥ 1}, Mξ, hξ, Dξ.    
10. неперервного типу невід’ємна, має 
ї
Пок падкової величини 
*Випадкова величина ξ 
скінченне математичне сподівання і відома ї функція розподілу. 
азати, що математичне сподівання такої ви
можна подати у вигляді ]dxxF  )(1
0
∫ −= ξξM . [+∞
1. Автобуси рухаються з інтервалом у 5 хвилин. Будемо вважати, що 
12. В умовах попередньої задачі знайти функцію розподілу випадкової 
величини ξ і обчислити ймовірність того, що час очікування буде 
13. 
во її щільність 
й
слити 
функцію розподілу ймовірностей.  
14. Час очікування біля бензоколонки автозаправної  є 
випадковою величиною ξ, яка має показниковий розподіл із 
 
1
випадкова величина ξ – час очікування автобуса на зупинці – 
розподілена рівномірно на вказаному інтервалі. Знайти середній 
час очікування і дисперсію часу очікування.  
більшим за 3 хвилини. 
Випадкова величина ξ розподілена за 
коном рівнобедреного трикутника в за
інтервалі (–а, а) (закон Сімпсона), якщо 
на неперервного типу і 
має вигляд, зображени  на рис. 1. 
Записати вираз для fξ(х), обчи
станції
середнім часом очікування, що дорівнює t0. Знайти ймовірності
таких подій: 
⎭⎬
⎫⎨⎧ <≤= 00 3 ttA ξ ,  ⎩ 22 { }2tB ≥ 0= ξ . 
15. Випадкова величина ξ має розподіл Коші, що визначається 
 х < + ∞. 
функцією розподілу ймовірностей 
a
Якими можуть бути а, b, с?  
xcbxF arctg)( +=ξ   при  – ∞ <
у = fξ(х) 
1/а 
 –а            0        а        х
рис. 1 
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16 (продовження). Обчислити щільність розподілу Коші. Чи існує 
математичне сподівання і моменти більш високого порядку для 
даного розподілу?  
7. (продовження). Знайти моду, медіану і квантиль tp порядку 
р = 0,75 розподілу Коші.  
8. Відомо, що при стрільбі у плоску мішень у незмінних умовах 
 центра 
. 
1
1
випадкова величина R – відстань від точки влучення до
мішені – має розподіл Релея зі щільністю  
⎪⎩
⎨
≤⎠⎝ ,0             ,0
2
x
R
якщо    
σ
де σ > 0 – параметр, що характ
⎪⎧ >⎟⎟⎞⎜⎜⎛−=   ,exp)( 2
2
2 x
xx
xf 0,якщо    σ  
еризує розподіл. Побудувати ескіз 
19. ться у стані 
п а
ма
графіка щільності ймовірностей fR(x), перевірити умову 
нормування і обчислити характеристики MR i DR.  
Швидкість V молекул ідеального газу, що знаходи
рівноваги при евній темпер турі, є випадковою величиною, яка 
є розподіл Максвела зі щільністю  
⎪⎨
⎧ ≤
=
якщо
,якщо    x
xfV 2
0                       0
)(
⎩
⎪
>− 0,    xex x   ,
 ,
2223 2ββπ
 
 фізичний 
параметр β.  
оділ арксинуса зі щільністю  
де параметр розподілу β > 0 визначається температурою і масою 
молекул. Виразити середнє значення і найбільш ймовірне значення 
швидкості молекул, а також дисперсію розподілу через
20. Випадкова величина ξ має розп
⎪⎩
⎪⎨
⎧
<
≥
= ,якщо    
,якщо    
ax
ax
xf    ,1
                  ,0
)(ξ  
− xa 2π
21.   за законом 
арксинуса, обчислити d , h  i χ .  
л  з 
 її щільність задається 
формулою 
2
Знайти функцію розподілу і обчислити Mξ i Dξ.  
(продовження). Для випадкової величини розподіленої
ξ ξ 0,75
22. Випадкова величина ξ неперервного типу має розподі  Лапласа
параметрами m∈R і σ > 0, Mξ i Dξ, якщо
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.  ,
2
1)( 22 +∞<<∞−= −− xexf mxσξ  
Виразити характеристики Mξ i σξ через параметри розподілу.  
23. Випадкова величина ξ розподілена за законом Лапласа з 
σ}
24. ина ξ має розподіл Парето з параметрами а > 0 і 
параметрами m = 0, σ > 0. Побудувати функцію розподілу і 
обчислити ймовірності рк = Р{|ξ| < k  для k = 1, 2, 3.  
Випадкова велич
х0 > 0, якщо функція розподілу ймовірностей має вигляд 
⎪
⎪⎨
⎧
>⎟⎠
⎞⎜⎝
⎛−= .якщо    
,
0xxx
xxF    ,1
,0
)( 0ξ  
⎩
≤якщо    xx
a
               0
З’ясувати, при яких значеннях параметра а для даного розподілу 
 
Нормальний розподіл 
m  1, σ = и  її функцію розподілу через Φ(х).  
ймовірністю р опадає виміряне значення. Розглянути такі числові 
р
27. 
40% значень х більші за 16.2. Знайти середнє значення і 
стандарт  відхилення даного розподілу.  
8. Деталь, виготовлена автоматом, вважається придатною, якщо 
и не перевищує 
арактеризується 
 σ ж д
 виготовляє автомат.  
по ність виготовлення, щоб процент придатних 
30. Коробки з шоколадо акуються. Їх середня маса 
дорівнює 1.06 кг. Відомо, що 5% коробок має масу меншу 1 кг. 
Який процент коробок, маса яких більша за 940 г?  
існують Mξ i Dξ та обчислити їх.   
25. Випадкова величина ξ нормально розподілена з параметрами 
 =  2. Вираз ти
26. Вимірюється випадкова величина ξ, яка підлягає закону розподілу 
N(10, 5). Знайти симетричний відносно Mξ інтервал, в який з 
п
значення: а) р = 0.9974; б)  = 0.9544; в) р = 0.50.  
В нормально розподіленій сукупності 15% значень х менші за 12 і 
не
2
відхилення ξ розміру, що контролюється, від норм
10 мм. Точність виготовлення деталей х
стандартним відхиленням . Вва аючи, що ля даної технології 
σ = 5 і ξ нормально розподілена, з’ясувати, скільки процентів 
придатних деталей
29. (продовження). В умовах попередньої задачі з’ясувати, якою 
винна бути точ
деталей підвищився до 98?  
м автоматично п
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31. Ви адков  величина підлягає закону N(1, σ). Відомо, що 
Р{ξ < 2} = .99. бчислити M[ξ
п а
0 О {
32. 
{ξ ≥ x } i p = Р{x ≤ ξ ≤ x }, де x  і x  – точки перегину 
33. 
уде найбільшою?  
Роз
34. 
пною таблицею: 
i
2] і Р ξ2 > 2}.  
Випадкова величина ξ розподілена за законом N(m, σ). Обчислити 
р = Р1 n2 2 n1 n2 n1 n2
кривої щільності розподілу ймовірностей.  
*(продовження). Нехай (а, b) – інтервал, який не містить mξ. В 
умовах попередньої задачі визначити, при якому σ ймовірність 
Q(σ) = P{a ≤ ξ ≤ b} б
 
поділи і числові характеристики випадкових векторів 
Розподіл випадкового вектора (ξ, η) дискретного типу 
визначається насту
         уj 
x –1 0 1 
1 0.15 0.3 0.35 
2 0.05 0.05 0.1 
a) Знайти безумовні розподіли окремих компонент ξ та η. 
б) З’ясувати, чи залежні компоненти ξ та η. 
в) Обчислити ймовірності Р{ξ = 2, η = 0} та P{ξ > η}. 
і  
е . 
ра описати умовний розподіл випадкової 
35. 
1, якщо випало 
нт. 
Петра. Описати розподіл випадкового вектора (ξ, η) і 
г) Побудувати функцію розподілу Fξ,η(x, y), подати результат у 
вигляді таблиц , знайти Mξ та Mη. 
д) Обчислити коваріаційну матрицю випадкового в ктора
е) Для випадкового векто
величини η за умови ξ = 1 і знайти умовне математичне 
сподівання M[η | ξ = 1].  
Один раз підкидається гральний кубик. Випадкові величини: ξ – 
покажчик парної кількості вічок, що випали (ξ = 
парне число вічок, і ξ = 0 в іншому випадку), η – покажчик числа 
вічок, що кратні трьом (η = 1, якщо випало число вічок кратне 
трьом, і η = 0 в іншому випадку). Описати розподіл випадкового 
вектора (ξ, η) і безумовні розподіли компоне
36. Іван і Петро навмання дістають по одній кульці з урни, що містить 
6 білих і 4 чорних кульки. Іван дістає кульку першим. Випадкові 
величини: ξ – кількість білих кульок у Івана, η – кількість білих 
кульок у 
безумовні розподіли компонент, якщо вибір кульок відбувається 
без повернень. 
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37. 
ься з поверненням. У якому випадку ймовірність події 
38. 
езалежна від неї випадкова величина 
Оп  випадкового вектора (ξ, η) і обчислити функцію 
39. а ові величини: ξ – 
ажчик парн суми вічок, що вип л  (тобто, ξ = 1, якщо ця 
 парна, і  випадку), η – покажчик парності 
 
ію розп
у матри
40. Число ξ вибира ь навмання з ожини цілих чисел {1, 2, 3}. 
 ж множини вибирається навмання число η, більше 
з’ с вати
о і компонен и ξ та η. 
 
ться в
41.  ( ма
Розв’язати попередню задачу за умови, що вибір кульок 
відбуваєт
{ξ > η} більша: в досліді із попередньої задачі чи у даному 
досліді?  
Випадкова величина ξ набуває значень 0, 1 або 2 з ймовірностями 
відповідно 0.2; 0.7 і 0.1, а н
η – значень –1, 0, 1 відповідно з ймовірностями 0.3; 0.5; 0.2. 
исати розподіл
розподілу в точках (1.5; –0.5) та (0.5; 4). 
Підкидають два однакові гральні кубики. Вип дк
пок ості а и
сума ξ = 0 в іншому
добутку вічок, що випали (тобто, η = 1, якщо цей добуток парне 
число, і η = 0 в іншому випадку).  
а) Описати розподіл випадкового вектора (ξ, η). 
б) Побудувати функц оділу випадкового вектора. 
в) Знайти коваріаційн цю випадкового вектора. 
єт ся мн
Потім із тієї
першого або  й мрівне о у.  
а) Описати розподіл випадкового вектора (ξ, η) і я у  залежні 
чи незалежні випадк в т  
б) Знайти коефіцієнт кореляції ρξη. 
в) Описати умовний розподіл компоненти ξ за умови η = 3 і 
обчислити M[ξ | η = 3]. 
В задачах 41–47 розглядаю ипадкові вектори неперервного типу. 
Щільність розподілу ймовірностей випадкового вектора ξ, η) є 
наступний вид: 
⎩⎨
⎧ ≤≤≤≤+=
          випадках.інших  в              ,0
1  ),(
),( ,
1,0 ,0якщо    yxy
yxf ηξ  
а) Визначити константу с і обчислити Р{ξ + η < 1}. 
б) Визначити безумовну щільність розподілу компоненти η і 
з’ясувати, залежні компоненти ξ та η чи ні. 
в) Для випадкового вектора (ξ, η) обчислити центр розсіювання і 
функцію розподілу 
xc
 
Fξ(x).  
42. ь розподілу ймовірностей двовимірного випадкового Щільніст
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y 
π/2 
π/3 
0       π/6   /3   π/ 2 x 
G1 
π      0       π/6    π/3   π/2     x 
G2 
y 
π/2
π/3
π/6
вектора (ξ, η) має наступн
22 0x
x
ити  і ймовірність Р  + η < 2}. 
б) Знайти центр розсіювання випадкового вектора (ξ, η).  
ункція  випадкового ξ, η) непере
 у 
ий вид: 
⎩⎨
⎧ ≤≤≤+=
           випадках.інших  в                 ,0
2  ),(
),( ,
, ,0якщо    yyxyc
yf ηξ  
а) Обчисл  значення константи с {ξ
≤
43. Ф  розподілу вектора ( рвного типу 
задана вигляді 
⎪⎩ >>        .та   якщ     22                             ,1 πyπx
⎪⎨ ≤≤≤≤+
<<
=
о
  
             ,якщо    
               
,20  ,20isin(sin
2
1
0  або  0                  
) yx
yx
ππ  
Обчислити ймовірності p  = P{(ξ, η) ∈G1} і p2 = P{(ξ, η) ∈G2}, де 
1 і G2 зображені дно.  
  
 
  
44. Обчислити щільність розподілу ймовірностей випадкового вектора 
 попередньої задач
45. Випадковий вектор (ξ, η) розподілений рівномірно у трикутнику з 
та  
,  ений  зі 
 а і діагон л івпадають з осями оординат.  
а) З’ясувати, залежні чи незалежні його компоненти. 
ип ового вектора і 
η ислити й
2
⎧                           ,0
+− якщо  )),s n( y,( , xyxyxF ηξ
1
G на рис. 2 і 3 відпові
 
 
 
 
 
 
                             Рис. 2                                                       Рис. 3
з і і знайти центр розсіювання.  
вершинами у точках (–1, 0), (1, 2)  (1, 0). Обчислити центр
розсіювання даного розподілу.  
46. Випадковий вектор (ξ η) рівномірно розподіл  у квадраті
стороною а ями, що сп  к
б) Обчислити коваріаційну матрицю в адк
з’ясувати, корельовані чи некорельовані його компоненти. 
в) Для випадкового вектора (ξ, ) обч мовірності 
p1 = P{ξη > 0} і p  = P ⎭⎬
⎫
⎩⎨ <+ 4
2
22 aηξ .  ⎧
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47. Точка М навмання ставит я у круг (x, y)| x2 + y2 < a2}.
Дослідити питання корельовані чи некорельовані, а також залежні 
 випадкові координати ξ та η точки М. 
 
кції від випадкових ве
48. Випадкова величина x має показниковий розподіл з параметром a. 
Знайти щільності д  випадкових величин: 
ьс  G = {  
чи незалежні
Фун личин 
розпо ілу
.ln1 , , 3
2
21
зподілу ви
ξαηξηξη ===  
49. Випадкова величина x рівномірно розподілена на відрізку [0,1]. 
Знайти щільності ро падкових величин: 
).1ln( ,12 21 ξηξη −−=+=  
Випадкова л  Коші50.  ве ичина x має  розподіл  з щільністю 
.
)1( 2x+πξ
величин: 
1)(xf =  Знайти  випадкових  щільності розподілу
.
1
1   ,
1 222
2
1 ξηξ
ξη +=+=  
51. Випадкова величина x має  розподіл Коші з щільністю 
.
)1(
1)( 2x
xf += πξ  
величин: 
Знайти щільності розподілу випадкових 
.1 ,
1
2
221 ξηξ
ξη =−=  
52. Випадкова величина x має неперервну функцію розподілу F(x). 
Довести, що випадкова величина )(ξη F=  рівномірно розподілена 
на проміжку [0,1]. 
53. Щільність розподілу сукупності випадкових величин x та h 
визначається рівностями: 322 )(
2),(
yx
yxf += π , якщо , і 
нулю в інших випадках. Знайти щільність розподілу  
величини
 122 ≥+ yx
 випадкової
 22 ηξη += . 
54. Випадкові  величини x та h незалежні й мають однакову щільність 
f(x), x > 0. Знайти щільність ),( yxq сукупності випадкових величин  
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22    , ηξηξ +=−= YX . 
55. Випадкові  величини x та h незалежні й мають однакову щільність 
xexf −=)(  ).0( >x  Знайти 1|P{| ≤−ηξ . 
56. Випадкові величини x та η  
щіль
незалежні й рівномірно розподілені на 
проміжку [0, a]. Знайти ності розподілу випадкових величин: 
 ,ηξ + ,ηξ −   , ξη ./ηξ  
57. Випадкові  величини x та η  
щіл
незалежні й рівномірно розподілені на 
проміжку [0,1]. Знайти ьність розподілу випадкової величини 
ηξ
ξτ += . 
 
Закон великих чисел і центральна гранична теорема 
58. Випадкова величина x має дисперсію Dx=0.004. Знайти 
ймовірність того, що випадкова величина відрізняється від Мx 
більше ніж на 0.2. 
59. Для випадкової величини x відома дисперсія Dx=0.009 і нерівність 
.1.0)|(| <≥− aξξ MP  Знайти число a. 
60. Для випадкової величини  x відома дисперсія Dx=0.01 і нерівність 
96.0)|(| ≥<− aξξ MP . Знайти число a. 
61. З якою надійністю середнє арифметичне вимірювань дає 
величину, яку вимірюють, якщо зроблено 500 вимірювань з 
точністю 0.1 і дисперсії результатів вимірювань не перевищують 
0.3? 
62. З якою точністю середнє арифметичне вимірювань дає величину, 
яку вимірюють, якщо зроблено 500 вимірювань, надійність 
результату складає 80% і дисперсії результатів вимірювань не 
перевищують 0.04? 
63. Скільки вимірювань потрібно зробити, щоб їх середнє 
арифметичне дало  величину, яку вимірюють з точністю до 0.05 і 
надійністю 90%, якщо  дисперсії результатів вимірювань не 
перевищують 0.2? 
64. Розв’язати вправи 61–63, використовуючи центральну граничну 
теорему. Порівняти отримані результати з відповідями до цих 
вправ. 
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65. В кожному з незалежних випробувань ймовірність події А 
дорівнює 0.3. Використовуючи нерівність Чебишова, оцінити 
ймовірність того, що в 10000 випробувань відхилення частоти 
події А від її ймовірності не перевищує по абсолютній величині 
0.01. 
6. Використовуючи не ити ймовірність того, 
Що нормальна ви иляється від свого 
математичного сподівання , ніж на три середніх 
квадратичних відхилень. 
67. Скільки рністю не 
меншою 0.96, можна було чекати, що абсолютна величина 
відхилення частоти придатних деталей від ймовірності деталі бути 
придатною, яка дорівнює 0.98, не перевищує 0.02? 
8. Добова потреба електроенергії в населеному пункті випадкова 
величин дисперсією 
2500. Оцінити ймовірність того, що в найближчу добу витрати 
ел ри ть  3 кв
ь
є щ
.
, що з них 96% 
сл Навмання вибирається 
ймовірність того, що з терміном горіння 
в
к. 
6 рівність Чебишова, оцін
падкова величина відх
більше
потрібно перевірити деталей, щоб з ймові
6
а з математичним сподіванням 3000 квт/год і 
ект ки буду  від 2500 до 500 т/год. 
69. Ймовірніст  того, що навмання вибрана деталь бракована при 
кожній перевірці дорівню  0.2. Визначити ймовірність того, о 
серед 50 навмання вибраних деталей бракованих виявиться не 
менше 6. 
70. Відомо, що 60% виробів випускаються першим сортом  Береться 
200 виробів. Чому дорівнює ймовірність того, щоб серед них 
виробів першого сорту виявиться а) від 120 до 150 шт., б) від 90 до 
150 шт.? 
71. При перевірці якості електролампочок встановлено
ужать не менше гарантійного терміну. 
15000 лампочок. Знайти 
менше гарантованого буде:  
а) ід 570 до 630 лампочок, б) від 600 до 660 лампочок, в) менше 
615 лампочо
72. Знайти математичне сподівання і дисперсію випадкової величини 
x, характеристична функція якої дорівнює: а) ),0(sin1 ≠aat
at
  
б) 
2
sincos4 22
tt
t
, в) 
2
sin4 22
te
t
it , г) qp itit −− +− )1()1(  )0,( >qp . 
73. Випадкова величина nη  дорівнює сумі вічок, які випали при n 
незалежних підкиданнях грального кубика. Використовуючи 
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це а е внтр льну граничну т орему, ибрати n так, щоб 
1.0}1.0|5/3/{| ≤≥−nnηP . 
74. Випадкові величини K, , 21 ξξ  незалежні і однаково розподілені:  
== }25.1{ iξP 2
1}8.0{ ==iξP , 2,1 K,=i , і nn ξξη ⋅⋅= K1 . 
а) Знайти ,1000ηM  1000ηD , ,ln 1000ηM  .n 1000l ηD
б) Користуючись асимптотичною нормальністю ,ln n
 
η  ∞→n , 
знайти наближені значення },001.0{ 1000 ≤ηP  },1{ 1000 <ηP  
,}1{ 1000 ≤ηP 10{ 100ηP . 
75. Обчислення інтеграла ∫
2/
0
cos
π
xdx  проводиться методом Монте-
Ка
 }4≤0
рло на основі 1000 випробувань. Яку максимальну відносну 
похибку обчислення можна гарантувати з надійністю 97.22%? 
76. Обчислення інтеграла ∫
1
2dxx  проводиться мет
0
на основі 10000 випробувань. Знайти ймовірність того, що 
від
одом Монте-Карло 
 дм навмання кидається на площину, розграфлену 
па
и
носна похибка обчислення не перевищить 1%. 
77. Обчислення числа p проводиться методом Бюффона (голка 
довжиною 1
ралельними прямими, віддаль між якими дорівнює 2 дм). 
Підраховується число перетинів голкою якої-небудь з паралельних 
ліній. Знайти найменше число в пробувань, які потрібно провести, 
щоб з ймовірністю 0.9996 відносна похибка визначення числа  p 
була не більшою 3%. 
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Відповіді 
 
6. Р{ξ ≥ 3,5}= 21 , Р{|ξ| < 2,5}=0.3; 7. Mξ 81= , dξ =1; 8. с = 21 , 
Р{|ξ|<π/4}= 22 , Mξ =0, Dξ = 242 −π ; 9. Р{ξ ≥ 1}= 43 , Mξ = 34 , hξ 
= 2 , Dξ = 92 ; 11. Mξ = 25 , Dξ = 1225 ; 12. Р{ξ > 3}= 52 ; 13. Mξ 
=
2
ba + ,  
Dξ= ( )
12
2ab − ; 14. Р(A)= ( )−− 21xpe ( ) ≈− 2exp 3834.0 , 3
Р(B)= ( ) 135.02exp ≈− ; 15. а > 0, b = 21 , с = π1 ; 16. fξ(х) = ( )22 ax −π
Mξ і моменти більш високого порядку не існують; 17. d
a , 
ξ =hξ =0, t0.75=а;  
18. MR= σπσ 253.12 ≈ , D= ( ) 22 429.022 σπσ ≈− ; 19. MV= ( )βπ22 ,  
dV = β2 , DV = ⎟⎠
⎞⎜⎝
⎛ − πβ
831 ; 20. Mξ =0, Dξ =
2
2a ; 21. dξ не існує, hξ =0, 
χ0,75= aa 3827.08
sin ≈π ; 22. Mξ=m, σξ=σ;  
23. 
⎪⎪
⎪⎪⎨
≤
= −
,якщо    
1
0          ,
2)( 2
xe
xF x
σ
σ
ξ  р
⎩ >− .якщо    0   ,21 xe
⎧1 2x
к =
⎪⎩
⎪⎨ =≈− − ,2     ,94.01 2 ke k   
⎧ =
.0
,1  ,7569.0 k
24. Mξ=
= .3  ,9656 k
01
x , якщо 
a
a
− а >1 ξ=, D ( ) ( ) 20x , 21 2aa −− якщо а   
a  >2;
25. ⎟⎠
⎞⎜⎝
⎛ −Φ=
2
1)( xxFξ ; 26. а) ( )25 ;5− ; б) ( )20 ;0 ; в) ( )6.6   513.3 ;5 ;
27. 39.15=m , 26.3=σ ; 28. %95≈ ; 29. 292.4≈ ; 30. %95.99≈ ;  
31. M[ξ2]≈1.1842, Р{ξ2 > 2}≈0,8328; 32. р1 = 0.1587; p2=0.68;  
33. 
( )
ma −
P{ξ>η}
mb
mbaab
−
⎟⎠
⎞⎜⎝
⎛ −+−
ln
2 ; 34. б) залежні, в) Р{ξ=2, η=0}=0.15, 
=0.65; г) Mξ=1.2, M  = 0.25; д) К= ⎟η ⎟⎠
⎞⎜⎜⎝
⎛ 016.0
1875.00
; е) 
M[η | ξ = 1]=0.52;  
37. Ймовірність події {ξ > η} більша в досліді попередньої задачі;  
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38. ( ) 27.05.0;5.1, =−ηξF , ( ) 2.04;5.0, =ηξF ; 39. в) К= ⎟⎟⎠
⎞− 125.0⎜⎜⎝
⎛
− 500
25.0 ;  
40. а) ξη
187.125.
залежні; б) ρ = 594.0176 ≈ ; 41 с=1 ξ+ =. а) , Р{ η<1} ; 31  
б) компоненти ξ та η залежні; в) (Mξ,Mη)=(7/12,7/12); 42. а) с=3/28, 
Р{ξ + η < 2}=3/14; б) (8/7, 10/7); 43. p1 = 43 , p2 = ( ) 2433 − ;  44. 
(Mξ , Mη = ) ( 4π , 4π ); 45. ( 31 , 32 );  46. а) залежні; б) 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
120
012
2
2
a
a
; компоненти не корельовані; в) p1 = 21 , p2 = 4π ; 47. 
не к в 2 2орельо ані, але залежні; 48.  ),0( exp()(1 >−= xxxxf αα  )
 )2/()exp()(2 xxxxf αα −=  ),0( >x  
)( )(exp()( 23 ∞<<−∞−−= xxexf xααα ; 49.  ],3.1[( 2/1)(1 ∈= xxf  
)0( )(2 >= − xexf x ; 50. =)(1 xf =)(2 xf  1 )10( << x ;  )1( xx −π
51. )()()( 21 xfxfxf ξ== ; 53. 54)( −= xxfη )1( ≥x ; 54. 
=),( yxq
222 xy
y
−  ⎟⎠
⎞⎜⎝
⎛ − xxyp 222(
2
+1 ⎟⎠
⎞⎜⎝
⎛ −− xxyp 222(
2
1 ; 55. 
6321.01 1 ≈− −e ;  
56.    111 ⎟⎠
⎞⎜⎝
⎛ −−
a
x
a
 );20( );|(| 11 axx ≤⎟⎞⎜⎛ −  ax ≤≤  
aa ⎠⎝
  );0( 1ln1 2ax ≤<  22 aa   ),10( 2
1 ≤≤ x  )1( 
2 2
1 ≥x
x
; 57. 
  2 0(|)x21|1(
)(xf −+=τ
2 )1≤ ≤x ; 58. 0.1;  
59.  60. 1. 94%; 62. 0.24; 63. 800; 998%; 0.013; 
216; 65. Не м ; 66. 
5.0≥a ; 6  64. 99.
енше 0.79
3.0≥a ;
9
1)3|P(| ≤≥− σmx ; 67. 1225≥n ; 68. 
99;  
921.0=
.0≥p
69. p ; 70. а) 0.4999; 71. а) 0.7887; б) 0.4938; в) 0.734; 72. а) 0, 
а2/3; б) 0, 7/6; в)1, 1/6; p – q ; 74. а =ηM  , p + q; 73. 79≥n 0 ) ,025.1 10001000
,106899.7 411000 ⋅≈ηD  ,0ln 1000 =ηM  8965/24ln 1000 ≈ηD ;  
б) ,0832/0)384/1 ≈  .0)0((−Φ ,5=Φ ,5.0)0(Φ =  9972/0)769/2( ≈Φ ;  
75. 5.3%; 76. 0.7372; 77. 27427.  
 
 
 
 
 
 
 
 
 
Частина
ку. 
ому 
рактеристики об’єктів із якоїсь більш або менш обширної 
суку
складається з таких розділів: 
1) збір и ; 
2) досл  даних ж , 
які бути тановл ми н снові омосте масових 
спостережень. 
бір статистичних даних, що стосуються населення, проводився 
давно відомо, що в 2238 р. до нової ери в Китаї при імператорі Яо був 
проведений перепис населення; переписи населення проводились і в 
стародавніх Єгипті, Ірані, Римській імперії; відомі переписи на 
Київській Русі. Вже в середні віки вимірювання тих чи інших об’єктів 
навколишнього світу стали розглядати як метод наукового пізнання. І 
сьогодні є актуальним афоризм Г.Галілея (1564 – 1642): „Вимірюй все 
що вимірюється й зроби невимірне вимірним”. 
 І І I  
 
Математична статистика 
 
 
 
§1. Вступ до математичної статистики 
 
1. Перші відомості про математичну статисти
Математична статистика – це розділ математики, в як
розглядаються математичні методи систематизації, обробки та 
використання статистичних даних для наукових і практичних 
висновків. Статистичними даними називаються відомості про число 
та ха
пності, які мають ті чи інші ознаки. 
Термін статистика походить від латинського слова “статус” – 
стан, бо коли в 18-му столітті статистика почала оформлятись у 
наукову дисципліну, цей термін пов’язувався з системою опису 
фактів, які характеризували стан держави.  
Статистка 
 статистичн
отри
х даних
манихідження 
можуть 
 для з однах
а о
ен закономірностейня 
відвс ени й 
З
: 
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2. Вибірка. Вивчення множини схожих об’єктів можна 
прово
 
ка вирощується на спеціальній ділянці. Масив даної 
культ
ук а и
в
г  
і її складу. Не можна, наприклад, об’єднувати в одну 
сукупність людей різного віку й аті, коли мова йде про норми 
гу, тощо. 
а а я
для контролю їх 
якості 50 виробів, то об’єм генеральної сукупності N = 1000, а об’єм 
вибірки n = 50. 
ся нескінченним. Це 
поясн
ючи з деякого достатньо великого значення) вже не 
відбиває
Са ерший 
назив
 сукупності й 
повертаються після обслідування (  виключено, що один і той же 
єк м в
ви
равило, здійснюється безповторний вибір. 
калювати особливості генеральної сукупності. Це особливо 
ість 
лад, у соціологічних дослідженнях потрібно, щоб у вибірці 
 
дити як за якісними, так і за кількісними ознаками. Наприклад, 
якщо медики вивчають людей, то якісною ознакою може бути стан 
здоров’я людини, а кількісною ознакою – її вага. Під словом “ознака” 
розуміють властивості, характерні особливості, які дозволяють 
відрізняти один об’єкт від іншого.  
Наприклад, дослідника цікавить вміст зерняток у колосках 
пшениці, я
ури буде об’єктом спостереження, а ознакою – кількість зернин 
в колосках окремих рослин, які є одиницями спостереження. 
Множина всіх об’єктів, які підлягають дослідженню, 
називається генеральною с упністю,  підмножина в падково 
вибраних об’єкті  із генеральної сукупності називається вибірковою 
сукупністю або просто вибіркою. 
Поняття енеральної сукупності базується на принципі якісної 
однорідност
ст
харчування, стандартизації взуття та одя
оЧисло б’єктів генеральної сукупності н зив єтьс  її об’ємом, а 
число об’єктів вибіркової сукупності називається об’ємом вибірки. 
Наприклад, якщо з 1000 виробів відібрано 
Часто генеральна сукупність містить скінченне число об’єктів, 
та це число, як правило, велике. Тому в теоретичних викладках (для їх 
спрощення) об’єм сукупності вважаєть
юється тим, що збільшення об’єму генеральної сукупності 
(почина
ться на результатах обробки даних.  
м вибір даних можна проводити двома способами. П
ається повторним вибором. При такому виборі об’єкти для 
дослідження беруться почергово з генеральної
не
об’ т ожна зяти декілька разів). Другий спосіб називається 
безповторним бором. При такому виборі досліджувані об’єкти не 
повертаються. Як п
Отримана для дослідження вибірка повинна достатньо повно 
віддзер
важливо, коли генеральна сукупність має певну неоднорідн
(наприк
були представлені різні верстви населення). Коротко цю вимогу
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формулюють так: вибірка повинна бути представницькою 
фіксу
ється з 
упоря
азивається 
групув
у групування п я  ря
б в с
біркою об’ємом n буде сукупність із n 
чисел
овідність між варіантами та їх частотами, подану у вигляді 
табли  
(репрезентативною). 
3. Варіаційний ряд. Гістограма. Спостереження над об’єктами 
вибірки проводять за певною програмою. Результати спостережень 
ють у щоденниках, журналах, бланках, анкетах або інших 
документах обліку (в тому числі й електронних). Зафіксовані в цих 
документах відомості про об’єкт, який вивчається, це той первісний 
фактичний матеріал, який потрібно обробляти. Обробка почина
дкування або систематизації зібраних даних. Процес 
систематизації результатів масових спостережень н
анням даних. 
Особливу форм редставл ють варіаційні ди.  
Якщо ознаки о ’єктів, які ивчають я, є числа (вони 
називаються варіантами), то ви
. Розташуємо ці числа в неспадному порядку і позначимо їх 
буквою x із відповідними індексами, так що x1 ≤ x2 ≤ ... ≤ xn  Ця 
послідовність чисел називається варіаційним рядом. Значення варіант 
можуть повторюватись. Нехай x1 спостерігалося n1 разів, x2 – n2 разів і 
т.д., значення xk – nk разів, до того ж n1 + n2 + ... + nk = n. Числа n1, n2, ... 
nk називаються частотами варіант, а числа n1/n, n2/n, ... nk/n 
називаються відносними частотами. 
Відп
ці 1, називають статистичним рядом. 
 Таблиця 1 
Варіанти xi x1 x2 ... xk
Частоти ni n1 n2 ... nk
Якщо на координатній площині побудувати точки (xi, ni) і 
сполучити їх ломаною, то дістанемо полігон частот. 
Приклад  1 .   В 1995 році кожного тижня (починаючи з 
першо
, 30, 50, 60, 50, 50, 50, 50, 
60, 30
0, 50, 50, 50, 50, 50, 50, 50, 50, 50, 50, 50, 50, 
0, 60, 60, 70, 70.  
м
го тижня січня) в м. Кіровограді було зареєстровано таку 
кількість новонароджених (дані округлені до десятків і тому умовні): 
60, 50, 60, 50, 40, 50, 50, 70, 40, 30, 20, 60, 50
, 60, 40, 40, 60, 40, 40, 40, 30, 50, 50, 40, 30, 30, 60, 70, 50, 40, 40, 
30, 60, 50, 60, 40, 40, 40, 40, 50, 50, 40, 40. 
В даному випадку об’єм вибірки дорівнює 52, варіаційний ряд 
такий: 
20, 30, 30, 30, 30, 30, 30, 30, 40, 40, 40, 40, 40, 40, 40, 40, 40, 40, 40, 40, 
40, 40, 40, 40, 50, 50,50, 5
60, 60, 60, 60, 60, 60, 60, 6
Статистичний ряд у даному випадку ає вигляд: 
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 Таблиця 2 
Число 
зареєстрованих 
20 30 40 50 60 70 
Частоти 1 7 16 16 10 2 
 
 Полігон  частот
 
е багато, то подання 
статистичного матеріалу у вигляді таблиці 1 стає громіздким. У цьому 
випадку числовий проміжок, у який попадають варіа , розбивається 
на декілька частин (класів) однакової довжини. Ці частини 
назив
 і від різниці R = xmax – xmin, де 
xmin –н
ахом вибірки. Проміжок, у який 
попадають варіанти, числа K та h , взагалі кажучи, можна знаходити 
різними способами.  
На практиці для визначення K користуються емпіричною 
Об’єм вибірки n (від – до) Число класів K 
25 – 40 
40 – 60 
6
5 – 6 
10 – 15 
ють 
стати
Н
оміжок, n2 – у 
други
 
 
 
1
7
16
10
2
16
0
10
20
20 30 40 50 6 700
Якщо різних варіант виявиться дуж
нти
аються класовими інтервалами.  
Кількість класових інтервалів K та довжина окремого інтервалу 
h залежать як від об’єму вибірки n, так
айменше значення варіанти , а xmax – найбільше значення 
варіанти. R називається розм
формулою Стерджеса K = 1 + 3.32 lg n, 
або такою таблицею: 
0 – 100 
100 – 200 
>200 
6 – 8 
7 – 10 
8 – 12 
Довжину класового інтервалу h покладають рівною числу  
(xmax–xmin)/(K–1), 
а якщо позначити через a та b кінці того інтервалу, в який попада
стичні дані, то покладають a = x – h/2, b = a + Kh. min 
еважко перевірити, що xmin  буде серединою 1-го інтервалу, а 
xmax – серединою K-го інтервалу. 
Нехай n1 кількість варіант, які попали в перший пр
й проміжок, ..., nk – у K -й проміжок. Якщо якесь значення 
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попадає на межу двох інтервалів, то вважатимемо, що це значення 
а о в лівий інтерва занесемо в таблицю 3. 
 
поп л  л. Здобуті дані 
Таблиця 3 
Інтервали d (a, a + h] (a + h, a + 2h] ... (a + (K – 1)h, a + Kh]i
Частоти ni n1 n2 ... nk
Таблицю 3 називають інтервальним статистичним рядом. 
Гістограмою називається фігура, як  складає ься з k прямокутників 
основ
а т
ові інтервали отримаються 
такі:  
У про 2 попаде 8 варіант, у 
проміжок ва
проміжок d5 поп в
ами яких є інтервали di, а висотою i-го прямокутника є число ni . 
Часто замість частот використовують відносні частоти. Площа фігури, 
яка є гістограмою, дорівнює h.  
Приклад  2 .  У класі з 40 учнів проводився такий 
експеримент: кожний учень придумує навмання по 8 цифр і знаходить 
їх суму. Було отримано такі суми:  
28, 35, 33, 34, 44, 33, 35, 33, 35, 41, 41, 35, 35, 36, 26, 25, 26, 37, 39, 45, 
33,  
42, 45, 39, 32, 38, 38, 40, 36, 38, 47, 34, 27, 39, 42, 48, 41,49, 47, 31.  
У даному випадку xmin =25, xmax = 49. Розмах вибірки R = 49 – 25 = 24. 
Візьмемо K = 5, тоді h = 24/4 = 6. Отже, a = 25 – 6/2 = 22, і тому всі 
варіанти належать проміжку (22; 52). Клас
d1 = (22, 28], d2 = (28,34], d3 = (34,40], d4 = (40,46], d5 = (46,52]. 
міжок d1 попаде 5 варіант, у проміжок d
 арd3 попаде 15 в іант, у проміжок d4 попаде 8 ріант, у 
аде 4 аріанти. Тоді інтервальний статистичний ряд 
матиме вигляд: 
Інтервали  (22,28] (28,34] (34,40] (40,46] (46,52] 
Частоти 5 8 15 8  4 
Г г  істо рама
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4. Статистичні характеристики вибірки. Статистичні ряди та 
їхні графіки да тю ь наочне уявлення про мінливість (варіювання) ознак 
об’єкт
огічно і теоретично 
обґрунтовані числові показники, які називаються статистичними 
характеристиками. о них, в першу чергу, дносяться середні 
величини.  
актеристик середні 
ю  стійкість,  характеризувати цілу групу 
середнім) 
стр а відчут , се
одуктив с середній урожай, середня успішність та інші 
и
формуло
ів, які досліджуються, та вони недостатні для повного їх опису. 
Для цієї цілі використовують особливі л
Д ві
На відміну від індивідуальних числових хар
величини ма ть більшу здатні
однорідних об’єктів одним ( числом. І хоча середні величини 
аб актні, вони сповн ні. Середній ріст редня 
пр ні ть, 
середні – все це поняття абстрактні про конкретне.  
Середнє арифметичне значення в бірки визначається за 
ю: 
n
x xxx n+++ ...21= ,  
де xi – варіанти, а n – об’єм вибірки.  
Якщо складено статистичний ряд, то для знаходження 
середнього значення використовують таку формулу: 
n
xnxnxx mn+ ++ m= ...2211 ,  
де xi – варіанти, а n – об’єм вибірки, ni –відповідні частоти , m – 
кількість різних варіант. ак знайдене середнє називається ще 
серед ім важени , вагами служать частоти. 
Наприклад, еднє значення вибірки з прикладу 1 дорівнює 
ислу  
(20·1 + 30·7 + 40·16 + 50·16 + 60·10 + 70·2)/52 = 46.346. 
кщо вибірка задана інтервальним статистичним рядом, то 
середнє значення вибірки знаходиться за формулою: 
Т
н  з м
сер
ч
Я
n
nxnxnxx mm+++= ...2211 ,  
е 1x , 2x , ..., mxд  – середні значення варіант у кожному класовому 
тервалі окремо.  
Наприклад, середнє значення вибірки з прикладу 2 дорівнює 
 
(5·(25 + 26 + 26 + 27 + 28)/5 + 8·(31 + 32 + 33 + 33 + 33 + 33 + 34 + 
ін
числу
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34)/8 +
+ 15·(35 + 35 + 35 + 35 + 35 + 36 + 36 + 37 + 38 + 38 +38 + 39 + 39 + 39 
+ 
 47 + 48 +  
+49)/4  + 4·4 .225. 
А якщо ж ці середні невідом то замість них беруть середини 
класо ів, чення вибірки 
буде знайдено наближено. Можна довести, що абсолютна похибка, 
яка при цьому може виникнути, буде не більша іж число h/2. 
Наприклад, середнє значення вибірки з прикладу 2 приблизно 
дорівнює числу (5·25 + 8·31 + 15·37 + 8·43 + 4·49)/40 = 36.7. 
види середніх
квадрати
ад, 
арифм
Середнє арифметичне вибірки – дна з основних характеристик, 
та ця характеристика дуже чутлива до збільшення або до зменшення 
які різко відрізняються по 
своїй величині від основної маси. Тому на цю величину можуть 
значно впливати крайні члени статистичного ряду, які найменше 
характерні для даної сукупності. У зв’язку з цим у багатьох випадках 
м
 
найбі ілька. Якщо задано 
інтервальний статистичний ряд то ода обчислюється за такою 
 
+40)/15 + 8·(41 + 41 + 41 + 42 + 42 + 44 + 45 + 45)/8 + 4·(47 +
)/40 = (5·26.4 + 8·28.75 + 15·37 + 8·42.625  7.75)/40 = 36
і, 
вих інтервал  але в цьому випадку середнє зна
, н
На практиці використовують й інші , наприклад, 
середні степеневі, зокрема, середнє чне, середнє 
геометричне, середнє гармонічне, мішані середні, наприкл
етико-геометричне і т.п. 
о
 
числа спостережень за рахунок варіант, 
корисніші структурні середні до яких, зокрема, відносяться мода і 
едіана.  
 вибірки, яке маєМодою вибірки називається те значення
льшу частоту. Таких значень може бути дек
, м
наближеною формулою: 
)()(00 −− 11
1
+
−
−+
−+=
ii nn
hxM  
де x
ii
ii
nn
nn
бт  ає
 – інтервалу ni льного
ого і наступного 
за мод
Наприклад, для вибірки з прикладу існують дві моди M01 = 40, 
M02 = 50. Для вибірки з прикладу 2 є одн мода M0=35, бо варіанта 35 
найчастіше зустрічається в вибірці (6 разів). 
Медіаною вибірки називається значення серединного елемента 
статистичн о медіана 
дійсн зна  середнє 
арифм
інтервальним
0 – початок модального інтервалу, то о інтервалу, який м  
найбільшу частоту, h довжина ,  – частота мода  
інтервалу, ni–1 і ni+1 – частоти відповідних попереднь
альним інтервалом.  
 1 
а 
ого ряду. Якщо об’єм вибірки число непарне, т
чення серединного елемента, а якщо парне, то –о 
етичне двох серединних елементів. Якщо вибірка задана 
 статистичним рядом, то медіана обчислюється за такою 
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наближеною формулою: 
i
i
e n
TnhxM 10
2/ −−+= ,  
де x0 – початок медіанного інтервалу, тобто інтервалу, в якому 
міститьс  серединний , h –д на інтервалу, n – об’єм 
вибірки, T
я елемент овжи
 т в
р =
адку, по 20 варіант. 
 ви і з н
иці, та при однакових середніх вибіркові дані 
можуть значно відрізнятись за личи ою та характером зміни. Для 
характеристики мінливості ачен варіант використовується 
диспе
i-1 – сума частот ін ер алів, що передують медіанному, ni – 
частота медіанного інтервалу. 
Наприклад, для вибі ки з прикладу 2 Me (36 + 37)/2 = 36.5, 
бо варіант менших за 36.5 і варіант більших за 36.5 однакова кількість, 
в нашому вип
Хоч середнє арифметичне б рки грає нач у роль у 
математичній статист
 ве н
зн ь 
рсія та середнє квадратичне відхилення. 
Дисперсією вибірки називається число  
=2ns n
xx(xxxx n
22
2
2
1 )...)()( −++−+− . 
Цінність дисперсії у тому, що вона є мірою мінливості числових 
значень варіант біля їх середньог , а також дисперсія вимірює і 
внутрішню мінливість значень варіант. 
ий ряд, то для знаходження дисперсії 
викор
о
Якщо складено статистичн
истовують таку формулу: 
=2ns n
nxxnxxnxx 22 )(...)()( −++−+− mm 22211 , 
де xi –варіанти, а n – об’єм вибірки, ni –відповідні частоти , m – 
сть різних варіант. 
Якщо вибірка задана інтервальним статистичним рядом, то 
кількі
=2ns n
nxxnxxnxx mm
2
2
2
21
2
1 )(...)()( −++−+− , 
де 1x , 2x , ..., mx  – середні значення варіант в кожному класовому 
інтервалі окремо (часто в якості цих середніх беруть просто середини 
 
н  квадратичним відхиленням вибірки називається корінь 
ків
о і
0 – 46.346)2 ·16 + (50 – 
відповідних інтервалів). 
Серед ім
квадратний із дисперсії, тобто, число sx. Ця величина в ряді випад  
зручніша, ніж дисперсія, бо виражається в тих же одиницях, щ  
середн ає рифметичне. 
Наприклад, дисперсія вибірки з прикладу 1 дорівнює числу  
(20 – 46.346)2 ·1 + (30 – 46.346)2 ·7 + (4  
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46.346)2 ·16 + (60 – 46.346)2 ·10 + (70 – 46.346 ·2)/52 = 119.2, 
а середнє квадратичне відхилення дорівнює числу 10.9. 
 
 ділять не на n, а на число (n – 1), тобто, замість 
 
)2 
Примітка. Якщо об’єм вибірки n невеликий, то в формулах для 
обчислення дисперсії
2
ns  (беруть число )12ns , яке називається виправленою 
статистичною дис
−nn
персією вибірки. 
 
е ої величини
зв’язк  математи
и
ається при 
проведенні стохастичного експерименту. Проведемо цей експеримент 
 разів в однакових умовах, ми отримаємо числ – 
значення цієї випадкової величини в першому, другому, і т. д. 
експе
х сперимент
якщо цю серію експериментів провести ще раз, то отримаємо новий 
набір нтів дає ще оди
Отже, XX  це змінні величини, які можуть приймати ті ж 
падкова вели ξ. Тому до досліду – випадкова 
величина, яка має  же розподіл, як і випадкова величина ξ, а 
після досліду це ч яке спостерігається в першому експерименті; 
е можна сказати і про і т.д. 
Означення 1. Вибіркою 
 
5. Емпірична функція розподілу. Якщо проаналізувати 
приклади з попередніх пунктів, то важливо звернути увагу на те, що 
варіанти це не що інше, як знач ння певної випадков . У 
у з цим уточнимо поняття вибірки і задач чної 
статист ки. 
Отже, нехай ξ – випадкова величина, яка спостеріг
n а nXXX ..., , , 21
риментах. 
В серії проведени  ек ів вибірка це набір чисел. Але 
чисел, наступна серія експериме н набір чисел. 
21
значення, що і ви чини 
... , ,
 1X
 такий
исло, 
те ж сам  32  , XX  
( )nXXX ..., ,1=  називається n-мірний 
випадковий вектор, координатами якого незалежні випадкові 
величини, що мають такий же розподіл, як і випадкова величина ξ. 
кажуть, що Х це вибірка з розподілу ξ. 
У математичній статистиці вивчають різні функції 
 ..., ,111 = , …, 
є 
Ще 
( )nXXS ( )mm XXSS  ..., ,11=  знS ачення яких також 
випадкові к и
Р е ц  
 величини. Ці функції називаються статисти ам . 
Після проведення стохастичного експерименту статистики 
набув  п ,  рають евних значень які називають еалізаціями стохастичного 
експерименту. Реалізації випадкової величини будемо позначати 
малими латинськими буквами nxxx  ..., , , 21 . 
озглян мо яку-небудь реаліза ію, візьмемо довільне дійсне 
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число х і знайдемо відношення 
n
x<варіант  кількість , 
якщо ж взяти другу реалізацію, то це відношення зміниться, і, отже, 
воно є випадковою величиною. 
Означення 2. Випадкова функція 
)(* xFn n
xX i <=   кількість , ( ),∞−∈ ∞x , 
(статистичною) функцією розподілу 
випад
 розп д
називається емпіричною 
кової величини ξ. 
Функцію о ілу випадкової величини ξ позначимо, як і 
раніше, через )(xF . 
а Глівенка-Кантеллі (основна теорема математичної 
статистики). Якщо х довільне дійсне число, то  
Р
Теорем
10)()(suplim * =⎟⎠
⎞⎜⎝
⎛ =−∞→ xFxFnxn . 
Ми доведемо слабкішу форму цієї теореми:  
для вс ( )∞∞−∈ ,x  ( ) 1)()(lim * =<−якого 0>ε  і всякого ∞→ εxFxFnn P . 
Справді, зафіксуємо ( )∞∞−∈ ,x  і розглянемо події { }xA <= ξ  і 
A =)(xF Р ( )xX <1 , Р ( ) )(1 xFA −=. Тоді Р )(A = . 
Частота цієї події буде число . Випадкова величина
матиме біноміальний розподіл з параметрами n і 
 )(* xFn  )(
* xnFn  
 )(xF  і, отже, для 
всякого k, nk ≤≤0 ,  
Р ⎟⎠
⎞⎜⎝
⎛ =
n
kxFn )(
* ( ) ( ) knkkn xFxFC −−= )(1)( . 
Залиш
ї мало відрізняється від ймовірності події). 
вної теореми математичної статистики заключається 
в тому, що при великих n емпірична функція розподілу мало 
відрізняється від функції розподілу випадкової величини ξ. 
Приклад .  Знайти емпіричну функцію розподілу, 
корис
х 
илося застосувати закон великих чисел у формулу Бернуллі 
(при великих n частота поді
Смисл осно
туючись даними прикладу 1 з п. 3. Матимемо   
20≤x  20 < x 30≤  4030 ≤< x 5040 ≤< x 6050 ≤< x 7060 ≤< x  70>x
)(* xF  0 
52
1  
52
8  
52
24  
52
40  
52
50  1 
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 20  30    40   50    60    70                     x
F*(x) 
1 
 
 
 
 
 
 
математичної статистики є вибірки і статистики. З 
ними пов’язані різноманіт  розподіли. Основні з них такі. 
1) Нормальний розподіл з параметрами
 
 
 
 
 
§2. Основні розподіли математичної статистики 
 
Об’єктами 
ні ( )2 ,σ . Щільність m 
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−= 2
2
2
exp
2
1)( σπσ
mxxf . 
2) Розподіл з n степенями свободи. Щільність  2χ  
)(xh 2121 xn −−
2
2n
ex
n ⎟⎠
⎞⎜⎝
⎛Γ
= , 0>x . 
 величина , де випадкові 
велич
22
1 ... nξξ ++Такий розподіл має випадкова
ини nξξ  ..., ,1  незалежні і мають стандартний нормальний 
розподіл. 
3) Розподіл Стьюд
 
ента. Щільність 
)(xf
( )
      .1
2 ⎠⎝
2
1
212 +−
⎟⎟⎠
⎞⎜⎜⎝
⎛ +
⎟⎜
⎞⎜⎝
⎛
1 ⎟⎠
⎞⎛Γ
+Γ n
n
x
n
 
 розподіл має випадкова величина  
=
nnπ
Такий
nx2
ξτ = , 
е ξ випадкова величина, яка має стандад ртний нормальний розподіл, а 
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2χ  – випадкова величина, яка має розподіл 2χ  з n степенями свободи. 
4) F-розподіл (розподіл Фішера). Щільність 
( ) ( ) 21212−2221 211212)( nnnnn xnnxnnnnx +−+⎞⎛⎞⎛ ⎠⎝=
21 nn ⎟⎞⎜⎛ +Γ
, 0>xψ
21
22 ⎟⎠⎜⎝Γ⎟⎠⎜⎝Γ
. 
Такий ова вели розподіл має випадк чина 
2
2
2
11
n
X χ= , де 
2
1χ  і 22χ  
випадкові величини, які мають розподіл 2χ  відповідно з 
2 nχ
і
степенями свободи. 
В цих -функція Ейлера  
1n   2n  
 прикладах фігурує гама
∫
∞
−−=Γ
0
1)( dttex xt , 0>x . 
 θ параметр, який характеризує розподіл. Однією з задач 
математичної статистики є задача про знаходження цього параметра, 
використовуючи вибірку. Точно цю задачу озв’язати не можна. Тому 
шукають наближені значення θ, ці значення називають оцінками, вони 
ії від 
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Нехай
 р
 *nθ ( )nn XX  ..., ,1*θ=  функц вибірки. Отже, нехай якась оцінка, вона 
є випадковою величиною і її розподіл залежить від розподілу 
аргументів. Статистики для оцінок можна вибирати різними 
способами. До оцінок висувається ряд вимог: незміщенність, 
тивність. Розглянемо ці вимоги 
етальніше. 
1. Незміщенність. Оцінка параметра θ називається 
незміщенно
конзистентність (спроможність) і ефек
д
*
nθ  
ю, якщо  
М *nθ =θ . 
Приклад  1 .  Часто пара  є математичне сподівання 1метром α . 
За його оцінку природно брати сере іркове, тобто днє виб
n
XXXX n+++= ... 21 . 
Тоді  
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( ) ( ) 1111 ...1... α+M 1 αα =++=+= nXXnX nMM . 
Отже, ця оцінка є незміщеною. 
2σПриклад  2 .  Нехай потрібно оцінити дисперсію . 
цінку статистичну дисперсію, тобто статистику 
Візьмемо 
за її о
nS
( )∑
=
−= n
k
k
n
XX
1
2
. 
Тоді 
nSM ( )∑ =−= n ( )∑ =−+−n
=k
kn 1
XX 21 M
=k
kn 1
11 XX
21 ααM  
( ) ( ( )) ( )( )∑
=
−−= =−−+−n
k
kk XXXn 1
11
2
1 2
1 αααM X 21α n
2
2 σσ − , 
і, отже, оцінка nS  для 
2σ  є зміщеною. Якщо ж взяти за оцінку 2σ  
статистику ( )∑
=
−−
n
k
k XXn 1
2
1
1 , 
то вона вже буде незміщеною; тобто, незміщеною оцінкою для 2σ  
буде статистика nS
n . 
n 1−
2. Конзистентність (спроможність). Оцінка параметра θ 
називається спроможною, якщо для всякого
*
nθ  
 0>ε  
( ) 1lim * =<−∞→ εθθnn P , 
о записують так: що коротк θθ ⎯→⎯Ρ*n  при ∞→n . ( збігається за 
ймовірніст до θ). 
При ад .  Оцінка 
*
nθ  
ю 
кл X  для математичного сподівання 1α  є 
спроможною, бо 
n
XXX n++= ... 1 1α⎯→⎯Ρ  при ∞→n  
в силу теореми Чебишова. 
о доводиться спроможність оцінок для початкових 
моментів порядків вищих, ніж 1. 
Теорема 1. Якщо оцінка *θ  зміщена і 0lim * =θD , то 
Аналогічн
для θ не
оцінка для θ спроможна. 
Довед ення . З нерівності 2 е ова випливає, що 
n ∞→ nn
 *nθ  
 Ч биш
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( ) 2 ** 1 εθεθθ nn DP −≥<− 1→  при ∞→n .   
а
→i
Можна довести сильніше твердження. 
Теорем  2. Якщо θ=∞
*l m nn M  і 0lim
* =∞→ nn θD , то оцінка 
*
nθ  для θ 
спроможна. 
Довед ення . Розглянемо подію 
θ
{ }εθθ <−= * A , вона наслідок n
події ⎭⎬
⎫
⎩⎨
⎧ <−=
2
 ** εθθ nnB M , б якщо 2
** εθnnθ <−M , то  о 
A B⊃ , бо  ( )θθθθθθ −+−≤− **** nnnn MM  
Отже,  
.
( )≥<− εθθ *nP ≥⎟⎞⎜⎝⎛ <− ** εθθnP ⎠2nM ( )2
*
1 θnD− , 
2
а звідси,  
ε
 ( ) 1lim * =<−∞→ εθθnn P .   
3. Ефективність. Оцінка параметра θ називається 
ефективною, якщо її дисперсія менша, ніж дисперсія інших оцінок. 
Для дослідження ефективності користуються важливою 
характеристикою сім’ї розподілів – інформацією за Фіширом. 
зподілів залежить від параметра θ. 
Тоді, якщо розподіл випадкової величини ξ дискретний, то 
інформацією за Фішером називається функція 
*
nθ  
Означення. Нехай сім’я ро
)(θI ∑ ⎟⎠⎞⎜⎝⎛ ∂
∂=
i
i
i pp )()(log
2
θθ
θ , 
де )(θip , і = 1, 2, ..., ймовірності значень випадкової величини ξ; якщо 
розподіл випадкової величини ξ абсолютно неперервний, то 
інформацією за Фішером називається функція 
)(θI ∫
∞
∞−
⎟⎠
⎞⎜⎝
⎛
∂
∂= dxxpxp ),(),(log
2
θθ
θ , 
де ),( θxp  – щільність розподілу. 
и 
Приклад  1 .  Нехай ξ має біноміальний розподіл з 
параметрам ) ,( pn . Знайдемо інформацію за Фішером відносно 
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параметра р. 
Маємо 
)( pI ( ) =−⎠⎞⎜⎝⎛ −∂∂= −= −∑ knkkn
n
k
knkk
n ppCppCp
)1()1(log
1
2
⎟
=−⎟⎠
⎞⎛ − kkn knk 2⎜⎝ −
−
=
∑ kn
k
ppC
pp
)1(
1
 −1 n
( ) ( ) =−−−
−
=
∑ knkknn
k
ppCnpk
pp
)1(
1
1
1
2
22 ( ) ( )pp
n
pp
pnp
−=−
−
11
)1(
22 . 
Приклад  2 .  Нехай ξ має розподіл Пуассона з параметром λ. 
Знайдемо інформацію за Фішером цього розподілу. 
Маємо 
)(λI =⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂= −
∞
=
−∑ !!log0
2
k
e
k
e
k
k
k λλ
λ
λλ =⎟⎠
⎞⎜⎝
⎛ +− −∞
=
∑ !10
2
k
ek
k
k
λλ  λ
( ) =−= −∞
=
∑ !1 0
2
2 k
ek
k
k
λλλ
λ
λλ
λ 1
2 = . 
Приклад  3 .  Знайти інформацію за Фішером показникового 
 з параметром α. 
мемо 
розподілу
Мати
)(αI ( )∫∞ −− ⎟⎠⎞⎜⎝ ∂0 α⎛
∂=
2
log dxee xx αα αα ∫
∞
−⎟⎠
⎞⎜⎝
⎛ −=
0
21
2
1
α=dxex
xααα . 
Приклад  4 .  Знайти інформацію за Фішером нормального 
розподілу з параметрами ( )2 ,σm  відносно параметра m. 
Матимемо 
)(mI ( ) ( ) =⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−∂
∂= ∫
∞
∞−
dxmxmx
m 2
2
2
2
2
2
exp
2
1
2
exp
2
1log σπσσπσ  
( ) ( )∫
∞
∞−
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−−= dxmmx 2
2
4
2
2
exp
2
1
σσπσ
x
2
1
σ= . 
Теорема 3. Нехай розподіл випадкової величини ξ залежить від 
параметра θ і Мξ = ( )θf  – функція, яка диференційована на множині 
G. Тоді, якщо )(θI 0≠ , то Dξ ( )( )( )θ
θf 2′≥ , 
I
G∈θ . 
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Довед ення  проведемо для абсолютно неперервного випадку. 
Нехай ),( θxp  щільність, тоді 
∫
∞
∞−
=),( dxxp θ  і ∫
∞
∞−
)(1 =dxxxp ),( θ θf . 
Будемо ще , що є законним диференціювання по θ під звважати наком 
інтеграла, і тому 
∫
∞
∞− ∂
∂ 0),( dxxp θ
θ  і = ∫
∞
∞−
=∂
∂ dxpx θ
),( )(x θ θf ′ , 
а звідси 
)(θf ′ ( )( )∫ =∂−= dxfx θ
( )( )
∞ ∂ xp θ ),(
∞− θ
∫
∞
∞−
∂− dxxpxpxpx ),(),(log),( θθθθ . 
осовуємо далі нерівніс ь Коші
∂θ
Заст т -Буняковського. Матимемо 
f
( )2)(θf ′ ( )( )∫ ∫
∞
∞− ∞− ⎠⎝
∞
⎟⎞⎜⎛ ∂
∂⋅−≤ dxxppdxxpfx ),()(log),(
2
2 θθ
θθθ x, ( )θξ I⋅= D , 
ь теорему   що доводит . 
Далі символом ),( θxp  позначатимемо щільн випадкової 
величини ξ, якщо вона абсолютно неперервна, а як  дискретна 
випадкова величина, 
ість 
що ξ
то ),( θxp )( x== ξP . 
Теорема 4. Нехай *nθ ( )nn XX  ..., ,1*θ=  незміщена оцінка 
параметра θ, де ( )nXX  ..., ,1  вибірка з ),(розподілу θxp  і 
1) множина D ={ }0),(: >θxp  не залежиx ть від θ; 
знаком інтеграла2) ∫
∞−
p е ціювати під ; 
3) )(
∞
dxx ),( θ  можна дифер н
θI 0≠
*
. 
Тоді має місце нерівність 
 nθD ( )θnI
1≥ . (1) 
Нерівність (1) називається нерівністю Рао-Крамера. 
дика доведення 
 3). 
Цю теорему приймемо без доведення (мето
теореми 4 така ж, як і методика доведення теореми
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Означення. Ефективністю оцінки θ називається число  *n   
( )*ne θ ( ) 1*)( −= nnI θθ D . 
З нерівності (1) випливає, що ( ) 10 * ≤≤ ne θ . Оцінку називають 
ефективною, якщо ( )* *ne θ = 1, тобто, тоді nθD, коли ( )θnI1= . 
 ( )nXX  ..., ,1  Приклад  1 . Нехай вибірка з
 параметра візьм
  розподілу Пуассона з 
параметром λ. За оцінку цього емо статистику  
n
X nX X++= . ... 1
Тоді )(λI λ
1 ( ) =++=  (див. приклад 2), а XD = nXXn DD ... 12
1
n
λ , 
отже, ( )Xe 11 1 =⎟⎠⎝ nλ
Оцінка 
⎞⎜⎛ ⋅⋅=
−
n λ . 
X  – ефективна. 
Приклад  2 .  Нехай ( )nXX ..., ,1  вибірка з нормального 
озподілу з параметрами ( )2 ,σmр . За оцін
 статистику 
ку параметра m візьмемо 
також
n
XXX n++= 1 . 
Тоді
... 
 )(mI 2
1
σ=  (див. приклад 4), а  
XD == 121 Xnn D
21σ
n
; 
( )Xe 1= . Оцінка отже, X  – ефективна
 
. 
 
 оцінок §4. Методи отримання точкових
 
1. Метод моментів. Нехай ( )rxp θθ ..., , , 1  розподіл випадкової 
величини ξ, яки залежить від й параметрів rθθ ...,  існують 
центральні и 
 ,1 , і нехай
момент rααα  , , r..., ,2 ,1...  ,2 відповідно, порядків  ,1 . 
Візьмемо за оцінки ци ент стих мом ів стати ки 
n
X k+..X k
n
n
= 1
,k
+ . *α , rk ..,2,1 .,= . 
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В силу закону великих чисел 
knk
αα ⎯→⎯Ρ
,
nk ...,,2,1=*  при ∞→n , . 
З іншого боку 
( )dxxpx rk θθ ..., , , 1∫
∞
= ( )rk θθα ..., ,1=kα
∞−
. 
Розглянемо систему ал бр х рівнянь відносноге аїчни  rθθ ..., ,1 : 
( )
( )
⎪
⎪⎪⎨
⎧
=
=
,..., ,
,..., ,
*
,22
,111
nr
nr
αθθα
αθθα
L  
( )⎪⎩ = ...., , *,1
1
*
nrrr αθθα
Якщо ця система має єдиний розв’язок, то  беруть за оцінки 
трів
 його
параме  rθθ ..., ,1 . 
Приклад .  Нехай вибірка випадкової величини ξ, 
яка рівномірно розподілена на проміжку [a b]. Знайти оцінку 
параметрів a та b. 
е
Мξ =
( )nXX ..., ,1  
, 
Матим мо 
( )
2
ba + ; Dξ 
12
3ab−=  
отже, система рівнянь для знаходження a та b буде кою  та
( ) ( ) ( )⎪
⎪⎧ =
+ba
⎪⎪⎩ = ;12
1
n
n
⎨  −++−−
=++
... 
                ,... 
2
223
1
XXXXab
X
n
XX n
 ∼
( ) ( )( )⎪⎪ =−ab⎩
⎪⎪⎨
⎧
⎟⎠
⎞⎜⎝
⎛ −++−
+
;... 12
           
31
22
1 XXXXn
ab
n
 
а, звідси, 
=                                ,2
n
X
( ) ( )( ) 312 ⎠⎝ ⎠⎝ +n n , 
1
22 ... 1221 ⎟⎞⎜⎛ ⎟⎞⎜⎛ −+−+= XXXXXb  .2 bXa −=  nn
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2. Метод максимальної вірогідності. Якщо вибірка береться з 
абсолютно неперервного розподілу зі щільністю 
 ( )θ ,xp , то функція 
( )θ, ..., ,1 XXL nn ( )∏
=
=
k
kXp
1
 ,θ  називається функцією . Якщо 
ж розподіл д , то функція 
вірогідності буде
 вірогідності
искретний, а вибіркові значення nXX ..., ,1
 такою: 
( )θ, ..., ,1 nXXL ( )∏
=
= n
k
xkp
1
θ , ( )θ
kxp = Р ( )kX=ξ . 
Розподіл може залежати від декількох параметрів, тоді  і 
функція вірогідності залежатиме від цих параметрів. 
Метод максимальної вірогідно ті заключається в тому, що 
параметри θ вибираються так, щоб функція вірогідності набула 
найбільшого значення. Для знаходження цих на ень потрібно 
розв’я
с
 з ч
зувати рівняння вірогідності log =L∂ 0∂θ , бо функція Llog  при 
фіксованих XX ..., ,  досягає максимуму при тих же знаn1
ія L. 
Розв’язки рівняння вірогіднос
ч що і 
функц
ті називаються оцінками 
макси
по θ і існують 
ті
еннях θ, 
мальної вірогідності. 
Якщо функція Llog  має декілька похідних 
моменти від цих похідних, то можна довести, що рівняння 
вірогідності має розв’язок *nθ , яке дає спроможні і асимптотично 
ефективні оцінки θ, бо ця функція при фіксованих nXX ..., ,1  досягає 
макси  йогомуму там, де і функція L, тому для знаходження  
розв’язують рівняння вірогіднос  0Llog∂ =∂θ . 
Приклад  1 .  Вибірка береться з нормального розподілу  
параметрами
з
 ( )2 ,σm . 
( )21  ,, ..., , σmXXL n ( ) =⎟⎟⎠⎝
⎞
⎜⎜
⎛ −−=∏
=
n
k mX
2
expπ  
1
k 1
222 σσ
( ) ( ) ( ) ⎟⎠⎜⎝ 222 σπσ ⎟
⎞⎜⎛ −+−−=
2
1 ...exp XX nn . 
+21 mm
Llog ( ) ( )2
22
12 ...2loglog
22 σπσ
mXmXnn n −++−−−−= . 
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Запишем яння вірогідності: о рівн
0log =∂
∂
m
L , 0log2 =∂
∂
σ
L . 
Матимемо 
( ) ( )
( ) ( )⎪⎩ =+− ,02 412 σσ n
звідси, 
⎪⎨
=            ,0
2 2
1
σ
n
n
 
⎧ +− 2...2 mX
−++−
−+
2
... 22 mXmX
mX
n
XXm n+= ... 1 , + ( ) ( )
n
mXmX n
22
12 ... −++−=σ . 
Неважко перевірит , що в цій точці функція L досягає найбільшого 
значення. 
и
о демо n разів випробування, 
в кож
Приклад  2 .  Потрібно методом максимальної вірогідності 
знайти оцінку для ймовірності події. Пр ве
ному з яких може відбутися подія А з однією і тією ж 
ймовірністю р. Вибірка матиме вигляд ( )nXX ..., ,1 , де варіанти 
приймають значення 1, якщо подія відбулася, і 0, якщо не відбулася. 
Тобто
ξ 0 1 
, вибірка береться з розподілу Бернуллі 
р 1 – р р  
отже,  
1, n
kxp
kk XX pp −−= 1)1( , ,...,2,k =  
( )pXXL n , ..., ,1 ∏
=
n
XX 1−−=
k
kk pp
1
)1( , 
n
Llog ( ) ( )∑
=
−−+=
k
kk pXpX
1
1log1log , 
звідси, 
=∂
∂ Llog
p ( )∑= ⎟
⎞⎜⎛ −− kk
p
XX 1
⎠⎝ −k p1 1 ( )
n ∑ =
= −
−= k pX 0 , n
k pp1 1
а звідси, 
n
XXp k++= ... 1 , 
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тобто
 даному випадку 
≥
, частота події А. 
Приклад  3 .  Вибірка береться з показникового розподілу з 
невідомим параметром α. В
⎩⎨
⎧ <= − 0,якщо    
,якщо    
xe
x
xp
0      
),( ααα  
е, 
 ,0
x   ,
отж
( )α, ..., ,1 nXXL ( )∏
=
−= n
k
X ke
1
αα ( )( )nn XX ++−= ... exp 1αα , 
Llog ( )nXXn ++−= ... log 1αα , ( ) 0... 1 =++− nXXn=Llog∂ ∂α α . 
Звідси,  
nXX
n
++= .. 1
α . 
.
Якщо відомий розподіл точк ої оцінки , то можна знайти 
ться невідоме значення 
парам
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*
nθов
межі, в яких з великою ймовірністю знаходи
етра. Розглянемо вибірку ( )nX ... ,1 з розподілу ),(X,  θξ xF . 
Припустимо, що вдалося знайти функції ( )XX ..., , n1θ  і ( )θ  nXX ..., ,1
такі, що θθ <  при всіх значеннях XX ..., ,1  і довільних значеннях θ. 
Розглянемо подію 
 n
( )nXX ..., ,1θ <<θ ( )nXX ..., ,1θ  
і нехай ймовірність цієї події дорівнює α21−  (тобто ймовірність того, 
що випадковий інтервал ( )θθ  ,  накриє  
залежи
 невідомий параметр θ) і не 
ть від θ. Інтервал ( )θθ  ,  називається надійним інтервалом 
(інтервалом надійності) для невідомо θ
надійні  ймовірності 
го параметра , який відповідає 
й α21−  (  α начисло зивається рівнем надійності). 
В цілому ряді випадків функції θ  і θ  можна знайти. Для цього 
 статистика будується ( )θθηη ,*n= , розподіл якої не залежить від θ. 
Позначимо через функцію розподілу випадкової величини η і 
шукаємо такі чи і , що 
ηF  
сла 1y  ( ) αη =<2y 1yP , ( ) αη => 2yP , тобто 
, де функція обернена до . Тоді  1y )(
1 αη−= F , 2y )1(1 αη −= −F  1−ηF   ηF
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( ) =<< 2y1y ηP α21− . 
Якщо ( )функція θθη ,n нотонна відносно *  мо θ , то розв’язуємо 
нерівність 21 yy <<η  відносно θ , тобто відшукуємо такі величини θ  і 
θ , що ця нерівність буде рівносильна нерівності θ <<θ θ . Це і дає 
інтервал надійності. 
Приклад  Вибірка  1 . ( ) беnXX .. , ., рет  нормального 
розподілу з параметрами
1 ься з
 ( )2σ  і  ,m параметр σ  відомий. Знайти 
інтервал надійності для m . За оцінку m  візьмемо 
n
XXX n+= ... 1 . 
Випадков
+
а величина 
n
XXX n++= ... 1  
mX =M nXD 2σ= . Тоді , має норма поділ раметрамл зьний ро з па и 
випадкова величина 
nσ  матиме стандартний нормальний 
розподіл, який не залежатиме від m . Далі знаходимо таке ε, щоб  
 
X m−
=⎟⎟⎠
⎞
⎜⎜⎝
⎛ <− εσ n
mXΡ α21− , (1) 
співвідношення, з одного боку, матимемо з цього 
=−Φ 1)(2 ε α21− , 
; 
а з інш
а звідси 
)1(1 αε −Φ= −
ого боку співвідношення (1) можемо переписати ще й так 
=⎟⎠
⎞⎜⎝
⎛ +<<−
n
Xm
n
X εσεσΡ α21− , 
і, отже, якщо покласти =m εσ =m
n
X εσ+, , то отримаємо X −
n
інтервал надійності ( )mm  ,  для параметра . 
Приклад  2 .  Вибірка 
 m
( )nXX ...,  береться з нормального  ,1
розподілу з параметрами ( )2 ,σm , але в цьом  невідомим є і 
2
у випадку
σ . 
Розгля ко у величину  немо випад в
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1−nτ 1−n , де S−= S
mX
n
( ) (
n
)
2
2
m
n
Xn =− . 
 
 
2
1 ... XXX ++−=
Виявляється, що ця випадкова величина має розподіл Стьюдента з n –
 1 степенем свободи. Тому, знаючи цей розподіл, можна розв’язати 
рівняння  
( )=<−τ 1nΡ α21−ε  (2) 
ім того,відносно ε. Кр  рівняння (2) рівносильне такому 
=⎟⎟⎠
⎞
⎝
⎛ +<−1
22
n
mXm
n
m εεΡ⎜⎜ −<− 1X α21− , 
і, отже, інтервал 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−+−− 1 ,1
22
n
mX
n
mX εε  
буде надійним інтервалом для . 
Якщо позначити через −
 m
1
1−Τ  функцію обернену до функції 
т
n
розподілу Стьюдента з n – 1 с епенем свободи, то )1(11 αε −Τ= −−
 чисел 1 α−Τ= −n , за допомогою яких 
знахо . Наве
     2α 0.10 0.05 0.02 0.01 
n . 
Є таблиці 1−1, −ntα )1(
димо ε, якщо будуть задані n і 2α демо фрагмент такої 
таблиці. 
n
5 2.015 2.571 3.365 4.032 
6 1.943 2.447 3.143 3.707 
7 1.895 2.365 2.998 3.499 
8 1.860 2.306 2.896 3.355 
Приклад  3 .  Знайти надійний інтервал для ймовірності події 
р, якщо за оцінку р береться частота події  
=*np n
XXX n++= ... 1
в мають розподіл Бернуллі з 
параметром р, тобто  
Хk 0 1 
, 
де випадкові еличини nXX ..., ,1  
р 1 – р р  
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nk  ..., 2, 1,= . 
Візьмемо допоміжну випадкову величину
npp
pX
)1( −
− =η . При 
великих n випадкова величина, в силу центральної граничної теореми, 
 розподіл. Задавши рівень 
надійності , знаходимо 
1 αΦ−Φy −=y  
і тоді 
має приблизно стандартний нормальний
α
)1()( 11 α −== −− αΦ−, )1(12
( ) =⎟⎟⎠⎜⎜⎝ <−< 21 )1( yppyΡ
⎞⎛ − npX α21− . 
Розв’яжемо нерівність під знаком Р відносно р. Матимемо, 
позначивши число )1(1 α−Φ−  через λ, 
( ) ( )
n
ppXp
n
pp <<− 11 λλ    ∼   −−− ( )2 <− Xp ( )
n
pp 12λ      ∼ −
( ) ( ) 02 <++−+ XnXnp λλ . 
Звідси 
 
2 np 222
( )
⎟⎠⎜
⎜
⎝
⎛ −±+ 2
2
22,1 4
1
2 nn
X
n
X
n
np λλλ ,  (3) 
які дають межі надійного інтервалу
⎟⎞++=
42 X λ
. 
Якщо n > 50, то 2λ+n
n ∼1, 
n2
2λ ∼0 і тому ( )
n
XXXp −±≈ 12,1 λ , 
отже,  
( )
n
XXXp −−= 1λ , ( )
n
XXXp −+= 1λ . 
Візьмемо конкретні значення n, α, X : n = 10, α = 0.05, X = 0.6. Тоді  
= , λ = )05.01(1 −Φ− )95.0(1Φ= − 65.1
≈pі, скориставшись (3), матимемо 0.35, 0.81. ≈p
Отриманий результат означає, що інтервал з 
ймовірністю 0.9 накриває параметр Це твердження еквівалентне ще 
: малоймовірно (α =0.05),  р буде меншим, ніж 0.35, або 
( )0.81 ;35.0  
 р. 
щой такому
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більшим, ніж 0.81. 
 
§6. Перевірка статистичних гіпотез 
 
Статистичною гіпотезою (або просто гіпотезою) називається 
всяке твердження про генеральну сукупність, яке провіряється по 
біо тання добавок зробити 
висно е, що вони справді зміцнюють здоров’я людини? 
Подібні питання можна ставити ро нові методи навчання; або, 
ос ж ив 
ування нових 
Варто відмітити,  г
тільки  спр ести. 
ся на гіпотези про параметри 
розподілу і гіпотези про тип розподілу.  
Правило, за допомогою якого гіпотеза приймається, або 
рієм. 
п
лягає в тому, що вибірка об’єкту n береться з 
заданого розподілу і вважатимемо, що цей розподіл повністю 
визнач і
й ряд 
Х 
вибірці. 
Наприклад, для покращення здоров’я людей використовуються 
добавки. Чи можна за результатами викорис
вок про т
п
наприклад, д лід ення ефективності добр у рослинництві; 
застос технологій для економії енергоресурсів і т. п. 
що статистичними методами іпотезу можна 
спростувати або не остувати, але не дов
Статистичні гіпотези ділять
відхиляється, називається статистичним крите
Розглянемо питання еревірки гіпотези про тип розподілу. 
Нехай гіпотеза Н по
 )(xFξ  
ений, тобто в його виразі не міститься нев домих параметрів. 
Потрібно виробити метод для перевірки того, чи наші дані 
узгоджуються з гіпотезою Н. 
обудуємо по вибірці інтервальний статистичниП
[ )10 ,aa  [ )21,aa  K  [ )ii aa ,1−  K  [ )kk aa ,1−  
частоти 1n  2n  K  in  K  kn  
nnnn k =+++ ...21 . 
Далі за допомогою функції розподілу знаходимо ймовірності  
= Р
 )(xFξ  
ip [ ){ }ii aa ,1−∈ξ = )()( 1−− ii aFaF ξξ , ki  ...,,2,1= . 
Приймемо за міру відмінності теоретичного розподілу від 
емпіричного випадкову величину 
2
1
2 ⎟⎠
⎞⎜⎝
⎛ −= ∑
=
i
i
k
i i
p
n
n
p
nχ  
В 1900 році англійський дослідник К. Пірсон (1857–1938) довів, 
що при ця величина має розподіл з k – 1 степенем свободи.  
Задамо (виробимо) так званий рівень значущості р% і 
 ∞→n   2χ  
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позначимо через розв’язок 2pχ   рівняння  
∫
∞
=)( pxh , − 1001k
д
ки 
гіпот
 Пірсона  Фіксуємо такий малий рівень 
при
2
pχ
е )(xh  щільність розподілу 2χ . 1k−
Тепер ми можемо сформулювати правило для перевір
ези про розподіл. 
Критерій згоди 2χ .
значущості, щоб можна було практично не сумніватись в тому, що 
 одному випробуванні подія { }22 pχχ >  не відбудеться. Якщо 
лізація 2χ  виявилася такою, що 22 pχχ > , то гіпотезу відхиляємо, в 
тивному разі, гіпот
реа
ро еза може бути прийнятою. 
щоб
п
Справді, якщо гіпотеза Н правильна, то практично неможливо, 
 подія { }22 pχχ >  відбулася. 
При практичному застосуванні цього критерію потрібно брати 
у кількість класових інтервалів, щоб 10≥inp . так
n
чис
оди
Х 0 1 
Приклад  1 .  В послідовності  незалежних випробувань подія 
А відбулася ν разів. Чи сумісні ці дані з гіпотезою про те, що Р(А) = р, 
ло р задане. 
Отримані дані можна розглядати, як вибірку в n значень з нулів і 
ниць, в залежності від того, чи подія А відбулася, чи ні. Отже, 
частота n – ν ν 
2χ ( )( )( )pn
pnn −−−= 1
2ν
−1
( ) =−+ np 2ν
np
( )
( )pnp
np− 2ν . −1
енем Ця випадкова величина при великих n має розподіл 2χ  з 1 степ
свободи (k = 2) і має щільність 21 2
1)( exh = x
x
−
π , знаходимо з 
разів і одержав ν = 2048 
ься з гіпотезою про те, що
2
pχ  
таблиць. 
Наприклад, Бюффон кинув монету 4040 
гербів. Чи цей результат узгоджуєт  21=p . 
тТу  = 0.776. Якщо взяти р% = 5%, то pχ = 3.841, і, отже, гіпотезу 
приймаємо. 
Критерій Пірсона можна застосовувати й тоді, коли 
2χ 2
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вис параметрами. 
кщо таких параметрів r, то величина при буде мати 
гіпо
ев
ловлюється гіпотеза про розподіл з невідомими 
Я 2χ  ∞→n  
розподіл 2χ  з n – r – 1 степенями свободи. 
Приклад  2 .  Використовуючи критерій Пірсона, перевірити 
тезу про те, що випадкова величина ξ має показниковий розподіл з 
ідомим параметром α. н
За оцінку α береться число  
nxx
n
++ ... 1
, 
)xx ..., ,  – вибірка з показникового розподілде n1 у. Тоді  (
ip ( ) ( )ii aa ee αα −− −−−= + 11 1 1+−− −= ii aa ee αα ,  
а 
( )∑2χ
=
= ii
2
 
буд
кла
−k npn
i inp1
е мати розподіл 2χ  з k – 2 степенями свободи, де k кількість 
сових інтервалів. 
Критерій Колмогорова. Нехай )(xF  теоретична функція 
фун
роз ф
розподілу неперервної випадкової величини ξ, )(* xFn  – емпірична 
кція розподілу. 
Суть критерію Колмогорова заключається в тому, що 
глядається ункція 
)()(sup * xFxFD n
x
n −= ∞<<∞− , 
 називається статистикою Колмогорова.  
А.М. Колмогоров довів, що при 
яка
∞→n  розподіл випадкової 
еличини не залежить від виду розподілу ξ і прямує до в nDn  
розподілу Колмогорова: 
Р{ }→< xDn n )(xK , 
де 
)(xK
⎪⎩
⎪⎨
⎧
>−
≤
= ∑∞
фун
−∞=
−
i
xii xe
x
,0 ,)1(
,0                   ,0
222  
кція розподілу Колмогорова. 
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На практиці цю функцію застосовують, якщо об’єм вибірки 
я 20≥n . Задамо рівень значущості р і розв’яжемо рівнянн
)(xK p−=1 . Нехай px  корінь цього рівняння. Тоді  
Р{ }pn xDn < p−=1 , 
а звідси  
Р ⎭⎬
⎫
⎩⎨
⎧ >
n
x
D pn p= . 
Критерій. Якщо nD n
> , то гіпотезу про розподіл відхиляють; 
отивному разі – залиша
Знаючи функцію )(
x p
в пр ють. 
xK  можна побудувати таблицю значень px , 
якщо буде задано рівень значущості р. Для розв’язування навчальних 
задач досить мати таку таблицю: 
0.001 р 0.5 0.1 0.05 0.02 0.01 
px  0.828 1.224 1.358 1.520 1.627 1.950 
При лад .  Досліджується ривалість горіння (в місяцях) 
ктричних лампочок певного типу. Було перевірено 100 лампочок. 
имали ряд: 
к
еле
Отр
т
Варіанти 6 10 12 
Частоти 70 20 10 
При рівні значущості р = 0.01 перевірити гіпотезу про те, що 
валість горіння лампочки має показниковий розподіл, де в якості 
аметра α візьмемо величину обернену до середньої тривалост
три
пар і 
горіння  
x 4.7100/)10122010706( =⋅+⋅+⋅= . 
е,  Отж
14.0
4.7
≈=α . 
ретична функція розподілу в даному випадку така: 
)(
1
Тео
xF ⎩⎨ ≥−
⎧=           ,0 ≤− .0 ,1 14.0 xe x  
,0 x
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Статистичний ряд дозволяє знайти значення емпіричної функції 
розподілу 
)(*100 xF ⎪
⎪⎪⎨
⎧
≤<
≤<
≤
=
,1201  ,9.0
  ,106   ,7.0
        ,6     ,0
x
x
x
 
⎪⎩ >      .12     ,1 x
чення теоретичної функції розподілу в точках 12 10, ,6,0=x : Зна
0)0( =F ; 57.0)6( =F ; 75.0)10( =F ; 81.0)12( =F . 
Ці значення дають можливість знайти 
57.0)()(sup *100100 =−= xFxFD . 
126 ≤≤ x
і, з наведеної вище таблиці, знаходимо 627.101.0Дал =x  і порівнюємо 
ла чис 16.0
100
01.0 =x  і 57.0100 =D ; 16.057.0 > , тому гіпотезу про 
роз
ай слі уют я адкові  і   
результатами  лід ь тан ти іж им величин  
залежніст . Наприклад, як  міркувань відомо, що величина  
лінійно 
поділ не можна прийняти. 
 
§7. Регресійний аналіз 
 
Нех до дж ьс вип величини  потрібно за
 їх дос жен
з де
вс
их
ови  м
 
 ц и 
 
ами
 уь
залежить від величин kxx ..., ,1 :  
kk xAxAxAy +++= ... 2211 . 
 kAA ..., ,1  невідомі. При різних наборах ( )iki xx ..., ,1 , 
n ..., ,2 ,1 , знайдені зна
Коефіцієнти
= чення i ikikkii SxAxAAy ++++= ... 110 , де  – 
по вимі у. , ч  числа
iS
 ( )ikiмилка рювання Потрібно маю и i ,
ва
xxy ,1 оцінити 
коефіцієнти ..,, 10  кі зад і зи ют  да и 
регресійного аналіз
не   . потрібно знайти 
кое
..., 
ься
 
заkAAA . , . Та ач на чам
у. 
найпростішийРозгля мо випадок Нехай  
фіцієнти лінійної  функції baxy += . Припустимо, що по 
ченням х, ми можемо знайти значення у з деякоюзна  помилкою. 
Вважатимемо, що у вибірці ( )nyy ..., ,1  величини iy  подані у вигляді 
y iii Sbax ++= ,  (1) 
де ежні ві в з нормальним м і iS  незал  випадко еличини розподіло
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метрами (пара )2,0 σ , числа вважатимемо не випадковими, а їхні 
знач мі. 
ки х параметрів a на тися 
мето мал вірогідн Функц рогіднос бірки 
y1  вигля
ix  
ення відо
Для оцін
си
 невідоми 2 , σb  мож, скориста
дом мак
y..,  має
ьної 
д:  
ості. ія ві ті ви( )n. ,
( )2 , ,, σbayL ( ) (⎜⎝− ∑ )−− ii bax 2 ⎟⎠⎞⎛= =
n
yp
Звід аємо у рівнянь 
i 1
22
1
σn2 ex2
1
πσ
. 
си отрим систем
=∂
∂
a
Llog ( )12 =−−∑n ii axyσ 01= b , i
=∂
∂ Llog ( ) 012 =−−∑n ii baxy , b 1=iσ
( ) =∂ log L∂ 2σ +⋅− 1n ( )∑= −−
n
i
ii baxy
1
2
22 σ 4σ2 = 0. 
Вважаючи, що =
1
 0
1
∑n
=
ix , знаходимо
=
 оцінку 
i
*a ∑ ∑
= = ⎟⎟⎠
⎞⎜⎜⎝
⎛n n 2 , ( ) =2*σ ( )∑
=
−−n
i
ii bxay∑
i i
ii ixyx
1 1
, =*
=
iy
1
n1b
in n 1
2**1 . 
Замінюючи в ци y отримаємо х формулах  за формулою (1), i
∑n ii Sx ∑
=
+ n
i
iSn
b
1
1 . *a
∑
=i 1
=i+= n
i
x
a
2
1 , =*b
З цих рівностей випливає, що  
М *a = а, М =*b b, D *a
∑
=
= n
i
x2
2σ , D
i 1
=*b
n
2σ , 
тобто оцінки a е н
Такий метод отримання оцінок параметрі зивають методом 
найменших квадрат
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* , *b , зміщне ні й с можпро і.  
в а н
ів. 
 аналіз
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Дисперсійним аналізом називається аналіз результатів 
ірювань, які залежать від різних факторів. Розглянемо випадок, 
и діє один фактор. 
Нехай вибірка розбита на k груп, при цьому i-та група вміщує in  
іант 1iX , 2iX , …, inX . Вважатимемо, що всі ці
вим
кол
вар  варіанти нормально
розподілені
i
iij aX = , D
 
 і М sj ,..., ki ,2,1  ...,=2σ=ij , X 2,1= , . Потрібно 
перевірити гіпотезу 
aaaa k ==== ...21 . 
На можна дивитися, як на значення величини яка вимірюється k 
різними приладами днаковою точністю. Потрібно дати відповідь на 
итання: чи мають і прилади систематичні помилки? Вивчається 
плив одного фактора (приладу) на похибки вимірювання. 
Позначимо через 
 а, 
з о
 ц
 ia  
п
в
X ∑∑= k
= =
ni
X1 ∑
=
= i
n
j
ij
i
X
n 1
1 nn
i j
ijn 1 1
, iX , kn++= ...1 . 
Числа iX  називаються груповими середніми. 
Якщо всі ia  однакові, то загальне середнє X  не повинне суттєво 
відрізнятися від групових. 
Нехай, далі,  
( ) 21
1 1
2 QQXXQ
k ni
i j
ij +=−= ∑∑
= =
, 
де 
( )∑
=
−= k
i
ii XXnQ
1
2
1 , ( )∑∑
= =
−= k
i
n
j
iij
i
XXQ
1 1
2
2 , 
бо  
( )∑
=
=−i
n
j
iij XX
1
0 . 
Величина називається сумою квадратів відхилень між групами, а 
– сума квадратів відхилень всередині групи. 
Величина 
1Q  
2Q
( )∑
=
−i
n
j
iij XX
1
2
2
1
σ  
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має розподіл з отже, матиме 
розпо
2χ  1−  степенями свободи, in 22 /σQ  
діл 2χ  з ( ) ...11 +−n ( )1−kn+ kn−=  степенями свободи, якщо 
a k ==== ... величина має розподіл aaa з 1, то 21 /σQ  2χ  −k  21
степенем свободи.  
Далі розглядається  величина
( )
( )kn −Q
Q kF knk
−=
2
1
розподіл якої це, так зван оділ з
−− ,1
1 , 
ий, розп Фішера  ( )knk −−  ,1  сте
свободи, а тому величин бути ста
перевірки гіпотези про те, щ   
пенями 
а knkF −− ,1  може викори на для 
о
aaaa k ==== ...21 . 
Статистичний критерій формулюється так. Якщо knkF −− ,1 C> , 
то гіпотеза відхиляється при заданому рівні значимості; сталу С 
визначають за допомогою таблиць розподілу Фішера. 
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Вправи 
 
Використовуючи вибірки, наведені далі, виконати такі завдання: 
1)  скласти варіаційний ряд; 
2)  побудувати статистичний ряд; 
3)  побудувати полігон частот і гістограму; 
4)  знайти числові характеристики варіаційного ряду: середнє 
арифметичне, моду, медіану, дисперсію і середнє квадратичне 
відхилення. 
 
1. 65 71 67 73 68 68 72 68 67 70 78 74 79 65 72 65 71 70 69 69 76 71 63 
77 75 70 74 65 71 68 74 69 69 66 71 69 73 74 80 69 73 76 69 69 67 67 
74 68 74 60 70 66 70 68 64 75 78 71 70 69 73 75 74 72 80 72 69 69 71 
76 68 69 75 69 73 . 
 
2. 135 133 124 132 104 152 134 130 129 120 122 124 117 123 129 121 
122 125 131 147 124 137 112 131 126 128 11 129 115 147 131 132 
137 119 125 120 129 125 123 127 132 118 133 133 135 135 131 125 
135 132 125 132 120 126 115 117 118 118 132 134 
 
3. 95 96 103 89 72 105 85 85 91 101 82 91 80 85 85 91 87 101 94 98 85 
82 94 86 72 89 83 100 86 85 95 95 83 87 94 93 88 77 92 103 85 90 83 
86 104 85 85 80 95 91 93 95 111 95 94 94 87 89 88 87 86 89 95 93 92 
88 98 102 105 99 87 89 96 94 93 87 88 86 86 9 3 9 98 05
4. а довільні тистичні , я мож знайти в
ізн ніт дн , бли ; оведіть сні
им ан на ла аги сту піш ті в го
ла
 виб , наведені і, виконати і з ня
об ат ер ий стати ний ; 
об ат тог ; 
на  ар ети  зн ня ірки
4)  знайти середнє квадратичне вибірки; 
на ед  вибірки. 
.78 9 8 8.3 2  11 14.6 .59 0 6 10. .10
3.10 2.97 6.64 14.63 4.59 11.90 
11 6.1 .55  2. .64
0 9 3 97  87 1  
109 109. 
 
 Використ
р
йте ста дані кі на  
 ома них дові иках та цях пр вла
в ірюв ня, прик д, в , ро , ус нос учні вашо  
к су. 
 
Використовуючи ірки  дал  так авдан : 
1)  п удув и інт вальн стич  ряд
2)  п удув и гіс раму
3)  з йти середнє ифм чне ачен  виб ; 
5)  з йти моду і м іану
 
5. 3  1.3 .07 5 4.9 7.39 .11 3 4  11.9 .10 55 3  
2.9 6.64 14.63 4.59 11.90 6.10 10.55 
6.10 10.55 3.10 2.97 6.64 14.63 4.59 .90 0 10  3.10 97 6  
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15.95 11.76 8.51 6.4  11.76  
 
6. 4.30 4.65 4.39 5.12 5.15 4.78 5.04 5.44 5.01 5.49 4.81 5.02 4.97 5.23 
4.99 5.28 5.01 5.49 4.81 5.02 4.97 5.23 4.99 5.28 5.01 5.49 4.81 5.02 
4.97 5.23 4.99 5.28 5.01 5.49 4.81 5.02 4.97 5.23 4.99 5.28 4.55 4.38 
5.07 4.43 5.17 4.56 5.26 5.22 4.55 4.38  
 
7. 1.60 2.30 1.79 3.23 3.29 2.55 3.08 3.89 3.99 3.25 2.00 4.15 4.52 4.18 
2.83 3.14 4.31 2.28 2.51 1.73 3.70 2.86 3.37 3.03 4.31 2.28 2.51 1.73 
3.70 2.86 3.37 3.03 4.31 2.28 2.51 1.73 3.70 2.86 3.37 3.03 4.31 2.28 
2.51 1.73 3.70 2.86 3.37 3.03 4.31 2.28  
8. .97 7.58 5.88 7.2 2 6.26 7 64 7.06  5.29 
7 4.65 6.26 7.77 7.06 10.
8.26 4.63 5.86 7.57 0.89 7 5 8.26 86 7.57 0.89 
7.62 6 5 8.26 4.63 .57 8.55 10.89  
 
9. 4.74 9 5.45 10. 0 8.31  13.33 4.80 5.30 0.97 6.56 9.27 
9.56 99 8.07 4.  0.97 6.56 9.27 9.5  8.07 0.09 
7.96 9.94 10.53 8.55 9.14 12.49 10.09 7.96 9.94 10.53 8.55 2.49 
12.85 10.09 7.96 9.94 10.53 8.55 9.14 12.49 12.85 10.09  
 
10. –0.01 1 0.93 8.  4.75 .44 5.
3.41 1 –1.12 5 .31 15.  3.56 .01 –1.12 –2.33 –
1.17  8.58 5.2  12.53 2.33 – 76 8.5 8.42 
12.53 4.45  –1.17 7.76 8.58 5.21 8.42 1 5 –2.3   
 
11. 5.60 6.30 5.79 7.23 .55 7.0 6.40 5  7.31 7 
7.44  6.40 5.62 .31 6.8 7.44 7  5.89 6.95 7.38 
7.26 7.48 6.71 7.09 6.74 5.89 6.95 7.38 7.26 7.48 6.71 7.09 6.74 5.89 
6.95  7.26 7.48 .09 6.7  
2. 1.25 2.13 1.48 3.29 3.37 2.44 3.10 4.11 3.07 1.47 2.45 2.58 3.56 2.79 
2.69 3.79 1.90 3.40 4.66 2.68 4.05 2.71 3.37 3.65 1.90 3.40 4.66 2.68 
4.05 2.71 3.37 3.65 1.90 3.40 4.66 2.68 4.05 2.71 3.37 3.65 1.90 3.40 
4.66 2.68 4.05 2.71 3.37 3.65 4.60 3.44  
 
13. 0.85 2.43 1.27 4.52 4.66 2.99 4.19 6.00 0.17 5.13 5.41 6.59 4.23 4.30 
2.32 2.07 0.17 5.13 5.41 6.59 4.23 4.30 2.32 2.07 0.84 2.92 3.73 6.75 
2.28 4.15 3.53 4.67 0.84 2.92 3.73 6.75 2.28 4.15 3.53 4.67 0.84 2.92 
3.73 6.75 2.28 4.15 3.53 4.67 0.84 2.92  
4 0.81 8.64 11.30 0.43 15.95
 
 3.50 5.26 3  7.73 
 8.64 
1 9.2
51 5.29 5.27 4.65 8.55 10.89 7.62 6.15 
.77 8.  10.51
5.2
 8.55 1 .62 6.1 4.63 5.  8.55 1
.1  5.86 7
7.3 87 11.1  10.31
12. 80 5.30 6 12.99 12.85 1
 9.14 1
 3.5 15 8.46 7.42 11 30 –1.31 15.76 4.04 3.56 
–1.0 .30 –1 76 4.04 3.41 –1
7.76 1 8.42  4.45 – 1.17 7. 8 5.21 
33.2− 2.53 4.4 3 –1.17
 7.29 6 8 7.89 .62 6.43 6.86 6.2
7.20  6.43 7 6 6.27 .20 6.74
7.38  6.71 7 4 5.89 
 
1
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14. 0.95 1.48 1.09 2.17 2.22 1.66 2.06 2.67 2.93 2.48 2.95 1.42 1.25 1.92 
2.22 3.00 2.93 2.48 2.95 1.42 1.25 1.92 2.22 3.00 2.93 2.48 2.95 1.42 
1.25 1.92 2.22 3.00 1.73 2.50 1.71 3.03 2.45 1.72 2.40 2.93 1.73 2.50 
1.71 3.03 2.45 1.72 2.40 2.93 1.73 2.50  
 
15. 2.13 1.48 3.29 3.37 2.44 3.10 4.11 1.69 2.78 2.53 1.61 1.44 3.33 3.41 
4.12 1.69 2.78 2.53 1.61 1.44 3.33 3.41 4.12 2.10 3.14 3.19 3.27 1.92 
1.68 2.50 3.98 2.10 3.14 3.19 3.27 1.92 1.68 2.50 3.98 2.10 3.14 3.19 
3.27 1.92 1.68 2.50 3.98 2.10 3.14  
 дві вибірки об’ємів n1 і  n2 розподілу з середнім m і 
перс s2. Не
 
16. Розглянемо
дис 22
2
12 ,, SSією хай 1, XX – незміщені оцінки сер  
сперсій, які визначені по ци біркам. Показати  оцінки
едніх і
ди м ви , що  
,
21 n+
221
n
XXn= 1 n+  
2
X )
2
2S1(1(
2
21
−
−−
n
nn
дуть іщеними ромо и оцінками m і 
17. ипад величин ає щі ть  
) 21 +S2 =S  
1 + n
s2. бу  незм  і сп жним
а Х м В кова льніс
  
 ]./2,0[ при   ,0
]/2 k ,,0[п ,
)( ⎪⎩
⎪⎨
⎧
∉
kx
xf X  
айти одом м альн огідн інк емати  
одів  X по ви об’єм
1 рила ідмовив  k-о ипро ні. Знайти ме  
акси ної вірогідності у йм ості ви р  
ном пробуван бчислити її математичне сподівання. 
1 ипад  величин  нормальний розподіл з параметром . 
обл вибірка ом п . Зна з надійністю g = 0.95 
тервал надійност  параметру а ць озпод
2 ипад  величи ає н льни поділ з невідомими 
рам ми а і обле бірк ємом , для ї 
редн дорів 12.7 емпір  дисперсія 
рівн 0.25. Зна з надійністю g 5 інт  надійності 
для невідомого параметру а цього розподілу. 
21. Знайти  і 99 терв надійності для емати  
одів часу мовн оботи ладу о се  
ифм е дорів 500 г піри  дорівнює 10 
год2, а об’єм вибірки дорівнює 100.  
 ри ∈x=
x k
Зн  мет аксим ої вір ості оц у мат чного
ом n. сп ання бірці 
8. П д в при му в буван тодом
м маль оцінк овірн відмо  при
од у ви ні і о
s = 29. В кова а має
 = 25Зр ена об’єм йти 
ін і для невідомого ого р ілу. 
0. В кова на м орма й роз
s. Зр  п=25па етра на ви а об’  яко
се є арифметичне нює , а ична
до ює йти  = 0.9 ервал
 90% % ін али  мат чного
сп ання безвід ої р  при , якщ реднє
ар етичн нює од, ем чна дисперсія
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22. Знайти 90% і 99% інтервали надійності для математичного 
сподівання  діаметра вала, якщо середнє арифметичне дорівнює 30 
мм, емпірична дисперсія дорівнює 9 мм2, а об’єм вибірки дорівнює 
9.  
23. Знайти 90% і 99% інтервали надійності для математичного 
сподівання  вмісту вуглецю в одиниці продукту, якщо середнє 
арифметичне дорівнює 18 г, емпірична дисперсія дорівнює 16 г2, а 
об’єм вибірки дорівнює 25.  
24. Подія А в серії з 100 дослідів відбулася 78 разів. Знайти 90% 
інтервал надійності для ймовірності події А. 
25. Подія А в серії з 200 дослідів відбулася 70 разів. Знайти 85% 
інтервал надійності для ймовірності події А. 
26. Гральни убик идається 120 разів. 6 ві випало 40 разів и 
узгоджу ся цей ультат з твердженням, кубик правильний? 
27  екзамені сту відповідає тільки на  питання з к . 
аліз нь, які бул ані туд , показав, щ  
уден им итан 1-ої частини , 15 -ї і  
ої.  
 мо важ що ент  ід екз отримає 
танн бої ох частин ку
28 ин з методів ува ипа  ц  ифр, при 
му али результати: 
Цифра 2 5 8 
й к
єть
підк
 рез
чок 
що 
. Ч
. На дент  одне урсу
Ан  пита и зад 60 с ентам о 23
ст ти отр али п ня з курсу  – з 2 22 – з
3-
Чи жна в ати,  студ , який е на амен, 
пи я з лю  з трь рсу? 
. Од  генер ння в дкових ифр дав 250 ц
цьо отрим  такі 
0 1 3 4 6 7 9 
Частота 27 18 23 31 21 23 28 25 22 32 
Чи можна вважати, що цей метод генерування справді дає 
випадкові числа? Прийняти рівень значущості 0.1. 
29. В цеху з 10 станками щоденно реєструється число станків, які 
вийшли з ладу. Всього проведено 200 спостережень, результати 
яких наведені нижче: 
число 
станків 0 1 2 3 4 5 6 7 8 9 10 
число 
випадків 41 62 45 22 16 8 4 2 0 0 0 
Чи можна вважати, що число станків, які виходять з ладу має 
розподіл Пуассона? Прийняти рівень значущості 0.05. 
30. При дослідженні росту (в см) 1004 дівчат у віці 16 років були 
отримані такі результати: 
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класові 
інтервали 134–137 137–140 140–143 143–146 
частоти 1 4 16 53 
класові 
інтервали 146–149 149–152 152–155 155–158 
частоти 121 197 229 186 
 
класові 
інтервали 158–161 161–164 164–167 167–170 170–173 
частоти 121 63 17 5 1 
Чи можна вважати, що ріст дівчат має нормальний розподіл? 
Прийняти рівень значущості 10%. 
31. Знайти оцінки параметрів лінійної регресії по вибірці  (9; 6), (10; 
a + bx + cx2. Знайти 
оцінки параметрів по  вибірці: 
x 0 2 4 6 8 10 
4), (12; 7), (5; 3). Нанести пряму регресії на діаграму розсіювання. 
Залежність між змінними x і y має вигляд  y = 32. 
y 5 –1 –0.5 1.5 4.5 8.5 
33. Залежність між змінними x і y має вигляд y = a + bx + cx2. Знайти 
оцінки параметрів по  вибірці: 
x –2 –1 0 1 2 
y 4.8 0.4 –3.4 0.8 3.2 
34. Залежність між змінними x і y має вигляд y = a + b/x. Знайти 
оцінки параметрів по вибірці: 
x 2 4 6 12 
y 8 5.25 3.50 3.25 
35. Потрібно перевірити гіпотезу про рівність середніх. Якщо гіпотеза 
приймається, то знайти незміщені оцінки середнього і дисперсії. 
Якщо гіпотеза відхиляється, то провести попарне порівняння 
середніх. Вважати, що вибірка отримана з нормально розподілених 
сукупностей з рівними дисперсіями. a = 0.05. 
вибірка №1 вибірка №2 вибірка №3 
6 14 12 
5 11 4 
12 5 7 
9 6  
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36. Потрібно перевірити гіпотезу про рівність середніх. Якщо гіпотеза 
приймається, то знайти незміщені оцінки середнього і дисперсії. 
Якщо гіпотеза відхиляється, то провести попарне порівняння 
середніх. Вважати, що вибірка отримана з нормально розподілених 
сукупностей з рівними дисперсіями. a = 0.1. 
вибірка №1 вибірка №2 вибірка №3 
4 6 8 
2 5 9 
3 4 10 
4 7 7 
5 6 8 
3 8 6 
 
17
 
Відповіді 
 
. 2/3max(x1,…,xn); 18. 1/k; 19. [ 784.0,784.0 +− XX ]; 20. [12.5, 12.9]; 
21
23
26. Ні; 27. Так; 28. Так; 30. Ні; 31. y = 0,5 + 0,5x; 32. y = 3.995 –
 2.
F=
від
 
. [498.35, 501.64]; [497.42, 502.58]; 22. [28.14, 31.86]; [26.64, 33.36]; 
. [16.63, 19.37]; [15.76, 20.24]; 24. [0.705, 0.840]; 25. [0.302, 0.398]; 
163x + 0.268x2; 33. y = –1.93 – 0.28x + 1.54x2; 34. y = 2 + 12/x; 35. 
0.115, гіпотеза приймається, m=8.42, s2=13.32; 36. F=17.94, гіпотеза 
хиляється, m ∫m , m ∫m , m =m . 1 2 1 3  2 3
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Розподіл Пуассона 
Значення функції ( ) λλλ −= e
k
p  
k
k !
 Таблиця 1 
          λ 
 
   k 0,1 0,2 0,3 0,4 0,5 
0 0,90484 0,81873 0,74082 0,67032 0,60653 
1 0,09048 0,16375 0,22225 0,26813 0,30327 
2 0,00452 0,01638 0,03334 0,05363 0,07582 
3 0,00015 0,00109 0,00333 0,00715 0,01264 
4  0,00006 0,00025 0,00072 0,00158 
5   0,00002 0,00006 0,00016 
6     0,00001 
          λ 
   k 0,6 0,7 0,8 0,9 
0 0,54881 0,49659 0,44933 0,40657 
1 0,32929 0,34761 0,35946 0,36591 
2 0,09879 0,12166 0,14379 0,16466 
3 0,01976 0,02839 0,03834 0,04940 
4 0,00296 0,00497 0,00767 0,01112 
5 0,00036 0,00070 0,00123 0,00200 
6 0,00004 0,00008 0,00016 0,00030 
7  0,00001 0,00002 0,00004 
         λ 
   k 1,0 2,0 3,0 1,0 5,0 
0 0,36788 0,13534 0,04979 0,01832 0,00674 
1 0,36788 0,27067 0,14936 0,07326 0,03369 
2 0,18394 0,27067 0,22404 0,14653 0,08422 
3 0,06131 0,18045 0,22404 0,19537 0,14037 
4 0,01533 0,09022 0,16803 0,19537 0,17547 
5 0,00307 0,03609 0,10082 0,15629 0,17547 
6 0,00051 0,01203 0,05041 0,10419 0,14622 
7 0,00007 0,00344 0,02160 0,05954 0,10445 
8 0,00001 0,00086 0,00810 0,02977 0,06528 
9  0,00019 0,00270 0,01323 0,03627 
10  0,00004 0,00081 0,00529 0,01813 
11  0,00001 0,00022 0,00193 0,00824 
12   0,00006 0,00064 0,00343 
13   0,00001 0,00020 0,00132 
14    0,00006 0,00047 
15    0,00002 0,00016 
16     0,00005 
17     0,00001 
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Но іл  рмальний розпод
  
Значення функції ( ) dtex x t∫ −=Φ
0
0 2π
2
2
1  
 Таблиця 2 
Соті долі х 
х 
0 1 2 3 4 5 6 7 8 9 
0,0 0,0000 0,0040 0,0080 0,0120 0,0160 0,0200 0,0239 0,0279 0,0319 0,0359
0,1 398 438 478 517 557 596 031 і 675 714 753
0,2 793 832 871 910 948 987 0,1026 0,1064 0,1103 0,1141
0,3 0,1179 0,1217 0,1255 0,1293 0,1331 0,1368 406 443 480 517
0,4 554 591 628 664 700 736 772 808 844 879
0,5 915 950 985 0,2019 0,2054 0,2088 0,2123 0,2157 0,2190 0,2224
0,6 0,2257 0,2291 0,2324 357 389 422 454 486 517 549
0,7 580 611 642 673 703 734 764 794 823 852
0,8 881 910 939 967 995 0,3023 0,3051 0,3078 0,3106 0,3133
0,9 0,3159 0,3186 0,3212 0,3238 0,3264 289 315 310 365 389
1,0 413 437 461 485 508 53І 554 577 599 621
1,1 643 665 686 708 729 749 770 790 810 830
1,2 849 869 888 907 925 944 962 980 997 0,4015
1,3 0,4032 0,4049 0,4066 0,4082 0,4099 0,4115 0,4131 0,4147 0,4162 0,4177
1,4 192 207 222 236 251 265 279 292 306 319
1,5 332 345 357 370 382 394 406 418 429 441
1,6 452 463 474 484 495 505 515 525 535 545
1,7 554 564 573 582 591 599 608 616 625 633
1,8 641 649 656 664 671 678 686 693 699 706
1,9 713 719 726 732 738 744 750 756 761 767
2,0 0,4772 0,4778 0,4783 0,4788 0,4793 0,4798 0,4803 0,4808 0,4812 0,4817
2,1 821 826 830 834 838 842 846 850 854 857
2,2 861 864 868 871 8
 
75 878 881 884 887 890
2,3 893 896 898 901 904 906 909 911 913 916
2,4 918 920 922 925 927 929 931 932 934 936
2,5 938 940 941 943 945 946 948 949 951 952
2,6 953 955 956 957 959 960 961 962 963 964
2,7 965 966 967 968 969 970 971 972 973 974
2,8 974 975 976 977 977 978 979 979 980 981
2,9 981 982 982 983 984 984 985 985 985 986
3,0 987 987 987 988 988 989 989 989 990 990
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Розподіл Стьюдента 
 
Значення функції nt ,α  
 
Функція nt ,α  визначається рівністю Р ( ) ατ α 21, −=< nn t , де 
випадкова величина nτ  має розподіл Стьюдента з n степенями 
свободи. Щільність розподілу nτ  дорівнює 
)(xf
nτ
( )
      .1
2
2
1
212 +−
⎟⎟⎠
⎞⎜⎜⎝
⎛ +
⎟⎠
⎞⎜⎝
⎛Γ
⎟⎠
⎞⎜⎝
⎛ +Γ
=
n
n
x
nn
n
π
 
 
 Таблиця 3 
               2α 
   n 0,10 0,05 0,02 0,01 
5 2,015 2,571 3,365 4,032 
6 1,943 2,447 3,143 3,707 
7 1,895 2,365 2,998 3,499 
8 1,860 2,306 2,896 3,355 
9 1,833 2,262 2,821 3,250 
10 1,812 2,228 2,764 3,169 
12 1,782 2,179 2,681 3,055 
14 1,761 2,145 2,624 2,977 
16 1,746 2,120 2,583 2,921 
18 1,734 2,101 2,552 2,878 
20 1,725 2,086 2,528 2,845 
22 1,717 2,074 2,508 2,819 
30 1,697 2,042 2,457 2,750 
∞ 1,645 1,960 2,326 2,576 
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Розподіл 2χ  
Значення функції 2,mαχ  
Функція 2,mαχ  визначається рівністю Р ( ) αχχ α => 22 ,mm , де 
випадкова величина 2mχ  має розподіл 2χ  з m степенями свободи. 
Щільність розподілу 2mχ  дорівнює  
)(2 xh
mχ
212
2
2
1 xn
n
ex
n
−−
⎟⎠
⎞⎜⎝
⎛Γ
= , 0>x . 
 Таблиця 4 
         α 
  m 0,99 0,10 0,05 0,02 0,01 0,005 
1 0,00016 2,7 3,8 5,4 6,6 7,9 
2 0,020 4,6 6,0 7,8 9,2 11,6 
3 0,115 6,3 7,8 9,8 11,3 12,8 
4 0,30 7,8 9,5 11,7 13,3 14,9 
5 0,55 9,2 11,1 13,4 15,1 16,3 
6 0,87 10,6 12,6 15,0 16,8 18,6 
7 1,24 12,0 14,1 16,6 18,5 20,3 
8 1,65 13,4 15,5 18,2 20,1 21,9 
9 2,09 14,7 16,9 19,7 21,7 23,6 
10 2,56 16,0 18,3 21,2 23,2 25,2 
11 3,1 17,3 19,7 22,6 24,7 26,8 
12 3,6 18,5 21,0 24,1 26,2 28,3 
13 4,1 19,8 22,4 25,5 27,7 29,8 
14 4,7 21,1 23,7 26,9 29,1 31 
15 5,2 22,3 25,0 28,3 30,6 32,5 
16 5,8 23,5 26,3 29,6 32,0 34 
17 6,4 24,8 27,6 31,0 33,4 35,5 
18 7,0 26,0 28,9 32,3 34,8 37 
19 7,6 27,2 30,1 33,7 36,2 38,5 
20 8,3 28,4 31,4 35,0 37,6 40 
21 8,9 29,6 32,7 36,3 38,9 41,5 
22 9,5 30,8 33,9 37,7 40,3 42,5 
23 10,2 32,0 35,2 39,0 41,6 44,0 
24 10,9 33,2 36,4 40,3 43,0 45,5 
25 11,5 34,4 37,7 41,6 44,3 47 
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F-розподіл  
 
Значення функції 
2  ,1 nn  α;F  
 
Функція 2  ,1  ; nnFα  визначається рівністю Р{ } αα => 2  ,1  ;2  ,1 nnnn FF , де 
випадкова величина 2  ,1 nnF  має F-розподіл з 1n  і 2n  степенями свободи. 
Щільність розподілу 2  ,1 nnF  дорівнює  
( ) ( ) 212122221
21
21
21121
22
2)( nnnnn xnnxnn
nn
nn
x +−− +
⎟⎠
⎞⎜⎝
⎛Γ⎟⎠
⎞⎜⎝
⎛Γ
⎟⎠
⎞⎜⎝
⎛ +Γ
=ψ , 0>x . 
5.0=α  
 Таблиця 5 
        1n  
 2n  
10 20 30 40 50 100 ∞ 
10 2,97 2,77 2,70 2,67 2,64 2,59 2,54 
15 2,55 2,33 2,25 2,21 2,18 2,12 2,07 
20 2,35 2,12 2,04 1,99 1,96 1,90 1,84 
30 2,16 1,93 1,84 1,79 1,76 1,69 1,62 
40 2,07 1,84 1,74 1,69 1,66 1,59 1,51 
50 2,02 1,78 1,69 1,63 1,60 1,52 1,44 
100 1,92 1,68 1,57 1,51 1,48 1,39 1,28 
∞ 1,83 1,57 1,46 1,40 1,35 1,24 1,00 
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