Abstract. Let W be a Weyl or affine Weyl group and let W c be the set of fully commutative elements in W . We associate each w ∈ W c to a digraph G(w). By using G(w), we give a graph-theoretic description for Lusztig's a-function on W c and describe explicitly all the distinguished involutions of W . The results verify two conjectures in our case: one was proposed by myself in [15, Conjecture 8.10] and the other was by Lusztig in [2] .
Introduction.
Let W = (W, S) be a Coxeter group with S the distinguished generator set. The fully commutative elements w ∈ W were defined by Stembridge: The fully commutative elements were studied extensively by a number of people (see [3] , [7] , [9] , [21] , [22] , [23] ). Let W c be the set of all the fully commutative elements in W .
The present paper is only concerned with the case where W is a Weyl or affine Weyl group unless otherwise specified. In [18] , we associated any Coxeter element of a Coxeter group to a directed graph (or a digraph in short). In the present paper, we extend this Supported partially by the 973 Project of MST of China, the NSF of China, the SF of the Univ. Doctoral Program of ME of China, the Shanghai Priority Academic Discipline, and the CST of Shanghai
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idea by associating each w ∈ W c to a digraph G(w). Then some techniques developed in [20] can be applied here for our purpose. In particular, we use the digraph G(w) to define the number n(w), which equals the maximum possible cardinality for the node sets of G(w) satisfying condition (2.7.1) (see Lemma 2.7).
Our first main result is to evaluate the function a(w) on W c by establishing the equation a(w) = n(w) for any w ∈ W c (see Theorem 3.1). The function a(w) was defined by Lusztig in [11] , which is important in the cell representation theory of the group W and the associated Hecke algebra. It is usually a difficult task to compute the value a(w) for an arbitrary w ∈ W . In establishing the equation a(w) = n(w) for w ∈ W c , we first show that the set W c and the function n(w) are invariant under star operations. It is well known for the invariance of the function a(w) under star operations. Then we reduce ourselves to a special subset F c of W c . We explicitly describe all the elements of F c in each case. Then we show the equation a(w) = n(w) for any w in F c and hence in W c .
Lusztig defined distinguished involutions of W which play an important role in the left cell representations of W and the associated Hecke algebras (see [12] ). However, except for the case of symmetric groups, it is usually very hard to recognize and to describe the distinguished involutions among the elements of W . We proposed a conjecture in [15, Conjecture 8.10 ] to describe the distinguished involutions of W , which is supported by all the existing data (see [15] , [20] ). Our second main result is to give an explicit description for all the distinguished involutions of W in the set W c , verifying the conjecture in our case. Denote by D 0 (W c ) the set of these elements. In order to describe the elements of connectedness of left cells of W in our case (see [2] ).
The contents of the paper are organized as follows. We collect some notations, termi-nology and known results concerning cells of a Coxeter group W in Section 1. In Section 2, we associate each w ∈ W c to a digraph G(w) and deduce some results on the elements of W c by using G(w). Then two main results of the paper are shown in Sections 3-4, one in each section. §1. Some results on Coxeter groups.
Let (W, S) be a Coxeter system. In Introduction we defined the set W c of all the fully commutative elements of W . In this section, we collect some notations, terminology and known results for later use.
Let
be the Bruhat-Chevalley order and (w) the length function on W . Given J ⊆ S, let w J be the longest element in the subgroup W J of W generated by J. Call J fully commutative if the element w J is so.
For w, x, y ∈ W , we use the notation w = x · y to mean w = xy and (w) = (x) + (y).
In this case, we say that w is a left (resp., right) extension of y (resp., x), and say that y (resp., x) is a left (resp., right) retraction of w. More generally, we say z is a retraction of w (or w is an extension of z), if w = x · z · y for some x, y ∈ W . A retraction z of w is
proper if (z) < (w).
Lemma. Let w = s 1 s 2 ...s r be a reduced expression of w ∈ W c with s i ∈ S.
(1) The multi-set {s 1 Proof.
(1) and (2) (resp., (4)) follow by the definition (i) (resp., (ii)) of a fully commutative element (see Introduction) Then (3) is an easy consequence of (1). 
the function
a is constant on a two-sided cell of W (see [11, Theorem 5.4] ). 
Lemma. (see [15, Subsection 3.3] ) If x, y ∈ W form a left primitive pair then x ∼ L y. §2. Digraphs associated to elements of W c .
In [18] , [19] , [20] , we associated each generalized Coxeter element of W to a digraph which made it possible to use graph theory in the study of generalized Coxeter elements.
Clearly, a generalized Coxeter element is fully commutative. In this section, we shall extend such an idea to the set W c . Lemmas 2.6, 2.7, 2.9 and Corollary 2.8 are extensions of some results of [20] . The proofs of these results can proceed by imitating those of the corresponding results in [20] and so are omitted. An important property of the set W c is given in Proposition 2.10, which asserts that W c is invariant under star operations.
Let us start with some basic definitions of graph theory.
2.1.
By a graph, we mean a finite set of nodes together with a finite set of edges. A graph is always assumed simple (i.e., no loop and no multi-edges). Two nodes of a graph are adjacent if they are joined by an edge. In a graph G, the degree d G (v) of a node v is the number of edges incident on v; v is a branch node if d G (v) > 2, and a terminus if
A directed graph (or a digraph for brevity) is a graph with each edge orientated.
A directed edge (i.e., an edge with orientation) with two incident nodes v, v is denoted by an ordered pair (v, v ), if the orientation is from v to v . A node s of G is a source (resp., a sink) if (s, s ) (resp., (s , s)) is a directed edge of G for any node s adjacent to s. An isolated node is a node which is both a source and a sink. A source or a sink of G is also called an extreme node. A directed path ξ of a digraph G is a sequence of nodes the digraph G(χ) only depends on the element w, but not on the particular choice of a reduced expression χ of w. In this case, it makes sense to denote G(χ), V, E by G(w),
By the above construction of a digraph G(w) for w ∈ W c , there exists a natural map φ : s i → s i from V(w) to S and hence V(w) can be regarded as a multi-set in S.
Note that the above definition of the digraph G(w) can be regarded as a reformulation of Viennot's notion of a heap (see [24] ).
2.3.
Here and later, we always use the boldfaced letters, say I, J, V, ... (resp., s, t, v, ...)
to denote node sets (resp., nodes) of a digraph and use the ordinal letters I, J, V, ... (resp., s, t, v, ...) to denote the corresponding multi-sets (resp., elements) in S. In the subsequent discussion of the paper, for a given expression of w ∈ W , we often first mention a multi-set I (resp., an element s) in S and then use the corresponding boldfaced letter I (resp., s)
to denote a node set (resp., a node) of the digraph G(w) or the other way round; in such a case, the node set I (resp., the node s) is usually a certain specific one with φ(I) = I
and |I| = |I| (resp., φ(s) = s), and not φ exists a directed path, say ξ : 
Since the leftmost factor t in the parentheses of (2.10.3) is a source of G(w), we have
which is impossible since y is obtained from w by a left {s, t}-star operation. This shows that W c is invariant under left star operations. By the same argument, we can show that W c is invariant under right star operations. This proves our result.
We are told that the conclusion of Proposition 2.10 was proved by Graham in the simply laced case of finite Coxeter groups (see [8] Then Theorem 3.1 follows in this case. So in the subsequent discussion, we assume W = A n , A n (hence the Coxeter graph of W is a tree).
3.3.
By the Cartier-Foata factorization of w ∈ W , we mean the expression of w of the
..w J r ) for any 1 i r (see [6] ).
Let F c be the set of all the elements 
(
ii) if there exist some 1 i < r − 5 and s, t ∈ S with o(st)
Proof. By applying induction on (w) 0, (1) follows directly from the definition of the set F c . Since no element of I is in L(w), there exists, for any s ∈ I, at least one t ∈ J such that st = ts. If, for some s ∈ I, t is the only element in J satisfying the condition 
we have r ∈ L(w) and t ∈ L(rw). By the assumption of w ∈ F c , we have t ∈ L(w). As t / ∈ L(x), this implies x · s = t · x by the exchange condition on W . This implies s = t by Lemma 1.1 (3) and the fact that w ∈ W c .
Moreover, s commutes with and is not equal to any factor v ∈ S in a reduced expression of x by the fact that s · x = x · s ∈ W c and Lemma 1.1 (2) . This contradicts the fact that
Hence (2) is shown. Finally, (4) follows directly by Lemma 2.5.
For any w ∈ W c , there is some y ∈ F c obtained from w by left star operations by Lemma 3.3 (1). We have a(w) = a(y) and n(w) = n(y) by 1.3 (b) and Lemmas 1.5, 2.9.
So we need only consider the case of w ∈ F c (rather than w ∈ W c ) in the proof of Theorem 3.1.
3.4. In 3.4 and 3.6-3.7, we always assume that w ∈ F c and I, J ⊆ S are as in Lemma 3.3 (3). We may assume I = ∅. For otherwise, w = w J , the equation a(w) = n(w) clearly holds. Then G(w J w I ) is a subdigraph of G(w) with the node set I ∪ J. Let 
Then in any of the cases (iv)-(v), the element w is a right retraction of z k with some k 1 by Lemmas 2.5, 3.3 and the assumption of w ∈ F c .
3.7.
Next assume that I ∪ J contains a branch node, say s, of the Coxeter graph Γ of W .
If s is a terminus in the underlying graph Γ of the digraph G(w J w I ), then the situation is the same as that in 3.6. Now assume that we are not in such a case. ( 
in particular, when W = B 3 , we further let y 0 = s 0 s 3 · s 2 and y 1 = s 1 s 3 · s 2 , then let Note that E i is a standard parabolic subgroup of E i for i = 6, 7, 8. We see that in any of the above affine Weyl groups and of the corresponding Weyl groups, an element w of F c with I ∪ J containing a branch node of Γ and with W I∪J irreducible must be a right
or w k whenever it is applicable.
Lemmas 3.8 and 3.9 below can be obtained by the list of elements of F c in 3.6-3.7. 
{s ∈ S | s w} ⊆ I ∪ J), let u be the number of parts in the partition (3.4.1) of I ∪ J, then there exists a decomposition w
or w k .
Lemma 3.9. Let W be an irreducible Weyl or affine Weyl group. For any w ∈ F c in

3.6-3.7 with W I∪J irreducible, we have n(sw) n(w) = |L(w)| for any s ∈ L(w). More precisely, we have n(sw) < n(w) = |L(w)| for any s ∈ L(w), unless w is a right extension
of some element w defined below: }.
Let F c be the set of all the elements w in F c with n(sw) < n(w) for any s ∈ L(w).
Let F c = F c \ F c . We record a simple fact on F c for later use.
Lemma 3.11. Let W be an irreducible Weyl or affine Weyl group. Then s w for any
w ∈ F c and s ∈ S.
3.12. In the above discussion on w ∈ F c , we always assume W I∪J irreducible. Now assume that I ∪ J is as in (3.4.1) with u > 1. For each i, let V i be the set of all the nodes s in G(w) such that there exists a directed path connecting s with some node in K i .
Let G i be the subdigraph of G(w) with V i its node set. Then G i will be the associated digraph of some element w i of F c in one of the cases discussed in 3.5-3.9. By Lemma 3.8
and by observing the cases of W = F 4 , F 4 , we see that there exist some 1 i < j u with w k ∈ F c . We may assume k = 1 by relabelling the K i 's if necessary. By Lemma 3.9, we see that 3.14. Now we consider the set F c . For any z = w K · z ∈ W c with K = L(z) and z ∈ W c , let n (z) be the maximum possible cardinality for a node set V in the digraph G(z) which satisfies conditions (2.7.1) and V = K (K being the set of sources in the digraph G(z), see 2.3). Clearly, the inequality n (z) n(z) holds in general.
The following is concerned with the properties of the set F c .
Lemma. Let W be a Weyl or affine Weyl group.
(1) The following statements on an element w ∈ W c are equivalent:
(e) n (w) < n(w); We may assume I = ∅, for otherwise, the results are trivial. When W I∪J is irreducible,
(w)). This implies that |L(sw)| < |L(w)| for any s ∈ L(w). In general, we have
L(sw) ⊇ L(w) \ {s} for any s ∈ L(w). Hence the inequality |L(sw)| < |L(w)| implies
L(sw) = L(w) \ {s} ⊂ L(w) for any s ∈ L(w). So w ∈ F c . Thus w is in
results (1)- (2) can be shown by a close observation of all the cases listed in 3.6-3.9 (see Now we would like to explain that this is not the case. Theorem 3.1 is applied only in the proof for the equivalence between (c) and (d), but not between (a) and (f) in Lemma 3.14 (1); only the latter equivalence is applied in the proof of Lemma 3.14 (2). Thus the validity of Lemma 3.14 (2) does not depend on Theorem 3.1. (i) A node of G(w) is adjacent to some node in J if and only if it is in I (I being the set of sources in the subdigraph G(x) of G(w));
(ii) G has no directed edge of the form (s i , s j ) for any i, j 1.
Now we state the main result of the section. 
To show Theorem 4.3, we need first prove some lemmas. In particular, we have (resp., I k ) the node set of G(d k ) corresponding to the set of sources (resp., sinks) of the
, and
Then the corresponding directed path ξ : We know that y k f 1 f 2 is a retraction of d k and that y k f 2 is a retraction of
Hence , where z runs over one or two {s, t}-strings in s, t .
(b) Suppose that ry = yr for exactly one r ∈ {s, t}. Let
and
Now we are ready to prove the main result of the section. 
The results obviously hold when k = 0. Now let 0 < k a. L of W is left connected. The conjecture is supported by all the existing data (see [13] , [14] , [15] , [20] ). Now let W be a 
