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Abstract
Nous pre´sentons une e´tude oriente´e utilisateur dont le but est de tester
des interactions 3D dans le cadre de la cre´ation et la modification d’objets
ge´ome´triques 3D. Cette approche s’appuie sur un prototype le´ger et facile-
ment extensible constitue´ principalement d’un gant comme pe´riphe´rique 3D.
Nous montrons que l’ajout d’autres pe´riphe´riques de commandes est une de-
mande des utilisateurs, conduisant a` une se´paration entre interactions 3D et
commandes.
1 Introduction
L’informatique s’est depuis longtemps inte´resse´e aux repre´sentations 3D du monde
re´el, malgre´ les limitations impose´es par nos e´crans et pe´riphe´riques d’entre´e courant
(clavier, souris...) essentiellement conc¸us pour des repre´sentations et une naviga-
tion dans un espace 2D. Avec la banalisation des cartes graphiques permettant
une acce´le´ration mate´rielle 3D sur nos ordinateurs et l’e´mergence de nouveaux
pe´riphe´riques de visualisation 3D, les repre´sentations 3D deviennent courantes.
Ces technologies permettant de redonner a` l’utilisateur une perception du monde
3D, plus proche de sa re´alite´ quotidienne, sont sans aucun doute promises a` se
ge´ne´raliser davantage. On peut d’ailleurs voir apparaˆıtre depuis peu des tentatives
d’applications exploitant la troisie`me dimension de`s le syste`me de feneˆtrage 3D
(remplac¸ant nos bureaux KDE, Gnome, MacOS ou Windows). Cependant, claviers
et souris sont aujourd’hui indissociables de nos ordinateurs fixes ou portables et,
meˆme s’ils permettent effectivement de naviguer et d’interagir avec les mondes 3D,
ils ne sont pas adapte´s a` ceux-ci puisque conc¸us pour des applications 2D. Il suffit,
pour s’en convaincre, de construire un objet 3D a` l’aide d’un modeleur 3D (tels
Blender, 3Ds Max ou Maya) : chaque modification dans l’espace doit eˆtre effectue´e
indirectement, en travaillant dans les diffe´rents sous-espaces de projection.
Depuis plusieurs anne´es, de nombreuses tentatives de pe´riphe´riques 3D ont vu le
jour [2]. Pourtant, et malgre´ la difficulte´ de navigation dans les mondes 3D a` partir
d’un pe´riphe´rique 2D, aucun d’entre-eux n’a rencontre´ un succe`s comparable a` celui
de la souris. Face a` cette supre´matie nous soulevons plusieurs interrogations pour
essayer de comprendre d’ou` cet enracinement provient.
2 2 GANTS ET GESTES DANS LES APPLICATIONS INFORMATIQUES
1. La troisie`me dimension adresse des usages et des usagers tre`s diffe´rents : jeux,
logiciels de mode´lisation ou de simulation, applications e´ducatives. Certains
d’entre-eux, tels que les jeux vide´o, ont des pre´rogatives de vitesse d’exe´cution
et de fatigabilite´.
2. Le couˆt des pe´riphe´riques et de l’infrastructure associe´e peut-il freiner l’usage?
Les gants de bonnes pre´cisions actuellement sur le marche´ sont tre`s chers.
3. Les habitudes des pe´riphe´riques sont elles ancre´es chez les utilisateurs le plus
souvent non novices en informatique ?
4. La monopolisation de la main dominante par un gant est elle handicapante
pour effectuer un ensemble de taˆches?
5. Les pe´riphe´riques 3D : des gants, la Wiimote, les claviers divers et varie´s ou les
pointeurs lasers seraient-ils adapte´s a` certaines taˆches plutoˆt qu’a` d’autres ?
Pour de´terminer les e´le´ments de re´ponse, nous proˆnons une approche de con-
struction de plate-forme plutoˆt que l’utilisation d’un magicien d’Oz afin de ne pas in-
troduire de biais duˆ, par exemple, a` une latence de re´action du syste`me. Sachant que
la plate-forme sera amene´e a` e´voluer en fonction des e´tudes, nous avons choisi une
approche modulaire, facilement modifiable et constitue´e d’e´le´ments peu couˆteux.
Nous avons mis en place des proce´dures de tests utilisateurs afin d’expe´rimenter
les pe´riphe´riques adapte´s a` la manipulation 3D et plus particulie`rement l’usage des
gestes et des gants.
Apre`s avoir pre´sente´ les travaux relatifs a` la prise en compte du geste dans les
applications informatiques, nous allons de´crire le cadre d’expe´rimentation que nous
avons choisi de privile´gier centre´ autour de l’usage me´tier de la mode´lisation d’objets
3D. Nous pre´sentons ensuite a` la lumie`re de ce contexte, les proprie´te´s de la plate-
forme Gestaction. Pour terminer nous de´crirons la de´marche centre´e utilisateur que
nous avons mise en place et expe´rimente´e afin d’obtenir nos premiers re´sultats et
terminerons par les perspectives.
2 Gants et gestes dans les applications informa-
tiques
La dexte´rite´ de nos mains nous permet d’exe´cuter dans la vie courante des taˆches
avec pre´cision et rapidite´. Pour des taˆches bien spe´cifiques, nous avons de bonnes
performances d’apprentissage (travaux manuels, instruments de musique, ...). Les
mouvements des mains seules ou utilisant diffe´rents objets ou outils ont e´te´ utilise´s
en IHM graˆce aux techniques de Vision par Ordinateur depuis plusieurs anne´es [16,
15, 1, 3, 2, 20, 14, 5, 10].
Les approches utilisant les techniques de Vision par Ordinateur pour la de´tection
de mouvements libres de mains nues sont toujours au stade de recherche [14, 5]
meˆme si certains re´sultats sont prometteurs [20]. Limiter les mouvements possibles
a` un petit nombre facilite a` la fois la taˆche de l’utilisateur (un grand nombre de
3mouvements impliquant plus d’apprentissage) et celle du module de reconnaissance.
Par example, GestureVR [16] permet des interactions dans l’espace reconnues par
deux came´ras. Trois commandes gestuelles peuvent eˆtre reconnues. Deux doigts
et leur orientation sont de´tecte´s. Ce syste`me est utilise´ pour du dessin 3D, la
manipulation d’un robot et la navigation dans une sce`ne 3D.
Aussi, de nombreux travaux utilisent des objets de´place´s par les mains, plus
facilement de´tectables. La Magic Table [1] utilise la de´tection de jetons colore´s
de´place´s sur une table par des utilisateurs afin d’interagir avec des objets physiques
et virtuels dispose´s sur ce plan. La baguette magique visuelle (VisionWand) [3] est
une baguette dont les deux extre´mite´s sont vivement colore´es afin d’eˆtre aise´ment
de´tecte´es et qui est utilise´e pour l’interaction avec des objets 2D et la se´lection de
menus. Le syste`me permet la reconnaissance de neuf commandes gestuelles.
Les interactions 3D ont e´galement e´te´ e´tudie´es dans le cas particulier de visual-
isateurs volumiques 3D [9], permettant une visualisation et une manipulation tout
autour de l’objet e´tudie´. Malheureusement, ce type de visualisateur est encore peu
re´pandu et couˆteux.
Les motivations de ces diffe´rents travaux concernent la manipulation d’objets [1,
3, 17], le pointage d’objets ou se´lection de menus [15], la reconnaissance de gestes
pour des commandes gestuelles [18] ou encore la reconnaissance du langage des
signes [6].
Smith et ses colle`gues [17] ont explicite´s les contraintes permettant la manipu-
lation d’objets 3D en utilisant des pe´riphe´riques 2D. Ils utilisent leur syste`me pour
la manipulation d’objets dans une pie`ce (chaises, tables, ...).
Moeslund et ses colle`gues [15] ont de´veloppe´ un syste`me de pointage en utilisant
a` la fois des techniques de vision par ordinateur et un tracker magne´tique monte´
sur des lunettes ste´re´o.
Dans les diffe´rentes fac¸ons d’interagir avec un monde 3D, on se rend compte
qu’il existe deux types d’interaction : des interactions re´ellement spatiale, et des
interactions e´tant plutoˆt des commandes pouvant eˆtre apparente´e a` une se´lection
de mode ou de menu, un pointage, ... et qui peuvent eˆtre soit line´aire, soit plan.
On s’est alors inte´resse´ aux commandes gestuelles.
Pour des commandes gestuelles, on pre´fe`re des gestes 2D car leur me´morisation
est plus simples. Il est e´galement pre´fe´rable pour l’utilisateur d’avoir une visualisa-
tion de sa gesture [11]. Un geste plan peut eˆtre repe´re´ par une came´ra seule dirige´e
vers l’utilisateur, ce qui limite les de´placements de l’utilisateur, ou bien dirige´e vers
l’e´cran repe´rant les traces d’un pointeur laser.
Dans ce travail, nous cherchons a` permettre l’e´tude des interactions avec des
objets 3D en ce qui concerne leur de´formations et leur manipulation ainsi que leur
visualisation depuis diffe´rents points de vue. Notre prototype se veut suffisamment
ge´ne´rique afin de permettre des e´tudes en salle immersive (sombre), dans un bureau
standard ou meˆme dans une salle de cours. Nous avons construit un pe´riphe´rique
passif a` base de gants confortables aux extre´mite´s colore´es. On s’inte´resse a` un
espace d’interaction moins limite´ que celui de syste`mes existants tels que les gants
P5 de la socie´te´ Essential Reality mais force´ment limite´ par le champ de vue des
came´ras.
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3 Contexte d’expe´rimentation : modification d’un
maillage 3D
La troisie`me dimension adresse des usages et des usagers tre`s diffe´rents. Il est donc
important de cibler une application spe´cifique afin de de´terminer l’ensemble des
interactions 3D lui correspondant et d’e´tablir pour cet ensemble et cet usage, les
gestures adapte´es et les limites des gestures dans les taˆches a` re´aliser.
3.1 Des utilisateurs a` l’usage
Face aux diffe´rents usages et usagers des applications 3D, nous avons privile´gie´ dans
un premier temps un panel pre´cis d’utilisateurs. Nous avons e´carte´ le monde du jeu
vide´o pour lequel l’identification des taˆches a` effectuer et la richesse des donne´es
3D peut eˆtre tre`s spe´cifique a` un jeu donne´.
Nous avons choisi de nous inte´resser essentiellement aux personnes qui utilisent
des logiciels de mode´lisation dans le cadre d’une taˆche me´tier. Ainsi les utilisateurs
vise´s ont des taˆches spe´cifiques a` re´aliser, souvent re´pe´titives, souvent longues et
fastidieuses puisque se concentrant sur un nombre limite´ d’actions. C’est le cas pour
la technique de mode´lisation polygonale; un infographiste 3D est capable de re´aliser
toutes sortes d’objets, meˆme les plus complexes a` l’aide de polygones e´le´mentaires
et de modification de polygones. Nous visons donc un logiciel de mode´lisation 3D
couple´ a` un dispositif de re´alite´ virtuelle permettant aux utilisateurs de voir en trois
dimensions graˆce a` des lunettes ste´re´oscopiques.
3.2 De l’usage aux types d’interactions
Nous pouvons ainsi cibler une taˆche principale qu’est la modification du mail-
lage d’un objet 3D existant : la de´formation, la manipulation d’objets 3D depuis
diffe´rents points de vue. Nous avons identifie´ a` partir de cette taˆche diffe´rents modes
d’interactions avec les maillages tels que la se´lection de sommets, se´lection d’areˆtes
et se´lection de face. Diffe´rentes ope´rations telles que le de´placement d’un som-
met ou d’une face, l’extrusion, l’ajout ou la destruction d’une areˆte sont e´galement
propose´es.
Nous distinguons ainsi la se´lection de modes d’interaction et des interactions 3D
proprement dites. Nous nous inte´ressons a` la pertinence du seul gant de donne´es
pour a` la fois la se´lection de mode par gestures et les interactions 3D, ce qui ne´cessite
de distinguer des phases de gestures de phases d’interactions 3D. Nous cherchons a`
e´tudier s’il n’est pas pre´fe´rable d’utiliser plutoˆt d’autres modalite´s en plus du gant.
3.3 Des types d’interaction aux gestures
Dans [13], nous avons pre´sente´ des interviews utilisateurs concernant les gestes
intuitifs que ceux-ci souhaiteraient pour diffe´rentes actions telles que la se´lection
d’objet (un ou plusieurs), les de´placements d’objets (rotation, translation) et les
de´formations d’objets. Les interviews e´taient sans contraintes (choix des mains,
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Figure 1: Se´lection : tout le monde est d’accord !
Figure 2: Cas de la rotation de la came´ra : diffe´rents utilisateurs, diffe´rents gestes !
doigts, espace de mouvement possible, ...). Pour certaines actions comme par
exemple la se´lection, les interviews concordent sur un geste (figure 1) tandis que
pour d’autres commandes comme par exemple l’orientation, les gestes sont tre`s
varie´s et il n’est pas possible de de´gager un re´sultat (figure 2).
Ainsi avons-nous de´cide´ d’un jeu de gestures pour les diffe´rentes comman-
des [12]. Une fois ce premier type d’interactions propose´, il convient de faire une
e´valuation utilisateurs de ces gestures et surtout de l’utilisabilite´ des gestures com-
bine´es aux mouvements 3D et d’e´tudier e´galement d’autres alternatives, notam-
ment concernant le nombre de doigts utilise´s, le nombre de mains ainsi que d’autres
modalite´s. Pour cela nous avons mis en place une plate-forme le´ge`re et peu couˆteuse
a` partir de laquelle les tests utilisateurs pourront eˆtre effectue´s.
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4 Caracte´ristiques d’une plate-forme de tests pour
la manipulation 3D.
Afin de faciliter les expe´rimentations nous avons choisi de de´velopper une plate-
forme le´ge`re et peu couˆteuse qui permet l’utilisation de gestures ou de raccourcis
claviers.
4.1 Une plate-forme peu couˆteuse et facilement transportable
La plate-forme est base´e sur une architecture client / serveur (figure 3).
Figure 3: Client et serveur.
Le serveur est responsable du ou des pe´riphe´riques tandis que le client ge`re la
sce`ne 3D, les modifications demande´es et le rendu. La communication entre le
serveur et le client est effectue´e a` l’aide de la bibliothe`que VRPN [19] permettant
d’inte´grer diffe´rents syste`mes de re´alite´ virtuelle.
Le gant est fabrique´ a` partir d’un sous-gant noir sur lequel sont cousues aux
extre´mite´s des doigts des diodes de couleurs diffe´rentes permettant leur de´tection
automatique aise´e. L’acquisition ste´re´o est effectue´e au moyen de deux webcams
dans une configuration permettant de simplifier la ge´ome´trie e´pipolaire en ge´ome´trie
standard[8]. Cela permet d’exprimer et surtout de calculer la profondeur des points
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Figure 4: Reconnaissance de geste : les directions sont quantifie´es selon les quatre
directions : haut, bas, gauche et droite, puis les redondances e´limine´es
de fac¸on simple et rapide. Un e´talonnage est re´alise´ afin d’exploiter l’inte´gralite´ du
champ de vision des webcams pour les de´placements souhaite´s dans la sce`ne 3D.
La reconnaissance de gestures est active´e lorsque pouce et majeur se touchent
et de´clenche ainsi des controˆles e´le´mentaires. On a volontairement limite´ le nom-
bre de commande gestuelles afin de discre´tiser grossie`rement les mouvements et
d’augmenter ainsi la robustesse. Le principe est similaire a` celui utilise´ dans Mozilla
All-In-One Gestures1. Tout de´placement est interpre´te´ dans un plan orthogonal a`
la came´ra et est discre´tise´ selon l’une des quatre directions : haut, bas, gauche et
droite. Toute suite de mouvements identiques est remplace´e par un seul mouvement
(voir figure 4).
Cependant, la plate-forme permet e´galement d’exe´cuter les commandes de base
a` partir d’autres pe´riphe´riques : claviers , wiimote, etc.
Cote´ client, les coordonne´es 3D sont re´cupe´re´s afin d’interagir avec les maillages
et la sce`ne selon diffe´rents modes d’interactions (de´placement, e´tirement, destruc-
tion, extrusion). La ge´ome´trie des maillages est ge´re´e graˆce a` la librairie CGAL[7]
proposant de nombreuses ope´rations utiles sur les maillages comme le raffinement
de maillage.
Le rendu OpenGL est soit classique, soit ste´re´o, en utilisant le mate´riel disponible
(lunettes ste´re´o VREX utilisant l’affichage d’une colonne sur deux ou bien lunettes
3D Crystal Eyes, en bureau ou en salle de re´alite´ virtuelle). Nos observations ont
conforte´ le fait qu’une visualisation ste´re´o ame´liore grandement les performances
des utilisateurs.
4.2 La qualite´ de l’interface graphique
Suite aux premie`res confrontations avec les utilisateurs, la plate-forme offre main-
tenant de nombreux retours visuels. Ce besoin est inhe´rent a` la manipulation a` dis-
tance induite par le gant : tout comme la souris, le gant doit avoir une repre´sentation
constante sur l’e´cran afin de rassurer l’utilisateur quant aux actions qu’il est en
train d’effectuer. De plus, les notions de repe`re et de contexte de manipulation
s’ave`rent d’autant plus importantes que l’utilisateur se retrouve immerge´ dans une
repre´sentation 3D. Le mode d’action courant est affiche´ en continu. Le sommet,
areˆte ou face se´lectionne´ dispose d’une poigne´e clairement visible. Afin de faciliter
les manipulations, une grille repe`re, un trie`dre associe´ au repe`re (X,Y,Z), les nor-
1https://addons.mozilla.org/firefox/12/
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males aux faces ou encore le sommet du maillage le plus proche du curseur peuvent
eˆtre affiche´. Lors d’une action ponctuelle, un retour visuel ponctuel s’effectue.
5 Quand utiliser les gants ? Une de´marche centre´e
utilisateurs.
Afin d’e´valuer les avantages et inconve´nients de l’utilisation du gant, nous avons
e´mis l’hypothe`se suivante : une grammaire gestuelle permet d’effectuer seulement
un nombre limite´ de combinaisons et il parait ine´vitable que les gestures ne soient
pas le seul moyen d’interaction avec l’application.
Cependant, il est important d’identifier quelles sont les actions qui sont facilite´es
par le gant et quels sont les pe´riphe´riques secondaires a` utiliser pour faciliter la ma-
nipulation comple`te. Notre objectif est d’identifier l’activite´ de mode´lisation 3D
avec des utilisateurs de niveau interme´diaire ou experts dans le domaine. Nous
faisons e´merger par leurs besoins une liste de fonctionnalite´s ne´cessaires, associe´es
a` une taˆche de mode´lisation 3D dans un environnement virtuel. Nous de´finissons
alors une taxonomie de ces fonctionnalite´s qui permet de tester diffe´rentes modalite´s
d’interaction. Notre strate´gie repose sur un cycle de conception centre´e utilisateur.
Le mate´riel propose´ par cette de´marche est large : des questionnaires, des inter-
views, des re´unions participatives, etc. Dans notre cas nous avons eu la de´marche
ergonomique suivante : choisir de confirmer notre hypothe`se par un questionnaire
diffuse´ a` des utilisateurs avertis de logiciels 3D et ensuite affiner et trouver des so-
lutions a` partir de re´unions participatives avec un petit panel d’utilisateurs mis en
situation.
Dans la suite nous allons de´crire plus pre´cise´ment ces diffe´rents aspects et
re´sultats.
5.1 Ade´quation du gant aux interactions 3D
Une premie`re e´tape a e´te´ la mise en place d’un questionnaire ayant pour but
d’e´valuer les connaissances des sonde´s en ce qui concerne leur compe´tence en ma-
nipulation de logiciels ou modeleurs 3D afin d’essayer d’e´tablir quels sont leurs
points de vues concernant l’utilisation de gestures et leurs limites. Le question-
naire a e´te´ poste´ sur des forums de graphismes 3D spe´cialise´s tels que Blender ou
3Ds Max. Pour l’analyse statistiques des re´sultats, certains questionnaires ont e´te´
e´carte´s (temps de re´ponse trop rapide pour assurer une ve´ritable re´flexion), cer-
taines re´ponses ont e´te´ ignore´es lorsqu’il manquait de cohe´rence sur les questions
redondantes.
Cette premie`re e´tude a mis en e´vidence qu’a priori notre hypothe`se s’ave´rait
partage´e : le gant seul, meˆme s’il permettait de faire des controˆles via des ges-
tures, n’est pas suffisant aux vues de la complexite´ et de la diversite´ des fonctions
ne´cessaires a` un logiciel de mode´lisation 3D.
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Figure 5: Propositions de modalite´s d’interaction supple´mentaires : 44,83% des
utilisateurs sont de´sireux d’utiliser un pe´riphe´rique de type clavier, rien d’e´tonnant
puisque c’est justement ce type de pe´riphe´rique qu’ils utilisent dans leurs taˆches de
mode´lisation. Nous noterons quand meˆme que 27,59% des utilisateurs aimeraient
avoir deux gants, ces derniers font d’ailleurs re´fe´rence dans leurs remarques a` des
cas de mode´lisation d’objets e´troitement lie´s avec la sculpture ou la poterie.
5.2 Re´union participative et gestures
Afin d’affiner nous avons mis en place une re´union participative avec 4 utilisateurs.
Cet e´chantillon e´tait repre´sentatif de notre population cible, c’est-a`-dire que les par-
ticipants devaient eˆtre sensibilise´s aux contraintes et spe´cificite´s de la mode´lisation
3D, et avoir de´ja` eu une expe´rience dans ce type de taˆches. Les objectifs de cette
re´union e´taient d’analyser les besoins et les attentes des utilisateurs de logiciels de
mode´lisation 3D, de ge´ne´rer des ide´es innovantes, des suggestions, des propositions,
d’identifier les proble`mes d’utilisabilite´, et d’amener concepteurs, programmeurs et
utilisateurs a` ge´ne´rer des solutions.
Apre`s la pre´sentation du dispositif, nous avons fait re´agir les utilisateurs sur les
gestures. L’inte´reˆt pour nous e´tait de connaˆıtre leurs impressions et de compren-
dre en quoi les gestures pouvaient paraˆıtre de´rangeantes : 54,45% des personnes
qui connaissent les gestures les trouvent peu satisfaisantes (voir figure 6). Nous
souhaitions e´galement connaˆıtre quelle(s) manie`re(s) elles pouvaient eˆtre utilise´es
dans une taˆche de mode´lisation 3D.
Les ide´es des utilisateurs e´taient assez partage´es, mais ils sont tous tombe´s
d’accord sur l’inconve´nient de lenteur pour l’exe´cution d’une gesture, compare´ a`
la vitesse du raccourci clavier associe´. Ces commandes e´tant fre´quentes lors d’une
taˆche de mode´lisation, la diffe´rence de temps d’exe´cution risque de s’en faire sentir.
Il est e´galement a` noter qu’une erreur de gesture est plus probable qu’une erreur de
touche de clavier.
Dans une premie`re conclusion, nous avons assigne´ aux gestures des fonction-
nalite´s servant au parame´trage, a` l’affichage et a` la visualisation plutoˆt que pour
agir sur des fonctions de type (changer mode de se´lection ou changer mode d’action)
qui sont utilise´es fre´quemment :
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Figure 6: Satisfaction concernant l’utilisation de gestures : 54,55% trouvent les ges-
tures peu satisfaisantes, les 36,36% d’utilisateurs ayant re´pondu que cette modalite´
d’interaction est satisfaisante n’ont pas spe´cifie´ de remarques particulie`res, les 9,09%
tre`s satisfaits par les gestures ont toujours apporte´ des pre´cisions dans leurs remar-
ques.
rendu fil de fer
rendu surfacique
extrusion
rendu lisse´ / non lisse´
5.3 Me´thode de tri de cartes et identification des taˆches as-
socie´es aux gestures
Pour affiner ce de´coupage, nous avons mis en pratique la me´thode du tri de cartes.
Nous avons ainsi demande´ aux participants de proce´der a` des regroupements de
fonctionnalite´s dans le cadre d’une taˆche de mode´lisation 3D. Cette e´tude a permis
d’identifier la manie`re dont les utilisateurs perc¸oivent et utilisent ces fonctionnalite´s,
et de dissocier les fonctions lie´es a` la manipulation de celles servant a` l’orientation
de l’objet dans la sce`ne. Ce simple exercice a permis aux participants d’avoir une
vision globale du syste`me. Il y a eu confirmation des re´sultats de l’enqueˆte en ligne
en regroupant et distinguant des fonctionnalite´s lie´es a` la mode´lisation de celles
lie´es aux commandes d’orientations (voir figures 7, 8, 9 et 10).
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Figure 7: Le´gendes des couleurs utilise´es pour mode´liser l’arbre des taˆches
Figure 8: Arbre des commandes de navigation
5.4 Interview et dispositifs d’interactions
Suite aux debriefing du tri de cartes, nous avons convie´ les participants a` nous
expliquer comment ils imaginaient interagir avec le syste`me afin de comprendre
comment les utilisateurs se repre´sentaient le dispositif final. Nous avons utilise´
une technique de simulation de pense´e; le wishful thinking, qui consiste a` mettre
le sujet en situation de re´alisation d’une taˆche me´tier et de lui demander de nous
dire ce qu’il voudrait obtenir ide´alement. Les re´sultats e´taient partage´s entre, pour
deux participants, l’utilisation de deux gants de donne´es et les deux autres qui
pre´fe´raient avoir un clavier ou un dispositif mobile muni d’une centrale inertielle ou
d’acce´le´rome`tres. Tous veulent un clavier virtuel, soit informatif servant de HUD2
pour montrer a` l’utilisateur quelle fonctionnalite´ il a active´ et quelles fonctionnalite´s
il lui reste possible d’effectuer, soit un clavier virtuel (parame´trable) utilisable avec
le gant qui conserverait des proprie´te´s informatives pour guider les utilisateurs.
Nous noterons aussi les remarques sur la fatigue musculaire qui semblait inquie´ter
2Head-Up Display : caracte´rise les informations qui sont toujours affiche´es a` l’e´cran.
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Figure 9: Arbre des commandes syste`mes
nos participants. Apre`s le debriefing, tous les participants s’e´taient mis d’accord pour
dire qu’une modalite´ interactive avec un clavier mobile ou une te´le´commande serait
certainement la solution a` la fatigue musculaire et a` l’aspect contraignant d’avoir un
deuxie`me gant. On distingue alors clairement le pe´riphe´rique destine´ a` l’acquisition
de donne´es 3D (le gant) des pe´riphe´riques utilise´es pour des commandes (clavier
nume´rique sans fil, te´le´commande).
5.5 Re´sultat de la de´marche et fiabilite´ des re´sultats
La mise en place des expe´riences s’est de´roule´e en respectant les re`gles d’ergonomie
associe´es aux de´marches applique´es. Les panels d’utilisateurs et le se´rieux des
re´sultats a e´te´ valide´. Nous avons applique´ les me´thodes pre´conise´es par exemple
par le programme de recherche CAUTIC3 afin d’e´carter des usagers interroge´s les
3Conception Assiste´e par l’Usage pour les Technologies, l’Innovation et le Changement
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passionne´s de nouvelles technologies dont les re´sultat risquent de ne pas s’ave´rer fi-
ables dans le temps. Les re´sultats statistiques nous ont permis d’e´carter des re´sultats
non fiables au niveau du questionnaire.
Cette de´marche s’est ave´re´e tre`s inte´ressante dans la mesure ou` elle nous a per-
mis d’identifier pre´cise´ment les taˆches qui sont adapte´es a` l’usage du gant. Elle a
e´galement permis de mettre en e´vidence l’inte´reˆt d’associer au gant un second dis-
positif moins contraignant et comple´mentaire afin d’acce´le´rer le temps de re´alisation
des taˆches et de diminuer la fatigabilite´. Par contre, il est ne´cessaire a` ce stade de
poursuivre les expe´rimentations pour essayer d’identifier le roˆle exact et la nature
de ce pe´riphe´rique associe´.
6 Un gant associe´ a` un autre dispositif : une solu-
tion plus attendue ?
Suite aux rencontres avec les utilisateurs, la plate-forme a e´te´ modifie´e afin de
prendre en compte d’autres pe´riphe´riques que le gant pour les commandes. Trois
possibilite´s sont maintenant disponibles :
• le gant seul. Les commandes sont de´clenche´es par des gestures, elles-meˆmes
active´es par le toucher du pouce et du majeur.
• le gant et un pave´ nume´rique sans fil (19 touches). Les fle`ches sont utilise´es
pour la navigation, + et - pour le zoom, “enter” pour la se´lection et “backspace”
pour tout de´se´lectionner (voir figure 11).
• le gant et la wiimote (7 boutons + 4 directions-boutons + 3 orientations +
3 directions d’acce´le´ration). Toutes les fonctionnalite´s de la wiimote n’ont
pas e´te´ utilise´es. Cependant, outre les boutons, l’orientation de la wiimote
est utilise´e pour les mouvements de came´ra tandis que deux gestures simples
utilisant les capteurs d’acce´le´ration sont utilise´es pour re´initialiser la vue (on
secoue de haut en bas) et centrer l’objet dans la sce`ne (on secoue de gauche
a` droite). Voir figure 12.
Il est a` noter que l’introduction de la wiimote (introduite sur le marche´ en
de´cembre 2006) a quelque peu modifie´ le de´coupage des actions puisque des in-
teractions 3D sont e´galement disponibles avec ce pe´riphe´rique (3 orientations, 3
directions d’acce´le´ration).
Nous avons pu re´appliquer la meˆme proce´dure de tests (excepte´ le question-
naire qui n’est plus utile lors de ce second cycle d’e´valuation) que pour les gants
avec les nouveaux pe´riphe´riques : les sce´narios et les prises de notes e´tant au
pre´alable pre´pare´s. Nous avons fait une premie`re expe´rimentation sur le meˆme
panel d’utilisateurs. Les re´sultats sont partage´s et il n’est pas possible de tirer de
conclusion. Nous pensons que cela provient du petit nombre d’utilisateurs.
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7 Conclusion
La de´marche que nous avons suivie s’est ave´re´e utile a` plusieurs niveaux. Elle nous
a permis d’obtenir un prototype le´ger, modulaire et adapte´ aux applications 3D
cible´e. De plus, on peut facilement connecter de nouveaux pe´riphe´riques. Elle
nous a permis d’obtenir un premier re´sultat sur l’usage des gants et de leur inte´reˆt
dans des taˆches spe´cifiques de manipulation pre´cises mais de leur insuffisance sur
d’autres taˆches plus ge´ne´rales. Un point important e´galement est la mise en place
d’une me´thodologie de tests utilisateurs fiable et re´utilisable. Les sce´nario de tests
et les proce´dures d’analyses ont de´ja` e´te´ en partie re´utilise´s et le seront a` l’avenir
afin de mieux associer les taˆches et les pe´riphe´riques associe´s aux gants.
Nous envisageons pour la poursuite de ces travaux de refaire l’e´tude sur une
population d’utilisateurs plus vaste afin de pouvoir obtenir des validations sur les
usages des pe´riphe´riques secondaires. Ensuite, nous e´largirons notre re´flexion a`
d’autres usages de la 3D en changeant l’application vise´e et les interactions s’y
re´fe´rant. Dans ce contexte, nous ciblerons les applications me´dicales en nous adres-
sant a` des praticiens utilisant des algoritmes de segmentation d’images me´dicales
3D et cherchant un re´sultat pre´cis. Nous mettrons en place la meˆme me´thodologie
de tests afin de de´terminer si il peut y avoir des consensus quant aux pe´riphe´riques
adapte´s.
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Figure 10: Arbre des commandes de mode´lisation
18 REFERENCES
Figure 11: Affectation des commandes au pave´ nume´rique
Figure 12: Affectation des commandes a` la wiimote
