Abstract. We describe a method to compute Hurwitz-Hodge integrals.
Introduction
Recently there have been a lot of interests in the Gromov-Witten theory of the orbifold [C 3 /Z 3 ], both from physicists and mathematicians. In physics, [C 3 /Z 3 ] represents the orbifold point in the A-model moduli space for the local P 2 . By mirror symmetry, Aganagic, Bouchard and Klemm [4] studied its mirror B-model and made some predictions on the Gromov-Witten invariants for [C 3 /Z 3 ]. In mathematics, it is interesting to verify these predictions and extend the results to other orbifolds.
The mathematical theory of orbifold Gromov-Witten invariants has been developed for symplectic orbifolds by Chen-Ruan [9] and for Deligne-Mumford stacks by Abramovich-Graber-Vistoli [2] . Bryan and Graber [7] introduced the notion of twisted degrees so that the potential function for orbifolds can be suitably defined. The physicists' predictions has been verified in various case by different authors: Coates-Corti-Iritani-Tseng [11] , Bayer-Cadman [5] , Cadman-Cavalieri [8] , Bouchard-Cavalieri [6] . The problem in general can be phrased as the computations of Hurwitz-Hodge integrals on the moduli spaces M g,n (BG) of twisted stable maps to the classifying stack of a finite group G. In this paper we describe a method that can be used to compute Hurwitz-Hodge integrals and hence can be used to compute Gromov-Witten invariants of other orbifolds. As examples, we present some details for the orbifold [C 3 /Z 5 (1, 1, 3) ]. In principle it is easy to automate this method and we are working on a Maple program for G = Z 3 .
Our approach is in the same spirit as the recursive calculations of ordinary Hodge integrals. Recall ordinary ψ-integrals on the Deligne-Mumford moduli spaces can be computed using the famous Witten-Kontsevich theorem [23, 20] . Faber [13] described an algorithm that computes Hodge integrals recursively by reducing to the ψ-integrals and he implemented it by a beautiful Maple program. This is based on Mumford's GRR relations [21] , which have been generalized to moduli spaces of stable maps by Faber-Pandhariande [14] and they derived a system of differential equations for the generating function of Hodge integrals. Givental [16] gave a solution to this system in terms of the generating function of ψ-integrals, and he reformulated the results in an enlightening quantization formulation in a later work [17] . This formulation was generalized by Coates-Givental [12] to Hodge integral type invariants (called twisted invariants) on moduli spaces of stable maps to projective manifolds, and further generalizations to orbifolds was made by Tseng [22] . As has already been allured to in Tseng's paper, our starting point is that by specializing his work to the classifying stack BG, the computations of Hurwitz-Hodge integrals are reduced to the generating functions of ψ-integrals on M g,n (BG) of a finite group G, and the latter has been computed by Jarvis-Kimura [18] . It is then possible to extend Faber's algorithm to compute Hurwitz-Hodge integrals. We carry out some calculations by hand and leave the implementation of this algorithm for future work. Of course most of the materials in this paper are already in the literature, but surprisingly they have not been put together to compute Hurwitz-Hodge integrals. In the G = Z 2 case we recover a formula due to Faber-Padharipande [15] ; in the G = Z 3 case we verify some of the predictions of Aganagic-Bouchard-Klemm [4] ; and in the Z 5 case we present some examples which seem to be new.
Orbifold Cohomology of BG and Quantization of Its Formal Loop Space
In this section we recall some natural bases of the orbifold cohomology of the classifying stack BG of a finite group G. We also recall Givental quantization of its formal loop space following Tseng [22] .
2.1. Some bases of the orbifold cohomology of BG. Geometrically, the classifying stack BG of a finite group is a point with a trivial G-action. Its inertia
, where [[γ] ] denotes the conjugacy class of γ ∈ G, and
The orbifold cohomology of BG is, as a vector space,
C.
For each conjugacy class
] 's form a basis of H which we will call the class basis. As a special case of the ring structure on orbifold cohomology introduced by Chen-Ruan [9] , there is a structure of a Frobenius algebra on H, where the multiplication is given by:
and the metric is given by:
See Jarvis-Kimura [18] . On Class C (G) the product is the convolution product ⋆ of functions:
and the metric is:
Denote by ZC(G) the center of the group algebra of G. On C[G] we have the the standard group-algebra product ·, and a metric
When restricted to ZC(G) they provide a structure of a Frobenius algebra. Let Φ denote the standard additive isomorphism Φ : be the set of irreducible representations of G and let χ α denote the character of V α . For all α = 1, . . . , r, the elements
form a basis of ZC [G] and satisfy the following equations:
where for all α = 1, . . . , r,
Furthermore, the identity element satisfies:
The corresponding basis in H, also denoted by {f α }, will be called the representation basis. It is easy to see that
Using the orthogonality relation
one gets:
2.2.
Givental quantization on the formal loop space of a Frobnius algebra. Let H be a C-Frobenius algebra of dimension h with metric ·, · . One can define a canonical symplectic form Ω on H[z, z −1 ] by:
Fix a pair of dual bases {v 1 , . . . , v h }, {w 1 , . . . , w h } of (H, ·, · . I.e., 
The operators { q i k } are called the creators, and the operator { p i k } are called the annihilators. Given a polynomial f in {p k by p i k , and apply the normal ordering, i.e., put all the annihilators on the right of the creators. E.g.,
Given an infinitesimal symplectic transformation A, one can associate a quadratic polynomial P A by:
We are interested inÂ := P A .
Example 2.1.
A straightforward calculation shows that if m < 0 then . Denote by r := |γ| the order of γ in G. Then we have a decomposition
ρ,γ with eigenvalue ζ l r and ζ r = exp(2πi/r) is a primitive r-th root of unity. Denote by E
ρ,· the bundle on IBG whose restriction to the sector
For a multiplicative characteristic class c(·) := exp( ∞ k=0 s k ch k (·)) of vector bundles, the (c, E ρ )-twisted inner product on H defined in [22] is given by:
ρ,· ) is an isometry. Here the multiplication is the ordinary multiplication given by componentwise multiplications on
). The determinant of this map is denoted
therefore the ordinary multiplication by c(E
ρ,γ )) in the {e γ } basis, hence we have
Recall that the Bernoulli polynomials B m (x) are defined by
The Bernoulli numbers B m are given by B m := B m (0).
as follows:
As a special case of [22, Corollary 4. , Ω c(Eρ) ):
The stack of orbifold stable maps into BG
We recall some basic facts about M g,n (BG).
3.1. The stack M g,n (BG). Let M g,n (BG) be the stack of n-pointed orbifold stable maps into BG, in the sense of Chen and Ruan [9] . They are called balanced twisted stable maps by Abramovich and Vistoli [3] . The stack M g,n (BG) is a smooth, proper Deligne-Mumford stack of dimension 3g − 3 + n with projective coarse moduli space [1, Thm 3.0.2].
To understand these spaces better, let us first recall the description of an orbifold stable map from a smooth, n-pointed orbicurve into BG [18] . The domain is a smooth n-pointed orbicurve (Σ, x 1 , . . . , x n ) which has non-trivial orbifold structure only at marked points x 1 , . . . , x n . An orbifold stable map from such an orbicurve into BG is a smooth curve Σ with a G-action and a G-equivariant map p :
, and p ′ := p| e Σ . The stabilizer G xi of a marked point x i of Σ is always cyclic, and the holonomy around
It follows that the Euler numbers of Σ and Σ are related by:
A general stable orbifold map f : Σ → BG is also a G-equivariant map f : Σ → Σ, but now both Σ and Σ are allowed to be nodal curves. We say a G-orbit of the G-action on Σ is free if it consists of |G| points. The nonfree orbits are only allowed to be the inverse images under p of the marked points and the nodes of Σ. If y ∈ Σ is a node such that p −1 (y) is nonfree, then for any q ∈ p −1 (y), q is a node of Σ, and the stabilizer G q is a cyclic group Z l . Furthermore, let C 1 and C 2 be two branches that meet at q, then the G q -representation on T q C 1 is the conjugate representation of the G q -representation on T q C 2 . Let Σ ′ and Σ ′ denote the regular parts of Σ and Σ, respective. Then
A homomorphism of two such maps p i :Σ i → Σ i (i = 1, 2) is a commutative diagram of holomorphic maps:
This also defines the automorphism group Aut(p : Σ → Σ). We have an exact sequence
If the automorphism group is finite, then we say the orbifold holomorphic map f : (Σ, x 1 , . . . , x n ) → BG is stable.
3.2. Structure forgetting morphism. By the above discussions we have seen that if p : ( Σ, {y i,j } 1≤i≤n,1≤j≤|G/Gx i | ) → (Σ, x 1 , . . . , x n ) is stable if and only if (Σ, x 1 , . . . , x n ) is a stable curve, and so we have a forgetting morphism φ :
M g,n (BG) → M g,n by "forgetting" the orbifold structure on Σ. We will call this morphism the structure forgetting morphism. The principal G-bundle p : Σ ′ → Σ ′ determines a class of homomorphisms π 1 (Σ ′ ) → G up to conjugations by G. This class is invariant under automorphisms of p : Σ → Σ. Conversely, a class of such homomorphisms determine a unique class of principal G-bundles on
..,n , subject to the relation
) be the homomorphisms whose images of c j lies in the conjugacy class γ j , j = 1, . . . , n. Define
and let G acts diagonally on
) by conjugations. Then we have an 1-1 correspondence 
It follows thatM
These numbers can be computed as follows (1) Cutting trees: For g = g 1 +g 2 and I J = {1, . . . , n}, let
) is much simpler. Note we have
Hence we get
3.3. Other natural morphisms. When the holonomy γ n+1 around the marked point x n+1 is trivial, we may forget the data of that marked point. This gives a morphism [3] :
The marked points define natural sections
Denote by
[n] the corresponding divisors, i = 1, . . . , n.
For each I = 1, . . . , n, there is an evaluation map ev i :
] of G, one has the following two types of degree 2 morphisms:
where
In this section we recall some results of Jarvis-Kimura [18] , and some results of Tseng [22] specialized to BG.
4.1.
Intersection theory of psi classes on M g,n (BG). Following [18] and [22] , defineψ
where φ : M g,n (BG) → M g,n is the structure forgetting map. For β 1 , . . . , β n ∈ H, define the n-point correlators by
a } be formal variables associated to the class basis {e
When G is trivial, we write Z G and F G as Z and F respectively. They are invariant of a point.
Let u be formal variables {u (5) and (6), we have
From this it is straightforward to deduce the Virasoro constraints and KdV hierarchy equations for F G . For details, see [18] . This Proposition follows from the following:
The correlators in the class basis are related to the usual correlators by:
The correlators in the representation basis are related to the usual coorelators by:
otherwise.
4.2.
The J-function of BG. Recall the orbifold J-function J BG (t, z) of BG is defined by [22] :
Here {φ α } is an additive basis of H and {φ α } is its dual basis under the orbifold pairing (·, ·) orb . Let {φ α } be the representation basis {f α }, and let t = α u α f α , then we have:
Its virtual rank is defined by:
) the virtual rank of F α g,n is given by:
, by the orbifold Riemann-Roch formula of Kawasaki [19] we have:
where on the right-hand side, the second term is the contribution from the twisted sector and can be computed using Lemma 4.1 below, and the first term is the contribution from the main sector, where T Σ stands for orbifold tangent bundle of Σ. Therefore,
Here we have used (12) . Hence 
This finishes the proof.
Define the α-twisted Hurwitz-Hodge classes by:
We also define
By the standard relationship between Chern classes and Chern characters, each λ j,α can be expressed as a polynomial in ch k,α and vice versa. By a Hurwitz-Hodge integral we mean an integral of the form
where α 1 , . . . , α m are G-characters. Fix a multiplicative characteristic class c(·) = exp( ∞ k=0 s k ch k (·)) and a Gcharacter α. Following [22] , define (c, E α )-twisted total descendant potential of BG by:
Now we state Tseng's formula [22] applied to our special case:
In this formula, the variables q
by the dilaton shift:
] . Remark 4.1. In the above formula, we have used only one G-character. There is a similar formula when one has more than one G-character. This is because the formula is proved by converting a Mumford type GRR relation to a system of differential equations.
Because Z G has already been calculated by Jarvis-Kimura [18] , this Theorem provides an effective way to compute Hurwitz-Hodge integrals.
Example 4.1. Take derivative in s k on both sides of (26) and then set all s i = 0:
is of the form:
where D 1 is a first order differential operator, and
Hence by taking the coefficients of λ 2g−2 , we get:
and for g > 0,
In the next three sections we will present some examples in the case of G = Z 2 , Z 3 and Z 5 .
5.
Examples: The Case of BZ 2 5.1. Orbifold cohomology of BZ 2 . Let ω be a generator of Z 2 . In the class basis, the product on the orbifold cohomology of BZ 2 is given by:
where a, b ∈ Z 2 , and the metric is given by: We are interested in the vector bundle E 1 on BZ 2 associated with V 1 . By the monodromy condition (13),
is nonempty only if n − k is an even number 2m ≥ 0. By the rank formula (21),
). Now we can recover a result due to Faber-Pandharipande [15] .
Proof. It is straightforward to see that
Now take k = 2m − 3 and consider the coefficients of (t 1 0 ) 2m . On the left-hand side we get
On the right-hand side we get:
In the last equality we have used the identity:
B n (1/2) = ( 1 2 n−1 − 1)B n , which can be proved as follows.
This completes the proof.
6. Example: The Case of BZ 3 6.1. Orbifold cohomology of BZ 3 . Let ω be a generator of Z 3 . In the class basis, the product on the orbifold cohomology of BZ 3 is given by:
I.e., 
This formula is very effective to automatically compute F Z3 . For example, using Maple we get: Because the twisted degrees [7] arise from twisted sectors of shifted fermionic degree 1, to verify the predictions of Aganagic-Bouchard-Klemm [4] , one needs to compute
We have checked some cases using a partly developed Maple program which automates the procedures similar to the examples in the next section. 
One has 
