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Abstract 
Molecular Dynamics (MD) simulations have played an important role in providing 
detailed atomic information for the study of biological systems. The quality of an MD simulation 
depends on both the degree of sampling and the accuracy of force field. Kirkwood-Buff (KB) 
theory provides a relationship between species distributions from simulation results and 
thermodynamic properties from experiments. Recently, it has been used to develop new, 
hopefully improved, force fields and to study preferential interactions. Here we combine KB 
theory and MD simulations to study a variety of intermolecular interactions in solution. Firstly, 
we present a force field for neutral amines and carboxylic acids. The parameters were developed 
to reproduce the composition dependent KB integrals obtained from an analysis of the 
experimental data, allowing for accurate descriptions of activities involved with uncharged N-
terminus and lysine residues, as well as the protonated states for the C-terminus and both aspartic 
and glutamic acids. Secondly, the KB force fields and KB theory are used to investigate the urea 
cosolvent effect on peptide aggregation behavior by molecular dynamics simulation. Neo-
pentane, benzene, glycine and methanol are selected to represent different characteristics of 
proteins. The chemical potential derivatives with respect to the cosolvent concentrations are 
calculated and analyzed, and the four solutes exhibit large differences. Finally, the contributions 
from the vibrational partition function to the total free energy and enthalpy changes are 
investigated for several systems and processes including: the enthalpy of evaporation, the free 
energy of solvation, the activity of a solute in solution, protein folding, and the enthalpy of 
mixing. The vibrational frequencies of N-methylacetamide, acetone and water are calculated 
using density functional theory and MD simulations. We argue that the contributions from the 
vibrational partition function are large and in classical force fields these contributions should be 
implicitly included by the use of effective intermolecular interactions. 
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Chapter 1 - Introduction 
   1.1 General Introduction 
Proteins, as the significant functional molecules in life, largely exist and play vital roles 
in organisms. Their well-organized three dimensional structures are maintained by both 
intramolecular and intermolecular interaction within themselves or with their surroundings. 
Alteration of the protein itself or the surrounding environment can disturb the interactions and 
the structures, which can result in the loss of physical function or diseases, for example, aging, 
Alzheimer’s, Huntington’s, Parkinson’s, and Amyotrophic lateral sclerosis diseases1-3. In 
physical biochemistry studies, these alterations can be achieved by mutating certain residues 
within proteins, and by changing in temperature, pH, or adding a cosolvent. Understanding the 
mechanisms of these structural changes, including protein folding/unfolding, aggregation and 
translocation, by studying the interactions of protein molecules will be helpful in developing 
preventions and treatments of these diseases.  
Many experimental techniques have been designed to provide protein structural 
information, such as infrared
4
, fluorescence
5
, circular dichroism (CD)
6,7
, vibrational circular 
dichroism (VCD)
8,9
, dual polarization interferometry
10
, and nuclear magnetic resonance 
(NMR)
11
. Some thermal properties can also be obtained, for example, for protein denaturation, 
the heat capacity can be monitored by differential scanning calorimeter
12,13
, and free energy 
change can be calculated from the equilibrium constant obtained from structural observations. 
However, the pathways or mechanisms of protein folding are still unclear, especially at the 
atomic level, due to their internal complexity. Therefore, computer simulations have been 
extensively applied to provide detailed information on the relationships between the solution 
properties and the interactions among the particles. With the rapid and continuing growth of 
computer power in recent years, more complex data for larger systems can be calculated, 
compared, and analyzed, and computer simulation has become a useful and indispensable tool in 
biology, biological chemistry and biophysics. 
The Smith group generally focuses on the study of the effects of solvent and cosolvents 
on the structure and dynamics of biomolecules in solution. In this thesis we describe our efforts 
to improve simulations in this area. The first goal is to develop an accurate force field for amines 
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and carboxylic acids, which are commonly found in proteins. The second goal is to evaluate the 
effect of urea on the aggregation behavior of various molecules. Finally, we estimate the 
contribution from the vibrational partition function to the free energy changes for several 
systems and processes, and discuss the inclusion of these contributions in classical force field 
parameterization.  
 1.2 Protein Folding/Unfolding and Protein Stability 
 1.2.1 Changing protein conformational stabilities  
The most common protein denaturation methods involve heating or applying high 
pressure, which changes their physical environment; or adding a cosolvent around a protein or 
altering the pH of the solution, which changes the chemical environment.  
The protein folding/unfolding equilibrium can be considered as a competition between 
enthalpy favorable processes and entropy favorable processes. Generally, protein folding is 
described by large negative values of ΔH and ΔS because packing of side chains in the native 
state is favorable, more hydrogen bonds can be formed in water and the individual water 
molecules have less freedom of movement.
14
 Changes on temperature can alter the proportion of 
ΔH and –TΔS in ΔG calculation. Therefore, a high temperature will facilitate the protein 
unfolding process. 
It is worthy to mention the cold unfolding process.
14
 Compared to simple chemical 
reactions, the specific heat of protein folding (ΔCP) is very high, about 12 cal/K/mol per 
residue.
15
 The enthalpy and entropy changes at two different temperatures can be calculated by 
     o o oN D 2 N D 1 p 2 1H T H T C T T        (1.1) 
   o o o 2N D 2 N D 1 p
1
T
S T S T C ln
T
      (1.2) 
Therefore, when the temperature decreases, the enthalpy term has a larger decline than the 
entropy term. So cold unfolding may be observed. 
Cosolvent denaturation is very important because of its ability to mimic the protein 
folding process at physiological temperature and pressure. Cosolvent denaturation displays the 
following recognized features: 1) the protein unfolding process is reversible without any 
chemical reaction between the protein and cosolvent; 2) the required concentrations of the 
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cosolvent are usually high (0.5~10M), which means the interaction between the protein and a 
cosolvent are weak and nonspecific. More details about cosolvent denaturation will be discussed 
in Chapter 3. 
Protein denaturation can also occur when the pH of the solution is changed to very low or 
very high values.
14
 The primary reason for denaturation is that the pH changes can alter the net 
charge of the protein, which results in the change of protein stability through charge-charge 
repulsion or attraction. 
 1.2.2 The m-value analysis 
Denaturants alter the equilibrium between the native (folded) N and denatured (unfolded) 
D states of a protein, and the stability of the protein is defined as the difference in Gibbs free 
energy between the denatured and native state
16
: 
 
 
o
D
G RT ln K RT ln
N
      (1.3) 
The slope of the protein stability with denaturant concentration is called the m-value:
17
 
 
oG
m
denaturant
 
    
 (1.4) 
Using the m-value concept, the protein folding/unfolding free energy change in denaturant 
solutions could be described by 
 H O2
o oG G m denaturant     (1.5) 
The m-value is an experimentally determined empirical parameter. It assumes a linear 
relationship between the free energy change and cosolvent concentration,
17
 and represents the 
sensitivity of the protein to chemically induced denaturation. It was also proved to vary linearly 
with changes in the solvent accessible surface area of a protein.
18
 Studies involving experiments 
with 45 proteins provided expressions for urea and GdmCl can be shown as 
2o
1 1
uream 0.11 374 cal mol M A ASA

        
 
 
2o
1 1
GdmClm 0.22 859 cal mol M A ASA

        
 
 
(1.6) 
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Here, the solvent accessible surface area change, ΔASA, is in the unit of
2o
A . These equations 
have been widely used. For example, with ASA differences calculated from structure changes, 
the m-value can be estimated and compared to the experiment. Conversely, the m-value can be 
used to estimate how the structure changes.
19
  
However, the m-value approach has some disadvantages. For example, significant 
deviations from linearity exist, especially in the presence of GdmCl as denaturant.
20,21
 A more 
serious problem is that it is not able to provide specific insights into the denaturation mechanism.  
 1.2.3 Infrared spectroscopy measurements of protein conformational changes 
 Infrared (IR) light can be absorbed by molecular vibrations when the frequency of the 
light is consistent with the frequency of vibration. The frequency of the vibration and the 
probability of absorption depend on the strength and polarity of the vibrating bonds and are 
influenced by intramolecular and intermolecular effects.
22
 Structural and environmental 
information concerning bound ligands, amino acid side chains and protein backbones can be 
obtained from the IR spectrum. Information on protein structure is included in the band position, 
bandwidth and absorption coefficient parameters. IR spectroscopy has been now a mature 
technology and has become a valuable tool for the investigation of protein structure.
23-25
 
 Although amino acid side chains often play key roles in protein structure, only two side 
chain moieties’ absorbance in spectral regions,  the SH group of Cys and the carbonyl group of 
protonated carboxyl groups, can be distinguished from others without further experiments. All 
other side chain absorptions overlap with those of other side chains or the protein backbone, and 
further experiment or special treatment, for example, using heavy water as solvent instead of 
normal water, are needed to assign a band to a specific side chain moiety.
22
 
 The vibration modes of the amide group include amide A and B, amide I, amide II and 
amide III bands. The amide A and B vibrations with frequencies over 3000 cm
-1
 are exclusively 
localized on the NH group and are insensitive to the conformation of the protein backbone.
26
 The 
amide I vibration, absorbing near 1650 cm
-1
, is mainly from the C=O stretch with a small 
contribution from the out-of-plane CN stretch, and the CCN deformation and the NH in-plane 
bend. The amide I vibration is hardly affected by neighboring side chains, but does depend on 
the secondary structure of the peptide backbone. Therefore, the amide I band is most commonly 
used for secondary structure analysis. The amide II vibration exists near 1550 cm
-1
 and is the 
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out-of-phase combination of the NH in-plane bend and the CN stretching vibration with smaller 
contributions from the CO in-plane bend and the CC and NC stretching vibrations. The amide II 
vibration is also hardly affected by side chains. However, the correlation between secondary 
structure and frequency is less obvious than that of amide I vibration.
26
 The amide III mode, 
observed from 1400 to 1200 cm
-1
, is the in-phase combination of the NH bending and the CN 
stretching vibration with small contributions from the CO in-plane bending and the CC 
stretching vibration. The backbone and side chains give strong contributions, and hence the 
amide II vibration is hardly used for structure analysis. 
 IR spectroscopy can be widely used to study protein thermal stability because of a large 
change to the amide I vibrations in the IR spectrum of a protein can be observed for protein 
transitions between the native state and the denatured or aggregated state. However, for 
cosolvent protein stability studies, especially with urea or GdmCl, the application of IR 
spectroscopy is limited due to the overlap of the cosolvent absorption bands with the amide I 
band of proteins. Using 
13
C urea is a normal method of avoiding the overlap.
27
 
 1.3 Molecular Simulation 
Molecular simulation is a significant technique which can be used in the area of structural 
molecular biology. It can be applied to both understand and predict conformational, dynamic and 
thermodynamic properties of macromolecules based on the knowledge concerning the 
interactions of their constituent atoms.
28
  
Molecular dynamics (MD)
29,30
 simulations and Monte Carlo (MC)
31,32
 simulations are the 
two major approaches among a variety of computational techniques used in the world of 
simulation. In molecular dynamics, atomic motion is simulated by solving Newton’s equations of 
motion simultaneously for all atoms in the system. Compared with Monte Carlo simulation, 
which generates configurations of a system by making random changes to the positions of the 
atoms, molecular dynamics reserves all the time-evolution information in the whole trajectory of 
the simulation, which means not only the thermodynamic or statistical properties, but also the 
kinetic or dynamic properties are able to be obtained from a MD simulation. This is a remarkable 
advantage of MD over MC simulation.  
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Figure 1.1 Simplified flowchart of a typical molecular dynamics simulation
33
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A simplified flowchart scheme for MD simulation is given in Figure 1.1. In molecular 
dynamics simulations
34
, the force on any atom is obtained as 
i
i
V
F
r

 

 (1.7) 
It is computed by summing the forces between nonbonded atom pair involving atom i: 
i ij
j
F F  (1.8) 
together with any restraining and/or external forces if they are needed. The calculation of bonded 
and nonbonded interactions is described in detail in section 1.4.1. Newton’s equations of motion 
provide the following relationships, 
i
i
dr
v
dt
 ; 
2
i i
i2
i
d r F
a
dt m
   (1.9) 
 There are many algorithms used to integrate the equations of motion with finite difference 
methods. The Verlet algorithm is probably the most widely used method for integrating the 
equations of motion in a molecular dynamics simulation. The Verlet algorithm assumes the new 
positions can be approximated as a Taylor series expansion for each atom: 
         2 3
1 1
r t t r t v t t a t t b t t
2 6
           
         2 3
1 1
r t t r t v t t a t t b t t
2 6
           
(1.10) 
By adding the two equations in (1.10) we find that the positions and accelerations at time t and 
from previous step t-Δt can be used to calculate the new positions at t+Δt. 
        2r t t 2r t r t t a t t        (1.11) 
The velocities can be calculated from the difference in positions at times t+Δt and t-Δt 
       v t r t t r t t 2 t         (1.12) 
The value of Δt is known as the time step. A range of biomolecular dynamic motions 
happen on different time scales and are listed in Table 1.1. In order to obtain a longer time step, 
the intramolecular bond vibrations are neglected in MD simulation (the errors resulting from this 
are evaluated in Chapter 4), and the individual time step of MD simulation can be increased from 
1 to 2 fs. Therefore, the information relating to bond stretching vibrations is missing. Using 
8 
 
parallel computers makes it possible to perform simulations on a microsecond scale. Some 
computing techniques, for example replica exchange, or implicit solvent approaches, can 
enhance sampling capability, improve efficiency and make the simulation of normal protein or 
even membrane protein feasible.   
Although molecular dynamics simulations are performed with several approximations, 
for instance, all the atoms are considered classical, classical MD simulations still provide useful 
information concerning biological systems at the molecular level, 
35,36
 sometimes even beyond 
that of  experimental techniques. Considering the technical obstacles arising in traditional 
laboratories involving extraction, purification, and preserving 3D structures of proteins, MD 
simulation is a powerful tool to understand proteins and their behavior. 
 
 
Table 1.1  Range of time scales for dynamic behavior in biomolecular systems.
33
 
Time Scale Molecular Activity Simulation Accessibility 
10
-15
s 
Bond and Angle Vibration 
Torsion and Libration 
 
 
10
-12
s 
Rotation around bonds  
Water Relaxation  
10
-9
s Lipid Rotation  
 Transport in Ion Channels  
10
-6
s Lipid Diffusion  
 Rapid Protein Folding  
10
-3
s Normal Protein Folding  
   
1s Ribosome Synthesis  
   
10
3
s Membrane Protein Folding  
 
Accessible to 
atomic-detail 
simulation 
today 
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 1.4 Force Fields for Biological Simulations 
 1.4.1 Common force fields and potential energy functions 
The term “force field” in molecular dynamics simulations refers to the combination of 
mathematical equations and associated parameters which are used to calculate the energy of the 
system as a function of its atomic coordinates. With the development of increasing computer 
performance, and the desire for studies on biological systems, various biomolecular protein force 
fields have been established and improved, for instance, Amber
37
, CHARMM
38
, GROMOS
39
, 
OPLS-AA
40
, ENCAD
41,42
, ECEPP
43-46
 and UNRES
47
. All the biomolecular force fields are 
classical, so the electronic degrees of freedom are ignored. Additivity and transferability are two 
additional assumptions involved in common force fields. The former means that a large molecule 
can be considered as a sum of various groups. The latter means that potential energy functions 
developed on a relatively small set of molecules can be applied to a wide range of molecules or 
environments with similar chemical groups, rather than defining a new set of parameters for each 
individual molecule or different system. The validity of these two assumptions is assured for all 
biomolecular force fields.  
The total potential energy in most biomolecular force fields can be expressed as a sum of 
terms 
           potential bonds angles torsions improper elec LJV V V V V V V       
            
2
bond b 0
bonds
1
V k r r
2
   
            
2
angles 0
angles
1
V k
2
    
            torsions s
torsions
V k 1 cos n        
            
2
improper 0
improper
1
V k
2
   
         
i j
elec
elec ij
q q
V
r
  
(1.13) 
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12 6
ij ij
LJ ij
LJ ij ij
V 4
r r
     
              
    
Here, the first four terms correspond to the bonded energy, and the last two terms 
correspond to the nonbonded energy. In the bonded energy terms, especially the bond stretching 
and angle bending energies, the interaction forces are assumed to be harmonic, and the force 
constants and equilibrium constants can be derived from experimental data such as gas-phase 
geometries and vibrational spectra. More refined force fields have a cubic term
48
, a quadratic 
function
49-51
, or a Morse function
52
 included. However, because of computational inefficiency, 
they are rarely used in biomolecular studies. The torsional energy surface, which is calculated 
from the torsional rotation and improper torsion potential equations, are typically supplemented 
with ab initio results.  
The last two nonbonded terms are calculated for pairs of atoms separated by three or 
more bonds and between atoms in different molecules. The electrostatic interaction is calculated 
as a sum of interactions between pairs of partial (or effective) atomic charges using Coulomb’s 
law, and the van der Waals interaction is calculated using the Lennard-Jones (LJ) 12-6 potential. 
It includes a power 12 repulsive term, which is due to the Pauli exclusion principle, and a power 
6 attraction term, which due to the dispersion forces generated between instantaneous dipoles 
arising from fluctuations in electronic charge distributions in all molecules. The constant ε 
defines the depth of the interaction minimum and σ defines the distance at which the LJ energy is 
zero. 
 1.4.2 Force field parameterization 
At the beginning of a force field parameterization it is usually necessary to assign an 
atom type to each atom in the system. The atom type is not only the atomic number of an atom, 
but also contains information about its hybridization state and sometimes even the local 
environment. All of the force field parameters depend on the atom types.  Since the 
parameterization is a computationally demanding and labor-intensive process, it is sensible to 
spend more time on optimizing the parameters, such as nonbonded terms and torsional terms, 
which are sensitive to the performance of the force field, rather than parameters which do not 
have a great influence on the simulation results, for example, the bond-stretching and angle-
bending terms. 
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The first step is to select the target data used to guide the parameterization. The LJ 
parameters and Coulomb partial atomic charge parameters are adjusted to reproduce different 
sources of data, including molecular volumes, experimental enthalpy of mixing, compressibility, 
density, and ab initio/quantum mechanics (QM) calculated dipole moments values. For example, 
the partial charges in OPLS-AA
40
 were optimized with LJ parameters to fit the experimental 
heats of vaporization and densities, GROMOS
53
 aimed to reproduce thermodynamic data 
including solvation free energies, while the Amber force field
54
 determined partial charges to 
target the computed QM electrostatic potential surface. Generally, the QM calculated values are 
used because there is not enough experimental data available. However, due to its high expense, 
the QM calculations are limited to the molecules in gas phase which display some deviations 
from those in the condensed liquid phase, and in some ways, are inappropriate to be used to 
parameterize. Therefore, some more convincing thermodynamic property data are often required.   
One of the commonly used protocols is to first establish a set of van der Waals 
parameters, and then determine the electrostatic model by using electrostatic potential fitting. 
Finally, the torsional potentials are determined by reproducing the experimental conformational 
properties. However, force field development is an iterative self-consistent process. Changes in 
nonbonded parameters affect not only intermolecular interactions, which characterizes 
condensed-phase properties, but also intramolecular interactions, which characterized in 
conformational energies, consequently requiring adjustment of dihedral parameters. On the other 
hand, the dihedral parameters affect intramolecular energy, which determines the preferred 
intramolecular geometries and molecular volumes, thereby requiring the validation or adjustment 
of nonbonded parameters. In principle, at any stage certain parameters are changed, it is 
necessary to check the ability of the force field to reproduce all of the target data and update 
some other parameters accordingly. This is the main reason why force field parameterization is a 
complicated and time-consuming procedure. 
 1.4.3 Hydrogen bonding and the hydrophobic effect  
Hydrogen bonding is a local, directional, and strong (>20kJ/mol for isolated bonds)
14
 
interaction, which makes a significant contribution to the protein and solvent energy and is a 
major factor in determining protein structure. In order to improve the accuracy with which the 
geometry of hydrogen-bonding systems is predicted, some force fields have replaced the LJ 12-6 
12 
 
terms between hydrogen-bonding atoms by an explicit hydrogen-bonding term, for example a LJ 
12-10 term, to described the interaction between the donor hydrogen atom and the heteroatom 
acceptor atom
55
. However, in most of the biomolecular force fields, hydrogen-bonding are 
incorporated via the electrostatic and van der Waals terms instead of an explicit term. The 
hydrogen bond energy in these models is largely due to the interaction between a dipole formed 
by the donor proton and bound electronegative atom on one side of the hydrogen bond and an 
aligned dipole formed by the electronegative acceptor and bound atom on the other side. Most 
biomolecular force fields, in which interaction sites for bonded and nonbonded interactions are 
located at the atomic nuclei, are generally very good at being able to reproduce hydrogen bond 
energies and geometries, although they can lead to deviations from QM results for the angular 
dependence of the hydrogen bonding energy in certain cases.
33
 Including additional interaction 
sites at the position of lone pairs, for instance the sulfur atoms in early Amber force field and the 
oxygen in TIP5P water model
56
, can lead to improved thermodynamics and structural properties. 
Nonetheless, because of the computational expense, current biochemistry simulations generally 
use three-particle water models and protein force fields without lone pair positions. 
The hydrophobic effect plays an important role in protein folding and aggregation events. 
The hydrophobic interaction between molecules is a complex process which results primarily 
from entropic effects involving the change in the orientation of solvent molecules in the 
solvation shell surrounding solute molecules, and also from the bulk solvent molecules.
105
 
Therefore, in commonly used biomolecular force fields, the hydrophobic interaction is implicitly 
included in the nonbonded terms of potential energy functions and the inclusion of explicit 
solvent molecules. Several attempts have been made to quantify the hydrophobicity, for 
example, the HINT model
57
 of hydrophobic interactions generated a hydrophobic field in 
analogy to the electrostatic field based on the solubility data, and program MOLCAD
58
 projects 
the hydrophobic and hydrophilic property distributions in the extramolecular space onto a 
molecular surface by introducing a molecular lipophilicity potential, which can be regarded as a 
pendant to the molecular electrostatic potential. 
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 1.5 Kirkwood-Buff Theory 
Kirkwood and Buff developed a new solution theory in 1951
59
. The basis of Kirkwood-
Buff (KB) theory is the relation between the number fluctuations in an open system and the 
thermodynamic properties of that system. Some expanded derivations
60,61
 of KB theory have 
been provided since then. In 1970’s, when the radial distribution functions were available from 
computer simulations, and Ben-Naim
62
 illustrated how to use KB theory to analyze experimental 
thermodynamic properties on solution mixture, it began to be extensively used in the chemistry 
and chemical engineering fields. It provides a bridge which connects a real system and a model 
system for computer simulation as shown in Figure 1.3. The specific remarkable advantages of 
KB theory include:
63
 1) it is an exact theory which is more valid than other theories, e.g. 
McMillan-Mayer theory. 2) It can be applied to any molecules of various sizes and complexity, 
and any stable solution mixture involving any number of components. 3) No assumption of 
pairwise-additive interactions was made in it. 4) It is very suitable for the analysis of computer 
simulation data.  
 
 
Figure 1.2  The role of Kirkwood-Buff theory in both experimental and simulated data. 
 
 
 
The radial distribution function
64
 (rdf) gij, which is typically calculated from the saved 
particle coordinates, measures the relative probability of finding an atom at a distance r away 
from a central atom, and plays a central role in KB theory.  
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The rdf can be obtained from both computer simulations. In a canonical ensemble of a 
volume V and a temperature T with N particles, according to Boltzmann distribution, the 
probability of finding particle 1 in dr1 at r1, and particle 2 in dr2 at r2, etc., can be represented as  
   NV1 2 N 1 N 1 2 N NP r , r , , r dr dr e dr dr dr Z     (1.14) 
where β = 1/kT, VN is N-particle the potential energy and ZN is the configurational integral. 
For a subset of n particles in the N-particle systems, the probability distribution for these 
n particles can be expressed as  
 
NV
n 1 N(n)
1 2 n
N
e dr dr
P r , r , , r
Z

 
 
  
 (1.15) 
As a result, the probability of finding any particle at distance dr1, and any particle at distance dr2, 
etc., can be expressed as  
 
 
 (n) (n)1 2 n 1 2 n
N!
r , r , , r P r , r , , r
N n !
   

 (1.16) 
The probability of finding a particle anywhere in a homogeneous system could be written as  
     1 11 1
1 N
r dr
V V
       (1.17) 
Consequently, a series of correlation functions, g
(n)
{r}, can be defined as  
       n nn1 n 1 nr , r g r , r      (1.18) 
Hence, 
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(1.19) 
For two particles, g
(2)
(r1, r2), known as the pair distribution function, can be obtained from 
experiment data or simulation results. Using the distance between two particles, the radial 
distribution function, g
(2)
(r12), can be used to calculate the KB integrals. 
Let us consider the 2-Aminoethanol and water radial distribution function (rdf) as an 
example (see details in Chapter 2) displayed in Figure 1.3 top. Due to the strong repulsion force 
between two molecules within very short distances, the rdf starts from 0. It then proceeds 
through a series of fluctuations around unity, which are generally known as solvation shells. The 
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first and also the highest peak indicates the first solvation shell, where it is most likely to find a 
molecule compared to other distances. With an increase in the distance r, the rdf approaches 
unity beyond 2.0 nm, indicating close to a bulk solution random distribution. 
The KB integral (Gij) between species i and j, which is the primary quantity of interest in 
KB theory, can be expressed as  
 VT 2ij ij
0
G 4 g r 1 r dr

      (1.20) 
where the gij is the corresponding center of mass (COM) based  radial distribution function in the 
µVT ensemble, and r is the COM-COM distance. The KB integrals can be calculated from 
simulation results, which are usually in NpT Ensemble, with the assumption that 
   
R
NpT 2
ij ij
0
G R 4 g r 1 r dr      (1.21) 
Here, R defines a region within which the molecular distribution differs from the bulk solution 
random distribution. Previous studies have showed that a combination of KB theory and NpT 
simulations are able to provide quantitative information of thermodynamics for solutions.
70-73
 An 
example of a typical KB integral Gij as a function of integration distance R is displayed in Figure 
1.3 bottom. A positive Gij corresponds to an excess of species j in the vicinity of species i over a 
random distribution, which means a favorable (attractive) net interaction between species i and j; 
while a negative Gij indicates a depletion of species j surrounding i, which means an unfavorable 
(repulsive) net interaction. 
The excess coordination numbers are defined and calculated from the KB integrals 
ij j ijN G   (1.22) 
where ρj is the number density of species j giving by 
j
j
N
V
   (1.23) 
A positive Nij, value which is related to favorable (attractive) interactions, corresponds an excess 
number of species j in the vicinity of species i over a random distribution, while a negative Nij 
value, which is interpreted as unfavorable (repulsive) interactions, indicates a depleted number of 
species j surrounding i. Figure 1.4 shows the excess coordination numbers obtained for 2-
Aminoethanol and water mixtures (see Chapter 2 for details). The excess coordination numbers 
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change with solution composition and provide quantitative information on the relative 
distributions of components in solution. 
 
 
Figure 1.3 Radial distribution function (gij) (top) and KB integral (Gij, cm
3
/mol) (bottom) 
between 2-Aminoethanol and water in a 2-Aminoethanol and water system with the 2-
Aminoethanol mole fraction of 0.5 at 300K and 1atm 
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Due to the capability of providing a quantitative description of molecular distributions 
and thermodynamic properties from KB integrals (see equations in Chapter 2 and 3), more and 
more chemists and physicists, including Smith
65-79
, Ruckenstein
80-87
, etc, have been developing 
KB theory and applying KB theory to study the properties of solution mixtures. For example, 
Rosgen et al. used KB theory to study molecular crowding effects on macromolecules and small 
molecules and to understand the structural thermodynamics of protein preferential solvation
88
. 
Lenhoff and coworkers have applied KB theory to explain experimental results and to 
understand the concentration dependence of partial specific volumes of proteins in aqueous 
solution
89
. Matubayasi et al. have applied KB theory to calculate the free energy of molecular 
binding into lipid membranes
90
 and characterize the preferential interactions in bovine serum 
albumin in the presence of salts in various concentrations
91
. Hirata and coworkers used KB 
theory to calculate the partial molar volume changes associated with coil-to-helix transition of 
peptides
92,93
. Some other examples using KB theory to study the cosolvent effect on protein 
folding are listed in Chapter 3.  
 
 
Figure 1.4 Excess coordination numbers Nij of 2-Aminoethanol and water system over the 
entire composition range using available experimental data at 300K and 1atm
94, 95
. The 
subscript 1 refers to the solvent water, and 2 refers to solute 2-Aminoethanol.   
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The KB theory has only two major limitations, which involve converge problems and 
chemical potential calculation.  An appropriate system size (>5 nm) and long enough sampling 
time are needed to allow the KB integrals converge with time and become unity in the bulk area. 
The changes of chemical potential with solution composition can be calculated from KB theory. 
However, the absolute chemical potential value is not directly available. 
 1.6 Kirkwood-Buff Derived Force Fields 
Because KB theory can play the role of a bridge between simulated data and 
experimental results, the quality of a force field in computer simulation can be evaluated by 
comparing the KB integrals and thermodynamic properties obtained from simulations to the KB 
integrals and thermodynamic properties from experiments. In addition, it is well known that the 
KB integrals are much more sensitive to the force field,
67,72
 especially the effective atomic 
charge parameters, than many other thermodynamic experimental data. Several tests using 
commonly available force fields showed problems in reproducing KB integrals from 
experiments,
77
 which indicated that it is necessary to build a optimized force field. Since the KB 
integral provide quantitative information concerning the interaction between a pair of 
components in solutions, it can be used as a target property to be reproduced in the 
parameterization procedure of a new force field.  
The development of the Kirkwood-Buff force field (KBFF) can be traced back to 2003 
and a list of recent publications for KBFF is shown in Table 1.2. The KBFF models are simple 
nonpolarizable classical force fields. The general approach in parameterization is to optimize the 
effective charge distributions on solute molecules, and the primary aim is to mimic condensed 
phase polarization effects by reproducing the KB integrals in the whole composition range. The 
details of an amines and carboxylic acid parameterization are shown in Chapter 2. Generally, the 
most effective charges on atoms can be determined with the help of the KB integrals, and the 
resulting force fields display a better performance than other common nonpolarizable force fields 
at the same level of computational expense
70-72,96,97
. Other parameters are similar to most existing 
force fields as discussed in section 1.4. For example, the bond parameters parameters are taken 
from the GROMOS96
98
. Since it is observed that some bias or limitation in reproducing the 
appropriate secondary structure of peptides or proteins has existed in common force fields
99-101
, 
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the torsional parameters are also modified in KBFF in order to provide accurate protein 
backbone Φ/Ψ potentials to represent the correct protein conformational distributions102. 
 
 
Table 1.2 KBFF Models developed to date 
Solute Relevant species in biomolecules 
Acetone
71
 Cosolvent 
Urea
72
 Cosolvent 
GdmCl
96
 Cosolvent, Arg 
NMA
77
 Asn, Gln, Peptide backbone 
Methanol
97
 Ser, Thr, Tyr 
Thiols, Sulfides
65
 Met, Cys, disulfide 
Alkali halides
67,70
 Cosolvent 
Pyrrole, Pyridine, Histidine
76
 Phe, Tyr, His, Trp 
Amines, Carboxylic acid Lys, Asp, Glu, termini 
Methyl acetate, Dimethyl Phosphate, 
Glycerol* 
Phosphates, lipids 
* in progress 
 
 
Some of the experiences or observations we learned in the development of KBFF 
parameters include
74
: the KBFF is able to reproduce not only the experimental KB integrals, but 
also the traditional solution properties (e.g. diffusion constant, relative permittivity) as well
72
; the 
KB integrals from both the experiments and simulations display significant uncertainty at the 
extremely low solute or solvent concentration; the properties of a solute and solvent in binary 
solutions affect the interactions between the solute and additional solutes (cosolvent) in ternary 
systems.
73,78,103
 
 1.7 Summary and Outline 
Computer simulations, molecular dynamics simulations in particular, have been 
extensively used in studying biological systems by providing information at the atomic level. 
20 
 
Kirkwood-Buff theory can be a helpful tool to interpret the thermodynamics and other properties 
of interested systems and quantify bulk solution and interfacial properties. Our long term aim is 
to establish a full biomolecular force field and to use it to study protein folding/unfolding or 
aggregation processes using KB theory, or fluctuation theory
75,104
, which is developed based on 
KB theory.  
In Chapter 2, KB theory is applied for the parameterization of a united atom 
nonpolarizable force field for amines and carboxylic acids suitable for modeling uncharged N-
termini and lysine residues, and the protonated states for the C-terminus, and both aspartic and 
glutamic acids, respectively. The parameters were developed to reproduce the experimental KB 
integrals as a function of solute mole fractions. Some other thermodynamic and physical 
properties of these solutions, for example, density, dielectric constants and diffusion coefficients, 
are also calculated. 
In Chapter 3, four ternary systems involving various solute molecules in urea aqueous 
solution are investigated using Kirkwood-Buff theory. Neo-pentane, benzene, glycine and 
methanol are chosen to represent different moieties in proteins, and are studied with the presence 
of urea, which is considered as a protein denaturant, over a wide solute and denaturant 
concentration range. KB theory is used to calculate the transfer free energy and preferential 
interactions on the molarity scale in order to understand the mechanism of urea cosolvent effect 
on proteins at the atomic level.  
The contribution from the vibrational partition function is investigated in Chapter 4. The 
vibrational partition functions are estimated to give a remarkablely large contribution for several 
processes in solution, including the free energy of solvation, protein folding, the enthalpy of 
mixing, and the enthalpy of vaporization. It is argued that these contributions have to be 
implicitly included in the classical force field parameterization.  
In Chapter 5, a brief summary and conclusion of present work is drawn. A short to-do list 
with a description of future improvements is also provided.   
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Chapter 2 - Kirkwood-Buff Derived Force Fields for Amines and 
Carboxylic Acid 
 2.1 Abstract 
 In our attempts to derive a extended full protein force field based on the Kirkwood-Buff 
(KB) theory of solutions, we present a force field for amines and carboxylic acids suitable for 
modeling uncharged N-terminus and lysine residues, the protonated states for the C-terminus, 
and both aspartic and glutamic acids, respectively. The parameters were developed to reproduce 
the composition dependent KB integrals obtained from an analysis of the experimental data 
(activities, densities, and compressibilities) for a variety of binary solution mixtures. The binary 
mixtures studies include: n-butylamine with both ethanol and n-propanol, 2-aminoethanol with 
water, and acetic acid with both methanol and benzene. The KB theory of solutions provides 
exact expressions which relate the thermodynamics of a solution mixture to the underlying 
distribution between the different species in solution. Other thermodynamic and physical 
properties of these solutions, including the density, dielectric constants, diffusion coefficient 
were also calculated.  
 2.2 Introduction 
The accuracy of a protein force field is the foundation of a successful simulation of large 
biomolecular systems. Therefore, the development and improvement of force field are very 
significant. Several protein force fields have been proposed in the last ten years,
1-3
 and the non-
polarizable force fields are dominant because of their high efficiency compared to the polarizable 
ones. However, they have some problems, for example, overestimation of solute-solute and 
solvent-solvent interactions,
4-6
 which could induce more serious errors of preferential 
interactions
7-9
 or other properties that have no available experimental data to compare with. And 
if being simulated for long enough time, aggregation or phase separation could happen 
spontaneously in fully miscible systems. 
4,10,11
 
The approximate description of electrostatic interactions is considered as one of the 
origins of these misbalanced interactions. The Coulomb partial atomic charge parameters, which 
are used to calculate the electrostatic interactions, are parts of the contributions to the heat of 
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vaporizations and densities,
12
 and for this reason, these two properties were used as target data in 
the force field parameterization.
13
 Meanwhile, some researchers have used computed QM 
electrostatic potential surfaces as the target data in parameterization to reproduce gas-phase 
electrostatic potentials of molecules.
14-17
 Some other researchers have noticed the misbalancing 
water-protein, water-water and protein-protein interaction energies in the condensed phase. 
Therefore, they have used computed QM data to reproduce them. However, these data are 
minimum-energy interaction distances and dimerization energies for small molecule-water 
dimers,
18
 and these force fields have showed varying degrees of divergences from experimental 
data of other properties. Under these circumstances, we build our protein force field based on KB 
theory.  
The KB theory of solutions provides exact expressions which relate the thermodynamics 
of a solution mixture to the underlying distribution between the different species in the 
solution.
19
 This is achieved via composition dependent integrals over the various pair distribution 
functions, known as Kirkwood-Buff integrals (Gij), which can be extracted from the 
experimental data, or from a simulation of a mixture at an appropriate composition. 
We have argued for using the experimental KB integrals as target data for the 
development of accurate force field parameters for simple solutes in water and other 
solvents.
10,20-22
 The advantages of this approach include high accuracy in the KB theory and the 
KB integral calculation, the use of data representing solution mixtures at finite concentrations, 
the sensitivity of the KB integrals to the force field parameters (especially effective partial 
atomic charges), and the access to changes in the solute activity with composition. The 
disadvantages involve the requirement of larger system sizes and simulation times to precisely 
determine the integrals and the inability to obtain the chemical potential.  
Based on KB theory, a protein force field has been developed using KB integrals as target 
properties. The models for acetone, urea, NaCl and guanidinium chloride have been built as 
cosolvents, while the models for amides, methanol, sulfides, and aromatics are used to mimic the 
amino acid side chains. In order to keep the consistency of the KB force field, the models of 
neutral amines and carboxylic acid are needed to mimic the uncharged N- and C- terminals of 
proteins. Therefore, five binary mixtures, including n-butylamine with both ethanol and n-
propanol, 2-aminoethanol with water, and acetic acid with both methanol and benzene, were 
studied in this work. N-butylamine, the smallest liquid amine at normal temperature and 
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pressure, was chosen to study the amino group, while the 2-aminoethanol and various solvents 
were used to test the transferability of the amino group in different molecules and solvents. The 
model for carboxyl group was tested in polar and nonpolar solvents. These organic molecules, 
ethanol, propanol, benzene, and methanol, were chosen as solvent instead of water, because of 
the solubility and ionization problems of n-butylamine and acetic acid.  
 2.3 Methods 
 2.3.1Kirkwood-Buff analysis  
The detailed Kirkwood-Buff (KB) theory is thoroughly described in Chapter 1. The KB 
integrals (KBIs) between the different solution components   
 VT 2ij ij
0
G 4 g r 1 r dr

      (2.1) 
express the thermodynamics properties of the solution mixture. Here Gij is the KB integral 
between species i and j,  VTijg r

is the corresponding radial distribution function (rdf) in the 
grand canonical (µVT) ensemble, and r is the distance between the centers of masses of the two 
molecules. The KBI could be determined from the simulation data in an NpT ensemble by 
assuming that  
 
R
NpT 2
ij ij
0
G 4 g r 1 r dr      (2.2) 
where R represents a correlation region within which the solution composition differs from the 
bulk composition. All rdfs are assumed to be unity beyond R. Schnell and his coworkers have 
declared that they derive exact expressions for finite-volume KB integrals, which scale linearly 
with inverse system size and converge much better than the traditional expressions.
23
 However, 
considering the good converge of rdf in these systems and the high computational cost of the 
new expressions, the new expressions show no obvious advantage over the traditional one in 
these systems. Therefore, the KB integrals were obtained from the traditional equation (2.2).  
For a binary solution consisting of solvent (1) and solute (2), the KB integral G11, G22 and 
G12=G21 can be used to define some thermodynamics quantities. The excess coordination 
numbers can be defined as Nij=ρjGij , where ρj=Nj/V is the number density of  j particles. The 
excess coordination number is able to help to avoid the inherent uncertainties in both 
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experimental and simulated Gij integrals at low j concentrations. A large positive value of Nij 
signifies an increase in the local distribution of j around a central i molecule above what is 
expected for a random distribution based on the bulk composition. This in turn can be interpreted 
as resulting from a net attraction between i and j molecules. 
The composition-dependent KBIs can be extracted from the corresponding experimental 
thermodynamic properties, for instance solvent activities, partial molar volumes and the solution 
compressibility used in the KB inversion procedure. The relationships used for the present work 
are
24
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(2.3) 
here КT is the isothermal compressibility, V is the partial molar volume, and µij represents 
derivatives of chemical potential (or molar activity), calculated by 
2 2
22 1
2 2T,P T,P
x
ln m ln x
    
       
    
 (2.4) 
where m2 and x2 are the molality and molar fraction of species 2, respectively. Therefore, the KB 
theory builds a bridge between measurable experimental data and the species distributions in 
solution, which can be quantified in terms of KBIs, and provides a good test of a particular force 
field. Our previous simulations and simulations done by others have indicated that quantitative 
information concerning the thermodynamics of solutions can be obtained from KB theory and 
NpT simulations. 
 2.3.2 Molecular dynamics simulation 
The different n-butylamine, 2-aminoethanol, and acetic acid solute solutions with either 
water, methanol, ethanol, propanol or benzene solvents were simulated by classical molecular 
dynamics techniques. The enhanced simple point charge water model (SPC/E) was used for 
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simulations in water.
25
 Other force field models were either developed here (n-butylamine, 2-
aminoethanol and acetic acid), or taken from previous work using a similar approach as 
presented here (methanol, ethanol, propanol and benzene).
20,26
 Butylamine systems were 
performed at 313 K and 1 atm, while all others were simulated at 300 K and 1 atm in an effort to 
match the experimental activity data.  The relaxation times for temperature and pressure were 0.1 
and 0.5 ps respectively using the weak coupling technique.  Lincs was used to constrain all 
bonds, allowing a 2 fs time step for integration of the equations of motion. The Particle Mesh 
Ewald (PME) approach was used for all electrostatic interactions and twin range cutoffs of 1.0 
and 1.5 nm were employed for the Coulomb and VDW interactions, respectively. The initial 
configurations were generated by random placement of molecules into a cubic box of length 10 
nm.  All simulation times were 15 ns in length, and the final 14 ns were used to calculate 
ensemble averages. Diffusion constants were calculated by the mean-square fluctuation 
approach
27
. The excess enthalpy of mixing (ΔHm) was determined using an established 
procedure which used the average potential energies and the energies from the pure solute and 
solvent molecules.
28
  
 2.3.3 Parameter development 
Bonded interactions in terms of bond lengths, angles and dihedrals are determined by the 
experimental geometry. Nonbonded interactions were described by the Lennard-Jones 6-12 
potential and a Coulomb potential. The σ and ε parameters and force constant for the bonded 
terms used in the simulations were taken from GROMOS force field.
29
 The effective solution 
partial atomic charges in amino and carboxyl groups used in the Coulomb potential were 
parameterized to reproduce the KBIs of binary mixtures from experimental data.
30-38
 The final 
force field parameters are displayed in Tables 2.1, 2.2, and 2.3. 
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Table 2.1  Final L-J Nonbonded Parameters. 
atoms Ɛ(kJ/mol) σ(nm) Ref 
CH3 0.8672 0.3748 
29
 
CH2 0.4105 0.4070 
29
 
C 0.3300 0.3360 
10
 
H 0.0880 0.1580 
10
 
N 0.5620 0.3370 
39
 
O(sp
3
) 0.6506 0.3192 
20
 
O(sp
2
) 0.5600 0.3100 
10
 
 
 
 
 
Table 2.2  Final Effective Partial Atomic Charges  
Compound Atoms Ref 
n-butylamine CH3(0.00) CH2(0.00) N(-0.90) 
H(0.45) 
This work 
Ethanol CH3(0.00) CH2(0.00) O(-0.82) 
H(0.52) 
20
 
n-propanol CH3(0.00) CH2(0.00) O(-0.82) 
H(0.52) 
20
 
2-Aminoethanol 
H(0.52) O(-0.82) CH2(0.30) 
20
 
CH2(0.20) N(-0.90) H(0.35) This work 
Water O(-0.8467) H(0.4238) 
25
 
Acetic Acid 
CH3(0.00) C(0.62) H(0.55) 
This work 
O(sp
2
) (-0.55) O(sp
3
)(-0.62) 
Benzene C(-0.13) H(0.13) 
26
 
Methanol CH3(0.30) O(-0.82) H(0.52) 
20
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Table 2.3  Dihedral Force Field Parameters 
atom 
Force 
constant 
Multiplicity 
Ref 
kϕ(kJ mol
-1
) n 
CH2-CH2-N-H 1.75 3 
13
 
 
-0.75 1 
13
 
CH2-CH2-CH2-N 0.50 2 
13
 
 
8.50 3 
13
 
 
27.0 1 This work 
N-CH2-CH2-O 0.5 2 
13 
 
8.5 3 13 
CH3-CH2-CH2-CH2 
-0.25 1 
13
 
-0.50 2 
13
 
7.25 3 
13
 
CH2-CH2-O-H 
0.75 1 
13
 
0.50 2 
13
 
3.00 3 
13
 
CH3-C-O-H 
4.25 1 
13
 
-20.00 2 
13
 
*The phase shift for all the molecules are 0.00. 
 
  
 2.4 Results and Discussion 
 2.4.1 n-Butylamine (a) + Ethanol (e)/n-Butylamine (a) + n-Propanol (p) 
In order to model neutral amines, we have focused on a single linear amine for which 
experimental data could be found. The partial atomic charges on the amino groups were varied 
until a charge distribution that could reproduce the target experimental data was obtained.  The 
center-of-mass radial distribution functions (COM rdfs) for n-butylamine mixture with both 
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ethanol and n-propanol are shown in Figure 2.1. As would be expected for these two similar 
systems, the COM rdfs displayed similar positions for the maxima and minima, and all rdfs were 
essentially unity beyond 1.5 nm. The first maxima increased slightly with the solute mole 
fraction.  The only small difference between these two systems is that the first solvent-solvent 
solvation shell increased more significantly and appeared at shorter distance for ethanol system 
than for n-propanol system due to the smaller volume of ethanol molecules. This suggests an 
increasing degree of solvent self-association with increasing n-butylamine mole fraction.  
 
 
Figure 2.1  Center-of-mass radial distribution functions (g) as a function of distance for n-
butylamine (a) with ethanol (e) (left) and n-propanol (p) (right) at 313K and 1atm. The 
legends correspond to mole fractions of n-butylamine. 
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The simulated and experimental excess coordination numbers as a function of n-
butylamine mole fraction for both systems are displayed in Figure 2.2. The simulated results 
quantitatively reproduced the experimental data over the whole composition range, especially for 
ethanol system. The butylamine-butylamine excess coordination numbers decreased, while the 
butylamine-ethanol (or propanol) and ethanol-ethanol (or propanol-propanol) excess 
coordination numbers increased with the increasing butylamine mole fraction, which showed the 
same trend as in experimental data. This indicated that the changes in molecule distributions 
determine the solution behavior to a large extent. 
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Figure 2.2 Excess coordination numbers (N) as a function of n-butylamine mole fraction in 
n-butylamine (a) with ethanol (e) (left) and n-propanol (p) (right) systems at 313K and 
1atm. Lines represent the experimental data, dots are the simulation results and error bars 
show the standard deviation between multiple 5 ns block averages.  
 
 
 
 
The KBFF models were designed to reproduce solution properties, particularly the 
experimental KB integrals (or excess coordination numbers). However, these models have been 
reported with the ability to reproduce other properties of solution mixtures and pure liquids. 
Therefore, we used the KBFF models to calculate the experimental diffusion coefficient (D), 
relative permittivity (ε), enthalpy of mixing (ΔHm) and compared the results with experimental 
data if available.   
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Figure 2.3 Diffusion constants (D, 10
-9
m
2
/s) as a function of n-butylamine mole fraction in 
n-butylamine (a) with ethanol (e) (top) and propanol (p) (bottom) systems.  
 
 
 
 
The diffusion constants for both the solute and solvent, which were calculated using the 
mean square fluctuation approach, are displayed in Figure 2.3. They exhibited the similar smooth 
expected trends with composition. However, experimental results for these systems were 
unavailable. The relative permitivities for both systems, calculated from the dipole moment 
fluctuations, are displayed in Figure 2.4. The dielectric constants for n-butylamine and ethanol 
system decreased with the increasing n-butylamine mole fraction. Considering the fluctuation, 
which is shown as large error bars in the figure, the dielectric constant for n-butylamine and n-
propanol did not change much with the n-butylamine mole fraction. Again, experimental data for 
mixtures are unavailable. 
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Figure 2.4 Relative permittivities as a function of n-butylamine mole fraction in n-
butylamine (a) with ethanol (e) (top) and n-propanol (p) (bottom) systems. 
 
 
 
 2.4.2 2-Aminoethanol (a) + Water (w) 
In order to model some residues with polar side chains, e.g. serine, we performed 
simulations of 2-aminoethanol originally using the same amino charges as used for n-
butylamine. However, it was not possible to accurately fit the experimental data with this 
restriction. This is probably due to the close vicinity of two polar groups in the molecule, which 
can then significantly polarize each other. Hence, a new set of amino charges were developed for 
the 2-aminoethanol mixtures with water. The COM rdfs and excess coordination numbers 
compared with experimental data are presented in Figure 2.5 and 2.6. 
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Figure 2.5  Center-of-mass radial distribution function (g) as a function of distance for 2-
aminoethanol (a) with water (w) at 300K and 1atm. The legends correspond to mole 
fractions of 2-aminoethanol. 
 
The solvent-solvent rdfs shows sharp peaks around 0.28nm. The peaks increased with 
increasing 2-aminoethanol composition, while the valley decreased and slightly shifted to a 
larger distance. The same structural patterns were obtained in Gubskaya and Kusalik’s work.40 
They performed molecular dynamics simulation to study 2-aminoethanol structure in aqueous 
solution using OPLS-based potential models, and explained this as a small tendency of water 
molecule association in aminoethanol-rich mixtures. The maxima of aminoethanol-aminoethanol 
and aminoethanol-water rdfs increased a little when the aminoethanol composition increased, 
and did not show any remarkable shift with the increased aminoethanol composition, which 
means the aminoethanol-aminoethanol and aminoethanol-water structures are not affected 
greatly by the aminoethanol concentration. 
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Figure 2.6  Excess coordination numbers (N) as a function of 2-aminoethanol mole fraction 
in 2-aminoethanol (a) and water (w) system at 300K and 1atm. Lines represent the 
experimental data, dots are the simulation results and error bars show the standard 
deviation between multiple 5 ns block averages. 
 
 
 
 
Figure 2.6 showed that our 2-aminoethanol model with SPC/E water model perfectly 
reproduced the experimental excess coordination numbers, especially for aminoethanol-
aminoethanol interactions. The aminoethanol-aminoethanol and aminoethanol-water excess 
coordination numbers changed very slightly with the increasing aminoethanol concentration in 
the aminoethanol-rich mixture, which indicated that 2-aminoethanol did not show obvious 
preference for self association in the whole concentration range. This is in an agreement with 
Gubskaya’s conclusion.  KB integral for 2-aminoethanol system (not shown), where these excess 
coordination numbers were calculated from, should be mentioned here. Matteoli and Lepori did 
40 
 
an analysis through the Kirkwood Buff integrals for organic solutes including 2-aminoethanol,
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and their result of KB integrals exhibited a subtle difference from ours in very high or low 
aminoethanol composition. This is probably due to the experimental accuracy at extreme high or 
low concentration, and the different experimental data or KB inverse fitting procedure we use.  
 
 
Figure 2.7  Diffusion constants (D, 10
-9
m
2
/s) as a function of 2-aminoethanol mole fraction 
in 2-aminoethanol and water system.  
 
 
 
 
The diffusion constants for both the aminoethanol and water for 2-aminoethal-water 
system are displayed in Figure 2.7. They exhibited the similar smooth expected trends with 
composition. Unfortunately, we could not find any appropriate mixture experimental data for 
comparison. Our results show the same scale as Gubskaya’s simulated results, but a smaller 
range. The relative permitivities are displayed in Figure 2.8. The dielectric constants for system 
decreased when 2-aminoethanol composition increased in the whole concentration range. 
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Figure 2.8  Relative permittivities as a function of 2-aminoethanol mole fraction in 2-
aminoethanol (a) and water (w) system. 
 
 
 
Figure 2.9 2-Aminoethanol (N-C-C-O) gauche fraction as a function of 2-aminoethanol 
mole fraction in 2-aminoethanol (a) and water (w) system. Lines represent the 
experimental data, and dots are from our simulation results. 
 
 
 
 
Besides the effective partial atomic charges, the dihedral parameter in aminoethanol (N-
C-C-O) was also adjusted in order to reproduce the conformation trans/gauche preferences from 
the experimental NMR spectra.
33
 The conformational characteristics of 2-aminoethanol were 
calculated in its aqueous mixtures. Compared with the results of Gubskaya’s study with OPLS-
42 
 
based potential model
40
, which provided almost 100% gauche conformation in high and very low 
aminoethanol concentration, our model gave a smoother conformational change and was closer 
to the NMR spectra result at low concentrations, which suggests our model has a large 
improvement in the conformational preference study. 
 2.4.3 Acetic acid (a) + Benzene (b) / Acetic acid (a) +Methanol (m)  
In order to model protonated carboxylic acid, we focused on acetic acid and mixtures of 
this acid in two different solvent environments. We avoided water as a solvent in order to 
eliminate pH effects. Binary mixtures of acetic acid with both methanol and benzene have been 
performed. The radial distribution functions are displayed in Figure 2.10.  
 
 
Figure 2.10 Center-of-mass radial distribution functions (g) as a function of distance for 
acetic acid (a) with benzene (b) (left) and methanol (m) (right) at 300K and 1atm.  The 
legends correspond to mole fractions of acetic acid. 
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Different from before, acetic acid and benzene showed a higher second peak in the 
benzene-benzene COM rdfs, and the first and second peaks were decreased dramatically with 
increasing acetic acid composition. However, in acetic acid and methanol system, the second 
peaks of methanol-methanol COM rdfs were shorter and broader than the first one. Comparing 
these two systems, the methanol-methanol COM rdf peaks were observed in much closer 
distances and showed much shorter than the benzene-benzene ones, while the acetic acid-
methanol COM rdf peaks were also observed in closer distances, but higher than acetic acid-
benzene ones. These could be explained in terms of smaller molecular radius of methanol than 
that of benzene, and the strong hydrogen bonding interaction and polar-polar interaction which 
existed between acetic acid and methanol rather than benzene.   
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Figure 2.11 Excess coordination numbers (N) as a function of acetic acid mole fraction in 
acetic acid (a) with benzene (b) (left) and methanol (m) (right) system at 300K and 1atm. 
Lines represent the experimental data, dots are the simulation results and error bars show 
the standard deviation between multiple 5 ns block average. 
 
 
 
 
The excess coordination numbers of both the two acetic acid systems are shown in Figure 
2.11. It can be seen that our model has quantitatively reproduced those experimental results, and 
the acetic acid-methanol model system worked well. All excess coordination numbers changed 
linearly with acetic acid composition within the entire concentration range. The most obvious 
difference between these two systems was that the acetic acid-acetic acid excess coordination 
number was positive in the acetic acid-rich benzene solution, but negative in methanol solution, 
which suggested the acetic acid self-association in the former, but not in the latter. Another 
difference was that the acetic acid-benzene excess coordination number was decreased, whereas 
45 
 
acetic acid-methanol one was increased, which indicated that acetic acid molecules prefer to 
interact with methanol rather than benzene. 
 
 
Figure 2.12 Diffusion constants (D, 10
-9
m
2
/s) as a function of acetic acid mole fraction in 
acetic acid (a) with benzene (b) (top) and methanol (m) (bottom) systems. 
 
 
 
 
 
The diffusion constants for acetic acid with two different solvents are displayed in Figure 
2.12. They seemed to be similar to each other, although methanol showed a larger drop than 
benzene with acetic acid. The relative permitivities for these two systems are displayed in Figure 
2.13, and they showed opposite changes with increasing acetic acid composition. The dielectric 
constants for and benzene system was increased, whereas methanol system was decreased. 
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However, the permitivities of the system with methanol was still larger than that with benzene. 
These could be easily explained as the pure methanol had a much higher permittivity than 
benzene, and the value of acetic acid exists between them. 
 
Figure 2.13 Relative permittivities as a function of acetic acid mole fraction in acetic acid 
(a) with benzene (b) (top) and methanol (m) (bottom) systems. 
 
 
 
 
 
 2.4.4 Pure liquid properties and enthalpy of mixing 
Table 2.4 shows the experimental and simulated density, enthalpy of vaporization, 
isothermal compressibility, relative permitivities, and self-diffusion constant for the solutes in 
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these systems. All of the simulated density values were in agreement with experiments. The 
enthalpy of vaporization was calculated for the pure liquids according to  
 l gtot int ra
vap
E E
H RT
N
 
    (2.5) 
where E
l
tot and E
g
intra are the potential energy and intramolecular potential energy of the 
molecules in the liquid phase and in the gas phase, respectively, and we assumed that the 
intramolecular potential in the gas phase was the same as that in the liquid phase. In table 2.4, the 
simulated results acceptably agreed with the experiments. It is worthy to point that the enthalpy 
of dimerization of 2-aminoethanol was deduced from the result of equation (2.5) since the most 
part of 2-aminoethanol molecules exist as a dimer in gas phase. As expected, a large deviation 
exists between experimental and simulated enthalpy of vaporization, and it is because the 
induced dipole moments are changed from liquid phase to gas phase, while we only focus on the 
liquid phase. A polarization correction has to be applied if enthalpy of vaporization needs to be 
reproduced.   
 
 
Table 2.4 Comparison of experimental and simulated pure liquid properties from the 
KBFF models of n-Butylamine, 2-Aminoethanol and Acetic acid 
  
ρ(g/cm3) ΔvapH 
(kJ/mol) 
К (105bar-1) D (10-9 m2/s) ε 
  
Exp Sim Exp Sim Exp Sim Exp Sim Exp Sim 
n-Butylamine 0.733
42
 0.752 35.7
43
 48.3 12.6
44
 8.8 0.96
45
 1.35 4.2
46
 9.6 
2-Aminoethanol 1.018
47
 0.926 64.0
48
 88.9 3.8
49
 5.9 
 
0.50 26.0
50
 28.8 
Acetic Acid 1.044
38
 1.000 23.4
51
 20.5 7.0
52
 8.3 1.25
53
 0.77 6.6
54
 8.7 
 
 
The excess enthalpies of mixing for the range of mixtures described here are calculated 
by 
E 0 0sol
mix 1 1 2 2
H
H x H x H
N
     (2.6) 
and provided in Figure 2.14. As it shows, our simulating model reasonably agrees with the 
experimental results. The 2-aminoethanol model worked best, and acetic acid and n-butylamine 
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models qualitatively reproduced the same trend and the same scale as experimental data. The 
comparison with experimental results indicates that the mixtures with ethanol are too 
unfavorable, while the mixtures with n-propanol are too favorable. 
 
 
 
Figure 2.14 Excess enthalpy of mixing (ΔHm, kJ/mol) as a function of cosolvent (1) mole 
fraction in different solvent systems shown in different colors. Lines represent the 
experimental data, dots and error bars are from our simulation results. 
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 2.5 Conclusion 
We have developed new models for neutral amines and protonated carboxylic acids to 
use in a complete protein force field.  The parameters were developed using the KB theory of 
solution mixtures and it provides an alternative to more traditional approaches. The results 
obtained here appear to be reasonable in comparison to the results obtained from other solute 
force fields
55,56
. 
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Chapter 3 - Urea Cosolvent Effects Using Kirkwood-Buff Theory 
 3.1 Abstract 
Adding a protein denaturant is widely used to change protein conformational stability in 
aqueous solutions. In this study, the cosolvent effect on peptide aggregation is investigated by 
molecular dynamics simulations. Urea is chosen as the cosolvent and several small solute 
molecules are used as simple models of amino acid side chains. Neo-pentane, benzene, methanol 
are selected to mimic the hydrocarbon aliphatic, aromatic and amphiphilic moieties, respectively. 
Moreover, glycine, which is the simplest amino acid, is used to study the urea-zwitterionic amino 
acid interactions. The molecular distribution changes with the concentrations of solute and 
cosolvent were obtained and analyzed by Kirkwood-Buff (KB) theory. The chemical potential 
derivatives to the cosolvent concentrations were calculated in molarity scale. Four solutes 
displayed large differences in solvation shells and preferential interactions. All these results 
indicate that KB theory could be used to describe the intermolecular interactions in the ternary 
systems, qualitatively and quantitatively.     
 3.2 Introduction 
 3.2.1 General information of denaturant 
Protein denaturation is significant for understanding the physical nature of protein 
folding. As mentioned in Chapter 1, adding a cosolvent is a direct and widely used method to 
change the stability of protein in aqueous environment. A cosolvent is defined as small 
molecules which are different from the primary solvent-water in a mixed system.
1
 According to 
their different effects on protein stability, they can be divided into two categories: protecting 
cosolvents and denaturing cosolvents. A protecting cosolvent, osmolyte, is known to stabilize 
protein native structure, e.g. polyols, some amino acids, TMAO, and sugars, while a denaturing 
cosolvent, denaturant, can shift the protein folded state toward the unfolded state and increase 
protein solubility in water, e.g. urea and guanidinium chloride (GdmCl).
2-7
 Furthermore, the 
protein conformational change due to the addition of denaturant could have an effect on protein 
aggregation behavior.
8,9
 Therefore, understanding the molecular interactions between the protein, 
cosolvent and water at molecular as well as atomic level appears to be of greater importance. 
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 A large number of experiments have been performed to gather information about protein, 
cosolvent and solvent structure.
10-14
 However, these experiments have displayed some molecule 
limitations or low resolution problems,
15-17
 and they are unable to give detailed descriptions and 
interpretations about the preferential binding effects between different components. On the other 
hand, computer simulations show an obvious advantage to provide distinct insight into the 
protein folding/unfolding process which may occur in the cell, and the numeric calculations 
performed in molecular dynamics could bring us not only dynamic folding details, but also the 
intermolecular interaction information.  
Urea is a widely used protein denaturant. Compared to GdmCl, which has the stronger 
protein destabilizing ability,
18
 urea has its special features: it is the only organic denaturant to 
induce protein into random coil states
19
 and it is accumulated in high concentrations in several 
species, for example, in mammalian renal medulla, marine elasmobranches, and amphibians,
20-22
 
and it is extensively used for agriculture production. Therefore, the protein denaturation 
mechanism caused by urea attracts worldwide attention. However, after being studied over 
hundred years, it still remains unclear. Two ideas are popular at present: the direct and indirect 
mechanisms. In the direct mechanism, urea directly interacts with the protein, destabilizing the 
native state consequently.
23
 In the indirect mechanism, urea molecules modify the hydrogen-
bonded structure of water first and then weakens the protein-stabilizing hydrophobic effect.
24
 
Both of these two mechanisms have a large amount of supporting data,
25-34
 and neither of them is 
dominant or completely convincing.  
 3.2.2 Experimental study of urea denaturation behavior 
In order to study the mechanism of urea denaturation, innumerable experiments have 
been performed during the recent years. For example, x-ray diffraction, nuclear magnetic 
resonance (NMR), and neutron scattering are used to figure out the solvent structure at the 
atomic level, and isothermal titration calorimetry, vapor–pressure absorption isotherm 
experiments are used to measure the thermodynamic properties of the solution.
10-17
 Here we 
briefly review some of the models that some researchers have built based on experimental data to 
explain the cosolvent effect of urea.   
 3.2.2.1 Local-bulk domain model 
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Timasheff proposed a two-domain model in 1972.
35
 In this model, the protein solution is 
divided into a local domain surrounding each protein molecule and a bulk domain. Generally, the 
composition of the local domain differs from that of the bulk domain because of the different 
interactions between protein-cosolvent and protein-water. Record Jr et al. completed this model 
in 1995.
36
 They characterized these differences by a molal-scale local-bulk partition coefficient 
and interpreted the ratios of m-values to the protein surface area changes using an analysis on the 
basis of the partition coefficient which quantitatively describes the thermodynamic consequences 
of weak interactions between cosolvent-protein surfaces compared to interactions between water-
protein surfaces.  However, using current experiment techniques, it is usually difficult to measure 
changes in the solution composition passing through one or more solvation shells.  
 3.2.2.2 Binding or exchange models 
In the early 1990’s the binding or exchange models were built as an attempt to interpret 
the complicated behavior of the stability and preferential interaction of protein in mixed 
solvents.
23,37
 In these models, the surface of a protein is divided into a denumerable set of 
independent and similar binding sites and these sites are bound or occupied by the cosolvent or 
water molecules. The number of binding sites of a protein in both folded and unfolded states are 
estimated from the experiment calorimetric data, and other thermodynamic properties, including 
free energy, enthalpy, entropy, and heat capacity effect of binding, could also be obtained 
through these models.
38
 However, the determination of a series of independent identical binding 
sites and the heterogeneous nature due to the conformational freedom of proteins make these 
models infeasible in computer simulations. 
 3.2.2.3 Preferential interaction and preferential binding 
Timashiff gave a complete definition of preferential interaction and summarized its 
application on modulating biochemical reactions and biological processes in 1998.
1
 Preferential 
interaction means competition between cosolvent and water. When a protein and cosolvent 
molecules are coexisting in an aqueous solution, one could perturb the chemical potential of the 
other, and the perturbation, the chemical potential derivative to the concentration, is defined as 
the preferential interaction parameter   
 
2
23 2 3 T,P,m
m       (3.1) 
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   
3
32 3 2 T,P,m
m     (3.2) 
where the subscripts are designated 1 as water, 2 as protein, and 3 as cosolvent. It should be 
mentioned that here mi is the concentration of component i in molality scale. The thermodynamic 
equilibrium of the system would be disturbed by adding a protein or cosolvent molecules, 
showing as a non-zero µ32 or µ23. In order to restore the equilibrium, the cosolvent has to be 
added or removed from the vicinity of the protein, and this quantity, which expresses the 
interactions of the protein with cosolvent, is defined as preferential binding parameter 
1 3
3
23
2 T, ,
m
m
 
 
   
 
 (3.3) 
A positive Γ23, which is usually shown for protein denaturants, means a significant affinity for 
cosolvent molecules and protein prefers to bind with them and a negative Γ23, which is usually 
shown for protecting osmolytes, means essentially protein has no affinity for cosolvent 
molecules and it predominantly contacts with water molecules.
39
 These preferential interaction 
and preferential binding parameters could be obtained experimentally from equilibrium 
techniques, for example, dialysis equilibrium, isopiestic equilibrium, light scattering, X-ray 
scattering, or sedimentation equilibrium.
40-43
 For molecular dynamics simulations, it could also 
be calculated through KB theory from radial distribution functions.
39
  
 3.2.2.4 Gibbs transfer free energy model 
For more than 50 years, the Gibbs transfer free energy model has provided insight into 
protein folding principles.
44-48
 In this model, total interactions between protein and cosolvent or 
water can be considered as the sum of all interactions between different parts of protein and 
cosolvent or water. Obviously, one of the major weaknesses of this model is the basic 
assumption that all of the transfer free energies of the amino acid side chains and the peptide 
backbone are additive. A number of studies have been performed to test the additivity, and much 
of the data support that the additivity occurs to a significant extent.
49-54
 Besides the assumption, 
another approximation could affect the accuracy of this model. Instead of activities, 
concentrations are used to determine the transfer free energy, due to the difficulty to evaluate the 
activity coefficients for ternary systems.
55-57
 Despite these assumptions and approximations, 
transfer free energy model has played a significant role in developing the concept of hydrophobic 
interactions and understanding the cosolvent effect on protein stability.
51,58-60
 Bolen et al. used 
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cyclic glycylglycine, zwitterionic glycine peptides, and N-acetylglycine amide peptides as 
models for the peptide backbone of proteins, and tested the free energy change of transferring 
them from water to 1M concentrations of various denaturants, including trimethylamine-N-
oxide, sarcosine, betaine, proline, glycerol, sortibol, sucrose, trehalose, and urea. Their 
experimental results showed that, with careful design of model compounds, proper execution of 
experiments and neglect of activity coefficients, a transfer free energy of the peptide backbone 
exhibited additivity, was independent of chemical model used, and was independent of the 
choice of concentration scale.
50
  
 3.2.3 Computational study of urea denaturation behavior 
 3.2.3.1 Previous calculations from free energy change 
Preferential interactions between urea and protein are defined as the derivatives of the 
chemical potential of the solute to the urea concentration or activity.
1
 Hence, the chemical 
potential changes and their corresponding derivatives are easily and usually chosen as the 
starting point to study preferential interactions. Previously, they were determined by particle 
insertion (PI) or thermodynamic integration (TI) techniques. 
PI technique is a direct and widely used method to calculate chemical potential based on 
the thermodynamic identities with a large number of N particles: 
  N 1 N N N 1exp Q Q Q Q     (3.4) 
where QN is the partition function for N particles, and this is valid in both NVT and NpT 
ensembles. The excess chemical potential is defined as ex id   .61 Adding a particle to the 
system randomly would induce a potential energy change and a volume fluctuation. Therefore, 
 
1ex
Bk T ln V V exp U
    
 
 (3.5) 
where ΔU is the change in energy upon insertion of the particle and V is the volume of the 
system.
62,63
 However, PI calculation shows a serious limit that it only works well for small 
molecules at reasonable concentrations. 
 TI is another technique to calculate the free energy change, and it can be used for large 
molecules at high concentrations. The change of the system from state A to state B is described 
using a hybrid potential  
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       N N NA BU r , 1 U r U r     (3.6) 
where U is the potential of the system in corresponding states, r
N
 is the coordinates of  N 
particles in the system, and λ is a coupling parameter, varied from 0 to 1.64,65 The free energy 
change from state A to state B could be calculated from  
i i
1
0
i
G U d U
 
         (3.7) 
Here the canonical average 
i
U

  is equal to 
i
U

 which is provided the hybrid potential 
energy function  NU r , , linear in λ in equation (3.8). The major problem of TI calculation is 
the lack of precision and as a result it cannot be used to study the cosolvent effect on protein 
stability.   
 3.2.3.2 Kirkwood-Buff theory application to preferential interactions 
Numbers of molecular dynamics simulations have been performed to study protein 
denaturation by urea.
90-93
 Garcia et al. was the first group to calculate the changes in the 
preferential interaction coefficient of protein upon urea denaturation using the two-domain 
model
35
. They used a designed 20-residue Trp-cage miniprotein as a model system and examined 
the contributions from the backbone and side-chain groups over a wide range of urea 
concentration. In their results, the side-chain contribution was found to dominate in the increase 
of preferential interaction upon unfolding.
33,94
 
Due to the difficulty of calculating the free energy change, a good method is really 
needed to quantify the preferential interactions. In the recent 10 years with the rapid 
development of computational power, analysis of preferential interactions using KB theory has 
shown a considerable increase in interest. In 2004, Shimizu et al. have calculated hydration 
changes for allosteric transitions and ligand binding through KB theory, and clarifies the 
relationship between osmotic and volumetric analysis.
66,67
 In the next year, preferential 
interactions were expressed in terms of KB integrals by Schurr’s group, and they were used to 
develop some simple models for the protein-cosolvent interactions.
68
 Shulgin and co-workers 
have used KB theory to determine the excess or deficiency of water around several proteins with 
both protein protecting osmolytes and denaturants.
69
  In 2006, Schellman compared the results 
from KB theory to the corresponding data obtained from thermodynamic binding models, and 
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were able to get a good agreement.
70
 Our own group has studied to understand preferential 
interaction using KB theory for more than a decade, built a complete connection between 
simulated results and experimental thermodynamic data,
71
 developed a model of cosolvent 
effects,
72
 and derived the preferential interaction parameters for open, semi-open, and closed 
ensembles in terms of KB integrals.
73
 
 3.2.4 What next? 
As shown above, although various methods are available to study cosolvent effects in 
biomolecular systems, the accurate detailed information at the atomic level is still required to 
describe and explain the real mechanism and thermodynamic properties. Because Kirkwood-
Buff (KB) theory is an exact theory of solutions which plays a role in bridging both atomic 
details and the bulk thermodynamic properties, we use it as an effective tool to investigate the 
urea denaturation mechanism. 
In this study, the cosolvent effect on peptide aggregation is investigated by molecular 
dynamics simulations. Urea is chosen as the cosolvent and several small solute molecules are 
used as simple models of amino acid side chains. Neo-pentane, benzene, and methanol are 
selected to mimic the hydrocarbon aliphatic, aromatic and amphiphilic moieties, respectively. 
Moreover, glycine, which is the simplest amino acid, is used to study the urea-zwitterionic amino 
acid interactions. The molecular distribution changes with the concentrations of solute and 
cosolvent were obtained and analyzed by Kirkwood-Buff (KB) theory. The chemical potential 
derivatives to the cosolvent concentrations and the coordination numbers in various solvation 
shells were also calculated. 
 3.3 Theory 
 3.3.1 Kirkwood-Buff theory 
As described in detail at Chapter 1, KB theory has provided numerous thermodynamic 
properties of a solution mixture in terms of the KB integrals 
 VT 2ij ij
0
G 4 g r 1 r dr

      (3.8) 
where Gij is the KB integral between species i and j in the solution mixture, gij is the 
corresponding radial distribution function (rdf) in the µVT ensemble, and r is the distance from 
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the center of mass to another center of mass. KB integrals were calculated from simulation data 
in the NpT ensemble based on the assumption 
   
R
NpT 2
ij ij
0
G R 4 g r 1 r dr      (3.9) 
where R defines a correlation region beyond which all rdfs are shown to be unity. This means the 
solution composition is the same as the bulk composition. Excess coordination numbers in KB 
theory, which describes local molecular distribution, can be obtained from 
ij j ijN G   (3.10) 
where a positive (or negative) Nij indicates an excess (or depletion) of species j in the vicinity of 
species i over a random distribution. 
The ternary system, which is more complicated than binary system, shows numerous 
interesting effects, including the cosolvent denaturation. In any system, we have 
i i
i
water water
n
m
n

 

 (3.11) 
i
i
n
V
   (3.12) 
where mi is the species molality, ρi is the number density, and ni is the number of molecules of  i 
in the volume V. 
 3.3.2 Transfer free energy calculations 
 
Figure 3.1 The process of transferring a particle from a fixed position in aqueous solution 
to a fixed position in a cosolvent solution  
S S
 
 
 
In the latter part of Chapter 3, the subscripts 1, 2, and 3 refer to water as primary solvent, 
several small solutes which represents different parts of proteins and urea as a cosolvent, 
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respectively.  The transferring process used by Ben-Naim is shown in Figure 3.1.
74
 A solute S is 
moving from a fixed position in aqueous solution to a fixed position in cosolvent solution. µ
*
 is 
referred to as pseudo-chemical potential (PCP), and the transfer free energy change at constant 
pressure P and temperature T is given by the difference in PCP’s 
   * * *tr 2 2 3 2 2G , ,0        (3.13) 
It is worthy to mention that this is for fixed positions in each solution. Compared with 
experimental results, we note that  
 o o2 2,c 2,c 2 2ln c / c      
* 3
2 2 2ln     
(3.14) 
where γ is activity coefficient, c is molecular concentration in molarity, and Λ refers to the 
thermal de Broglie wavelength of the species. Therefore, 
2,c* o
2 2,c 3 o
2 2
ln
c
 
     
 
 (3.15) 
where µ
o
2,C is the standard chemical potential and varies with ρ3.  
When ρ2 is close to zero, γ2, C would be close to 1. Hence, 
 *, o 3 o2 2,c 2 2ln c      (3.16) 
which is to say βµo2,c is equal to pseudo-chemical potential term at infinitely diluted condition 
and it is a constant. Consequently, 
       *, *, *, o otr 2 3 2 2,c 3 2,cG 0 0
            (3.17) 
Here we should note that this is only true for µ
o
2,C on the molarity scale. Furthermore  
o*, *,
2,ctr 2
3 3 3
G    
 
  
 (3.18) 
 3.3.3 Application of KB theory to ternary solution 
From KB theory for ternary mixtures,
39,75,76
 the solute molecule PCP’s change could be 
calculated by  
*
2 22 2 23 3d d d        (3.19) 
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where the preferential binding parameter, Γ23, in terms of KB integrals can be obtained from 
 23 3 23 21G G     (3.20) 
 22 2 22 21G G     (3.21) 
 From equation (3.19), we are able to deduce the following equation 
*
32 2
22 23
3 3 3T,P T,P
      
       
       
3 32
22 23
3 3 3
m
m m
  
   
   
 (3.22) 
The KB theory for ternary system provided us 
 
3
3 1 3
m 1
1


  
 (3.23) 
2 1 1
3 123
A
m
 

 
 (3.24) 
3 12
3 3 123
1
m m
 

 
 (3.25) 
where a set of variables are defined as
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 i i ii jk ij ikA 1 G G G G      (3.26) 
   ij i j j i i jj ij j ii ijA A 1 N N 1 N N            (3.27) 
123 1 2 3 2 1 3 3 1 2A A A A A A      (3.28) 
   1 2 33 13 2 1 33 23
3
123
A 1 N N A 1 N N
1
     
 

 (3.29) 
Substituting these equations back, we are able to get 
     
32 2 1 1
23
3 3 3 123 3 1 2 33 13 2 1 33 23
m A A1
m 1 A 1 N N A 1 N N
 
      
          
 (3.30) 
   
3 1 2 2 1
33
3 3 1 2 33 13 2 1 33 23
A A1
A 1 N N A 1 N N
  
  
       
 (3.31) 
And in a similar way, 
   
1 3 3 1
22
2 1 3 22 12 3 1 22 32
A A1
A 1 N N A 1 N N
 
 
      
 (3.32) 
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   
1
23
1 3 22 12 3 1 22 32
A
A 1 N N A 1 N N
  
     
 (3.33) 
In short, the derivation of transfer free energy change to the cosolvent concentration can be 
shown clearly as  
* *
tr 2
22 23 23 33
3 3
G 
     
 
 (3.34) 
 3.4 Methods 
 3.4.1 KBFF Models 
The cosolvent urea and all of the solute molecules, including neo-pentane, benzene, 
glycine, and methanol were simulated using Kirkwood-Buff force field developed by the Smith 
group
78-80
 with the SPC/E water model
81
. The urea cosolvent effects were studied at 0, 2, 4, 6, 8, 
10 molalities with four different solutes. For glycine and methanol ternary systems, the solute 
concentrations were 0.5, 1.0, and 3.0 molalities. For neo-pentane and benzene systems, the solute 
concentrations were chosen to be 0.1, 0.5 and 1.0 molalities, considering their extremely low 
solubility in water. The size of the cubic box was 6 nm for each system. 
 3.4.2 Molecular dynamics simulations 
All of the simulations were performed in the NpT ensemble at 300K and 1 atm using the 
GROMACS program.
82
 The Berendsen weak coupling technique was adopted to modulate the 
temperature and pressure with relaxation times of 0.1 and 0.5 ps, respectively.
83
 The time-step 
was 2 fs, and bond length was constrained using Lincs algorithm for non-water and SETTLE 
algorithm for water molecules.
84,85
 In order to evaluate electrostatic interactions, the Particle-
Mesh-Ewald technique (PME) was used.
86
  A real space convergence parameter of 3.5 nm
-1
 was 
used in combination with the cutoff distances of 1.0 nm for Coulomb interaction and of 1.5 nm 
for Van der Waals interaction. The nonbonded update frequency was 10 steps. The initial cubic 
boxes of different solutions were generated by randomly inserting water, solute and cosolvent 
molecules to boxes until the expected concentration was obtained, and were followed by energy 
minimization using the steepest descent method. Extensive equilibrations were performed until 
all intermolecular potential energy contributions and molecular distributions displayed no change 
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with time. Configurations were saved every 1.0 ps for analysis. All systems were simulated for 
100 ns, and the last 40 ns were used to calculate ensemble averages.   
 3.5 Result and Discussion 
 3.5.1 KB analysis 
 
 
Figure 3.2 Simulated center-of-mass radial distribution functions (gij) as a function of 
distance (r) for the neo-pentane-urea systems. 
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Figure 3.2 shows the center of molecular mass radial distribution functions (rdf) with a 
series of neo-pentane and urea molal concentrations. With the increase of neo-pentane 
concentration, the first peaks, which indicate the interaction within the first shells, for neo-
pentane—urea and neo-pentane—water decrease dramatically, especially the neo-pentane—
water peaks. In contrast, the first peaks for urea—water do not exhibit any visible change with 
different concentrations. Meanwhile, at the same concentration of neo-pentane and urea, the peak 
for neo-pentane—urea is significantly higher than that for neo-pentane—water, which means in 
the vicinity of neo-pentane, urea molecules are higher in number than water molecules. In 
solutions of 0.1 m neo-pentane, rdfs of neo-pentane—water converge to unity immediately 
beyond the solvation shells, which indicates that the systems were in metastable state and no 
phase separation arises. This could be attributed to the cosolvent effect of urea because the 
concentration of 0.1 m neo-pentane is highly above its solubility (about 0.0012 M in water at 25 
o
C).  In the solutions of 0.5 m and 1.0 m neo-pentane, the rdfs of neo-pentane—water show 
continuous and dramatic increase beyond the first shells, which means the phase separations 
appear in these concentrations of neo-pentane. 
The center of mass rdfs for benzene ternary solutions are displayed in Figure 3.3. 
Compared with neo-pentane systems, the urea-water rdf peaks are almost identical as 
concentration changed, and benzene—urea and benzene—water peaks decrease with increasing 
benzene molality. However, these decreases are only noticeable at highest benzene 
concentration, and more gently than those of neo-pentane systems. Like in neo-pentane systems, 
the benzene—urea peaks are much higher than benzene-water ones. The peaks of benzene—
water interactions grow up with the increasing urea concentrations, which do not happen in neo-
pentane systems. The rapid converges in benzene—water rdfs with the concentration of 0.1 m 
and 0.5 m suggest that these systems are in metastable states (the solubility of benzene in water 
at 25 
o
C is 0.023 M), and the cosolvent effect of urea works in a wider concentration range of 
benzene than that of neo-pentane. The phase separation appears at very high benzene 
concentrations (1.0 m). Considering the phase separation problem, further analysis, including 
preferential binding and transfer free energy derivatives, will not be shown for 0.5 m and 1.0 m 
neo-pentane and 1.0 m benzene systems.    
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Figure 3.3 Simulated center-of-mass radial distribution functions (gij) as a function of 
distance (r) for the benzene-urea systems 
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Figure 3.4 Simulated center-of-mass radial distribution functions (gij) as a function of 
distance (r) for the glycine-urea systems 
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Figure 3.4 shows the center of molecular mass rdfs obtained for glycine mixtures. It is 
very easy to notice that the first peaks of glycine—urea interactions are much lower than those of 
glycine—water interactions, and much lower than those in the hydrophobic solute systems as 
well. It appears that a lot of water molecules contact with glycine, but urea molecules do not. 
Different from before, the concentration of urea or glycine does not seem to have big effect on 
any of center of mass radial distribution functions.  
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Figure 3.5 Simulated center-of-mass radial distribution functions (gij) as a function of 
distance (r) for the methanol-urea systems 
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In Figure 3.5 for methanol ternary systems, the first peaks for methanol—urea 
interactions are slightly higher than those for methanol—water interactions, which means urea 
molecules exist more, but not dominant around methanol molecules. Similar to zwitterionic 
glycine systems, the rdfs of the amphiphilic methanol do not show any visible changes with 
concentration of urea or methanol.  
All the rdfs shown above converged to unity at 3 nm, and displayed serious fluctuations 
before 1.5 nm. Therefore, the region between 0.9 nm and 1.2 nm was chosen to gather the rdf data 
and obtain KB integrals. As mentioned in Chapter 1, a positive integral generally means a net 
attraction between the two species, and negative integral means repulsion between them. 
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Figure 3.6 Simulated KB integrals (Gij, cm
3
/mol) as a function of urea molality for neo-
pentane-urea systems 
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Figure 3.7 Simulated KB integrals (Gij, cm
3
/mol) as a function of urea molality for benzene-
urea systems. 
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Figure 3.8 Simulated KB integrals (Gij, cm
3
/mol) as a function of urea molality for glycine-
urea systems 
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Figure 3.9 Simulated KB integrals (Gij, cm
3
/mol) as a function of urea molality for 
methanol-urea systems 
 
 
 
 
 
The KB integrals between various species in different systems are shown in Figure 3.6–
Figure 3.9. Here we only focus on the concentrations of 0.1 m neo-pentane, 0.1 m and 0.5 m 
benzene solutions, which are in the metastable state, KB integrals of neo-pentane—neo-pentane 
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or benzene—benzene show large positive numbers with big error bars. In glycine systems, the 
solute-solute integrals change from positive numbers a negative numbers as the urea 
concentration increases, which means urea has a positive effect on the interaction between 
glycine and water. On the other hand, the methanol-urea KB integrals are nearly zero at all 
concentrations of urea and methanol.  
The urea-urea KB integrals decrease when the urea concentration increases and solute 
concentration decreases. These changes are very obvious for hydrophobic and zwitterionic solute 
systems, but negligible for the methanol system.  
The solute—water interactions in neo-pentane systems and benzene systems show huge 
unfavorable repulsions and the unfavorable repulsion become more obvious with increasing urea 
concentration. In contrast, the solute-water interaction is small for glycine and methanol systems 
and displays a slight increase as glycine concentration increases.  
The water-urea KB integrals are similar and close to zero for all these systems. Generally, 
the solute-urea KB integrals decrease with increasing solute concentrations and the trend is very 
noticeable for benzene and glycine solutions, but invisible for methanol solutions. 
 3.5.2 Chemical potentials and preferential binding 
In general, the transfer free energy could be expressed using any concentration scale with 
quantitative and qualitative changes. The mole fraction is often used theoretically because it was 
the basis of the original development of Raoult’s law, and it is convenient for the calculation of 
symmetrical ideal solutions in the whole composition range. The molality scale is widely used in 
experiments because it is easy to measure weight of each component experimentally.
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Moreover, the molality indicates the ratio of a solute to a solvent, or of a cosolvent to a solvent, 
clearly. Therefore, the KB integrals shown above are presented as a function of molal 
concentration. However, the molarity (or number density) scale has been proved to be the most 
useful and meaningful way to calculate standard quantities for transferring processes. 
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 The 
molar concentration implicitly includes temperature and pressure effects, which could affect the 
chemical potential and consequently, the density. Hence, we calculated and exhibited the 
derivatives of chemical potential as functions of molar concentration.  
All of the simulated preferential interaction parameters shown in Figure 3.10—Figure 
3.13 are calculated as a combination of the above KB integrals using equations (3.30)-(3.33). 
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According to their mathematical definitions, a positive preferential interaction parameter µij 
indicates the chemical potential of component i is increasing with the concentration of 
component j and component j destabilizes component i, and a negative µij indicates chemical 
potential is decreasing and component j stabilizes component i. 
 
 
Figure 3.10 Simulated chemical potential derivatives (µij, cm
3
/mol) as a function of neo-
pentane and urea molarity 
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Figure 3.11 Simulated chemical potential derivatives (µij cm
3
/mol) as a function of benzene 
and urea molarity 
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Figure 3.12 Simulated chemical potential derivatives (µij, cm
3
/mol) as a function of glycine 
and urea molarity 
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Figure 3.13 Simulated chemical potential derivatives (µij, cm
3
/mol) as a function of 
methanol and urea molarity 
 
 
 
All of the four systems show positive µ22, and the values of µ22 in benzene, glycine and 
methanol decrease as the solute concentrations increases. The decreases appear seriously in 
benzene systems, while gently in glycine and methanol systems. For neo-pentane solutions and 
benzene solutions, µ32 shows negative numbers and grow up with the increasing urea 
concentration. In benzene systems, adding benzene decreases the negative µ32. This means 
adding benzene molecules decreases the chemical potential of urea. µ32 is a small positive and a 
small negative number for glycine and methanol solutions, respectively, and does not change 
much with solute or urea concentrations.  
The neo-pentane systems and benzene systems have negative µ23, which means urea 
stabilizes these hydrophobic molecules in an aqueous environment. For benzene systems, µ23 
shows more negative with the increasing benzene concentrations, which indicates that the 
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stabilization effect increases as the solute gets concentrated. µ23 for glycine and methanol 
solutions does not have any consistent changes with solute or urea concentrations. All these 
systems show positive µ33, and they decrease as urea concentration increases. This means urea is 
distablized when it is added to any of these solutions, especially at low urea concentrations. 
The preferential binding parameters Γ in Figure 3.14—Figure 3.17 are calculated by 
equations (3.20) and (3.21). As mentioned before, the cosolvent, which is urea here, acts as a 
denaturant and the solute prefers to be surrounded by it if Γ23 is positive, while the cosolvent acts 
as protecting osmolytes, and solute prefers to be surrounded by water if Γ23 is negative. 
 
 
Figure 3.14 The simulated preferential binding parameter (Γij) and preferential structure 
parameter (Γij/ρj, L/mol) for urea and neo-pentane as a function of urea molarity 
 
 
Hydrophobic solute solutions show positive Γ22 and Γ22 increases with increasing benzene 
concentration, which means they prefer to bind with themselves rather than water. The small 
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positive Γ22 for glycine solutions indicate that the glycine molecules have a tendency to bind with 
themselves and the trend becomes obvious with the increasing glycine and urea concentrations. 
However, methanol Γ22 do not display any visible change with the concentration of either 
methanol or urea.  
 
Figure 3.15 The simulated preferential binding parameter (Γij) and preferential structure 
parameter (Γij/ρj, L/mol) for urea and benzene as a function of urea molarity 
 
 
 
Γ23 for neo-pentane and benzene are positive and increase with increasing urea 
concentration. However, it shows small negative numbers and decreases with increasing urea 
concentration for glycine solutions. Γ23 for methanol is close to zero with a very slight downward 
trend, which indicates that urea does not have any obvious cosolvent effect on methanol. 
According to equations (3.20) and (3.21), the preferential binding parameter includes the 
contributions from both the number densities and the relative distributions. In order to investigate 
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the real reason for the preferential binding and avoid the contributions from the number 
densities, we defined the preferential structure parameter as Γij/ρj =Gij-Gi1 to focus on the relative 
distributions around the solute molecules. When Γ and Γ/ρ are compared, these figures do not 
display any dramatic changes. As expected, the hydrophobic molecules show larger preferential 
structure parameters Γ23/ρ3 than glycine or methanol. Therefore, these different preferential 
binding could be attributed to different interactions between species, rather than the 
concentration of the components. 
 
 
Figure 3.16 The simulated preferential binding parameter (Γij) and preferential structure 
parameter (Γij/ρj, L/mol) for urea and glycine as a function of urea molarity 
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Figure 3.17 The simulated preferential binding parameter (Γij) and preferential structure 
parameter (Γij/ρj, L/mol) for urea and methanol as a function of urea molarity 
 
 
 
 3.5.3 Contributions to the preferential binding 
The systems with the lowest, middle, and highest urea concentrations are selected to 
compare the rdf and preferential binding to urea for all solute concentrations, and the results are 
shown in Figure 3.18-3.21. 
For neo-pentane and benzene solutions in Figure 3.18 and Figure 3.19, Γ23 is almost zero 
within the excluded region, and only shows small peak in the first shell. In the low 
concentrations without phase separation, the preferential binding parameters are small positive 
numbers and increase as the urea concentration increases, which indicate that diluted neo-
pentane slightly prefers to stay with urea than water in various urea concentrations.  
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Figure 3.18 Simulated center of mass rdf g23 (solid) and g21 (dash) at different pentane-urea 
molality composition corresponding to respective Γ23 as a function of distance 
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Figure 3.19 Simulated center of mass rdf g23 (solid) and g21 (dash) at different benzene-urea 
molality composition corresponding to respective Γ23 as a function of distance r.  
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Figure 3.20 Simulated center of mass rdf g23 (solid) and g21 (dash) at different glycine-urea 
molality composition corresponding to respective Γ23 as a function of distance r. 
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Figure 3.21 Simulated center of mass rdf g23 (solid) and g21 (dash) at different methanol-
urea molality composition corresponding to respective Γ23 as a function of distance r. 
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Opposite to previous hydrophobic solute systems, Γ23 of glycine systems shown in Figure 
3.20 start to decrease in the first solvation shell. As the rdfs go through the second and third 
solvation shells, Γ23 decrease stage by stage, and those stages become more distinct with the 
increasing urea concentration. This indicates that at high urea concentration, glycine prefers to 
bind with water molecules. Different from zwitterionic glycine systems, Γ23 for methanol in 
Figure 3.21 display two clear valleys, and the values of Γ23 for methanol are small negative 
numbers. 
The preferential structure parameter voiding the concentration contribution is 
decomposed into each solvation shell. According to equation (3.20), Γ23/ρ3 could be expressed as 
G23 -G21, and G23-G21>0 indicates solute prefers to stay with urea, while G23-G21>0 means it 
prefers to stay with water. These values are displayed as functions of urea concentration in 
Figure 3.22—Figure 3.25. 
 
 
Figure 3.22 Separation of preferential structure parameters (G23-G21, cm
3
/mol) from 
pentane-urea aqueous system into four terms as function of urea molality according to the 
relative radial distribution functions.  A) r =0~0.385  nm when g23 keeps at zero. B) r 
=0.385~0.705  nm when g23 is in 1
st
 shell. C) r =0.705~1.275  nm is in 2
nd
 shell. D) r 
=1.275~3.000 nm when g23 is in the extra part. 
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Figure 3.23 Separation of preferential structure parameters (G23-G21, cm
3
/mol) from 
benzene-urea aqueous system into four terms as function of urea molality according to the 
relative radial distribution functions.  A) r =0~0.335 nm when g23 keeps at zero. B) r 
=0.335~0.675 nm when g23 is in 1
st
 shell. C) r =0.675~1.045 nm is in 2
nd
 shell. D) r 
=1.045~3.000 nm when g23 is in the extra part. 
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Figure 3.24 Separation of preferential structure parameters (G23-G21, cm
3
/mol) from 
glycine-urea aqueous system into four terms as function of urea molality according to the 
relative radial distribution functions.  A) r =0~0.325 nm when g23 keeps at zero. B) r 
=0.325~0.605 nm when g23 is in 1
st
 shell. C) r =0.605~0.965  nm is in 2
nd
 shell. D) r 
=0.965~3.000 nm when g23 is in the extra part. 
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Figure 3.25 Separation of preferential structure parameters (G23-G21, cm
3
/mol) from 
methanol-urea aqueous system into four terms as function of urea molality according to the 
relative radial distribution functions.  A) r =0~0.315 nm when g23 keeps at zero. B) r 
=0.315~0.605  nm when g23 is in 1
st
 shell. C) r =0.605~0.955  nm is in 2
nd
 shell. D) r 
=0.955~3.000 nm when g23 is in the extra part. 
 
 
 
Different types of solute molecules show quite various preferential structure results. In 
principle, due to the smaller volume of water molecule, solute should prefer to bind water rather 
than urea in the excluded region (A). However, it only happens for glycine and methanol and the 
preference of glycine is very small. For neo-pentane and benzene, the values of G23-G21 are 
almost zero. As expected, those nonpolar molecules would keep away from water despite of the 
small volume of water molecule. In neo-pentane solutions and benzene solutions, solutes 
displayed a strong preference with urea in the first shell (B) and less strong preference with urea 
in the second shell (C). More water molecules show up beyond the second shell in neo-pentane 
solutions, but not much in benzene. Glycine appears to bind with water within the first and 
second solvation shells, especially first, and does not show obvious preference when it goes 
further. Considering the scales of G23-G21 in methanol systems, urea and water do not reveal any 
big preference difference. 
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 3.5.4 Transfer free energy derivatives of solutes to urea solutions 
According to equation (3.34), the derivative of the free energy change of transferring a 
solute molecule from pure water to urea aqueous environment is composed of two terms: 
-Γ22µ23 and –Γ23µ33. The first term accounts for the effect of urea on the interactions between 
solutes themselves, while the second term accounts for the effect on the interactions between 
solute and urea. Both two terms and the sum of them are displayed in Figure 3.26- Figure 3.29 to 
analyze which term gives a larger contribution to the derivatives of free energy changes. 
 
 
Figure 3.26 Simulated transfer free energy derivatives (cm
3
/mol) of urea in pentane-urea 
aqueous systems and detailed comparison of two parts contributing to transfer free energy.  
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In neo-pentane solutions shown in Figure 3.26, the first term is shown as positive, , while 
the second term is shown as a large negative number. The second term is dominant in the 
derivative of free energy change, so the derivative of free energy change for diluted neo-pentane 
solutions is a large negative number, which means adding urea could stabilize the system. 
 
 
Figure 3.27 Simulated transfer free energy derivatives (cm
3
/mol) of urea in benzene-urea 
aqueous systems and detailed comparison of two parts contributing to transfer free energy.  
 
 
 
 
Similar to neo-pentane, the first term is positive, and the second term is a larger negative 
number in benzene system. When comparing these two terms, the second one gives dominant 
contribution to the derivative of free energy change, which leads to the conclusion that urea 
increases the benzene stability, especially for concentrated benzene solutions. 
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Figure 3.28 Simulated transfer free energy derivatives (cm
3
/mol) of urea in glycine-urea 
aqueous systems and detailed comparison of two parts contributing to transfer free energy.  
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Figure 3.29 Simulated transfer free energy derivatives (cm
3
/mol) of urea in methanol-urea 
aqueous systems and detailed comparison of two parts contributing to transfer free energy. 
 
 
 
 
Compared with previous values, the terms for glycine and methanol systems are much 
smaller. For glycine, the first term is almost zero. Hence, the positive second term is dominant in 
the derivatives, which indicates that adding urea increases the free energy of the system. When 
the scales are considered, the terms for methanol are negligible. Urea does not change the 
stability of methanol aqueous solutions. 
The Bolen's
60
 and Tanford's
45
 experimental results of transfer free energies were obtained 
from infinite diluted solutions and provided in Table 3.1-3.4. Infinite diluted concentration is 
normally used in experiments because it is able to avoid the interactions between solute 
molecules. However, in order to obtained statistical meaningful results, we used finite but low 
concentrations in simulations, and compared them with the experimental data to evaluate the 
application of KB theory on the calculation of preferential interactions and the accuracy of our 
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KB force fields. It is obvious that the KB model we used here gave us the correct signs of 
transfer free energy derivatives for all four systems and the correct magnitudes for pentane, 
benzene and methanol systems. For glycine systems, our calculated results are an order of 
magnitude larger than these very small experimental values. Considering all of them, we can 
generally conclude that the KB model and our KB force fields did a reasonably good job in the 
calculation of urea preferential interactions. 
 
 
Table 3.1 Simulated neo-pentane derivatives of transfer free energy (kJ·L/mol
2
) with 
respect to urea concentration in 0.1 m neo-pentane solutions with different urea 
concentrations compared to the experimental results of infinite concentrated solutions of 
similar solute molecules 
Experiment 2M 4M 6M 7M 8M 
Isobutane
45
 -0.23 -0.09 -0.15  -0.15 
Neo-pentane
53
    -0.1  
Isobutane
60
 -0.23     
 
Simulated 1.8M 3.4M 4.7M 5.9M 6.9M 
Neo-pentane  
(0.1 m) 
-0.58 -0.53 -0.59 -0.52 -0.53 
 
 
Table 3.2 Simulated benzene derivatives of transfer free energy (kJ·L/mol
2
) with respect to 
urea concentration in 0.1 m benzene solutions with different urea concentrations compared 
to the experimental results of infinite concentrated solutions of similar solute molecules 
Experiment 2M 4M  6M 8M 
Toluene
45
 -0.38 -0.31  -0.29 -0.40 
Toluene
60
 -0.35     
 
Simulated 1.8M 3.4M 4.7M 5.9M 6.9M 
Benzene (0.1 m) -0.62 -0.56 -0.50 -0.44 -0.42 
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Table 3.3 Simulated glycine derivatives of transfer free energy (kJ·L/mol
2
) with respect to 
urea concentration in 0.5 m glycine solutions with different urea concentrations compared 
to the experimental results of infinite concentrated solutions 
Experiment 2M 4M  6M 8M 
Glycine
45
 0.004 0.008  0.057 0.050 
Glycine
60
 0.078     
 
Simulated 1.8M 3.3M 4.6M 5.7M 6.7M 
Glycine (0.5 m) 0.45 0.47 0.51 0.57 0.57 
 
Table 3.4 Simulated methanol derivatives of transfer free energy (kJ·L/mol
2
) with respect 
to urea concentration in 0.5 m methanol solutions with different urea concentrations 
compared to the experimental results of infinite concentrated solutions of similar solute 
molecules 
Experiment 2M 4M  6M 8M 
Ethanol
45
 -0.08 -0.04  -0.06 -0.05 
Methanol
60
 -0.08     
 
Simulated 1.8M 3.3M 4.6M 5.7M 6.7M 
Methanol (0.5 m) -0.05 -0.01 -0.03 0.05 0.07 
 
 
 3.5.5 Atom-atom radial distribution function 
The coordination numbers of first and second shells from atom-atom radial distribution 
functions are calculated in order to study the change in molecular distribution more 
quantitatively.  
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Figure 3.30 Simulated 1
st
 shell coordination numbers in glycine-urea aqueous system atom-
atom radial distribution functions (gij) as a function of urea molality 
 
 
 
 
 
As shown in Figure 3.30, the first shell coordination numbers between glycine and urea 
are increased with the increasing urea concentration, which indicates more hydrogen bonds form 
between glycine and urea. On the other hand, as glycine or urea concentration increases, the 
coordination numbers between glycine and water decrease to nearly the same extent, suggesting 
that the hydrogen bonds between glycine and water are replaced by urea when urea is added. 
The second shell coordination numbers for glycine mixtures are displayed in Figure 3.31, 
and they show the exact same trends as the first shell coordination numbers. And these results 
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give the conclusion that adding glycine or urea would facilitate the clustering of water, and the 
number of urea in glycine vicinity is proportional to urea bulk concentration. 
 
 
Figure 3.31 Simulated 2
nd
 shell coordination numbers from glycine-urea aqueous system 
atom-atom radial distribution function (gij)  
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Figure 3.32 Simulated 1
st
 shell coordination numbers in methanol-urea aqueous system 
atom-atom radial distribution functions (gij) as a function of urea molality 
 
 
 
 
Figure 3.32 and Figure 3.33 provide the coordination numbers in the first and second 
shells for methanol ternary solutions. The trends of the changes for methanol systems are the 
same as those for glycine systems. However, the coordination numbers are much smaller than 
those in glycine solutions. It appears that glycine have more interactions with water and urea 
than methanol, which could probably be attributed to its local charges and one more hydrogen 
bonding site.  
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Figure 3.33 Simulated 2
nd
 shell coordination numbers from methanol-urea aqueous system 
atom-atom radial distribution function (gij)  
 
 
 
 3.6 Conclusion 
In summary, urea molecules have different cosolvent effects on various types of 
molecules. For the hydrophobic solutes, aliphatic neo-pentane and aromatic benzene, urea works 
as a denaturant, and decreases the chemical potential and makes large negative transfer free 
energy. These properties changes with the increase of urea concentration. Furthermore, the 
solute-cosolvent interactions, which are shown as the second term in the free energy change 
derivative equation, give bigger contributions to the transfer free energy. Urea plays a role of 
protecting osmolytes in glycine solution. Adding urea into the solutions increases the chemical 
potential, and gives a positive transfer free energy. Glycine molecules prefer to bind with water 
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rather than urea. Compared with the previous systems, it seems that urea does not exhibit any 
cosolvent effect on methanol, because most of the thermodynamic properties calculated for 
methanol solutions are shown as small and negligible fluctuations, not systematic trends. Briefly, 
urea shows favorable interactions with neo-pentane and benzene, and unfavorable interactions 
with glycine, while it does not show an obvious preference for methanol. A short comparison 
table is shown below. 
 Neo-pentane Benzene Glycine Methanol 
µ23 _ _ + _ 
µ32 _ _ + _ 
Γ23 + + _ ~ 0 
әβµ2
*/әρ3 
1
st
 term + + ~ 0 ~ 0 
2
nd
 term _ _ + ~ 0 
Total _ _ + ~ 0 
 
The atom-atom coordination numbers in first and second shells are analyzed for glycine 
mixtures and methanol mixtures. As the urea concentration increases, the urea accumulated in 
the first shell of solute while the water solvation goes down. The same changes happen in the 
second shell, which indicates that urea induces not only the change of hydrogen bonding, but 
also the packing effects. This observation support the direct mechanism that urea directly interact 
with protein and destabilize the native structure. 
 Although the simulations of neo-pentane solutions and benzene solutions are far beyond 
their realistic solubility, the analyzed results bring reasonable explanations for the cosolvent 
effect of urea and agree with the conclusion given by Stumpe that charged and polar amino acids 
have slight preferences for contact with water molecules, and urea has strong preference for 
contact with aromatic and nonpolar side-chains.
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Chapter 4 - Contribution from the Vibrational Partition Function to 
Free Energy and Enthalpy Changes 
 4.1 Abstract 
Contributions from the vibrational partition function (Qvib) are investigated for several 
systems and processes in solution including: the enthalpy of evaporation, the free energy of 
solvation, protein folding, the activity of a solute in solution, and the enthalpy of mixing. The 
infrared frequencies obtained from experimental results, quantum calculations, and molecular 
dynamic simulations are used to analyze the Qvib. It is determined that the contributions of Qvib 
can be significant but usually difficult to evaluate especially for biomolecular systems. It is 
argued that in classical force fields these contributions can be, and have been, implicitly included 
by the use of effective intermolecular interactions. However, this requires the use of 
experimental and simulated free energy (or enthalpy) changes which have not been corrected for 
changes in the vibrational partition during the parameterization process. Even then, an effective 
interaction approach is not expected to fully reproduce the temperature dependent properties of 
real systems. 
 4.2 Introduction  
Computer simulations are broadly used to investigate new phenomena and to expand our 
understanding of existing experimental data. The quality of a simulation is highly dependent on 
the accuracy of the force field and the degree of sampling of the process under consideration.  
Force fields are now developing to a stage where they can be expected to quantitatively 
reproduce a wide range of experimental physical and thermodynamic data. However, a large 
majority of computer simulations, especially those of biomolecular systems, use classical 
dynamics and this leads to the neglect of some significant quantum mechanical effects. One 
effect, which cannot be reproduced in classical simulations, involves the accurate contribution of 
intramolecular and intermolecular vibrations to the vibrational partition function. The importance 
of the difference between the classical and quantum mechanical vibrational partition functions 
was recognized some time ago.
1
 The effects result in corrections to either the classical 
simulations results via the simulated density of vibrational states, or corrections to the 
experimental target data obtained using additional experimental data (typically intramolecular 
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and intermolecular vibrational frequencies). Most previous studies have focused on correcting 
the experimental or simulated enthalpies of vaporization and free energies of solvation to 
determine the accuracy of newly developed force fields for liquids
2
. However, except for during 
force field development, it is rare for a simulation to be corrected for quantum mechanical 
vibrational effects. Even though quantum effects usually dominate the vibrational partition 
function, classical simulations have still been widely used because they provide considerable 
advantages in computational efficiency which is essential for the study of slow processes such as 
protein folding.  
In the first part of this study, using the available experimental spectroscopy data, we 
investigate the possible contributions of the vibrational partition function to several processes, 
including enthalpy of vaporization, the free energy of solvation, the variation in chemical 
potential (activity) of a solute in a solute plus solvent mixture, protein folding, and enthalpy of 
mixing. In order to obtain more frequencies of vibrations which are missing or unreadable from 
experimental results, quantum calculated and classical simulated frequencies are used to analyze 
the contribution of the vibrational partition function to the free energy changes or enthalpy 
changes in the second part. It is argued that the quantum contributions are significant and yet, in 
most cases, it is unfeasible to correct the results of a classical simulation. The implication of the 
results for the philosophy of force field development and modification is then discussed.  
 4.3 Background 
 4.3.1 Harmonic oscillator and anharmonic oscillator 
Harmonic oscillator can be described by the Hooke’s law, in which the restoring force is 
proportional to the distance from the equilibrium position. Moreover, for a harmonic oscillator, 
the potential energy, E, can be written in the quadratic form
3
  
21E kX
2
  (4.1) 
where the k represents the force constants and X is the displacement from the equilibrium 
position. In general, the quadratic-term potential energy is a good approximation for most 
intramolecular vibrations and high frequency intermolecular vibrations.
1
  
If the quadratic terms were accurate enough to express the potential energy, infinite 
energy would be required to break a valence bond. Therefore indeed, actual molecules belongs to 
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anharmonic oscillator.
3,4
 Fortunately, when considering the effect of vibrational frequency shifts 
on free energy changes in molecular dynamics simulations, the harmonic oscillator models can 
be used because of two suppositions
1
: (1) anharmonicities have main effect on the low frequency 
motions which are nearly classical, and should be reasonably well reproduced by an accurate 
force field that could reproduce the experimental vibrational frequencies; (2) the high frequency 
motions, where the quantum effects are more significant, are almost harmonic. Based on these 
two suppositions, the vibrational partition functions could be simply evaluated using the density 
of vibrational states represented in the spectrum. 
  4.3.2 Classical and quantum harmonic oscillator and vibrational partition function 
In a classical system,
5
 the vibrational frequency of a harmonic oscillator could be 
calculated by 
1 k
2
 
 
 (4.2) 
where k is the force constant and µ is the reduced mass, which is given by 
1 2
1 2
m m
m m
 

 (4.3) 
The oscillator undergoes sinusoidal oscillation of amplitude 
2E
A
k
  (4.4) 
Different from the continuous potential energy calculated in equation (4.1) for classical 
harmonic oscillators, in the quantum systems, the energy of the harmonic oscillator is obtained 
by solving the Shrödinger's equation. The discrete energy is expressed as  
1
E n h
2
 
   
 
 (4.5) 
in which n is the quantum number taking on integer values from zero to infinity. The zero point 
energy is defined in the ground state with n=0, and populated as the temperature close to zero.  
For the quantum systems, the vibrational partition function qvib of each individual mode 
is shown as
6
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(4.6) 
where u=hν/kBT=4.8x10
-3ν (cm-1) at 298 K, and β=1/ kBT. When βhν is smaller than 1, which 
means the temperature is high enough and is usually satisfied in the classical dynamics simulated 
systems, the sum in equation (4.6) can be replaced by an integral to get  
h
hn2
vib
0
q e e dn
  
    
1 1
h u
 
 
 
(4.7) 
The total partition function Qvib for the system can be expressed in terms of partition functions qi 
for the individual modes as 
vib i
i
Q q  (4.8) 
 or 
vib i
i
ln Q ln q  (4.9) 
Substituting equation (4.6) and (4.7) into (4.9), respectively, we can obtain  
 iu1vib i2ln Q u ln 1 e       (4.10) 
for real systems using quantum calculations and  
vib i
i
ln Q ln u   (4.11) 
for systems using classical dynamics.  All the vibrational frequencies and how they change 
during a process are needed to evaluate the above ln Qvib. The intramolecular frequency changes 
are often known for small molecules, but this is unlikely for large molecules. Furthermore, even 
the quantum contribution of the low frequency modes for pure water, a highly studied system, is 
the subject of some debate
7-9
. 
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 4.3.3 Contribution of classical and quantum vibrational partition function to the free 
energy change  
The free energy changes studied here involve the determination of the chemical potential 
of a solute in water or in gas phase. In statistical mechanics, the chemical potential   of a 
species at a number density (molar concentration) of ρ=N/V can be expressed as10 
3 3
intW ln / Q * ln                  (4.12) 
in which β=1/RT and  is the thermal de Broglie wavelength of the species. The chemical 
potential of a species depends on the pressure (P), temperature (T), and composition of the phase. 
The first term (W) quantifies the changes in the solute-solute, solute-solvent and solvent-solvent 
interactions on introduction of the particle. This includes cavity formation and all nonbonded 
interactions (van der Waals and Coulomb interactions) typically used in common classical force 
fields. The pseudo chemical potential μ* = W – RT lnQint is discussed by Ben-Naim.
11
 Under the 
assumption that the internal (intramolecular) and  configurational (intermolecular) contributions 
to the total partition function can be separated, the internal partition function Qint is a product of 
the corresponding rotational, vibrational, and electronic partition functions Qint = Qrot Qvib Qel. 
The aim of this study is to determine the contribution of Qvib to several common process of 
interest. It is assumed that  does not change at a constant temperature, that Qrot can be treated 
classically,
12
 and that Qel is a constant when molecules remain in their electronic ground states, 
which is the process considered here. It is known that the magnitude of Qvib can be large 
compared to W.
1
 However, very little is known concerning changes in the relative contributions 
of W and Qvib for different processes. 
Substituting equation (4.10) and (4.11) into equation (4.12), respectively, we can obtain 
iu3 1
i2
i
W ln [ u ln(1 e )]             (4.13) 
for real systems and, 
3
i
i
W ln ln u

           (4.14) 
for classical systems. As a result, a red shifted vibrational frequency leads to a smaller 
contribution to Qvib, decreasing the chemical potential of the molecule. In many cases, especially 
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intramolecular bond stretching and angle bending, the zero point energy terms, 1 i2 u , dominate 
the value of Qvib. 
 Therefore, the quantum correction from a certain vibrational frequency ui is obtained by 
subtracting the classical representations from the quantum mechanical representations: 
 
 i
A i i
i
1 exp u
W u ln lnu
u
exp
2

 
 
 
 
 
 
(4.15) 
 4.3.4 The isotope effect 
The contributions to the quantum vibrational partition function can be evaluated using 
deuteration analysis.
3
 When a hydrogen in a molecule is substituted by a deuterium, it is assumed 
that the potential energy and configuration of the molecule are altered by negligible amounts,
13,14
 
as the atoms are chemically equivalent. But the frequency of any vibrations involving the 
hydrogen will be changed and thereby affect the zero point energy and the vibrational partition 
function. Furthermore, it is also assumed that these frequencies are then simply shifted according 
to the change in the reduced mass µ. According to equation (4.3), when H atoms are replaced by 
D atoms, the corresponding vibrational frequency should be decreased by a factor of  . 
If we consider the symmetric vibration of methane as an example, frequencies are 2914 
cm
-1
 for CH4, and 2085 cm
-1
 for CD4. The experimental ratio of them is 0.715, close to the 
theoretically expected ratio of 0.734. The discrepancy is due to the anharmonicity, and it is small 
enough to be neglected. The corresponding frequency ratio of heavy water to normal water is 
nearly equal to the theoretically expected ratio 1/  =1/1.37. If the change in zero point 
energies dominates the quantum mechanical value of Qvib (which is true for ν >1000 cm
-1
), then 
using the fact that Δν=νD-νH = (1/1.37-1)νH = -0.27νH, the change in lnQvib on deuteration is 
found to be -0.27 times the magnitude of lnQvib for the vibrational modes involving hydrogen 
atoms in the undeuterated system. This is true for both red and blue shifted resonances. While the 
heavier deuterium atoms will also change the value of classical vibrational partition function, 
these changes will be cancelled for all processes. 
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 4.3.5 Spectroscopy studies of molecular vibration 
The absorption or emission spectrum for molecular vibrations are located in the infrared 
(IR) region (0.1~13000 cm
-1
). Therefore, IR spectra have been commonly used to study the 
nature of the forces between the atoms of a molecule. 
 4.3.5.1 Understanding of IR spectra 
In principle, the vibrational and rotational motion of a molecule could give rise to 
radiation. However, in IR spectroscopy measurement, the bands arising from rotation are often 
lost, especially in the case of low-resolution spectra of polyatomic molecules. Therefore, the 
bands or peaks in IR spectrum are considered as fundamental vibrational transitions. This works 
well for heavy molecules. With the high-resolution spectrographs, the bands or peaks in some 
light molecule spectra are resolved into a series of closely spaced lines. Quantum theory provides 
a good explanation that the molecule has discrete energy levels of rotation and vibration, and 
radiation occurs only when a molecule undergoes a transition from one energy level to another 
energy level.
3,4,15
  
In the view of quantum theory, energy levels of vibration are much larger than those of 
rotation. The lowest frequency bands in the IR spectrum correspond to the transitions between 
two different rotational energy levels in the molecule. The other higher frequencies correspond to 
transitions between both rotational and vibrational energy levels. The widely separated bands in 
high frequencies are considered as vibrational bands. 
 4.3.5.2 Simulated vibrational frequency 
A) Classical simulation of IR spectrum
16
 
A major advantage of molecular dynamics over the Monte Carlo method is able to 
calculate time-dependent properties. One of the time-dependent properties, the velocity auto-
correlation coefficient, can be used to analyze molecular vibrational frequencies. 
The velocity autocorrelation coefficient of a system with N atoms is shown as normalized 
   
N
i i
v
i 1 i i
v (0) v (t)1
C (t)
N v 0 v 0
   (4.16) 
where vi(t) is the velocity of atom i at time t. The value of velocity autocorrelation coefficient 
indicates how closely the velocity at a time t is correlated with the initial velocity, and generally 
as shown in Figure 4.1, it has initial value of 1 and converges to 0 after a certain time.  
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Figure 4.1 Velocity autocorrelation function for liquid water simulated at 300K. 
 
 
 
Compared with experimental results, the vibrational spectrum can be obtained from the 
velocity auto-correlation coefficient through Fourier transform 
maxt
v
0
Sˆ( ) 2 cos( t)C (t)dt    (4.17) 
where t is the simulation time. The spectrum Sˆ could be converted to a function of frequency   
with ν=ω/(2π). An example of simulated water and heavy water IR spectra is shown in Figure 
4.2. 
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Figure 4.2 Water and heavy water IR spectra from molecular dynamics simulations 
Frequency (cm-1)
In
te
n
si
ty
 
 
B) Quantum calculation of IR spectrum
5
 
In quantum calculations, the number of degrees of freedom available to vibrate needs to 
be determined to analyze the vibrations of a molecule. An N-atom molecule has 3N degrees of 
freedom, while three degrees of freedom are in terms of translational motion and two degrees of 
rotational freedom for linear molecules or three degrees of rotational freedom for nonlinear 
molecules. This leaves 3N-6 (or 3N-5) degrees of freedom corresponding to the internal 
coordinates of a molecule of bond lengths and angles, and generates 3N-6 (or 3N-5) vibrational 
frequencies. Therefore, linear molecules have a total of 3N-5 degrees of vibrational freedom and 
nonlinear molecules have a total of 3N-6 degrees of vibrational freedom. 
For a nonlinear molecule, the 3N-6 vibrational frequencies could be calculated as 
follows. In order to find the equilibrium geometry of the molecule, the electronic Schrödinger 
equation has to be solved. Based on the fact that the mass of nuclei are much larger then 
electrons, the nuclei could be considered as fixed and the nuclear kinetic-energy terms are 
negligible. Consequently, the Schrödinger equation is given by  
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 el NN el elHˆ V U     (4.18) 
where the energy U is the electronic energy including inter-nuclear repulsion and the first 
operator is the purely electronic Hamiltonian and could be expressed as  
22 2
2 a
el i
i i j i je i ij
Z e ' e '
Hˆ
2m r r 
        (4.19) 
The nuclear-repulsion term VNN could be expressed as  
2
NN
Z Z e '
V
r
 
  
  (4.20) 
here rαβ is the distance between nuclei α and β, and Z is the number of charges. 
C) Normal mode analysis 
Using the molecular electronic energy U, the set of second derivatives (  2U/  Xi Xj) of 
U is calculated with respect to the 3N nuclear coordinates of a coordinate system. These 
derivatives are evaluated at the equilibrium geometry and can be computed numerically or 
analytically. 
A mass-weighted force-constant matrix is built based on these derivatives and its 
elements displayed as 
 
2
ij 1/2
i j ei j
1 U
F
X Xm m
 
     
 (4.21) 
here i and j change from 1 to 3N and mi is the mass of atom located in coordinate Xi. A set of 3N 
linear equations with 3N unknowns is formed 
 
3N
ij ij k jk
j
F l 0    (4.22) 
and δij is one if i equals j or zero if i is different from j. In order to have a nontrivial solution, 
which means a set of nonzero ljk, for this set of homogenous equations, the coefficient 
determinant has to be  
 ij ij kdet F 0    (4.23) 
This 3N order determinant will give 3N roots for λk, and the molecular harmonic frequencies are 
calculated by 
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1
2
k k 2     (4.24) 
Six of the 3N vibrational frequencies, which correspond to the three translational and three 
rotational degrees of freedom of the nonlinear molecule, will be zero. The molecular harmonic 
vibrational frequencies are the remaining 3N-6 vibrational frequencies. 
 4.4 Analysis of Experimental Frequencies 
The contribution of changes in Qvib to the total free energy change and the enthalpy 
change will be investigated for five different types of processes involving aqueous solutions. All 
calculations are performed for processes occurring at 298K and 1atm in the Gibbs ensemble. In 
order to simplify the following analysis to compare with results from a simulation using a 
classical force field, the corresponding force field is assumed to reproduce the experimentally 
observed vibrational frequencies and the intermolecular interaction (W) exactly. Therefore, the 
only difference between the experiment and simulation involves the quantum effects contained in 
the vibrational partition function. The contribution to the corresponding enthalpy and entropy 
changes could be estimated by a similar approach.  
 4.4.1 Enthalpy of vaporization 
The enthalpy of vaporization is a physical property commonly used as a target to be 
reproduced in the force field parameterization. Because significant red shifts were observed for 
water passing from liquid to gas, the quantum correction for intermolecular and intramolecular 
degrees of freedom has to be taken into account 
  i iE i
i
u u
W u 1
2 exp u 1
   

 (4.25) 
Estimates of the corrections are included by 
vap pot EH E P V RT W
        (4.26) 
here -Epot is the classical potential energy computed by molecular dynamics, the second term is 
for the work of expanding the gas. Using the three intramolecular frequencies for the gas phase 
(3756, 3657, and 1595 cm
-1
)
17-19
 and liquid phases (3490, 3280, 1645 cm
-1
)
20
, and the three 
higher intermolecular vibrational frequencies quoted by Postma
21
 for the solution phase (800, 
500, and 200 cm
-1
, which are absent in gas phase because no intermolecular interaction) and 
equation (4.25), the intramolecular and intermolecular quantum corrections to ΔHvap are 3.54 and 
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-3.77 kJ/mol, respectively. Since they have opposite signs, compared with the experimental 
ΔHvap ~44 kJ/mol at 298K, the quantum corrections from intramolecular and intermolecular 
vibrations are nearly cancelled. Jorgensen and Madura
2
 compared the heat of vaporization from 
the experimental data and the simulated results of TIP4P water model with the quantum 
corrections and an extra term, which was the enthalpy difference between the ideal and real gases 
and small enough to be neglected. With the quantum corrections, the simulated ΔHvap could 
reproduce experimental results better than without the quantum corrections. However, the 
quantum corrections calculated here are not perfectly strict and have great reservations. The 
intermolecular frequencies are specific to the condensed phase and have more problems: 1) the 
experimental frequencies need to be assigned, which is not trivial for the low frequency modes. 
Even frequencies corresponding to restricted rotational or translational modes can make the 
assignment with more difficulty. 2) The condensed phase of water may be better approximated 
as a collection of water molecules in different environments, and each environment giving rise to 
different vibrational frequencies. Hence, the three rotational frequencies corresponding to the gas 
phase can become a mixture of rotation and vibration modes according to the environment of 
water molecules. Furthermore, exactly how many different species of water molecule 
environment there are, and their corresponding populations, are unknown. 
 4.4.2 Free energy of solvation 
The transfer of a molecule from the gas phase to an aqueous solution corresponds to the 
free energy of hydration, or more generally solvation. The simplest case is that the solvation of 
water in pure water. In the Ben-Naim transfer process, the free energy for transfer of a water 
molecule from a fixed position in the gas phase to a fixed position in solution, similar to the 
transferring in (3.3.2), is given by equating the chemical potentials of water in the gas (g) and 
liquid (l) phases and rearranging to give the experimental free energy of transfer from gas to 
liquid 
 * * * l gl gG ln         (4.27) 
The free energy of transfer is expressed for a quantum (real) system as 
l
i
g
i
u
l g1
i i qm2 u
i
(1 e )
G* W (u u ) ln W Q
(1 e )


  
          
    
  (4.28) 
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and for systems in classical simulations as  
l
i
clg
i i
u
G* W ln W Q
u
 
       
 
  (4.29) 
in which the ΔW term corresponds to the change in the non internal (intermolecular) work and 
the second term to the vibrational contribution to total free energy change. A red shift in a 
vibrational frequency on moving to the solution phase leads to a decrease in the solvation free 
energy. The gas and solution phase intramolecular vibration frequencies for water are known, 
although significant line broadening due to environmental effects is obvious in the solution 
phase.  
The appropriate corrections can be evaluated with the reservations mentioned at the end 
of section 4.4.1. Using the frequencies listed above and equation (4.28), results in a contribution 
of ΔQqm = 3.9 kJ/mol for the solvation process. The experimental value of ΔG* is -26.47 kJ/mol. 
The contribution is very important (15%), and therefore has to be considered for accurate work. 
The calculation treats the intermolecular frequencies as vibrations. However, this can cause 
problems as it brings into question the separation of the internal and configurational partition 
functions.  
Based on the data above, the contribution of the intramolecular and intermolecular modes 
to the values of ΔQqm are -3.5 and 7.4 kJ/mol calculated by equation (4.28), respectively. In most 
classical water force fields, the intramolecular modes are constrained to be rigid, so that they do 
not contribute to the equivalent simulated free energy change. Even when flexible bonds are 
used, according to equation (4.29), the intramolecular contribution is small, ΔQcl is -0.4 kJ/mol. 
The classical contribution to the intermolecular modes is 5.4 kJ/mol.  The difference for the 
intermolecular modes of  2.0 kJ/mol does not cancel the intramolecular contribution -3.5 kJ/mol. 
This is the reason for the corrections that are applied to the simulated or experimental data. In 
principle, these corrections should be applied to all simulations before comparing with 
experiments. However, this procedure is not universally performed, except during actual 
parameterization state, and then only for pure liquids. 
 4.4.3 Solute activities in solution 
The variation in the chemical potential of a solute in solution is characterized by the 
activity coefficient as  
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o ln[y ]     (4.30) 
in the scale of molarity and y is the molar activity coefficient. Using the derivatives of the 
chemical potential with respect to solute concentration provides a useful method to study the 
contribution of the vibrational partition functions since it avoids the dependence of the chemical 
potential on the choice of standard state. This can be achieved in several ways. From equations 
(4.12) and (4.30), the equation for a given solvent (1) and solute (2) could be written as  
2
*
2 2 2
2 2 2 2
ln Qln y W
ln ln ln ln
  
  
       
 (4.31) 
This approach involves a direct approximation to the last term in equation (4.31), and requires 
knowledge of the composition dependent vibrational frequencies for a solute-solvent system. It is 
easy to understand that results will vary between different solute and solvent systems. Our main 
concern is for solutes in an aqueous environment. For example, we will consider the data 
corresponding to hydrogen bonding solute and solvent systems where the vibrational frequencies 
have been studied as a function of solution composition. Even then, it is common for only some 
of the vibrations to be determined. 
Take N-methylacetamide (NMA) with water at 313K as a good example. In this system 
the NH vibrational frequency changes sharply from 3410 cm
-1
 at xNMA = 0.2 (6.84 M) to 3310 
cm
-1
 at xNMA =0.5 (10.69 M), and results in the change in zero point energy. The molar activity 
coefficient (y) of NMA changes from 0.78 to 0.88 for the corresponding changes
22
. Therefore, a 
simple finite difference calculation suggests that the left side of equation (4.31) is around 0.27, 
whereas the NMA vibrational shift contributes a value of -0.54 to the derivative in second term 
on the right side of equation (4.31), 2
2
lnq
ln


 
, from only a single vibrational mode. Obviously, 
the contributions from the vibrational partition function can rival that of the changes in the work 
performed against the environment (0.81). This particularly large effect is based on finite 
difference calculation instead of derivatives, and there are exceptions to this. For instance, 
studies of methanol-water and acetone-water mixtures suggest little changes in the methanol or 
acetone frequencies, although considerable shifts in the water frequencies are observed.
23,24
 
Consequently, the contribution from changes in vibrational partition function to changes in the 
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activity coefficient varies quite widely but can be significant. The large shifts observed for NMA 
are especially important for accurate simulations of peptide systems. 
An alternative way to study the activity of solutes is using normal and heavy water. The 
difference observed should, to a good approximation, be directly related to the difference in Qvib 
for normal and heavy water. Sodium chloride solutions provide an interesting system for which 
the molal activity coefficients have been determined in normal and heavy water.
25
 In particular, 
the salt itself has no internal degrees of freedom and so the changes in vibration partition 
function could be attributed to water, which then affects the salt activity via the Gibbs-Duhem 
equation, ρ1dµ1+ρ2dµ2 = 0 at constant T and P. The molar volumes of normal and heavy water 
are almost the same to within 0.3% and therefore all partial molar volumes are assumed to be 
identical in both solvents.
26
 Differences in molal activities coefficients
25
, although small, are 
noticeable and can be roughly calculated by the expressions, 
 
2D H
2 2 2 2ln ln a m b m        
 
D H
22 2
2 2
2 2
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a m 2b m
ln m ln m
   
      
 
 
(4.32) 
where γ2 is the molal activity coefficient, m2 is the salt molality, and υ is the number of ions in 
the salt (equal to 2 for NaCl). The fitting curves compared with experimental results are shown 
in Figure 4.3. 
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Figure 4.3 Differences in solute activity coefficients between heavy and normal water after 
fitting to the equation (4.32). The dots are experimental results and the lines are from the 
fitting curve using the fitting parameters are listed in Table 4.1. 
 
 
 
In order to investigate further, the expressions provided by Kirkwood-Buff (KB) theory
27
 
is used to relate changes in the chemical potential of a solute in terms of the corresponding 
intermolecular distribution functions in solution. This approach will prove particularly useful for 
the later discussion concerning the development of classical force fields. KB theory relates 
changes in activity to KB integrals which quantify the distribution of species i around species j 
according to 
  2ij ij
0
G 4 g r 1 r dr

      (4.33) 
The radial distribution function, gij, is usually considered to be a direct result of the 
intermolecular interactions. KB theory provides 
   
2 2 1 1
2 2 22 12 2 22 T 2 22
a 1
ln ln 1 G G 1 G RT 1 G
   
   
         
 (4.34) 
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where ρ2 is the total ion concentration in the scale of molarity and the approximation is very 
good due to the low compressibility ( T ) of water. The difference between water and heavy 
water can be shown as 
D H 2
2 22 2 22 1
1 1
1 G 1 G

 
  
 (4.35) 
in which we have used the fact that  2 2 1ln ln m     . This can be rearranged to give an 
expression for the KB integral in heavy water in terms of the KB integral in normal water and the 
activity derivative in equation (4.31). The result is  
 
 
H 2 1
22 1 2D
22 2 H
1 2 22
G
G
1 G
   

   
 (4.36) 
For low solution concentrations (ρ2 is close to 0 and 1 is close to 1) with a good approximation, 
this reduces to, 
D H
22 22G a G    (4.37) 
The equations (4.32), (4.33) and (4.37) relate changes in the solute chemical potential due to 
deuteration of the solvent to the changes of intermolecular distribution between solute molecules. 
The differences between G22 in heavy water and that in normal water, calculated from the 
activity coefficients
28
 and listed in Table 4.1, indicate the changes of ion associations due to the 
deuteration of the solvent. It is worth mentioning that activity coefficients in different literatures 
vary greatly.
25,28-30
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Table 4.1 Activity coefficient fitted parameters and the differences between G22 in heavy 
water and that in normal water 
 a 
kg/mol 
b 
kg/mol 
D
22G -
H
22G  
cm
3
/mol 
Dextrose 0.0796 -0.0097 -79.6 
LiCl 0.0042 0.0002 -4.2 
NaBr 0.0041 9x10
-5
 -4.1 
NaI 0.0041 -0.0002 -4.1 
Urea 0.0010 8x10
-5
 -1.0 
KCl 0.0003 -0.0001 -0.3 
NaCl 0.0014 -2x10
-5
 -1.4 
CsCl -0.0006 -3x10
-5
 0.6 
KI -0.0083 9x10
-5
 8.3 
CsI -0.0221 0.0003 22.1 
 
 
Because deuteration should only significantly affect the vibrational partition function, 
and not nonbonded interaction (W), the above changes in the intermolecular distributions are 
mainly a direct consequence from changes in the vibrational partition function. Furthermore, in 
the above example the solute does not have any internal degrees of freedom and therefore, only 
the contribution from changes in the vibrational frequencies originating from water molecules of 
solvation is probed. 
 4.4.4 Protein folding 
One of the aims of many biomolecular force fields is to be able to investigate the details 
of how and why proteins fold into well defined three dimensional structures. Although the 
contribution of vibrational entropy changes to protein folding has been estimated
31,32
, a search of 
literature gave no direct indication as to the possible contribution of the vibrational partition 
function to the free energy change for the protein folding process. It is well known that 
vibrational frequencies of proteins are shifted on folding, so some effects would be expected. 
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Here we try to estimate this contribution from some characterized frequencies. However, due to 
the large number of protein vibrational modes, an exact determination is currently infeasible.   
An expression for the equilibrium constant for folding (D N) can be obtained by 
equating the chemical potentials of the native (N) and denatured (D) states at low protein 
concentrations, which means no significant protein-protein interactions, to give,  
NN
o vib
D D
vib
Q
G ln K ln W ln
Q
  
        
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 (4.38) 
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for which a red shift on folding leads to an increase in the population of the folded state, i.e. 
protein stabilization. The most common group found in peptides and proteins is the peptide 
group itself. The peptide group NH and CO vibrations give rise to the amide A and I bands in the 
vibrational spectra of proteins, which are typically red shifted and blue shifted, respectively, on 
folding. The major corrections required for classical simulations would be the inclusion of these 
high frequency shifts on folding, hence, we will focus on determining their magnitude. The shifts 
typically observed for proteins are very similar to those reported for NMA and water mixtures as 
a function of composition and so these values are used for calculations. The NH vibrational 
frequency shifts from 3420 cm
-1
 to 3310 cm
-1 
on going from pure water to pure NMA, while the 
CO frequency shifts from 1635 cm
-1
 to 1653 cm
-1
 for the same process.
33
 If the same shifts are 
considered for a single NH and CO vibration, which upon folding form intramolecular protein 
hydrogen bonds similar to those in liquid NMA, then one finds contributions of -0.27 (or -0.66 
kJ/mol) for NH and 0.04 (or 0.11 kJ/mol) for CO, respectively, to the value of βΔQ. It would 
indicate that burying a mere 50% of the peptide groups in a 100 residue protein would contribute  
-27.5 kJ/mol to the folding free energy change for just these two vibrations. This is on the order 
of the total stabilizing energy for many folded proteins. 
It is obvious that this is a simplified calculation which ignores many other vibrational 
modes and the low frequency modes in particular. However, the changes in low frequency modes 
in proteins should be highly classical in character, reasonably well reproduced by classical 
simulations, and therefore requiring little or no correction. The hydrogen bonding frequencies are 
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somewhat intermediate and may compensate the high frequency shifts. Evidence for this comes 
from a study of the deuterated (NH to ND) protein CD2 which indicates little change in the 
denaturation equilibrium.
34
 However, there is no evidence that these contributions will always be 
cancelled. 
Other studies of protein folding in heavy water suggest a remarkable contribution from 
changes in the vibrational modes of water to the folding process.
35
 The native conformation of 
the CD2 protein with 98 residues is stabilized by -5.0 kJ/mol using heavy water.
34
 To include 
water in the chemical equilibrium, one has to evaluate the vibrational partition function for an 
equation of the form D: nH2ON+nH2O, which is difficult as n is unknown. However, by 
assuming all water frequencies are shifted by a factor of -0.27 on deuteration, and the vibrational 
partition function is dominated by the zero point energy term, then the contribution of the water 
modes can be estimated as -0.50/-0.27 = 18.5 kJ/mol, which can be compared to the total 
stabilization energy of -36.5 kJ/mol. Therefore, the folding process in heavy water is favored 
more than in normal water due to the reduction in the unfavorable change in ΔQ. The vibrational 
change is 33% of the value of ΔW = -55.0 kJ/mol. It is interesting that this is similar to the 
contribution from the zero point energies obtained for the formation of water dimers as 
determined by quantum mechanical calculations.
36
 Furthermore, the above calculations suggest 
that the contribution from electrostatic and VDW interactions is far more favorable than that 
obtained when not explicitly considering the contribution of ΔQ. 
 4.4.5 Enthalpy of mixing 
As a final example, we provide an analysis for the enthalpy of mixing of acetone and 
water. Max and Chapados evaluated acetone-water mixtures by considering the water and 
acetone molecules in a random organization, constrained only by hydrogen bonding between the 
molecules. They determined the molecule species distribution and corresponding IR frequencies 
as a function of concentration.
37
 Based on their data, a detailed analysis of the vibrational 
frequency changes for both acetone and water has been provided. The contribution of these 
changes to the enthalpy of mixing is given by  
5 3 5 3
Ex 1 1
i, j i i, j i2 2
i 1 j 1 i 1 j 1
H h h 
   
         (4.40) 
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where the summations over i represent the various water (or acetone) specie present in solution, 
and the summations over j represent the major bond vibrational modes of water (or acetone), The 
ω and α values are the weights due to the composition and fractional population of each form, 
while the ν values are the frequencies of corresponding species, and i, j i
   (or i, j i
  ) shows 
the change from the pure liquid to corresponding composition. 
 
 
Figure 4.4 Top panel: water vibrational frequency changes in acetone-water mixture. 
Bottom panel: Excess enthalpy of mixing including contributions from the intramolecular 
vibrations.   
 
 
 
The total water vibrational frequency, indicating the first term in equation (4.40), as a 
function of water molar fraction is displayed in the top panel of Figure 4.4. The acetone 
vibrational frequency, indicating the second term in equation (4.40), was obtained as well, but 
not shown because acetone vibrational frequencies did not have remarkable change with species 
composition. The results calculated by equation (4.40) is represented as the black line in the 
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bottom panel of Figure 4.4, the red line is from the experimental enthalpy of mixing
38
, and the 
green line shows the difference between the vibrational and experimental data, which could be 
explained as the intermolecular interaction. These results clearly indicate a significant 
contribution from shifts in the bond frequencies, especially for water. In fact, the two 
contributions, vibration and intermolecular, act in different directions and appear to lead to an 
overall sigmoidial shape for the enthalpy of mixing. Interestingly, this shape has been attributed 
to polarization effects and not to vibrational changes.
39
   
As discussed in (4.3.4), if all water molecules in the system are substituted by heavy 
water molecules, the total water vibrational frequencies would be red shifted by 0.27x1.5=0.41 
kJ/mol at the highest point in the black curve in Figure (4.4). With the approximations that the 
acetone frequencies are not affected by the water composition and the intermolecular interaction 
should keep the same since H and D are chemically equivalent, the total enthalpy of mixing 
should decrease about 0.41 kJ/mol. However, experimental results show that the enthalpy of 
mixing for acetone-heavy water system is really close to that for acetone-normal water system, 
increasing by a negligible amount,
40
 which disagrees with the analysis results from the acetone-
water IR spectrum. Hence, more frequencies, especially low frequencies, are needed for further 
analysis. 
 4.5 Simulation Frequency Analysis 
Because the experimental spectrum analysis provides some large deviation from real 
results and some consequences which are hard to explain, vibrational frequencies from quantum 
calculations are adopted to analyze the contribution from vibrational partition function. The 
quantum calculations in density functional theory are used to provide enough frequencies in all 
the vibrational degrees of freedom. Although they are composed of only two molecules, not a 
real solution, they can tell the trends of frequency shifts. The molecular dynamics simulation is 
supposed to mimic the effect of solute composition on the frequency shifts.  
 4.5.1 Methods 
 4.5.1.1 Density functional theory calculations 
All quantum calculations in this work were performed using density functional theory 
with the Amsterdam Density Functional (ADF) program
41
. In the ADF program, a triple-ζ 
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polarized basis set with the frozen core approximation was used for the geometry optimization 
and frequency calculation. Both the Generalized Gradient Approximation (GGA) BP86 and the 
hybrid functional B3LYP
42
 were compared. All the systems were performed in the gas phase at 
298K. The frequencies were visualized by Jmol (http://jmol.sourceforge.net/). Detailed 
frequency analysis is provided in supporting information. 
 4.5.1.2 Molecular dynamics simulations 
  All the classical simulations in this work were performed using Molecular Dynamics 
with GROMACS program
43
. The enhanced simple point charge water model (SPC/E)
44
 was used 
for water and the acetone force field was from Kirkwood-Buff Force Field developed by Smith 
et al
45
. All the systems were performed at 300 K and 1 atm.  The relaxation times for temperature 
and pressure were 0.1 and 0.5 ps, respectively using weak coupling technique
46
.  A step time of 
0.25 fs is adopted for integration of the equations of motion. The PME approach
47
 was used for 
all electrostatic interactions and a twin range cutoffs of 1.0 and 1.5 nm were employed for the LJ 
and VDW interactions, respectively. The nonbonded update frequency was 10 steps. The initial 
configurations were generated by random placement of molecules into a cubic box of length 6 
nm.  All simulation times were 7.5 ns in length, and the final 3.75 ps were used to calculate 
ensemble averages. 
 4.5.2 Results  
 4.5.2.1 NMA and water systems 
In order to evaluate the frequency shifts for protein backbones in protein folding process, 
four systems: an NMA dimer, a water dimer, and two NMA-water complexes with hydrogen 
bonds formed in different bonding sites were studied using density functional theory. The protein 
folded states are simplified into the first two systems as shown in Figure 4.5, while the protein 
unfolded states are simplified into the other two systems as shown in Figure 4.6, in which NMA 
worked as hydrogen bond donor and acceptor, respectively. 
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Figure 4.5 Snapshots of NMA dimer and water dimer systems used to represent the folded 
protein.  
 
 
Figure 4.6 Snapshots of NMA and water complex systems with hydrogen bonds formed in 
different bonding sites used to represent the unfolded protein. 
 
 
 
The vibrational partition function contributions and corrections for energy and free 
energy were calculated by equations (4.11) (4.15) and (4.25), respectively. All of these changes 
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in the folding process with normal and heavy water are listed in Table 4.2.  With normal water, 
the vibrational partition function gives a large contribution (-9.61 kJ/mol) to the free energy 
change, and it is much larger than the value obtained in section (4.4.4), which was calculated 
based on the several high frequencies. This means both the high and low frequencies are 
important in the calculation of vibrational partition function, and only taking parts of frequencies 
in the calculation can induce a large error. The corrections for free energy and energy from 
classical system to real system are calculated by equation (4.15) and (4.25). Although the 
vibrational partition function contribution is large, the differences between classical dynamics 
and quantum calculations are small, 0.31 and 0.19 kJ/mol for energy and free energy, 
respectively.  
 
 
Table 4.2 Vibrational partition function contributions and corrections for energy and free 
energy corresponding to the frequency shifts from NMA-water complex to pure dimers 
with normal and heavy water, respectively . 
 
RTlnQ (kJ/mol) RT EW
  (kJ/mol) RT AW
  (kJ/mol) 
H2O D2O H2O D2O H2O D2O 
Bond 
Stretching 
NMA -0.49 -0.26 -0.50 -0.27 -0.45 -0.25 
Water 0.61 0.23 0.61 0.23 0.53 0.19 
Total 0.11 -0.03 0.11 -0.04 0.08 -0.06 
Angle 
Bending 
NMA -0.95 -0.92 0.24 0.10 0.16 0.06 
Water -0.08 0.01 -0.08 0.01 -0.06 0.00 
Total -1.03 -0.92 0.17 0.10 0.10 0.06 
Torsion & Libration -8.69 -1.35 0.04 0.14 0.01 0.07 
Total -9.61 -2.30 0.31 0.21 0.19 0.07 
 
 
In order to study the solvent isotopic effect, the four systems were tested with heavy 
water as well. NMA-D2O complex has one more negative torsion & libration frequency. If the 
negative frequency could be adjusted to the corresponding frequency in NMA-H2O with the 
reduced mass ratio, the total contribution change from the frequency shifts for folding process in 
133 
 
heavy water would be -2.30-9.14=-11.44 (kJ/mol).  This is in agreement with the fact that heavy 
water stabilized the protein in folded state
48-50
. 
The folding process of NMA deuterated in amide was also studied and compared with 
that of normal NMA in Table 4.3. The vibrational partition function contributions with normal 
and deuterated NMA are very close to each other, which are supported by several protein 
experimental results
34,51-54
. The differences for energy and free energy between classical 
dynamics and quantum calculation are very small and do not show obvious protein isotopic 
effect. 
 
 
Table 4.3 Vibrational partition function contribution, and corrections for energy and free 
energy corresponding to the frequency shifts from NMA-water complex to pure dimers 
with normal and deuterated NMA, respectively. 
 
RTlnQ (kJ/mol) RT EW
 (kJ/mol) RT AW
  (kJ/mol) 
H(NMA) D(NMA) H(NMA) D(NMA) H(NMA) D(NMA) 
Bond 
Stretching 
NMA -0.49 -0.01 -0.50 -0.04 -0.45 -0.09 
Water 0.61 0.62 0.61 0.62 0.53 0.54 
Total 0.11 0.61 0.11 0.58 0.08 0.45 
Angle 
Bending 
NMA -0.95 -1.70 0.24 -0.26 0.16 -0.16 
Water -0.08 -0.07 -0.08 -0.07 -0.06 -0.06 
Total -1.03 -1.77 0.17 -0.33 0.10 -0.22 
Torsion & Libration -8.69 -8.18 0.04 0.06 0.01 0.02 
Total -9.61 -9.35 0.31 0.31 0.19 0.26 
 
 4.5.2.2 Acetone and water systems 
The next question is to evaluate the contribution from the C=O stretching frequency 
change in the systems without the N-H bonds. Therefore, an acetone dimer and an acetone-water 
complex, displayed in Figure 4.7, were studied with BP86 functional and triple-ζ polarized basis 
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set. The acetone dimer was designed as two acetone molecules located in parallel planes with 
two carbonyl groups overlapping each other and pointing to the opposite ways.  
 
 
Figure 4.7 Snapshots of acetone dimer and acetone-water complex systems 
             
 
 
Similar to NMA systems, the vibrational partition functions give large contributions to 
free energy change. However, the difference in free energy between classical dynamics and real 
quantum calculations are small, 0.03 kJ/mol. The solvent isotopic effect is negligible in these 
systems, which are supported by calorimetry experimental results
40
. It is worthy to point out that 
RT EW
  terms with both normal and heavy water are very small, which is different from the 
deduction in section 4.4.5. This is probably due to the fact that only parts, instead of all, of the 
vibrational frequencies are used to calculate the enthalpy of mixing in section 4.4.5. 
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Table 4.4 Vibrational partition function contribution, and corrections for energy and free 
energy corresponding to the frequency shifts from acetone-water complex to pure dimers 
with normal and heavy water, respectively. 
 
RTlnQ (kJ/mol) RT EW
  (kJ/mol) RT AW
  (kJ/mol) 
H2O D2O H2O D2O H2O D2O 
Bond 
Stretching 
Acetone -0.10 0.10 -0.08 0.11 -0.04 0.12 
Water 2.22 1.29 2.22 1.29 1.96 1.08 
Total 2.12 1.39 2.14 1.40 1.93 1.20 
Angle 
Bending 
Acetone -0.60 -1.47 -0.55 -0.70 -0.34 -0.42 
Water -0.27 -0.17 -0.27 -0.17 -0.20 -0.12 
Total -0.87 -1.64 -0.82 -0.87 -0.54 -0.54 
Torsion & Libration -21.61 -20.29 -2.54 -1.06 -1.35 -0.54 
Total -20.35 -20.55 -1.21 -0.52 0.03 0.12 
 
 
The pure water and acetone liquid and water-acetone mixtures were studied with different 
compositions by molecular dynamics simulations as well. And the IR spectrum could be 
obtained from equations in section 4.3.5.2B. The acetone IR spectrums with increasing acetone 
compositions are displayed in figure 4.8. The acetone spectrums for all compositions almost 
overlap each other. The only shifts are at the low frequency part near zero, and small red shifts 
with the increase of acetone are negligible. It is worthy to mention that –CH3 group is 
represented as one particle in KBFF, a united atom force field. Hence, all the vibrations in –CH3 
group are missed in the molecular dynamics simulations. However, since no strong interactions 
between –CH3 and water molecules, the composition (or environment) changes are not expected 
to affect the vibration frequencies in –CH3 group very much, which can be supported by data in 
Table 4.9. In general, acetone vibration frequencies do not change with acetone composition and 
this is in agreement with Chapados’ experimental data24 and our quantum simulation results. 
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Figure 4.8 Acetone IR spectroscopy in acetone aqueous solutions with three compositions 
and pure acetone liquid. 
Frequency (cm-1)
In
te
n
si
ty
 
 
 
Figure 4.9 Water IR spectroscopy in pure water liquid and acetone aqueous solutions with 
three compositions. 
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The water IR spectrum with decreasing water compositions is displayed in Figure 4.9.  
The peak located around 3200 cm
-1
, which corresponds to the asymmetric stretching vibration, 
shows a noticeable red shift with decreasing water composition. This agrees with the large 
decrease when changing from water dimer to acetone-water complex in the density functional 
theory calculations. The low frequencies below 1000 cm
-1
, which corresponds to torsions and 
librations, showed obvious red shifts when water composition decreased.  This agrees with the 
quantum calculation results as well and supports that hydrogen bond switching or environment 
change has much larger effects on torsional/librational frequencies than bond stretching 
frequencies. 
 4.6 Discussion 
The calculations above represent estimates of contributions of the vibrational partition 
function to the energy or free energy change for several processes in aqueous solutions. 
Although they involve significant degrees of approximation in various aspects, it is clear that the 
vibrational changes are often large and therefore need to be considered. It is possible that 
vibrational frequency shifts in high or low frequency regimes could cancel, such as the in the 
NMA and water quantum calculation, but this seems unlikely for most systems. Experimental 
frequency analysis in section 4.4 and simulated frequency analysis in section 4.5 exhibit quite 
different results, which means all vibrational frequencies give contributions to the free energy 
change. Therefore, only choosing a certain amount of characteristic frequencies in the analysis is 
not appropriate. Since the quantum corrections need to be performed for all vibrational 
frequencies, and low frequency vibrations can be treated classically and are supposed to be 
reasonably well reproduced by an accurate force field, the problem is mainly in the high 
frequency vibrations. In most molecular dynamics simulations, the high frequency vibrations are 
constrained in order to use a longer step time. Even though these vibrations are unconstrained, 
they are still not quantum and different from real vibrations. 
Furthermore, it is clearly difficult to correct the results of classical simulations to 
compare with experiment for a variety of reasons including: 1) insufficient experimental spectra 
and  insufficient spectra from molecular dynamics simulation on the density of vibrational states, 
2) infeasibility to mimic the solution environment using density functional theory because of 
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high computational cost, 3) uncertainty as to whether the harmonic oscillator approximation is 
valid, and 4)  the complicated role of solvent. These problems make the accurate evaluation of 
the total internal partition function essentially impossible with current approaches. On the basis 
of these difficulties, current popular force fields will be widely used now and in the near future at 
least, and some questions involving reliabilities and applications of classical force fields are 
discussed here. 
So, why have classical force fields been able to provide useful data on many of the above 
processes? A possible answer lies in the approaches used during the parameterization procedure 
with the fact that the zero point vibrational energy for an interaction can to some extent be 
incorporated into an effective LJ/Coulomb potential. This point is illustrated from equation 
(4.30) to equations (4.34), which directly relate changes in the vibrational partition function to 
changes in the radial distribution function between solute species. For example, it is well known 
that hydrogen bonds in heavy water are considered to be stronger than in normal water, as 
exemplified by the larger heat of vaporization
11
. However, this is almost certainly a consequence 
of changes in the zero point energies, and other populated vibrational energy levels, rather than 
an increase or decrease in VDW or Coulomb interactions. Hence, in many ways, the 
interpretation of the vibrational changes in terms of nonbonded interactions has already been 
used effectively to describe the properties of deuterated systems.
55
  
Fortunately, many force fields have already implicitly included some of the above 
changes in the vibrational partition function. Early force fields based on gas phase quantum 
calculations were typically not corrected to eliminate zero point energy contributions, nor were 
the experimental data corrected for quantum contributions to the enthalpy of vaporization for 
instance. Even for water models in which the quantum corrections were included, they were 
determined to be essentially negligible and therefore this had little effect on the results. However, 
recent estimates of the quantum contributions for water are not so negligible.
56,57
 Alternatively, 
force fields which are parameterized to reproduce the experimental KB integrals as a function of 
composition have implicitly included the vibrational changes, in addition to environmentally 
dependent polarization effects, as indicated by equation (4.34). For mixtures, this can only be 
assured by other force field approaches if they reproduce the uncorrected chemical potentials for 
both the pure solute and the infinitely dilute solute in water. The former can present a problem if 
the pure solute is a solid. Take OPLS force field as another example, some of OPLS parameters 
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have been obtained by fitting to ab initio 6-31G(d) results for complexes of water with ions or 
molecules.
58,59
 The changes in zero-point vibrational energy between monomer ion (or molecule) 
and monomer-water complex were calculated in ab initio studies, and took ~10% of total binding 
energy.
60
 Therefore, the vibrational frequency shifts were included in the OPLS parameterization 
process, instead of showing in an explicit adjusting term when comparing with experimental 
thermal dynamic properties. 
The consequences of the implicit inclusion of the vibrational partition function changes  
as an effective intermolecular interaction involve several discussions. Fundamentally, the 
interactions are different (bonded vs nonbonded) and so it is questionable whether such an 
approach will be successful. Certainly, the temperature dependence of the classical nonbonded 
interactions will not be the same as that of the quantum mechanical intermolecular vibrations, 
because the classical vibrational modes will not contribute to the change in enthalpy for a 
process as they obey the equipartition theorem, whereas the quantum mechanical modes will. 
Therefore, the parameterization of an effective classical force field at one temperature may 
produce errors at other temperatures. While this is clearly not an ideal situation, classical force 
fields have been shown to perform reasonably well as long as the temperature remains close to 
that used during the parameterization.  
Other consequences of the above observations for force field development are that 
quantum corrections should not be explicitly taken into account when comparing with 
experimental data. Rather, the effects of changes in the vibrational partition functions, and 
therefore the chemical potentials of the species involved, should be included in the form of 
effective nonbonded interactions. In this way one does not have to perform the difficult process 
of correcting the results after the simulation is completed. For example, consider an experiment 
where one observes a 9999:1 (ΔGo = -23.0 kJ/mol) mixture of native and unfolded protein that 
buries 50% of 100 residues. The previous example would suggest a contribution to the folding 
free energy from the NH and CO vibrational modes of -27.5 kJ/mol. In comparison, a classical 
simulation of the folding process, if this were possible, would require the final results to be 
corrected for any quantum effects due to the constrained high frequency bond stretching 
(primarily NH and CO). The above correction indicates that a simulation performed with an 
accurate force field, but without the implicit inclusion of the vibrational partition function 
corrections, would have generated a population for the native state corresponding to only 16%, 
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i.e. an effective free energy difference of ΔGo’ = 4.5 kJ/mol. Such large corrections make the raw 
results of a classical simulation extremely difficult to interpret. 
The above issues also have consequences for situations where force fields are modified 
from their original parameterization. For instance, transforming a force field which originally 
developed using rigid bonds into a flexible force field introduces the classical high frequency 
vibrations into the simulations. For protein folding this could significantly shift the observed 
equilibrium from that predicted by the same rigid bond force field. The classical contribution to 
the high frequency shifts typically observed in protein folding would contribute -0.06 kJ/mol 
from each peptide group. In the 100 residue 50% hydrogen bonded example, this equals to -3 
kJ/mol, which is a small, but not insignificant (≈RT), shift in the equilibrium depending on the 
particular process involved. Further shifts would be expected if a flexible water model was also 
applied. In principle, the whole force field should be reparameterized when introducing 
something as simple as bond flexibility, although this may not be warranted if the changes are 
small compared to the errors associated with the terms contributing to ΔW. 
Another potential problem arises when trying to develop implicit solvent models for the 
study of long time biological processes such as protein folding. Here, one usually modifies a 
force field developed for explicit solvent simulations and attempts to determine the solvation free 
energy using some simplified equations. There are two ways this can cause problems. First, the 
removal of explicit solvent molecules means that the bending vibrations (the bonds are usually 
constrained) of solvent exposed hydrogen bonding groups on the protein will not be blue shifted 
as they typically would be in an explicit solvent – they will essentially vibrate at the gas phase 
frequencies. However, any groups that become buried on folding will be shifted if they form 
intramolecular hydrogen bonds. In effect, the vibrational frequencies of buried groups in the 
folded state will be similar to the explicit solvent simulation, whereas exposed groups will not. 
The absence of the (classical) blue shift in the denatured state due to the solvent will tend to 
stabilize the denatured state. Again, due to the potentially large number of groups that can be 
buried one can easily unbalance the equilibrium between folded and unfolded states. 
Implicit solvation models also have to be reparameterized, although this is usually 
restricted to the solvation term. If the solvation term is parameterized directly using Poisson-
Boltzmann calculations then the vibrational contribution of the solvent is not included in the 
continuum solvent electrostatic calculations. This may or may not be included in the surface area 
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term that is used to account for nonpolar solvent effects. A better parameterization would focus 
on reproducing the experimental free energies of solvation, uncorrected for quantum effects. In 
the latter case, the use of static solute structures during the parameterization procedure can 
potentially ignore the sizeable contribution from the classical bending vibrations, which can 
again lead to differences between the explicit solvent and implicit solvent results for processes 
such as protein folding. 
A final consequence of a significant vibrational contribution to the chemical potential in 
solutions involves the experimental determination of radial distribution functions for liquids and 
liquid mixtures. In many cases this is achieved by isotopic substitution and the assumption that 
the rdfs remain unchanged in the isotopic system. From equations (4.33), (4.35) and (4.36), it is 
clear that this is, in principle, incorrect. Isotopic substitution, especially D for H, will affect the 
chemical potential of the solute and solvent, which will produce a change in G22, indicating that 
g22 must also have changed. How significant these changes are will depend on the vibrational 
frequencies of that particular system. Simulated rdfs will only agree with the experimental data 
when isotope effects are small. 
 4.7 Conclusions 
An attempt has been made to determine the changes in the quantum vibrational partition 
function for a series of processes in solution. The exact determination of these contributions from 
experimental or simulated results is difficult, but we suggest that these contributions are 
potentially significant, especially for protein folding. It is also argued that correcting the results 
of classical simulations afterwards is not feasible in the majority of cases. Therefore, it is 
suggested that the vibrational contributions should, and can, form an implicit part of the 
intermolecular interactions. Essentially, the fitting procedure should involve μ* and not just W, 
or H* in the case of enthalpies of vaporization. Care must be taken as several potential problems 
can arise when well parameterized classical force fields are subsequently modified. 
 4.8 Supporting Information 
The following tables provide more data and short descriptions about the frequencies 
obtained from the density functional theory calculation. 
All the bond stretching vibrational frequencies for four systems (NMA dimer, water 
dimer and two different NMA-water complexes) with BP86 functional are listed in Table 4.5. 
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These frequencies did not shift much when it changes from folded state to unfolded state, except 
the N-H stretching frequency. It shows a red shift of 83 cm
-1
 during the folding process. On the 
other hand, O-H stretching frequency in the water molecule which worked as a hydrogen bond 
donor shows an obvious blue shift of 112 cm
-1
 in the folding process. The O-H frequency blue 
shift could be canceled for the most part by the red shift of the N-H stretching, and the sum of all 
bond stretching vibrational frequencies increased by only 18.2 cm
-1
. Therefore, switching of the 
hydrogen bond between NMA and water does not have any significant effect on the total bond 
stretching vibrational frequencies. 
 
 
Table 4.5 Bond stretching vibrational frequencies with BP86 for NMA and water four 
systems. D and A in the brackets refer to hydrogen bond donors and acceptor, respectively, 
and s and a are for symmetric and asymmetric vibrations, respectively.  
 Folded state (cm
-1
) Unfolded State (cm
-1
) 
1 2 3 4 
NMA(D) NMA(A) H2O(A) H2O(D) NMA(D) H2O(A) NMA(A) H2O(D) 
N-C 
amide 
844 850   844  849  
C-C 967 964   961  964  
N-C 1081 1071   1077  1067  
C=O 1667 1656   1670  1658  
(N) 
C-H 
2935 2957   2942  2955  
2983 3014   2991  3026  
3053 3074   3058  3064  
(C) 
C-H 
2965 2968   2964  2966  
3038 3047   3041  3047  
3061 3048   3045  3047  
N-H 3353 3535   3436  3534  
H2O(s)   3665 3499  3670  3387 
H2O(a)   3761 3740  3766  3739 
total 66786 66768 
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The bond stretching vibrational frequencies from B3LYP are displayed in Table 4.6 to 
compare with those from BP86. It is easy to notice that almost all the frequencies increased to 
the same extent, and the changes of the frequencies are quite similar to those from BP86. The O-
H stretching blue shift and N-H stretching red shift can counteract each other, and during the 
folding process, the total bond frequencies decrease by only 15.5 cm
-1
. Although it changed to an 
opposite direction to that with BP86, both of them can be considered the same as zero based on 
their very small values. And it indicates that the vibrational frequency shift does not have a 
significant dependence on the choice of functional. 
 
 
Table 4.6 Bond stretching vibrational frequencies with B3LYP for NMA and water four 
systems. D and A in the brackets refer to hydrogen bond donors and acceptor, respectively, 
and s and a are for symmetric and asymmetric vibrations, respectively.  
 Folded state (cm
-1
) Unfolded State (cm
-1
) 
1 2 3 4 
NMA(D) NMA(A) H2O(A) H2O(D) NMA(D) H2O(A) NMA(A) H2O(D) 
N-C 
amide 
875 867   865  860  
C-C 998 996   996  998  
N-C 1107 1096   1104  1079  
C=O 1721 1708   1723  1709  
(N) 
C-H 
3003 3022   3003  3046  
3050 3088   3050  3095  
3126 3121   3126  3128  
(C) 
C-H 
3026 3027   3026  3026  
3094 3102   3097  3103  
3011 3106   3108  3104  
N-H 3531 3643   3574  3692  
H2O(s)   3775 3659  3782  3560 
H2O(a)   3865 3849  3872  3855 
total 68566 68582 
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Due to the extent of this chapter, we cannot include all the vibrational frequencies here, 
and only list the quantum contribution from stretching, bending, torsional and librational 
vibrational frequencies with BP86 in Table 4.7. As mentioned above, the total bond stretching 
vibration does not change much, and neither of the angle bending vibration. The sum of torsional 
and librational contribution shows a blue shift, which gives a total small blue shift in folding 
process. A small value of total quantum contribution shift appears in the results from B3LYP 
functional as well (not shown). Consequently, the total vibration contribution increased slightly 
in folding.  
 
 
Table 4.7 Vibrational partition function contributions corresponding to different species of 
vibrations with BP86 functional in NMA and water systems  
 
Unfolded 
(kJ/mol) 
Folded 
(kJ/mol) 
Change in Folding 
(kJ/mol) 
Bond stretching 396.85 396.96 0.11 
Angle bending 214.84 213.81 -1.03 
Torsion and 
Libration 
-23.51 -32.20 -8.69 
Total 588.18 578.57 -9.61 
 
 
The frequencies of the folding process of NMA deuterated in amide were simulated using 
BP86, and quantum contributions from each vibrational species are listed in Table 4.8. 
Compared with Table 4.7 for normal NMA, the deuterated NMA shows a total larger blue shift 
for bond stretching and a total larger red shift for angle bending. Fortunately, these two shifts are 
able to almost cancel each other out. Therefore, the total quantum contribution remains as a 
small number which is close to that in normal NMA systems. 
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Table 4.8 Vibrational partition function contributions corresponding to different species of 
vibrations in deuterated NMA and water systems  
 
Unfolded 
(kJ/mol) 
Folded 
(kJ/mol) 
Change in Folding 
(kJ/mol) 
Bond stretching 385.40 386.01 0.61 
Angle bending 208.10 206.33 -1.77 
Torsion and 
Libration 
-24.52 -32.70 
-8.18 
 
Total 568.99 559.64 -9.35 
 
 
Table 4.9 Bond stretching vibrational frequencies with BP86 functional for acetone and 
water three systems. s and a are for symmetric and asymmetric vibrations, respectively. 
 Acetone dimer  
(cm
-1
) 
water dimer (cm
-1
) 
Acetone & water complex  
(cm
-1
) 
C-H 
3069 3068   3072  
3068 3067   3067  
3017 3016   3013  
3011 3010   3008  
2953 2952   2953  
2946 2946   2946  
C=O 1700 1688   1685  
C-C-C(a) 1202 1195   1213  
C-C-C(s) 767 766   773  
H2O(a)   3761 3740  3740 
H2O(s)   3665 3499  3405 
Total 58108 28875x2=57750 
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In the acetone-water complex, which is listed in Table 4.9, the water asymmetric and 
symmetric stretching frequencies are 3740 and 3405 cm
-1
, respectively. Compared with the 
corresponding frequencies of water dimer, both of them exhibit large blue shifts in the acetone-
water separation process, especially the symmetric stretching. All of the stretching frequencies in 
acetone molecules do not show any significant change. 
The quantum contributions corresponding to different species of vibrations involved in 
acetone and water separation process are listed in Table 4.10. Compared with the water 
stretching blue shift, the acetone stretching shifts could be neglected. Contrarily, the acetone 
angle bending vibration shows a total remarkable red shift, and finally gives a large decrease in 
the total contribution during water-acetone separation process. The torsional and librational 
contributions changed in the same direction but had a larger magnitude, and gave the dominant 
contribution to the vibrational partition function. In summary, without the N-H, the vibrational 
partition function contribution changes cannot be canceled by themselves, and would leave a 
large contribution to the chemical potential and free energy changes. 
 
 
Table 4.10 Vibrational partition function contributions corresponding to different 
vibration and molecule species in acetone and water systems 
 
Acetone dimer & 
 Water dimer 
(kJ/mol) 
Acetone & water complex 
(kJ/mol) 
Separation 
Change 
(kJ/mol) 
Bond 
stretching 
Acetone 258.18 Acetone 258.28 -0.10 
Water 87.20 Water 84.98 2.22 
Total 345.37 Total 343.25 2.12 
Angle bending 
Acetone 152.50 Acetone 153.10 -0.60 
Water 19.19 Water 19.46 -0.27 
Total 171.69 Total 172.56 -0.87 
Torsion & 
Libration 
-27.14 -5.54 -21.61 
Total 489.92 510.28 -20.35 
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All these results above mean that a total large red shift exists when the acetone-water 
mixture separated. However, if it was true, according to the isotopic effect mentioned above, it 
would have a large change on the vibrational partition function when normal water is substituted 
by heavy water. Assuming the intermolecular interaction W should not be influenced by the 
deuteration, the large change on the vibrational partition function would finally result in a huge 
alteration in the free energy. We have to point out that the accuracy of the acetone dimer 
frequency cannot be guaranteed. The acetone dimer structure is totally artificial, which is just 
one reasonable structure and could have some deviation from acetone-acetone interaction model 
in reality. The strong dipole-dipole interaction exists between two vertically parallel carbonyl 
groups in acetone dimer, not acetone-water complex, while the stronger hydrogen bonding 
interaction exists between acetone and water in a horizontal plane. Hence from acetone dimer to 
acetone-water complex, the intermolecular interaction changes in not only the strength, but also 
the orientation. In real world, where the acetone is surrounded by plenty of molecules and the 
intermolecular interaction is represented by the sum of individual ones, the changes in 
orientation is not noticeable,  and this could be the reason why these huge shifts in our quantum 
simulation cannot happen in experimental IR spectroscopy. However, considering the 
computational cost in quantum calculations and some practical problems, such as distinguishing 
different species of vibration for different molecules, it is hard and impossible to calculate and 
analyze the acetone cluster in which one acetone molecule is surrounded by others.  
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Table 4.11 Frequency comparison between normal water dimer and heavy water dimer 
 H2O (cm
-1
) D2O (cm
-1
) Ratio 
Bond stretching 
3761 2931 1.38 
3740 2702 1.38 
3665 2611 1.40 
3499 2513 1.39 
Angle bending 
1627 1239 1.31 
1601 1218 1.31 
Libration 
687 500 1.37 
408 324 1.26 
215 183 1.17 
191 141 1.35 
174 137 1.27 
129 92 1.40 
 
 
For the water dimer, heavy water frequencies decrease from normal water by the ratio of 
1.3~1.4, which is consistent with the expected ratio according to the reduced mass change. 
However, to the contrary, most acetone vibrational frequencies listed in Table 4.12, in heavy 
water-acetone complex do not show any remarkable changes. It is worthy to point out that two 
torsional and librational frequencies, 684 and 425 cm
-1 
in normal water, red shifted to 471 and 
281 cm
-1
 in heavy water and these two frequencies happen to red shifted to around 100 cm
-1
 in 
acetone complex. It is possible that the changes in these two frequencies from with normal water 
to with heavy water could be modified by adding more surrounding molecules. It suggests that 
the deuteration in water only have a large effect on some angle bending vibrations involving 
carbonyl group, which is in the vicinity of water molecule, but not the bond stretching vibrations 
and angle bending vibrations which are further away from water.  
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Table 4.12 Frequency comparison between normal water-acetone complex and heavy 
water-acetone complex 
 H2O (cm
-1
) D2O (cm
-1
) ratio 
Bond 
Stretching 
Water 
3740 2697 1.39 
3405 2473 1.38 
Acetone 
3072 3074 1.00 
3067 3059 1.00 
3013 3012 1.00 
3008 3007 1.00 
2953 2952 1.00 
2946 2944 1.00 
1685 1683 1.00 
1213 1211 1.00 
773 771 1.00 
Angle bending 
Water 1637 1243 1.32 
Acetone 
1439 1441 1.00 
1423 1423 1.00 
1412 1413 1.00 
1411 1411 1.00 
1341 1341 1.00 
1335 1334 1.00 
1076 1076 1.00 
1052 1052 1.00 
873 873 1.00 
853 853 1.00 
536 539 0.99 
473 479 0.99 
376 376 1.00 
118 129 0.91 
97 101 0.96 
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Torsion & Libration 
684 471 1.45 
425 281 1.51 
180 164 1.09 
84 81 1.04 
79 72 1.10 
41 46 0.89 
  
 
 
Table 4.13 Vibrational partition function contributions comparison between acetone-water 
complexes with normal and heavy water, respectively 
 H2O (kJ/mol) D2O (kJ/mol) Ratio  
Water 
dimer & 
Acetone 
dimer 
Bond 
stretching 
Acetone 258.18 Acetone 258.18 1.00 
Water 87.20 Water 62.77 1.39 
Total 345.37 Total 320.95 1.08 
Angle 
bending 
Acetone 152.50 Acetone 152.50 1.00 
Water 19.19 Water 14.60 1.31 
Total 171.69 Total 167.10 1.03 
Torsion & 
Libration 
-27.14 -31.81 0.85 
Total 489.92 456.24 1.07 
Acetone-
water 
complex 
Bond 
stretching 
Acetone 258.28 Acetone 258.08 1.00 
Water 84.98 Water 61.48 1.38 
Total 343.25 Total 319.56 1.07 
Angle 
bending 
Acetone 153.10 Acetone 153.97 0.99 
Water 19.46 Water 14.77 1.32 
Total 172.56 Total 168.74 1.03 
Torsion & 
Libration 
-5.54 -11.51 0.48 
Total 510.28 476.79 1.07 
 
151 
 
The quantum contributions in various vibration species in phase separated state and 
mixture state with heavy water compared with normal water are listed in Table 4.13. Most 
contributions shifted in water dimer or water in acetone-water complex, and these shifts lead to 
the decreases in the total contributions by the same ratio for both separated and combined states.  
The solvent isotopic effect was also evaluated in NMA-water systems. Table 4.14 
exhibits the quantum contribution in NMA-H2O and NMA-D2O complexes. The total 
contributions of NMA-D2O complex are much less than those of NMA-H2O complex and most 
of the differences are from the water. The complex with a hydrogen bond between amide in 
NMA and oxygen in water has larger isotopic effect than that with a hydrogen bond between 
carbonyl and hydrogen in water.  
 
 
Table 4.14 Vibrational partition function contributions comparisons between NMA-water 
complexes with normal and heavy water, respectively. 
 
(NMA)CO---H2O (kJ/mol) (NMA)NH---OH2 (cm
-1
) 
in H2O in D2O in H2O in D2O 
Bond 
Stretching 
NMA 155.58 155.46 154.68 154.57 
Water 42.38 30.71 44.21 31.84 
Total 197.95 186.16 198.89 186.40 
Angle 
Bending 
NMA 98.16 98.01 97.41 97.53 
Water 9.76 7.37 9.51 7.22 
Total 107.92 105.39 106.92 104.75 
Libration & Torsion -8.71 -10.89 -14.79 -11.39 
Total 297.16 280.66 291.02 266.53 
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Chapter 5 -  Summary and Future Work 
With the growing power of available computational resources, molecular dynamics 
simulation will provide more insights into intermolecular interactions and play a more significant 
role in biological systems. Kirkwood-Buff theory provides a direct connection between the 
relative distribution of species in solution and the thermodynamics properties of the solution. 
This theory can be applied on both experimental results and computational data. Therefore, a 
combination of KB theory and MD simulation becomes a powerful tool to study biomolecular 
behavior in the condensed phase at atomic level. The preceding chapters have shown our 
attempts to derive a extend protein force field with KB theory, the application of the new force 
fields and a KB theory to the study of urea cosolvent effects, and suggested the advantage of a 
KB derived force field in which the vibrational partition function contribution was implicitly 
included. 
The Smith Group has devoted many years to develop a full biomolecular force field 
based on KB theory, and a full force field for proteins is almost complete. We are now working 
on the parameters for phospholipids. With the continuous improvement in the quality of the 
current parameters set, we hope KB theory and KB force field can help us unveil the 
mechanisms of many biological behaviors, such as protein folding, aggregation and ligand 
binding.    
 
 
