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Ground state of two-electron quantum dots in single-valley materials like GaAs is always a spin
singlet regardless of what the potential and interactions are. This statement cannot be generalized
to the multi-valley materials like n-doped Si. Here we calculate the spectrum of a two-electron Si
quantum dot analytically and numerically and show for the first time that the dot with the lateral
size of several nm can have the spin triplet ground state which is impossible in the single-valley
materials. Predicted singlet-triplet level crossing in two-electron Si quantum dots can potentially
establish the platform for quantum simulation of magnetic many-body systems based on the triplet
quantum dots. We suggest several examples of such systems that open a way to controlled quantum
simulations within the condensed matter setting.
I. INTRODUCTION
Electrons in Si have the valley degree of freedom1
which makes them qualitatively different from electrons
in atoms or in one-valley materials. In this paper we con-
centrate on properties of two-electron bound states in Si.
In atomic physics the ground state of two bound elec-
trons is always a spin singlet. This is a general property
that is independent of potential well and interaction2.
The proof of this statement is based on that the ground
state wave function in one-valley materials must have no
nodes. This is no longer valid for multi-valley electrons
such as electrons in Si, whose ground state wave func-
tions can have arbitrary number of nodes. In this paper
we, for the first time, predict the regime when the ground
state of a tunable two-electron Si quantum dot is the spin
triplet.
Tunable quantum dots are typically built in het-
erostructures where the potential along the z axis is pre-
sented by the layer edges and is much stronger than
the lateral (x, y) potential that is controlled by the elec-
trostatic gates. Tunneling between valleys lifts the val-
ley degeneracy3,4. Theoretical calculation of the single-
electron valley splitting ω0 is itself a nontrivial tunneling
problem5 that is very sensitive to the interface potential6.
The effect of Coulomb interaction in few electron Si quan-
tum dots has been considered previously7. The conclu-
sion of Ref.7 was that the inter-valley Coulomb exchange
effects are negligible for any size of the quantum dot.
Hence the ground state of a two-electron dot in Si is al-
ways a spin singlet. Here we revisit this problem and pre-
dict values of the exchange matrix element by 2−3 orders
of magnitude higher than that obtained in Ref.7. This
makes a qualitative difference on the role of exchange
Coulomb interaction. In particular, at the lateral size
of a quantum dot smaller than several nm the exchange
Coulomb interaction becomes larger than the valley split-
ting ω0 which experimental range is ω0 ∼ 0.1− 1.5meV,
see Refs.4,8,9. This results in the triplet ground state
which is a new physical phenomenon that has never been
predicted before.
The singlet-triplet level crossing can be driven by the
electrostatic gates9 controlling the quantum dot size and
thus changing the ratio between the single-electron valley
splitting ω0 and the exchange Coulomb matrix element.
The tunable singlet-triplet level crossing can be used to
create artificial multi-dot magnetic systems which exhibit
strongly correlated many-body physics with externally
driven quantum phase transitions. The spirit of this idea
is similar to quantum simulations of the Mott-Hubbard
model in arrays of quantum dots10–12. However, absence
of the charge dynamics in spin systems makes them al-
most insensitive to the Coulomb disorder13 which signif-
icantly reduces requirements to the quality of nanofab-
rication. The local spin measurements can be already
done with the help of spin-polarized scanning tunnel-
ing microscopy14–16. To be specific, we discuss Haldane
spin 1 chain17, the topological spin 1/2 edge states18,
and the quantum phase transition from Haldane chain to
the “antiferromagnetic spin ladder”19. We also discuss
O(3) quantum criticality in square arrays20 and under-
line quantum criticality in triangular arrays where the
nature of quantum phase transition is not clearly under-
stood theoretically.
Our paper is organized as follows. In Sec. II, we
provide the theoretical model describing two-electron Si
quantum dot. In Sec. III, we calculate the exchange
Coulomb matrix element within the effective mass ap-
proximation. In Sec. IV, we calculate the Coulomb
matrix elements exactly using the tight-binding electron
wave function. The resulting low-energy spectrum of the
two-electron quantum dot is presented in Sec. V. Possi-
ble applications of the triplet quantum dots for quantum
simulations of the 1D and 2D spin-1 systems are proposed
in Sec. VI. Conclusions are given in Sec. VII.
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FIG. 1. Matrix elements of the Coulomb interaction Eq. (3),
± indicates the valley: (a) direct Coulomb diagrams; (b) di-
agrams with the total momentum change ∆qz = ±2q0; (c)
diagrams with the total momentum change ∆qz = ±4q0; (d)
the exchange Coulomb diagram. Other diagrams can be ob-
tained from the presented ones by changing signs of all valleys
and/or complex conjugation.
II. THEORETICAL MODEL
We describe electron dispersion along the z = [001]
direction using one-dimensional (1D) tight binding model
suggested in Ref.21. In order to reproduce two degenerate
minima of the Si dispersion along the z direction, one has
to account for the nearest and next-to-nearest neighbor
hopping terms given by the matrix elements v and u,
respectively:
Hz =
∑
iz ,σ=↑,↓
{
v c†iz ,σciz+1,σ + u c
†
iz,σ
ciz+2,σ + h.c.
+ (V (iz) + ε0) c
†
iz ,σ
ciz,σ
}
. (1)
Here c†iz ,σ is the electron creation operator at the site
iz with the spin projection σ, V (iz) is the heterostruc-
ture interface potential. The constant ε0 is chosen to set
the dispersion minimum at ε = 0. The corresponding
dispersion of free electrons is then the following:
ε(q) = ε0 + 2v cos(qb) + 2u cos(2qb), (2)
where b = 1.36 A˚ is the inter-atomic spacing along the
z axis, −π/b < q < π/b is the unfolded Brillouin zone
(BZ). We take parameters v ≈ 0.68 eV, u ≈ 0.61 eV from
Ref.21 as they fit the Si dispersion the best. The minima
of dispersion are located at ±q0, q0 ≈ 0.59 π/b.
The description in Ref.21 is based on the folded BZ
while here we use the unfolded BZ. In the “unfolded
description” the free electron wave function is a simple
plane wave and therefore this description is more conve-
nient for calculations of Coulomb matrix elements. The
relation between “folded” and “unfolded” descriptions is
considered in Appendix A, where we also explain why our
value of the exchange interaction is by orders of magni-
tude larger than that of Ref.7.
The lateral size of a quantum dot is determined by elec-
trostatic gates. As the valley splitting ω0 is much smaller
than the lateral level spacing, the lateral wave function
φ(r), r = b(ix, iy), can be taken the same for the lowest
valley split states. The actual lateral wave function is not
important and for numerical calculations we model it by
the Gaussian such that the dot size D is defined through
the inverse participation ratio, see Eq. (9).
Finally, we introduce the electron-electron interaction:
HC = UH
∑
i
c†i↑c
†
i↓ci↓ci↑ +
1
2
∑
i6=j
α,β
Vijc
†
iαc
†
jβcjβciα, (3)
where α, β =↑, ↓ are spin indexes, i = (ix, iy, iz) enumer-
ates the lattice sites, UH is the on-site Hubbard interac-
tion and Vij is the long range Coulomb interaction:
Vij =
V0√
(ix − jx)2 + (iy − jy)2 + (iz − jz)2
, (4)
where V0 = e
2/ǫb is the electron-electron interaction at
nearest sites, e is the electron charge, ǫ is the dielec-
tric constant. In this paper we use the Coulomb pa-
rameters calculated in Ref.22 via DFT+U+V method:
UH ≈ 3.5 eV, V0 ≈ 1.35 eV.
III. EFFECTIVE MASS APPROXIMATION
First, we estimate the exchange Coulomb matrix el-
ements analytically using the continuous effective mass
approximation (EMA). The quantum dot has a pancake
shape of thickness d ∼ 1 nm and the lateral size D, d≪
D. This geometry is realistic and such a small thickness
d is required to obtain the sizable single-electron valley
splitting ω0, e.g. see Ref.
9. As d≪ D, the single-electron
wave function can be factorized ψ(z, r) = ϕ(z)φ(r),
where r = (x, y). Within the EMA approximation we
can work in the basis of valley states
|±〉 = ϕ±(z) = e±iq0zΦ(z) , (5)
where Φ(z) is the smooth envelope satisfying the
Schro¨dinger equation:(
pˆ2z
2m∗
+ V (z)
)
Φ(z) = E0Φ(z). (6)
Here V (z) is the interface potential, pˆz = −i∂z is the
momentum operator along the z axis, m∗ ≈ 0.92m is the
effective mass, E0 is the ground state energy.
The continuous limit is only applicable when two val-
leys are close i.e. q0 ≪ π/b. However, in Si q0 ≈ 0.59 π/b,
so the valley separation Eq. (5) is questionable. Further
we provide exact numerical solution that does not re-
quire the continuous limit as well as the valley separation
(5), but we believe that this simple analytical estimate
provides an important insight to the problem. In the
valley basis the single-particle Hamiltonian (1) has only
off-diagonal matrix elements
〈+|Hz |−〉 = 〈−|Hz|+〉 = ω0
2
, (7)
where ω0 is the single-electron valley splitting.
3Two-electron matrix elements of the Coulomb inter-
action are presented in Fig. 1. The direct diagrams in
Fig. 1(a) yield the same value and do not contribute to
the two-electron level splitting. The diagrams where only
one electron changes the valley index, Fig. 1(b), are expo-
nentially suppressed ∼ e−2q0d due to the large difference
∆qz = ±2q0 between total initial and final momenta, see
Appendix B. In the limit q0d≫ 1 we neglect them. The
diagram in Fig. 1(c) corresponding to processes where
the total momentum qz is changed from 2q0 to −2q0 is
doubly exponentially suppressed ∼ e−4q0d and we neglect
it. The last diagram, Fig. 1(d), corresponds to the inter-
valley exchange scattering which is responsible for the
singlet-triplet level crossing in two-electron Si quantum
dots.
The Hubbard contribution to the exchange diagram,
Fig. 1(d), within the EMA reads:
M (H)ex = UHb
3
∫
Φ4(z)φ4(r) dzdr = UH
b3
dD2
, (8)
where we introduced the lateral size of the quantum dot
D and the Si layer width d via the inverse participation
ratios:
1
d
=
∫
Φ4(z) dz,
1
D2
=
∫
φ4(r) dr. (9)
The long-range Coulomb part of the interaction can be
calculated analytically in the limit q0d≫ 1, see Appendix
B:
M (V )ex ≈
πV0b
q20
∫
Φ4(z)φ4(r) dzdr =
πV0
(q0b)2
b3
dD2
.(10)
Both Coulomb matrix elements, (8) and (10), scale as
∝ 1/dD2 or equivalently, as 1/NQ, where NQ is total
number of Si atoms in the quantum dot. For a dot with
d = 1nm and D = 4nm we obtain the following value of
the exchange Coulomb matrix element in meV:
Mex =M
(H)
ex +M
(V )
ex ≈ 4.73(eV )
b3
dD2
≈ 0.74. (11)
This value is by more than two orders of magnitude larger
than that from Ref.7 (with appropriate dot size scaling)
and it is comparable with the observed single electron
valley splitting ω0
8,9. In order to obtain the sizable ex-
change Coulomb matrix element (11), we need the lateral
sizeD of the quantum dot to be sufficiently small, namely
D <∼ 5 nm. We argue that it is realistic because gate de-
fined D ≈ 10 nm quantum dots are already possible, e.g.
see Ref.9.
IV. EXACT COULOMB MATRIX ELEMENTS
To support our analytical estimates, we present exact
numerical solution of the problem. First, we calculate
the single electron valley splitting ω0 for three different
shapes of the interface potential: rectangular, parabolic
TABLE I. Energies of four lowest states and the ground state
splitting ω0 = ε2 − ε1 (given in meV) for different shapes of
the interface potential. The size of the ground state in all
cases is d = 1nm.
shape ε1 ε2 ε3 ε4 ω0
rectangular 73.87 85.79 287.10 317.61 11.93
parabolic 105.08 105.08 310.64 310.64 6× 10−9
δ-doping 110.22 110.52 321.18 321.21 0.30
TABLE II. Nonzero Coulomb matrix elements Mabcd (meV)
for rectangular, parabolic and δ-doped interface potentials.
The dot lateral size is D = 4nm, the Si layer width d = 1nm.
We present the Hubbard, UH , and the long-range Coulomb
contributions, V , see Eq. (3), as well as their sum. For direct
matrix elements we also present their values with subtracted
charging energy UC =M1122.
M1111 M2222 M1122 M1212
rectangular
V 115.92 117.40 116.52 0.26
UH 0.52 0.56 0.18 0.18
V + UH 116.44 117.96 116.70 0.44
V + UH − UC -0.27 1.26 0
parabolic
V 115.96 115.96 115.84 0.06
UH 0.54 0.54 0.17 0.17
V + UH 116.50 116.50 116.01 0.23
V + UH − UC 0.49 0.49 0
δ-doping
V 116.25 116.23 116.12 0.06
UH 0.55 0.55 0.18 0.18
V + UH 0.80 0.78 0.30 0.24
V + UH − UC 0.50 0.48 0
and parabolic with δ-doping. In the latter case we model
the impurity-doped monolayer by a positively charged
plane creating the potential δV (iz) = eαb|iz|, where α
is the electric field created by the charged plane. For
further calculations we choose α = 15.4meV/nm. All in-
terface potentials are chosen such that the inverse partici-
pation ratio d = 1nm in all cases. Energies of four lowest
states as well as the ground state splitting ω0 are shown
in Table I. The ground state splitting for the rectangular
well is large, ω0 ∼ 10meV, while for the parabolic well ω0
is practically zero. This illustrates the well-known result
that ω0 appears due to the sharp interface
5,6. The mod-
erate δ-doping allows to obtain intermediate values of ω0
that are consistent with the experiments4,8,9. For exam-
ple, the chosen value of α = 15.4meV/nm is sufficient to
give ω0 = 0.3meV.
Using exact eigenfunctions of the Hamiltonian Eq. (1),
we calculate the interaction matrix elements Mabcd,
for different interface potentials, see Table II. Indexes
a, b, c, d ∈ {1, 2} label first two single electron states that
are split by ω0, see Table I. In the notation Mabcd the
4state a scatters to b and the state c scatters to d. The
dot lateral size is D = 4nm. Direct matrix elements
M1111, M2222, and M1122 are large because they contain
the charging energy UC ≡M1122 ≈ 116meV. The charg-
ing energy does not influence the level order, therefore
in Table II we also present values of the direct matrix
elements with subtracted UC . As we see from Table II,
the Coulomb matrix elements are very weakly sensitive
to the potential shape unlike the single-electron splitting
ω0 which varies by several orders of magnitude, see Ta-
ble I. This is because ω0 results from the inter-valley
tunneling which is especially strong for sharp interfaces.
The Coulomb matrix elements are in turn not sensitive
to the details of interface and fully defined by the quan-
tum dot geometry, see Eqs. (8), (10). From the relation
Mex ≈ 2M1212, see Appendix B, and Table II it follows
that Mex ≈ 0.5meV, which is close to the crude analyti-
cal estimate (11).
a) b)
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FIG. 2. Lowest energy levels of a two-electron Si quantum
dot: (a) three spin singlets; (b) the spin triplet (other two
projections are not shown). Here |1〉, |2〉 are two lowest one-
particle states that are separated by the single-particle valley
splitting ω0, see Table I.
V. LOW-ENERGY SPECTRUM OF
TWO-ELECTRON QUANTUM DOT
The low-energy spectrum of a two-electron Si quantum
dot consists of three spin singlets with the orbital wave
functions |1〉|1〉, |2〉|2〉, 1√
2
[|1〉|2〉+ |2〉|1〉] and the triplet
with the orbital wave function 1√
2
[|1〉|2〉 − |2〉|1〉], where
|1〉 and |2〉 are two lowest valley-split states, see Fig. 2.
In given basis, the singlet channel is described by the
following effective Hamiltonian:
HS =


M1111 − ω0 M1212 0
M1212 M2222 + ω0 0
0 0 M1122 +M1212

 .(12)
Diagonalizing HS , we find the energy ES of the lowest
singlet:
ES =
M1111 +M2222
2
−
√
M21212 + (ω0 − γ)2 , (13)
where γ = (M1111 −M2222)/2. The triplet state energy
reads:
ET = M1122 −M1212. (14)
If ET < ES , then the triplet state is the ground state of
a two-electron quantum dot. It yields the condition for
ω0:
ω0 < ω
∗ = γ +
√
δ2 −M21212 , (15)
where δ =M1212+(M1111+M2222− 2M1122)/2. For the
rectangular interface potential ω∗ ≈ 0.06meV which is
much smaller than the valley splitting ω0 ≈ 12meV, so
the ground state in this case is the spin singlet. However,
for the parabolic and the δ-doping models ω∗ ≈ 0.7meV
i.e. the ground state here is the spin triplet as ω0 < ω
∗,
see Table I.
VI. QUANTUM SIMULATIONS OF MAGNETIC
SYSTEMS BASED ON THE TRIPLET
QUANTUM DOTS
We further propose to use the triplet Si quantum dots
as building blocks for simulation of quantum magnetic
systems. Consider first a pair of two-electron quantum
dots shown schematically in Fig. 3. The electron density
x
~250meV
6nm 6nm 6nm
U
FIG. 3. Schematic double dot setup.
shown by blue lines has width D = 4nm. In absence
of interaction this requires the depth of the lateral po-
tential ∼ 100meV. Taking into account the charging en-
ergy UC = M1122 ≈ 116meV, see Table II, the depth of
quantum dot potential should be at least 200− 250meV
in order to accommodate two electrons. The size of the
electron wave function D is controlled by the lateral gates
and can drive the singlet-triplet level crossing inside the
quantum dot. This allows us to consider a quantum dot
as an effective site that can have spin zero, S = 0, in the
singlet state or spin one, S = 1, in the triplet state. Let
us also denote the on-site energy splitting ET −ES as ∆,
where ET (ES) is the energy of the lowest triplet (singlet)
state, see Eqs. (13), (14). Interaction between spins S1,2
in different quantum dots is due to the antiferromagnetic
Anderson superexchange23:
HJ = JS1 · S2, J = 4t
2
UC
, (16)
where UC ≈ 116meV is the charging energy, t is the
tunneling matrix element between the dots. Nontrivial
many-body regime in an array of dots corresponds to
J ∼ ω∗ ∼ ω0 ∼ 1meV, ω∗ is given in Eq. (15). It yields
an estimate for the tunneling matrix element t ≈ 5meV
which corresponds to the distance between the dots R =
10 − 15 nm. Value of J is independently controllable by
5the depth of the quantum well, see Fig. 3. Variation of
the depth from 250meV to 300meV is changing J by
several times.
Spin states of the single dot, S = 0, 1, can be described
by a spin dimer consisting of two spins 1/2 with Hamil-
tonian Hd = ∆(s1 · s2), s1 = s2 = 1/2, ∆ = ET − ES .
Nearest dimers interact antiferromagnetically, Eq. (16).
Hence, using the bond operator representation24, the ar-
ray of dots can be mapped to an array of spin 1/2 dimers.
It is well known that arrays of spin dimers manifest very
rich many body physics. Here we point out only three
specific examples illustrated in Fig. 4.
Consider first 1D array, Fig. 4(a). If ∆ < 0 and
cba
FIG. 4. Linear (a), square (b), and triangular (c) lattices of
quantum dots.
|∆| >∼ J , the array represents Haldane spin chain17, and
hence, the topological spin 1/2 edge states18 can be ob-
served experimentally. Increasing ∆, ∆→ +0, one drives
the Haldane chain through the quantum phase transition
to the “antiferromagnetic spin ladder”. This would al-
low to observe fractionalization of spin excitations at the
transition19.
The 2D array of tunable dots (spin dimers) on square
lattice, Fig. 4(b), manifests the O(3) quantum critical
physics driven by variation of ∆, see e.g. Ref.20. This
physics is well understood theoretically, but experimen-
tally it has been observed only in 3D spin-dimerized com-
pounds25,26. The 2D O(3) physics is different and it has
never been observed experimentally.
The 2D array on triangular lattice, Fig. 4(c), is espe-
cially interesting. If ∆ < 0 and |∆| >∼ J , this is the spin 1
antiferromagnet on the triangular lattice. Increasing ∆,
∆ → +0, must drive the system to the quantum disor-
dered state. Such an experiment can shed the light on
the nature of this quantum phase transition which is not
clearly understood theoretically.
VII. CONCLUSIONS
In conclusion, we predict theoretically the singlet-
triplet level crossing in two-electron Si quantum dots.
This phenomenon is especially remarkable as such a level
crossing is not possible in single-valley materials2. The
level crossing can be controlled by electrostatic gates. It
opens opportunity for controlled quantum simulations of
magnetic systems where single magnetic site is given by
a triplet quantum dot. Here we suggest to simulate 1D
spin systems (e.g. Haldane spin 1 chain hosting topo-
logical spin 1/2 edges states) and 2D arrays of quantum
dots that are expected to have rich critical phenomena
not yet observed experimentally.
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Appendix A: FOLDED AND UNFOLDED
BRILLOUIN ZONES
Eigenstates of the 1D Hamiltonian Eq. (1) are plane
waves:
|q〉 = 1√
2N
∑
iz
eiqbiz c†iz |0〉 (A1)
with the spectrum (2), 2N is the total number of Si atoms
in the chain. Two minima of the dispersion correspond
to ±q0, q0 = arccos(−v/4u)/b ≈ 0.59π/b. This is the
“unfolded” description, see Fig. 6.
We could alternatively consider the Si chain with the
elementary cell consisting of two atoms, such that new
lattice spacing is a = 2b = 2.7 A˚, see Fig. 5. The wave
function that accounts for the unit cell structure is then
the following:
|k〉 = 1√
N
∑
iz
eikaiz
(
αξ†iz + βη
†
iz
)
|0〉, (A2)
where ξ†iz = c
†
2iz
(η†iz = c
†
2iz+1
) is the electron creation
operator at the “circle” (“square”) cite of the lattice, see
Fig. 5. N is the total number of unit cells in the lat-
tice. The corresponding dispersion ε±(k) and the Bloch
amplitudes B±(k) are the following21:
ε±(k) = ε0 + 2u cos(ka)± 2v cos(ka/2), (A3)
B±(k) =
(
α
β
)
=
1√
2
(
1
±eika/2
)
. (A4)
This is the “folded” description, see Fig. 6. Here we use
quasimomentum k for the “folded” case, −π/a < k <
π/a and q for the “unfolded” case, −π/b < q < π/b.
ε−(k) corresponds to the lower branch of disper-
sion, see Fig. 6. Minima of ε−(k) are at ±k0, k0 =
2 arccos(v/4u)/a ≈ 0.82 π/a. The corresponding wave
function (A2) can be written as
ψ−(z) = eikzB−(k) , (A5)
where B−(k) is the Bloch amplitude, Eq. (A4). The over-
lap of Bloch amplitudes corresponding to two minima of
the dispersion is then the following:
|B†−(−k0) · B−(k0)| = cos
(
k0a
2
)
=
v
4u
≈ 0.28 .(A6)
6n−1 n n+1
v
u ua
FIG. 5. 1D model for the two valley z-dispersion in Si inter-
face21. There are two Si atoms in the elementary cell. The
lattice spacing is a = 2b = 2.7 A˚, v and u are the nearest and
next-to-nearest neighbor hoppings, respectively.
ε (k)
ε(q)ε-(k)
k,q
/b- /b /a- /a
-q0 q0-k0 k0
FIG. 6. The “unfolded” and “folded” dispersions Eqs. (2),
(A3). Gray dotted lines show the “unfolded” −pi/b < q < pi/b
and “folded” −pi/a < k < pi/a Brillouin zones, a = 2b. The
branch ε+(k) coincides with the “unfolded” dispersion ε(q)
(indicated by the dashed blue line). The branch ε
−
(k) (the
red line) is the mirror image of the rest of ε(q) (the solid blue
line). ±q0 (±k0) are the dispersion minima corresponding to
the “unfolded” (“folded”) description.
In this paper we use the “unfolded” description as it
does not involve the Bloch amplitudes Eq. (A4). How-
ever, in Ref.7 the “folded” description was used. The
overlap of Bloch functions corresponding to different
valleys, Eq. (A6), was largely underestimated in Ref.7.
This is the main reason why our result for the exchange
Coulomb matrix element is more than two orders of mag-
nitude higher than that in Ref.7 (with the appropriate
dot size scaling).
Appendix B: ANALYTIC ESTIMATE OF THE
EXCHANGE INTEGRAL
Here we take the continuous limit and use the effec-
tive mass approximation (EMA) to calculate the elec-
tron wave function ψ(z, r). It is convenient to work in
the valley basis, see Eq. (5). Coulomb matrix elements,
see Fig. 1, consist of the Hubbard and the long-range
part. The long-range Coulomb part reads:
M
(V )
µµ′νν′ =
e2
ǫ
∫
eiq0(µ−µ
′)z1eiq0(ν−ν
′)z2√
(z1 − z2)2 + (r1 − r2)2
Φ2(z1)Φ
2(z2)φ
2(r1)φ
2(r2) dz1dz2dr1dr2 , (B1)
where µ, ν = ±1 (µ′, ν′ = ±1) are valley indexes of the
initial (final) states, ǫ is the dielectric constant. The
Hubbard part is especially simple due to its short-range
nature:
M
(H)
µµ′νν′ = UHb
3
∫
eiq0(µ+ν−µ
′−ν′)zΦ4(z)φ4(r) dzdr.(B2)
In the limit q0d ≫ 1 the Hubbard matrix elements with
µ+ ν − µ′ − ν′ 6= 0 are negligible due to the quickly os-
cillating exponential factor. Therefore, we only consider
M
(H)
µµ′νν′ that conserve total valley quantum number i.e.
µ+ν−µ′−ν′ = 0, see Fig. 1(a),(d). All such matrix ele-
ments take the same value M
(H)
ex = UHb
3/dD2 presented
in Eq. (8), d and D are defined through the inverse par-
ticipation ratios, see Eq. (9).
The long-range part of Eq. (B1) is a bit trickier. In or-
der to evaluate it, we use the momentum representation.
We define the Fourier transform of the lateral electron
density:
ρ(q) =
∫
φ2(r)e−iq·rd2r . (B3)
Using ρ(q), we can rewrite Eq. (B1) as follows:
M
(V )
µµ′νν′ =
e2
ǫ
∫
2π
q
|ρ(q)|2v(q) dq
(2π)2
, v(q) =
∫
dz1dz2
eiq0(µ−µ
′)z1eiq0(ν−ν
′)z2e−q|z1−z2|Φ2(z1)Φ2(z2) . (B4)
Using the Fourier transform of the quantum well electron
density
R(k) =
∫
Φ2(z)e−ikz dz , (B5)
one can represent the form-factor v(q) in the following
form:
v(q) = q
∫
R(k)R∗(k + q0(µ+ ν − µ′ − ν′))
q2 + (k + (µ− µ′)q0)2
dk
π
.(B6)
Eq. (B6) is exact. Notice again that if µ + ν − µ′ −
ν′ 6= 0, then the function under the integral Eq. (B6) is
small everywhere because R(k) is non-zero at |k| <∼ 1/d
(uncertainty principle) and q0 ≫ 1/d ∼ |k|. Therefore,
only the diagrams with µ + ν − µ′ − ν′ = 0 contribute,
see Fig. 1(a),(d). The diagrams in Fig. 1(a) correspond
to µ = µ′, ν = ν′ and give the direct Coulomb matrix
elements that are all equal and do not influence the level
ordering in a two-electron quantum dot. The diagram
in Fig. 1(d) is the exchange Coulomb interaction which
corresponds to µ− µ′ = ±2:
vex(q) = q
∞∫
−∞
|R(k)|2
q2 + (k ± 2q0)2
dk
π
. (B7)
7In the limit q0d ≫ 1 we can neglect k-dependence and
q-dependence in the denominator as k <∼ 1/d ≪ q0 and
q <∼ 1/D≪ 1/d≪ q0:
vex(q) ≈ 2q
(2q0)2
∫
|R(k)|2 dk
2π
=
q
2q20
∫
Φ4(z) dz.(B8)
Substituting vex(q) into Eq. (B4), we get the estimate
for the long-range contribution to the exchange Coulomb
matrix element presented in Eq. (10):
M (V )ex ≈
πe2
ǫq20
∫
Φ4(z)φ4(r) dzdr =
πV0
(q0b)2
b3
dD2
,(B9)
where V0 = e
2/ǫb is the Coulomb repulsion at nearest
sites.
We cannot compare directly the matrix elementMex =
M
(H)
ex + M
(V )
ex with the numerical calculations because
the valley wave functions, Eq. (5), are not exact single-
electron eigenfunctions due to the valley splitting ω0.
True wave functions are some linear combinations of the
valley wave functions (5). In case of symmetric interface
potential V (−z) = V (z) the true wave function must
also be symmetric or anti-symmetric, so the good ba-
sis is |1〉 = √2 cos(q0z), |2〉 =
√
2 sin(q0z) instead of
|±〉 = e±iq0z used above. Using the linearity, one can
represent the matrix elements Mabcd, a, b, c, d ∈ {1, 2},
in the new basis through the matrix elements in the val-
ley basis. In the matrix element Mabcd the state a (c)
scatters to the state b (d). In particular, M1212 =Mex/2
which is used to compare the numerical result with the
analytical estimate.
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