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Weak topological phases are usually described in terms of protection by the lattice translation
symmetry. Their characterization explicitly relies on periodicity since weak invariants are expressed
in terms of the momentum-space torus. We prove the compatibility of weak topological supercon-
ductors with aperiodic systems, such as quasicrystals. We go beyond usual descriptions of weak
topological phases and introduce a novel, real-space formulation of the weak invariant, based on the
Clifford pseudospectrum. A non-trivial value of this index implies a non-trivial bulk phase, which is
robust against disorder and hosts localized zero-energy modes at the edge. Our recipe for determin-
ing the weak invariant is directly applicable to any finite-sized system, including disordered lattice
models. This direct method enables a quantitative analysis of the level of disorder the topological
protection can withstand.
Introduction — One of the hallmarks of a topological
phase is the presence of quantized macroscopic observ-
ables which are insensitive to perturbations or random
modulations of the local microscopic environment [1, 2].
This remarkable feature can be understood by expressing
the quantized observables as topological invariants of an
underlying microscopic theory of the bulk system, such
that they are unchanged by arbitrary local deformations
which do not close the bulk gap. The most well-known
example is the transverse conductivity of the quantum
Hall effect [3]: owing to the topological protection [4], it
shows a level of quantization which is used to define the
metrological standard of resistance [5].
In many cases however, topological protection requires
restricting the space of allowed perturbations, leading to
so-called symmetry protected topological phases [6–8].
The latter can also be described in terms of topological
invariants, similar to the quantum Hall effect, but only
under the condition that all perturbations respect a cer-
tain set of symmetries. Imposing time-reversal, particle-
hole, or chiral symmetries leads to non-trivial phases
called strong topological insulators (TI), while the re-
quirement of translation or point group symmetries of the
lattice leads to weak and crystalline topological phases
(WTI, TCI), respectively [9–13]. This terminology, weak
versus strong, refers to the accuracy with which the pro-
tecting symmetries can be enforced in a realistic setting.
In a time-reversal invariant strong topological insulator,
contamination by magnetic impurities can be controlled
in experiment. In a weak topological phase however,
translation symmetry will always be broken by impurities
and random displacements of atoms in a crystal.
Nevertheless, even when disorder breaks the lattice
symmetry, a WTI or TCI can still be robust [14–26].
It was found that topological invariants can still be de-
fined and the boundary can avoid localization when the
system remains symmetric on average, that is to say the
full ensemble of disorder configurations is invariant under
the symmetry [19]. Due to self-averaging, the topologi-
cal invariant approaches its quantized value as the sys-
tem becomes larger and explores more of the ensemble
of disorder configurations [25]. In effect, even though a
disordered WTI locally breaks translation symmetry, the
latter is restored for the purpose of finding the topologi-
cal invariant on macroscopic length scales.
So far, all studies of disordered WTI used as a starting
point a clean system discretized on a lattice – i.e. a pe-
riodic arrangement of sites. From this starting point, it
is shown that the phase is robust to adding random per-
turbations which break the lattice translation symmetry.
Such an approach is convenient since most expressions
for weak invariants explicitly rely on periodicity. Indeed,
homotopy theory [27] and K-theory [6, 28] describe WTI
phases in terms of invariants over the momentum-space
torus. But there are cases in which this separation –
lattice Hamiltonian plus random perturbation – cannot
be made, since there is no lattice: these are aperiodic
systems, such as quasicrystals [29].
We consider a two-dimensional (2d) topological super-
conductor on an aperiodic tiling, and prove by construc-
tion that it can host a weak topological phase, similar to
lattice systems. Our work provides the first example of
a new class of non-trivial Hamiltonians which cannot be
directly characterized by conventional weak indices, ow-
ing to the absence of momentum-space even in the clean
limit. One can presumably approximate the Hamilto-
nian by periodic Hamiltonians with defects and use the
momentum torus method for defining a weak topological
phase given a mobility gap, as was done for strong topo-
logical phases in [30]. Due to the defects induced in the
periodic approximation, a subsequent quantitative analy-
sis of the degree of topological protection would probably
be imprecise.
Instead, we introduce a novel, real-space formulation
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2FIG. 1. Left: Patch of the Ammann-Beenker tiling in the x -
y plane, obtained by repeated subdivision of a square [45]. A
tight binding model HQC is defined by associating an on-site
Hamiltonian and a hopping matrix to each vertex and link in
the patch, respectively. Right: Total wavefunction amplitude
of HQC , corresponding to states with energies |E| < 0.2, for
t = ∆ = 1 and µ = 2. Circles of larger area and darker color
correspond to larger amplitudes.
of the weak invariant, based on the Clifford pseudospec-
trum [31], and confirm its validity by using scattering
theory [32, 33]. We prove that a non-trivial value of
this weak index implies the presence of a gapped bulk
phase, which is topologically non-trivial in a weak sense
and robust against disorder. This means that beyond
introducing aperiodic weak topological superconductors,
our work provides a concrete and quantitative recipe for
determining weak topological invariants without using
momentum-space, which may be applied to any system,
including lattice Hamiltonians with or without disorder.
As such, our method is a practical and timely alternative
for determining weak topological effects, which have been
the focus of an increasing number of material proposals
and experimental studies [34–39].
Quasicrystalline topological superconductor — Mod-
els of two-dimensional topological superconductors with
broken time-reversal symmetry usually describe spinless
fermions on a lattice in the presence of p-wave odd-
momentum pairing, ∆(p) = −∆(−p) [40–43]. The mini-
mal Bogoliubov de Gennes (BdG) Hamiltonian takes the
form
HBdG(p) =
(
p2x + p
2
y
2m
− µ
)
σz + ∆pxσx + ∆pyσy, (1)
where px,y are the two momenta, m is the effective
mass, µ the chemical potential, and ∆ the strength of
the p-wave pairing. The Pauli matrices σi parametrize
the particle-hole degree of freedom. The Hamiltonian
(1) obeys a particle-hole symmetry (PHS) of the form
HBdG(p) = −σxH∗BdG(−p)σx, with an anti-unitary PHS
operator P = σxK, where K is complex conjugation.
Since P2 = +1, HBdG belongs to class D in the Altland-
Zirnbauer classification [44].
Our aim is to obtain a similar model on a quasicrys-
tal, such as the 2d Ammann-Beenker tiling shown in
Fig. 1. To this end, we construct a real-space tight bind-
ing model by associating a Hamiltonian term to each site
of the tiling, and a hopping matrix to each link between
neighboring sites. The Hamiltonian on-site element cor-
responding to site j reads
Hj = −µσz (2)
and the hopping matrix between neighboring sites j and
k is given by
Hjk = −tσz − i
2
∆σx cos(αjk)− i
2
∆σy sin(αjk). (3)
In Eqs. (2) and (3) µ and ∆ have the same meaning
as in (1), with t the hopping strength, and αjk the angle
of the bond between site j and site k, measured with
respect to the horizontal direction. The resulting tight
binding Hamiltonian takes the form
HQC =
∑
j
c†jHj cj +
∑
〈j,k〉
c†jHjkck, (4)
where the second term is summed over neighboring sites,
with c†j = (c
†
j , cj), and cj the fermionic annihilation op-
erator at site j. HQC still obeys particle-hole symmetry,
which in real-space reads
ΣxHQCΣx = −H∗QC, (5)
where the block-diagonal matrix Σx = σx⊕σx⊕· · ·⊕σx.
If the 2d Hamiltonian HQC would describe a system
on an infinite square lattice, its momentum-space form
would be given by (1) up to a rescaling of the chemi-
cal potential. Even though this relation no longer holds
in an aperiodic tiling, HQC still belongs to symmetry
class D, as a consequence of the constraint (5). There-
fore, it allows for a topological classification in terms
of the Chern number, in which topologically non-trivial
phases are characterized by chiral propagating Majorana
edge modes. We study the system numerically using the
Kwant code [49, 50], finding a gapped bulk and gapless
boundary states at the Fermi level, E = 0, for t = ∆ = 1
and µ = 2 (see Fig. 1, right panel).
We test the nature of the edge states by using scatter-
ing theory. Attaching two infinite, translationally invari-
ant leads to the left- and right-most sites of the patch
in Fig. 1 allows to compute the Fermi level scattering
matrix [51],
S =
(
r t
t′ r′
)
, (6)
where the t(′) and r(′) blocks contain the transmission
and reflection amplitudes of the lead modes, respectively.
From the scattering matrix, we obtain the thermal con-
ductance in the low-temperature, linear response regime:
G = G0Tr t
†t, with G0 = pi2k2BT0/6h the quantum of
thermal conductance.
3For the parameters of Fig. 1, the thermal conductance
is quantized, G/G0 = 1, a hallmark of a topological
superconductor with Chern number |C| = 1. To con-
firm the topological origin of this edge mode, we com-
pute the pseudospectrum Z-index introduced in Ref. [31].
Performing a change of basis, H˜QC = ΩHQCΩ
†, with
Ω = A⊕A⊕ · · · ⊕A and
A =
√
1
2
(
1 1
−i i
)
, (7)
leads to an imaginary Hamiltonian, H˜QC = −H˜∗QC . The
strong pseudospectrum invariant can then be obtained as
Cps =
1
2
Sig
(
X Y − iH˜QC
Y + iH˜QC −X
)
. (8)
Here, X and Y are the position operators associated to
the sites of the tiling (see Fig. 1) and Sig stands for matrix
signature, i.e. the number of positive eigenvalues minus
the number of negative eigenvalues. Choosing site coor-
dinates which span −1/2 ≤ x ≤ 1/2 and −1/2 ≤ y ≤ 1/2
gives a pseudospectrum invariant Cps = −1, consistent
with the quantized value of the thermal conductance.
The index Cps is well defined since the matrix of Eq. (8)
does not have eigenvalues close to zero for our choice of
parameters. We provide a more detailed analysis of this
invariant in the Supplemental Material.
Weak topological superconductor without a lattice —
The presence of a Chern insulating phase in the qua-
sicrystalline system HQC is not surprising. The tenfold
classification of topological insulators and superconduc-
tors shows that such a phase can appear in 2d systems
both with and without the PHS constraint (5), with-
out requiring any spatial symmetries. In fact, aperiodic
Chern insulators without PHS (symmetry class A) were
studied in Refs. [30, 52].
Weak topological phases on the other hand are typ-
ically described as being protected by the translational
symmetry of the lattice. A WTI phase in a 2d class D
system can be thought of as a set of parallel, weakly cou-
pled Kitaev chains [53]. Each Kitaev chain in the array
is a strong 1d topological superconductor, hosting an un-
paired Majorana zero mode at each end irrespective of
spatial symmetries. In the 2d coupled system however,
topological protection is ensured by translation symme-
try in the direction perpendicular to the chains, or by
average translation symmetry for a disordered lattice.
We seek to produce such a phase in the quasicrystalline
tight binding model HQC. In order to convert the aperi-
odic tiling into an array of Kitaev chains, we selectively
reduce hopping amplitudes in regions of the quasicrystal,
multiplying some of the hopping matrices (3), Hjk, by a
global factor of 0.2. We set t = ∆ = 1, µ = 1.9, and form
a total of 13 weakly coupled quasi-1d strips, as shown in
Fig. 2. While Fig. 1 showed a strong topological phase in
FIG. 2. Log-linear plot of the thermal conductance distribu-
tion of a single edge in the WTI phase. The histogram (solid
line) is computed numerically from 2 × 105 disorder realiza-
tions, using t = ∆ = U = 1 and µ = 1.9, for a quasicrystal
patch composed of 13 weakly coupled wires. The dashed line
shows the analytic result of Eq. (9), using l/L = 0.18. Inset:
total amplitude of wavefunctions with energies |E| < 0.1 for
a single disorder realization. Circles of larger area and darker
color correspond to larger amplitudes, while thicker hoppings
show the positions of Kitaev chains in the array.
which all boundaries host mid-gap states and Cps = −1,
here only the top and bottom boundaries are gapless and
Cps = 0, characteristic of weak topological phases.
For these Hamiltonian parameters, each quasi-1d strip
becomes a non-trivial Kitaev chain, and its Majorana
zero modes couple to those of neighboring chains, lead-
ing to the formation of two Kitaev edges [43]. In a lat-
tice system, the presence of exact translational symme-
try implies equal coupling between all adjacent Majo-
rana end states, leading to a pair of decoupled, counter-
propagating modes at each edge. The total thermal con-
ductance of the system then becomes G/G0 = 2, having
a quantized, unit contribution from the conducting mode
at each of the two edges. As before, we attach leads to
the leftmost and rightmost sites and compute the thermal
conductance, finding G/G0 = 1.94. The deviation from a
quantized value means that counter-propagating modes
of the two Kitaev edges are coupled. Nevertheless, it was
shown that an edge can still avoid localization provided
the couplings between adjacent Majoranas are indepen-
dent and statistically equivalent (they all have the same
probability distribution). In this case, each of the two Ki-
taev edges is pinned to a 1d topological phase transition
[54–57], being characterized by a bimodal conductance
4distribution [43]:
P (G/G0) =
√
l
2piL
(G/G0)
−1(1−G/G0)−1/2
× exp
(
− l
2L
arccosh2
√
1
G/G0
)
,
(9)
peaked at G/G0 = 0 and 1, where l is the mean free path,
and L is the length of the edge.
We test the localization properties of the aperiodic Ki-
taev edge by adding on-site as well as hopping disor-
der terms to HQC. We replace µ → µ + δµ, with δµ
drawn randomly for each site from the uniform distribu-
tion [−U,U ], where U is the strength of disorder. Ad-
ditionally, we add randomness in the coupling between
the Kitaev chains, multiplying each of the hopping ma-
trices connecting them by a random factor drawn uni-
formly from the interval [0.1, 0.3]. By attaching leads to
the left, right, as well as bottom sites, we determine the
thermal conductance contribution of only the top edge
[51]. The numerical results shown in Fig. 2 closely follow
the analytical prediction of Eq. (9), implying a lack of
localization.
Remarkably, the system behaves as a WTI even though
it does not have a lattice. On the level of the aperiodic
tiling, one cannot define an exact or average translation
symmetry, owing to the absence of Bravais vectors even in
the clean limit. As such, conventional momentum-based
expressions for the weak invariants cannot be directly
applied, short of restoring periodicity. The latter can
be achieved, for instance, by imposing twisted boundary
conditions on a finite tiling with suitably chosen termina-
tions, thereby forming a torus [58]. Another possibility is
based on unpublished work by Kitaev [59], which shows
that for sufficiently large systems there exists a coarse-
graining procedure transforming the Hamiltonian into
a Dirac-like operator with a mass term. While generic
enough to apply to systems in any dimension and sym-
metry class, Kitaev’s approach does not offer a recipe
for performing the coarse-graining, such that it can be
applied to specific systems.
We seek a practical yet quantitative method for de-
termining weak invariants in the absence of momentum-
space, such that it can be applied in an aperiodic setting.
Our real-space formulation is based, as before, on the
Clifford pseudospectrum, as well as on the observation
that weak indices can be expressed as strong invariants
of lower dimensional systems. Therefore, we ignore the
x coordinate and use the 1d form of the pseudospectrum
invariant in class D [31]:
Qy = sign det
(
Y + iH˜QC
)
. (10)
The matrix in Eq. (10) is real since the Hamiltonian
H˜QC is imaginary after the basis change (7). For an array
composed of an odd number of Kitaev chains like the one
in Fig. 2, we find a non-trivial value of the Z2 index: Qy =
−1. As an independent confirmation of the validity of
this expression, we compute the weak invariant also using
scattering theory. By attaching leads only to the top
and bottom sites of the system, such that they contact
the two Kitaev edges, the weak index can be obtained
from the reflection block of the scattering matrix (6) as
νy = sign det r [33, 60, 61]. The value of the scattering
matrix invariant is consistent with that obtained from
the pseudospectrum, νy = Qy = −1.
A nontrivial value of Qy forces topologically protected
approximate zero modes to exist near the two edges of the
system corresponding to positions y = ±0.5. This follows
from the two statements below. First, we can prove that
for the clean Hamiltonian with a non-trivial weak index
in the bulk (10), there is a position near the edge of the
sample as a function of y where the gap closes and there
is a zero-energy state localized in y. Second, if on-site
disorder is on average not larger than the gap from the
Fermi energy to the bulk states, the zero energy state
survives the effect of disorder, although the expected y
position may move in somewhat from the edge. These
statements are made precise as Corollary 1 in the Supple-
mental Material. The proofs of these statements follow
rather directly from the results in [31] applied to the 1d
system (Y,HQC).
Discussion and future work — The gapless bound-
ary states of weak topological insulators and topological
crystalline insulators are typically thought of as a conse-
quence of lattice symmetries. In all rigorous descriptions
of such phases, either using K-theory or homotopy theory,
the lattice periodicity is explicitly built in from the start:
invariants are defined using the momentum-space torus.
Our work goes beyond this paradigm, and instead consid-
ers quasicrystalline weak topological insulators, systems
in which there is no lattice.
We have proven, by construction, that a weak phase
can exist on an aperiodic tiling. Throughout its char-
acterization we have purposely avoided concepts relating
to periodicity, such as Bloch states or the Brillouin zone.
Instead, we have introduced a real-space expression for
the weak index, based on the Clifford pseudospectrum.
A non-trivial value of the invariant implies a non-trivial
bulk phase, which is topologically equivalent to a weak
phase on a periodic lattice [43] and hosts gapless bound-
ary states. The robustness of these boundary states is
certainly greater than implied by Corollary 1. For ex-
ample, we expect our weak invariant to be insensitive to
perturbations away from the center in y so each boundary
state should be relatively immune to large perturbations
at the opposite edge.
Our work provides the first example of a new class of
Hamiltonians which host weak topological phases in the
absence of a lattice. While strong topological invariants
can be studied without using periodicity [62], this is not
5the case for weak phases. Current descriptions of weak
invariants in disordered systems assume momentum to
be a good quantum number in the clean limit [19, 25],
so they cannot be directly applied. One available option
is to artificially restore periodicity, by imposing twisted
boundary conditions and forming a torus [58], or by defin-
ing a coarse-grained Hamiltonian equivalent to a Dirac-
like operator [59]. In the absence of momentum-space
however, pseudospectrum invariants are up to now the
only viable and quantitative tool [31].
Furthermore, for a finite-sized system, our method
proves to be computationally more efficient than previous
Hamiltonian expressions for the weak invariant. Deter-
mining the momentum-space weak invariant requires im-
posing twisted boundary conditions to restore periodic-
ity, and computing the Pfaffian of the Hamiltonian at two
points: k = 0 and k = pi. In contrast, the pseudospec-
trum invariant of Eq. (10) only requires computing the
determinant once, and allows to determine the topolog-
ical features of systems with complex boundary shapes.
We hope this method will become a standard tool in an-
alyzing the robustness of weak topological phases.
While our work is based on a specific tiling and symme-
try class, a generic, rigorous treatment of aperiodic weak
phases and their relation to strong phases provides an in-
teresting direction for future research. Beyond the clas-
sification of topological phases, the classification of qua-
sicrystals themselves is still ongoing; whether different
tilings can host weak phases with properties not found
in lattice systems is an open question. For instance,
quasicrystals can exhibit rotation symmetries which are
impossible in periodic systems, raising the question of
whether these symmetries can lead to protected bound-
ary states. If so, the resulting phases would only be re-
alizable in aperiodic tilings.
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Proofs
Here we provide a more detailed analysis of the pseu-
dospectrum invariants used in the main text, and prove
the existence and stability of localized zero energy modes
in the weak phase. Consider a generic finite system in
symmetry class D, with geometry a square of length L
centered at the origin. Let H be the Hamiltonian of the
system, which can be brought to an imaginary form in
class D, H = −H∗, for instance by a basis change of the
form (6) in the main text. We denote by X and Y the po-
sition operators associated to the system, which are real,
commute with each other, and obey−L/2 ≤ X,Y ≤ L/2.
Additionally, X and Y almost commute with H, roughly
meaning that ‖[H,X]‖/‖X‖ and ‖[H,Y ]‖/‖Y ‖ are less
than the gap in the bulk spectrum, where ‖.‖ denotes
the operator norm or 2-norm. We consider three differ-
ent pseudo-spectra. The first uses
Bstλ = B(X − λ1I, Y − λ2I,H − λ3I) (1)
where
B(A1, A2, A3) =
(
A1 A2 − iA3
A2 + iA3 −A1
)
. (2)
In Eq. (1), the real valued parameters λ1 and λ2 are
shifts in the x and y coordinates, while λ3 corresponds
to a shift in energy. Using this expression, we define the
strong gap function
gapstλ = σmin
(
Bstλ (X,Y,H)
)
, (3)
where σmin stands for the smallest singular value and
λ = (λ1, λ2, λ3). The function gap
st
λ can be used to con-
struct the pseudospectrum. For a given ε ≥ 0 (≥ instead
of > is to make the ε-pseudospectrum a compact set),
the ε-pseudospectrum of (X,Y,H), which we call in this
appendix the strong ε-pseudospectrum, is the set
Λε =
{
λ ∈ R3 | gapstλ ≤ ε
}
. (4)
As discussed in Ref. [1], the strong pseudospectrum
can be used to construct a topological invariant leading
to gapless modes on all edges of the system. As long as
λ /∈ Λ0(X,Y,H), the invariant is the integer
Indstλ =
1
2
Sig
(
Bstλ (X,Y,H)
)
(5)
FIG. 1. Plot of gapstλ as a function of λ = (λ1, λ2, 0) for the
TI phase of Fig. 1 in the main text. It takes large values in
the bulk of the system and decreases towards the boundary,
reaching a minimum computed value of approximately 3 ×
10−3.
where Sig stands for matrix signature. In practice, we
require λ /∈ Λ(X,Y,H) for some small  to make the
computation of the signature numerically stable. The
expression (5) is a generalized version of the invariant
(7) used in the main text, as it also takes into account
shifts in position or energy, which are parametrized by
the vector λ = (λ1, λ2, λ3).
Figure 1 shows a plot of gapstλ for the Hamiltonian HQC
with the parameters of of the strong phase (Fig. 1 in the
main text). The gap function is computed at the Fermi
level and as a function of position, that is to say using
λ = (λ1, λ2, 0). We computed the index at the origin,
and it cannot change where the gap remains open, so in
index is −1 within the square. It is undefined, or defined
and meaningless, near the edges.
The two weak invariants are created by ignoring one
position observable and using the one-dimensional ex-
pressions introduced in Ref. [1]. We only need one of
these, the one that ignores the x position. Define
Byλ(X,Y,H) = B(0, Y − λ1I,H − λ2I), (6)
which is Hermitian, as we always assume the λj are real,
and real symmetric when λ2 = 0. We consider the func-
tion
gapyλ = σmin (B
y
λ(X,Y,H)) . (7)
The weak -pseudospectrum of (X,Y,H) is the set
Λy (X,Y,H) =
{
λ ∈ R2 |gapyλ ≤ 
}
. (8)
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2FIG. 2. Left: Plot of gapyλ as a function of λ = (λ1, 0) for
the WTI phase (Fig. 2 in the main text), in the absence of
disorder. Right: Corresponding plot of gapstλ as a function
of λ = (λ1, λ2, 0). Both gap
y
λ and gap
st
λ take large values in
the bulk and decrease towards the edge, reaching a minimum
computed value of approximately 86 × 10−4 for gapstλ and
56× 10−4 for gapyλ at y ' −0.48 and y ' 0.48.
In Fig. 2 we plot gapstλ and gap
y
λ for Hamiltonian pa-
rameters of the weak phase (Fig. 2 in the main text).
The gap functions are computed at zero energy and for
different x and y-locations. A non-trivial index at a large
value of gapyλ forces the gap
y
λ to hit zero at some y-value
to the left and the right. Furthermore, when gapyλ hits
zero there must be a corresponding state localized in en-
ergy and y-position. This means the approximate zero
modes are topologically protected against some forms of
disorder. We make these statements precise in the next
two Theorems:
Theorem 1. Assume (X,Y,H) are as defined in this
section. If, for some µ = (µ1, 0) with µ1 > 0, we have
gapyµ = C and Ind
y
µ(X,Y,H) = −1 , then for any imag-
inary Hermitian matrix K with ‖H −K‖ ≤ C there will
exist λ1 > µ1 so that gap
y
(λ1,0)
= 0.
A symmetric statement holds when µ1 < 0.
Proof. From ‖H −K‖ ≤ C we conclude that
‖Byµ(X,Y,H)−Byµ(X,Y,K)‖ < C
and so, by Weyl’s estimate on spectral variation [2], the
gap function defined using Byµ(X,Y,K) is nonzero. This
gap remains open if we interpolate linearly between H
and K, so the weak index cannot become positive along
this path: Indyµ(X,Y,K) = −1. By Theorem 7.5 in Ref. 1
there is λ1 > µ1 so that gap
y
(λ1,0)
= 0.
Theorem 2. Assume (X,Y,H) are as defined in this
section. Suppose  = gapyλ for some λ = (λ1, 0). Then
there is a real unit vector v so that
‖Y v − λ1v‖ , ‖Hv‖ ≤
√
2 + ‖[Y,H]‖.
Proof. By Lemma 1.2 in [1] there is a unit vector v so
that
‖Y v − λ1v‖ , ‖Hv‖ ≤
√
2 + ‖[Y,H]‖.
In fact, the proof of Lemma 1.2 in Ref. 1 finds such a v
by selecting v = vj , the larger of the top or bottom half
of any eigenvector
w =
[
v1
v2
]
of Byλ(X,Y,H) for an eigenvalue α that is closest to 0,
and rescaling v to be a unit vector. We know this eigen-
vector can be selected to be real, so we can assume v is
also real.
To translate results about approximate eigenstates into
more standard physics terminology, we offer the following
Lemmas.
Lemma 1. If ‖Xv−λv‖ ≤ δ for some Hermitian matrix
X and unit vector v then〈
v|X2|v〉− 〈v|X|v〉2 ≤ 2δ2
and
λ− δ ≤ 〈v|X|v〉 ≤ λ+ δ.
Proof. We compute∣∣ 〈v|X|v〉 − λ ∣∣ = ∣∣ 〈Xv − λv|v〉 ∣∣
and (by the law of cosines)∣∣ 〈v|X2|v〉− λ2 ∣∣ = ∣∣‖Xv‖2 − ‖λv‖2∣∣
≤ ‖Xv − λv‖2.
To prove the first inequality we use the shift invariance
of variance to reduce to the case λ = 0, where〈
v|X2|v〉− 〈v|X|v〉2 ≤ 〈v|X2|v〉+ 〈v|X|v〉2 ≤ 2δ2.
Lemma 2. If H is Hermitian and imaginary, and if v
is a real unit vector, then 〈v|H|v〉 = 0.
Proof. We simply conjugate 〈v|H|v〉 and compute:
〈v|H|v〉 = 〈v|H|v〉 = 〈v|H|v〉 = −〈v|H|v〉 .
Using the above Lemmas and Theorems, we summa-
rize the stability of the weak topological phase as the
following Corollary. It is stated for on-site disorder, cor-
related or not. It can be modified to give slightly weaker
estimates for more general forms of local disorder. A
symmetric result holds for negative y-values.
3Corollary 1. Let HQC denote the Hamiltonian con-
structed with the parameters used in Fig. 2 of the main
text. Fig. 2 illustrates gapyλ for this Hamiltonian. Let
δ = ‖[HQC, Y ]‖ ' 0.0757, as obtained using our choice
of parameters. Suppose Hdis is Hermitian with the same
particle-hole symmetry as HQC, and Hdis − HQC con-
sists only of on-site disorder. If disorder is not too large,
meaning
‖Hdis −HQC‖ ≤ gapy(y0+δ,0)
for some position to the right of the origin, 0 ≤ y0 ≤
0.48 − √δ, then there exists a normalized, particle-hole
symmetric state ψ with the following properties:
• The state ψ is at zero energy, 〈ψ|Hdis|ψ〉 = 0, with
a variance 〈ψ|H2dis|ψ〉 − 〈ψ|Hdis|ψ〉2 ≡ ∆2ψHdis ≤
2δ2
• The state ψ is localized in position to the right of
the origin point, y0 ≤ 〈ψ|Y |ψ〉 and ∆2ψY ≤ 2δ2.
Generating the Ammann-Beenker tiling
Ammann was the first to suggest a tiling of the plane
respecting perfect 8-fold rotational symmetry [3]. It was
later put forward by Beenker that this tiling can be ob-
tained by subdivision of the rhombus with angles pi/4
and 3pi/4, and the square [4]. We use a modified version
of this algorithm to generate the tiling shown in the main
text. An example of a three-step subdivision procedure
is shown in Fig. 3a. The initial step of the algorithm
consists of converting a square shape into two decorated
triangles, as shown in Fig. 3c. Afterwards, we iteratively
apply the subdivision rules shown in Fig. 3b, each time
obtaining a quasicrystal patch with a larger number of
sites. Finally, at the end of the procedure we convert all
pairs of decorated triangles back into squares, by apply-
ing the equivalence of Fig. 3c. The resulting quasicrystal
patches are shown in the main text figures. We have used
three subdivisions to generate the tiling shown in Fig. 1
of the main text, and four subdivisions for the tiling in
Fig. 2.
Transport setup
Here we give details on the transport setup used to
determine the conducting properties of Majorana edge
states, both in the strong and in the weak topological
phase.
In the strong topological phase, the aperiodic system
HQC has an insulating bulk and chiral Majorana edge
states which conduct heat. We attach two leads, to the
left- and right-most sites of the tiling, as shown in the top
panel of Fig. 4, leading to a scattering matrix of the form
(5) in the main text. The only contribution to thermal
conductance comes from the chiral edge states, leading
to a quantized thermal conductance equal to the Chern
number. For the parameters used in Fig. 1 of the main
text, we find G/G0 = 1.
In the weak topological phase, we study the properties
of a single edge and compare its conductance distribution
with the prediction (8) in the main text. To this end, we
attach a third lead to the bottom-most sites of the tiling,
as shown in the bottom panel of Fig. 4. In this setup,
transport from the left to the right lead, labeled L and R,
only occurs through the top pair of counter-propagating
edge states.
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4FIG. 3. Obtaining the Ammann-Beenker tiling through subdivision. (a) Example of the subdivision process. (b) Elementary
step of the subdivision of the rhombus and the (decorated) triangle. (c) Equivalence between two triangles and a square tile,
which is applied in the beginning and the end of the subdivision process.
FIG. 4. Setup used to compute heat transport through the
system. Top panel: In the strong topological phase, we attach
leads (labeled L and R) to the left- and right-most sites of
the tiling. Bottom panel: in the weak phase, to determine
the heat conductance of only the top edge states, we attach
a third lead to the bottom-most sites (labeled B).
