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Abstract
Biped robot locomotion has been studied intensively for many decades, and
one of the most challenging topics of study is the dynamic motion of the biped
robot. This thesis will utilize the zero-moment point (ZMP) along with a sim-
plified dynamics model, the linear inverted pendulum model (LIPM), to de-
sign a dynamically stable trajectory for the biped robot, based on given gaits.
Two different approaches will be used for the trajectory generation: bounded-
ness constraint and linear-quadratic-regulator method. Both of these meth-
ods compute the center of mass (CoM) trajectory for the biped robot. A
stabilizer is also designed, and the CoM trajectories are tested using Reem-c
robot under the Gazebo simulation environment. Finally, a comprehensive
comparison between the two methods will be given.
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Chapter 1
Introduction
This thesis develops and implements zero-moment point (ZMP) and center of
mass (CoM) trajectory generation algorithms based on linearized robot sys-
tem dynamics and tests on a physics simulator with bipedal robot, REEM-C’s
model, Figure 1.1. Using a heuristic method, the ZMP generation function
generates the desired ZMP trajectory given the specific walking gait pattern
for the robot, such as walking speed, step length, ZMP traveled during stance
phase and so forth. The trajectory generation algorithms use a simplified dy-
namic system model with constraints to replace the complex dynamic system
of the actual robot to generate a CoM trajectory using the given ZMP tra-
jectory. The stabilizer that is used during the execution of the trajectory
also uses the simplified dynamic model for its simplicity.
Figure 1.1: The REEM-C robot.
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1.1 Background
Robots today are built to very high standards, yet they move conservatively.
They are built to achieve more, yet the control technology limits the robots to
doing a fraction of what they could. This situation is true for fully actuated
robots, but it is more prominent for underactuated robots. One example is
the NAO robot Figure 1.2. Using large feet as support and precise control
of joints, NAO walks conservatively, meaning it always shifts its CoM on top
of its supporting foot and maintains a statically stable gait. This type of
static walking is easy to implement and somewhat reliable, and it guarantees
the stable walking of the robot on flat terrain. However, this design also pre-
vents the robot from using its dynamics to its advantage, such as disturbance
rejection using body dynamics, walking on uneven terrain, running and so
forth.
One of the most commonly used concepts related with dynamics and con-
trol of biped robot is zero-moment point (ZMP) [1] introduced by Miomir
Vukobratovic. This point can be used to indicate the dynamic stability of
the robot. The detailed concept will be explained in detail in the following
chapter.
Figure 1.2: NAO robot in RoboCup. CoM within support foot for statically
stable gaits.
There are many examples in recent literature that use ZMP to compute
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CoM trajectories and feedback controllers. Harada et al. [2] derived an an-
alytical solution for solving CoM trajectory given piecewise polynomial of
ZMP trajectory. This method requires careful selection of ZMP trajectory
such that the algorithm does not generate significant CoM motion. Kajita et
al. [3] proposed a preview control method to stabilize CoM where a discrete,
infinite-horizon LQR problem was solved numerically. They improved the
algorithm by adding auxiliary ZMP [4] to the preview control method and
successfully simulated robot walking on uneven terrain. These methods pro-
posed by Kajita et al. require tremendous computation power, but started
the idea of optimization of a quadratic cost which balances ZMP tracking
against CoM acceleration. The optimization approach leads to a closed-form
solution proposed by R. Tedrake et al. [5] which we will examine closer in
later chapters.
Many previous works, such as [6–12], propose the idea of splitting robot
dynamics into stable and unstable parts based on linear inverted pendulum
model (LIPM) dynamics. The unstable part of the dynamics has been re-
ferred to by many names, such as ‘(instantaneous) Capture Point’ by Pratt
and Koolen et al. [8, 9], ‘Extrapolated Center of Mass’ by Hof et al. [7] and
‘Divergent Component of Motion (DCM)’ by Takenaka et al. [10]. For con-
stant CoM height LIPM, Capture Point and DCM projected to floor are
equivalent. Pratt et al. [6] developed a methodology to stabilize the robot
against strong disturbances with reactive stepping using DCM, and demon-
strated on Atlas in [13]. Missura et al. [14] extended the idea and developed
a method to generate the ZMP and the next footstep location based on the
current state of the CoM, while following a reference locomotion velocity.
This method is robust against large disturbances such as pushes and colli-
sions; however, the exact placement of the foot cannot be guaranteed due to
it being generated rather than designed.
1.2 Motivation and Aim
The LQR optimization methods and the unstable dynamics methods all have
their advantages and disadvantages, and this thesis will explore and com-
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pare two methods chosen from these two distinct methodologies. Lanari and
Hutchinson [15,16] proposed a boundedness constraint method based on the
properties of unstable dynamics for LIPM to solve the CoM trajectory given
ZMP trajectory and CoM initial conditions. Tedrake [5] developed a closed
form solution for the LQR optimization method to solve CoM trajectory
given a piecewise polynomial ZMP trajectory. The aim of this thesis is to
rederive those two approaches, design trajectory generation algorithms based
on the two approaches, and compare the outcome of the algorithms side by
side with the same stabilizer and gait pattern. The comparison will give us
better insight into the strength and weakness of each method.
1.3 Thesis Structure
This thesis will start with the introduction of concepts such as ZMP, LIPM
and the unstable component of motion and so forth. Then follows the deriva-
tion of the boundedness method and LQR method and algorithmic imple-
mentations. We then proceed to experiment and compare the results of the
simulations, both in LIPM and in a full biped robot system.
• Chapter 2: Introduce the concept of zero-moment point.
• Chapter 3: Describe linear dynamic models that are used to replace
the actual robot model for trajectory generation and control.
• Chapter 4: Derive the boundedness method for trajectory generation
and propose possible algorithm design.
• Chapter 5: Derive the LQR method for trajectory generation and pro-
pose possible algorithm design.
• Chapter 6: Compare the simulated output for the two methods de-
scribed above.
• Chapter 7: Implement the algorithms into physical simulation and ob-
serve the behavior of the simulated robot under full dynamics.
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Chapter 2
Zero-Moment Point
All underactuated legged robots manipulate themselves by exerting forces to
the environment using their legs. The body of the robot cannot be controlled
directly but in an indirect way, by ensuring the proper dynamics of the robot
supported by the legs. Thus, the overall indicator of the dynamics of the
robot is the point where one single force can represent all forces acting on
the robot. This point is called zero-moment point (ZMP), a turning point
for biped gait design and control. This chapter is devoted to the concept
of ZMP. The first practical demonstration took place in Japan in 1984 at
Waseda University, in the laboratory of Ichiro Kato using the first dynami-
cally balanced robot WL-10RD of the WABOT series [1]. In this chapter, we
review some basic concepts for biped robot gait planning, such as ZMP and
support polygon. We will also discuss how ZMP is derived and why ZMP is
used as an indicator of the dynamic stability of an underactuated robot.
The walking gait pattern for a biped robot is very specific. Within the
gaits of a biped robot, two phases arise in sequence: the statically stable
double-support phase where the robot is supported by both feet simultane-
ously, and statically unstable single-support phase, where only one foot of
the biped is in contact with the ground while the another foot shifts from
back to front [1]. Note that all of the biped joints are powered by motors
and controlled with sensor feedback except the contact surface between the
foot and the ground. Therefore the contact points are the only interaction of
the robot with the environment if the robot is to walk. Hence the supporting
foot (feet) is the key to the control and stabilization of the biped.
The body of the robot can be controlled indirectly by ensuring the appropri-
ate dynamics and knowledge of center of mass of the robot. Specifically, we
can control the behaviors of the mechanisms above the foot by controlling
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the contact forces (reaction force) applied to the foot. Assuming the contact
surface is flat, one single force can be used to replace the contact forces at
a certain point within the support polygon. This point is the center of the
pressure (CoP), also known as ZMP (during dynamically balanced gaits),
and the force applied to that point is the sum of all reaction forces.
Figure 2.1: All forces in 3D [1].
We will use a clear example to explain the relationship between the ZMP
and the reaction forces. Let us consider the situation where all forces are
exerted onto the ground during single support phase as shown in Figure 2.1.
In this example, we define point P as the acting point for combined ground
reaction forces. We also ignore all mechanisms above the ankle and replace
their influences to the foot with force FA and moment MA. In general, the
total force acting on the foot consists of three components of reaction force
FR (FRx , FRy , FRz) and moment M (Mx,My,Mz) induced by force FA as
shown in Figure 2.1. Since the friction force is at the surface of contact and
assuming the foot on the ground is at rest, then the components of the force
FR and moment M that act in the horizontal plane will be canceled out by
friction (assume friction is large enough). In detail, as we assume the foot
is in contact with floor without sliding, the static friction will compensate
for the horizontal force components (FRX , FRY ) and vertical reaction torque
(MZ).
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Figure 2.2: Force exerted over the foot.
Figure 2.3: Torque and forces exerted on support point P.
Now that we excluded horizontal force components and vertical reaction
torque, the force on the foot can be discussed on the x-z and y-z plane only
(this is also explained in [17]). Figure 2.2 shows the vertical component
of reaction force on the x-z plane. Specifically, this figure describing the
distribution of reaction forces over the entirety of the foot as a function per
unit length of the foot FRx(n). These distributed forces simultaneously act
on the foot and can be replaced by a single equivalent force and moment at
a point P (X) at the contact surface as shown in Figure 2.3. The force fz
and the moment M at point P (X) in the foot can be expressed as
fz =
∫ x2
x1
FRz(n)dn (2.1a)
M(PX) = −
∫ x2
x1
(n− P (X))FRz(n)dn (2.1b)
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For now let us focus on the moment found using Equation (2.1b). Consider
the point P (X) where moment becomes zero. Using the equation for moment,
M1 = −
∫ x2
x1
FRz(n)(n− P (X))dn
= 0
(2.2)
then we have ∫ x2
x1
nFRz(n)dn =
∫ x2
x1
P (X)FRz(n)dn (2.3)
Thus P (X) can be expressed as:
P (X) =
∫ x2
x1
nFRz(n)dn∫ x2
x1
FRz(n)dn
(2.4)
However, using a physical robot with sensors, in a way the ZMP could be
easily calculated from a force torque sensor by comparing the total down-
wards force vs. the transverse torque [18]. So, as in the above example, the
equation for finding the ZMP would be
xzmp =
τy
fz
(2.5)
assuming the moment is equal to the measured torque τx, and the total
measured reaction force is summed up to fz. The y direction ZMP can be
solved in a similar fashion.
yzmp =
τx
fz
(2.6)
Figure 2.4: Support polygon of a biped during a double support phase,
shown in dotted line.
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One important concept that is always used along with ZMP is the support
polygon; together they can indicate the dynamic stability of a robot. The
support polygon of an underactuated robot is defined as the convex hull that
contains all contact points, as shown in Figure 2.4. If the support polygon is
not large enough, it may not be able to contain the point needed to apply the
total reaction force, the force that is necessary to balance the action of ex-
ternal moments and forces. Instead, the reaction force FR will be applied at
the edge of the foot trying its best to counteract the external moments. The
uncompensated component of the external moment will cause the robot to
tip over about the foot edge. Therefore if the position of the ZMP computed
from Equation (2.4) and Equation (2.5) is within the support polygon, the
system is in dynamic equilibrium. In actuality, the ZMP point P cannot ex-
ist outside the support polygon, since the reaction force FR must be applied
to a contact point and the contact point is always within support polygon.
Thus we conclude that the ZMP designed for robot gaits must stay within
its support polygon to ensure system dynamic stabilization [1].
One important note: ZMP and CoP should not generally be regarded as
identical. ZMP is an indicator of biped robot dynamic balance. The robot is
dynamically balanced if the respective ZMP is inside of the robot’s support
polygon. CoP is the point that can represent the value of the integrated
vectorial pressure field with a single force. If CoP balances all active forces
on the robot, then when the robot is dynamically balanced, CoP coincides
with ZMP. However, when the gait of the robot is not dynamically balanced,
ZMP does not exist, but CoP does and the robot will rotate (collapse) about
foot edge where CoP lies [1].
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Chapter 3
Approximate Dynamic Models for Biped
Robots
When we try to apply control algorithms to a biped robot with a high degree
of freedom, the system is often too complicated, and the underlying math
would be almost impossible to solve analytically. Numerical methods exist,
but the sheer amount of computation power required and the time it takes to
arrive at a solution have steered some researchers away from that approach.
Therefore it is common to see researchers adopt strategies that solve the
problem by using a model that represents the robot to some extent with minor
constraints. This trend along with ZMP gave birth to the linear inverted
pendulum model (LIPM) that I will mainly introduce in this chapter.
3.1 3D Linear Inverted Pendulum Model (3D-LIPM)
One of the common models used for studying biped robot walking patterns is
the three-dimensional linear inverted pendulum model [3,19]. Since the mov-
ing patterns of a 3D inverted pendulum have vast possibilities, we want to
simplify the problem by setting constraints that are also suitable for walking.
For this reason, the first constraint limits the mass of the inverted pendulum
on a fixed plane described by Equation (3.4).
A 3D plane can be represented using a point p : (x0, y0, z0) on the plane
and a normal vector n : [a, b, c]T of the plane shown in Figure 3.1. The
equation is given as
ax+ by + cz + d = 0 (3.1)
where
d ≡ −ax0 − by0 − cz0 (3.2)
If we let the plane intersect the z axis at point Zc with given normal vector
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Figure 3.1: General description for a plane.
(kx, ky,−1), we have x0 = y0 = 0, z0 = zc and n = (kx, ky,−1). Plugging in
Equation (3.1) gives
kxx+ kyy − z + zc = 0 (3.3)
and rearrange we have
z(x, y) = kxx+ kyy + zc (3.4)
The x-axis represents the forward direction of the robot. The second
derivative of Equation (3.4) w.r.t. time is
z¨ = kxx¨+ kyy¨ (3.5)
With constraints kx, ky, the LIP dynamics (discussed in detail in section 3.3)
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Figure 3.2: 3D inverted pendulum on a fixed plane described by
Equation (3.4) with kx = 0 and ky = 0.
is given by [20]
y¨ =
g
zc
y − ky
zc
(xy¨ − x¨y)− 1
mzc
τx (3.6a)
x¨ =
g
zc
y +
kx
zc
(xy¨ − x¨y) + 1
mzc
τy (3.6b)
where m is the mass of the pendulum, g is the gravity constant and τx, τy
are the torques around x-axis and y-axis respectively. For a biped robot
walking on a flat surface, we assume the normal vector for the constraint to
be perpendicular to the ground, which means kx and ky are zeros as shown
in Figure 3.2. Therefore zc in Equation (3.4) becomes Zc. In the situation
where the constraint plane is parallel to the ground, that is kx = ky = 0,
Equation (3.6) simplifies to
y¨ =
g
zc
y − 1
mzc
τx (3.7a)
x¨ =
g
zc
x+
1
mzc
τy (3.7b)
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From Equation (3.7), by multiplying (a) by x and (b) by y on both sides,
then subtracting (b) from (a), we get
xy¨ − x¨y = −1
mzc
(τxx+ τyy) (3.8)
Therefore, even in the case of walking on a slope, k1, k2 6= 0, the same
dynamics can be obtained with an additional constraint
τxx+ τyy = 0 (3.9)
on the torques. And, we have two independent linear equations Equa-
tion (3.7) that describe the dynamics of the model.
Using 3D-LIPM under the horizontal constraint plane (k1 = k2 = 0), we
can derive the ZMP expression [21] using
xzmp = − τy
mg
(3.10a)
yzmp =
τx
mg
(3.10b)
from Chapter 2 and substituting τy and τx from Equation (3.7) to obtain
x¨ =
g
zc
(x− xzmp) (3.11a)
y¨ =
g
zc
(y − yzmp) (3.11b)
3.2 Cart Table Model
ZMP should be the output of the system if we wish to control it; therefore,
by rearranging Equation (3.11) and set ZMP as the output we get
yzmp = y − zc
g
y¨, (3.12a)
xzmp = x− zc
g
x¨. (3.12b)
13
and these are the equations of a Cart Table Model [3].
Figure 3.3: Cart Table Model.
Figure 3.3 is a model that directly corresponds to Equation (3.12). It is
a cart with mass m that runs horizontally on the table of height zc whose
weight is negligible. As long as xzmp stays within the table foot, the table
will not tip over.
3.3 2D Linear Inverted Pendulum
Although the real dynamics of a biped robot are in three-dimensional space,
the trajectory design is often carried out in two-dimensional space. There-
14
Figure 3.4: Inverted pendulum with telescopic leg and finite-sized foot.
fore, a two-dimensional linear inverted pendulum has been used for decades
for biped robot gait planning and generation [22]. There is little difference
between 2D LIPM and 3D LIPM, but here I will re-express the equation for
LIPM for later chapters.
The LIPM model’s dynamic with finite size foot and telescopic leg in the
sagittal plane as in Figure 3.4 is
xc(t)− xzmp + x¨c(t)zc
g
= 0 (3.13)
with zc as the constant height, xzmp the zero-moment point, xc the x coor-
dinate for center of mass. Defining ω0 =
√
g/zc, we may rewrite (3.13) as
x¨c(t) = ω
2
0xc(t)− ω20xzmp (3.14)
This equation holds due to the fact that for flat foot contact on a horizontal
plane, the center of pressure coincides with the zero-moment point during
dynamic stable gaits, i.e. xcop = xzmp.
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3.4 The Three-Mass Model
The LIPM is a very straightforward and elegant model to represent the com-
plex dynamics of the robot; however, the model itself has its drawbacks. One
of the assumptions of this model is that the legs of the robot are much lighter
than that of the body. This assumption is valid if the robot is built to have
much lighter legs. Therefore the difference between the simplified model and
the actual model is minimized. However, when the leg mass of the robot
cannot be ignored, the LIPM will fail to approximate the real robot. This
problem can be solved by modeling external masses to represent the effect of
external masses on the LIPM. For most biped robots, these consist of at least
three significant masses that dictate robot motion: the body, the swing leg,
and the support leg. Because it is difficult to estimate the future states of a
dynamic system when it is highly non-linear, a linear three-mass model [10]
is used to cut down the different dynamics of the robot and model, and to
reduce the computational cost of accounting for the difference.
Although the three-mass model will not be used for the chapters that
follow because the robot legs are relatively light, with future improvements,
this model can be very useful in raising the reliability of trajectories generated
by LIPM. Below is the description of the three-mass model:
• There are three masses within the model: One for the body, two for
the legs. Two leg mass are differentiated by whether the mass is in
swing motion or in support motion. Both the legs’ centers of mass are
located at the ankle for simplicity.
• For simplicity, no kinematic constraints are forced between the leg mass
and the inverted pendulum mass.
• Three masses should be calculated to match the real static and dynamic
properties of the robot.
• The legs’ masses are redistributed between the body mass and the mass
at the ankle to reduce dynamic difference.
• The sagittal and frontal plane motions are decoupled.
The variables for the models are:
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Figure 3.5: Three-mass model with inverted pendulum with telescopic leg
and finite-sized foot.
• mbody mswg msup : The mass of the linear inverted pendulum model,
the swing leg, and the support leg.
• mtotal : mtotal = mbody +mswg +msup, total mass of the model.
• mfeet : mfeet = mswg +msup. Mass for both legs.
• xbody : x position of the body CoM, same as xc in previous models.
• xsup zsup: Horizontal and vertical position of the support leg CoM.
• xswg zswg: Horizontal and vertical position of the support leg CoM.
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• zc : Constant mbody height.
• xzmpbody : The ZMP position for the body only.
• xcom zcom: Center of mass for the robot.
• xzmptotal : The total ZMP of the robot.
As shown in Figure 3.5, the origin of the coordinate system is at the in-
tersection of the supporting foot’s ankle and the ground’s surface when the
foot is in full contact. Quantities will all be expressed within this coordinate
frame unless otherwise noted.
Let us assume the torque exerted by the robot foot is expressed at a point
(xa, za). Now the ground reaction moment about this point due to the feet
masses is Mfeet
Mfeet =
∑
F × r (3.15)
=(xsup − xa)msup(g + z¨sup)
− (x¨sup)msup(zsup − za)
+ (xswg − xa)mswg(g + z¨swg)
− (x¨swg)mswg(zswg − za) (3.16)
where F is force and r is the length of the lever. The ground reaction to the
body mass is called Mbody, and is expressed as
Mbody = mbodyg(x
zmp
body − xa) (3.17)
Therefore the total ground reaction moment is Mtotal
Mtotal = Mfeet +Mbody (3.18)
and it is related to the xzmptotal as
Mtotal = mtotal(x
zmp
total − xa)(g + z¨com) (3.19)
Under the assumption that the robot’s CoM will have small vertical acceler-
ations, that is
z¨com << g (3.20)
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then Mtotal can be approximated as
Mtotal = mtotalg(x
zmp
total − xa) (3.21)
If we define
Mfeet = mfeetg(x
zmp
feet − xa) (3.22)
then from Equations (3.17), (3.18), (3.21) and (3.22),
xzmpbody =
mtotal
mbody
xzmptotal −
mfeet
mbody
xzmpfeet (3.23)
This approximation generates error proportional to (xzmptotal−xa) due to Equa-
tion (3.20). Therefore, the choice of point (xa, ya) largely affects the error of
the approximation. Thus this point is chosen to be at (xzmptotal, 0).
With Equations (3.13) and (3.23) it is possible to design a desired upper
body trajectory as follows:
1. Given gait trajectory, find desired xzmptotal.
2. Compute Mfeet with Equation (3.16).
3. Compute xzmpfeet with Equation (3.22).
4. Compute xzmpbody with Equation (3.23).
5. Use another method to find the mpend trajectory given x
zmp
body.
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Chapter 4
Boundedness Method
The implementation of the control for balancing the biped robot can be sep-
arated into many parts, including walking pattern generation, reference CoM
trajectory generation, controller design and ZMP control torque distributor.
In this chapter, we will introduce the boundedness method and discuss how
it can be used to generate a feasible CoM trajectory for biped robot.
4.1 Reference Trajectory Generation
The trajectory is the centerpiece of the design; only under a feasible CoM and
ZMP trajectory can a robot walk. Therefore this section is dedicated to one
method of finding a feasible CoM trajectory based on the initial condition of
the robot and the designed ZMP trajectory.
4.1.1 ZMP Trajectory Design
The first step to designing ZMP is to separate it into segments representing
each double support (DS) and single support (SS) phase. A single full step
ZMP trajectory consists of two DS phases and one SS phase. During the SS
phase, ZMP trajectory can be modeled as a linear or constant function, as
the ZMP either moves from the heel to toe or stays at a constant position.
During the DS phase, the ZMP trajectory can be modeled as a cubic function,
under the constraint that the boundary value and first derivative match at
the transition between phases. Therefore, an equation can be written to
describe the trajectory:
xzmp(t) =
∞∑
i=1
zi(t) (4.1)
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(a) Coronal plane (b) Sagital Plane
Figure 4.1: ZMP trajectory with linear-cubic-linear function.
where
zi(t) =
ait3 + bit2 + cit+ di ti−1 < t < ti0 else (4.2)
where ti are the time of support phase transitions. The general appearance
of the trajectory is shown in Figure 4.1.
4.2 LIPM and State Space Coordinate Transformation
With the dynamic equation of the LIPM Equation (3.14), we can represent
the system in the CoM coordinate and velocity (xc, x˙c) and input xzmp [15](
x˙c
x¨c
)
=
(
0 1
ω20 0
)(
xc
x˙c
)
+
(
0
−ω20
)
xzmp (4.3)
y1 =
(
ω20 0
)(xc
x˙c
)
− ω20xzmp (4.4)
and the cart-table model is just the inverse of the system in Equations (4.3)
and (4.4). The reason people are interested in the LIPM is that it outputs
CoM trajectory with a given desired ZMP trajectory; that is, it finds xc given
desired xdzmp.
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Since for the transfer function of an LIPM system
F (s) =
s2
1− s2/ω20
(4.5)
one pole is on the left half plane, the system is intrinsically unstable. This
can be directly observed by a change of coordinate to(
xu
xs
)
=
(
1 1
ω0
1 − 1
ω0
)(
xc
x˙c
)
(4.6)
unstable xu and stable xs introduced in [10]. Using the coordinate transfor-
mation Equation (4.6) , Equation (4.3) can be transformed into(
x˙u
x˙s
)
=
(
ω0 0
0 −ω
)(
xu
xs
)
+
(
−ω0
ω0
)
xdzmp (4.7)
If xdzmp equals 0, then (
xu
xs
)
=
(
C1e
ω0t
C2e
−ω0t
)
(4.8)
where C1 and C2 are any constant. When x
d
zmp becomes a constant, xs con-
verges to C and xu diverges with time constant 1/ω0. Due to this behavior,
xs the stable component is guaranteed to converge without being controlled.
Therefore the only component that needs to be controlled as a boundary
condition when generating gait patterns is the xu component, and this is
also called the divergent component of motion [10].
4.2.1 Bound to Unstable Dynamics
The unstable dynamics of the system in Equation (4.3) can diverge to in-
finity, but given the right conditions and the right trajectory, the system
can converge to an unstable equilibrium and be bounded. This subsection
discusses the constraint that will enable the system to converge to unstable
equilibrium and how to design a trajectory around the constraint.
With the transformed linear inverted pendulum model from Equation (4.7),
22
the solution of the unstable and stable node can be expressed by
xu(t, xzmp(t)) = e
ω0(t−t0)xu(t0)− ω0
∫ t
t0
eω0(t−τ)xzmp(τ)dτ (4.9)
xs(t, xzmp(t)) = e
ω0(t0−t)xs(t0) + ω0
∫ t
t0
eω0(τ−t)xzmp(τ)dτ (4.10)
It is clear that the solution depends on xzmp(t) and in general xu diverges as
t→∞. However, for a specific initial condition shown in [23,24]
xu(t0) = x
∗
u(t0, xzmp(t)) , ω0
∫ ∞
t0
e−ω0(τ−t0)xzmp(t)dτ (4.11)
a particular solution can be obtained
x∗u(t, xzmp(t)) = ω0
∫ ∞
t
eω0(t−τ)xzmp(τ)dτ (4.12)
and shifting the interval of the integration by −t we obtain
x∗u(t, xzmp(t)) = ω0
∫ ∞
0
e−ω0τxzmp(τ + t)dτ (4.13)
which is bounded for conventional linear-quadratic-linear design input xzmp(t).
Consider the stable dynamics system. For any intial condition xs(t0) the
trajectory xs(t) will asymptotically converge. For this reason, the unstable
dynamics initial condition is the only term we need to analyze. For online
ZMP generation the initial conditions for xc(t0) and x˙c(t0) are generally given;
therefore, under change of coordinate by Equation (4.6), the xu(t) trajectory
initial condition is determined with
xu(t0) = xc(t0) +
1
ω0
x˙c(t0) (4.14)
Therefore the ZMP designed with linear-cubic-linear function must satisfy
Equation (4.11). One way to satisfy Equations (4.11) and (4.14) with t0 = 0
is to set a constant in the ZMP trajectory from Equation (4.1) as a variable
and solve for it. For example, we can set the first support phase-shift time [16]
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as a variable T ; then we have the ZMP trajectory given by
xzmp(t, T ) =
∞∑
i=1
zi(t, T ) (4.15)
where
zi(t, T ) =
ait3 + bit2 + cit+ di ti−1 < t < ti0 else (4.16)
for t0 = 0, t1 = T, t2 = t2, t3 = t3, ... and i = 0, 1, 2, .... Plugging xzmp(t, T )
with t0 = 0 into Equation (4.11) we have
xu(0, xzmp(t, T )) =ω0
∫ T
0
e−ω0τz1(τ)dτ
+ω0
∫ t2
T
e−ω0τz2(τ)dτ
+
∞∑
i=2
ω0
∫ ti+1
ti
e−ω0τzi(τ)dτ
(4.17)
Since xc(0) and x˙c(0) are given, we can solve xu(0, xzmp(t, T )) using Equa-
tion (4.14). This leaves us with an equation with only one variable T inside,
thus solving T . After solving T, we have a defined ZMP trajectory xzmp(t, T ).
And the CoM trajectory can be obtained using inverse transformation[
xc(t)
x˙c(t)
]
=
[
1/2 1/2
ω0/2 −ω0/2
][
xu(t, xzmp(t, T ))
xs(t, xzmp(t, T ))
]
(4.18)
after plugging xzmp(t, T ) into Equations (4.9) and (4.10) to find xu(t, xzmp(t, T ))
and xs(t, xzmp(t, T )).
4.2.2 Find CoM
Utilizing all the knowledge built up from previous sections, we can now solve
for the ZMP trajectory and CoM trajectory that satisfy the boundedness
constraint.
The simple way to solve for T in Equation (4.17) is to use the secant
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method [25] of steepest descent on function
f(T ) = xu(0)− ω0
∫ T
0
e−ω0τz1(τ)dτ + ω0
∫ t2
T
e−ω0τz2(τ)dτ
+
∞∑
i=2
ω0
∫ ti+1
ti
e−ω0τzi(τ)dτ
= 0
(4.19)
Since the ZMP equation is a cubic function of the form at3 + bt2 + ct+d, the
integral in the form of (at3 + bt2 + ct+ d) e−wt can be written explicitly as∫ (
at3 + bt2 + ct+ d
)
e−wtdt =− a (w
3x3 + 3w2x2 + 6wx+ 6) e−wx
w4
− b (w
2x2 + 2wx+ 2) e−wx
w3
− c (wx+ 1) e
−wx
w2
− de
−wx
w
(4.20)
and used in the integration process for Equation (4.19). Therefore, for each
step of descent the calculation cost is O(1). Then given the initial guess of
T0 and T1, we can find T with
T0, T1 = starting guesses
Tk+1 = Tk − f(Tk)f(Tk)−f(Tk−1)
Tk−Tk−1
(4.21)
However, because the secant method converges only to local root, the initial
guess must be reasonable and near an expected value. For my solver, the ini-
tial guess is 0.5 and 1. This descent method can also be applied to equations
that set initial step size as variable and solve in a similar fashion. But I will
not cover it here.
After solving T, we can plug T back into
zi(t) =

a1t
3 + b1t
2 + c1t+ d1 0 < t < T
a2t
3 + b2t
2 + c2t+ d2 T < t < t2
ait
3 + bit
2 + cit+ di ti−1 < t < ti
(4.22)
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for i = 3, 4, 5... and solve xu(t) and xs(t) in Equations (4.9) and (4.10) with
Equation (4.22) as the new ZMP trajectory. Then the CoM trajectory xc(t)
and x˙c(t) can be derived via transformation from Equation (4.18).
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Chapter 5
LQR Methods
There are many other methods to design control systems and CoM trajecto-
ries with given ZMP trajectories. In this chapter, I will look into a method
that utilized optimal time-varying LQR for designed ZMP trajectory to solve
for optimal control and CoM trajectory introduced by Tedrake [5].
5.1 Design
The main idea of this LQR method is to solve the LQR problem backward
in time and reconstruct the CoM trajectory forward in time. The problem is
solved using LIPM as the system dynamics and assuming the ZMP trajectory
is piecewise polynomial. In this section we will present the clever design of
the problem and the general procedure to solve it.
5.1.1 System Dynamics
The ZMP LIMP dynamics in state space form used by the LQR are written
as
x˙ = Ax+ Bu
=
[
02×2 I2×2
02×2 02×2
]
x+
[
02×2
I2×2
]
u
y = Cx+ Du
=
[
I2×2 02×2
]
x+
−zcom
z¨com + g
I2×2u
(5.1)
where x = [xcom, ycom, x˙com, ˙ycom]
T , u = [x¨com, y¨com]
T , y = [xzmp, yzmp]
T , g is
gravitational constant, zcom is constant height.
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Figure 5.1: ZMP Trajectory with n=3 and k=1.
5.1.2 Piecewise Trajectory
The reference trajectory plays a crucial role in the derivation of the closed-
form solution in this LQR design. It is assumed that the desired ZMP tra-
jectory can be described by continuous piecewise polynomial of the form
yd(t) =
k∑
i=0
cj,i(t− tj)i for tj ≤ t ≤ tj+1 (5.2)
for j = 0, . . . , n − 1 and ∀t ∈ [tj, tj+1], where k is the degree of polynomial,
and n is number of breaks at time tj (t0 = 0 and tn = tf ). A linear example
is shown in Figure 5.1.
5.1.3 LQR Design
The desired continuous ZMP trajectory used in LQR design will be general-
ized as yd(t) formulates the ZMP tracking controller by solving a continuous-
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time LQR problem as
minimize
u(t)
∫ ∞
0
(||y(t)− yd(t)||2Q + ||u(t)||2R)dt
subject to Q = QT  0
R = RT  0
yd(t) = yd(tf ) , ∀t ≥ tf
x˙(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)
x(0) = x0
(5.3)
Here Q and R are adjustable variables that trade off ZMP tracking per-
formance against the cost of accelerating the CoM.
For readers’ convenience, variables that will be used in the following deriva-
tions are listed in Table 5.1.
The positive definite requirement in Q and R here is necessary to guarantee
the existence of a close-form solution (such that A2 is full rank and invert-
ible in latter derivations). Using the third constraint in Equation (5.3), the
question can be rewritten as a cost on state in coordinates relative to the
final conditions:
x¯(t) = x(t)−
[
yd(tf )
02×1
]
(5.4)
y¯d(t) = yd(t)− yd(tf ) (5.5)
y¯(t) = y(t)− yd(tf ) (5.6)
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Table 5.1: Variables
Table of Variables
A2 A2 = N
T
BR
−1
1 B
T − AT
Az Az =
[
A+BK1 −12BR−11 BT
0 A2
]
B2 B2 = 2(C
T −NTBR−11 D)Q
Bz Bz =
[
BR−11 DQ
B2
]
cj,i coefficients for Equation (5.2)
g(x¯(t), u(t)) g(x¯(t), u(t)) = ||y¯ − y¯d||2Q + ||u||2R
H H = g(x¯, u) + pT (Ax+Bu)
K1 K1 = −R−11 (NT +BTS1)
k2(t) k2(t) = −R−11 rs(t)
k2(t) k2(t) = −R−11 rs(t)
N N ≡ CTQD
NB NB = N
T +BTS1
p p = ∂V
∗
∂x
Q1 Q1 ≡ CTQC
q2(t) q2(t) ≡ −2CTQy¯d(t)
q3(t) q3(t) ≡ ||y¯d(t)||2Q
R1 R1 ≡ R +DTQD
r2(t) r2(t) ≡ −2DQy¯d(t)
rs(t) rs(t) =
1
2
(r2 +B
T s2)
V V = xTS1x+ xs2 + s3
yd(t) yd(t): piecewise polynomial, see Equation (5.2)
Then we have
minimize
u(t)
∫ ∞
0
g(x¯(t), u(t))dt
subject to Q = QT > 0
R = RT > 0
yd(t) = yd(tf ) , ∀t ≥ tf
x˙(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)
x(0) = x0
(5.7)
where
g(x¯(t), u(t)) = ||y¯ − y¯d||2Q + ||u||2R
= ||y¯||2Q − 2yTQy¯d + ||y¯d||2Q + ||u||2R
(5.8)
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Substituting y¯ with Cx¯+Du we have
g(x¯(t), u(t)) = ||Cx¯+Du||2Q − 2(Cx¯+Du)TQy¯d + ||y¯d||2Q + ||u||2R (5.9)
and expanding all the weighted norms we have
g(x¯(t), u(t)) = x¯TCTQCx¯+ 2xTCTQDu+ uTDTQTDu
− 2x¯TCTQy¯d − 2uTDTQy¯d + ||y¯d||2Q + uTRu
= x¯TQ1x¯+ 2x¯
TNu+ uTR1u+ x¯
T q2(t) + u
T r2(t) + q3(t)
(5.10)
(x¯ = x¯(t), u = u(t), y¯d = y¯d(t) for readability during derivation)
where
Q1 ≡ CTQC (5.11)
q2(t) ≡ −2CTQy¯d(t) (5.12)
q3(t) ≡ ||y¯d(t)||2Q (5.13)
R1 ≡ R +DTQD (5.14)
r2(t) ≡ −2DQy¯d(t) (5.15)
N ≡ CTQD (5.16)
The existence of x¯TQ1x¯ in the cost function and the infinite integral of the
cost function implies limt→∞ x¯(t) = 0 for the cost to be finite. Now we use
the Hamiltonian to solve the optimal control problem proposed above. The
Hamiltonian for this problem is given by
H(x¯, p, u, t) = g(x¯, u) + pT (Ax+Bu) (5.17)
and we plug in g(x¯(t), u(t)) from Equation (5.10) to get
H(x¯, p, u, t) = pT (Ax¯+Bu) + x¯TQ1x¯+ 2x¯
T (t)Nu+ uTR1u
+ x¯T q2(t) + u
T r2(t) + q3(t)
(5.18)
To minimize H with respect to u we compute the derivative of H w.r.t. u
∇uH = P TB + 2R1u+ rT2 + 2x¯TN (5.19)
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equating to zero and rearranging, we get
u∗ = −1
2
R−1(pTB + rT2 + 2x¯
TN)
= −1
2
R−1(BTp+ rT2 + 2N
T x¯)
(5.20)
Assume for V ∗ we have the form
V ∗ = xTS1x+ xs2 + s3 (5.21)
By the HJB equation, we have
p ≡ ∂V
∗
∂x
= 2S1x+ s2 (5.22)
Let NB = N
T + BTS1, rs(t) =
1
2
(r2 + B
T s2), and p from Equation (5.22).
Substituting them into Equation (5.20) we have
u∗ = −1
2
R−11 (r
T
2 +B
T (2S1x¯+ s2) + 2x¯
TN)
= −1
2
R−11 (r
T
2 + 2B
TS1x¯+B
T s2 + 2N
T x¯)
= −R−11 (rs +NBx¯)
(5.23)
Substituting optimal u∗ from Equation (5.23) and p from Equation (5.22)
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into Equation (5.18), the HJB equation gives
−∂V
∗
∂t
= H = pTAx¯+ pTBu∗ + x¯TQ1x¯+ 2x¯TNu∗ + u∗TR1u∗ + x¯T q2 + uT r2 + q3
= (2S1x¯+ s2)
TAx¯︸ ︷︷ ︸
pTAx¯
−(2x¯TST1 + sT2 )BR−11 (rs +NBx¯)︸ ︷︷ ︸
pTBu∗
+x¯TQ1x¯
−2x¯TNR−11 (rs +NBx¯)︸ ︷︷ ︸
2x¯TNu∗
+ (rTs + x¯
TNB)R
−1(rs +NBx¯)︸ ︷︷ ︸
u∗TR1u∗
+ x¯T q2−(rTs + x¯TNB)R−11 r2︸ ︷︷ ︸
u∗T r2
+q3
= 2x¯TST1 Ax¯+ x¯
TAT s2︸ ︷︷ ︸
pTAx¯
−2x¯TST1 BR−11 NBx¯− 2x¯TST1 BR−11 rs − sT2BR−11 (rs +NBx¯)︸ ︷︷ ︸
pTBu∗
+ x¯TQ1x¯−2xTNR−11 NBx¯− 2x¯TNR−11 rs︸ ︷︷ ︸
2x¯TNu∗
+ xTNTBR
−1
1 NBx¯+ x¯
TNTBR
−1
1 NBrs + r
T
s R
−1
1 (rs +NBx¯)︸ ︷︷ ︸
u∗TR1u∗
+x¯T q2
−x¯TNTBR−11 r2 − rTs R−1r2︸ ︷︷ ︸
u∗T r2
+q3
(5.24)
Rearranging and regrouping we get
−∂V
∗
∂t
= H = x¯T (2ST1 A−NTBR−11 NB +Q1)x¯
+ x¯T (AT s2 − 2NTBR−11 rs + q2)
− sT2BR−11 (rs +NBx) + rTs R−11 (rs +NBx) + q3
(5.25)
Since we have
∂V ∗
∂t
= xT S˙1x+ xs˙2 + s˙3 = −H (5.26)
we can equate each term in Equations (5.25) and (5.26) and arrive to
S˙1 = −S1A− ATS1 +NTBR−11 NB −Q1 = 0 (5.27)
s˙2 = −AT s2 + 2NTBR−11 rs − q2 (5.28)
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s˙3 = s
T
2BR
−1
1 (rs +NBx¯)− rTs R−11 (rs +NBx¯)− q3 (5.29)
Equation (5.27) has no time-dependent terms and this is an infinite horizon
problem so S1 could be solved with algebraic Riccati equation. The optimal
control u is defined as Equation (5.23). It can be rewritten as
u∗(t) = K1x¯(t) + k2(t) (5.30)
where
K1 = −R−11 (NT +BTS1)
which is a constant and
k2(t) =−R−11 rs(t)
=− 1
2
R−11 (r2(t) +B
T s2(t))
=− 1
2
R−11 (−2DQy¯d(t) +BT s2(t))
=−R−11 (
1
2
BT s2(t)−DQy¯d(t))
(5.31)
This shows that the optimal control u∗ is a function of s2(t) and y¯d(t). The
only piece left is to solve s2(t).
5.1.4 Solve s2(t)
Once s2(t) is solved, the optimal control u
∗ is solved. s2(t) is given by the
differential equation in Equation (5.28). Plugging in rs(t) =
1
2
(r2 + B
T s2)
and rearranging we have linear differential equation
s˙2(t) = A2s2(t) +B2y¯d(t), s2(tf ) = 0 (5.32)
with
A2 = N
T
BR
−1
1 B
T − AT
B2 = 2(C
T −NTBR−11 D)Q
(5.33)
34
Since y¯d(t) is a piecewise polynomial as in Equation (5.2), the differential
equation in (5.32) has an explicit solution of the form
s2(t) = e
A2(t−tj)αj +
k∑
i=0
βj,i(t− tj)i (5.34)
for all t ∈ [tj, tj+1] with αj and βj vector to be solved for. Substituting
Equation (5.34) into Equation (5.32) we have
s˙2(t) = A2e
A2(t−tj)αj +
k∑
i=0
A2βj,i(t− tj)i +
k∑
i=0
B2cj,i(t− tj)i (5.35)
and taking the derivative of Equation (5.34) we have
s˙2(t) = A2e
A2(t−tj)αj +
k∑
i=1
iβj,i(t− tj)i−1
= A2e
A2(t−tj)αj +
k−1∑
i=0
(i+ 1)βj,i+1(t− tj)i
(5.36)
Equating Equations (5.35) and (5.36) we haveA2βj,i +B2cj,i = 0, for i=kA2βj,i +B2cj,i = (i+ 1)βj,i+1, for i=k-1,...,0 (5.37)
⇒
βj,i = −A−12 B2cj,i, for i=kβj,i = A−12 ((i+ 1)βj,i+1 −B2cj,i), for i=k-1,...,0 (5.38)
Since s2(tf ) = 0, we can write Equation (5.34) as
eA2(t−tj)αj +
k∑
i=0
βj,i(t− tj)i = 0. (5.39)
Now that βj,i are solved by Equation (5.38), we can solve αj backward in
time using Equation (5.39).
For t = tf = tn and j = n− 1, using Equation (5.39), we get
αn−1 = eA2(tj−1−tn)(−
k∑
i=0
βn−1,i(tn − tj−1)i) (5.40)
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For t = tj+1, j 6= n− 1, we know s2(t) must be continuous at each tj; using
Equation (5.39), we get
s2(tj+1)
− = s2(tj+1)+
eA2(tj+1−tj)αj +
k∑
i=0
βj,i(tj+1 − tj)i = eA2(tj+1−tj+1)αj+1 +
k∑
i=0
βj+1,i(tj+1 − tj+1)i
= αj+1 + βj+1,1
(5.41)
Therefore, for t = tj+1 and j 6= n− 1 we have
αj = e
A2(tj−tj+1)(αj+1 + βj+1 −
k∑
i=0
βj,i(tj+1 − tj)i) (5.42)
Combining Equations (5.40) and (5.42), we can solve αj:αj = eA2(tj−t)(−
∑k
i=0 βj,i(t− tj)i), for t = tf and tj = tn−1
αj = e
A2(tj−t)(αj+1 + βj+1 −
∑k
i=0 βj,i(t− tj)i), else
(5.43)
Therefore the algorithm to calculate αj, βj,i and γj,i is as follows:
Algorithm 1 Calculate αj, βj,i and γj,i
Require: A2, B2, degree k piecewise polynomial y¯d(t) with n breaks.
(∀j ∈ {0, . . . , n− 1} , ∀i ∈ {0, . . . , k})
for j = n− 1, . . . , 0 do
βj,k = −A−12 B2cj,k
γj,k = R
−1
1 DQcj, k − 12R−11 BTβj,k
for i = k − 1, . . . , 0 do
βj,i = A
−1
2 ((i+ 1)βj,i+1 −B2cj,i)
γj,i = R
−1
1 DQcj, i− 12R−11 BTβj,i
end for
if j = n− 1 then
αj = e
A2(tj−tn)(−∑ki=0 βj,i(tn − tj)i)
else
αj = e
A2(tj−tj+1)(αj+1 + βj+1 −
∑k
i=0 βj,i(tj+1 − tj)i)
end if
end for
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5.1.5 Solve CoM
The CoM trajectory can be obtained by substituting Equation (5.30) into
Equation (5.1), and we get
x˙(t) = Ax(t) +B(K1x(t)) + k2(t)
= (A+BK1)x(t) +Bk2(t).
(5.44)
and since k2 is a solution of another linear system, we can then jointly solve
s2(t) and x(t) by defining
z(t) =
[
x(t)
s2(t)
]
z˙(t) = Az(t) +Bzy¯d(t)
(5.45)
where
Az =
[
A+BK1 −12BR−11 BT
0 A2
]
(5.46)
Bz =
[
BR−11 DQ
B2
]
(5.47)
The solution has the general form of
z(t) = eAz(t−tj)aj +
k∑
i=0
bj,i(t− tj)i. (5.48)
similar to Equation (5.34), which can be solved in similar fashion.Azbj,i +Bzcj,i = 0, for i = kAzbj,i +Bzcj,i = (i+ 1)bj,i+1, for i = k − 1, . . . , 0 (5.49)
⇒
bj,k = −A−1z Bzcj,k, for i = kbj,i = A−1z ((i+ 1)bj,i+1 −Bzcj,i), for i = k − 1, . . . , 0 (5.50)
For t = tj
z(tj) =
[
x
s(tj)
]
= aj + bj,0 (5.51)
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and
s2(tj) = αj + βj,0 (5.52)
Therefore
aj =
[
x(tj)
αj + βj,0
]
− bj,0 (5.53)
The following algorithm solves x(t), the center of mass trajectory:
Algorithm 2 Calculate aj, bj,i and x(t)
Require: x(0), Az, Bz, degree k piecewise polynomial y¯d(t) with n breaks.
(∀j ∈ {0, . . . , n− 1} , ∀i ∈ {0, . . . , k})
x=x¯(0);
for j = 0, . . . , n− 1 do
bj,k = −A−1z Bzcj,k
for i = k − 1, . . . , 0 do
bj,i = A
−1
z ((i+ 1)bj,i+1 −Bzcj,i)
end for
aj =
[
x
αj + βj,0
]
− bj,0
x = [I, 0](eAz(tj+1−tj)aj +
∑k
i=0 bj,i(tj+1 − tj)i)
end for
if t >= tn−1 then
x(t) = x(t) + yd(tf )
end if
5.2 Result
The result of a three-segment linear ZMP tracking will converge to the final
state of y(tf ) given the right R and Q weight matrix. However, for now, the
Q and R matrix is only hand-tuned to meet the desired characteristics. This
algorithm does not require any alteration to the ZMP trajectory.
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Figure 5.2: ZMP trajectory with n=3 and k=1.
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Chapter 6
Comparison
To directly compare between the LQR method and the boundedness method,
variables need to be controlled. In this case, the trajectory used must be the
same. Therefore, the boundedness constraint method is given the trajectory
from Equation (5.2) as the desired ZMP trajectory shown below:
yd(t) =
k∑
i=0
cj,i(t− tj)i (6.1)
for j = 0, . . . , n− 1 and ∀t ∈ [tj, tj+1] where k is the degree of polynomial, n
is number of breaks at time tj (t0 = 0 and tn = tf ). Specific algorithms are
designed around this piecewise polynomial to accelerate the calculation.
For each method, the CoM trajectory solutions are calculated by algo-
rithms displayed in this section. There is a fundamental difference between
two algorithms for finding CoM. Since LQR methods have already been dis-
cussed, refer to Chapter 5 for details.
Since the same algorithms can be applied to both lateral and sagittal plane
of motion, all the plots used in this chapter will only show trajectories for
lateral plane of motion.
In this chapter, we will present a trajectory planning algorithm utilizing
the boundedness constraint and compare it to the algorithm using the LQR
method, and list possible pros and cons for each method.
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6.1 Boundedness Constraint method
In this section, the algorithms implemented using the boundedness constraint
are presented. The algorithms to find CoM trajectory using the Bounded-
ness Constraint method, using piecewise polynomial Equation (5.2), can be
derived using equations Equations (4.11), (4.14) and (4.18). Here I will dis-
cuss two main approaches to allow the trajectory to satisfy the boundedness
constraint.
6.1.1 First Approach
The first approach assumes that the ZMP trajectory is defined and fixed and,
given either CoM initial position or velocity, calculates the remaining initial
condition.
Given Equations (4.11) and (5.2), we have
xu(t0, yd(t)) = ω0
∫ ∞
0
e−ω0τyd(τ + t0)dτ (6.2)
Since yd(τ) is a piece-wise polynomial and t0 = 0, we can have
xu(0, yd(t)) = ω0
n−1∑
j=0
∫ tj+1
tj
e−ω0τ
k∑
i=0
cj,i(τ − tj)idτ
+ ω0
∫ ∞
tn
e−ω0τ
k∑
i=0
cn,i(τ − tn)idτ
= ω0
n−1∑
j=0
k∑
i=0
∫ tj+1
tj
e−ω0τcj,i(τ − tj)idτ
+
k∑
i=0
ω0
∫ ∞
tn
e−ω0τcn,i(τ − tn)idτ
(6.3)
where k is the degree of polynomial, n is number of breaks at time tj (t0 = 0
and tn = tf ).
This equation can be further simplified by assuming k is constant through-
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out the operation. The piece-wise integral can be written as
k∑
i=0
∫ b
a
e−ω0τcj,i(τ − tj)idτ =
k∑
i=0
cj,i(Fi(b, tj)− Fi(a, tj)) (6.4)
where
Fi(τ, tj) =
∫
e−ω0τ (τ − tj)idτ (6.5)
and Fi(τ, tj) can be pre-calculated using calculus basics and online integral
calculator [26]
for i=0: F0(τ, tj) = −e
−ω0τ
ω0
(6.6)
for i=1: F1(τ, tj) = −(ω0(τ − tj) + 1)e
−ω0τ
ω20
(6.7)
for i=2: F2(τ, tj) = −ω0(τ − tj)((ω0(τ − tj) + 2) + 2)e
−ω0τ
ω30
(6.8)
For every i from 0 to k, Fi(τ, tj) can be found using various tool boxes be-
forehand and implemented as a two-variable function.
Therefore the algorithm to solves xu(0) given yd(t) is as follow:
Algorithm 3 Calculate xu(0), x˙c(0) given xc(0) and yd(t)
Require: Fi(x, d), degree k piecewise polynomial y¯d(t) with n breaks.
(∀j ∈ {0, . . . , n− 1} , ∀i ∈ {0, . . . , k})
xu(0) = 0; initialize xu(0) = 0
for j = 0, . . . , n do
if j = n then
for i = 0, . . . , k do
xu(0) = xu(0) + ω0 ∗ c[j][i] ∗ (0− Fi(tj, tj))
end for
else
for i = 0, . . . , k do
xu(0) = xu(0) + ω0 ∗ c[j][i] ∗ (Fi(tj+1, tj)− Fi(tj, tj))
end for
end if
end for
x˙c(0) = (xu(0)− xc(0)) ∗ ω0
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6.1.2 Second Approach
The second approach assumes that initial conditions xc(0), x˙c(0) are given,
and solves for a ZMP trajectory that can give the desired xu(0) from
xu = xc +
1
ω0
x˙c (6.9)
An example of this approach would be offsetting the ZMP trajectory with
an add-on trajectory such as a constant offset of C and solving it with Equa-
tion (6.3).
Consider a defined ZMP trajectory in the form of Equation (6.1), since we
need to satisfy Equation (6.9). However, in almost all the cases, this defined
ZMP trajectory will not satisfy Equation (6.9). Therefore, a modification to
the defined ZMP trajectory is needed to satisfy it. The simplest method to
achieve this is to add a calculated constant C to the entire trajectory so that
the modified ZMP trajectory can satisfy Equation (6.9).
Let the desired modified ZMP trajectory be in the form of
yd(t) =
k∑
i=0
cj,i(t− tj)i + C (6.10)
Using Equations (6.2) and (6.3) with our new yd(t), we can come to
xu(0, yd(t)) =ω0
n−1∑
j=0
k∑
i=0
∫ tj+1
tj
e−ω0τcj,i(τ − tj)idτ
+
k∑
i=0
ω0
∫ ∞
tn
e−ω0τcn,i(τ − tn)idτ
+ ω0
∫ ∞
0
e−ω0τCdτ
(6.11)
by simply adding the analytical solution of integral of C to Equation (6.3).
Substituting in Equation (6.4) and rearranging Equation (6.11), we are able
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to solve for the variable c0,0 with the following equation:
xu(0, yd(t)) =ω0
n−1∑
j=0
k∑
i=0
cj,i(Fi(tj+1, tj)− Fi(tj, tj))
+ ω0
k∑
i=0
cj,i(0− Fi(tj, tj))
+ ω0C(F0(tf , t0)− F0(0, t0))
(6.12)
By moving C to the left of the Equation (6.12),
C =
(
xu(0)− ω0
n−1∑
j=0
k∑
i=1
cj,i(Fi(tj+1, tj)− Fi(tj, tj))
− ω0
k∑
i=0
cj,i(0− Fi(tj, tj))
)(
ω0(F0(tf , t0)− F0(0, t0))
)−1 (6.13)
and the new ZMP trajectory would be ymod(t) = yd(t) + C .
Algorithm 4 Calculate C, ymod(t) given xc(0), ˙xc(0) and yd(t)
Require: Fi(x, d), degree k piecewise polynomial y¯d(t) with n breaks.
(∀j ∈ {0, . . . , n− 1} , ∀i ∈ {0, . . . , k})
xu(0) = 0; initialize xu(0) = 0
for j = 0, . . . , n do
if j = n then
for i = 0, . . . , k do
xu(0) = xu(0) + ω0 ∗ c[j][i] ∗ (0− Fi(t[j], t[j]))
end for
else
for i = 0, . . . , k do
xu(0) = xu(0) + ω0 ∗ c[j][i] ∗ (Fi(t[j + 1], t[j])− Fi(t[j], t[j]))
end for
end if
end for
C =
(
(xc +
1
ω0
x˙c)− xu(0)
)
/(ω0(F0(tf , t0)− F0(0, t0)))
ymod(t) = yd(t) + C
More complex modification of the ZMP trajectory given xc(0) and x˙c(0)
exist such as modifying tj, or modifying the size of the step such as yd(tf ).
However, a complex modification of the ZMP trajectory would eventually
lead to equations that require numerical methods to solve, such as the meth-
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ods given in Chapter 4.
6.2 Analysis
In this section, we will compare side by side the strengths and weaknesses
of all the approaches mentioned. The aspects that will be compared include
input requirements and restrictions, tolerance to trajectory restrictions, con-
vergence/divergence, implementation difficulty, and algorithm solve time.
Like many other methods, all methods here have constraints of their own:
some constraints can be problematic, others benign. Here we will list all the
approaches’ limitations with regard to input and output. And we will also
talk about the strengths of each method.
6.2.1 LQR Method
Pro 1 : LQR Method can use any trajectory defined in the form of Equa-
tion (5.2), and the user can use any CoM [xc(0), x˙c(0)] as initial condition.
This is demonstrated in Figure 6.1. The algorithm will optimize the trajec-
tory and give a solution that minimizes the cost function in Equation (5.3).
Pro 2 : The output of this method is indirectly determined by the cost co-
efficients Q and R, and is guaranteed to converge to the desired destination
at some time t, but not usually at time tf .
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Figure 6.1: LQR method with linear trajectory under different CoM initial
conditions. The desired y is the desired ZMP trajectory. Position is the
CoM position trajectory. Velocity is the CoM velocity trajectory for lateral
motion. Q and R matrices are kept constant. This plot shows that the
same ZMP trajectory can be used for different CoM initial conditions.
Pro 3 : This method is flexible with inputs. For every set of initial con-
ditions, a solution exists. The same algorithm can be used to handle higher
order trajectories, such as cubic trajectories shown in Figure 6.2, without
making any modifications.
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Figure 6.2: LQR method with cubic trajectory under different CoM initial
conditions. Q and R matrices are kept constant. ZMP trajectory is given
by Equation (6.1) for t0 = 0, t1 = 1, t2 = 2, t3 = 3 and i = 1, 2, 3.
Pro 5 : The output can be tuned to desired behavior by manually choosing
Q and R; this is illustrated in Figure 6.3 and Figure 6.4. As Q increases, the
trajectory will tend to be tighter with a faster convergence to yd(tf). As R
increases, the trajectory will converge slower to yd(tf) with larger oscillation.
Con 1 : The output behavior is directly affected by Q and R matrices:
therefore, to achieve the desired behavior for each implementation, manual
tuning of Q and R is required.
Con 2 : The Q and R matrices do not affect the outcome of the output
independently: for example, increase of R will decrease the effect of Q on
output and Q = R = 5 ∗ I will have the same effect when Q = R = 10 ∗ I.
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Con 3 : The output of the algorithm may be continuous but may not
be smooth for any input trajectories. As shown in Figure 6.2, the velocity
trajectory calculated by the algorithm is not smooth at time 2s. Therefore
implementing a controller to reproduce and track that trajectory would be
difficult.
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Figure 6.3: LQR method with cubic trajectory with Q range from 10I to
100I, R is set to I. I is the identity matrix
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Figure 6.4: LQR method with cubic trajectory with R range from I to 10I,
Q is set to 25I. I is the identity matrix
Con 4 : An “external force” u is needed to act on CoM to achieve the
trajectory. Since external input u is used for system balancing, to satisfy the
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trajectory generated by LQR method, it is assumed that a possible “force”
can be exerted to CoM during the execution of the trajectory. This could be
achieved through complete knowledge of system dynamics and torque con-
trolled manipulators. However, this will raise the requirement of the hard-
ware that can implement this method.
Con 5 : Although the calculation using LQR method requires O(n), same
as the boundedness method, the calculation during each piece-wise polyno-
mial is still expensive. This is due to the fact that computations of matrix
exponential and matrix inverse needed in LQR methods are much more ex-
pensive than the boundedness method predefined function evaluations.
6.2.2 Boundedness Method
The initial conditions of this method are defined by Equation (4.14). Within
this function, two of three variables xc , x˙c, xu can be arbitrary. The other
variable must be designed such that the equation can be satisfied. Therefore
there are three cases that we need to look into, two of which are deemed
impractical at best. Pros and cons will be given to the case which can be
implemented in a practical way.
Case 1: xc(t0) known, and xu(t0) calculated from the desired trajectory
with Equation (6.2). Then from Equation (4.14) we can find
x˙c(t0) = (xu(t0)− xc(t0))/ω0 (6.14)
Given the initial CoM position and the desired trajectory, an initial velocity
of the CoM is needed for the system to achieve the desired trajectory. Re-
alistically it is difficult for the robot to satisfy initial velocity requirement
given initial CoM position and ZMP trajectory. Therefore this approach is
not practical. Figure 6.5 demonstrates this approach in a theoretical envi-
ronment. It is implemented with Algorithm 3.
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Figure 6.5: Boundedness method case 1 with known xc(t0) = 0 and
xu(t0) = 0.0062.
Case 2: x˙c(t0) known, and xu(t0) calculated from the desired trajectory
with Equation (6.2). Then the necessary CoM position xc(t0) is given by
xc(t0) = xu(t0)− x˙c(t0)/ω0 (6.15)
This initial position condition is as difficult to satisfy as case 1 ’s initial
condition in a realistic situation. This case is as impractical as the 1st case.
However, the concept itself is also correct; as shown in Figure 6.6, the system
CoM position and velocity converges to equilibrium after 3 seconds. It is also
implemented with Algorithm 3.
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Figure 6.6: Boundedness method case 1 with known x˙c(t0) = 0.06 and
xu(t0) = 0.0062.
Case 3: x˙c(t0) and xc(t0) are given as initial conditions. Desired trajectory
needs to be modified to generate xu(t0) such that Equation (4.14) holds. Since
xu(t0) is calculated with Equation (6.2) given desired ZMP trajectory, the de-
sired trajectory must be modified to satisfy both Equations (4.14) and (6.2)
with given initial conditions. This is implemented in Algorithm (4). This
algorithm shifts the ZMP trajectory by a constant such that the new trajec-
tory can result in the desired xu(t0). By adding the ZMP offset calculated
with Equations (4.14) and (6.13) and simulating the system, we can see in
Figure 6.7 that the CoM trajectory converges to equilibrium after 3 seconds.
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Figure 6.7: Boundedness method case 3 with known x˙c(t0) = 0,
xc(t0) = 0.1. An offset for ZMP is calculated with xu(t0) such that
Equation (4.14) holds.
The approach described in case 3 is most practical in a realistic envi-
ronment since the initial condition of the CoM can be obtained through
measurements. One can then calculate the required changes to desired ZMP
trajectory according to the CoM initial condition. Here we talk about the
pros and cons of case 3 only.
Pro 1: The designed system does not require inputs other than modified
ZMP trajectory. No external input is required to maneuver CoM to follow
its generated CoM trajectory. There is no need for external “force” to act
on CoM; the CoM will in theory always converge to yzmp(tf ) at tf to a full
stop, given the modified ZMP trajectory is perfectly tracked.
Pro 2: No tuning necessary for boundedness method. No manual tuning
such as Q and R matrices in LQR method, since the unstable component
xu(t) of the system will always arrive at the unstable equilibrium at tf .
Pro 3: Both the CoM velocity and position are smooth. Given a contin-
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uous trajectory that satisfies Equation (5.2), the output system will always
be smooth. This is guaranteed by Equations (4.9) and (4.10).
Pro 4: The calculation for the solution requires only O(n) steps, which n
is the number of piece-wise polynomial segments. The only requirement for
the algorithm is the pre-calculation of anti-derivatives of the functions for
the piecewise polynomials with exponential term attached to it, as in Equa-
tion (6.4).
Con 1: The modified ZMP trajectory may be infeasible, for example, when
the modified constants are too large, such that the modified ZMP yzmp(t0)
lies outside the support polygon of the robot. The robot will inevitably fall
when it fails to encompass the ZMP within its support polygon.
Con 2: The desired trajectory has to be modified to an extent. The system
will never achieve the original desired trajectory, since the ZMP trajectory
is the control input.
Con 3: Using the boundedness method discussed in this chapter, ZMP
discontinuity could exist during each replanning phase. This could cause
a sudden spike in the stabilizer and result in the robot falling. However,
the ZMP discontinuity can be bypassed by using the more computationally
intensive methods discussed in Chapter 4.
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Chapter 7
System Design
Biped robot simulations were done using official REEM-C [27] model under
Gazebo [28] and Robot Operating System (ROS) [29] to test the theories
for trajectory generation from Chapter 4 and Chapter 5. The primary goal
is to test the trajectory generated by the methods on a simulated physical
biped, and observe if it enables stable biped walking motions. Moreover,
using scheduled trajectory re-planning, the system should be able to com-
pensate for the accumulated error, allowing REEM-C to walk indefinitely.
To achieve the designed trajectory, we also need to develop a stabilizer, and
we will discuss it in this chapter.
The complete system is composed of two large subsystems, as shown in
Figure 7.1. The Trajectory Generation system only runs once during each
single step phase. The Control system runs at 1000 Hz with respect to the
simulation time.
The ideas behind the Control and Trajectory Generation system design are
relatively simple. The Control system is designed to track CoM trajectory,
but the robot is mostly position control; therefore, as time passes, the actual
foot placement will be different from the initially designed foot placement.
However, the CoM tracker is still doing its job and tries to track the CoM
trajectory. As time passes, the desired CoM will be so distant from cur-
rent foot placement that the modified ZMP used to track the CoM will land
outside the support polygon, resulting in a falling robot. To combat this
problem, the Trajectory Generation system is implemented. The Trajectory
Generation system counters the problem by doing a path re-planning every
full step cycle (single support-double support-single support) and prevents
the actual foot placement error from accumulating over time.
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Figure 7.1: Full system flow chart.
7.1 Trajectory Generation System
The Trajectory Generation system can be categorized into four different com-
ponents: Gait Specifications, Leg Motion Generator, Trajectory Generator
and Inverse Kinematics. Each time the Trajectory Generation system is in-
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Figure 7.2: These two plots are the output of the boundedeness constraint
trajectory generation method. The inputs are the CoM initial position,
velocity conditions and an initial desired ZMP trajectory. The first step
distance is the variable in the modified ZMP trajectory. The modified ZMP
trajectory is designed to satisfy the boundedness constraint. On the left is
the output for the trajectory generator when it uses a predefined desired
initial CoM velocity and measured CoM position for all planes. On the
right is the output of the trajectory generator with a spiked measured
initial velocity and measured CoM position for sagittal plane. The right
plot shows that the trajectory generator is very sensitive to the CoM
velocity input. The case is similar for the lateral plane.
voked, it takes the current robot CoM and current feet positions as inputs,
and re-plans the robot motion based on these data and gait specifications,
eliminating any foot placement errors. Then the system processes the re-
planned trajectory using inverse kinematics and leg motion generator and
outputs the desired joint position trajectory for the Control system.
7.1.1 Gait Specifications
The gait specification block houses all the information necessary to define
a walking gait pattern. This includes time per step and step size for the
sideways and forward motion, the ratio of time spent in single support phase
and double support phase, desired CoM height, the number of steps to be
planned, desired ZMP shift distance during single stance phase, and the de-
sired initial CoM velocity for CoM trajectory generation.
The desired initial CoM velocity variable is used as an input for trajectory
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Figure 7.3: Forward trajectory generation using desired initial CoM
velocity, where desired initial CoM velocity is chosen to match the CoM
velocity of the second single support phase.
re-planning but is optional; it can be replaced by the measured CoM velocity,
but may cause instability issues. The reason for initial CoM velocity variable
is that the measured CoM velocity can fluctuate by quite a bit during the
simulation, causing the trajectory planner to return a trajectory that is not
feasible for the current design. An example is shown in Figure 7.2, A large
spike of measured forward CoM velocity occurred when trajectory generator
was invoked, resulting in a rapid change of re-planned forward ZMP trajec-
tory. This is the result of the trajectory generator trying to stabilize the
system. However, we already have a stabilizer for the robot in the Control
system. Therefore it is not necessary to have trajectory generator to try and
stabilize the system, too. Instead, a desired initial velocity is set as one of
the inputs to achieve a reliable trajectory generation.
The desired initial CoM velocity is chosen to match the CoM velocity of
the second single support phase, as shown in Figure 7.3. Since the Trajec-
tory Generation system is invoked once every single support phase, matching
the velocity would smooth the transition between desired CoM position and
velocity trajectories.
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7.1.2 Leg Motion Generator
The leg motion generator block is to generate a heuristic trajectory for each
foot for number of steps to be planned defined in gait specifications.
Define x-axis pointing in the forward direction, y-axis pointing sideways
and z-axis parallel to ground normal pointing upward. For each foot, the y-
direction trajectory is always constant. The x-direction trajectory is defined
as a piecewise cubic-constant-cubic function, and the z-direction is defined
as a piecewise constant-sine-constant function, based on gait specifications.
Examples of such trajectories are shown in Figure 7.4. The entire left and
right leg trajectories in 3D are shown in Figure 7.5.
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7.1.3 Inverse Kinematics
Given the reference CoM trajectory and the feet trajectories, we can cal-
culate the reference joint angles. For simplicity, assume all the masses are
concentrated at the center of the torso. This assumption will not work for a
purely position controlled robot since REEM-C’s legs are fairly heavy (11.26
kg) and the torso is comparatively light (12.96 kg). If we were to open loop
control REEM-C with joint position controllers, the actual CoM could be
fairly far away from the reference CoM trajectory. However, we do have a
stabilizer that takes the actual calculated CoM and desired CoM as inputs
and regulates the robot with ankle torque such that CoM is properly tracked.
This gives us the room for this bold assumption in the inverse kinematics.
Given the assumption, it becomes trivial to find inverse kinematics for each
foot.
On a side note, the inverse kinematics assumption made in the above para-
graph can be alleviated by using CoM Jacobian [30], but it requires more
sensors and computation power in practice.
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Table 7.1: Symbols.
Symbols Definitions
θ1 to θ6 joint angle of joint 1 to 6
L2,L1 length of thigh and shank
x,y,z position of ankle in hip coordinate
xk,yk,zk position of knee in hip coordinate
L3 distance between origin and ankle
We have the following assumptions and restrictions:
• All mass is concentrated on the CoM of the torso, so the overall CoM
is fixed on the torso.
• The torso stays upright all the time and its CoM is known, so hip
position is also known.
• The foot always points in the x+ direction, the sole is always parallel
to ground, and ankle position is known in hip coordinate.
• Foot placement is always below hip. No high kicks.
• Knee can only bend backward.
For readers’ convenience, variables used are listed in Section 7.1.3. In our
configuration, joint 1, joint 2 and joint 3 together are for the spherical joint
of the hip; joint 4 is the revolute joint of the knee; joint 5 and joint 6 are for
ankle rotation (pitch and roll of the foot), as shown in Figure 7.6.
Also, L0 are the link lengths between J1,J2,J3 and J5,J6 shown in Fig-
ure 7.6. Since they are at the same location, L0 are zero.
We know (x, y, z); therefore:
L3 =
√
x2 + y2 + z2 (7.1)
Following Figure 7.7, we have the following derivation:
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Figure 7.6: Joint diagram.
We know L1, L2 and L3 define a triangle, so we can find the angle between
L2 and L3 using the law of cosine:
∠L2L3 = arccos
L22 + L
2
3 − L21
2L2L3
(7.2)
The most obvious θ to be derived is θ4 at the knee:
θ4 = pi − arccos L
2
1 + L
2
2 − L23
2L1L2
(7.3)
Then we calculate θ5 and θ6 with the assumption that foot location is
always below the hip:
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θ5 = arctan
x√
y2 + z2
− ∠L2L3 (7.4)
θ6 = arctan
y
|x| (7.5)
Next, θ1 and θ2 can be found using the assumption that the foot always
points forward:
θ1 = 0 (7.6)
θ2 = −θ6 (7.7)
Last, θ3 is then derived as:
θ3 = −(arctan x√
x2 + y2
+ arccos
L21 + L
2
3 − L22
2L1L3
) (7.8)
We can calculate knee position:
xk = L1 sin (−θ3)
zk = −L1 cos (−θ3) cos (−θ2)
yk = −L1 cos (−θ3) sin (−θ2)
(7.9)
To test the calculation, we used the actual dimensions of REEM-C, gave
target ankle positions and used Matlab to calculate θ values, then gave
these θ values to REEM-C. Figure 7.8 shows that Matlab and REEM-C
gave the same posture.
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Figure 7.7: Inverse kinematics diagram.
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(a) (b)
(c)
(d)
Figure 7.8: Give target position at [0.3 0.1 -0.7] for left ankle and [-0.3 -0.1
-0.7] for right ankle, in their own hip coordinate, Matlab shows the desired
pose in (a) and (b). REEM-C gave the same posture in (c) and (d).
7.1.4 Trajectory Generator
Trajectory generator block houses the functions necessary for generating de-
sired ZMP and desired CoM trajectories for both forward (x) and sideways
(y) directions. Those functions can either be based on boundedness method
or LQR method; see Chapter 4 and Chapter 5 for details on each method.
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7.2 Control System
The Control system is responsible for tracking the trajectories generated
by the Trajectory Generation system and stabilizes the robot at 1000 Hz.
Its main components are Planner, stabilizer, alpha generator and torque
distributor. The Planner and sensors output desired CoM, desired ZMP,
current CoM and current ZMP information to the stabilizer, and the sta-
bilizer returns a modified ZMP that can stabilize the biped based on the
LIPM assumption. The Torque Distributor takes the modified ZMP as input,
translates it into torque for each foot ankle and sends it to the appropriate
controller.
7.2.1 Planner
This block stores the entire desired ZMP trajectory, CoM trajectory and joint
trajectories generated by the Trajectory Generation system and distributes
the current desired CoM, ZMP, and joint states to appropriate blocks, based
on the time from the clock input.
In this block, every trajectory is stored in a large array, and a counter
keeps track of the data to be read from the array. For every 1 ms, the
counter increments by one and the next trajectory data are read. This block
also resets the counter whenever a re-planning occurs. This block is also
responsible for logging the entire trajectory from time 0 and the time each
desired state is being distributed.
7.2.2 Stabilizer
The stabilizer is designed to follow both CoM and ZMP trajectory; it is
based on the idea of [31]. The desired torque to track ZMP came from
Equations (3.10) and (3.11), and it is inevitable that the enforced torque
will lag behind the reference due to the intrinsic torque controller response
time. Therefore, this lag is taken into account by applying a simple delay
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with transfer function
H(s) =e−sτ
∼= 1
1 + sτ + (sτ)
2
2
+ (sτ)
3
6
. . .
∼= 1
1 + sτ
(7.10)
In our case τ = Tl; therefore,
xzmp =
1
1 + sTl
xdzmp (7.11)
and a decent approximation of the lag for current controller design is Tl =
0.02s by preliminary simulations.
Let us define state variable as x := [x, x˙, xzmp]
T . Combining Equations (3.14)
and (7.11) we get the system equation
x˙ = Ax + Bu
A :=
 0 1 0g/zc 0 −g/zc
0 0 −1/Tl

B :=
 00
1/Tl

(7.12)
where zc is the height of CoM and can be obtained from the desired CoM
trajectory. A feedback stabilization can be formed as a tracking of desired
CoM and ZMP position provided by Planner block. This is achieved with
u = K(xd − x) (7.13)
where
K := [k1, k2, k3]
and they are the state feedback gains to stabilize the system (7.12).
Define
∆x = x− xd (7.14)
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Since we have
x˙ = Ax + BK(xd − x)
x˙d = Axd
(7.15)
The close loop dynamic is
∆x˙ = x− xd
= Ax−Axd + BK(xd − x)
= (A−BK)∆x
(7.16)
The initial feedback gain is determined using pole placement in Matlab, with
the poles assigned as (−30,−15,−√g/z). The gains are hand tuned based
on trial and error to minimize overshoot while allowing the CoM to converge
to the ZMP at the end of the planned trajectory.
The control fed back to the system in Equation (7.13) is CoM current
measured state and modified desired ZMP for that time. Equation (2.5) is
used to find the torque to achieve the modified desired ZMP. However, we
cannot apply this torque directly to our joint ankles; the torque given by
Equation (2.5) is a torque with respect to LIPM ankle. Thus a torque dis-
tributor will be necessary to distribute the right amount of torque to each
foot ankle.
7.2.3 Torque Distributor
The torque distributor block is directly responsible for giving commands to
the ankle torque controllers; therefore, one of its jobs is to translate modified
ZMP into torque and distribute to foot/feet in contact with the ground, it
also keeps the swinging foot parallel to the ground surface by acting as a
position controller tracking the desired ankle joint angles generated by the
inverse kinematics.
In single support phase, the torque distribution is trivial. For torque rota-
tion with respect to both x-axis and y, it will be distributed to the supporting
foot joint 6 and joint 5 respectively using α generated from the alpha gener-
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ator.
τ leftjoint 5 = ατ
total
y
τ leftjoint 6 = ατ
total
x
τ rightjoint 5 = (1− α)τ totaly
τ rightjoint 6 = (1− α)τ totalx
(7.17)
where α = 1 when ZMP is strictly inside the left foot support polygon cir-
cle and α = 0 when ZMP is strictly inside the right foot support polygon
circle. Torque τ totalx and τ
total
y are calculated with Equation (2.5) for both x
and y direction. The total pressure force in Equation (2.5) can be directly
measured with a sensor on foot link. Then the torque can be calculated with
Equation (2.5).
The swing foot ankle joint torque is designed to track the reference ankle
joint position given by Planner block. This ensures the swing foot to be
parallel to the ground at the single to double support phase transition. The
control law for the swing foot torque is
τ = −Kp(θ − θd)−Kd(θ˙ − 0) (7.18)
where θ is the measured joint position, θd is the desired joint position, Kp
and Kd are experimentally tweaked control gains.
Equation (7.17) also works during the double support phase, and torque
will be distributed among two standing feet with respect to the location
of unmodified desired ZMP. However, strictly following Equation (7.17) can
produce undesired behaviors. An example of such undesired behavior is illus-
trated in Figure 7.9. In this example, assume the stabilizer is trying to move
the CoM toward the right side. Then it will generate a modified pdzmp shown
in the figure. Based on the sum of reaction force normal to ground F totalreaction,
the total torque τ totalx is obtained with Equation (2.5). The total torque is
then distributed to joint 5 on left and right ankle as τ leftjoint 5 and τ
right
joint 5 re-
spectively based on α calculated by Equation (7.17), shown in Figure 7.12.
The α in this example should be closer to 1 since pdzmp is closer to the left
foot. If the total torque is small enough, the CoM will move towards the right
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Figure 7.9: Undesired behavior in sagittal plane of the robot tipping from
strictly following Equation (7.17).
side, because the α will ensure that the left foot has a larger torque than the
right foot, to push the CoM toward the right side. However, in rare cases
the τ totalx can be very large; even after torque distribution, both τ
left
joint 5 and
τ rightjoint 5 can be strong enough to cause the foot to tip, as shown in Figure 7.9.
The result of both feet tipping is devastating. Not only does this increase the
CoM height dramatically and void the LIPM assumption, but it also creates a
strong impact when they fall flat again, causing the robot to lose its stability.
To combat this undesired behavior, a heuristic method is used to limit the
direction in which the torque can be applied to each ankle joint during double
support phase. The direction of torque is limited to eliminate the possibility
that both feet tip at the same time. The directions in which the torques can
be applied are illustrated in Figures 7.10 and 7.11 based on which foot is at
the front.
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Figure 7.10: When left foot is in front, the direction in which torque can be
applied is indicated by the arrows.
Figure 7.11: When right foot is in front, the direction in which torque can
be applied is indicated by the arrows.
7.2.4 Alpha Generator
The alpha generator generates α, an indicator of where the desired ZMP is
situated with respect to feet positions. The inputs of the alpha generator
block are current desired ZMP position pdzmp, left foot position pl and right
foot position pr.
The equation for finding alpha is given by
α =

1, if ||pdzmp − pl|| ≤ c
0, if ||pdzmp − pr|| ≤ c
||pdzmp − pr|| − c
||pdzmp − pr||+ ||pdzmp − pl|| − 2c
, otherwise
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Figure 7.12: Alpha generation illustration. Bird’s-eye view of left and right
foot. pl is the left foot centroid position and pr is the right foot centroid
position. pdzmp is the desired ZMP position on the ground. pl = [xl, yl],
pr = [xr, yr], p
d
zmp = [x
d
zmp, y
d
zmp].
Thus alpha generator will return a 1 when the desired ZMP point pdzmp lies
inside the ball of radius c with pl as the center, and returns a 0 when p
d
zmp
lies inside the ball of radius c with pr as the center. Otherwise, alpha will be
a number between 0 and 1, indicating if pdzmp is closer to pr or pl. The c is
chosen as the radius of the largest circle inside each foot polygon.
7.2.5 Sensor Info Processor
The sensor information processor processes information from all the sensors
and smooths it out using averaging filters. The sensors include IMU for torso
positions and velocities, torque sensors for ankle torques, pressure sensor
for reaction force and joint angle sensors for kinematics. The information
collected is processed through the filter, then passed to other blocks.
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7.2.6 Joint Angle Position Controller
The Joint Angle Position Controller uses the ROS actionlib stack [32] and
is initialized in ROS and connected to the Planner. The controller plans the
torque for each joint such that the desired joint positions can be achieved in
the desired time predefined in ROS. Given the joint constraints in the robot
model, if the desired joint position cannot be reached within the desired time,
then the actionlib [32] controller will plan the torques to minimize the time
to track the desired joint position instead. In the experiment, the desired
time for each reference joint positions is set to 1 ms.
7.2.7 Ankle Torque Controller
The ankle torque controller is also defined and initialized in ROS using ac-
tionlib stack. It controls the specific joint to apply the torque specified by
the input. It gives priority to the joint torque limits defined inside the robot
model. It is based on PD control.
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Chapter 8
Simulation Results
This chapter presents the simulation results. It is naturally divided into two
major parts. The first part will focus on the results from the boundedness
constraint method in Chapter 4 and the second part will talk about the result
from the LQR method in Chapter 5. The experiment uses the open source
REEM-C robot model [33] as the experimentation platform. The simula-
tion clearly illustrated the pros and cons each method has as described in
Chapter 7. The LQR method implementation, however, does not produce a
steady walking experimental result under the ZMP trajectory used over the
course of experiments, which was unexpected. The details will be discuss in
Section 8.2.
All the controlling variables (the knobs) used during the trajectory genera-
tion are listed in Table 8.1. All other variables are held constant throughout
the simulation.
At every midpoint (time-wise) of single support, the system does a re-
planning of the trajectory. As discussed in section 7.1.1, it is better to use
predefined initial CoM velocity as the input for the replanning. One way to
find the steady state initial velocity is by continuously running the trajectory
planner, feeding the CoM velocity of the second midpoint (time-wise) of sin-
gle support into itself as the initial CoM velocity. By continuously iterating
over the trajectory planner, the final velocity/initial velocity value converges
to the same value. This value is then set as the steady state initial velocity
value.
In all experiments, the sideway movement’s CoM initial position are de-
signed to be at the center of the supporting foot to minimize the possibility
of tipping.
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Table 8.1: Explanation of all the variables used during the experiments.
time scale
time scale * 2 (second)
=time used for one double support and one single support
x step scale
x step scale * 20 (cm)
= single forward step distance
y step scale
y step scale * 14.5 (cm)
= single side way step distance
zc height of CoM for LIPM
single step time ratio
single step time ratio * time scale * 2 (second)
= time of one single support
double step time ratio
double step time ratio * time scale * 2 (second)
= time of one double support
steady state init. velocity
This velocity matches the final CoM
velocity for the trajectory generator
single step scale
single step scale * 5 (cm)
= distance of ZMP shift during single step phase
8.1 Boundedness Constraint Method Results
The implemented algorithm alternates the ZMP during the first step to sat-
isfy the boundedness constraint from Chapter 4, thus generating the desired
CoM trajectory. The replanning takes place during the single support phase.
During each replanning, the current calculated CoM is used as the initial
position. The steady state initial velocity is used for the desired velocity
until the system reaches steady state. The velocity at the time of replanning
determines if the system has arrived at steady state. Let steady state initial
velocity be vssinit and the velocity at the time of replanning be vrep. If
||vssinit − vrep|| ≤ vthresh
then the system is considered in a steady gait. The value for vthresh is found
by trial and error during the experiment.
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Table 8.2: Values used in the first successful walking.
time scale 2
x step scale 0.75
y step scale 1
zc 0.5m
single step time ratio 0.5
double step time ratio 0.5
steady state init. velocity 0
single step scale 0
vthresh 0.01 m/s
8.1.1 The First Successful Walking
The first successful walking achieved by boundedness method uses the values
in Table 8.2. Those values are very conservative. The CoM height is set
low to decrease the maximum torque that may be required to balance the
robot. The size of each step is only 10 cm, so the robot does not have to have
large CoM shift during double support phase. The times for single support
and double support are the same, to reduce the chance of large accelerations
on CoM. During the single support, the target ZMP stays constant. The
steady state initial velocity is set to zero because toward the end of planned
trajectory (during second single support phase) the robot CoM, in theory,
should converge to ZMP. Therefore, the velocity of the CoM should become
to zero at the end of the path planning.
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Figure 8.1: Actual CoM and desired ZMP plot for the entire path over
time. Figures 8.3 and 8.4 are close-up views of these plots.
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Figure 8.2: Actual CoM and desired ZMP plot for the entire path. This is
in the world x-y coordinate. The CoM and ZMP are close to each other but
not aligned. The zoomed in details are in Figures 8.3, 8.4 and 8.6.
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Figure 8.3: Zoom-in view of actual CoM and desired ZMP plot in x-y
coordinate. There is significant CoM and ZMP tracking error shown in this
plot. It is due to the failure of the torque distributor. It failed to distribute
enough torque on one of the left foot ankle joints. This problem was
discovered later and the tracking performance was significantly improved.
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Figure 8.5: A close-up look at y direction trajectories.
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Figure 8.6: Plot of desired ZMP and measured ZMP. The measured ZMP is
smoothed by Savitzky-Golay filter [34] generated using Matlab sgolay [35]
function with degree 10 and frame length 701.
The robot is walking very conservatively in this first experiment, resulting
in a small difference between desired ZMP and desired CoM. This behavior
shown in Figures 8.1 to 8.4. As the walking speed increases in the following
experiments, it will no longer be the case. Figure 8.6 shows that the stabi-
lizer modifies the current ZMP to stabilize the robot during the trajectory
execution.
Due to a failure in the torque distributor, where it fails to distribute pos-
itive torque to left joint 6 during double support phase, the biped robot
walking direction is tilted toward the positive y-axis direction, as shown in
Figure 8.2. The failure also caused a larger overshoot of CoM that can be
observed in Figures 8.3 and 8.5. The torque distributor block is fixed in
section 8.1.2 and later.
8.1.2 Improved CoM tracking
Better CoM tracking is achieved using the variables shown in Table 8.3. The
gain for the stabilizer is tuned to be more aggressive and will be constant
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Table 8.3: Table of variables for first successful walking.
time scale 1
x step scale 0.5
y step scale 1
zc 0.5m
single step time ratio 0.5
double step time ratio 0.5
steady state init. velocity 0
single step scale 0
vthresh 0.01 m/s
from this point onward. The time scale (time per step) and the x step scale
(forward step distance) are changed from the first successful walk to achieve
this stable walking.
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Figure 8.7: World x-y axis plot of measured CoM for walking simulated
using variables in Table 8.3.
The main sources of disturbance that causes the overshoot for measured
CoM shown in Figures 8.7 to 8.9 are the unmodeled leg masses that shift for-
ward during the walking process. The stabilizer succeeded in counteracting
the unmodeled behavior.
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Figure 8.8: World y axis plot for measured CoM for walking simulated
using variables in Table 8.3.
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Figure 8.9: World x axis plot for measured CoM for walking simulated
using variables in Table 8.3.
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Figure 8.10: A saturation function prevents the modified ZMP from exiting
the support polygon. This can be observed at 89.5 s and 91 s of the world y
axis plot for modified ZMP simulated using variables in Table 8.3.
The stabilizer has a built-in saturation function that prevents the modified
ZMP from traveling outside the support polygon. The effect of the saturation
function is evident in Figure 8.10. The fast walking action requires the swing
leg to be swinging from back to front in a short amount of time. Since the leg
masses are not modeled and are considered as disturbances, they can cause
the stabilizer to constantly try to push the CoM back into its desired course.
Therefore, a saturation function is required to prevent the modified ZMP
spikes generated by the stabilizer from tipping over the robot. The exact
blocks are used for the x direction of motions.
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Table 8.4: Table of variables.
time scale 1.5
x step scale 1
y step scale 1
zc 0.55m
single step time ratio 0.5
double step time ratio 0.5
steady state init. velocity 0
single step scale 0
vthresh 0.01 m/s
8.1.3 Increased CoM Height
A steadfy gait with a higher CoM height is achieved using the variables
shown in Table 8.4. It was necessary to increase X step scale and time
scale to achieve steady walking under the new CoM height. This means a
slower walking gait with a longer reach for the swing leg. The increase in
X step scale also means it effectively increased the support polygon size,
thus increasing the stability during double support; this can be observed
in Figure 8.11. Discontinuity of the ZMP trajectory can be observed in
Figures 8.12 and 8.13. The modified ZMP is used to stabilize the robot;
since we have effectively increased the support polygon size, that means the
modified ZMP trajectory will be less likely to hit the saturation values. This
can be shown in Figure 8.14.
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Figure 8.11: Zoomed-in world x-y axis plot for walking simulated using
variables in Table 8.4.
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Figure 8.12: World y axis plot for measured CoM for walking simulated
using variables in Table 8.4.
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Figure 8.13: World x axis plot for measured CoM for walking simulated
using variables in Table 8.4.
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Figure 8.14: World y axis plot for modified ZMP simulated using variables
in Table 8.4. A saturation function prevents the modified ZMP from exiting
the support polygon.
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Table 8.5: Values used for linear ZMP trajectory during single support.
time scale 2
x step scale 1
y step scale 1
zc 0.55m
single step time ratio 0.6
double step time ratio 0.4
steady state init. velocity 0.055
single step scale 1
vthresh 0.01 m/s
8.1.4 Linear ZMP Trajectory in Single Support
Linear desired ZMP trajectory during single support instead of constant de-
sired ZMP trajectory was tested for forward motion. The steady state initial
velocity is found using the method in Section 7.1.1. Steady walking was
achieved using the values shown in Table 8.5. The single step time ration
was increased to reduce the effect of the swing leg while allowing more time
for the ZMP to shift from back to forward.
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Figure 8.15: World x-y axis plot for walking simulated using variables in
Table 8.5.
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Figure 8.16: World y axis plot for measured CoM for walking simulated
using variables in Table 8.5.
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Figure 8.17: World x axis plot for measured CoM for walking simulated
using variables in Table 8.5.
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Figure 8.18: World y axis plot for modified ZMP simulated using variables
in Table 8.5. A saturation function prevents the modified ZMP from exiting
the support polygon.
During the sideways swing motion, the swing foot always lands ever so
slightly (less than 7mm) off from the desired position. This causes the dis-
continuity for the sideways motion shown in Figures 8.15, 8.16 and 8.18, and
many previous plots.
Table 8.6: Values used for linear ZMP trajectory during single support.
time scale 1
x step scale 1
y step scale 0.6
zc 0.55m
single step time ratio 0.6
double step time ratio 0.4
steady state init. velocity 0.05
single step scale 1
vthresh 0.01 m/s
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8.1.5 Reduction on Sideways Swing
The sideways swing magnitude of CoM was achieved by changing the desired
sideways CoM initial position using variables shown in Table 8.6. This change
is an effort toward making the robot walk more natural to the eye. The initial
CoM position for sideway motion is shifted from the center of the foot towards
the robot’s local z-axis. The sideways swinging magnitude was reduced by
half.
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Figure 8.19: World x-y axis plot for walking simulated using variables in
Table 8.6.
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Figure 8.20: World y axis plot for measured CoM for walking simulated
using variables in Table 8.6.
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Figure 8.21: World x axis plot for measured CoM for walking simulated
using variables in Table 8.6.
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Figure 8.22: World y axis plot for modified ZMP simulated using variables
in Table 8.6. A saturation function prevents the modified ZMP from exiting
the support polygon.
This change in sideways ZMP trajectory produced a stable and dynami-
cally walking robot. Its walking behavior is appealing to the eyes. All the
videos from above simulations can be found on my youtube channel.1
8.2 LQR Method
A strict comparison using the tables in the previous subsection was unsuc-
cessful. I have failed to make the LQR method achieve any stable walking
with any sets of variables in previous tables. This is most likely due to how
the cost function is set up and how the algorithm behaves with respect to
the cost function. The algorithm should in theory be able to stabilize the
robot, but in those specific gait patters I have specified, the algorithm did
not achieve stable walking.
For any set of variables listed in previous tables, I failed to tune the gain
such that two critical requirements can be satisfied at the same time. The
first requirement requires CoM trajectory to converge to ZMP within a time
1 https://www.youtube.com/channel/UC-PgjW_gMcchL45eb8PiOsQ
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limit. The second requirement requires that the acceleration and position
of CoM not be a set of numbers such that the corresponding ZMP exits the
current support polygon. This behavior can be shown in Figures 8.23 to 8.25.
The tunning is done by trial and error.
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Figure 8.23: Output of LQR algorithm under the best possible cost matrix
tuned by hand that converges at tf = 2 . The modified ZMP required to
track the CoM trajectory still leaves the support polygon temporarily and
causes the robot to tip over.
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Figure 8.24: Output of LQR algorithm when the cost Q is increased above
the tuned values. The modified ZMP required to track the CoM trajectory
leaves the support polygon at the first single support phase and double
support phase and causes the robot to tip over.
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Figure 8.25: Output of LQR algorithm when the cost R is increased above
the tuned values. The modified ZMP required to track the CoM trajectory
does not leave the support polygon but the CoM cannot converge to ZMP
at tf = 2.
93
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
time (s)
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
di
st
an
ce
 (m
)
desired CoM
desired ZMP
target modified ZMP
single support phase
support polygon 
range
double support phase
support polygon range
 ZMP still can travel
 out side support polygon
single supprt phase 
support polygon range
Figure 8.26: Q and R same as those used in Figure 8.25. The steady state
for CoM initial condition found is [x, v] = [−0.015, 0.0425].
It may be possible to use Q and R in Figure 8.25 and find the steady state
of this output by repeatedly feeding the end state as input. This gives us the
result in Figure 8.26. This plot may look viable, but in reality, this result is
not usable. This is because, at time 0.48 s, the disturbance tolerance for CoM
in the positive direction is nearly zero. The target modified ZMP is already
at the support polygon positive limit. But the swing leg is injecting large
positive disturbance by swinging from 0 to 0.2. Therefore, it is impossible to
use this trajectory to achieve stable walking.
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Chapter 9
Conclusion
This chapter summarizes the thesis, sums up the findings from theoretical
comparisons and experimental results and discusses the limitations of the ex-
periments. Possible future improvements on the simulations and stabilization
techniques will also be discussed.
9.1 Summary
This thesis derived, compared, implemented and tested two approaches to
the problem of CoM trajectory generation for biped locomotion given desired
ZMP trajectory.
The CoM generated by the boundedness constraint method enabled dy-
namic walking for a mostly position-controlled robot. This method guar-
antees convergence at tf and can be solved in O(n) time where n is the
number of piecewise polynomials. Given that the ZMP trajectory and the
initial conditions satisfy the boundedness constraint, the robot with dynam-
ics matching the LIPM would not need any external inputs and it will follow
the ZMP and CoM trajectory. Therefore, as long as a solution exists within
the design constraints, no external inputs other than ZMP will be necessary
to balance the robot dynamically. This can be readily observed in Chapter 8.
The LQR method does not have constraints over its relationship between
CoM initial condition and ZMP trajectory, and the behavior of the output
can be tuned by Q and R cost matrices. Unlike the boundedness constraint
which requires initial condition matching or ZMP trajectory modification to
have a solution, the LQR method takes an external force directly applied to
CoM as the input and controls the system. Although the external force can
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be realized in many other ways, in this thesis the external force is realized
by modifying desired ZMP. In this sense, both methods modify the ZMP
trajectory to balance the CoM trajectory. One of the reasons that LQR
method did not achieve stable walking is that it is hard to find a balance
between the cost of ZMP tracking and input force. Another reason is that
LQR method does not guarantee convergence of CoM and ZMP at time tf .
The guaranteed convergence would guarantee the initial conditions for the
next step will not deviate much from what has been defined in the gait spec-
ifications. Therefore, a periodic gait can be easily established. Though in all
experiments conducted I have failed to use LQR method to achieve stable
walking. One possibility is that under gait pattern specified in Chapter 8,
LQR method may not be a good candidate.
In summary, the boundedness constraint method is the better method in
this specific situation where ZMP is the only possible input and the robot’s
joints are position controlled other than ankle joints.
9.2 Future Work
In experiments conducted in this thesis, the conclusion was made that bound-
edness constraint succeeded and LQR method failed in enabling steady walk-
ing for REEM-C. However, there are many things left to be desired. Some
work is still expected to be done in the future:
1. The leg masses on REEM-C are small but not negligible. As described
in Chapter 3, the performance of the stabilizer can be improved by
adding leg masses to the LIPM, thus removing them from the list of
external disturbances.
2. The REEM-C is position controlled on all of the joints but the ankles,
and this eliminated the possibility of impedance control or workspace
force control. This is bad news for LQR method, as LQR takes force as
its input. Also, the impact during each stepping is a large disturbance
to the system and is hard to mitigate through position controlled legs.
Although in the simulation model it is possible to increase the damp-
ing coefficient between the feet and the ground to absorb some of the
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impacts, it is still best to use impedance control to act as a spring to
absorb the impact. Therefore, a torque control based robot may serve
as a better platform not only for LQR method but all the aspects of
the control.
3. In the simulation, only lower body of the robot was utilized for the ex-
periment. But the upper body can play an important part in humanoid
balancing. If Centroidal Momentum Matrix [36] can be exploited and
utilized along with torque control, then the upper body and limbs can
help reduce the effect of swing leg mass on CoM and help maintain
posture and CoM trajectory.
4. The joint ankles for both legs are calculated via inverse kinematics.
The constraints imposed by the inverse kinematics in Chapter 7, such
as θ1 = 0, can be lifted by utilizing open source inverse kinematics
packages or other heuristic methods, which in turn can enable the use
of more complicated gait patterns.
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