Abstract-Over the years, frequency selective surfaces (FSSs) have found frequent use as radomes and spatial filters in both commercial and military applications. In the literature, the problem of synthesizing broadband microwave absorbers using multilayered dielectrics through the application of genetic algorithms (GAs) have been dealt with successfully. Recently, spatial filters employing multiple, freestanding, FSS screens have been successfully designed by utilizing a domain-decomposed GA. In this paper, we present a procedure for synthesizing broadband microwave absorbers by using multiple FSS screens buried in a dielectric composite. A binary coded microgenetic algorithm (MGA) is applied to optimize various parameters, viz., the thickness and relative permittivity of each dielectric layer; the FSS screen designs and materials; their -and -periodicities; and their placement within the dielectric composite. The result is a multilayer composite that provides maximum absorption of both transverse electric (TE) and transverse magnetic (TM) waves simultaneously for a prescribed range of frequencies and incident angles. This technique automatically places an upper bound on the total thickness of the composite. While a single FSS screen is analyzed using the electric field integral equation (EFIE), multiple FSS screens are analyzed using the scattering matrix technique.
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I. INTRODUCTION
G ENETIC ALGORITHMS (GAs) are robust stochastic search methods modeled on the principles of natural selection. The powerful heuristic of the GA, as an optimizer, is useful for solving complex combinatorial problems. It is particularly effective in searching for near-global maxima in domains that are both multidimensional and multimodal. The GA simultaneously processes a population of points in the optimization space, and uses stochastic operators to transition from one generation of points to the next, resulting in a decreased probability of their being trapped in local extrema.
Numerical search techniques can be divided into two broad groups, viz., local and global. They can be distinguished from each other by the fact that the local techniques produce results that are highly dependent on the initial guesses, while the global methods are largely independent of these starting points. Local techniques are tightly coupled to the solution domain, resulting in fast convergences to local maxima. Furthermore, the tight coupling to the solution space also places constraints on the solution domain, such as differentiability, continuity, etc., which are difficult to handle. In contrast to the local techniques, the global ones are loosely coupled to the solution domain and place very few constraints on it. This means that these techniques handle ill-behaved solution spaces efficiently and are better equipped to deal with solution spaces that have constrained parameters, discontinuities, large number of dimensions and large number of potential local maxima. The GA-based combinatorial optimization technique offers several advantages over the existing approaches: i) it succeeds in designing broad-band microwave absorbers consisting of only a few layers, and therefore, almost always leads to a physically-realizable structure; and ii) it is considerably less complex to implement than gradient-based search procedures [4] , [5] .
In this paper, the GA is employed to solve a computationally-intensive design problem. In the past, GAs have met with moderate success in solving these problems within a practical time frame. A design problem is typically categorized as computationally intensive when a single function evaluation takes a significant amount of computation time. The problem dealt with in this paper partly involves the analysis of scattering from frequency selective surface (FSS) screens, which is achieved by using the Method of Moments (MoM). The main contributors to the large computation time for a single function evaluation are the fill and inversion times of the MoM matrix both of which are dependent on the complexity of the FSS screen design. The number of function evaluations in a single generation depends on the population base used for the optimization. For conventional GAs, sizing the population is problem-specific and a strong function of the length and cardinality of the chromosome [6] , [7] . For most optimization problems, the length of the chromosome is a function of the number of parameters to be optimized, the individual parameter range, and the step size to be implemented. Hence, for a multidimensional search space, a large population base and several generations are required to achieve optimal or near optimal results if the conventional GA is used, and this places a considerable burden on the computational time and resources. One possible approach to solving this type of problem is to employ a parallel implementation of the GA. However, in this work we avoid the complexity of the parallel-GA implementation and solve the problem efficiently by using a serially implemented version referred to as the microgenetic algorithm (MGA).
It is well known that conventional serial GAs perform poorly with small population sizes due to insufficient information processing, and they converge prematurely to nonoptimal results. To circumvent this difficulty, a serially-implemented GA with a small population base and efficient convergence properties is required. Goldberg [8] has suggested that the key to success with small population sizes is to use the MGA. We follow this suggestion and employ the above algorithm to optimize the problem at hand.
The MGA has two major advantages: i) small population base for each generation; and ii) it reaches near-optimal regions quicker than the conventional GAs that deal with a large population base. The general choice of population size for conventional GAs can range between 100 and 10000, while the MGAs typically work with a population size between 5 and 50. Numerical experiments show that using the MGA can decrease the computational run time by 50%, even for the "worst-case" problems for the conventional GAs.
The individual FSS screens are analyzed by using the electric field integral equation (EFIE) in the spectral domain, as described in [9] . The integral equation is solved via Galerkin's [9] , [10] is used to analyze multiple FSS screens, which has been shown to obviate the difficulties associated with full wave techniques without compromising on accuracy, which is necessary for most engineering applications. Fig. 1 shows a multilayered multiscreen composite structure whose parameters we wish to optimize, with a view to realizing a specified frequency response. The composite is divided into subcomposites, each comprising (number of layers in the th subcomposite) dielectric layers. The parameters for each subcomposite are generated separately by the MGA. Assume that we are given a set of different materials with frequency dependent permittivities . For any single subcomposite, the GA determines the following: i) material parameters of layers; ii) design of the FSS cell element; iii) cell periodicity of the FSS; iv) position of the FSS screen within the dielectric subcomposite; and v) the FSS screen material. For , such subcomposites, the same process is repeated such that the combined subcomposites exhibit a low reflection coefficient for a prescribed set of frequencies and incident angles , simultaneously for both the transverse electric (TE) and transverse magnetic (TM) polarizations. In the context of the present problem, the magnitude of the largest reflection coefficient is minimized for a set of angles, for both TE and TM polarizations, and for a selected band of frequencies.
II. GENETIC ALGORITHM FORMULATION
Hence, the fitness function can be written as (1) where is the material parameter of the th layer in the th subcomposite, is the thickness of the th layer in the th subcomposite, is the unit cell design of the FSS screen embedded in the th subcomposite, and are the periodicities of the FSS screens in the -and -directions, respectively, for the th subcomposite, determines the placement of the FSS screen in the th subcomposite, and is the reflection coefficient as a function of polarization, incident angle and frequency.
The MGA operates on a coding of the parameter. The coded representation of the coating consists of a sequence of bits that contain information regarding each parameter. Each parameter is represented by a string of bits, and the length of each string is determined by the allowed range of real values and the discretization step to be implemented. The entire composite can be represented by the sequence , given in (2), and is referred to as a chromosome (2) where (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) Next, the encoding of the various parameters optimized by the MGA is briefly discussed. The MGA chooses a dielectric layer to be either lossy or lossless. For the latter, the MGA is provided a range of values [1.03 (Styrofoam) to 6.0 (Lead glass or Mica)] (see Table I ) to select from, while for the former, the MGA chooses a material type from a given database containing different lossy materials. The material choice for layer in the th subcomposite is represented by a sequence of bits as,
Similarly, in (4)- (6), is a sequence of bits representing the thickness of layer in the th subcomposite, and and are strings of length and representing theand -periodicities of the th FSS screen, respectively. Also, in (7)- (12), the string consists of two bits representing the position of the th FSS screen; and are strings of unit length that represent the choice of selecting a lossy or lossless dielectric for the th layer in the th subcomposite and lossy or PEC material for the th FSS screen, respectively; and, and are strings of length and that represent the real and imaginary parts of the surface impedance of the th FSS screen. The formation of sequence is explained below in more detail.
The MGA designs the FSS cell structure automatically. The part of the code analyzing the FSS screen embedded in dielectric media utilizes a 16 16 discretization (32 32 and 64 64 discretizations can also be handled) of the periodic structure unit cell in the form of 1's (ones) and 0's (zeros) (see Fig. 2) ; the 1's correspond to PEC or lossy metal and the 0's correspond to free space. As explained next, the GA randomly generates this 16 16 gridded structure filled with 1's and 0's.
The MGA considers each row in the FSS cell to be a parameter. For each row, the MGA generates a random number between 0 and , where is the number of columns in the FSS cell matrix. The random numbers are converted to binary format for each row. These binary numbers are combined into an array, which is ready to be analyzed by the FSS code. The number of columns considered depends on the type of symmetry introduced into the FSS screen geometry. The regions A, B and C in Fig. 2 represent the sections considered for eight-fold, four-fold, and two-fold symmetry, respectively. This reduces the effective number of MGA parameters needed to design the FSS cell, (see Table I ) resulting in efficient optimization. Thus, the FSS cell in the th subcomposite can be designed by encoding each row into a sequence of bits as (14) where is the number of rows considered as parameters by the MGA, and is the total number of rows in the FSS cell structure.
The number of bits contained in the sequence represented by (2) is as shown as follows: (15) where all terms are as defined in (3)- (12) .
The GA, which optimally chooses each parameter, is an iterative optimization procedure, which starts with a randomly selected population of potential solutions, and gradually evolves toward improved solutions, via the application of the genetic operators. These genetic operators mimic the processes of procreation in nature. The GA begins with a large population , comprising an aggregate of sequences, with each sequence (similar to the one represented in (2)) consisting of a randomly selected string of bits. It then proceeds to iteratively generate a new population , derived from , by the application of selection, crossover, and mutation operators.
For this particular problem, a variant of the conventional GA, called the MGA, is used. It has been shown that MGAs avoid premature convergence and show faster convergence to the near-optimal region compared to the conventional GA for multidimensional, multimodal problems [6] , [11] , [12] . The MGA starts with a random and small population, which evolves in a conventional GA fashion and converges after a few generations. At this point, keeping the best individual from the previously converged generations (elitist strategy), a new random population is chosen and the evolution process restarts. In our case, population convergence occurs when the difference in bits between the best and other individuals is less than 5%.
Among the many types of selection strategies that can be used to suit a particular application, the one used for the present problem is the tournament selection. In this method, a subpopulation of individuals is randomly chosen from the population and made to compete on the basis of their fitness values. The individual in the subpopulation with the highest fitness value wins the tournament, and is thus selected. The remaining members of the entire subpopulation are then put back into the general population and the process is repeated. This selection scheme is preferred because it converges more rapidly and has a faster execution time compared to many other competing schemes [13] .
Once a pair of individuals is selected as parents, the basic crossover operator creates an offspring by recombining the chromosomes of its parents. The mutation operator is not utilized in our problem, i.e., we put . Uniform crossover is preferred to single point crossover, as it has been found that MGA convergence is faster with the uniform crossover [6] , [11] . The value of is used. An elitist strategy [14] is also employed wherein the best individual from one generation is passed on to the next generation.
III. SINGLE FSS SCATTERING FORMULATION
In this section, we consider the formulation of scattering from a FSS in the spectral domain. As this subject has received extensive treatment in the literature [9] , [10] , [15] - [17] , and the objective of this paper is to show a successful MGA implementation using the FSS, only a few important equations will be included here. A MoM-based computer code has been employed to perform the electromagnetic simulations of the FSS screen. The numerical analysis follows the well-established procedure of solving the EFIE for the current distribution on perfectly conducting patches, derived by enforcing Floquet's periodicity condition in an elementary cell. As shown in Fig. 3 , we consider a screen lying in the -plane with cell periodicities and along the -and -directions, respectively. Then we can cast the EFIE in the form (16) where discrete spectral Green's function.
where Identity tensor Equation (16) can now be solved by using Galerkin's procedure for the unknown currents that are expressed in terms of subdomain basis functions (rooftops) as (17) where are the unknown coefficients to be determined. Substituting (17) into (16) and using as testing functions, (16) is transformed into a matrix equation [9] , [10] that is solved to For a finite-surface conductivity, the total electric field no longer vanishes on the surface of the screen and it becomes necessary to modify (16) to satisfy the impedance type boundary condition, which is expressed as (18) where a surface of finite thickness and given loss tangent is approximated by an infinitely thin surface with a complex sheet impedance measured in /square. Employing (18), (16) The formulation given above can be readily extended to the case of an FSS structure with a dielectric superstrate and a substrate (see Fig. 4 ) by simply replacing the spectral dyadic Green's function in (16) and (19) with a composite Green's function, which accounts for the presence of both the superstrate and the substrate. Since such a composite Green's function for layered dielectric media can be easily found in the literature [9] , [10] , [17] , the details will be omitted. Replacing the spectral dyadic Green's function with the composite Green's function in (16) and (19), we get (20) (21) where composite discrete spectral dyadic Green's function for layered dielectric media
IV. MULTIPLE FSS SCATTERING FORMULATION
To analyze multiple FSS screens, one can resort to an approach that deals with the entire structure simultaneously and use the MoM technique to determine the unknown current distribution on all the FSS screens concurrently. However, such a procedure places a very heavy burden on the computer resources, and interfacing such a MoM code with the MGA becomes impractical. To overcome this difficulty, we, instead, resort to the scattering matrix technique [9] , [10] . In this approach, we derive, as a first step, the generalized scattering matrices of the individual screens by using the MoM, and of the dielectric layers by following the procedure described in Section III. These matrices can be subsequently used to generate a composite scattering matrix for the entire system by using the following relationships: (22) where , and the superscripts are associated with the two subcomposites.
One requirement for this cascading procedure is that we must use screens with the same periodicities and include an adequate number of harmonics in creating the -matrices, ensuring that the magnitude of the highest harmonic is less than dB.
V. NUMERICAL RESULTS
The algorithm described in Section II is successfully applied to the synthesis of broadband microwave absorbers in the frequency range of 19.0-36.0 GHz. In this section, unless otherwise specified, all dimensions are in millimeters. The composite comprising two (the algorithm can handle any number of layers) subcomposites is surrounded by air on top and terminated by a PEC backing at the bottom. The number of dielectric layers in each subcomposite is fixed at four for this exercise, though this number is flexible. The FSS cell design and periodicities are identical for both the subcomposites. Though only dielectric layers with electric loss are considered, the method can be further extended to handle both electric and magnetic losses. Table I shows the parameter search space for the MGA for a single subcomposite. It is evident that the number of parameters and the chromosome length is dependent on the type of symmetry used for the FSS screen. The total number of parameters and chromosome length (total number of bits) for the entire composite is 42 and 310, respectively, when eightfold symmetry is imposed. The measured values of and of ten different lossy materials are considered and a database of these values as a function of frequency are shown in Tables III and IV . We note that, to choose from a database of ten different lossy dielectric materials using a binary coding scheme, we will need at least four bits to represent the database, i.e., in (13) has to be equal to four. Thus, we introduce six additional indexing terms, which are redundant. To deal with the redundancy, the maximum and minimum value of all the parameters used in the MGA are fixed at 0.0 and 1.0, respectively, and then scaled to the actual maximum and minimum parameter values of the problem at hand as follows:
for (23) where parameter value to be generated; actual minimum value of the parameter; actual maximum value of the parameter; number of parameters; floating point number between 0.0 and 1.0, whose resolution is dependent on that desired by the user for a particular parameter.As an example, for the choice of lossy dielectric materials from the database (Tables III and IV) is equal to 1.0 and , thus restricting the MGAs choice for this parameter to be within 1.0 and 10.0 and rejecting the values between 11.0 and 16.0 (the redundant ones). Small values of losses are added to the layers designated as lossless, because it is not practically feasible to fabricate a perfectly lossless dielectric. Hence, the value of the first layer is usually 0.01 if it is tagged as lossless by the MGA, and is fixed at 0.1 for the rest of the lossless layers. Two cases are investigated, as follows: i) oblique incidence , TE and TM polarization; ii) normal and oblique incidence ( and ), TE and TM polarization. The population size and the number of generations are fixed at 50 and 100, respectively. The periodicity of the FSS screen in the -and -directions are made equal, eight-fold symmetry is applied to the FSS cell designs, and the frequency resolution of the MGA optimization is fixed at 1.0 GHz. Following the guideline mentioned in Section IV, the scattering matrix for each subcomposite is truncated with 9 harmonics. This number is obtained after several numerical experiments to maintain the tradeoff between computational speed and accuracy. Upon simulation, it is found that the higher order harmonics have magnitudes less than dB; hence, our truncation criterion is met satisfactorily. However, we note that it is possible to reduce the number of harmonics significantly only when the composite is made up of materials with high losses, and the propagating higher order harmonics rapidly attenuate. It has been found that such a reduction is not possible when the composite is fabricated with either lossless or very low-loss materials.
The MGA-optimized composites are shown in Fig. 5 (a) and (b) for the two cases of interest. Fig. 6(a) and (b) show the MGA-generated FSS cell designs with eight-fold symmetry and black representing metal and white corresponding to free space. The periodicities of the FSS screens for Cases-1 and -2 are 14.04 and 10.1 mm, respectively. The reflection coefficients in dB are plotted vs. frequency in Figs. 7 and 8 for Cases-1 and -2. The curves for the worst-and the best-case correspond to the maximum and minimum values of reflection coefficient in dB, over a band of frequencies, range of elevation angles, and both the TE and TM polarizations. Mathematically, the previous statement can be expressed as (worst-case) (best-case) (24) where and are the number of frequencies and elevation angles, respectively, over which the design parameters are optimized by the MGA.
The worst-case reflection coefficient for Cases-1 and -2 are and dB, and the total thickness of the composites are 5.7 and 5.65 mm, respectively. Fig. 9(a) and (b) illustrate the performance of the MGA search process by plotting the variation of average and best fitness value vs. the number of generations for the two cases, respectively. The dip in the curves for average fitness value indicates the generations at which the MGA performs the population restart as explained in Section II. The population distribution for Cases-1 and -2, as we move from the first to the last generation, are shown in Figs. 10 and 11 , respectively. The additional burden of optimizing over a range of elevation angles results in the slight degradation of the worst-case reflection coefficient value for Case-2. Cases-1 and -2 have run times of 15 and 31 hours, respectively. The MGA approximately takes 15 hours to optimize at a single elevation angle, simultaneously, for both the TE and TM polarizations. Table II lists the parameters selected by the MGA for each case. For both the cases, the azimuthal angle is fixed at zero degrees ( -plane) in the MGA optimization program. It is observed in Figs. 12, 13(a), and (b) that the frequency response of the structure remains relatively invariant of the azimuthal angle . The angular independence is achieved via the use of the eight-fold symmetry imposed on the FSS element. Fig. 14(a) and (b) show that, for both Cases-1 and -2, increasing the number of harmonics from 9 to 25 or 49, in the MGA for and has little or no effect on the result. This confirms that an adequate number of harmonics are included in the MGA optimization procedure. To verify the rule of thumb mentioned in Section IV, the magnitude of the reflection coefficient in dB, of the worst-case higher order harmonic, for each frequency is plotted in Figs. 15 and 16 , for cases-1 and -2, respectively. It is observed that the magnitudes of the higher order harmonics are well below the dB limit.
VI. CONCLUSION
A novel approach, which is based on a binary coded microgenetic algorithm, has been developed to optimize a broadband microwave absorber, which employs multiple FSS screens embedded in dielectric media. Given the total number of dielectric layers, the total thickness of the composite, and the range of permittivity values for each layer, the MGA iteratively constructs a composite whose frequency response closely matches the desired response. The MGA also optimizes the FSS cell design, its -and -periodicities, its position within the dielectric composite, and the surface impedance of the FSS screen. The major advantages of the present approach are that it is simple and that it demands far less computational time and resource than does the conventional GA to solve the same problem. We have shown that the MGA technique can successfully handle multidimen- sional and multimodal optimization problems by using small population sizes, which gives it an edge over conventional GAs. Furthermore, the MGA technique does not require a crude preliminary design to ensure convergence. This is due mainly to the fact that the MGA is not a gradient-based search procedure, and, therefore, it does not get easily trapped in local maxima. All the designs presented are obtained on a DEC-ALPHA 500 workstation employing a machine-optimized math library specially designed for the LAPACK subroutines used to invert the FSS-MoM matrix.
