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DIFFERENTIAL IDENTITIES FOR THE STRUCTURE FUNCTION OF SOME
RANDOM MATRIX ENSEMBLES
PETER J. FORRESTER
Abstract. The structure function of a random matrix ensemble can be specified as the
covariance of the linear statistics ∑Nj=1 e
ik1λj , ∑Nj=1 e
−ik2λj for Hermitian matrices, and the same
with the eigenvalues λj replaced by the eigenangles θj for unitary matrices. As such it can
be written in terms of the Fourier transform of the density-density correlation ρ(2). For the
circular β-ensemble of unitary matrices, and with β even, we characterise the bulk scaling
limit of ρ(2) as the solution of a linear differential equation of order β+ 1 — a duality relates
ρ(2) with β replaced by 4/β to the same equation. Asymptotics obtained in the case β = 6
from this characterisation are combined with previously established results to determine
the explicit form of the degree 10 palindromic polynomial in β/2 which determines the
coefficient of |k|11 in the small |k| expansion of the structure function for general β > 0. For
the Gaussian unitary ensemble we give a reworking of a recent derivation and generalisation,
due to Okuyama, of an identity relating the structure function to simpler quantities in the
Laguerre unitary ensemble first derived in random matrix theory by Brézin and Hikami. This
is used to determine various scaling limits, many of which relate to the dip-ramp-plateau
effect emphasised in recent studies of many body quantum chaos, and allows too for rates of
convergence to be established.
1. Introduction
1.1. Context of the structure function — variance. A task of random matrix theory is to
provide precise analytic statements regarding model spectra for purposes of quantification
and applications. The feature of the spectra to be studied in this work is the structure func-
tion, calculated from the Fourier transform of the (truncated or connected) density-density
correlation, and the model spectra considered are from the Gaussian unitary ensemble (GUE)
of complex Hermitian matrices, and the circular β-ensemble of random unitary matrices,
which includes as a special case the Haar distribution on the matrix group U(N).
With 〈·〉 denoting the ensemble average, and {λj}Nj=1 the eigenvalues, the density-density
correlation N(2)(λ,λ′) is defined by
(1.1) N(2)(λ,λ
′) = 〈n(1)(λ)n(1)(λ′)〉 − 〈n(1)(λ)〉〈n(1)(λ′)〉,
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where n(1)(λ) denotes the microscopic eigenvalue density
(1.2) n(1)(λ) =
N
∑
j=1
δ(λ− λj).
Note the decomposition
〈n(1)(λ)n(1)(λ′)〉 =
〈 N
∑
j,k=1,j 6=k
δ(λ− λj)δ(λ′ − λk)
〉
+ δ(λ− λ′)
〈 N
∑
j=1
δ(λ− λj)
〉
= ρ(2)(λ,λ
′) + δ(λ− λ′)ρ(1)(λ),(1.3)
where ρ(2)(λ,λ′) denotes the two-point correlation function, and ρ(1)(λ) the spectral density.
The correlation function (1.1) fully determines the variance of a linear statistic A = ∑Nj=1 a(λj)
of the eigenvalues. Thus (see e.g. [21, Prop. 14.3.2])
(1.4) Var (A) := 〈A2〉 =
∫
I
dλ
∫
I
dλ′ a(λ)a(λ′)N(2)(λ,λ′),
where I denotes the eigenvalue support.
Generically N(2)(λ,λ′) is a function of two variables, but in a translationly invariant state
simplifies to depend on only one, N(2)(λ,λ′) = N(2)(λ− λ′, 0). One setting in which this
happens is when the matrices are unitary, so the eigenvalues are on the unit circle, and
furthermore the eigenvalue density is uniform, as is the case for the circular ensembles.
Another is the bulk scaling limit, when the eigenvalues have been scaled λ = sNx, so that
in the new variables x, and after the limit N → ∞ has been taken, the eigenvalue density
is a fixed constant which we will take to be unity. For example, in the GUE this happens
with the choice sN = pi/
√
2N (see e.g. [21, Prop. 7.1.1]), while in the circular ensembles, the
eigenvalues are first parametrised by their angle θ, then scaling θ = sNx with sN = 2pi/N.
In this setting
(1.5) N(2),∞(x, x
′) := lim
N→∞
s2N N(2)(sNx, sNx
′)
is well defined and is translationally invariant N(2),∞(x, x′) = N(2),∞(x− x′, 0).
The bulk scaled structure function S(k) is defined as the Fourier transform of the scaled
density-density correlation
(1.6) S(k) :=
∫ ∞
−∞
N(2),∞(x, 0)e
ikx dx.
Now replace the linear statistic A by the corresponding scaled quantity
(1.7) A˜ =
N
∑
j=1
a(λj/sN) =
N
∑
j=1
a(xj).
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Changing variables in this modification of (1.4), we see by taking the inverse transform of
(1.6) to substitute for the translationally invariant quantity N(2),∞(x, 0) that
(1.8) lim
N→∞
Var (A˜) =
1
2pi
∫ ∞
−∞
|aˆ(k)|2S(k) dk, aˆ(k) :=
∫ ∞
−∞
a(x)eikx dx.
Universality (see e.g. [16]) tells us that the bulk scaling limit of S(k) is the same for both
the GUE and the circular unitary ensemble (CUE) of Haar distributed unitary matrices. For
these ensembles, labelled by the Dyson index β = 2,
(1.9) S(k)
∣∣∣
β=2
=
∫ ∞
−∞
(
−
(sinpix
pix
)2
+ δ(x)
)
eikx dx =

|k|
2pi
, |k| < 2pi
1, |k| ≥ 2pi.
We remark that the right hand side of (1.8) with the substitution (1.9), as obtained by
Montgomery [43] in the context of the statistical properties of the zeros of the Riemann zeta
functions, was what lead Dyson to observe a relationship with GUE (or equivalently CUE)
eigenvalue statistics; see the account in [2].
Suppose that associated with the function a(x) defining the linear statistic is a length
scale L, and in fact a(x) = c(x/L) for some function c(y). In this circumstance write A˜ = A˜L.
Then a change of variables in (1.8) shows
(1.10) lim
N→∞
Var (A˜L) =
L
2pi
∫ ∞
−∞
|cˆ(k)|2S(k/L) dk.
It had been observed by Dyson (and Mehta) [15], a decade prior to the exchange with
Montgomery, that the small k form exhibited in (1.9) implies that the variance formula (1.10)
for the bulk scaled GUE has the well defined L→ ∞ limit
(1.11) lim
L→∞
lim
N→∞
Var (A˜L)
∣∣∣
β=2
=
1
(2pi)2
∫ ∞
−∞
|cˆ(k)|2|k| dk,
assuming cˆ(k) decays sufficiently fast. A very similar formula holds true for other symmetry
classes, distinguished by the Dyson parameter β. Thus for the bulk scaled limit of the
circular β-ensemble, upon the knowledge that (see e.g. [21, Eq. (14.8)])
(1.12) S(k) ∼
|k|→0
|k|
piβ
,
one sees from (1.11)
(1.13) lim
L→∞
lim
N→∞
Var (A˜L) =
1
2pi2β
∫ ∞
−∞
|cˆ(k)|2|k| dk.
The limit formula (1.13) can be extended to an asymptotic formula. Thus if we set
(1.14) f (k; β) =
piβ
|k| S(k; β), 0 < k < min (2pi,piβ),
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and define f for k < 0 by analytic continuation then we know from [25] that f (k; β) is
an analytic function of k for |k| < min (2pi,piβ). Writing S(k) = S(k; β) and expanding
S(k; β) = ∑∞p=1 αp(β)|k|p gives the sought extension of (1.13)
(1.15) lim
N→∞
Var (A˜L) ∼
L→∞
∞
∑
p=1
αp(β)
Lp−1
∫ ∞
−∞
|cˆ(k)|2|k|p dk.
In Section 2 below we show that consideration of integrability features of the two-point
correlation function ρ(2)(x, x′), by way of a particular differential-difference system from
the theory of the Selberg integral, has consequence for the expansion coefficients in (1.15).
Generally, integrability is a major theme in random matrix theory, with perhaps its best
known manifestation being nonlinear differential equations associated with gap probabilities;
see e.g. [21, Ch. 8 & 9]. In Section 2 we take up the task of characterising
(1.16) ρ(2),∞(x, x
′) := lim
N→∞
s2Nρ(2)(sNx, sNx
′),
which according to (1.3) is equal to N(2),∞(x, x′)− 1 for x 6= x′, in terms of homogeneous
linear differential equations. We do this for the circular β-ensemble with the values β =
2, 4, 6, 8 — see Propositions 4, 8 and Remark 9, with the differential equations being of degree
β+ 1 — and β = 1, 2/3 — see Remarks 6 and 11. As an application, we extend knowledge
of {αp(β)}10p=1 — which after appropriate normalisation are known to be palindromic
polynomials in β/2 of degree p − 1 — in (1.15) from the earlier works [25, 56] to now
include α11(β).
Proposition 1. Let [k10]h(k) denote the coefficient of k10 in h(k), and let x = β/2. We have
(1.17) [k10]
βpi
|k| S(k; β) =
( 1
2pix
)10
(x− 1)2
×
(
x8 − 1523x
7
420
+
2529x6
350
− 256189x
5
25200
+
142463x4
12600
− 256189x
3
25200
+
2529x2
350
− 1523x
420
+ 1
)
.
1.2. Context of the structure function — dip, ramp, plateau. It has been commented in the
paragraph containing (1.5) that the circular ensembles are translationally invariant for finite
N. This greatly simplifies the analysis of the density-density correlation, which otherwise is
a function of two variables, and enables our computations of §2 below. Universality tells us
that the bulk scaling state of the Gaussian β-ensemble and circular β-ensemble are the same.
Starting from finite N, to access this limiting state consideration of the circular ensemble
is simpler. See the recent works [51, 52] on the exact calculation of the bulk scaled power
spectrum for the GUE or CUE for a further example of this strategy.
There are other classes of problems in random matrix theory where the probe is not
the local scale of the bulk eigenvalues, but rather a global scale where the entirety of the
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spectrum plays a role. An example is the variance of the linear statistic in the GUE with
the scale sN =
√
2N in (1.7) — the significance of this choice is that |λ| < sN is the leading
order support of the spectrum. The formula (1.8) with S(k) given by (1.10) is now replaced
by (see e.g. [49])
(1.18) lim
N→∞
Var (A˜) =
1
4pi2
∫ 1
−1
dx
∫ 1
−1
dy
( a(x)− a(y)
x− y
)2 1− xy√
1− x2√1− y2 .
Another example where the entire spectrum plays a role is when the density-density
correlation is averaged, ∫ ∞
−∞
N(2)(λ,λ+ s) dλ =: N¯(2)(s),
so obtaining a function of a single variable. Notice that
S¯N(k) :=
∫ ∞
−∞
N¯(2)(s)e
iks ds =
∫ ∞
−∞
dλ e−ikλ
∫ ∞
−∞
dλ′ eikλ
′
N(2)(λ,λ
′)
=
〈∣∣∣ N∑
j=1
eikλj
∣∣∣2〉− ∣∣∣∣〈 N∑
j=1
eikλj
〉∣∣∣∣2.(1.19)
In the case of the GUE the first of the averages on the RHS of (1.19), as a stand alone quantity,
has received recent attention in the context of the scrambling of information in black holes
[9, 6], and as a probe of many body quantum chaos [10, 53, 8, 11]. Prominent in these
studies is the graphical shape, exhibiting a dip, ramp and then plateau, referred to as a
“correlation hole” in earlier literature [40].
Many years before the prominence given to S¯N(k), and associated averages, for the GUE
by these new fields of application, Brézin and Hikami [4] had obtained the striking identity
(1.20) S¯(G)N (k) =
∫ k
0
tK(L)N (t
2/2, t2/2)
∣∣∣
a=0
dt.
Here and below the use of the superscript (G) on the LHS indicates the quantity is with
respect to the GUE, while on the RHS K(L)N denotes the correlation kernel for the Laguerre
unitary ensemble (LUE) — see (3.4) and (3.5) below for its specification. It is clear upon
differentiating both sides that differential identities — the theme of Section 1.1 — play a role
in the underlying theory. Inspired by the recent derivation of (3.22) given by Okuyama [46],
we bring these structures to the fore. One consequence is a generalisation of (1.20), relating
to a particular covariance, defined for general linear statistics A, B, by
(1.21) Cov (A, B) = 〈(A− 〈A〉)(B− 〈B〉)〉.
Proposition 2. Define
(1.22) H(L)(t1, t2) =
t1 + t2
2
K(L)N (t
2
1/2, t
2
2/2)
∣∣∣
a=0
.
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We have
(1.23) Cov
( N
∑
j=1
eik1λj ,
N
∑
j=1
e−ik2λj
)(G)
=
∫ k2
0
H(L)(k1 − k2 + s, s) ds.
We show how the formulas (1.20) and (1.23) can be used in the derivation of several
limit theorems, and moreover in some cases allow for precise determination of the rate of
convergence.
2. Differential equations for the bulk two-point correlation function
2.1. The method. The circular β-ensemble is specified by the eigenvalue probability density
function
(2.1) pC(θ1, . . . , θN) :=
1
N CN,β ∏1≤j<k≤N
|eiθk − eiθj |β,
supported on 0 ≤ θl < 2pi (l = 1, . . . , N). Here N CN,β = (2pi)NΓ(βN/2+ 1)/(Γ(β/2+ 1))N
is the normalisation; see e.g. [21, Prop. 4.7.2] for its derivation. Let ρC(2),N(θ1, θ2) denote the
corresponding two-point correlation function. This is defined by integrating over each of
θ3, . . . , θN , and multiplying by N(N − 1) as a normalisation. Thus
(2.2) ρC(2),N(θ1, θ2) =
N(N − 1)
NCN,β
∫ 2pi
0
dθ3 · · ·
∫ 2pi
0
dθN pC(θ1, . . . , θN).
Due to (2.1) being invariant under rotation, i.e. the replacement θl 7→ θl + φ, (l = 1, . . . , N),
one sees that
(2.3) ρC(2),N(θ1, θ2) = ρ
C
(2),N(θ1 − θ2, 0),
and thus is a function of a single variable only.
In the cases β even (2.2) exhibits a (Laurent) polynomial structure (in eiθ),
(2.4) ρC(2),N(θ, 0) =
β(N−1)/2
∑
p=−β(N−1)/2
αp(N, β)eipθ ,
where α−p(N, β) = αp(N, β). In an earlier work [18], a differential-difference system was
used to specify a recursive computational scheme for {αp(N, β)}. This differential-difference
system is part of the broader theory of the Selberg integral (see e.g. [21, Ch. 4]). Development
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of this theory by Kaneko [37] was applied in [20] to deduce that for β even the (N − 2)-
dimensional integral (2.1) permits a transformation to a β-dimensional integral,
(2.5) ρC(2),N(θ, 0) = CN,β|1− eiθ |βe−iβ(N−2)θ/2
×
∫
[0,1]β
dx1 · · · dxβ
β
∏
j=1
(
xj(1− xj)
)2/β−1(
1− (1− eiθ)xj
)N−2
∏
1≤j<k≤β
|xk − xj|4/β.
The constant CN,β is known explicitly, but is not needed in our subsequent working.
Like the (N− 2)-dimensional integral (2.1), the integral in (2.5) also relates to a particular
differential-difference system from the theory of the Selberg integral. We know from
[28] that the later is equivalent to a matrix differential equation of dimension β+ 1; the
differential-difference system applying directly to the integral (2.1) is equivalent to a matrix
differential equation of dimension N − 1. The advantage of the former is that, in theory at
least, it allows the characterisation of the bulk scaled N → ∞ limit of ρC(2),N(θ, 0) in terms of
a (β+ 1)-dimensional scalar differential equation. Experience in the explicit determination
of such differential equations for the eigenvalue density of the Gaussian β-ensemble [50]
shows that the practical implementation of the reduction from the matrix to the scalar
differential equation requires computer algebra and involves cumbersome expressions for
the coefficients, which however simplify in the scaling limit. In [50], this restricted the largest
value of β to be considered to the value 6, corresponding to a 7th order differential equation.
Here, by not seeking the form of the differential equation for finite N, but rather simplifying
by taking the bulk scaled N → ∞ limit using computer algebra, manageable expressions up
to the value β = 10 can be obtained. However, for purposes of our application in deriving
Proposition 1, we don’t go beyond β = 8.
The differential-difference system from [18] relevant to (2.5) applies to the family of
multiple integrals
(2.6) J(α)p,n (z) =
1
Cnp
∫ 1
0
dx1 · · ·
∫ 1
0
dxn
n
∏
l=1
xλ1l (1− xl)λ2(z− xl)α
× ∏
1≤j<k≤n
|xk − xj|2κep(z− x1, . . . , z− xn),
where ep(y1, . . . , yn) denote the elementary symmetric polynomials in {yj}mj=1, and Cnp
denotes the binomial coefficient. This family of multiple integrals satisfies the differential-
difference system [18], [21, §4.6.4] (note that these references have α replaced by α − 1
relative to our (2.6)), later observed to be equivalent to a certain Fuchsian matrix differential
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equation [28],
(2.7) (n− p)Ep Jp+1(z) = (Apz + Bp)Jp(z)− z(z− 1) ddz Jp(z) + Dpz(z− 1)Jp−1(z),
valid for p = 0, 1, . . . , n, where we have abbreviated J(α)p,n (z) =: Jp(z), and
Ap = (n− p)
(
λ1 + λ2 + 2κ(n− p− 1) + 2(α+ 1)
)
Bp = (p− n)
(
λ1 + α+ 1+ κ(n− p− 1)
)
Dp = p
(
κ(n− p) + α+ 1
)
Ep = λ1 + λ2 + 1+ κ(2n− p− 2) + (α+ 1).
Recent applications of (2.7) and various scaling forms (for example z 7→ z/λ2 and λ2 → ∞
which induces the Jacobi to Laguerre weight limit xλ1(1− x/λ2)λ2 → xλ1 e−x) for purposes
of exact finite N computations can be found in [30, 38, 31, 29].
To be directly applicable to (2.5) we consider the modifications of (2.6) specified by
(2.8) K(α)p,n(z) =
1
Cnp
z−(αn+β)/2(z− 1)β
∫ 1
0
dx1 · · ·
∫ 1
0
dxn
n
∏
l=1
xλ1l (1− xl)λ2(1− (1− z)xl)α
× ∏
1≤j<k≤n
|xk − xj|2κep(1− (1− z)x1, . . . , 1− (1− z)xn).
Corollary 3. The family of multiple integrals (2.8) satisfy the differential-difference equation
(2.9) (n− p)EpKp+1(z) = (A˜p − zB˜p)Kp(z)− z(1− z) ddz Kp(z) + zDpKp−1(z),
valid for p = 0, 1, . . . , n, where
(2.10) A˜p = Ap + Bp − αn + β2 , B˜p = Bp + p +
αn + β
2
.
Proof. We first introduce the transformation of the multiple integrals (2.6)
J˜(α)p,n (z) = zαn+p J
(α)
p,n
(1
z
)∣∣∣
z 7→1−z
=
1
Cnp
∫ 1
0
dx1 · · ·
∫ 1
0
dxn
n
∏
l=1
xλ1l (1− xl)λ2(1− (1− z)xl)α
× ∏
1≤j<k≤n
|xk − xj|2κep(1− (1− z)x1, . . . , 1− (1− z)xn).(2.11)
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Substitution into (2.7) shows
(2.12) (n− p)Ep J˜p+1(z) =
(
(Ap + Bp(1− z))− z(αn + p)
)
J˜p(z)
− z(1− z) d
dz
J˜p(z) + zDp J˜p−1(z).
Comparing the multiple integral in (2.11) to (2.8) we see that
K(α)p,n(z) = z−(αn+β)/2(z− 1)β J˜(α)p,n (z).
Substituting this in (2.12) gives the further transformed recurrence (2.9). 
Introduce the (n + 1)× (n + 1) tridiagonal matrix
X = diag [A˜p − zB˜p]np=0 − diag+ [(n− p)Ep]n−1p=0 + diag− [zDp]np=1,
where diag+ refers to the first diagonal above the main diagonal, and diag− refers to the
first diagonal below the main diagonal. Introduce too the vector of multiple integrals
v = [K(α)p,n(z)]np=0. We see immediately that the recurrences (2.9) are equivalent to the matrix
differential equation
(2.13) z(1− z) d
dz
v = X v.
Moreover, the tridiagonal structure allows for a straightforward reduction from the first
order matrix differential equation for the vector v to a scalar differential equation of order
n + 1 for its first component K(α)0,n (z) =: K0(z).
To see this, note that the first row in (2.13), or equivalently the recurrence (2.9) with
p = 0, tells us that
(2.14) nE0K1(z) = (A˜0 − zB˜0)K0(z)− δzK0(z), δz := z(1− z) ddz ,
hence expressing K1(z) in terms of K0(z) and its derivative. The recurrence (2.9 with p = 1
tells us that
(2.15) (n− 1)E1K2(z) = (A˜1 − zB˜1)K1(z)− δzK1(z) + zD1K0(z).
Substituting (2.14) in (2.15) gives an expression for K2(z) in terms of K0(z) and its first two
derivatives. Continuing this procedure, an expression for Kp(z) in terms of { dkdzk K0(z)}
p
k=0
can be obtained for each p = 1, 2, . . . , n. Substituting the cases p = n and p = n− 1 into the
recurrence (2.9) with p = n,
0 = (A˜n − zB˜n)Kn(z)− z(1− z) ddz Kn(z) + zDnKn−1(z),
gives the sought scalar differential equation for K0(z), which is seen to be of order n + 1.
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We see that K(α)p,n(z) as specified by (2.8) is proportional to ρ(2),N(θ, 0) as specified by (2.5)
if we set
p = 0, α = N − 2, n = β, λ1 = λ2 = 2
β
− 1, κ = 2/β, z = eiθ .
Since β is required to be even, the lowest order differential equation we can obtain for
ρ(2),N(θ, 0) occurs when β = 2, and is order 3. However, already for this simplest case the
dependence on N in the coefficients makes for a cumbersome expression. On the other
hand, our primary interest in ρ(C)
(2),N(θ, 0) is not its dependence on N, but rather its bulk
scaling limit
(2.16) ρ(C)
(2),∞(X, 0) = limN→∞
(2pi
N
)2
ρ
(C)
(2),N
(
2piX/N, 0
)
.
The existence of this limit, and moreover its explicit form as a β-dimensional integral, follows
immediately from (2.5) [20], [21, Eq. (13.35)]; in fact starting with (2.5) it is possible to show
that the rate of convergence to the limit is O(1/N2) [26]. The significance of the existence of
the limit, and moreover with corrections that are inverse powers of N, is that the differential
operator characterising ρ(2),N(θ, 0) can similarly be expanded, with the leading order giving
the differential operator for ρ(C)
(2),∞(X, 0).
2.2. The cases β = 2 and 4. Through the use of computer algebra, we first carry out the
above procedure for β = 2 and 4, when the functional form is already known in terms of
elementary functions.
Proposition 4. For β = 2, ρ(C)
(2),∞(X, 0) satisfies the 3rd order differential equation
(2.17) X3 f (3)(X) + 4X2 f (2)(X) +
(
(2piX)2 − 2
)
X f ′(X)− 4 f (X) = 0,
while for β = 4, ρ(C)
(2),∞(X, 0) satisfies the 5th order differential equation
(2.18) X5 f (5)(X) + 10X4 f (4)(X) + (20pi2X5 + 12X3) f (3)(X) + (64pi2X4 − 40X2) f (2)(X)
+ (64pi4X5 − 48pi2X3 − 16X) f ′(X) + (−32pi2X2 + 16) f (X) = 0.
As a check, we recall (see e.g. [21, Eq. (7.2)]) the explicit functional form
(2.19) ρ(C)
(2),∞(X, 0)
∣∣∣
β=2
= 1−
(sinpiX
piX
)2
= 1− 1
2(piX)2
+
cos 2piX
pi2X2
.
It’s straightforward to verify that the three linearly independent solutions of (2.17) can be
chosen as
(2.20) 1−
( 1
2piX
)2
,
cos 2piX
X2
,
sin 2piX
X2
.
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To specify the particular solution corresponding to ρ(C)
(2),∞(X, 0) we need to know the scalars
in the linear combination. The bulk scaling limit corresponds to a unit density, so we must
have ρ(C)
(2),∞(X, 0) → 1 as X → ∞, telling us that the scalar multiplying the first solution
in (2.20) is unity. The coefficient of the third solutions must be zero, since it is odd in X.
And requiring that ρ(C)
(2),∞(X, 0) be bounded as X → 0 (in fact it must vanish as X2) tells us
that the coefficient of the second term is 1/pi2. The indicial equation for (2.17) has roots
{−2,−1, 2}, and so (2.19) is the Frobenius series solution corresponding to exponent 2.
Remark 5. Consider the CUE conditioned so that there is an eigenvalue fixed at θ = 0. Let
ρ˜(k)(X1, . . . , Xk) denote the corresponding k-point correlation function in the bulk scaling
limit with ρ˜(1)(X) ∼ 1/2pi as X → ∞ (the normalisation of 1/2pi rather than unity is for
convenience). We know from [32], [21, Prop. 8.3.4, with µ = 0,ω = 1] that the series
1+
∞
∑
k=1
(−ξ)k
k!
∫ x
0
dX1 · · ·
∫ x
0
dXk ρ˜(k)(X1, . . . , Xk),
which for ξ = 1 is equal to the probability that the interval (0, x) is eigenvalue free (see [21,
§9.1]), has the τ-function form
exp
∫ x
0
h(−is) ds
s
,
where h(t) satisfies the σPV equation (see [21, Eq. (8.15)]) with parameters ν0 = ν1 = 0,
ν2 = −ν3 = 1,
(2.21) (tσ′′)2 −
(
σ− tσ′ + 2(σ′)2
)2
+ 4(σ′)2
(
(σ′)2 − 1
)
= 0.
Notice that (2.21) is independent of ξ. This appears only in the boundary condition, which
reads h(−it) ∼ −ξtρ(1)(t) as t→ 0+. As in the relationship between the third order linear
differential equations derived for the GUE and LUE and particular σ Painlevé equations
in [30, §3.3], and similarly for the JUE [50, Remark 2.3], it follows by changing variables
t 7→ −it, substituting the boundary condition in (2.21), and equating leading order in ξ that
tρ(1)(t) satisfies a nonlinear equation
(2.22) (tσ′′)2 + (σ− tσ′)2 − 4(σ′)2 = 0.
Differentiating this with respect to t gives a third order linear differential equation, which
with the substitutions σ(t) = tρ(1)(t) and t 7→ 2pit is precisely (2.17).
In relation to the differential equation (2.18), we know that ρ(C)
(2),∞(X, 0)|β=4 can be
expressed in terms of the sinc function (see e.g. [21, Eq. (7.92)]),
(2.23) ρ(C)
(2),∞(X, 0)
∣∣∣
β=4
= 1−
(sin 2piX
2piX
)2
+
1
2pi
( ∂
∂X
sin 2piX
2piX
) ∫ 2piX
0
sin t
t
dt.
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Two linearly independent elementary solutions of (2.18) are
(2.24)
sin 2piX
4X
+
cos 2piX
8piX2
,
cos 2piX
4X
− sin 2piX
8piX2
.
These can be supplemented by solutions which for X → ∞ have the structures
(2.25) 1− 1
(2piX)2
(
1+O
( 1
X2
))
,
and
(2.26)
e±4piiX
X4
(
1± i c1
X
+O
( 1
X2
))
.
Of the five linearly independent solutions in (2.24), (2.25) and (2.26), the first in (2.24) and
the imaginary part of (2.26) do not contribute to the X → ∞ asymptotic expansion of (2.23),
which reads
(2.27) ρ(C)
(2),∞(X, 0)
∣∣∣
β=4
∼
X→∞
1− 1
(2piX)2
(
1+O
( 1
X2
))
+
cos 2piX
4X
− sin 2piX
8piX2
+
cos 4piX
32pi4X4
(
1+O
( 1
X2
))
+
sin 4piX
16pi5X5
(
1+O
( 1
X2
))
.
Also significant from the viewpoint of (2.18) is the behaviour as X → 0. We can check
from (2.23) that
(2.28) ρ(C)
(2),∞(X, 0)
∣∣∣
β=4
=
(2piX)4
135
− 2(2piX)
6
4725
+O(X8).
With the roots of the indicial equation of (2.18) being {−2,−1, 1, 4}, with −2 repeated, it
follows that (2.23) is the Frobenius series solution corresponding to the exponent 4.
Remark 6. We observe that
(2.29)
∂
∂X
(
sin 2piX
2piX
)
=
cos 2piX
X
− sin 2piX
2piX2
and is thus proportional to the second of the elementary solutions of (2.18) as listed in (2.24).
We can therefore add a scalar multiple of (2.29) to (2.23) — the scalar we will take to equal
− 12 — to obtain the further solution of (2.18)
(2.30) R(X) = 1−
(sin 2piX
2piX
)2
+
1
2pi
( ∂
∂X
sin 2piX
2piX
)(
− pi
2
+
∫ 2piX
0
sin t
t
dt
)
.
We recognise this (see e.g. [21, Eq. (7.133)]) as ρ(C)
(2),∞(2X, 0)
∣∣∣
β=1
, restricted to X > 0.
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A closely related inter-relationship between ρ(C)
(2),∞ for β = 1 and β = 4 is known from
[25]. Thus for general β > 0 define the structure function
(2.31) S(k; β) =
∫ ∞
−∞
(
ρ
(C)
(2),∞(x, 0)− 1+ δ(x)
)
eikx dx,
which according to (1.3) is equivalent to the definition (1.6), and define the function f (k; β)
by (1.14). Then we know from [25] that
(2.32) f (k; β) = f
(
− 2k
β
;
4
β
)
.
However, the restricted range in (1.14) is a necessary consequence of the Fourier expan-
sion in (2.4) terminating, whereas the corresponding expansion in the case β = 1 does not.
For finite N, we know from [56, Prop. 4.7] that for p 6= 0 the coefficients in (2.4) modified
by the addition of N and so in terms of α˜p(N, β) := αp(N, β) + N, satisfies the functional
equation
(2.33) α˜p(N, β) = (4/β2)α˜p(−βN/2, 4/β),
whenever both sides are nonzero. This was later observed [27, Appendix B and Eq. (4.15)1]
to follow from the functional equation for the moments of the Jacobi β-ensemble [14].
If (2.33) was valid for all p 6= 0 a characterising equation for ρ(C)
(2),N(X, 0)
∣∣∣
β=1
, would
be obtained from that for ρ(C)
(2),N(X, 0)
∣∣∣
β=4
by simply replacing N by −N/2; see [56], [50]
for application of this strategy in relation to linear differential equations for the classical
Gaussian, Laguerre and Jacobi β-ensembles. Taking the limit N → ∞ would then give the
finding that (2.30) satisfies (2.18).
Remark 7. In the sense of generalised functions, it follows from (2.31) that
S(k; β) =
∫ ∞
−∞
ρ
(C)
(2) (x, 0)e
ikx dx− 2piδ(k) + 1;
here ρ(C)
(2) (x, 0) is to be regularised at infinity by multiplication by a rapidly decaying function,
for example e−µx2 , with the limit µ→ 0+ taken after the integration. A differential equation
for g(k) :=
∫ ∞
−∞ ρ
(C)
(2),N(x, 0)e
ikx dx so interpreted can, in the case β = 4, be deduced from
(2.18) upon multiplying through by eikX, integrating over X and simplifying using integration
1Duy Khanh Trinh (personal correspondence) has pointed out that the normalising factor (−κ)k on the RHS
should be deleted and replaced by a factor of −(1/κ).
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by parts. We find
(2.34) (−64kpi4 + 20k3pi2 − k5)g(5)(k) + (−320pi4 + 236k2pi2 − 15k4)g(4)(k)
+ (−52k3 + 640kpi2)g(3)(k) + (−28k2 + 320pi2)g(2)(k) = 0;
note the absence of terms involving g′(k) or g(k). However for β = 4 we know the explicit
evaluation (see e.g. [21, Eq. (7.95)])
S(k; β)
∣∣∣
β=4
=

k
4pi − k8pi log |1− k2pi |, 0 < k ≤ 4pi,
1, k ≥ 4pi.
This indeed can be checked to satisfy (2.34). We remark too that since (2.34) is unchanged
by replacing k by −k, we have that S(−k; β)|β=4 also satisfies (2.34).
2.3. The case β = 6. The use of computer algebra to carry out the procedure of subsection
§2.1 gives the analogue of Proposition 4 for β = 6.
Proposition 8. For β = 6, ρ(C)
(2),∞(X, 0) satisfies the 7th order linear differential equation
(2.35)
9X7 f (7)(X) + 168X6 f (6)(X) + (700+ 504pi2X2)X5 f (5)(X) + (−692+ 4704pi2X2)X4 f (4)(x)
+ (−3924+ 4080pi2X2 + 7056pi4X4)X3 f (3)(X)+ (2688− 18144pi2X2 + 20736pi4X4)X2 f (2)(x)
+ (2808+ 144pi2X2 − 17280pi4X4 + 20736pi6X6)X f ′(X)
+ (−1008+ 6336pi2X2 − 6912pi4X4) f (X) = 0.
Remark 9. Our (computer algebra assisted) method of deduced (2.35) can be extended to
higher even β values. For example, for β = 8 we find that ρ(C)
(2),∞(X, 0) satisfies the 9th order
homogeneous linear differential equation
(2.36) 16X9 f (9)(X) + 480X8 f (8)(X) + (4056+ 1920pi2X2)X7 f (7)(X) + · · ·
+ (20000− 259584pi2X2 + 688128pi4X4 − 589824pi6X6) f (X) = 0,
where the writing of all terms involving lower order derivatives has been suppressed, due
to the increasing complexity with respect to the number of monomials in their coefficients
and the size of the corresponding scalars.
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We can check that the seven linearly independent solutions of (2.35) can be distinguished
according to the X → ∞ behaviours
1− 1
6(piX)2
+O
( 1
X4
)
,(2.37)
e±2piipX
X2p2/3
(
1± i 4p
3
(
1− p
2
3
) 1
X
+O
( 1
X2
))
, (p = 1, 2, 3).(2.38)
Using the integral formula for ρ(C)
(2),∞(X, 0) with β = 6 which follows from (2.5), the asymp-
totic expansion of the two-point correlation function is known from [19] to be given by the
first of these forms, plus a linear combination of the real part of the complex solutions.
One advantage of knowledge of the differential equation over the integral formula is that
the former is readily suited to extending the asymptotic expansion. Of particular interest
are higher order non-oscillatory terms, and thus the extension of (2.37).
Corollary 10. The solution of (2.35) corresponding to (2.37) has the X → ∞ asymptotic expansion
(2.39) 1− 1
6(piX)2
+
1
9(piX)4
− 55
162(piX)6
+
5215
1944(piX)8
− 17105
432(piX)10
+
681505
729(piX)12
− 140887175
4374(piX)14
+O
( 1
X16
)
.
Knowledge of the non-oscillatory X → ∞ expansion of ρ(C)
(2),∞(X, 0) gives information on
the form of the k → 0 expansion of the structure function (2.31). Thus, as made explicit
previously in [25, §4], the non-oscillatory X → ∞ expansion
(2.40) ρ(C)
(2),∞(X, 0) ∼X→∞ 1+
∞
∑
n=1
cn
X2n
is equivalent to the singular small-k expansion of the structure function
(2.41) S(k; β) = pi
∞
∑
n=1
(−1)ncn
(2n− 1)! |k|
2n−1
(in distinction to the expansion (2.40), this series has a nonzero radius of convergence).
Another viewpoint on (2.41) is that, after multiplying by piβ/|k|, it gives the even part of
the power series of the analytic function f (k; β) (1.14). Previous work has determined the
power series expansion of f (k; β), up to and including the coefficient of k9 for general β > 0;
each coefficient of kj is a polynomial of degree j in 2/β. In particular, with x := β/2, the
coefficient of k8 is [25, §8], [57, Remark 4.1]
(2.42)
( 1
2pix
)8
(x− 1)2
(
x6 − 263
84
x5 +
1697
315
x4 − 6337
1008
x3 +
1697
315
x2 − 263
84
x + 1
)
.
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Multiplying by 1/(2pix), substituting β = 6 and recalling (2.41) gives the value of c10 as
read off from (2.39).
Remark 11. From the discussion of Remark 6 we conjecture that ρ(C)
(2),∞(3X, 0)
∣∣∣
β=2/3
satisfies
the differential equation (2.35). Recalling the definition (1.14) we see that the replacement
X 7→ 3X in (2.40), and thus cn 7→ cn/32n, is when substituted in (2.41) consistent with the
functional equation (2.32).
Also compelling in favour of the conjecture in Remark 11 are the forms of the small X
solutions permitted by (2.35). Thus direct substitution shows there are solutions
(2.43) X6
(
1− 18pi
2
55
X2 +
144pi4
2695
X4 − 3456pi
6
595595
X6 + · · ·
)
and (for X > 0)
(2.44) X2/3
(
1− 6pi
2
5
X2 +
72pi4
175
X4 − 144pi
6
1925
X6 + · · ·
)
.
The first of these is the small X form of ρ(C)
(2),∞(X, 0)|β=6. The second is consistent with the
leading small X form of ρ(C)
(2),∞(3X, 0)|β=2/3 (in contrast to the large X form for β rational
[35], [21, §13.7.3], the structure of the small X expansion to all leading independent powers
appears not to be documented in the literature). In relation to this last point, we can check
that the roots of the indicial equation corresponding to (2.35) are {−7/3,−2,−1, 2/3, 3, 6}
with −2 of multiplicity 2. Thus, assuming the validity of the conjecture, the small X
expansion of ρ(C)
(2),∞(3X, 0)|β=2/3 can consist of a linear combination of (2.44) and X3 times a
power series in X.
2.4. Coefficient of k11 in S(k; β). As an application of the expansion (2.39), we will show
how knowledge of the coefficient of 1/X12, when combined with already established results
from [25], allows us to deduce the coefficient of k10 in the expansion of f (k; β).
First, we know from [25], [57] that the sought coefficient has a polynomial structure
(2.45) [k10]
βpi
|k| S(k; β) =
( 1
2pix
)10
(x− 1)2
8
∑
l=0
b10,lxl with b10,l = b10,8−l ,
where [k10]h(k) denotes the coefficient of k10 in h(k), and x = β/2 as in (2.45). Results in
[25] also tell us that
1 = b10,0
−
11
∑
q=1
1
q
(1− 2q−11) = 1
2
(b10,1 − 2),(2.46)
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which are obtained by performing an exact expansion about β = 0;
(2.47)
1
5
=
(
(1+ 2−8) + (2−1 + 2−7)b10,1 + (2−2 + 2−6)b10,2 + (2−3 + 2−5)b10,3 + 2−4b10,4
)
,
which follows from knowledge of the Fourier transform of (2.23);
(2.48) [|k|11]∂S(k; β)
∂β
∣∣∣
β=4
=
1949
275251200pi11
,
which follows from performing an exact expansion about β = 4 [25, Eq. (7.22)] and gives
(2.49)
1949
275251200
= 4−11
8
∑
l=0
b10,l2l
(
1+
1
4
(l − 11)
)
.
The new information comes from (2.41) and (2.39) to deduce the value of the left hand
side of (2.45) for β = 6, telling us that
(2.50)
681505
729
=
11!
611
22
8
∑
l=0
b10,l3l .
In (2.45) the coefficient b10,0 and b10,1 are known immediately from (2.46), leaving three
unknowns b10,j, j = 2, 3, 4. The equations (2.48), (2.49) and (2.50) give three independent
linear equations for these unknowns. Solving, we have fully determined the polynomial on
the right hand side of (2.45), and Proposition 1 as stated in Section 1.1 follows.
Remark 12. 1. As is the case for [kj] βpi|k| S(k; β), j = 1, . . . , 9 the polynomial part of (1.17) has
all zeros on the unit circle in the complex x-plane. Moreover, the zeros in the upper half
plane of the sixth order polynomial in (2.45) interlace the zeros in the upper half plane of the
eighth order polynomial in (1.17). For analogous observations in relation to the moments of
the spectral density of the Gaussian β-ensemble, see [56].
2. A computer algebra calculation obtained by substituting the non-oscillatory asymptotic
expansion (2.40) in the differential equation (2.36) gives that for β = 8 we have for the values
of the coefficients
(2.51) . . . , c6 =
19405708245
16777216pi12
, c7 = −11022926679765268435456pi14 , . . .
From (2.41) we know c6 relates to [k10]
βpi
|k| S(k; β), which in turn is given by Proposition 1 .
Substituting β = 8 gives agreement with (2.51).
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3. The averaged structure function for the GUE
We now turn our attention to the quantity S¯(k) in the case of the GUE. Associated
with this ensemble is the classical weight function w(x) = e−x2 . The corresponding monic
orthogonal polynomials are given in terms of the Hermite polynomials by
(3.1) p(G)n (x) = 2−nHn(x).
In terms of ψn(x) =
√
w(x)pn(x), these polynomials satisfy the matrix differential recur-
rence
(3.2)
[
ψ′n(x)
ψ′n−1(x)
]
=
[
x n
2 −x
] [
ψn(x)
ψn−1(x)
]
.
In the context of gap probabilities of random matrix ensembles with a unitary symmetry,
which includes the GUE, the significance of (3.2) was highlighted in [54].
The GUE is an example of a determinantal point process, since its k-point correlation
function ρ(k)(x1, . . . , xk) has the structure
(3.3) ρ(k)(x1, . . . , xk) = det
[
KN(xj, xk)
]k
j,l=1
.
The function KN(x, y) is known as the correlation kernel, and is given in terms of the
functions ψn(x) specified below (3.1) according to
(3.4) KN(x, y) =
N−1
∑
n=0
ψn(x)ψn(y)
(pn, pn)
=
1
(pN−1, pN−1)
ψN(x)ψN−1(y)− ψN(y)ψN−1(x)
x− y ,
where ( f , g) =
∫ ∞
−∞ w(x) f (x)g(x) dx is the inner product associated with w. The second
equality is the Christoffel-Darboux formula; see e.g. [21, Prop. 5.1.3]. The explicit value of
the required inner product in (3.9) is (see e.g. [21, Eq. (5.48)])
(3.5) (pN−1, pN−1)(G) =
√
pi2−N+1(N − 1)!.
As is evident from (1.20), the study of S¯(k) also involves the Laguerre unitary ensemble.
Associated with this ensemble is the weight w(x) = xae−x (x > 0). Again setting ψn(x) =√
w(x)pn(x), where now pn(x) refers to the monic orthogonal polynomial of degree n
associated with the Laguerre weight, the correlation functions are again given by the
determinant formula (3.3) with correlation kernel (3.4). The explicit form of pn(x), and the
corresponding inner product required in (3.4), is
(3.6) p(L)n (x) = (−1)nn!L(a)n (x), (pN−1, pN−1)(L) = Γ(N)Γ(a + N).
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Combining (3.2) with the second equality in (3.4) allows for the derivation of the differ-
ential identity [54], [21, §5.4.2]
(3.7)
( ∂
∂x
+
∂
∂y
)
K(G)N (x, y) = −
1
(pN−1, pN−1)(G)
(
ψ
(G)
N (x)ψ
(G)
N−1(y) + ψ
(G)
N−1(x)ψ
(G)
N−1(y)
)
.
Taking the limit x → y = t is this formula gives
(3.8)
d
dt
K(G)N (t, t) = −
2
(pN−1, pN−1)(G)
ψ
(G)
N (t)ψ
(G)
N−1(t).
A direct verification of (3.8) can also be given; see [36, Lemma 2.3], [39, Lemma 5.1], [34,
Eqns. (2.48)].
3.1. S¯(k) for the GUE. Making use of (1.1)–(1.3), and (3.3) with k = 1 and 2 in (1.19) shows
(3.9) S¯(G)(k) = N −
∫ ∞
−∞
dλ e−ikλ
∫ ∞
−∞
dλ′ eikλ
′(
K(G)(λ,λ′)
)2
.
Also worthy of independent attention is the average
(3.10)
〈 N
∑
j=1
eikλj
〉(G)
=
∫ ∞
−∞
eikλρ(1)(λ) dλ =
∫ ∞
−∞
eikλK(G)(λ,λ) dλ,
where the second equality follows from (3.3) with k = 1.
We know from the identity (1.20) of Brézin and Hikami [4] that the double integral
involving the kernel K(G) in (3.9) can be reduced to a single integral involving K(L)|a=0. For
the average in (3.10), a result of Ullah from 1985 [55] (see also [13, Appendix A], [36], [3],
[58], [6], [46], [23]) gives
(3.11)
∫ ∞
−∞
eikλρ(G)
(1) (λ) dλ = e
−k2/4L(1)N−1(k
2/2),
where L(p)n (x) denotes the Laguerre polynomial, which when substituted in (3.10) tells us
(3.12)
〈 N
∑
j=1
eikλj
〉(G)
= e−k
2/4L(1)N−1(k
2/2).
Our aim is to give a derivation of both (3.12) and (1.20) that highlights their relationship
to the differential identities (3.7) and (3.8). For this we take inspiration from the working
used in the recent work [46] to deduce these results, which although written in a quantum
mechanical notation can be recast to serve our purpose. The first step in the derivation
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does not require use of the differential identities, rather the key inputs are the generating
function identities for the Hermite and Laguerre polynomials
e2xt−t
2
=
∞
∑
p=0
Hp(x)tp
p!
(3.13)
(1+ t)αext =
∞
∑
n=0
Lα−nn (−x)tn.(3.14)
Proposition 13. ([36, Eq. (2.15)], [45, Eq. (2.17)], [46, Eq. (A.5)],[6, Eq. (C10)], [8, Eq. (72)])
Define
(3.15) I(G)p,q (z) =
∫ ∞
−∞
exzHp(x)Hq(x)e−x
2
dx.
We have
(3.16) I(G)p,q (z) =
√
pi2qq!e(z/2)
2
zp−qLp−qq (−z2/2).
Proof. Using the generating function (3.24) we see
∞
∑
p,q=0
tpsq
p!q!
I(G)p,q (z) = e−t
2−s2
∫ ∞
−∞
exze2x(t+s)e−x
2
dx =
√
pie(z/2)
2+zset(2s+z),
where the second equality follows by completing the square. Equating coefficients of tp/p!
on both sides gives (after also replacing s by s/2)
∞
∑
q=0
(s/2)q
q!
I˜p,q(z) =
√
pie(z/2)
2+zs/2(s + z)p.
Making use of the generating function (3.14) on the RHS, then equating coefficients of sq on
both sides, gives (3.16). 
Remark 14. Taking the coefficient of k2p on both sides of (3.12) tells us that
(3.17) 〈k2p〉(G) = Γ(1/2+ p)
Γ(1/2)
p
∑
l=0
(
p
p− l
)(
N
l + 1
)
2l = N
Γ(1/2+ p)
Γ(1/2) 2
F1(−p, 1− N; 2; 2),
where 2F1 denotes the Gauss hypergeometric function. Notice that the latter from is well
defined for general complex p; see [12] for a development of this point.
We will now combine the differential identity (3.8) with (a special case of) Proposition 13
to derive (3.12). We have∫ ∞
−∞
eikλK(G)N (λ,λ) dλ =
1
ik
∫ ∞
−∞
( d
dλ
eikλ
)
K(G)N (λ,λ) dλ = −
1
ik
∫ ∞
−∞
eikλ
d
dλ
K(G)N (λ,λ) dλ,
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where the second equality follows by integration by parts. Next substituting for the deriva-
tive using (3.8) shows∫ ∞
−∞
eikλK(G)N (λ,λ) dλ =
2
(pN−1, pN−1)
(G)
2
1
ik
∫ ∞
−∞
eikλψ(G)N (λ)ψ
(G)
N−1(λ) dλ.
Recalling the definition of ψ(G)N from the paragraph including (3.1) we see that the integral
is proportional to the case p = N, q = N − 1, z = ik of (3.16). Substituting its value, and the
value too of the inner product from (3.5), we obtain (3.12).
To derive (3.22), rather than combining the differential identity (3.8) with Proposition 13,
interpreting the workings in [46] we combine the differential identity (3.7) with Proposition
13. We begin by noting
(3.18) (z1 + z2)
( ∂
∂z1
− ∂
∂z2
) ∫
R2
exz1+yz2
(
K(G)N (x, y)
)2
dxdy
=
∫
R2
(x− y)
(( ∂
∂x
+
∂
∂y
)
exz1+yz2
)(
K(G)N (x, y)
)2
dxdy.
Integration by parts shows the RHS is equal to
−2
∫
R2
(x− y)exz1+yz2 K(G)N (x, y)
( ∂
∂x
+
∂
∂y
)
K(G)N (x, y) dxdy
(3.19)
=
2
((pN−1, pN−1)(G))2
∫
R2
exz1+yz2
(
(ψ
(G)
N (x)ψ
(G)
N−1(y))
2 − (ψ(G)N (y)ψ(G)N−1(x))2
)
dxdy
= Nez
2
1/4+z
2
2/4
(
L(0)N (−z21/2)L(0)N−1(−z22/2)− L(0)N (−z22/2)L(0)N−1(−z21/2)
)
= − 1
(pN−1, pN−1)(L)
(
ψ
(L)
N (−z21/2)ψ(L)N−1(−z22/2)− ψ(L)N (−z22/2)ψ(L)N−1(−z21/2)
)∣∣∣
a=0
,
where the first equality follows from the differential identity (3.7) and the form of K(G)N (3.4);
the second equality from Proposition 13 and (3.5); the third equality from the definitions in
the paragraph including (3.6).
Replacing z1 = it1, z2 = −it2 and recalling again (3.4) and (3.5), we have from the above
working the differential identity [46, Eq. (A.18), in an equivalent form]
(3.20) (t1 − t2)
( ∂
∂t1
+
∂
∂t2
) ∫
R2
eit1x−it2y
(
K(G)N (x, y)
)2
dxdy = − t
2
1 − t22
2
K(L)N (t
2
1/2, t
2
2/2)
∣∣∣
a=0
.
Taking the limit t2 → t1 = t gives
(3.21)
d
dt
∫
R2
eit(x−y)
(
K(G)N (x, y)
)2
dxdy = −tK(L)N (t2/2, t2/2)
∣∣∣
a=0
,
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which upon integrating gives
(3.22)
∫
R2
eik(x−y)
(
K(G)N (x, y)
)2
dxdy =
∫ ∞
k
tK(L)N (t
2/2, t2/2)
∣∣∣
a=0
dt.
Substituting this in (3.9), and also its special case k = 0 upon noting the LHS can be replaced
by N, we reclaim the identity (1.20) of Brézin and Hikami [4]. In fact (3.20) implies a
generalisation of (3.22) as given by Proposition 2.
Proof of Proposition 2. We first cancel a factor of t1 − t2 from both sides of (3.20). Replacing
t1, t2 by k1 + s, k2 + s respectively and using the notation (1.22) we see that (3.20) is equivalent
to the differential identity
(3.23)
d
ds
∫
R2
ei(k1+s)x−i(k2+s)y
(
K(G)N (x, y)
)2
dxdy = −H(L)(k1 + s, k2 + s).
Integrating both sides with respect to s from 0 to ∞ then gives
(3.24)
∫
R2
eik1x−ik2y
(
K(G)N (x, y)
)2
dxdy =
∫ ∞
0
H(L)(k1 + s, k2 + s) ds.
Note that (3.24) reduces to (3.22) in the special case k1 = k2 = k.
In general, with A = ∑Nj=1 a(λj), B = ∑
N
j=1 b(λj), we have in accordance with (1.4) and
(1.21)
Cov (A, B) =
∫
I
dλ
∫
I
dλ′ a(λ)b(λ)N(2)(λ,λ′).
Recalling (1.1)–(1.3), and (3.3) with k = 1 and 2, we see that for a determinantal point process
Cov (A, B) =
1
2
∫
I
dλ
∫
I
dλ′
(
a(λ)− a(λ′)
)(
b(λ)− b(λ′)
)(
KN(λ,λ′)
)2
.
For the particular choices A = ∑Nj=1 e
ik1λj , B = ∑Nj=1 e
−ik2λj , and under the assumption
K(λ,λ′) = K(λ′,λ) as is valid for the GUE, this implies
(3.25) Cov (A, B) =
∫
I
dλ
∫
I
dλ′
(
ei(k1−k2)λ − eik1λe−ik2λ′
)(
KN(λ,λ′)
)2
.
Writing the RHS as the difference of two integrals, we see that for the GUE, both can be
evaluated using (3.24), and the sought identity (1.23) results. 
Remark 15. 1. In the particular case t1 = iΓ+ k, t2 = −iΓ+ k we see that (3.20) reduces to
(3.26)
∂
∂k
∫
R2
e−Γ(x+y)eik(x−y)
(
K(G)N (x, y)
)2
dxdy = −kK(L)N (t21/2, t22/2).
This is an equivalent form of [46, Eq. (2.19)].
2. Setting k2 = 0 in (3.24) allows the LHS to be evaluated∫
R2
eik1x
(
K(G)N (x, y)
)2
dxdy =
∫ ∞
−∞
eik1xK(G)N (x, x) dx = e
−k21/4L(1)N (k
2
1/2),
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where the first equality follows by integrating over y using the form of K(G)N (x, y) given by
the first equality in (3.4), and the second equality follows from (3.11). Hence∫ ∞
0
H(L)(k1 + s, s) ds = e−k
2
1/4L(1)N (k
2
1/2),
which seems difficult to deduce directly from the definition (1.22) of H(L).
3.2. Global scaling limits with k = τg/
√
2N. With the scaling k = τg/
√
2N we have
eikλj = eiτgxj , where xj = λj/
√
2N. From the discussion in the paragraph including (1.18), in
terms of the scaled eigenvalues {xj}, the spectrum has leading order support |x| < 1 and
thus eiτgxj slowly varies on the scale of the global spectrum.
In keeping with the general limit formula (1.18) for the variance of a linear statistic,
in this setting there are limit formulas associated with the averages and corresponding
evaluations given in (3.12), (1.20) and (1.23).
Proposition 16. Let Jν(x) denote the Bessel function. We have
lim
N→∞
1
N
〈 N
∑
j=1
eiτgλj/
√
2N
〉(G)
=
J1(τg)
τg
,(3.27)
lim
N→∞
S¯(G)N (τg/
√
2N) =
τ2g
2
(
(J0(τg))2 + (J1(τg))2 −
J0(τg)J1(τg)
τg
)
,(3.28)
and
(3.29) lim
N→∞
Cov
( N
∑
j=1
eiτ
(1)
g λj/
√
2N ,
N
∑
j=1
eiτ
(2)
g λj/
√
2N
)(G)
= − τ
(1)
g τ
(2)
g
2(τ(1)g + τ
(2)
g )
(
J0(τ
(1)
g )J1(τ
(2)
g ) + J1(τ
(1)
g )J0(τ
(2)
g )
)
.
Proof. It follows from (3.12), upon use of the explicit form of the Laguerre polynomial, that
(3.30)
1
N
〈 N
∑
j=1
eiτgλj/
√
2N
〉(G)
= e−τ
2
g /8N
N−1
∑
p=0
(−N + 1)p
p!(p + 1)!
( τ2g
4N
)p
,
where (u)p = u(u + 1) · · · (u + p− 1) denotes the Pochhammer symbol for the increasing
factorial. Noting
(−N + 1)p 1Np = (−1)
p
(
1− p(p + 1)
2N
+O
( 1
N2
))
,
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and expanding the exponential to O(1/N2), we see that for large N (3.30) has the form
(3.31)
∞
∑
p=0
1
p!(p + 1)!
(τg
2
)2p
+O
( 1
N2
)
.
The limit formula (3.27) follows upon recalling the series form of the Bessel function.
In relation to (3.28), a simple change of variables shows
(3.32) lim
N→∞
S¯(G)N (τg/
√
2N) = 2 lim
N→∞
1
4N
∫ τg
0
tK(L)N
( t2
4N
,
t2
4N
)∣∣∣
a=0
dt.
We know [31] that for large N
(3.33)
1
4N
K(L)N
( t2
4N
,
t2
4N
)
= ρhard(1) (t
2)
∣∣∣
a=0
+O
( 1
N2
)
,
where the error term holds uniformly in a compact set, and where [17]
(3.34) ρhard(1) (t
2)
∣∣∣
a=0
= (J0(t))2 + (J1(t))2
is the so-called hard edge scaled density in the variable t2, Laguerre parameter a = 0.
Substituting in (3.32) and evaluating the integral (we used computer algebra) gives (3.28).
It remains to consider (3.29). Following the working of the above paragraph, the essential
point is the fact that for large N [31]
(3.35)
1
4N
K(L)N
( (τ(1)g − τ(2)g + t)2
4N
,
t2
4N
)
= Khard((τ(1)g − τ(2)g + t)2, t2)
∣∣∣
a=0
+O
( 1
N2
)
,
where
Khard(X2, Y2)
∣∣∣
a=0
=
XJ1(X)J0(Y)−YJ1(Y)J0(X)
X2 −Y2
is the corresponding hard edge scaled correlation kernel [17]. Hence, we see from (1.23) that
(3.36) lim
N→∞
Cov
( N
∑
j=1
eiτ
(1)
g λj/
√
2N ,
N
∑
j=1
eiτ
(2)
g λj/
√
2N
)(G)
=
1
τ
(1)
g − τ(2)g
∫ τ(2)g
0
(
(τ
(1)
g − τ(2)g + t)J1(τ(1)g − τ(2)g + t)J0(t)− tJ1(t)J0(τ(1)g − τ(2)g + t)
)
dt.
We can check that for a fixed2
(a + t)J1(a + t)J0(t)− tJ1(t)J0(a + t) = − ddt
(
(a + t)t
(
J0(a + t)J1(t)− J0(t)J1(a + t)
))
.
Substituting in (3.36) allows the integral to be computed, and (3.29) results. 
2The package Mathematica can verify this, but was unable to integrate the LHS independently.
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Remark 17. 1. Setting τ(1)g = τ and taking the limit τ
(1)
g → −τ we see that (3.29) reduces to
(3.28) in keeping with the definition of S¯(G) as it relates to the covariance. The formula (3.29)
itself, with τ(1)g = −ik1, τ(1)g = ik2 has appeared in earlier work [1, 33, 7], computed directly
from (1.18) as modified to apply to the covariance; we owe [45, Eqns. (3.9) and (3.10), and
surrounding text] for knowledge of this.
2. From the asymptotic expansions used in the above proof, we see that the rate of
convergence is O(1/N2). This is in keeping with the well known fact that the loop equation
for the GUE, which relate to connected correlations for the linear statistic ∑Nj=1
1
z−λj in the
global scaling limit, permit an expansion in powers of 1/N2; see e.g. [56].
3. From the definitions, and upon a simple change of variables
1
N
〈 N
∑
j=1
eiτgλj/
√
2N
〉(G)
=
1
N
√
2N
∫ ∞
−∞
eiτgxρGUE(1) (
√
2Nx) dx.
The density on the RHS is the global scaled spectral density of the GUE, which limits to the
so-called Wigner semi-circle law (see e.g. [49])
(3.37) lim
N→∞
1
N
√
2NρGUE(1) (
√
2Nx) = ρW(x), ρW(x) =
2
pi
(1− x2)1/2χ|x|<1,
where χA = 1 for A true, χA = 0 otherwise. The result (3.27) can therefore be rewritten∫ 1
−1
eiτgxρW(x) dx =
J1(τg)
τg
,
which is well known as the exponential generating function for the moments of the Wigner
semi-circle law.
4. Denote limN→∞ S¯
(G)
N (τg/
√
2N) = S¯(G)∞ (τg). It follows from (3.28) that for τg → ∞
S¯(G)∞ (τg) =
τg
pi
+O(1).
This corresponds to the linear (referred to as a ramp in e.g. [10]) behaviour exhibited in (1.9)
and (1.12).
3.3. Bulk scaling limits with k = 2
√
2Nτb. With this scaling we have eikλj = eiτbxj , where
xj = 2
√
2Nλj. To appreciate the significance of the latter, we recall (see e.g. [21, §7.1.1])
that for the GUE in the bulk of the spectrum the mean spacing between eigenvalues is
O(1/
√
N), so the mean spacing with respect to the scaled eigenvalues {xj} is O(1) thereby
corresponding to bulk scaling — recall too the paragraph including (1.5).
Upon this scaling of k, the average (3.10) does not exhibit a well defined large N form,
rather for 0 < τb < 1 it is highly oscillatory but with amplitude proportional to N−1/2. On
the other hand, as noted in the original paper of Brézin and Hikami [4], the formula (1.20)
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allows for an easy derivation of the bulk scaling limit for S¯(G)(k) which relates to the CUE
result (1.9), while the recent work of Okuyama [46] — already crucial in our derivation of
Proposition 2 — reveals the appropriate bulk scaling generalisation of (3.29).
Proposition 18. Define
(3.38) f (L)N (X) = sin
(
2N(
√
X(1− X) +Arcsin
√
X)− pi/4
)
.
For large N, and with 0 < τb < 1, we have
(3.39)
〈 N
∑
j=1
ei2
√
2Nτbλj
〉(G)
= (4Nτ2b )
−1/2
(
2piτb
√
1− τ2b
)−1/2(
fN(τ2b ) +O
( 1
N
))
.
Furthermore [4]
(3.40) lim
N→∞
1
N
S¯(G)N (2
√
2Nτb) =
{
2
pi (τb
√
(1− τ2b ) +Arcsin τb), 0 < τb < 1,
1, τb > 1,
and with γ ∈ R [46, Eq.(3.16)]
(3.41) lim
N→∞
1
N
Cov
( N
∑
j=1
eik1λj ,
N
∑
j=1
e−ik2λj
)(G)∣∣∣∣ k1=iγ/(2√2N)+2√2Nτ
k2=−iγ/(2
√
2N)+2
√
2Nτ
=
{
4
γpi
∫ τ
0 sinh(γ(1− s2)1/2) ds 0 < τ < 1,
1, τ > 1.
Proof. The large N form (3.39) follows from (3.12) upon applying a version of the Plancherel-
Rotach asymptotic formula for the Laguerre polynomials derived in [24, minor rewrite of
eqns. (3.12) & (3.13)],
(3.42) xa/2e−x/2Lan+m(x)|x=4nX = (−1)m(2pi
√
X(1− X))−1/2na/2−1/2
(
g(L)m,n(X) +O
( 1
n
))
,
g(L)m,n(X) := sin
(
2n(
√
X(1− X) +Arcsin
√
X)− (2m + a + 1)Arccos
√
X + 3pi/4
)
,
where we set a = 1, n = N, m = −1, and it is assumed 0 < X < 1.
In relation to (3.40), after changing variables t2/2 = s, it follows from (1.20) that
lim
N→∞
1
N
S¯(G)N (2
√
2Nτb) = lim
N→∞
∫ τ2b
0
4ρLUE(1) (4Ns)
∣∣∣
a=0
ds.
But with ρMP(x) denoting the particular Marc˘enko–Pastur density
ρMP(x) =
2
pix1/2
(1− x)1/2χ0<x<1,
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we have [49]
lim
N→∞
4ρLUE(1) (4Ns)
∣∣∣
a=0
= ρMP(s).
Substituting and evaluating the integral gives (3.40).
It remains to consider (3.41). According to (1.23), after changing variables s 7→ s −
iγ/(2
√
2N), then s 7→ 2√2N in the integral therein,
(3.43)
1
N
Cov
( N
∑
j=1
eik1λj ,
N
∑
j=1
e−ik2λj
)(G)∣∣∣∣ k1=iγ/(2√2N)+2√2Nτ
k2=−iγ/(2
√
2N)+2
√
2Nτ
=
2
√
2N
N
∫ τ
0
H(L)(2
√
2N(s + iγ/8N, 2
√
2N(s− iγ/8N)) ds.
Set
t1 = 2
√
2N(s + iγ/8N), t2 = 2
√
2N(s− iγ/8N).
We see from the final equality in (3.19) and the definition (1.22) that
(3.44) H(L)(t1, t2) = − (2N)
3/2
γ
e−t
2
1/4−t22/4Im
(
L(0)N (t
2
1/2)L
(0)
N−1(t
2
2/2)
)
.
Consider first the range 0 < τ < 1. Making use of the Plancherel-Rotach asymptotic
formula (3.42) with a = 0, n = N, m = 0,−1, expanding the term proportional to N in the
cosine there according to(√
X(1− X) +Arcsin
√
X
)∣∣∣
X=s2+isγ/4N
= s
√
1− s2 +Arcsin s + iγ
4N
(1− s2)1/2 +O
( 1
N2
)
,
and making use too of a simple trigonometric identity shows
(3.45) − Im
(
L(0)N (t
2
1/2)L
(0)
N−1(t
2
2/2)
)
=
1
4piNs
√
1− s2
(
cos
(
iγ(1− s2)1/2 − 2Arccos s
)
− cos(Nv(s)) +O
( 1
N
))
.
The explicit form of the function v(s) follows from the above working, however the only
property we require is that it is bounded and linear in s for small s. Substituting (3.45) in
(3.44), then substituting the result in (3.43), from the aforementioned property of v(s), we
see that the term involving cos Nv(s) contributed O(1/N) to the integral relative to the
other trigonometric term in (3.45). Thus for large N the LHS of (3.43) equals
(3.46)
2
piγs
√
1− s2 Im
∫ τ
0
cos
(
(iγ(1− s2)1/2 − 2Arccos s
)
ds +O(N−1).
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Simplification gives the functional form in (3.41).
The result (3.41) for the range τ > 1 follows from the result for τ = 1, since for s > 1 the
appropriate version of the Plancherel-Rotach asymptotic formula [42] tells us that (3.45) is
exponentially small in N.

Remark 19. 1. The asymptotic formula of the final sentence in the above proof tells us that
the average in (3.39) for τg > 1 tends to zero exponentially fast in N. Similarly, for s > 1
we know [22] that ρLUE(1) (4Ns) is exponentially small in N, and the limiting value of unity
in (3.40) is approached exponentially fast. The explicit form of the correction terms in this
context are discussed in [47]. In contrast, from Götze and Tikhomirov [34], we know that
for any fixed value of the Laguerre parameter a,
sup
x
∣∣∣4 ∫ x
0
ρLUE(1) (4Ns)ds−
∫ x
0
ρMP(u) du
∣∣∣ ≤ C
N
for some C > 0, independent of N, which is furthermore optimal. Hence the limiting value
in (3.40) for 0 < τ < 1 is approached at a rate O(1/N).
2. The working in [46] leading to (3.41) did not make use of (3.26) — although derived in
the same paper — but rather proceeded by extending heuristic working based on the double
integral form the covariance (3.25), used previously in [4, 41].
3.4. Soft edge scaling limits k =
√
2N1/2iγ. The neighbourhood of the largest eigenvalue
in the GUE gives rise to a well defined determinantal point process upon the change of
variables λj =
√
2N + xj/(
√
2N1/6), and taking the limit N → ∞. Motivating this choice
are the facts that the largest eigenvalue to leading order is equal to
√
2N, with neighbouring
eigenvalues separated on a scale of order 1/N1/6 [17]. In the variables {xj}, the eigenvalue
density increases like
√|x|/pi as x → −∞ (see [21, Eq. (7.69)]) which is consistent with the
functional form of the Wigner semi-circle density (3.37) at the edge, while there is a decay
of leading order exp(−4x3/2/3) for x → ∞. This latter feature gives rise to the terminology
of a soft edge. The asymptotics follow from the explicit form of the correlation kernel [17],
(3.47) Ksoft(x, y) =
Ai(x)Ai′(y)−Ai(y)Ai′(x)
x− y ,
which implies
(3.48) ρsoft(1) (x) = −x(Ai(x))2 + (Ai′(x))2.
RANDOM MATRIX ENSEMBLES AND THE STRUCTURE FUNCTION 29
Averages and covariances are defined in terms of the correlations as determined by (3.47).
In particular
〈eγx〉soft =
∫ ∞
−∞
eγxρsoft(1) (x) dx(3.49)
Cov (eγ1x, eγ2y)soft =
∫
R2
(eγ1x − eγ1y)(eγ2x − eγ2y)
(
Ksoft(x, y)
)2
dxdy(3.50)
which for convergence require that the parameters γ,γ1,γ2 be positive. Interest in the
quantities (3.49), (3.50) first came about as generating functions relating to intersection
numbers on the moduli space of certain families of algebraic curves [44]. Direct calculation
based on an integral formula for (3.47)
(3.51) Ksoft(x, y) =
∫ ∞
0
Ai(x + t)Ai(y + t) dt
allows for the evaluations
〈eγx〉soft = e
γ3/12
2
√
piγ3/2
(3.52)
Cov (eγ1x, eγ2y)soft =
e(γ1+γ2)
3/12
2
√
pi(γ1 + γ2)3/2
Erf
(1
2
√
γ1γ2(γ1 + γ2)
)
;(3.53)
see [48] for a clear statement.
Our point is that these can also be related to limits of the GUE average (3.11) and
covariance (1.23). For example, from the eigenvalue scaling of the GUE specifying the soft
edge, we must have, for γ > 0
〈eγx〉soft = lim
N→∞
e−ik
√
2N
∫ ∞
−∞
eikλρ(G)
(1) (λ) dλ
∣∣∣∣
k=−iγ√2N1/6
.
Hence, from (3.11) and (3.52)
(3.54)
eγ
3/12
2
√
piγ3/2
= lim
N→∞
e−2γN
2/3
eγ
2 N1/3/2L(1)N−1(−γ2N1/3).
Using an integral representation of the Laguerre polynomial, this identity (in an equivalent
form) has been derived using a saddle point analysis by Brézin and Hikami [5].
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