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Abstract
A Unified Framework for Evaluating Algebraic Queries Over Annotated
Relations
Zahra Asadi
We study concepts and techniques for modeling and processing uncertain rela-
tions. Intuitively a piece of data is uncertain if its truth is not established definitely.
Similarly, a relation is uncertain when its true state is not ascertained. A major
source of difficulties is the semantics of uncertain relations defined based on the no-
tion of possible worlds, which is a set of standard relations one of which represents
the true state of the real world data but we don’t know which one. This has posed
serious challenges for over two decades in database and AI research, however, the
topic has gained revived attention in database community again due to some emerg-
ing applications such as sensor networks, surveys and imputation techniques, and
privacy-preserving data mining applications that require storing and processing such
data effectively. Our work is motivated by and concerned with practical issues af-
fected by the exponential number of the possible worlds. We study existing models
and techniques and consider the semiring model, a representation model of annotated
relations, to represent uncertain relations in our work. Our choice of model is justified
for being equipped with an algebra for evaluating queries over annotated relations.
We illustrate how the model lends itself to a framework to study models and algo-
rithms for both uncertain relations and probabilistic relations in a unified manner.
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Uncertain data management has been a focus in database and artificial intelligence
research for more than two decades. The field has gained a revived attention due to
the emerging of some applications such as data cleaning, data extraction, and sensor
application which generate such data [14].
Intuitively a piece of data is uncertain when its truth is not established definitely.
Similarly a relation is uncertain when its true state is not ascertained. Compared to
standard relations, where any instance of a relation is its true state, an instance of
uncertain relation represents a set of standard relations one of which is its true state
but we do not know which one. Any member of this set is called a possible world or a
possible instance. That is, the notion of possible worlds defines the correct semantics
of uncertain relations.
Uncertainty associated with data can be categorized based on uncertainty con-
structs into attribute-level or tuple-level. In the former, the value of an attribute is
1
chosen from a set of given values, resulting in different possible worlds representing
that uncertain relation. The latter imposes some constraints on the arrangement of
the tuples. In the simplest case, the constraint indicates presence or absence of the
tuples, and in the more complex cases, is about interdependency amongst the tuples.
The major challenges in modeling and processing uncertain relations stem from
their semantics as the number of possible worlds can grow exponentially in the num-
ber of tuples. To address the challenges, several representation models and query
processing techniques have been proposed.
The proposed models can be categorized into the following two main groups,
based on their expressiveness: complete and incomplete models. Complete models
are complex and nonintuitive, they can represent any set of possible worlds and they
are closed under all relational algebra (RA) operations. Incomplete models on the
other hand are simpler and less complex, and they are closed under a subset of
RA operations. Based on different representation models, different query evaluation
techniques are proposed. Some of them establish the theoretical basis in this field
and are of theoretical interest while some are of practical interest [6, 4, 14, 8, 3].
Conventional Database Management Systems (DBMS) are inadequate to uncer-
tain data. A few research prototype systems have been developed to manage uncer-
tain data. Examples of such systems include the Trio system, developed at Stanford
University [3], the Orion system at Purdue [16], and MayBMS [7] at Cornell Univer-
sity. Trio considers accuracy, lineage and data as the first class citizen [3], whereas
Orion [16] has built-in support for probabilistic data. Both Trio and Orion support
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possible worlds semantics. MayBMS [7], on the other hand, is a system for managing
large uncertain and probabilistic databases. Despite the progress made in managing
uncertain data, building powerful and full fledged systems to manage such data it is
still an active research topic.
Intuitively, uncertain relations are defined based on possible worlds semantics. In
our work among different definitions accepted for probabilistic relations, we pick the
one which defines a probabilistic relation based on possible worlds semantics [4]. This
identical semantics helps us to propose a generic framework to evaluate queries over
such relations. To realize it, we choose the “semiring model” [6] as an underlying
representation model of the framework. However, in order to evaluate queries over
probabilistic relations based on our desired semantics, possible worlds semantics, the
model has been revised. In fact, the revised semiring model defines the theoretical
basis of the framework.This model allows the development of a unified framework
to evaluate algebraic queries over uncertain relations in general, and probabilistic
relations in particular. We build a running prototype of the proposed framework on
top of the PostgreSQL as a conventional DBMS.
1.1 Challenges of Uncertain Data Management
There are a number of challenges in dealing with uncertain data, described as follows.
1. Modeling: the key point is how to capture uncertainty associated with the data
while keeping the data as simple as possible. This is to be done in a way that
3
uncertain data can be managed effectively [1]. In this case, the trade off between
intuitive and incomplete models and complete and complex plays a role.
2. Query processing: processing queries over uncertain data or over integration
of such data sources poses major challenges. Most of the existing solutions
adapted standard query evaluation techniques to uncertain data. The extent
to which they could be adapted and the limitations of the existing techniques
make this area of research quite interesting and relevant.
3. Uncertain data mining: existing data mining techniques do not have enough
support for uncertain data. New algorithms and techniques are needed to take
into the account the presence of uncertainty in the data.
Among major challenges described above, our work focuses on two aspects: modeling
and query evaluation techniques. These two aspects are related in that the algorithm
and solution approaches proposed for processing queries over uncertain data depends
on the underlying representation model of the data. We will elaborate more on these
aspects and report on prototype development in Chapter 2 on background and related
works.
1.2 Approaches to Uncertain Data Management
There are two approaches to manage uncertain data. In one approach, uncertainty is
treated as a first class citizen and the DBMS is aware of, and exploits the uncertainty
in the data in storage structure and query processing techniques as well. That is,
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the query processor is aware of and manipulates uncertainty modeled in the process
of query evaluation. This is referred to as a “heavy way” approach. The second
approach, called “light way”, treats uncertainty as a second class citizen. In this
approach a standard DBMS is extended to manage uncertain data. In fact, there is
a conventional DBMS as a first layer and then, based on the model used to represent
uncertain data, a new layer is built and mounted on top of the first layer. In the
following, we compare these two approaches in terms of extendibility and usability
features.
1. Extendibility: In a “heavy weight” approach to building a DBMS for uncer-
tain data, the system is built from scratch. This means, depending on a desired
model picked for the representation of uncertain data a DBMS is developed to
support it. While this fresh start provides more opportunities for optimization
of representation structures as well as query evaluation, it requires more time,
effort, and cost to develop. An important point to keep in mind is that rep-
resentation models and formalisms of uncertain data may go through frequent
changes in order to meet different application needs. Consequently, following
this approach to develop and maintain a DBMS to manage new or revised un-
certain data models could be very expensive and time consuming in general. In
contrast, a “light weight” approach uses an existing conventional DBMS as the
first layer and then finds a suitable way to extend and adapt it to manage un-
certain data. All the missing and required functionalities will be implemented
in the application/second layer built on top of a DBMS. Compared to the first
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approach, the light weight approach provides limited opportunities for optimiza-
tion. The advantage, however, is that the changes in the representation model
to support different application needs could be handled with less effort.
2. Usability : Database users are familiar with at least one of the conventional
DBMSs. Beside, the users may need to deal with both certain and uncertain
data. It is more convenient to provide users a framework that seems familiar for
them to interact with. Such an opportunity is available with the “light weight”
approach. In contrast, DBMS built following the “heavy weight” approach does
not appreciate much the existing DBMS and tries to fulfill the tasks by its own.
One may argue that uncertain DBMS can subsume standard ones as a special
case to encourage existing DBMS users to migrate to the new DBMS. However,
it is unclear if such “dual” systems can perform on regular, certain data with
desired efficiency.
As part of this research, we follow a “light weight” approach and develop a run-
ning prototype of a framework which helps to evaluate queries over annotated data.
The framework developed interacts with PostgreSQL DBMS. The architecture of the
proposed framework, its components, and the way it interacts with PostgreSQL are
presented in Chapter 4.
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1.3 Thesis Contributions
1. We developed a generic framework for parsing and generating plans for eval-
uating queries over annotated relations. This is obtained by extending the
relational data model to represent and process annotated data based on the
“semiring provenance” formalism [6].
2. We built a running prototype of our proposed framework, which is able to eval-
uate algebraic queries over different categories of annotated relations, including
uncertain and probabilistic relations. We were concerned with correctness, effi-
ciency, ease of implementation and maintenance of the proposed framework.
3. In order to evaluate queries over probabilistic relations, without worrying about
the independence assumption, we revised the algorithms proposed in semiring
model [6] based on the work of Dalvi et al. [4].
1.4 Thesis Outline
The rest of this thesis report is organized as follows. In Chapter 2, we provide a back-
ground and review of related works on uncertain data. This includes a comprehensive
study of existing representation models and a review of query evaluation methods. In
Chapter 3, we discuss in detail the models defining the basis of our framework, and
illustrate their advantages. In Chapter 4, we present the architecture of the proposed
framework and its modules, together with technical details of our implementation. In
7
Chapter 5, we illustrate the query processing steps, and the results produced by the
framework implemented. Chapter 6 includes concluding remarks and future plans.
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Chapter 2
Background and Related Work
In this chapter we provide a background and review related literature on represen-
tation models of uncertain relations and processing queries over such data. We are
interested to better understand the balance between the expressive power of mod-
els and query processing efficiency. As we will see, an application’s needs should be
considered to determine this balance.
2.1 Uncertain Relations
We begin with the definition of uncertain relations. A relation is uncertain if its
truth is not fully ascertained. An uncertain relation can be encoded by a set of
conventional (certain) relations, called possible worlds (instances), rather than by
just a single certain relation [13]. While possible worlds is the semantics basis for
uncertain relations it is not practical due to the exponentioal number of the possible
9
worlds with respect to the number of tuples.
To illustrate the problems and issues, consider an instance of an uncertain relation
R (A, B, C) in Table 1. Suppose that the existence of some tuples in R is uncertain.
Then the standard relational data model without modification cannot represent the
simplest form of uncertainy in which presence of the tuples is uncertain. To avoid
enumeration of all possible worlds, few interesting and powerful models have been
proposed.
For this example our representation model is the extension of the relational data
model in which “?” is used to represent uncertainty about the existence of the tuples.
This is called Maybe relations [11]. In Table 1, R is a maybe relation which can be
considered as an uncertain relation also. Note that column Identifier added to the
schema of relation R is used for ease of reference and it is not part of the model.
Table 1: An Instance of Uncertain Relation R(A,B,C)
Identifier A B C Annotation
t1 a b c ?
t2 f g e
t3 d b e ?
The set of possible worlds of R is:
p1 = ft2g, p2 = ft2; t1g, p3 = ft2; t3g, and p4 = ft2; t3; t1g:
The valid question might be: what are the problems of modeling uncertain rela-
tions? We used a very simple model and we were able to represent uncertain data.
This question can be answered from two different angles: first, uncertainty associated
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with data is not always as simple as the existence of the tuples so we need expressive
enough models to capture uncertainty of different kinds. Second, we pose queries over
uncertain relations. The ideal is that, independent of a user query, the result can be
representable by the same model as the input relations. To see how easily “maybe
relations” fail let us consider the following query over R, taken from [6].
q(R) = AC((AB(R) ./ BC(R)) [ (AC(R) ./ BC(R)))
The query consists of several subqueries that should be executed in some proper
order to yield the correct result. Here we look at the result of the execution of a
subquery AB(R) ./ BC(R), illustrated in Table 2, to highlight the issues regarding
to query evaluation of uncertain relations. As before, column “Identifier” is added to
the result to facilitate referring to the tuples.
Table 2: The result of AB(R) ./ BC(R)
Identifier A B C Annotation
t1 a b c ?
t2 d b e ?
t3 f g e
t4 a b e ?
t5 d b c ?
The uncertainty captured by this model cannot go beyond the existence of the
tuples. While we need a model to capture any possible interdependency introduced
in the process of query evaluation. We can name an example of such interdependency
among the tuples of Table 2: when t1 and t2 are present then both t4 and t5 should
be also present. However, such interdependencies cannot be represented by maybe
relation. What we see here is that the model is not closed under RA operations. In
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the following section, we discuss desired features of representation models including
closure under RA operations.
2.2 Properties of Representation Models
As illustrated through the above example, one of the desired properties of a model
is being expressive enough to capture the uncertainty modeled. A natural question
related to the expressiveness of the model is that whether every possible set of re-
lation instances can be represented by the model [14]. The positive answer implies
completeness of the model. Whereas, it is said that a model M is closed under an
operation Op when applying Op on any uncertain relation in M produces an output
that is representable in M [14]. It can be inferred that if a model is closed under an
operator, the reasonable implementation would perform the operation on uncertain
relation directly rather than a set of possible worlds, see Figure 1. It shows that if R
is an uncertain relation in a model M, I(R) is a set of possible instances, and Op is an
unary operator under which M is closed, then there is an implementation so that Op
can be applied directly on R rather them every instance of R; dotted arrow says that
Op can be applied on R directly following the implementation. For every incomplete
model, there is a subset of RA operations under which the model is closed. It also
implies that if that subset is sufficient for some applications, it is better to choose
that incomplete model for the application at hand rather than a complete model. A
complete model, however, is closed under all RA operations because every operation
12
generates a finite set of instances and any set is representable in a complete model.
Figure 1: Closure Property [14]
2.2.1 Uncertainty Constructs
Uncertainty associated with the data varies from simple, alternative values for at-
tributes, to more complex that applies some constraints on the arrangement of the
tuples [14]. Technically speaking, they are called uncertainty constructs and grouped
into two categories: attribute-level and tuple-level [13, 3, 15].
The attribute level construct indicates that the value of one or more attribute(s) is
taken from a finite set of values rather than a single value [13]. The following scenario
illustrates uncertainty construct at the attribute level [3]:
Scenario1: Some people who witnessed a car accident are talking about their
observations, represented in Table 3. However, they are not certain about the model
and the color of the observed car. In Table 4 all the possible worlds are enumerated.
The tuple-level uncertainty constructs or existence constraints across tuples, are
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about absence/presence status of the entire tuple or apply some constraints to cor-
relate tuples [1, 13]. The former case, representing the absence or presence of the
tuples, gives rise to the so called “maybe” tuples or relations [3, 11], recording lack of
knowledge about the true status of the real world fact that the tuple represents for.
The latter, by adding some constraints on the tuple identifiers or variables represents
the correlation among tuples. The following scenario illustrates uncertainty construct
at the tuple level:
Scenario 2: The location of several objects reported by some sensors is represented
in Table 5 [2]. To capture such uncertainty, tuples are annotated. The annotations
apply some constraints on the tuple identifiers to express the correlation among tuples.
As an example, in Table 5, tuples t1 and t2 are reporting the location of the same
object. The object, a, cannot be located at different locations at the same time so
the annotation associated with t1 forces such constraint.
Possible worlds of the relation Observation are: p1 = ft2; t1g and p2 = ft2; t3g.
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Table 5: Obeservation [2]
Identifier Object Name Location Observer Name Annotation
t1 a (x,y) p1 t1  t3
t2 b (x,y+2) p1 t2
t3 a (z,y) p2 t3
A desired representation model should help capture uncertainty effectively, for
optimized storage structure and query processing. It should also be flexible and
adaptable to different applications. In the next section, we study different represen-
tation models, in particular focusing on expressive power, closure and completeness
properties.
2.3 Representation Models of Uncertain Relations
There have been numerous models proposed for storage structure of, and query pro-
cessing methods over uncertain data. While the main components in the existing
approaches are the same, they differ in detail. The main difference is rooted in the
way in which uncertainty is represented and stored which has direct influence on the
completeness and closure properties of the model. In what follows, we review major
proposed models and contributions.
2.3.1 Conditional Tables
Conditional tables (C-tables) [8] are one of the earliest models proposed to manage
incomplete data. In this model, every tuple is annotated with a condition in the
form of a logical expression. Since there is no restriction on the logical expressions
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and the allowed operators in the annotations, to capture uncertainty, every possible
set of relation instances can be represented in this model implying the completeness
property of the model. The direct consequence of being a complete model is being
closed under all RA operations.
The tuples of the base relations are normally annotated with a simple proposition,
a variable. While, in order to capture lineage and correlations, the annotations of
tuples in a query result could become arbitrary large and complex being referred
as a drawback of the model [3]. Consequently, reasoning about the data gets more
complicated, leaving it not suitable in practice.
The idea of using constraints to represent uncertainty proposed in C-tables [8] is
the one used in almost all proposed models. However, the research in this field has
also concentrated to overcome the drawback of C-tables, being not so practical. This
induced a hierarchy of working models, discussed next.
2.3.2 Hierarchy of Working Models
There is an inherent tension in modeling uncertain data: complete models are com-
plex and non-intuitive and incomplete models are more intuitive and simpler [13].
Incomplete models are closed under a “ subset” of RA operations. In addition, they
can represent “certain” types of uncertainty. So, they might be sufficient for some
specific applications. This is the main idea behind the hierarchy of the working mod-
els, depicted in Figure 2, [13, 14]. All the nodes, except the top, are incomplete
representation models of uncertain data. Based on the various types of constraints
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allowed in the annotation, they can capture different types of uncertainty.
In Figure 2, M stands for the model and subscript is the type of constraint allowed
in the annotation to capture tuple-level uncertainty. Whereas, the only superscript,
A, allows attribute-level uncertainty.
Figure 2: Expressiveness Property of Working Models[14]
At the lowest level, M? and MA are the models that capture the simplest type of
uncertainty; the former captures the simplest type of uncertainty at tuple-level which
is the presence/absence of the tuples and the latter models the only possible type of
attribute-level uncertainty. As we go up through the hierarchy, the expressiveness of
the models increase; in other words, they can capture more complex type of uncer-
tainty. Finally, at the top level, MAprop is the only complete model in this hierarchy in
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which any logical expression is allowed as an annotation and can model any possible
set of relations instances.
An arrow from a node X to a node Y in Figure 2 indicates that the expressive
power of these two nodes are comparable. More precisely, Y is more expressive
than X. The working models impose certain properties on the possible worlds of
uncertain relations, represented by these models, including constant cardinality, path
connectedness, unique minimum, etc. [13, 14].
The hierarchy of working models allows the users to trade off between the ex-
pressive power and the complexity of the models, in order to pick a suitable model
for the application at hand. It also proposes to develop a DBMS consisting of two
layers [14]. As the underlying logical layer, there is a complete model on top of which
one or more incomplete models are mounted as the working models. An application’s
needs dictate which working model is more suitable. The working layer provides an
abstraction that makes it easier for the users to understand, visualize, and formulate
queries [14].
Motivation for Different Working Models
As the tuples in any model M in Figure 2, except for MA are annotated with a con-
straint of the form of a logical expression, M represents a kind of C-table. However,
the constraints may range from the simplest case of Boolean variables to arbitrary
logical expressions. This variation of constraints motivates and justifies the proposed
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hierarchy of the working models [14]. Among all models, the one at top has the ex-
pressive power identical to C-table as this is the only complete model in the hierarchy.
The following example illustrates why we need different working models. In Figure
2, model M? allows “?” as an annotation. To understand the expressiveness of this
model consider the set of possible worlds given in Table 6.








Recall that M? captures presence/absence of each tuple only; it cannot capture
correlation among tuples. The question is whether there is any relation in M? whose
possible worlds are the relations given in Table 6? Let us have a closer look at the
relation Registration, depicted in Table 7.
Table 7: Registration
Identifier Name Course Annotation
t1 bob comp6521 ?
t2 bob comp6641 ?
Here are the enumerated possible worlds:
PW(Registration):f p1 = ft1; t2g, p2 = ft1g, p3 = ft2g, p4 =; }
The set of PW(Registration) is not identical to the possible worlds of Table 6
implying thatM?, as a representation model, failed to represent the uncertainty asso-
ciated with Table 6. Is there any more expressive model in the hierarchy? Absolutely
yes. In the worst case, if none of the incomplete models presented in Figure 2 is able
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to capture the uncertainty, we can choose the complete model at top to represent the
relation. An uncertain relation whose possible worlds are represented in Table 6 is
represented in Table 8.
Table 8: Registration as an Uncertain Relation
Identifier Name Course Annotation
t1 bob comp6521 (t1  t2) _ t2
t2 bob comp6641 (t1  t2) _ t1
It can be concluded that based on the uncertainty associated with the initial data,
we might decide on a working model to be the representation model. However, the
data would be queried later on, and it may introduce a new types of uncertainty that
also needs to be captured. The state transition diagram, depicted in Figure 3, is an
answer provided by the idea of the hierarchy of working models to overcome such a
problem.
A dotted arrow in Figure 3, from node X to Y labeled with RA operations in-
dicate that X is not closed under those operations. Model Y is then an immediate
model which supports those operators. That is, for each incomplete model M and its
associated closed set of RA operations, we can find uncertain database D in M and a
query Q over D such that the result of Q cannot be represented in M. Indeed, Figure
3 can be viewed as a guide to pick a working model which is expressive enough and
can answer application needs in terms of operators it supports.
The idea behind the hierarchy of models is quite interesting, however, it is more
application-oriented. In real life, it is not easy to identify an application’s needs.
Moreover, we can always expect to have new and more needs than expected.
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Figure 3: State Transition [14]
Figure 3 has more transition arrows in reality, but we focus more on some basic
operations such as join, projection, selection, and union. As an example of drawback
of working models is not being closed under join operation. As it’s shown in Figure
3, two models at the lowest level are not closed under join and the immediate next
model which supports this operation, indicated by using dotted arrows from M? to
MAprop and from MA to MAprop, is the model at top.
We rarely can find any application in which join in not necessary. No support
for join operator in any incomplete model, in addition to being application-oriented,
makes this model less practical and hence of theoretical interest.
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2.3.3 Probabilistic Relations
Here we review another type of relations that can be categorized as uncertain rela-
tions. Informally, a probabilistic relation is a relation whose tuples are associated
with probability values [4]. Similar to uncertain relations, the precise content of a
probabilistic relation is unknown and its standard semantics can be defined based on
the notion of possible worlds. We can say that a probabilistic relation is an uncertain
relation with probability distribution over the set of possible worlds.
Table 9 shows an instance of a probabilistic relation, in which the annotations are
probability values of the tuples.
Table 9: Registration as a Probabilistic Relation
Identifier Name Course Annotation
t1 bob comp6521 0.8
t2 bob comp6641 0.5
Identical to the uncertain relations, Table 9 encodes a set of possible worlds. Its
possible worlds and their associated probability values are listed in Table 10.
Table 10: Possible Worlds of Registration and Their Associated Probabilities
Possible Worlds Probability Value
P1 = ft1; t2g 0.4
P2 = ft1g 0.4
P3 = ft2g 0.1
P4 = fg 0.1
Note that following possible worlds semantics does not impose any constraint on
the probability values of the tuples in the initial table. However, the sum of the
probability values of all the possible worlds is always 1.
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Our work is motivated by practical issues surrounding modeling and query pro-
cessing of uncertain relations. One of our goals is to develop a framework to evaluate
queries over such relations.
We reviewed existing models to identify a suitable representation model that can
capture uncertainty of different types, and it enjoys efficient query processing tech-
niques. We also categorized the probabilistic relations with possible worlds semantics
as uncertain relations. However, none of the proposed models can represent uncertain
relations as well as probabilistic relations. First, we need to find a way to “relate”
the representation models of these two types of relations. This is studied in the next
section.
A Representation Model for The Probabilistic Relations
Dalvi et al. [4] propose a representation model for probabilistic relations in which
tuples are annotated with event variables rather than probability values. In other
words, for a set of possible worlds and their associated probabilities, there is an
equivalent probabilistic relation in which tuples are annotated with event variables.
The model is a complete model because for any possible set of relation instances and
their associated probability values, there is a probabilistic relation. We explain the
model briefly in the following.
The model introduces atomic event variables. The number of these variables is one
less than the number of possible worlds. There is an assignment algorithm which runs
recursively to associate with every possible world a logical expression over the event
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variables. It also computes the probability of the event variables. Then, on the basis of
membership of tuples to possible worlds, it identifies the logical expression associated
with every tuple. Finally, the probability values of the tuples are determined using
the probabilities of the event variables [4]. The steps are illustrated in the following
example.
The input is the set of possible worlds and their associated probabilities shown in
Table 10, and the output is an equivalent probabilistic relation consisting of tuples
associated with event variables shown in Table 11. As there are four possible worlds,
the number of event variables is three: e1; e2; e3. Then the assignment algorithm is
applied which results in, shown graphically in Figure 4:
fw(P1) = e1 ^ e2, fw(P2) =e1 ^ :e2, fw(P3) =e3 ^ :e1, fw(P4) =:e3 ^ :e1.
While assigning logical expression of event variables to the possible worlds, the
probability of event variables is computed.
The probability values associated with event variables are:
p(e1) = 0:8; p(e2) = 0:5; p(e3) = 0:5
Finally, based on the membership of tuples to possible worlds, the event variables
associated with tuples are generated which results in a probabilistic relation shown
in Table 11.
Table 11: Registration Represented in the model proposed in [4]
Identifier Name Course Annotation
t1 bob comp6521 e1
t2 bob comp6641 (e1 ^ e2) _ (:e1 ^ e3)
As pointed out earlier, uncertain relations and probabilistic relations are defined
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Figure 4: The Assignment of Event Variables to Possible Worlds
based on the same semantics, the so called possible worlds. Following the representa-
tion model proposed in [4] for probabilistic relations, the content of the annotations of
the tuples are logical expressions similar to uncertain relations. That is, every tuple
in every relation instance is associated with a logical expression over event variables
in the case of probabilistic relations, and over tuple identifiers, variables, in the case of
uncertain relations. Our next step is to find a representation model for probabilistic
and uncertain relations which leads to efficient query processing techniques.
2.3.4 Semiring Model
The aforementioned different representation models proposed extending the standard
relational data model with annotations to capture either uncertainty or probability.
The “semiring model” proposed by Green et al. [6] represents annotated relations
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which are not only limited to probabilistic and uncertain relations but also relations
with bag/multiset, or provenance semantics.
The model is rich and deserves more investigation. In particular, the model is
equipped with an algebraic structure to represent the annotation [6] . “Such a struc-
ture consists of a set together with one or more binary operations, which are required
to satisfy certain axioms [9].” This makes the semiring model practically interesting
to explore.
The algebraic structure proposed to capture uncertainty is “commutative semir-
ing”. The authors argue that RA operations can be extended strongly identical to the
basic algorithms of semiring [6] implying efficient query processing techniques. The
model is closed under a subset of RA operations such as projection, selection, union
and join which are RA operations of our interest. In what follows, first query eval-
uation of uncertain data will be discussed and then we will relate it to the semiring
model in order to realize all the strengths and weaknesses of the model in terms of
query processing.
2.4 Query Evaluation over Uncertain Relations
So far we discussed the issues surrounding representation models of uncertain rela-
tions. Now, we focus on issues related to processing queries over such data. First, we
begin with the semantics of query evaluation over such data, illustrated in Figure 5.
As it is illustrated in Figure 5, Possible worlds of two uncertain relations, PW(R)
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Figure 5: Semantics of Queries Evaluation Over Uncertain Relations
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and PW(S), are given. There is a model M which can model uncertainty associated
with the initial relations. So we can get two uncertain relations, R’ and S’, which
encode the possible worlds that we started with. The model is also closed under a
subset of RA operations involved in the query Q. The closure of the model under that
subset guarantees that there is reasonable algorithms for every involved operation so
that Q can be applied directly over R’ and S’ rather than their own possible worlds. It
also affirms the fact that query result can be represented by the model M as the initials
relations. The reason that DB query engine is demonstrated by a black cube is that
the implementation of RA operations are model-dependent. That is, the choice of
model has a major influence on the way RA operations are extended. In what follows
some terms are introduced and query processing of uncertain relations is studied in
detail.
Query evaluation over uncertain data can be discussed based on two different
semantics: intentional semantics and extensional semantics [4]. Intentional semantics
is like a validation test that indicates what is expected to get as a query result, by
applying the query over every possible world of the involved relations. However, it
is not of practical interest due to the exponential number of possible worlds with
respect to the number of tuples. Extensional semantics on the other hand is not
worried about the semantics and evaluates a query when assured of the query results
being correct. The question is how to be assured that the query result is correct? The
answer is the closure of the model by which initial relations are represented under
RA operations involved in the query.
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Indeed, the closure of the model under some RA operations implies that we could
have an effective algorithms for those operations such that the query is evaluated over
uncertain relations as are, rather than evaluating the queries over a set of possible
worlds. As discussed before, this is shown in Figure 5 where we apply query Q(R’,S’)
directly over R’ and S’ because of the closure of the model M under which the initial
relations are represented under all the RA operations involved in query Q.
One may argue that, independent of the kind of manipulation done over the data,
the result would be a set of possible worlds and completeness of a model guarantees
that this set can be represented by the model. In other words, a complete model is
closed under all RA operations implying that there should be a reasonable implemen-
tation for every RA operations in the complete model which allows the query to be
evaluated directly.
However, in practice neither C-tables norMAprop , at top of the hierarchy of working
models, is closed under all the RA operations and none of the proposed models are
as expressive as the standard relational data model. Indeed, based on the properties
of the representation model, RA operations should be extended to ensure that the
underlying processing techniques manipulate the annotations properly. Development
of such algorithms in practice has been a challenge and difficult to always guarantee.
Based on the discussions in this section, the issues of modeling and query process-
ing are both challenging for uncertain and probabilistic relations. In addition these
two issues have to be studied together and balanced. In the following, we study how
semiring model is evaluated in terms of query evaluation since it is chosen as our
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representation model.
2.4.1 Semiring Model and Query Evaluation
Query evaluation may be done entirely by the query processing module of a DBMS
and/or possibly additional processing in the application module. The goal is to extend
the modeling and processing capabilities of a conventional relational DBMS to develop
a “suitable framework” to manage annotated relations. In the following, we explain
how to use the semiring model to contribute to this goal.
Green et al. [6] proposed semiring as the algebraic structure to represent and ma-
nipulate annotations in annotated relations including uncertain relations and prob-
abilistic relations. They define a subset of RA operations that can be extended
efficiently in this model, thanks to the algebraic structure defined. Consequently, the
model as a whole can respond to almost all our needs to realize the framework to
evaluate queries over uncertain and probabilistic relations.
However, for probabilistic relations, the model follows the definition and algorithm
proposed by Fuhr et al. [5] in order to derive annotations and compute their associated
probabilities which is not an adequate model to meet our goals. Therefore, we apply
the model proposed by Dalvi et al. [4] in the category of probabilistic relations. In
other words, we redress the algorithms proposed by semiring model using Dalvi et
al. [4] proposal. This leads to the discovery of this fact that not only probabilistic
relations and uncertain relations follow the same so called “possible worlds semantics”
but also the algorithms involved to manipulate annotation in order to extend RA
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operations are the same. This defines the theoretical basis of our work which will be
discussed in the next chapter by providing some motivating examples and elaborating




As discussed in Chapter 2, none of the incomplete models in the hierarchy of working
models are closed under the join operation, and as such they are not suitable in our
context. On the other hand C-table [8] is a complete model and as expressive asMAprop
in the hierarchy of working models, and the RA operations of uncertain relations in
semiring model, the representation model of the proposed framework, are extended
according to the algorithms proposed in C-table. So in the category of uncertain
relations, semiring model is a good choice.
However, we are interested in probabilistic relations defined based on possible
worlds semantics also. Semiring model is a representation model of probabilistic re-
lations too, but the RA operations are extended based on the algorithms proposed
in [5] which does not follow so-called possible worlds notations. To compensate, we
integrate the algorithms proposed by Green et al. [6] to semiring model. This manip-
ulation in semiring model leads to an identical semiring extending RA operations of
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uncertain relations as well as that of probabilistic relations and contributing to the
unification of query evaluation over aforementioned relations.
Once the theoretical basis of the framework was established, we built a running
prototype of the proposed framework. In the rest of this chapter, we discuss in
detail about the models that are the basis of our framework. The two models named
“semiring model” [6] and “probabilistic relations” [4] are explained. Some motivating
examples related to each of them are then provided to bring better understanding of
the models and motivate our work.
3.1 Provenance Semiring Model
The idea of this model is that “there is a comprehensive representation model that
uses semiring of polynomials in order to model different types of annotated rela-
tions including uncertain relations, probabilistic relations, bag semantics and how-
provenance” [6]. We begin with the definition of the semiring model and explain
why the choice of commutative semiring as an algebraic structure can contribute to
development of a unified framework for evaluating algebraic queries correctly and
efficiently.
3.1.1 Commutative Semiring
A semiring is a set R equipped with two binary operations, + and . , called addition
and multiplication [9] and satisfies the following conditions.
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1. (R,+,0) is a commutative monoid with the identity element 0 2 R, such that 8




2. (R,.,1) is a monoid with the identity element 1 2 R, such that 8 a, b,c 2 R:
 a.1=1.a=a
 a.(b.c)=(a.b).c
3. Multiplication left and right distributes over addition, such that 8 a, b,c 2 R:
 a.(b+c)=(a.b)+(a.c)
 (a+b).c=(a.c)+(b.c)
Green et al. [6] consider relational algebra calculations for annotated relations as
particular cases of the general algorithms of semiring.
3.2 Answering Queries Over Annotated Relations
In standard databases, when a query is posed against a database it is translated into
an RA expression, optimized and then executed to produce the query result. This
is different in the context of annotated relations in which RA operations are first
extended or generalized so that they can manipulate annotations correspondingly.
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The efficiency of query processing techniques relies mainly on the algorithms that
manipulate the annotations which are in turn dependent on the algebraic structure
that define the annotations. In other words, defining algebraic structure for the an-
notation provides enough flexibility to extend RA operations without being worried
about the nature and the content of the annotations. This can also lead to a uni-
fied framework to support and evaluate queries in a number of categories illustrated
through some examples in the next section.
3.2.1 Motivating Examples
Consider an annotated relation R(A,B,C), shown in Table 12, with different annota-
tion semantics. Last column is Annotation column in general, which is not part of
the schema of the relation. For better readability in each semantics we change the
name of Annotation accordingly to reflect the true semantics.
A B C Uncertainty
a b c b1
d b e b2
f g e b3
A B C Lineage
a b c p
d b e r
f g e s
A B C Multiplicity
a b c 2
d b e 5
f g e 1
A B C Probability
a b c x
d b e y
f g e z
Table 12: An Instance of R in Different Semantics Categories
Also consider a query q(R) formulated over relation R.
q(R) = AC((AB(R) ./ BC(R)) [ (AC(R) ./ BC(R)))
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The semiring model is closed under selection (), projection (), join (./), and
union ([).
Also note that the query q(R) includes the RA operations under which the model
is closed. So, the RA operations are applied directly on the current relation instance
involved, without requiring the enumeration of the possible worlds for those categories
of semantics and the query result is then generated
Let us review the query result of q(R) where R is an instance of annotated relations
in different semantics.
First, we start with an instance of R as an uncertain relation. The query result is
illustrated in Table 13. In this category, annotations capture uncertainty which are
tuple identifiers or variables in the simplest form or any arbitrary logical expression in
more complex form. In addition, the way in which the annotations are manipulated
provides enough expressiveness to the model so that any possible type of uncertainty
introduced in the process of query evaluation can be also captured.







When R is a probabilistic relation, the query result is shown in Table 14. In
this category of relations, annotations represent event variables (EV), which could
be a simple or a complex one. Let us elaborate more on this: If the input relations
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are probabilistic relations, the EVs are always simple as probability values are re-
placed with EVs to make intensional query evaluation semantics possible. However,
as pointed out earlier any set of possible worlds and their associated probabilities
can be represented as a probabilistic relation. To capture the correct semantics of
possible worlds, complex EVs may be introduced.







In the category of probabilistic relations, the extended RA operations introduced
by Green et al. [6] are not based on possible worlds semantics but rather they use
the algorithms proposed in [5]. However, for different reasons as explained earlier
including considering probabilistic relations as a specific type of uncertain relations
with possible worlds semantics, and not having independence assumption in query
evaluation process we follow the algorithms proposed by Dalvi et al. [4] which will be
explained in detail later in this chapter.
In the following we will look into the query results of two more categories with
bag and how-provenance semantics. Although, their semantics is not the focus of this
work, they can be considered as examples to reconfirm the unification obtained by
semiring model.
The query result when R is a relation with bag semantics is shown in Table 15.
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In this category, due to the semantics annotations represent the multiplicity of every
tuple in the relation instance.







The result of query q(R), when R is an instance of how-provenance relation is
depicted in Table 16. In such relations, the annotations indicate not only the con-
tributing tuples but also the way in which they contribute to query result. To capture
and represent this semantics, semiring of polynomials is introduced as the algebraic
structure of the annotations.





d e 2r2 + rs
f e 2s2 + rs
Observation: By dividing the content of the annotated relations into “pure data”
and “annotation” parts, we note that pure data of the query result in any category
is the same. The annotations on the other hand are different and defined based on
the semantics of the relations category. This implies that query can be evaluated on
“pure data” in a uniformed way however, we need to perform the manipulation of
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annotations properly. The following section explains how this could be also done in
a uniformed way.
3.3 Positive Relational Algebra in Semiring Model
In relational data model, tuples are defined as a function t: U ! D, where U is a
finite set of attributes and D is a domain of values. Following [6], we refer to these
relations as standard relations and tuples belonging to these relations as U-tuples.
To be able to generalize this definition for annotated relations, K-relations in which
tuples are tagged with elements of K, the set of all U-tuples are called U-Tup and R
as an annotated relation is defined as R: U   Tup! K [6]. In K-relations based on
the elements of K, some cases may occur where R(t)=0 so to figure out the tuples of
every relation its support is defined following [6]: supp(R)={t | R(t) 6= 0g
By this introduction on K-relations, the positive relational algebra operators are
then defined as follows [6]:
Definition: Suppose (K, +, ., 0, 1) is an algebraic structure in which + and . are
two binary operators, and 0 and 1 are two distinct elements in K [6]:
empty relation  :U-Tup ! K such that (t) = 0
union R1 and R2 : R1 [R2 :U-Tup! K is definded as
(R1 [R2)(t) = R1(t) +R2(t)






selection R: the selection  on predicate P maps every U-tuple to either 0 or 1,
i.e p(R) :U ! K is defined as (p(R))(t) = R(t):P (t)
natural join Ri :Ui ! K i=1,2 , R1 ./ R2 is the K-relation over U1 [ U2 defined
by: (R1 ./ R2)(t) = R1(t1):R2(t2) so that t1 = t on U1 and t2 = t on U2
The above definitions are keys to unify positive relational algebra operators for
different categories of annotated relations [6].
For every category we need to define a semiring consisting of an appropriate set
of values and two binary operators plus two identity elements. Below are different
semirings based on different semantics [6]:
Set semantics, Standard relations: (B, _, ^, false, true)
Bag semantics, Multiset category: (N,+, . ,0,1)
Algebra on C-tables, Uncertain relations category: (set of Boolean expres-
sions, _, ^, false, true)
Lineage/How-provenance, How-provenance category: (N[X], +, . ,0,1)
First, let us see how positive RA is defined over probabilistic relations following [5]
in semiring model [6]:
Algebra on event tables, Probabilistic relations category:((
);[;\; ;
)
However, we do not consider it as an underlying algorithm to evaluate queries over
probabilistic relations in order to develop our framework. Because event tables [5], as
a representation model for probabilistic relations, do not conforme to possible worlds
semantics. So, they cannot contribute to the unified framework which we are looking
for.
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On the other hand, probabilistic relations in [4] not only follow possible worlds
semantics but also the algebra defined to evaluate queries over such relations is totally
compatible with the algebra defined in C-tables to evaluate queries over uncertain
relations.
Following such algorithms, the independence assumption of the tuples during the
query processing which is made often in other representation models for probabilistic
relations is not necessary. As the proposed algorithms can capture any possible
interdependency introduced during query processing.
By revising semiring model [6] in the category of probabilistic relations and redress
the corresponding algorithms by the algorithms proposed in [4] we get the following
semiring:
Algebra on EVs, Probabilistic relations category: (set of Boolean expres-
sions, _;^, false, true)
As expected, this revision made the algebra defined for probabilistic relations
and uncertain relation identical. This defines the theoretical basis of the unified
framework. In what follows we look into the probabilistic relations proposed by Dalvi
et al. [4] and different query evaluation semantics over probabilistic relations.
3.4 Probabilistic Relations Model
In probabilistic databases, each tuple has a probability of belonging to a relation
in the database [4]. On the other hand the semantics of such relations is defined
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by the notion of possible worlds. It can be implied that probabilistic relations are
uncertain relations in which probability values are associated with possible worlds.
In what follows, we explain how query evaluation semantics of probabilistic relations
proposed by Dalvi et al. [4] can yield correct query result. To define the basis of our
framework, we adapted them to be integrated with semiring model [6].
3.4.1 Answering Queries Over Probabilistic Relations
In probabilistic relations, tuples are annotated with probability values [4, 5]. It is
often assumed that tuples in a relation instance are independent which is true for
base relations that is, tuples stored in database relations. However, tuples in a query
result may not be independent as lots of interdependency amongst tuples during
query evaluation process may occur making this assumption invalid. In what follows,
we first show how a query is evaluated in semiring model when the input relations
are probabilistic through an example. We then evaluate the same query following
different semantics proposed in probabilistic relations. This will justify the revision
of the algorithms to evaluate queries over probabilistic relations in semiring model [6]
based on the algorithms proposed by Dalvi et al. [4].
3.4.2 Motivating Examples
Consider database D in Table 17 consisting of two probabilistic relations S and T.
The query q(Sp; T p)=D(Sp ./B=C T p):
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Table 17: A Probabilistic Database D={Sp; T pg[6]
Identifier A B Pr
s1 m 1 0.8
s2 n 1 0.5
Identifier C D Pr
t1 1 p 0.6
Query Evaluation in Semiring Model
In the semiring model, RA operations for probabilistic relations are extended based
on the algorithms proposed for event tables [5]. Following such algorithms the result
of q(Sp; T p) is shown in Table 18.
Table 18: Sp ./B=C T p , D(Sp ./B=C T p) In Semiring Model
A B C D Annotation Pr
m 1 1 p s1 \ t1 0:8  0:6 = 0:48
n 1 1 p s2 \ t1 0:5  0:6 = 0:3
D Annotation Pr
p (s1 \ t1) [ (s2 \ t1) 0.48+0.3-0.14=0.64
Query Evaluation Following Possible Worlds Semantics
As pointed out earlier, in probabilistic relations proposed in [4], possible worlds is
considered as semantics basis. In what follows, we show the query result while this
semantics is followed. To do so, we begin with enumerating all the possible worlds of
database D in Table 17 and computing their associated probability values shown in
Table 19. We then evaluate q(Sp; T p).
Query result obtained following possible worlds semantics is depicted in Table 20.
Note that the probabilities of the Tuples in table 20 are computed based on the
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Table 19: Possible Worlds and their Associated Probabilities
Possible instances Probability
D1 = fs1; s2; t1g 0:8  0:5  0:6 = 0:24
D2 = fs1; t1g 0:8  (1  0:5)  0:6 = 0:24
D3 = fs2; t1g (1  0:8)  0:5  0:6 = 0:06
D4 = fs1; s2g 0:8  0:5  (1  0:6) = 0:16
D5 = fs1g 0:8  (1  0:5)  (1  0:6) = 0:16
D6 = fs2g (1  0:8)  0:5  (1  0:6) = 0:04
D7 = ft1g (1  0:8)  (1  0:5)  0:6 = 0:06
D8 = fg (1  0:8)  (1  0:5)  (1  0:6) = 0:04
Table 20: Sp ./B=C T p , D(Sp ./B=C T p) In Possible Worlds Semantics
A B C D Pr
m 1 1 p P(D1) + P (D2) = 0:48
n 1 1 p P(D1) + P (D3) = 0:3
D Pr
p P(D1) + P (D2) + P (D3) = 0:54
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summation of the probability values of those possible worlds contributing to that
tuple in the query result.
Observation: The query results conforming to the proposed algorithms in Semir-
ing Model and following Possible Worlds Semantics are shown in Table 18 and Table
20 respectively. It turns out that these two results are not identical. The result
obtained following possible worlds semantics is considered to be correct as it is true
semantics of such relations. In what follows, we elaborate on query evaluation seman-
tics in probabilistic relations.
3.4.3 Extensional Semantics of Query Evaluation
In probabilistic relations, tuples are associated with probability values. To evaluate
queries over such relations, RA operations should be extended/generalized to ma-
nipulate probability values accordingly. Figure 6 shows how probability values are
manipulated by applying RA operators. The superscript “ e ” is used to refer to RA
operations in “extensional semantics evaluation”.
Figure 6: Extensional Semantics [4]
Let us consider query q(Sp; T p) introduced before, over the database D shown in
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Table 17. Table 21 shows the query result following the extensional semantics.
Table 21: Sp ./B=C T p , D(Sp ./B=C T p) In Extensional Semantics
A B C D Pr
m 1 1 p 0.8*0.6=0.48
n 1 1 p 0.5*0.6=0.3
D Pr
p (1-(1-0.48)*(1-0.3))=0.64
We observe that the query result in this semantics is not identical to the result
obtained following possible worlds semantics which is considered as the correct result.
It may be inferred that extensional query evaluation semantics cannot guarantee the
correct result. We analyze this semantics later in this chapter.
3.4.4 Intensional Semantics of Query Evaluation
Intensional semantics is a systematic way conforming to possible worlds semantics
to evaluate queries over probabilistic relations. In order to apply such semantics,
probability values of tuples are replaced with EVs which are then manipulated in
the process of query evaluation accordingly. Interestingly the algebra proposed by
Dalvi et al. [4] to manipulate EVs shown in Figure 7 is identical to algebra proposed
in C-table [8] to manipulate logical expressions associated with tuples of uncertain
relations. In Figure 7, superscript “ i ” is used to refer to RA operations in “intensional
semantics evaluation”.
Let us evaluate query q(Sp; T p) introduced before, over D shown in Table 17. To
do so, probability values first are replaced with EVs shown in Table 22. EVs are then
manipulated based on the algebra defined in Figure 7 shown in Table 23. Finally, to
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Figure 7: Intensional Semantics [4]
compute the real probability values associated with tuples of the query result truth
assignment tables of all EVs involved is necessary. Let us see the steps as following:
First Step: Probability values are replaced with EVs.






Second Step: EVs are manipulated based on the algebra defined in Figure 7.
Table 23: Sp ./B=C T p , D(Sp ./B=C T p) In Intensional Semantics
Identifier A B C D EV
t1 m 1 1 p (e1 ^ e3)
t2 n 1 1 p (e2 ^ e3)
Identifier D EV
r1 P (e1^e3)_(e2^e3)
Third Step: The truth assignment table of all EVs involved in the query result is
necessary shown in Table 24. In addition, the probability of each row of the table
based on the probability values of EVs is computed.
Fourth Step: Finally the probability values associated with EVs of Table 23 are
computed. Every tuple is associated with EV, and in some rows of truth assignment
table EV is evaluated to TRUE. In fact, to compute the probability of each tuple,
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Table 24: Truth Assignment Table
Identifier e1 e2 e3 Pr
r1 0 0 0 (1-0.8)*(1-0.5)*(1-0.6)=0.04
r2 0 0 1 (1-0.8)*(1-0.5)*(0.6)=0.06
r3 0 1 0 (1-0.8)*(0.5)*(1-0.6)=0.04
r4 0 1 1 (1  0:8)  (0:5)  (0:6) = 0:06
r5 1 0 0 (0.8)*(1-0.5)*(1-0.6)=0.16
r6 1 0 1 (0:8)  (1  0:5)  (0:6) = 0:24
r7 1 1 0 (0.8)*(0.5)*(1-0.6)=0.16
r8 1 1 1 (0:8)  (0:5)  (0:6) = 0:24
we add up the probability values of truth assignment table’s rows in which EV is
evaluated to TRUE. As an example, tuple t1 in Table 23 is annotated with EV=(e1^
e3). This EV expression is evaluated to TRUE in two rows of truth assignment table
shown in Table 24 that are r6 and r8. That’s why to compute the probability value
of t1 in Table 25 probability values of these two rows are added up.
Table 25: Final Query Result In Intensional Semantics
Identifier A B C D Pr
t1 m 1 1 p Pr(r6) + Pr(r8) = 0:48
t2 n 1 1 p Pr(r4) + Pr(r8) = 0:3
Identifier D Pr
r1 P Pr(r4) + Pr(r6) + Pr(r8) = 0:54
As it is observed, the query result is identical to the query result obtained following
possible worlds semantics as it is expected. Right now we have better sight of different
query evaluation semantics and can make better conclusion.
Discussion: Possible worlds semantics is the true semantics of probabilistic
databases, however, it is not practical due to the exponential number of the possible
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worlds in the number of tuples in the database. Intensional semantics evaluation,
on the other hand [4] is a systematic way to evaluate queries correctly, however, to
compute the real probability values associated with the tuples of the query result, we
rely on truth assignment table of EVs. The number of EVs grows exponentially in the
number of possible worlds. The number of possible worlds grows in turn exponentially
in the number of tuples. Does this imply that in intensional semantics we are also
struggling the same problem related to the exponential growth of possible worlds?
Let us name the strong points of intensional semantics evaluation. First of all, this
approach provides a systematic way to evaluate queries over probabilistic relations
based on possible worlds semantics as they are, without requiring enumeration of
all possible worlds. Second, the algebra proposed in [4] which is the basis in our
framework to redress RA operations algorithms of probabilistic relations in semiring
model [6] is powerful enough so that any possible introduced interdependency occurred
in the process of query evaluation will be captured; no independence assumption
made. Third, in real life applications the number of possible worlds is far less than
the number of tuples providing some hopes that for a range of applications this
approach is sufficient. A valid question is that are we able to do better as intensional
semantics evaluation is not the ultimate solution? To answer, we need to have some
more analysis on extensional semantics evaluation presented in the following as this
is the only efficient way to evaluate queries over probabilistic relations.
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3.4.5 Analysis of Extensional Query Evaluation
One thing is certain: extensional query evaluation does not always yield the correct
result as it is defined based on independence assumption which is not always the
case. On the other hand, there might be a category of queries that do not introduce
interdependency amongst the tuple in the process of query evaluation. This opens the
discussion regarding the types of the queries. For this purpose we first need to review
the query processing in a DBMS and then consider again q(Sp; T p) over database D
shown in Table 17.
Once a query is submitted, Query Parser component of DBMS parses the query
and generated RA expression. This expression is then optimized in Query Opti-
mizer to reduce the cost, time or space, by the help of two subcomponents that
are rule-based query optimizer and cost-based query optimizer [10]. With this intro-
duction, let us review the previous example for that two possible query plans are
considered.
(1) q(Sp; T p) = D(Sp ./B=C T p)  (2) q(Sp; T p) = D(B(Sp) ./B=C T p)
The query result of the first query plan following extensional semantics and of the
second query plan following the same semantics are shown in Table 26 and Table 27
respectively.
Table 26: Sp ./B=C T p , and Final Result(First Query Plan)
A B C D Pr
m 1 1 p 0.8*0.6=0.48




Table 27: B(Sp),(B(Sp) ./B=C T p), and Final Result(Second Query plan)
B Pr
1 (1-(1-0.8)*(1-0.5))=0.9
B C D Pr
1 1 p 0.54
D Pr
1 0.54
As it is illustrated, they are not identical. Interestingly the query result of the
second query plan shown in Table 27 agrees with the one obtained following inten-
sional semantics presented in Table 25. To be able to justify it, we need to know more
about queries. In what follows we elaborate different categories of queries proposed
in [4].
3.4.6 Types of Queries in Probabilistic Relations
To introduce different types of queries, we first need to talk about the queries in
a conventional DBMS. For every query, based on the rules stored in the rule-based
optimizer, there are some query plans that all of them yield the correct query result.
The purpose of generating so many plans is to find the one, based on the recommen-
dation of the cost-based optimizer, which is more timely and costly effective. In the
following we bring the same discussion in the context of probabilistic relations.
In probabilistic relation proposed by Dalviet al. [4], while following intensional
semantics over the subset of RA operations under which the model is closed the dis-
cussion above is valid theoretically. However, we currently don’t have any full fledged
DBMS designed to manage probabilistic relations in practice. On the other hand,
while following extensional semantics the discussion above is not even theoretically
valid. We saw a contradictory example in the previous section in which two different
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query plans yield different results.
As pointed out earlier in the discussion section of this chapter, intensional seman-
tics is not the ultimate goal. We still need to improve the query evaluation techniques
in the category of probabilistic relations. To be able to get advantage of the efficiency
of extensional semantics evaluation, queries are divided into two groups: Safe and
unsafe queries.
Safe and Unsafe Queries
Literally, safe queries are those that do not introduce any interdependency amongst
tuples in the process of query evaluation process [4]. To formally define them, RA
operations are divided into safe operations including selection () and join (./), and
unsafe operations including projection () and union ([).
In the simplest form, a query is safe if it only consists of safe operations. However,
safe queries are not only limited to this small category [4]. For a query consisting
of safe and unsafe operations, there is an algorithm to decide on the type of query.
Being safe in this case means that there is at least one safe query plan for the query.
Theoretically safe queries of either group can follow extensional semantics and the
correct query result guarantees.
For unsafe queries on the other hand there is no safe query plan and they cannot
follow extensional semantics. Let us relate the queries’ type to our framework.
In our framework, we cannot rely on rule-based optimizer of PostgreSQL, the
DBMS on top of that our framework is built, to generate query plans as we are
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extending the RA operations supported by our framework. To generate the query
plan, some predefined rules based on our grammar are followed yielding a unique
query plan. This fact at first place says that if a query includes unsafe operations
is considered as unsafe. In other word, because of the limitation of the framework,
the exact class of unsafe queries cannot be identified. That is, if a query consists of
safe operations is safe and extensional semantics is applied to evaluate queries over
such queries. If not, intensional semantics yields the correct query result at the cost
of generating truth assignment table.
To sum up this chapter, we chose semiring model proposed by Green et al. [6]
as the basis of our framework and revised the proposed algorithms [5]to evaluate
queries over probabilistic relations based on the intensional semantics and extensional
semantics dictated by query’s type [4]. This resulted in a unified way to evaluate
queries over uncertain relations and probabilistic relations and very efficient way
to evaluate safe queries over probabilistic relations. The details of the framework
architecture and its modules are provided in the next chapter.
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Chapter 4
Architecture Design of the
Framework
In this chapter we present the architecture design and the modules of the proposed
framework, built on top of PostgreSQL following a “light weight” approach. We begin
with a general review of query processing architecture in a typical relational DBMS.
Then, we introduce the modules of our framework and explain how they interact with
each other and with the PostgreSQL engine.
4.1 Query Processing Architecture
The architecture of a typical DBMS is illustrated in Figure 8. Given a SQL statement,
the main tasks of SQL Parser are to first check the syntax of the query and then
to resolve the names and references and finally to convert it into the internal format
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used by the optimizer. If a query parses, then the internal format of the query is
passed for further processing.
Figure 8: Typical Query Processing Architecture [10]
The job of a Query Optimizer is to transform an internal representation into
an efficient query plan for executing the query. There is a module called query plan
generator inside the optimizer which is a rule-based optimizer generating different
query plans according to the stored rules. Cost Estimator on the other hand is a
cost-based optimizer which uses the statistics maintained by DBMS to estimate the
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cost of the execution of every plan [10]. Query Optimizer can propose a single plan to
evaluate RA expression according to the suggestion of cost estimator. The query plan
will be executed by Query Plan Interpreter and query result will be generated.
4.2 Architecture of the Proposed Framework
The architecture of the proposed framework is illustrated in Figure 9. It consists
of three major components: Query Scanner, Query Handler, and Query Processor.
They interact with each other and with PostgreSQL DBMS to evaluate queries over
annotated relations. In the following, every component will be explained in detail.
4.2.1 Query Validator
RA operations supported by our framework are extended. That is, every operation
should manipulate the annotations accordingly. However, PostgreSQL is not aware
of the extended RA operations. In other word, we cannot rely on the full strength of
PostreSQL to evaluate queries. That is why our framework intervenes in the query
evaluation process to guarantee the correctness of the query result.
In addition most probably, queries consists of some subqueries. Every subquery
has a RA operation which needs to be taken care of as part of run-time mechanisms.
To make it as fast as possible, we decided to define a grammar which is not but
almost RA notations. This grammar helps up to extract different tokens of the query
such as operands, operators and conditions very efficiently. These tokens contribute
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Figure 9: Architecture of the Proposed Framework
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to the generation of the query plan also. With this introduction, we can proceed to
the tasks defined for Query Validator module of our framework.
Query Validator is to verify the syntactically correctness of the submitted query.
First we can list some of the rules of the defined grammar and then we look into a
query posed using this grammar.
 There are some reserved letters which stand for different operations.
 The query should be fully parenthesized.
 The order of the execution of the subqueries is based on the inner-most subquery
(bracket-off first).
 In case of having the same priority, they are executed from left to right.
 The conditions should be provided accordingly, if any, with respect to the order
of the execution of the subqueries.
 There is a naming convention which should be respected while referring to the
attributes’ names of intermediate results.
example1:
X(a int, b int,c int, Uncertainty text) ,Y( b int, n char, Uncertainty text), and
Z(d int, e int, g char, k char, Uncertainty text)
Q(X,Y,Z)= ( (p (X j Y ) ) U ( s Z) )
X.a=Y.b (join condition)
X_Y_j .a, X_Y_j .b (projection condition)
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d,e (selection condition)
As it is shown through the example, grammars rules of the framework varying from
the simple parenthesis to the most complex one such as the naming convention should
be respected while posing the query . In case there are some syntactical errors, the
Query Validator throws an error and asks the user to resubmit the query. Otherwise,
the query will be sent to Query Handler as it is shown in Figure 9.
4.2.2 Query Handler
This component is to generate the query plan. It can be compared with Query
Optimizer though. However, we follow a very simple rule “bracket off first” to generate
the query plan. This component itself consists of two subcomponents described in
the following.
Query Scanner
Given a query written syntactically correct and sent from Query Validator, Query
Scanner scans the query to figure out all its tokens. That is, the query is scanned and
divided into different elements including relation names and RA operations. This is
the first step toward the generation of the query plan. We continue with the example1.
Once the Q(X,Y,Z)= ( (p (X j Y ) ) U ( s Z) ) is scanned, different tokens are divided
into three stacks which serve as input for Query Prioritizer. Here is the initial state





Stack of Conditions:{{d,e},{X_Y_j .a, X_Y_j .b},{ X.a=Y.b}}
Query Prioritizer
The major task of this component is to decide on the order of the execution of the
subqueries to guarantee the correct query result. This component interacts directly
with Query Scanner From one hand, as the inputs of its major algorithms are elements
provided by Query Scanner, and with Query Processor on the other hand which is
depicted in Figure 9. Based on the stacks provided by Query Scanner, the query plan
of the example1 turns out to be :
Figure 10: Query plan of example1
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Now, based on the query plan a subquery to be executed is rewritten as a SQL
query and is sent to Query Processor. In example1, the first subquery is select 
fromX; Y whereX:a = Y:b which is sent to Query Processor.
4.2.3 Query Processor
This is the most important component of our framework as it embodies all the al-
gorithms extending RA operations. To evaluate a query, the framework relies on
PostgreSQL and one more component called Annotation Manipulator developed
to manipulate the annotations accordingly.
As illustrated in Figure 9, this component interacts with Query Handler which
provides it a subquery to be executed. Then, PostgreSQL and Annotation Manipu-
lator interact to evaluate it correctly.
Annotation Manipulator
The users are able to choose their desired mode for the query evaluation as our frame-
work supports four different categories of annotated relations. The manipulations of
the annotations varies based on the semantics of the relations. Although the choice
of semiring provenance as an algebraic structures of the annotations offers a unifica-
tion to the model. That is, the annotations of different categories are manipulated
strongly similar.
Let us continue with the example1 in which the relations are of uncertain category.
To evaluate the first subquery, select  fromX; Y whereX:a = Y:b , that should be
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executed and is provided by Query Handler: 1) This subquery is sent to PostgreSQL
and “pure data ” is manipulated. 2) The result is then sent to Annotation Manipulator
in which the subroutines of uncertain category are called in order to manipulate the
“annotations” accordingly. 3) The intermediate result is stored under the naming
convention of the framework. 4) The name of the table containing the result is sent
to Query Handler which causes changes in the stacks maintained by Query Scanner.
This process is repeated recursively so that the final query result is generated.
Two first components of the framework Query Validator and Query Handler are
generic and “category-free”. That is, no matter to which category the relations belong,
the algorithms implemented to realize the tasks are identical. However, Annotation
Manipulator of Query Processor embodies different subroutines with respect to dif-
ferent categories.
In conclusion, the interaction of the framework’s components with each other and
PostgreSQL as a DBMS results in a running prototype of the proposed framework





In this chapter, we present the results obtained by posing the queries in our frame-
work. The framework is developed by Perl < v5; 14; 2 > as a programming language
on top of PostgreSQL 9.3 as a DBMS. In order to use the framework, we need to
install Perl and PostgrSQL on our machine. There are different IDE (Integrated
Development Environment) available for Perl to provide more facilities to run the
program easily, however, the program can also be run on any OS (Operating System)
terminal.
Our proposed framework was built to evaluate queries over different categories of
annotated relations which are: Relations with bag semantics simply called multiset,
relations with how-provenance semantics called provenance, uncertain relations and
finally probabilistic relations. In every category based on the semantics of annota-
tions, the annotations are manipulated accordingly.
The semiring model is the default representation model of the framework and
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this model is closed under a subset of RA operations so our framework can support
the same RA operations including two unary operations selection, projection and
two binary operations union, join. In the rest of this chapter, some examples in
every category are provided and the query results are generated by our framework.
Note that for readability in every category, the name of annotation column changes
accordingly to reflect the exact semantics.
5.1 Multiset
In the multiset category of annotated relations, annotations reflect the multiplicity
of the tuples, in other words bag semantics is followed. Consider the multiset T (A,
B, Multiplicity) shown in Table 28:





Let us consider examples of unary operations of selection () and projection ().
By applying unary operations on T, we obtain the following results:







To illustrate the binary operations of union ([) and join (./), consider the multiset
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R(C,D,Multiplicity) shown in Table 30.
Note that the schema of T and R are compatible so the union operation makes
sense. When the union operation ([) is applied, the attributes of the first operand is
considered as the schema of the query result.






Then we consider the queries T [ R, and T ./A=C R. The results are shown in
Table 31:







T.A T.B R.C R.D Multiplicity
a b a c 54
a c a c 90
d c d c 84
We next consider queries with different operations and illustrate details of pro-
cessing such queries. Note that users will only see the final query result. Consider
multiset M (Z,Y,Multiplicity) shown in Table 32 and also consider q(M,T,R) defined
below:
q(M;T;R) = (T:A)(Z=a(M) ./Z=T:A (T [R))
To show the steps of query processing, the query q(M;T;R) is divided into sub-
queries, Z=a(M), T [R, and Z=a(M) ./Z=A (T [R), and the result of each step is
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shown in Tables 33, 34, and 35 respectively.






Step 1: Intermediate result of subquery Z=a(M) is shown in table below. To be
able to generate the query result, all intermediate results under the name convention
defined in our framework are stored. However, to not make any confusion we did not
bring the names in the following examples of this chapter.




Step 2: Similarly the intermediate result for the subquery T [R is:







Step 3: Intermediate result for Z=a(M) ./Z=T:A (T [R) is shown in Table 35.
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Table 35: The Result of Subquery Z=a(M) ./Z=T:A (T [R) in Multiset
M.Z M.Y T.A T.B Multiplicity
a c a b 24
a c a c 76
a d a b 48
a d a c 152
Step 4: The final query result obtained using the results of subqueries is shown in
table below.
Table 36: Final Query Result in Multiset
T.A Multiplicity
a 300
In the following, we pose some queries over provenance relations as a category of
annotated relations.
5.2 Provenance
In this category, annotations are the contributing tuples to the query result in addition
to the way they contribute. That is, what is captured is not why-provenance but it is
how-provenance. To capture such semantics semiring of polynomials is proposed. By
default the tuples of the base relations, the relations stored in the database, do not
have any annotation. However, these tuples may contribute to some query results
later. For the ease of reference, these tuples are annotated with tuple identifiers.
Consider the provenance relation T (A, B, Provenance) shown in Table 37:
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The examples of unary operations applied on relation T is shown in Table 38.







To illustrate the binary operations of union ([) and join (./), consider R(C,D,Provenance)
an instance of provenance relation shown in Table 39.






Note that the schema of T and R are compatible so we are able to apply the union
([) operation. When [ is applied, the schema of the first relation is considered as the
schema of the query result. As it is shown in Table 40, the annotations are of form of
polynomials. The addition (+) operation indicates either of the operands contributes
to that tuple in the query result. However, multiplication (.) operation indicates the
presence of both operands can result to that tuple in the query result. Let up pose
the queries T [R and T ./A=C R over the database D including R and T. The results
are shown in Table 40.
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T.A T.B R.C R.D Provenance
a b a c s.x
a c a c r.x
d c d c m.w
Let M (Z,Y,Provenance) be the provenance relation shown in Table 41.






Consider the query q(R; T;M) = T:A(Z=a(M) ./Z=T:A (T[R)) over the database
D. The query is divided into subqueries and the result of each step is shown respec-
tively. Note that, we apply the same query over an identical set of relations with
different semantics. Apart from the annotations, the query results remain the same.
Step 1: The intermediate result for the subquery Z=aM is shown in Table 42.




Steps 2 & 3: The results of subqueries T [R and Z=a(M) ./(Z=T:A) (T [R) are
shown in Tables 43 and 44 respectively.
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Table 44: The Result of Subquery Z=a(M) ./Z=T:A (T [R) in Provenance
M.Z M.Y T.A T.B Provenance
a c a b u.s
a c a c u.r+u.x
a d a b q.s
a d a c q.r+q.x
Step 4: The final query result obtained using the results of subqueries is shown in
Table 45.




In this category, the annotations of the tuples capture the uncertainty associated with
the data. In the simplest form when there is no interdependency among the tuples
and only the presence of the tuples is uncertain, annotation is a literal which can be
interpreted as the tuple’s ID. Consider the uncertain relation T (A, B, Uncertainty)
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shown in Table 46:





The examples of some queries including unary operations on relation T shown in
Table 47.







Note that the annotations in this category are manipulated based on the algebra
proposed in C-table [8]. To illustrate examples of the queries including the binary
operations of union ([) and join (./), consider R(C,D,Uncertainty) as an uncertain
relation shown in Table 48.






Then we consider the queries T [ R and T ./A=C R. The results are shown in
Table 49. The compatibility of the relations’ schema in union operation is considered.
In the result of join operation, to facilitate any referencing to the attributes, the name
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of attributes change to reflect the origins of the attributes. That is, the attributes’
names after join indicate to which relation the attributes belong.







T.A T.B R.C R.D Uncertainty
a b a c s^x
a c a c r^x
d c d c m^w
Let M (Z,Y,Uncertainty) be an uncertain relation shown in Table 50.






Let us review the steps of evaluating q(R; T;M) in our framework.
q(R; T;M) = (T:A)(Z=a(M) ./Z=T:A (T [R))
Step 1: The intermediate result for the subquery Z=aM is shown in Table 51.




Steps 2 & 3: Similarly the intermediate results for the subqueries T [ R and
Z=a(M) ./Z=T:A (T [R) are shown in Tables 52 and 53 respectively.
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Table 53: The Results of the SubqueryZ=a(M) ./Z=T:A (T [R) in Uncertain Category
M.Z M.Y T.A T.B Uncertainty
a c a b (u^s)
a c a c (u^r) _ (u ^ x)
a d a b (q^s)
a d a c (q^r) _ (q ^ x)
Step 4: The final query result obtained using the results of subqueries is shown in
Table 54.
Table 54: Final Query Result in Uncertain Category
T.A Uncertainty
a (u^s) _ ((u ^ r) _ (u ^ x)) _ (q ^ s) _ ((q ^ r) _ (q ^ x))
In the process of query evaluation, compared to other categories seen so far, the
annotations of uncertain relations get more complex making the interpretation and
reasoning about the result pretty difficult. In fact, this is the inherent tension existing
in the modeling of uncertain data which was discussed earlier. Incomplete models are
very limited in terms of uncertainty that they can capture as well as the RA operations
that they support . On the other hand, complete models like C-table [8] based on
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that RA operations are extended in the semiring model, the representation model of
the framework, are more expressive at the expense of being complex.
5.4 Probabilistic Relations
As the last category of annotated relations, we consider probabilistic relations. An-
notations of the relations in this category are the probabilities associated with the
tuples. In order to evaluate queries, we follow intentional semantics or extensional
semantics based on the type of the query. Safe queries consist of only safe operators
that are join (./) and selection () and they can be evaluated following extensional se-
mantics. Unsafe queries on the other hand include at least one of the unsafe operators
which are projection () and union ([) and they are evaluated following intensional
semantics. We elaborate more on these two semantics through the examples. Con-
sider the probabilistic relation T (A, B, Probability) shown in Table 55. Column EV
is randomly generated and added to the relation in order to be used in the process of
intensional query evaluation.





A B Probability EV
a b 0.8 T_34
a c 0.4 T_18
d c 0.3 T_78
Consider the query q(T ) = A(T ) which is an unsafe query because of an unsafe
operation involved. So extensional semantics evaluation is followed. That is, instead
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of manipulating the probability values directly we first maintain the annotations
(EVs) in the process of query evaluation. Evs are then converted to real probability
values based on truth assignment table. As an example of conversion from EVs to
probability values is already provided in Chapter 3 we do not bring truth assignment
table but the final result. The result is shown in Table 56.







Now, let us consider another query q(T ) = B=c(T ) belonging to safe queries. The
query result is evaluated following extensional semantics which is far easier than in-
tensional semantics. That is, the probability values are manipulated directly without
requiring to maintain EVs. The result is shown in Table 57.




As discussed before, notion of possible worlds defines the semantics of probabilistic
relations. Once a query is evaluated, we are able to compute the probability values
of possible worlds of the query result. To make it clear we enumerate all the possible
worlds of Table 56 in addition to their associated probabilities. This is shown in the
Table 58. Note that enumerating possible worlds of the query result in addition to
the computation of their associated probability values is not part of the framework.
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This may be only of theoretical interest.
Table 58: Possible Worlds of A(T ) and their Associated Probabilities
Possible Worlds Probability
ft1; t2g 0:78  0:3 = 0:234
ft1g 0:78  0:7 = 0:546
ft2g 0:22  0:3 = 0:066
fg 0:22  0:7 = 0:154
To illustrate the binary operations of union ([) and join (./), consider R(C,D,Probability)
as a probabilistic relation shown in Table 59.











We first pose a safe query q(T;R) = T ./A=C R evaluated following extensional
semantics. The result is shown in Table 60.
Table 60: The Result of T ./A=C R Following Extensional Semantics
T.A T.B R.C R.D Probability
a b a c 0.16
a c a c 0.08
d c d c 0.06
Let us pose one more unsafe query q(T;R) = T [R. The result is shown in Tables
61. As the query is unsafe extensional semantics is followed and EVs are maintained.
Finally, based on truth assignment table the EVs are converted to the probability
76
values. The manipulation of EVs rather than real probability values guarantees that
any possible introduced interdependency in the process of query evaluation is captured
assuring the correct query result.













Consider the probabilistic relation M (Z,Y, Probability) shown in Table 62.











Now, consider the query q(T;R;M) defined as below. The steps of query evalua-
tion are then illustrated.
q = T:A(Z=a(M) ./Z=T:A (T [R))
Step 1: The intermediate result for the subquery Z=a(M) is shown in Table 63.





Step 2: Similarly the intermediate result for the subquery T [R is:







Step 3: The intermediate result for Z=a(M) ./Z=T:A (T [ R)) is shown in Table
65.
Table 65: The Result of Z=a(M) ./Z=T:A (T [R) in Probabilistic Category
M.Z M.Y T.A T.B EV
a c a b (M_19^T_34)
a c a c (M_19^(T_18 _R_79))
a d a b (M_45^T_34)
a d a c (M_45^(T_18 _R_79))
Step 4: The final query result obtained using the results of subqueries is shown
in Table 66. The value of the EV attribute in this table 66 is too long to fit in the
table, instead it is provided as follows:
ev= (M_19^ T_34)_ (M_19^ (T_18_R_79))_ (M_45^ T_34)_ (M_45^
(T_18 _R_79))







We extended RA operations in order to evaluate queries over different categories of an-
notated relations. We illustrated that by using the proposed framework and following
respective query processing algorithms, the query results with different semantics are
obtained, all in a unified way. Currently, we are not able to use the Query Optimizer
module of the PostgreSQL which plays a major role in the success of query processing
algorithms. This is mainly because existing standard Query Optimizing techniques
are not applicable in our context in general. Simply because reordering arguments or
aggregating certainties are allowed only in limited scenarios. In addition, the query
plans are generated by the framework and right now it is able to generate the unique
query plan which is not necessarily the best plan in terms of time and space. In the
next chapter we conclude our work and discuss possible future works.
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Chapter 6
Conclusion and Future Work
This work was motivated by problems and issues surrounding representation models
and query evaluation techniques of uncertain and probabilistic relations. In the mean-
while we were concerned about the development of a framework to evaluate queries
over such data. As uncertain and probabilistic relations are defined based on the
same semantics which is possible worlds, we were looking for a model to represent
both relations and to yield efficient query processing techniques. The semiring model
[6] as a representation model of annotated relations responds to our needs. The model
is equipped with semiring provenance as an algebraic structure to model uncertainty
or probability associated with data which contributes to efficient query processing.
In fact, all the algorithms involved to extend the RA operations are strongly sim-
ilar to the basic algorithms of semiring which guarantees efficient query processing
techniques.
However, the algorithms proposed to extend the RA operations over probabilistic
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relations do not consider the possible worlds semantics, our desired semantics, so
they cannot always yield the correct query result. To compensate it, we redressed
the algorithms based on the proposed algorithms in [4]. That is, for probabilistic
relations the framework follows intensional evaluation semantics for unsafe queries
and extensional evaluation semantics for safe queries to assure the correct query
result. In other word, the revised semiring model defines the representation model
of the framework. Once the theoretical basis of the framework was esablished, we
developed a framework to evaluate algebraic queries over the annotated relations.
We focused on the category of uncertain and probabilistic relations. As expected,
their identical semantics led to the identical algebra to extend the RA operations
contributing to the unifying framework to evaluate queries.
From semantics point of view, we realized that the mathematical foundation of
uncertainty makes the interpretation and reasoning about queries over uncertain rela-
tions pretty difficult. That is, evaluation of some queries is possible but query results
are complex in general.
However, this problem for probabilistic relations is way bigger. That is, by fol-
lowing intensional query evaluation the computation of the real probability values
depends on the truth assignment table of EVs which is exponential in the number of
possible worlds. This implies that, we are not always able to compute the result.
From practical point of view, we found out despite all the difficulties involved
in the process of development, if we cannot optimize query plans in some possible
circumstances, processing queries cannot be guaranteed. This optimization can be
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viewed from two different angles: for probabilistic relations, we need to identify the
precise class of queries called “safe queries” which can be evaluated following exten-
sional evaluation semantics. However, for uncertain relations, we need to define some
rules allowing us to construct different query plans rather than a unique one because
all the rules defined in the rule-based optimizer of a conventional DBMS is not valid
in our context due to the semantics of data. In other word, reordering the operations
involved in the query or aggregating uncertainties is allowed under specific circum-
stances that needs to be identified. This work could be extended in the following
directions.
In the category of uncertain relations, it is very difficult for users to visualize and
infer from the results because the logical expression associated with tuples can grow
arbitrary long to the number of the tuples in the database. By simplifying the logical
expression that is the same as transforming using the axioms of distributive lattices
[6] this problem can be somehow mitigated.
In the category of probabilistic relations, any query including unsafe operation
is considered as unsafe query. However, we know that this is not the necessary and
sufficient condition for unsafe queries. We need to integrate the algorithms proposed
in [4] to decide on type of the query precisely. Although for this purpose we need to
be able to generate different query plans, if possible.
For any set of possible worlds and their associated probability values, there is
an equivalent probabilistic relation [4]. The RA operations of our framework in the
category of probabilistic relations are extended following the algorithms defined in
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the probabilistic relations [4]. By adding the conversion component converting a set
of possible worlds and their associated probability values to a probabilistic relation,
we can extend the framework in the sense that the inputs are not necessarily the
relations represented in the semiring model but also they are a set of possible worlds.
There is an integration algorithm proposed in [12] whose inputs are the relations
represented in the probabilistic relations. By adding the component which can inte-
grate relations represented in the probabilistic relations, we are also able to evaluate
queries over the integrated result of some uncertain sources.
In addition to what discussed, there are some improvements entirely related to
the framework such as: the framework lacks a user-friendly interface; Currently the
interface is identical to SQL Shell (psql) of the PostgreSQL DBMS. One of the modules
of the framework is Query Validator which warns the user and provides some hints
in case of any syntactical errors. This module can be improved to provide users with
more useful hints and help out the user to figure out the mistakes he/she makes. A
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A.1 Illustration of Query Evaluation
The framework supports four different categories of annotated relations. In the wel-
come message of the framework, the supported categories and their corresponding
digits are listed which is shown in Figure 11.
Figure 11: Welcome message of the framework
Once the category is chosen by the user, the query should be submitted following
the grammar defined for the framework. In the grammar, some key letters stand
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for the RA operations. For instance “s” stands for selection () and “p” stands for
projection (). In addition, the query should be fully parenthesized. An example of
the query submitted by the user is shown in Figure 12.
Figure 12: Query Submitted by the User
The corresponding conditions will be then submitted. In the framework, as the
intermediate results are stored following the naming convention of the framework,
users should be aware of to insert the conditions properly. In Figure 13 the conditions
are provided. The intermediate results will be stored to be used to generate the final
Figure 13: Conditions Submitted by the User
result. However, the users are not aware of them. Once the query is completely
evaluated, all the intermediate results will be deleted. To illustrate how the framework
keeps track of the intermediate results, they are illustrated. The first subquery which
is evaluated is the select statement, select  from M where z=’a’ . The subquery
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result is shown in Figure 14.
Figure 14: The Result of Select Statement
The second subquery is union statement, select  from T union select  from R.
The subquery result is illustrated in Figure 15.
Figure 15: The Result of Union Statement
Respectively, the third subquery is join, select  from (select  from M where
Z=’a’) as First join (select  from T union select  from R) as Second on First.Z=Second.A,
which will be evaluated. The result is shown in Figure 16.
Figure 16: The Result of join Statement
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Finally, the query result will be generated which is shown in Figure 17. The RA
Figure 17: The Final Query Result
operations are extended/generalized in order to manipulate the annotations corre-
spondingly. In other word, in the above example, the bag semantics is followed. We
cannot expect to get the same query result by posing the query against PostgreSQL.
90
