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ON osp(p+ 1, q + 1|2r)-EQUIVARIANT QUANTIZATIONS
THOMAS LEUTHER, PIERRE MATHONET, AND FABIAN RADOUX
Abstract. We investigate the concept of equivariant quantization over
the superspace Rp+q|2r, with respect to the orthosymplectic algebra
osp(p + 1, q + 1|2r). Our methods and results vary upon the superdi-
mension p + q − 2r. When the superdimension is nonzero, we manage
to obtain a result which is similar to the classical theorem of Duval,
Lecomte and Ovsienko: we prove the existence and uniqueness of the
equivariant quantization except in some resonant situations. To do so,
we have to adapt their methods to take into account the fact that the
Casimir operator of the orthosymplectic algebra on supersymmetric ten-
sors is not always diagonalizable, when the superdimension is negative
and even. When the superdimension is zero, the situation is always
resonant, but we can show the existence of a one-parameter family of
equivariant quantizations for symbols of degree at most two.
MSC(2010) : 17B66, 58A50.
Keywords: Orthosymplectic algebra, Differential operator, Equivariant
quantization, Casimir operators.
1. Introduction
The concept of projectively equivariant quantization over Rn was intro-
duced by P. Lecomte and V. Ovsienko in [21]. If we denote by pgl(n+1) the
Lie algebra of infinitesimal projective transformations of Rn, such a quan-
tization is an isomorphism of pgl(n + 1)-modules from the space Sδ(R
n) of
contravariant symmetric tensors with coefficients in δ-densities to the space
Dλ,λ+δ(R
n) of differential operators mapping λ-densities to λ+ δ-densities.
This isomorphism is moreover required to satisfy a natural normalization
condition (see (11)).
In [21], P. Lecomte and V. Ovsienko showed the existence and uniqueness
of the projectively equivariant quantization in the case δ = 0. This result
was generalized in [11, 19] for arbitrary δ ∈ R \ C, where C is a set of
critical values. In [9], C. Duval, P. Lecomte and V. Ovsienko investigated
the concept of conformally equivariant quantization. It is a quantization
that intertwines the actions of the algebra so(p + 1, q + 1) of infinitesimal
conformal transformations of Rp+q. The main result in this case is the
existence and uniqueness of such a quantization, provided the shift value δ
is not critical (see also [31, 37] for a refined classification).
Various generalizations of these results were considered in recent years.
For instance, in [6, 7, 10, 23, 20, 5, 37], the concepts of projectively and
conformally equivariant quantizations were extended to arbitrary manifolds
endowed with projective or conformal structures. Also, other spaces of dif-
ferential operators were considered in [16, 24, 12, 17, 25, 26, 27, 8].
Date: June 25, 2018.
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Recently, several papers dealt with the problem of equivariant quantiza-
tions in the context of supergeometry. Let us quote for instance [13] and
[29] for equivariant quantizations over the supercircle S1|1 and S1|2 and [30]
for equivariant quantizations over supercotangent bundles. The extension
of the theory of projectively equivariant quantizations to the framework of
the superspace Rn|m or more generally to supermanifolds endowed with a
projective class of superconnections was investigated in [14, 28, 22].
It is then natural to consider the extension to supergeometry of the con-
formally equivariant quantization in the sense of [9]. We consider the or-
thosymplectic algebra osp(p+1, q +1|2r) that we realize as a subalgebra of
vector fields over the superspace Rp+q|2r and we analyze the existence of the
equivariant quantizations with respect to this algebra.
As in the projective setting [28], the situation depends on the superdi-
mension of the space under consideration.
• When the superdimension is nonzero, we adapt the methods of [9] to
take into account that the Casimir operator of the orthosymplectic
algebra on supersymmetric tensors is not always semi-simple. Us-
ing generalized eigenvectors of Casimir operators, we thus manage
to prove existence and uniqueness of the quantization except in a
countable set of resonant values of the shift δ.
• When the superdimension is zero, the results do not depend on the
shift δ. Actually, the situation is special since any value of δ resonant.
Nevertheless, we prove in this case the existence of a one-parameter
family of quantizations for symbols of degree at most two.
Finally we provide explicit formulae for the quantization of symbols of degree
at most two.
2. Notation and problem setting
In this section, we will recall the definitions of the spaces of differential
operators acting on densities and of their corresponding spaces of symbols
over the superspace Rp+q|2r. We refer the reader to [28] and references
therein for a more detailed discussion of these concepts. Then we will set
the problem of existence of osp(p + 1, q + 1|2r)-equivariant quantizations.
We denote by d the superdimension of the superspace Rp+q|2r, that is
d = p + q − 2r. Throughout the paper, we only consider Lie superalgebras
over R. For any natural number n we set In = {1, . . . , n}. We denote by a˜
the parity of a homogeneous object a. For indices i ∈ Ip+q+2r, we set i˜ = 0
if i 6 p + q and i˜ = 1 otherwise. We denote by x1, . . . , xp+q the set of even
indeterminates and by θ1, . . . , θ2r the set of odd indeterminates. We also
use the unified notation yi, where i ∈ Ip+q+2r, for the set of even and odd
indeterminates, y1, . . . , yp+q being the even x1, . . . , xp+q.
For i ∈ Ip+q+2r, we denote by ei (resp. ε
i) the column (resp. row) vector
in Rp+q|2r (resp. (Rp+q|2r)∗) whose entries are 0, except the i-th one which
is 1. We denote by Bp+q|2r the basis (e1, . . . , ep+q+2r), and by B
∗
p+q|2r the
corresponding basis in (Rp+q|2r)∗.
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2.1. Densities and weighted symmetric tensors. The Vect(Rp+q|2r)-
modules of densities and of weighted symmetric tensor fields are both par-
ticular cases of the general construction of a Lie derivative on general-
ized tensors considered for instance in [2, 15]. For every representation
(V, ρ) of gl(p + q|2r), the space of tensor fields of type (V, ρ) is defined as
T (V ) = F ⊗ V , where F = C∞(Rp+q|2r), and the Lie derivative of a tensor
field f ⊗ v along a vector field X ∈ Vect(Rp+q|2r) is defined by the formula
LX(f ⊗ v) = X(f)⊗ v + (−1)
X˜f˜
∑
ij
fJ ji ⊗ ρ(e
i
j)v, (1)
where J ji = (−1)
y˜iX˜+1(∂yiX
j) and eij is the operator defined in the basis
Bp+q|2r by e
i
j(ek) = δ
i
kej .
The particular case of densities corresponds to a vector space V = Bλ of
dimension 1|0 spanned by one element u and the representation of gl(p+q|2r)
defined by ρ(A)u = −λ str(A)u. Note that in the formulas below, we will not
write down explicitly the generator u of Bλ unless this leads to confusion.
Definition 2.1. The Vect(Rp+q|2r)-module Fλ of densities of degree λ over
R
p+q|2r is the space T (Bλ) endowed with the action of Vect(Rp+q|2r) defined
by formula (1).
The space Fλ is thus isomorphic to the space of functions F endowed
with the Lie derivative
LλXf = X(f) + λdiv(X)f, (2)
where the divergence of the vector field X =
∑p+q+2r
i=1 X
i∂yi is given by
div(X) =
p+q+2r∑
i=1
(−1)y˜iX˜
i
∂yiX
i.
We denote by Sk the space of supersymmetric tensors of degree k over
R
p+q|2r. Recall that the symmetric tensor product of homogeneous elements
v1, . . . , vk ∈ R
p+q|2r is defined by
v1 ∨ · · · ∨ vk =
∑
σ∈Sk
sgn(σ, v1, . . . , vk)vσ−1(1) ⊗ · · · ⊗ vσ−1(k),
where sgn(σ, v1, . . . , vk) is the sign of the permutation σ
′ induced by σ on
the ordered subset of all odd elements among v1, . . . , vk. There is a natural
representation ρ of gl(p + q|2r) on Sk defined by
ρ(A)(v1 ∨ · · · ∨ vk) =
k∑
i=1
(−1)A˜(
∑i−1
l=1 v˜l)v1 ∨ · · · ∨Avi ∨ · · · ∨ vk. (3)
The space Skδ (δ ∈ R) of weighted symmetric tensors is the tensor product
Bδ ⊗ Sk endowed with the tensor product representation of gl(p+ q|2r).
Definition 2.2. The space Skδ of weighted symmetric tensor fields is the
space T (Skδ ) = F ⊗ S
k
δ endowed with the action of Vect(R
p+q|2r) defined by
formula (1).
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2.2. Differential operators and symbols. The space Dλ,µ of linear dif-
ferential operators from Fλ to Fµ is filtered by the order of differential
operators. We denote by Dkλ,µ the space of differential operators of order at
most k. Any differential operator D ∈ Dkλ,µ can be written as
D =
∑
|α|6k
fα ∂
α1
x1
· · · ∂
αp+q
xp+q
∂
αp+q+1
θ1
· · · ∂
αp+q+2r
θ2r
, (4)
where ∂yi stands for the partial derivative
∂
∂yi
, α is a multi-index, each fα is
in F , |α| =
∑p+q+2r
i=1 αi and αp+q+1, . . . , αp+q+2r are in {0, 1}. The natural
action of Vect(Rp+q|2r) on Dλ,µ is given by the supercommutator : for every
D ∈ Dλ,µ and X ∈ Vect(R
p|q),
LXD = L
µ
X ◦D − (−1)
X˜D˜D ◦ LλX . (5)
The Vect(Rp+q|2r)-module of symbols is the graded space associated with
Dλ,µ. It is isomorphic to the module of weighted symmetric tensor fields
Sδ =
∞⊕
k=0
Skδ , δ = µ− λ.
The isomorphism comes from the principal symbol operator
σk : D
k
λ,µ → S
k
δ : D 7→
∑
|α|=k
fα ⊗ e
α1
1 ∨ · · · ∨ e
αp+q
p+q ∨ e
αp+q+1
p+q+1 ∨ · · · ∨ e
αp+q+2r
p+q+2r ,
if D reads as (4). This operator commutes with the action of vector fields
and induces a bijection from the quotient space Dkλ,µ/D
k−1
λ,µ to S
k
δ .
2.3. Orthosymplectic algebras. We recall the definition and the decom-
position of the Lie superalgebra osp(p+1, q+1|2r). It will be convenient to
relabel the elements of Bp+q+2|2r as (eo, e1, . . . , ep+q, eo′ , ep+q+1, . . . , ep+q+2r)
in order to particularize the first and last basis elements of the even subspace.
We relabel the elements of B∗p+q+2|2r accordingly and we identify R
p+q|2r to
the subspace of Rp+q+2|2r made of elements whose components along eo and
eo′ vanish. With our notation, this linear embedding ι : R
p+q|2r → Rp+q+2|2r
maps ei ∈ Bp+q|2r to ei ∈ Bp+q+2|2r, for i ∈ Ip+q+2r.
The orthosymplectic algebra osp(p + 1, q + 1|2r) is the Lie subalgebra
of gl(p + q + 2|2r) made of those matrices A that preserve a particular
supersymmetric even bilinear form ω, in the sense that
ω(AU, V ) + (−1)A˜U˜ω(U,AV ) = 0, for all U, V ∈ Rp+q+2|2r. (6)
This particular form ω is defined on Rp+q+2|2r by ω(U, V ) = V tGU , where
G =
(
S 0
0 J
)
, S =
 0 0 −10 Idp,q 0
−1 0 0
 , J = ( 0 Idr
−Idr 0
)
,
and Idp,q takes the signature of the even part into account:
Idp,q =
(
Idp 0
0 −Idq
)
.
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The musical isomorphisms associated with ω are defined as ususal by
♭ : Rp+q+2|2r → (Rp+q+2|2r)∗ : v 7→ v♭ = ω(v, ·), ♯ = ♭−1.
Using these isomorphisms, we can easily see that the operators
Oji = ei ⊗ ε
j − (−1)i˜j˜(εj)♯ ⊗ e♭i , (7)
where i, j ∈ {o, o′} ∪ Ip+q+2r, generate the orthosymplectic algebra
1.
In the purely even context, the algebra so(p + 1, q + 1) has a natural
decomposition into a direct sum of subalgebras ([9]). This decomposition
can be extended to the super context as follows. The pull-back of the form
ω by the embedding ι defines an even supersymmetric form ω0 on R
p+q|2r,
and the operators that preserve ω0 form the algebra osp(p, q|2r). Now, any
matrix A of osp(p+ 1, q + 1|2r) can be written as
A =

−a1 v
t
1Idp,q 0 −v
t
2J
Idp,qξ
t
1 B1 v1 B2
0 ξ1 a1 ξ2
−Jξt2 B3 v2 B4
 ,
where a1 ∈ R, v1 ∈ R
p+q, v2 ∈ R
2r, ξ1 ∈ (R
p+q)∗ and ξ2 ∈ (R
2r)∗. This
decomposition of matrices defines a linear bijection
Φ : osp(p+ 1, q + 1|2r)→ g−1 ⊕ g0 ⊕ g1 : A 7→ (v,B − a1Id, ξ),
where v =
(
v1
v2
)
∈ g−1 = R
p+q|2r, ξ = (ξ1, ξ2) ∈ g1 = (R
p+q|2r)∗, and
B =
(
B1 B2
B3 B4
)
∈ h0 = osp(p, q|2r).
Note that g0 = h0 ⊕ RE , where the element E = −Id corresponds to a1 = 1
above and characterizes the decomposition of the algebra:
ad(E)|gi = iIdgi for all i ∈ {−1, 0, 1}.
We can compute the bracket in the algebra g−1⊕ g0⊕ g1: g−1 and g1 are
commutative Lie superalgebras, the adjoint action of g0 on g−1 and g1 is
given by the natural action of osp(p, q|2r) ⊕ RId on Rp+q|2r and (Rp+q|2r)∗
respectively. Finally, for any v ∈ g−1 and ξ ∈ g1,
[v, ξ] = v ⊗ ξ − (−1)v˜ξ˜ξ♯ ⊗ v♭ + (−1)v˜ξ˜〈ξ, v〉Id, (8)
where 〈ξ, v〉 denotes the standard matrix multiplication of the row ξ by the
column v. It will be convenient for our purpose to express the isomorphism
Φ in terms of generators: it is easy to see that Φ actually maps Oji to O
j
i ,
Oo
′
i to ei, O
i
o′ to ε
i and Oo
′
o′ to −Id, if i, j ∈ Ip+q+2r.
1Actually, the operators Oji for i, j ∈ {o
′}∪ Ip+q+2r are enough to generate the algebra
(see Relations (18)).
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2.4. The Lie superalgebra of vector fields osp(p + 1, q + 1|2r). Let us
recall how it is possible to realize the Lie superalgebra osp(p + 1, q + 1|2r)
as a Lie superalgebra of vector fields over the superspace Rp+q|2r. The
construction is a superization of the classical construction of the algebras of
conformal vector fields in the purely even situation, which we first recall.
The isotropic cone of the metric S is the zero locus of the function
F (xo, x1, ..., xp+q, xo
′
) = (x1)2+ · · ·+(xp)2−(xp+1)2−· · ·−(xp+q)2−2xoxo
′
.
The group O(p + 1, q + 1) is made of those matrices that preserve S. Its
linear action on Rp+q+2 restricts to the isotropic cone and induces an action
on the projective quadric associated with F . The space Rp+q, viewed as a
chart of this quadric, inherits a local action of O(p+1, q+1). Differentiating
this local action, we realize so(p + 1, q + 1) as a Lie algebra of vector fields
on Rp+q. Equivalently, the above construction can be presented in terms of
functions. Any function f on Rp+q can be lifted to a homogeneous function
fˆ on Rp+q+2 \ {xo
′
= 0} given by
fˆ(xo, x1, . . . , xp+q, xo
′
) = f
(
x1
xo′
, . . . ,
xp+q
xo′
)
.
We denote by χ∗(f) the restriction of fˆ to the corresponding open subset
of the isotropic cone of S (i.e. fˆ modulo the ideal generated by F ). Now
we embed the Lie algebra so(p+1, q +1) into Vect(Rp+q) by restricting the
standard homomorphism
hp+q+2 : gl(p+ q + 2)→ Vect(R
p+q+2) : A 7→ Y A = −
∑
i,j
Aijy
j∂yi
to so(p+ 1, q + 1) and by using χ∗ to define XA = (χ∗)−1 ◦ Y A ◦ χ∗.
In the super setting, the ingredients of the construction can be generalized
as follows. First, any superfunction f ∈ C∞(Rp+q|2r) has a decomposition
f =
∑
I⊆{1,...,2r}
fI(x
1, . . . , xp+q)θI ,
where fI are smooth functions on R
p+q and θI = θi1 · · · θia if i1 < · · · < ia
are the elements of I. We define
fˆ(xo, x1, . . . , xp+q, xo
′
, θ1, . . . , θ2r) =
∑
I⊆{1,...,2r}
fI
(
x1
xo′
, . . . ,
xp+q
xo′
)
θI
(xo′)|I|
.
The superfunction fˆ is homogeneous in the sense that each fˆI is homo-
geneous of degree −|I|. We denote by χ∗(f) the restriction of fˆ to the
supercone of G whose equation is F (x, θ) = 0, where
F (x, θ) =
p∑
i=1
(xi)2 −
p+q∑
i=p+1
(xi)2 − 2xoxo
′
+ 2
r∑
i=1
θiθi+r,
i.e. we consider fˆ modulo the ideal generated by F . Then the superalgebra
gl(p+ q + 2|2r) can be realized as a subalgebra of vector fields of Rp+q+2|2r
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by means of the homomorphism
hp+q+2|2r : gl(p+q+2|2r)→ Vect(R
p+q+2|2r) : A 7→ −
∑
i,j
(−1)j˜ (˜i+j˜)Aijy
j∂yi .
Doing as above, we can associate with each element h of Φ(osp(p+1, q+1|2r))
a vector field on Rp+q+2, namely
Xh =

−
∑p+q+2r
i=1 h
i∂yi if h ∈ R
p+q|2r = g−1,
−
∑p+q+2r
i,j=1 (−1)
j˜ (˜i+j˜)hijy
j∂yi if h ∈ g0,∑p+q+2r
j=1 hjy
j(−1)j˜XE + 12F0(y)X
h♯ if h ∈ (Rp+q|2r)∗ = g1,
(9)
where
F0(y) =
p∑
i=1
(yi)2 −
p+q∑
i=p+1
(yi)2 + 2
p+q+r∑
i=p+q+1
yiyi+r.
Note that for every A ∈ g0 = osp(p, q|2r)⊕ RId, Formula (1) reduces to
LXA(f ⊗ v) = X
A(f)⊗ v + (−1)A˜f˜f ⊗ ρ(A)v. (10)
2.5. Equivariant quantizations. By a quantization on Rp+q|2r, we mean
a linear bijection Q from the space of symbols Sδ to the space of differential
operators Dλ,µ that preserves the principal symbol, i.e.,
σk(Q(T )) = T (11)
for all k ∈ N and all T ∈ Skδ . The inverse map of such a quantization is
called a symbol map. A quantization is osp(p+ 1, q + 1|2r)-equivariant if
LXh ◦Q = Q ◦ LXh
for all h ∈ osp(p+ 1, q + 1|2r).
3. Tools for the quantization
Here we adapt in the orthosymplectic setting the basic tools that were
used to build the quantization in the purely even situation or in the super
projective case [28].
3.1. The affine quantization and the map γ. We first introduce the
affine quantization map and we use this map to carry the Vect(Rp+q|2r)-
module structure of Dλ,µ to Sδ. Then we focus on the map γ which measures
the difference between the obtained Vect(Rp+q|2r)-module structure on Sδ
and the one given by the Lie derivative of symbols.
The affine quantization map QAff is defined as the inverse of the total
symbol map
σAff : Dλ,µ → Sδ : D 7→
∑
|α|6k
fα ⊗ e
α1
1 ∨ · · · ∨ e
αp
p ∨ e
αp+1
p+1 ∨ · · · ∨ e
αp+q
p+q ,
when D is given by (4). The map QAff is an equivariant quantization with
respect to the superalgebra made of constant and linear super vector fields.
Moreover, QAff can be expressed in a coordinate-free manner.
Proposition 3.1. For every v1, . . . , vk ∈ R
p+q|2r, f ∈ C∞(Rp+q|2r), we have
QAff(f ⊗ v1 ∨ · · · ∨ vk) = (−1)
kf LXv1 ◦ · · · ◦ LXvk .
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We carry the Vect(Rp+q|2r)-module structure of Dλ,µ to Sδ by defining
LXT = Q
−1
Aff ◦ LX ◦QAff(T )
for all T in Sδ and all X in Vect(R
p+q|2r). The difference between the
representations (Sδ,L) and (Sδ,L) is measured by the map
γ : g → gl(Sδ ,Sδ) : h 7→ γ(h) = LXh − LXh .
An easy computation in coordinates yields its basic properties as in [4, 28].
Proposition 3.2. The map γ vanishes on g−1 ⊕ g0. Moreover, for every
h ∈ g1 and k ∈ N, γ(h) maps S
k
δ to S
k−1
δ and is a differential operator with
constant coefficients, of order zero and parity h˜.
We now derive a coordinate-free expression of γ. To this aim, we recall
that the interior product of a row vector ε ∈ (Rp+q|2r)∗ in a symmetric
tensor v1 ∨ · · · ∨ vk ∈ S
k, namely
i(ε)(v1 ∨ · · · ∨ vk) =
k∑
a=1
(−1)ε˜(
∑a−1
b=1 v˜b)〈ε, va〉v1 ∨ · · · â · · · ∨ vk, (12)
can be extended to Sδ by setting i(ε)u = 0 for u in B
δ and by defining i(ε)
as a differential operator of order zero and parity ε˜. This interior product
extends to symmetric covariant two-tensors by setting
i(ε ∨ ε′)S = i(ε) ◦ i(ε′)S (13)
for all ε, ε′ ∈ (Rp+q|2r)∗ and S ∈ Sδ. Then we introduce the operators
T : Skδ → S
k−2
δ : S 7→
p+q+2r∑
j=1
i(e♭j ∨ ε
j)S, (14)
and extending in the same way the symmetric product by elements of Rp+q|2r
to Skδ ,
R : Skδ → S
k+2
δ : S 7→
p+q+2r∑
j=1
ej ∨ (ε
j)♯ ∨ S. (15)
An explicit form of the operator T is given by the following result.
Lemma 3.3. We have
T (v1 ∨ · · · ∨ vk) = 2
k∑
b=1
∑
a<b
(−1)v˜a(
∑
a<c<b v˜c)ω0(va, vb)v1 ∨ · · · aˆ · · · bˆ · · · ∨ vk
for every homogeneous v1, . . . , vk ∈ R
p+q|2r.
Proof. Using (12), (13) and the definition of T , we get immediately that the
left-hand side is equal to
p+q+2r∑
j=1
(
k∑
b=1
∑
a<b
(−1)j˜(
∑b−1
c=a v˜c)〈e♭j , va〉〈ε
j , vb〉 v1 ∨ · · · aˆ · · · bˆ · · · ∨ vk
+
k∑
b=1
∑
a>b
(−1)j˜(
∑a−1
c=b v˜c+v˜b)〈e♭j , va〉〈ε
j , vb〉 v1 ∨ · · · bˆ · · · aˆ · · · ∨ vk
)
.
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The result follows by permuting the sums, exchanging the indexes a and b
in the second summand, and using the definition of ♭. 
The expression of γ is detailed in the following result whose proof is similar
to the corresponding one in [28].
Proposition 3.4. For every h ∈ g1 = (R
p+q|2r)∗ we have on Skδ
γ(h) = −(λd+ k − 1)i(h) +
1
2
h♯ ∨ T,
where i(h) and T are given by (12) and (14), respectively.
Proof. It is sufficient to show that both sides of the equality agree on tensors
of the form v1 ∨ · · · ∨ vk with homogeneous vi ∈ R
p+q|2r. By the definition
of γ, we have
QAff(γ(h)(v1∨· · ·∨vk)) = LXh(QAff(v1∨· · ·∨vk))−QAff (LXh(v1∨· · ·∨vk)).
By Proposition 3.2 and the definition QAff , the left-hand side is a differential
operator of order k − 1. Hence, we only have to sum up the terms of that
order in the first term of the right-hand side, which is equal to
(−1)k[LXh ◦ LXv1 ◦ · · · ◦ LXvk − (−1)
h˜(v˜1+···+v˜k)LXv1 ◦ · · · ◦ LXvk ◦ LXh ].
An easy computation shows that this expression can be rewritten as
(−1)k[
k∑
i=1
(−1)v˜i(
∑i−1
l=1 v˜l)LX[h,vi] ◦ LXv1 ◦ · · · î · · · ◦ LXvk
+
k∑
i=1
i−1∑
j=1
(−1)h˜(
∑i−1
l=1 v˜l)+(h˜+v˜i)(
∑i−1
l=j+1 v˜l)LXv1 ◦· · ·LX[vj ,[h,vi]]︸ ︷︷ ︸
(j)
· · · î · · ·◦LXvk ].
It follows from Equations (1) and (10) that the term of order k − 1 in the
first summand is exactly
(−1)k
k∑
i=1
(−λ str([h, vi]))(−1)
v˜i(
∑i−1
l=1 v˜l)LXv1 ◦ · · · î · · · ◦ LXvk
= QAff(−λd i(h)(v1 ∨ · · · ∨ vk))
In order to deal with the second term, we compute the bracket
[vj , [h, vi]] = 〈h, vi〉vj + (−1)
h˜v˜j 〈h, vj〉vi − (−1)
v˜j (h˜+v˜i)h♯ ω0(vi, vj).
As in [28], the first two terms yield
−(k − 1)QAff(i(h)(v1 ∨ · · · ∨ vk)).
Finally, the last term of the bracket yields
QAff(
k∑
i=1
∑
j<i
(−1)h˜(
∑i−1
l=1 v˜l)+(h˜+v˜i)(
∑i−1
l=j v˜l)ω0(vi, vj)v1 ∨ · · · h
♯︸︷︷︸
j
iˆ
· · · ∨vk),
that is, using Lemma 3.3,
QAff(
1
2
h♯ ∨ T (v1 ∨ · · · ∨ vk)),
and the result follows. 
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3.2. Casimir operators. As in the purely even context [9, 4, 3] or the
super projective case [28], we will use quadratic Casimir operators (see [18,
1, 33, 32, 35, 36, 34] for detailed descriptions) to build the quantization.
We will show that there is a simple relation between the Casimir operators
C and C associated with the representations (Sδ,L) and (Sδ ,L) of g =
osp(p+1, q+1|2r), respectively and we will compute an explicit form of C.
Given a representation (E, β) of osp(p+1, q+1|2r), we consider the second
order Casimir operator Cβ defined by
Cβ =
∑
i
β(u∗i )β(ui)
where ui and u
∗
i are bases of osp(p + 1, q + 1|2r), dual with respect to the
Killing form
K : g× g → R : (A,B) 7→ −
1
2
str(AB), (16)
in the sense that K(ui, u
∗
j ) = δi,j
Lemma 3.5. The second order Casimir operator associated with a repre-
sentation (E, β) of osp(p+ 1, q + 1|2r) is
Cβ = −2
∑
i6p+q+2r
(−1)i˜β(εi)β(ei) + dβ(E)
− β(E)2 −
1
2
∑
i,j6p+q+2r
(−1)i˜β(Oij)β(O
j
i ). (17)
Proof. We first show how to select generators Oji ∈ osp(p + 1, q + 1|2r)
to define a basis of this algebra. We define π as the permutation of I =
Ip+q+2r ∪ {o, o
′} that exchanges o and o′, fixes the elements of Ip+q and
exchanges i and i+ r for i ∈ {p+ q+1, . . . , p+ q+ r}, and the function s by
s(i) =
{
−1, if i ∈ {o, o′} ∪ {p+ 1, . . . , p + q + r},
1, otherwise.
It is then easy to see that the generators obey the relation
O
π(i)
π(j) = ai,jO
j
i , (18)
where
ai,j = −(−1)
i˜j˜s(π(j))s(i).
In particular, O
π(i)
i = 0 for every even index i. Therefore, for every set
A ⊂ I × I that contains exactly one element of each set {(i, j), (π(j), π(i))}
when j 6= π(i) or i is odd, the collection {Oji , (i, j) ∈ A} defines a basis
of osp(p + 1, q + 1|2r). Observe that, if A is such a set, then so is Aπ =
{(π(j), π(i)) : (i, j) ∈ A}.
Now, a straightforward computation shows that
K(Oji , O
l
k) = −(−1)
i˜(δj,kδi,l + aπ(i),π(j)δj,π(l)δi,π(k)).
Therefore, defining for any i, j ∈ I
Oj∗i = −(−1)
i˜(1 + δi,π(j))
−1Oij , (19)
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we have K(Oji , O
l∗
k ) = δi,kδj,l for every (i, j) and (k, l) in A. By definition,
the quadratic Casimir operator associated with (E, β) is thus equal to
Cβ =
∑
(i,j)∈A
β(Oj∗i )β(O
j
i ) =
∑
(i,j)∈Aπ
β(Oj∗i )β(O
j
i ).
Summing both expressions of Cβ, the Casimir operator can be computed as
a sum over all the indices
Cβ = −
1
2
∑
i,j∈I
(−1)i˜β(Oij)β(O
j
i ).
We gather the terms containing the indices o and o′, take into account (18)
and the isomorphism Φ, use the relation∑
i6p+q+2r
[ei, ε
i] = −dE ,
and the result follows. 
We define the operator
N : Skδ → S
k−1
δ : S 7→ −2
p+q+2r∑
i=1
(−1)i˜γ(εi)LXeiS.
We apply Lemma 3.5 for both C and C, and use Proposition 3.2 to obtain
the relation between these operators.
Proposition 3.6. The Casimir operators are related by
C = C +N. (20)
We now state the main result about the operator C, using the operators
R and T (see (15) and (14)).
Proposition 3.7. The Casimir operator C associated with the representa-
tion (Skδ ,L) of osp(p+ 1, q + 1|2r) is given by
C = −[(−k + dδ)2 − d(−2k + dδ) + k2 − 2k]Id +R ◦ T.
Proof. Since the Casimir operator C commutes with the action of constant
vector fields on Skδ , it has constant coefficients. Therefore we just collect the
terms with constant coefficients in (17), with β = LX . Using (10), we see
that these terms read
−[(−k + dδ)2 − d(−k + dδ)]Id −
1
2
∑
i,j6p+q+2r
(−1)i˜ρ(Oij)ρ(O
j
i ),
where ρ is given by (3) and the result follows from a straightforward com-
putation of the last summand. 
3.3. Spectrum of C. In the purely even context, it was shown in [9] that
the Casimir operator C is diagonalizable. Indeed, in view of Proposition
3.7, this amounts to show that the operator R ◦ T is diagonalizable. But
the eigenspace decomposition of this operator is given by the decomposition
of the space of symmetric tensors into spherical harmonics. In the super
setting, this decomposition still exists and C is diagonalizable provided the
superdimension does not belong to −2N. We compute in general the minimal
polynomial of C to obtain its spectrum also in the latter special situation.
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Definition 3.8. For any k, s ∈ N, we set
bk,s = 2s(d+ 2(k − s− 1)). (21)
Lemma 3.9. For any k ∈ N and s ∈ {0, . . . , ⌊k2⌋}, we have
Rs+1 ◦ T s+1 =
s∏
i=0
(R ◦ T − bk,i), (22)
on Skδ .
Proof. The result holds for s = 0 since bk,0 = 0. Now we have
Rs+1 ◦ T s+1 = R ◦ [Rs, T ] ◦ T s +R ◦ T ◦Rs ◦ T s.
We can compute that [Rs, T ]|Sk−2sδ
= −bk,sR
s−1|Sk−2sδ
and the result follows
by induction. 
Definition 3.10. For any k, s ∈ N, we set
αk,s,δ = −[(−k + dδ)
2 − d(−2k + dδ) + k2 − 2k]Id + bk,s. (23)
Proposition 3.11. The minimal polynomial of C|Sk
δ
is
⌊k/2⌋∏
s=0
(x− αk,s,δ) .
In particular, the spectrum of C|Sk
δ
is {αk,s,δ : 0 6 s 6 ⌊k/2⌋}.
Proof. By Proposition 3.7 and Lemma 3.9, we see that the considered poly-
nomial annihilates the operator C|Skδ
. If it was not minimal the operators
(R ◦ T )l, for 0 6 l 6 ⌊k/2⌋ would be linearly dependent and so would be
the operators Rl ◦T l (still by Lemma 3.9). But this is not possible since we
have clearly ker T l−1 \ kerT l 6= ∅ for 0 6 l 6 ⌊k/2⌋. 
Remark 3.12. We can compute easily that two roots αk,s,δ and αk,s′,δ of the
minimal polynomial coincide when s = s′ or
2(s+ s′) = d+ 2k − 2. (24)
Since s and s′ are in {0, . . . , ⌊k2⌋}, (24) has solutions only when d is less than
or equal to 0 and even, the simplest example being d = 0, k = 2, s = 0
and s′ = 1. In this case, the Casimir operator C|Sk
δ
is not diagonalizable.
However, it also follows from (24) that the multiplicity of the roots of the
minimal polynomial of C|Sk
δ
is at most two.
4. Construction of the quantization
In [9], the harmonic decomposition of symmetric tensors was used to
prove that the Casimir operator C of so(p + 1, q + 1) is diagonalizable,
and the quantization was built by associating an eigenvector of C to every
homogeneous eigenvector of C. We showed in the previous section that the
Casimir operator C of osp(p + 1, q + 1|2r) is not diagonalizable when the
superdimension belongs to −2N because the harmonic decomposition does
not exist in such cases. Here we will naturally adapt the method of [9] by
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defining the quantization on generalized eigenvectors of C and by replacing
the eigenvector equation [9, Eq. (5.7)] by a generalized eigenvector equation.
Before stating the main result, we define resonant values of the parameter
δ as in [9].
Definition 4.1. A value of δ is resonant if there exist k, l, i, j ∈ N with
l < k such that αk,i,δ = αl,j,δ.
The following result shows that when the superdimension is not zero, the
resonant values are nothing but the ones in the classical situation (see [9,
p. 2009]) up to replacement of the dimension n by the superdimension d.
Proposition 4.2. If d 6= 0, then the set of resonant values of δ is
R = {δk,l,s,t : k, l, s, t ∈ N, k > l, 2s 6 k, 2t 6 l},
where
δk,l,s,t =
k + l + d− 1 + s+ t
d
+
(t− s)(d− 2− 2(t+ s) + k + l)
d(k − l)
.
If d = 0, any value of δ is resonant since α1,0,δ = α0,0,δ. Moreover, it turns
out that the whole equivariant quantization problem does not depend on δ.
We will discuss this special case in 5.2 and assume from now on that d 6= 0.
Theorem 4.3. If δ is not resonant, there exists a unique osp(p+1, q+1|2r)-
equivariant quantization from Sδ to Dλ,µ.
Proof. First we observe that for any k ∈ N, the space Skδ is decomposed into
a direct sum of generalized eigenspaces of C, that is
Skδ = ⊕i ker(C − αk,i,δId)
2,
(see Remark 3.12). Then for every S ∈ Skδ ∩ ker(C − αk,i,δId)
2, there exists
a unique Sˆ = Sk+Sk−1+ · · ·+S0 ∈ ker(C −αk,i,δId)
2 such that Sk = S and
Sl ∈ S
l
δ for all l 6 k − 1. Indeed, these conditions read Sk = S and
(C−αk,i,δId)
2Sk−l = −(C ◦N +N ◦C−2αk,i,δN)Sk−l+1−N
2Sk−l+2, (25)
where Sk+1 = 0 and Sl ∈ S
l
δ for all l ∈ {1, . . . , k}. As δ is not resonant, the
operators (C − αk,i,δId)|Sk−l
δ
are all invertible and therefore this system of
equations has a unique solution.
Now, define the quantization Q by
Q|ker(C−αk,i,δId)2(S) = Sˆ.
It is clearly a bijection and it also fulfills
Q ◦ LXh = LXh ◦Q for all h ∈ osp(p+ 1, q + 1|2r).
Indeed, for any S ∈ Skδ ∩ ker(C − αk,i,δId)
2, the tensors Q(LXhS) and
LXh(Q(S)) share the following properties:
• they belong to the space ker(C−αk,i,δId)
2 because, on the one hand,
C commutes with LXh for all h and, on the other hand, C commutes
with LXh for all h.
• their term of degree k is exactly LXhS.
The first part of the proof shows that they have to coincide. 
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Remark 4.4. Equation (25) allows us to compute the quantization of gener-
alized eigenvectors of C. It is easy to see that if we start with an eigenvector
S ∈ Skδ ∩ ker(C − αk,i,δId), this equation reduces to the usual one, namely
(C − αk,i,δId)Sk−l = −NSk−l+1. (26)
5. Explicit formulae
Let us now provide explicit formulae for the quantization for symbols of
degree at most two. We first consider the generic case d 6= 0 and then we
deal with the special case d = 0.
5.1. Nonzero superdimension. We begin with the quantization of sym-
bols of degree one. Remember that the divergence operator can be extended
to Skδ for every k and δ by
div : Skδ → S
k−1
δ : S 7→
p+q+2r∑
j=1
(−1)j˜ i(εj)∂yjS. (27)
Proposition 5.1. When d 6= 0 and δ 6= 1, the osp(p+1, q+1|2r)-equivariant
quantization on S1δ is given by
Q = QAff ◦ (Id +
λ
1− δ
div).
When δ = 1, the quantization does not exist unless λ = 0.
Proof. We just solve Equation (26) and compute that N |S1
δ
= −2λddiv. 
For symbols of degree two, we will need to use the superization of well-
known operators.
Definition 5.2. The gradient operator and the Lapacian are defined by the
following formulae:
G: Skδ → S
k+1
δ : S 7→
p+q+2r∑
j=1
(−1)j˜εj♯ ∨ ∂yjS, (28)
∆: Skδ → S
k
δ : S 7→
p+q+2r∑
j=1
ω0(ei, ej)∂yj∂yiS. (29)
Moreover, we set G0 = G ◦ T and ∆0 = ∆ ◦ T .
The result is then the superization of the classical one in [9].
Proposition 5.3. If d 6= 0 and δ is not resonant, then the osp(p+1, q+1|2r)-
equivariant quantization on S2δ is
Q = QAff ◦ (Id + a1G0 + a2div + a3∆0 + a4div
2),
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where the coefficients are given by
a1 =
d(2λ+ δ − 1)
2(dδ − 2)(d(δ − 1)− 2)
,
a2 =
−(λd+ 1)
d(δ − 1)− 2
,
a3 =
dλ(2 + (4λ− 1)d+ (−δ2 − 3λδ + 2λ+ 2δ − 1)d2)
2(d(δ − 1)− 1)(d(2δ − 1)− 2)(dδ − 2)(d(δ − 1)− 2)
,
a4 =
dλ(dλ + 1)
2(d(δ − 1)− 1)(d(δ − 1)− 2)
.
Proof. First we write any symbol S ∈ S2δ as a sum of eigenvectors of C:
S = S2,1 + S2,0, where S2,1 =
1
2d
R ◦ T (S).
Solving Equation (26), we obtain that the quantization is given by
Q(S) = QAff(S +
1
2(dδ − 2)
NS2,1 +
1
4(dδ − 2)(2dδ − d− 2)
N2S2,1+
+
1
2(dδ − d− 2)
NS2,0 +
1
8(dδ − d− 2)(dδ − d− 1)
N2S2,0).
We then conclude easily by using straightforward relations that hold on S2δ :
N = −2(λd+1)div +G0, div ◦R ◦ T = 2G0, G0 ◦R ◦ T = 2dG0, and finally
div ◦G = ∆0. 
5.2. The case d = 0. Let us start with symbols of degree one. We know
from Proposition 3.7 that C vanishes on S0δ and S
1
δ so that the situation is
resonant for every δ. However, by Proposition 3.4, the map γ vanishes on
S1δ so that QAff defines an equivariant quantization on S
1
δ . Moreover, since
divXh = 0 for all h ∈ Φ(osp(p+1, q+1|2r)), the osp(p+1, q+1|2r)-modules
S1δ and S
1
0 are equivalent (see formula (2)). Finally, the fact that div is a
1-cocycle of the cohomology of Vect(Rp+q|2r) valued in superfunctions gives
LX(divS) = div(LXS)
for every symbol S and every divergence-free vector field X. We thus obtain
a whole 1-parameter family of quantizations at order one.
Proposition 5.4. If d = 0, then for any t ∈ R, the map
Q : S1δ → D
1
λ,µ : S 7→ QAff(Id + t div)(S)
defines a osp(p+ 1, q + 1|2r)-equivariant quantization over Rp+q|2r.
For symbols of degree two, it follows from Proposition 3.11 that the min-
imal polynomial of C on S2δ is given by (x + 4)
2. Thus −4 is a root of
this polynomial with multiplicity two, the restriction of C to this space of
symbols is not diagonalizable and we have to use Equation (25).
Proposition 5.5. If d = 0, the map
Q : S2δ → D
2
λ,µ : S 7→ QAff(Id +
1
2
div)(S)
defines a osp(p+ 1, q + 1|2r)-equivariant quantization over Rp+q|2r.
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