As a computational bridge between the high-level a priori knowledge of object shape and the low-level image data, active contours (or snakes) 
Introduction
Over the past decade, face recognition has received substantial attention from researchers in pattern recognition, computer vision, and cognitive psychology communities (see the survey in [26] ). This common interest is motivated by challenges in designing machine vision systems that will match our remarkable ability to recognize people based on facial features, by the increased attention being devoted to security applications, and by the growing need of automatic image and video archival based on human faces. The main challenge in face recognition is the presence of a large intra-class variability in human face images due to 3D head pose, lighting, facial expression, facial hair, and aging, and rather small inter-subject variations (due to similarity of individual appearances).
Face recognition algorithms can be classified as pose-dependent and pose-invariant. In pose-dependent algorithms, a face is represented by a small number of 2D images (appearances) at different poses, a set of viewer-centered images. On the other hand, in poseinvariant approaches, a face is represented by a 3D model, an object-centered representation. The pose-dependent algorithms can be further classified into three major groups:
(i) geometry-based approach uses the configuration of geometrical features of the face [8] ,
(ii) appearance-based approach uses holistic texture features [21] , and (iii) hybrid approach combines facial geometry and local appearance information [23] , [17] . The geometry-based methods suffer from an insufficient number of facial landmarks that often cannot be detected accurately; the appearance-based techniques are unable to tolerate variations in head pose, facial expression, and illumination. The pose-invariant algorithms use 3D face models that are promising to overcome the above mentioned variations, although it is difficult to align 3D face structure with 2D images and is cost-sensitive to acquire 3D face shape. Therefore, grouping low-level features (such as locations of feature landmarks, texture, and 3D head surface [11] ) into a meaningful semantic entity (e.g., nose, mouth and eyes) has become an attractive approach to face recognition.
Modeling facial components at the semantic level can help us to understand how the indi- recognize faces without the use of shading information, which is rather unstable under different lighting conditions. However, very little work has been done in face recognition based on facial sketches [22] , and (computer-generated [4] ) caricatures [14] , [19] .
We propose a semantic and potentially pose-invariant approach for face recognition based on a generic 3D face model. From a 3D face model, we can derive 2D semantic face graphs for identifying faces at a semantic level. Each facial component is modeled by its open (or closed) boundary using an active contour (snake). Research on active contours focuses on issues related to representation (e.g., parametric curves, splines, Fourier series, and implicit level-set functions), initialization, energy functionals, implementations (e.g., classical finite difference models, dynamic programming [3] , and Fourier spectral methods), convergence rates and conditions, and their relationship to statistical theory [15] (e.g., the Bayesian estimation). Classical snakes [13] are represented by parametric curves and are deformed via finite difference methods based on edge energies. Different types of edge energies including image gradients, gradient vector flows [24] , distance maps, and balloon force have been proposed. Snakes implicitly combined with level-set methods based on the curve evolution theory, called geodesic active contours (GAC) [9] , are used to extract unknown geometric topology of close curves. Besides the edge energy, region energy has been introduced to improve the segmentation results for homogeneous objects in both the parametric and the GAC approaches (e.g., region and edge [16] , GAC without edge [6] , statistical region snake [7] , region competition [27] , and active region model [12] ). Multiple active contours [2] , [5] have been proposed to extract/partition multiple homogeneous regions that do not overlap with each other in an image.
We utilize face detection results (face and eye locations) to initialize multiple snakes that represent the complete face graph and interact with each other to extract an aligned face graph (called a cartoon face) for face matching. Since, facial components usually overlap, e.g., eyes are inside the face outline, we introduce a repulsion force among multiple parametric contours for preserving facial topology. We propose an approach for manipulating multiple snakes iteratively, called interacting snakes, that minimizes the attraction energy functionals on both contours and enclosed regions of individual snakes and the repulsion energy functionals among multiple snakes. We have implemented the interacting snakes through explicit curve (i.e., parametric active contours) representations for face alignment.
Once the semantic face graph has been aligned to face images, we generate facial caricatures, and derive component weights for face matching, based on distinctiveness and visibility of individual components. Face matching is performed at a semantic level in a feature space spanned by Fourier descriptors of facial components. Therefore, the 2D appearance of the semantic graph looks different at different viewpoints due to the effect of perspective projection of the facial surface. We adopt Waters' animation model [20] as the generic face model because it contains all the internal facial components, face outline, and muscle models for mimicking facial expressions. However, Waters' model does not include some of the crucial external facial features. Hence, we have created external facial components such as the ear and the hair contours for the frontal view of Waters' model.
Semantic Face Graph
We hierarchically decompose the vertices of the mesh model into three levels: (i) vertices at the boundaries of facial components, (ii) vertices constructing facial components, and (iii) vertices belonging to facial skin regions. The vertices at the top level are labelled with facial components such as the face outline, eyebrows, eyes, nose, and mouth using curves ( Fig. 2(d) ). The coordinates of a component boundary can also be represented by parametric curves, i.e., c(s) = (x(s), y(s)), where s ∈ [0, 1], which is a snake for explicit curve deformation or for generating level-set functions for implicit curve evolution.
Coarse Alignment of Semantic Face Graph
Face modeling (alignment) is one of the three major modules (others being face detection and recognition) in our face recognition system. It is decomposed into coarse and fine align- components and component matching scores as follows:
where N is the number of semantic components in T , wt ( 
where M i and A i are, respectively, the number of pixels along the curve of component i and number of pixels covered by the component i, θ 
Fine Alignment of Semantic Face Graph
Fine alignment employs multiple (closed or open) snakes to locally deform a semantic face graph through a repulsion energy from a general facial topology to a sensed face image iteratively. We have studied two competing implementations of active contours for deforming interacting snakes: (i) explicit (or parametric) and (ii) implicit contour representations. The explicit contour representation has the advantage of maintaining the geometric topology, while the implicit contour representation requires topological constraints on implicit functions. We implement interacting snakes via the parametric approach, because it can easily constrain the facial topology.
Interacting Snakes and Energy Functional
The initial configuration of interacting snakes is obtained from the coarsely-aligned semantic face graph, and is shown in Fig. 5(d) . Currently, there are eight snakes in our model that interact with each other. These snakes describe the hair outline, face outline, eyebrows, eyes, nose, and mouth of a face; they are denoted as V (s) = functional used by interacting snakes is described in Eq. (3).
where i is the index of the interacting snake. The first two terms in Eq. (3) 
where α and β are coefficients for adjusting the second-and the fourth-order derivatives of a contour, respectively. Repulsion force field is constructed based on the gradients of distance map among the interacting snakes as follows:
where repulsion weight λ = 0.81, control factor C = 3.9, and EDT is the Euclidean Distance
Transform. Figure 6 shows the repulsion force fields for the hair outline and the face outline.
The use of the repulsion force can prevent different active contours from converging to the same location of minimum energy. The attraction force field consists of two kinds of fields in Eq. (6): one is obtained from edge strength, called gradient vector field (GVF) [24] , and the other from a region pressure field (RPF) [12] . of a component. The advantage of using GVF for snake deformation is that its range of influence is larger than that obtained from gradients, and can attract snakes to a concave shape. A GVF is constructed from an edge map by an iterative process. However, the construction of GVF is very sensitive to noise in the edge map; hence it requires a clean edge map as an input. Therefore, we compute a GVF by using three edge maps obtained from luma and chroma components of a color image, and by choosing as the edge pixels the top p% (= 15%) of edge pixel population over a face region, as shown in Fig. 7(a) . Figure 7(b) is the edge map for constructing the GVF that is shown in Fig. 7 (c). The region pressure (a) (b) (c) 
where E msat is the modified saturation (that is the distance in a plane between a point (R, G, B) and (K/3, K/3, K/3)), where R + G + B = K, E csh is chroma shift, E cdif is chroma difference, K = 256 is the number of grayscales for each color component, and [x] indicates a function that normalizes x into the interval [0, 1]. The eye component energy for the subject in Fig. 8(a) is shown in Fig. 8(b) . The mouth component energy is computed component, its GVF is usually weak, and, therefore, it is difficult to construct an energy map for nose. Hence, for the nose, we utilize a shape-from-shading (SFS) algorithm [25] to generate a boundary energy for augmenting the GVF for the nose component. 
Parametric Active Contours
Once we obtain the attraction force, we can make use of the implicit finite differential method [13] , [24] and the iteratively updated repulsion force to deform the snakes. The repulsion force is computed and merged with the attraction force in each iteration via the weight λ. The stopping criteria is based on limits of iterative movement of each snake. 
Semantic Face Matching and Facial Caricatures
For face matching, we construct a face descriptor in spatial frequency domain based on 
for facial component i with a close boundary such as eyes and mouth, and with end-vertex padding for components with open boundary such as ears and hair components. The advantage of using semantic graph descriptors for face matching is that these descriptors can seamlessly encode geometric relationships (scaling, rotation, translation, and shearing) among facial components in a compact format. The reconstruction of semantic face graphs from semantic graph descriptors is obtained bỹ
where L i (< N i ) is the number of frequency components used for the i th face component.
Component Weights and Matching Cost
After the two phases of face alignment, we can automatically derive a weight (called semantic component weight) for each facial component i for a subject P with N p training face images by
where SF D means semantic facial distance, M S is the matching score, SD stands for standard deviation, G 0 and G P k are the coarsely aligned and finely deformed semantic face graphs, respectively. The semantic component weights take values between 1 and 2. The semantic facial distance of facial component i between two graphs is defined as follows
where SGD stands for semantic graph descriptors. The distinctiveness of a facial component is evaluated by the semantic facial distance SF D between the generic semantic face graph and the aligned/matched semantic graph. The visibility of a facial component (due to head pose, illumination, and facial shadow) is estimated by the reliability of component matching/alignment (i.e., matching scores for facial components). Finally, the 2D semantic face graph of subject P can be learned from N p images under similar pose by
The matching cost between the subject P and the k-th face image of subject Q can be calculated as
where M is the number of facial components. Face matching is accomplished by minimizing the matching cost.
Facial Caricatures
Facial caricatures are generated based on exaggeration of an individual's facial distinctiveness from the average facial topology. Let G crc P represent the face graph of a caricature for the subject P , and G 0 be the face graph of the average facial topology. Caricatures are generated via the control of an exaggeration coefficient, k i , in Eq. (19):
Currently, we use the same coefficients for all the components, i.e., k i = k. In Fig. 10 , facial caricatures are optimized in the sense that the average facial topology is obtained from the mean facial topology of training images (a total of 50 images for ten subjects). We can see that it is easier for a human to recognize a known face based on the exaggerated faces. 
Face Matching
The proposed semantic face matching algorithm is described in Fig. 11 for face identification with no rejection. The computation of matching costs is based on the distance of INPUT: -N j training face images for subject P j , j = 1, . . . , M -one query face image for unknown subject Q Step 1: Detect faces for all the images using the method in [10] −→ Generate locations of face and facial features Step 2: Form a set of facial components, T , for recognition by assigning prior component weights
Step 3 (19)- (22) Step 7: Integrate all the face graphs of subject P j in Eq. (23), resulting in M template face graphs
Step 8: Compute M matching costs, C(P j , Q k ), between P j and Q k in Eq. (24), where k = 1, j = 1, . . . , M
Step 9: Subject P J with the minimum matching cost has the best matched face to the unknown subject Q k . OUTPUT: Q = P J semantic face descriptors and semantic component weights. We have constructed a small face database at near frontal views with small amounts of variations in facial expression, face orientation, face size, and lighting conditions, during different sessions over a period of two months. Figure 12 shows five images of one subject, while Fig. 13 shows one image each of the ten subjects. We employ 5 images each per subject for training and testing the Fig. 14(a) ), the set of internal components gives the best performance (90% at the top four ranks). The set of external components are difficult to align accurately; therefore, it degrades the performance when all the components are used. However, with manual alignment (see Fig. 14(b) ), we can see that the external facial components play an important role in recognition (resulting in a top-rank recognition rate of 96%), and outperform the performance of internal components. with Matlab implementation on a 1.7 GHz CPU. We are conducting other cross-validation tests for classification, and are in the process of performing recognition on gallery and probe databases. Although the alignment is currently done off-line, we are attempting to improve both the alignment performance and alignment speed.
6.CONCLUSIONS AND FUTURE WORK
We have proposed semantic face graphs derived from a subset of vertices of a 3D face model to construct cartoon faces for face matching. The cartoon faces are generated in a coarse-to-fine fashion; face detection results are used to coarsely align semantic face graphs with detected faces, and interacting snakes are used to finely align face graphs with sensed (a) (b) face images. We have implemented an explicit snake deformation for fine alignment, and
shown that a successful interaction among multiple snakes associated with facial components makes the semantic face graph a useful model to represent faces. We have also presented a framework for semantic face recognition, which is designed to automatically derive weights for facial components based on their distinctiveness and visibility, and to perform face matching based on visible facial components. We have demonstrated good classification performance using extracted cartoon faces. An advantage of semantic face graph is that it allows face matching based on selected facial components, and it also provides an effective way to update a 3D face model based on 2D images. We are currently adding snakes for ears and two open crest curves for the nose to complete the graph deformation of the entire face. In the future, we will evaluate the interacting snakes through two types of implementations, explicit (parametric active contours) and implicit (geodesic active contours) curve representations in the domain of face recognition. We plan to test the proposed semantic face matching algorithm on other face databases. We will also implement a pose estimation module in order to construct an automated pose-invariant face recognition system.
