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Abstract
In this article, a method for tracking distance between a medical scope and a subject is
introduced. The method considers optical coherence of light scattering due to the topography of
the subject and post-processing techniques to decrease high reflection interference. The
application of distance tracking is extremely important in biomedical imaging because of the
effect on variance and resolution due to a non-stationary scope. Near Infrared light is
considered in this article because of the application to Near-infrared (NIR) fluorescent imaging in
an emerging biomedical imaging field. Many scopes currently use time-of-flight sensors to track
distance, but the increasing importance on smaller technology has created a need for new
implementations of current technologies. This research aims to provide evidence of an efficient
system for tracking distance using post-processing to eliminate the need for additional sensing.
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1. Introduction
It is becoming increasingly more important that technology becomes smaller and more
efficient. In the case of optical biomedical imaging, researchers are pursuing more minimally
invasive techniques to enable doctors to analyze inside the human body. Propagating light onto
the body and allowing it to absorb and re-emit a light pattern, an imaging device can scan the
diffraction pattern and post-processing can enable a surgeon to view a desired image. Nearinfrared (NIR) fluorescence imaging is an emerging biomedical imaging modality for use in both
fundamental scientific research and clinical practice. NIR has been an increasingly recognized
wavelength for its high imaging resolution and tissue penetration depth. In the medical industry,
today’s devices must be able to image systems in real time and report information quickly.
Unfortunately, due to post-processing lag and physical system constraints, it is difficult
to get a real time image that will react to instant changes. In the medical field, minimally
invasive surgeries use scopes and other small tools. There are many imaging modalities that
would benefit from knowing the distance from the subject to the scope in real time. However,
current distance measuring modalities require hardware that is too large to fit on the tip of the
scope. This research sought to find a method to determine the distance between the scope and
the subject based solely on the current optical system, omitting the distance sensor. ***Needs
to mention distance sensor before last sentence
Most of the distance tracking modalities used in the clinical practice today fall under the
time-of-flight category. Major limitations to the time-of-flight modalities include operational
range (capacitive sensors, inductive sensors), effect by environmental conditions like nonlinear
tissue surfaces (IR sensors, photoelectric sensors), and a lack of suitability for the specific
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application (magnetic sensors, ultrasonic sensors). Furthermore, the largest disadvantage of
proximity sensors is simply the space necessary to integrate into a head unit designed to image
in small areas. Light Detection and Ranging (LiDAR) technologies can be used for this application,
and have a low error rate, but are a relatively large technology. Distance tracking, which uses
the images taken by the optical system in place, does not suffer from the same limitations.
Improving the ability of distance tracking in an imaging system without a time-of-flight
application requires a comprehensive knowledge of the optical properties of biological tissues,
since the interaction between photons and human tissue determines how the imaging system
recognizes the information due to biomolecular pathways. Considering the optical coherence of
the light source, the penetration depth of the light can change the optical properties of the
image, changing the accuracy of the distance determination algorithm. Different tissue with a
varying calcium content changes the probability of total reflection, blinding the sensor that
recognizes the photon count from the reflection. In this research, a focus on reducing the effects
of these “blind spots” from a varying light source is considered to increase the accuracy of
distance measurements.
An ideal spectral window for biomedical imaging should reduce scattering of light and
coupling of atoms at the molecular level due to scattering, negligible autofluorescence, and low
background interference. In the medical field, NIR wavelengths are widely used for this purpose.
In this research, an 850nm LED and a 976nm LASER are used to determine the best outcome for
distance recognition. Light is propagated onto an object and the illuminated scatter pattern is
recognized by the sensors in the camera where a raw image at different distances from the
subject is post-processed to better understand how the pattern changes at changing depths.
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The goal is to determine a pattern in which the camera can recognize the distance from the
subject based on processed images created by the scattering. This paper will discuss the
progress made to answer that question and decide an algorithm to best detect the distance
from the scope to the subject.

2. The Optical System
The equipment used for this distance tracking algorithm consists of a camera with
sensors that can detect photon engagement in the NIR spectrum, a longpass filter to decrease
the chance of ambient light interference, and a light source. Many cameras consist of sensors
that absorb photons and re-emit to a receiver. This process creates a ratio called Quantum
Efficiency (QE). QE plays a large role in determining the type of camera necessary to accomplish
imaging at these wavelengths. Cameras with a high quantum efficiency are a necessity such that
any difference in information received from the sensors can create a difference in perceived
distance from the camera. For this same reason it is important to experiment with light sources
(with any coherence pattern as desired) such that there is not a considerable amount of
bleeding affecting the size and position of the beam of light. This report will analyze the benefits
and drawbacks of coherent and incoherent light sources in that regard.
The light source must be placed beside the camera which means that the light beam will
move in relation to the trigonometry introduced by the angle that the light source needs in
order for the camera to see the light beam. This idea is implemented on paper to calibrate how
the beam moves in a constant environment. The problem becomes increasingly difficult when
an object with topography is introduced. Furthermore, the subject used is a heart which will
absorb and reflect light in a nonlinear, nonuniform trajectory.
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Figure 1: A representation of beam propagation due to the distance between the source and the
subject.

The external radiative quantum efficiency, 𝜂, is defined as the number of photons that
the sensors can successfully submit to the computer as information.

(1)

𝜂=

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑒𝑚𝑖𝑡𝑡𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑠𝑒𝑛𝑠𝑜𝑟

Figure 2: acA2040-25 Spectral Response (From Data Sheet: Graftek Imaging).
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Just by analyzing the quantum spectra of the sensor, there is a slight advantage to using the LED
simply because of the higher efficiency it yields. However, given the post-processing response,
this may not matter. The camera used has a 16mm Navitar Lens attached to it to create peak
resolution at 20.3cm away from the bottom of the lens to the subject. This is only the case at
which the F-stop is 1.4. This arrangement of camera and lens was found in previous iterations to
be the best setup for the imaging techniques necessary for the device being calibrated.
However, there are various configurations that could yield different results depending on the
application. For example, a larger lens or cameras with a higher QE at specific wavelengths could
result in alternate scatter patterns recognized by the camera and may create further challenges
for pattern recognition. Given the 4MP display, the camera has a resolution of 2048x2048. All
images will be processed with a full resolution. To decrease the potential for ambient
interference, a Salvo 800nm longpass filter is situated on top of the sensors inside the camera.
The edge-pass design creates a sharp transition from reflection to transmission, which is
necessary to allow for the correct information to be allowed through to the sensors.

Figure 3: 800nm Salvo LWP filter response CD674-99 (PixelTeq).
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The LASER used has a wavelength of 976nm with a numerical aperture of 0.75. The LED
that is used has a wavelength 850nm with a fan angle of 60 degrees. Each light source is fixated
flush to the end of the lens and sitting around an inch away from the center. The angle
necessary to create a beam profile in the center of the image at peak resolution is 5 degrees
from the normal. Of course, this is determined using a simple trigonometric calculation.
(2)

𝑤
𝜃 = 𝑡𝑎𝑛−1 ( )
ℎ

Where w is the distance from the center of the lens to the center of the light source and h is the
distance from the lens to the subject.
The camera is mounted to an L-406 Compact Linear Stage. The stage has a range of
100mm and is oriented to move on the vertical plane. The camera is set up to take images of
objects underneath between 25.3cm and 15.3cm in depth. The 976nm LASER is attached on the
side of the camera as shown in Figure 4 with a gear tie to decrease movement of the fiber as the
stage moves.

Figure 4: Image of the linear stage used to take images on a vertical plane. Stage moves up and
down on a 100mm axis from 25.3cm away from the subject to 15.3cm away from the subject.

6

2.1 Diffraction Pattern
It is important to recognize the diffraction limited system caused by the scatter profile
the camera witnesses after light propagates through the 16mm lens. Using a F-stop of 1.4, at a
distance of 20.3cm from the subject, the focus can be adjusted to enable the best focus. This
will only happen when the distance of the lens is equal to the focal length of the lens, given by:

(3)

(𝑛 − 1)2 𝑑
1
1
1
= (𝑛 − 1) ( + ) −
;
𝑓
𝑅1 𝑅2
𝑛𝑅1 𝑅2

𝑅1 , 𝑅2 ≠ 0

Given the thin lens approximation and an assumption that both sides of the biconvex lens have
the same radius of curvature R, the equation reduces to:

(4)

1 2(𝑛 − 1)
=
;
𝑓
𝑅

𝑅1 ≠ 0

Figure 5: Model of optical system created by the 16mm Navitar lens and the acA2040 Basler
camera (The focus is set such that the camera sensors are set at the focal point of the lens).

According to Huygens’s principle, every point on the wavefront radiates a spherical wave. At this
point in space, each spherical wave created by the lens constructively interferes creating an
image with peak resolution. If the camera is moved to different distances from the subject, it is
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obvious that this focus will not hold because of partial interference. This interference will
influence the relationship between different distances. In order to achieve millimeter precision
when searching for a distance from lens to subject and smoothing across the image will propose
a challenge in recognizing a difference between images.

2.2 Limitations of the Detector
A detector generally consists of a concentrator, an absorber, and a reflector. Radiation
enters a lens (concentrator), is focused onto a sensor plane (absorber), and is transmitted
electronically as a signal (reflector). The detectivity of an IR photodetector is limited by two
rates in the active region of the device: generation, G, and recombination, R. This detectivity can
be expressed by

(5)

𝐷=

𝜆 𝐴0
𝜂
( )
ℎ𝑐 𝐴𝑒 √2𝑡(𝐺 + 𝑅)

where η is the quantum efficiency, A0/Ae is the ratio of actual electrical area, and t is the
thickness of the absorber. A possible way to improve the performance of IR detectors is to
reduce the physical volume of the semiconductor, thus reducing the amount of thermal
generation. However, this must be achieved without decrease in quantum efficiency, optical
area, and field of view (FOV) of the detector.

2.3 Absorption in Tissue
Because of the chemical properties of human tissue, certain wavelengths of light are
absorbed and emitted back depending upon the internal specular reflection of the tissue, A, and
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the initial light source intensity, I0. According to diffusion theory, the spatial dependence of the
diffuse reflectance, R(𝜌), of continuous light remitted from a semi-infinite scattering medium at
a separation of ρ from the source can be represented as,

(6)

𝐼0
1 𝑒 −√3𝜇𝑎 (𝜇𝑎 +𝜇𝑠 ′)𝑟1
4
𝑅(𝜌) =
[(√3𝜇𝑎 (𝜇𝑎 + 𝜇𝑠 ′) + )
+( 𝐴
4𝜋(𝜇𝑎 + 𝜇𝑡 ′)
𝑟1
𝑟1 2
3
+ 1)(√3𝜇𝑎 (𝜇𝑎 + 𝜇𝑠 ′) +

1 𝑒 −√3𝜇𝑎 (𝜇𝑎 +𝜇𝑠 ′)𝑟2
)
]
𝑟2
𝑟2 2

where the radii of the tissue can be referred to as 𝑟1 = √(𝜇

1

𝑎 +𝜇𝑠 ′

)2 + 𝜌2 and 𝑟2 =

4

𝐴+1

√( 3
)2 + 𝜌2 . For separation between the source and detector, ⍴, it can be assumed
𝜇 +𝜇 ′
𝑎

𝑠

that the photon transport mean path,

1
𝜇𝑎 +𝜇𝑠 ′

, is small enough compared to 𝜌 such that these

radii can be approximated as 𝑟1 ≈ 𝑟2 ≈ 𝜌. Giving us an approximated form for an understanding
of the reflectance of light inside tissue.

(7)

𝐼0
4
1 𝑒 −√3𝜇𝑎 (𝜇𝑎 +𝜇𝑠 ′)𝜌
𝑅(𝜌) = (
+ 𝐴 + 1)[(√3𝜇𝑎 (𝜇𝑎 + 𝜇𝑠 ′) + )
4𝜋(𝜇𝑎 + 𝜇𝑡 ′) 3
𝜌
𝜌2

This reflectance is related to the absorption of the tissue and can be defined to better
understand how the tissue will react to light at the boundary. Based on the physical property of
the tissue and the concentration of material with high reflectance, such as calcium, as the
photon transport mean path or radial separation of photons decreases. Given that a crystal
assumes a dense, compact region, one would expect the reflectance to be high given these
conditions.
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2.4 Coherence
Optical coherence is very important when considering the effect, it will have on the
imaging techniques used. Coherence can be explained as the superposition of plane waves
illuminating a surface over a certain area. If the coherence factor, σ, is close enough to 0, we can
state that the source is coherent because the superposition of the plane waves acts similarly to
a point source propagating along the origin of the surface. The coherence factor can be
quantified using a simple proportion between the maximum diffraction angle and the numerical
aperture:

(8)

𝜎=

𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 𝑜𝑓 𝑖𝑙𝑙𝑢𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑠𝑝𝑜𝑡 𝑠𝑖𝑛 (𝜃′𝑚𝑎𝑥 )
=
𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 𝑜𝑓 𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑙𝑒𝑛𝑠
𝑁𝐴0

If σ increases, the diffraction pattern shifts, and a spot of light is recognized at the surface. This
spot is the same shape and size across every order of electromagnetic propagation allowed
through the aperture of the lens. If the 0-order spot size is less than the objective lens (the
camera in the case of this experiment), the beam is classified as partially coherent. If it is larger,
then the beam is considered incoherent.
Table 1: Evaluation of the Coherence Factor
𝜎 ≤ 0.01
0.01 < 𝜎 ≤ 1
𝜎>1

Coherent
Partially Coherent
Incoherent
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3. Experimental Trials
The intent of this research is to determine an algorithm that can eliminate the need for
using a distance sensor inside the head unit of an imaging device. Current distance sensors can
track distance with millimeter precision. Such precision is desired in order to enable a use for
the algorithm. Until millimeter precision can be considered, all testing will be done in
increments of 10mm in order to review the overall translation of beam path. Once the best
process for determining distance is recognized, millimeter precision will be considered.

3.1 Trigonometric Approach
Many different trials of a few configurations were analyzed in this research. The original
thought was simply to take a trigonometric approach and have the camera locate the peak of
the beam profile created by the light source to determine the distance in which the optical
system varies from the distance in which it is in total focus. This difference is determined by
calculating the horizontal distance between the peaks. If the distance in which the camera is in
focus is known, and the light source is fixed at an angle such that the Gaussian beam pattern is
centered at the center of the observed dimensions from the camera, it is possible to determine
the distance mathematically. This approach of course assumes no deformity in the beam pattern
along with a flat surface in which the light reflects such that this specific light pattern can be
traced. For a moment, distance will be considered in inches because the camera is set to be in
focus at 8 (~20.32cm) inches away from the subject. The light source must be housed at
approximately 1 inch away from the center of the camera. Given these conditions will always be
a predetermined factor, the math can be calculated by:
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(9)

ℎ = 8 + ℎ′ = 8 +

𝑑
tan(𝜃)

where d is the distance that the center of the beam is from the center of the camera image, θ is
the angle that the light source takes from the vertical axis, and h is the height as to be
determined (distance from the camera to the subject). The angle must first be determined to
accurately determine the height. That can be determined from the “in focus” in which h’ is zero.
In this way the angle can be found from:

(10)

1"
𝜃 = tan−1 ( ) ≈ 7.125ᵒ
8"

Thus, the height can be determined such that the algorithm determines the center of the beam
profile created by the light source.

Figure 6: A schematic representation of how the distance, h’, is determined by the optical
system.
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This theory is tested using the 976nm laser on paper to gauge how well this can be done. An
image is taken at the furthest, closest, and middle placement as seen in Fig.6. These images are
layered on top of one another for better analysis of the beam profile translation. Unfortunately,
the movement from further to closer has some sort of higher order progression where the
amount in which the center of the beam moves increases as the camera moves closer to the
subject. The assumption is that this is caused by the increasing pixel density of the camera due
to a smaller field of view.

Figure 7: 976nm LASER on pig heart: Beam profile of 3 distances from the scope to the subject
layered on top of one another. The centroid (center of mass) of the total intensity of the beam is
labeled as a red asterisk. Left: 10” from the subject; Middle: 8” from the subject; Right: 6” from
the subject.

The movement shown in Fig.7 does mean that the original idea of mathematically interpreting
the distance based on trigonometry becomes more complicated. Given that the main purpose of
this experiment is to track the light on something that is rigid, nonuniform, and has chemical
instabilities that affect the image, a more rigid approach must be considered.
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3.2 Using an Intensity Counter (Coherent Source)
The next approach that is considered is counting pixel intensities and determining the
pattern that results when a new distance is introduced. For this approach, the same 976nm laser
is used (paper is used for calibration). For a new set of images taken from a distance of 25.3cm
to 15.3cm in iterations of 1.0cm, the proposed algorithm takes a sum of the total intensity of the
beam and counts until it meets a certain specified value. This process has less of a specified
mathematical approach and more of trial and error by understanding the data that arises.
Because of this, the algorithm asks for multiple different values for the total intensity to count
to before it records the value. This is done for 20% to 80% of the total intensity at first.
Considering that there are many intensity values of these images below 3 and a relatively small
number above a certain value, it was concluded that the outer information is useless because of
the instability it enables. The goal is to determine at which percentage, there is the most
difference between distances. If this percentage can be determined, it can be used with postprocessing to determine the distance between the scope and the subject at the best precision.
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Figure 8: 976nm LASER on pig heart: Counter taking the percentage of total light vs the position
in which it reaches that percentage at 10 different distances from the subject from 15.3mm to
25.3mm.

The same phenomena that decreasing distance between the camera and the subject
yields a larger difference between the previous distance is recognized. Again, this may be
related to the pixel density and will have to be considered in the final evaluation. A specific
percentage of light intensity is challenging to determine because of how close the trendlines are
to each other.
In the medical field, different surfaces, such as kidneys, livers, hearts, etc. must be
imaged for the many different procedures that occur. A heart was chosen for this research
because it is a vital organ in which the most quantum interactions occur, but because the human
heart is not available for research, a pig heart is used. Considering that a pig heart closely
imitates the structure and anatomy of a human heart, it will be used as it is considered a nonuniform, topographical plane that will cause scattering differences due to defects. These defects
are noticed regularly in the medical field and must be considered for research.
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Figure 9: 976nm LASER on pig heart: A bright spot recognized by the sensors from an overload of
photons due to high reflectance caused by calcium content in the subject.

The data proved to be highly unstable. The assumption is that the human body is
naturally composed of a small percent of reflective elements. The human body consists of
mostly ionized water. Most prominent of the ions being Potassium, Calcium, and Sodium. On
average these ions make up about 0.9% of the body. Occasionally, these ions can crystallize and
reflect light much better than human tissue, which can be measured mathematically by using
the diffuse reflectance R(ρ) given the specific material parameters of the crystal structures
(𝜇𝑎 , 𝜇𝑠 ′). This creates bright spots in the image because the camera sensors become overloaded
with photons where these ions are present. These bright spots can sit on top and inside the
tissue of the organ. This ionized water which rests on top of the surface can be rinsed off using a
saline solution, but the ion content inside the tissue will always show up in the image. The
proposed algorithm removes these bright spots by cutting out any intensity above a certain
threshold. Through trial and error, the best argument for a threshold was found to be ~1
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standard deviation past the mean intensity (𝜇+σ, or 68%). The algorithm is structured to reject
any intensity above this threshold.
Each sensor gives a normalized intensity value on a 0 to 255 scale (255 being the
brightest). It is important to note that the threshold is calculated using a cumulative histogram
of these values and does not consider any values below 1. This is done so only the beam profile
is considered when attempting to reject bright spots. Some cases have bright spots in areas that
cannot be cut off without cutting out important information, however. Because of this, a
convolution is performed to smooth the data. This smoothing will effectively cut out any
burdening bright spot outside the middle of the image because the summing convolution will
add more small values than large and will thus decrease the impact of the outer bright spots.
After this is all accomplished, the same test is run on the same images.

Figure 10: 976nm LASER on pig heart: Left: Before thresholding is used on raw images; Right:
After thresholding is used on raw images.

There are great returns on information when thresholding is used, but the information
is still slightly unstable because of how close the indices are to each other at any given
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percentage. To create a larger gap between distances, the dynamic threshold is varied on the
scale μ ± 3σ. From this, a 3D model of information can be evaluated considering a varying
percentage and threshold.

Figure 11: 976nm LASER on pig heart: 3D representation of a varying threshold (μ ± 3σ) against a
varying percentage of total light intensity in which the algorithm accepts (50% ± 30%).

It is still challenging to determine a decisive threshold and intensity percentage that
yields the highest variance. To analyze the variance between each distance, a representation of
the differences is formed.
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Figure 12: 976nm LASER on pig heart: Left: 3D representation of the differences between each
distance in which an image is taken (Intensity Percentage vs Threshold); Right: 2D
representation of the differences between each distance in which an image is taken (Intensity
Percentage).

From this information it is still clear that there are major issues with a determination of
variance. Some of the variances are negative, meaning that it takes more time to reach a certain
percentage of light intensity at a decreasing depth, which is opposite of what is expected.
Furthermore, there is little distinction between the differences that are positive.
Just to test out the beam path itself, regardless of total intensity, it is possible to
evaluate the centroids of the beam profiles to analyze the trend as the beam moves with the
moving stage. A percentage of 80% is chosen for this analysis just because it seems to yield the
best results so far. The horizontal position of the centroid will be considered as it moves in
space.
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Figure 13: Centroids of each 976nm LASER beam profile from 15.3cm from the subject to
25.3cm from the subject listed out to view how the beam moves by horizontal pixel value with
increasing depth.

Just like in Fig.12, there is an issue with the centroid locations not following a linear
trend from start to finish. For that reason, it is difficult to conclude on an algorithm to track
distance from the subject using a coherent light source.

3.3 Using an Intensity Counter (Incoherent Source)
A third approach involves an 850nm LED that has a 60° fan angle. The LED is incoherent,
so it is possible that the light will be less affected by the salt content in the organ. This theory is
tested under the same exact conditions as the laser. First by analyzing what thresholding
pattern should be used by using a sheet of paper as the base. Because more light shows up in
total across the entire image for this case, the intensities max out at a lower percentage and this
must be considered. From this, it is determined that the best percentage is 55% for the LED and
the threshold still does not matter as it does nothing to the information.
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Figure 14: Top Left: 3D model of the light intensity count vs thresholding over entire spectrum;
Top Right: 3D model of the light intensity count vs thresholding over all light intensity counts
less than 55%; Bottom: Centroids of each 850nm LED beam profile from 15.3cm from the
subject to 25.3cm from the subject listed out to view how the beam moves by horizontal pixel
value with increasing depth.

It is considered that because the LED has such a large fan angle, the camera now sees
the entire picture, and thus will have a difficult time differing each distance, especially as the
camera gets closer and the photons have a higher potential to scatter. From this point, it seems
as if the LED could be risen and the light could only propagate through a pinhole creating a
partial coherence. This partial coherence effectively decreases the amount of light that can
scatter across the subject considering the relationship fan angle vs the exit diameter. As a result,
a smaller beam diameter reaches the subject and reacts to the tissue. Thus, deteriorating the
risk of the field of view of the camera being too small to recognize the entire beam profile.
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Figure 15: Top: 850nm LED image with no barrier controlling light scatter; Bottom: 850nm LED
image in which the light must pass through a pinhole before diffracting toward the subject.
**There is a multiplier on the raw images on the left for visibility purposes.

By using a pinhole, a more gaussian beam profile is recognized, which makes analysis
much easier between distances. By taking a look at a changing intensity percentage count, the
data seems to hold a linear progression; yet the information at closer depths still shows to be
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relatively close and tough to recognize differences. The raw image still has deformities that may
be causing this. It is possible to smooth the beam and take out any information that is not
included in the gaussian beam profile that is desired using thresholding.

Figure 16: Analysis of changing intensity percentage count using 850nm LED through a pinhole
after thresholding and smoothing.

Given the spacing, the algorithm will count to 30% of the total light because that
percentage seems to yield the highest difference between all distances. Given that a threshold
and intensity percentage has now been determined for best results, the next step is to
determine how the information reacts in accordance with paper. The algorithm should be able
to determine distance for any surface, so the heart and paper should have no discrepancies
between them. However, the beam profile is slightly different between the two.
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Figure 17: Differences between beam profiles of paper and heart are shown for the case in
which an 850nm LED is shined through a pinhole.

To decrease the chances of irregularities, only a select group of intensity is accepted. Each beam
shows very similar quantities in the middle of the beam, meaning that if the intensities that are
considered are only on the interval 10 to 20, there should be no difference between the heart
and paper.

Figure 18: Differences between beam profiles of paper and heart only using intensities between
10 and 20 are shown for the case in which an 850nm LED is shined through a pinhole.
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When this process is used, a linear path is witnessed. Even better, this theory gives a
good approximation for a distance tracking algorithm with millimeter precision. For this
algorithm, a multiplier is used for purposes of understanding the movement of biomolecules.
When the camera is in focus, the best approximation of movement occurs. If the camera
recognizes a distance that is not its set focus, post-processing will be used to correct for
movement based on the distance determined by this algorithm. Interestingly, the paths of the
lines created by tracking the intensity count at each step seem to hold the same slope
throughout. Because of this, a normalized pattern can be used to determine the distance
between the scope and the subject for all cases.

Figure 19: Left: Data showing progression of beam as it moves with each change in distance for
both heart and paper after thresholding; Right: Normalized data showing progression of beam
as it moves with each change in distance for both heart and paper after thresholding.

From this, the distance between the scope and the subject can be easily determined
with little error by creating a data sheet for distances using the normalized intensity count. The
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data sheet is created by simply taking each point on the normalized curve and listing it. This
algorithm cross analyzes an image taken with the camera with the curve created with the
trained images. The algorithm finds the point on the curve in which the image best represents.
When that is determined, the distance between the scope and subject is known.

4. Conclusion
We have introduced a spatially resolved, distance tracking algorithm that can be used in
place of a proximity sensor. By using incoherent light, controlled by a barrier, and only accepting
a certain amount of the main beam profile, a data sheet is created by normalizing to a curve
following the size of the beam. The size of the beam is determined by counting each intensity
until a percentage of the total intensity is determined. This will of course have different effects
based on the shape of the beam but can be processed as shown in this paper to decrease
irregularities. The counting in this experiment is done from top to bottom on the original image
(MATLAB counts from left to right originally, so the image is transposed to create a top to
bottom counting). Simulation results show that errors due to material properties of the subject
are less than 1% and can be limited by ensuring that the calibration sample has optical
properties like the sample under study. This indicated that the method is useful for measuring
distance and can be extremely beneficial to biomedical imaging as one option to decrease the
size of the scopes used in today’s practice. Furthermore, because the tracking technique uses
near infrared light, the light source can also be used for topographical information as well as
distance tracking.
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5. Appendix

Initialization
Read in path:
path = 'C:\Users\steven.manz\Documents\LEDJun10\topo_heart_pinhole_Jun12\2\topo\';
path_info = fullfile(path, '*.bmp') ; % the star indicates all files in the path and will read in all
images to be analyzed
dir_info = dir(path_info);
Initialize Resolution:
res_x = 1024;
res_y = 1024;

Determining a rectangle to operate under
Look at the furthest, middle, and closest images:
Ind = [2,52,102];
Bring in the images using a for loop as described in the BODY:
for i1 = 1:length(heart_ind)
hpind = heart_ind(i1);
filename = strcat(path, dir_info(hpind).name);
raw_image = imread(filename); % read into array
Now we need to get rid of the very low intensity values so we don't see the ones and twos
caused by the camera:
avg = mean2(raw_image(raw_image ~= 0));
std = std2(raw_image(raw_image ~= 0));
threshold = ceil(avg + std);
new_image = raw_image > threshold;
From here, these 3 images will be stacked on top of one another:
figure(18)
p = imshow(new_image);
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hold on
alpha(p,.5)
end

As you can see in the image, we can create a box around these images using the coordinates
listed. This is the space we will evaluate on. Currently, the code just makes everything outside
the box zeros. Later the code can be made quicker by just evaluating in that box and nothing
else.

Body
Ask for certain images:
ind = 2:102; % this information will be used in the for loop to only select the images at 1 mm,
11mm, 21mm, ……
smooth_size = 13;

% Kernel size of 13 for smoothing

col_ind = zeros(length(heart_ind),1);
(column index)

% pre-allocating space for our variable of question

For loop:
** the for loop can only run from 1 to some integer. This is the reason we need the ind above
and the hpind below. It is the only way to have the for loop run on the indices specified in ind.
for i = 1:length(ind)
hpind = ind(i)
Read in each image:
filename = strcat(path, dir_info(hpind).name); % where hpind here is where we ask for the
image at a specific distance
raw_image = imread(filename)';
% the apostrophe at the end here is to transpose the
information. This is necessary so the while loop
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% can recognize the change in column index. The while loop runs through each column and
checks. So % the only way to recognize a difference is to transpose the information. Otherwise,
the circle just
% moves downward, and the algorithm does not recognize a change because the column
information % does not change.
Same process as before, cut out all dim light:
avg = mean2(raw_image(raw_image > 0));
std = std2(raw_image(raw_image > 0));
threshold = ceil(avg + std);
new_image = raw_image > threshold;

Now we can create the mask for the box we created before:
mask = zeros(res_x,res_y);
mask(281:719,291:729) = true;
masked_img = new_image.*mask;
img = uint8(masked_img).*raw_image;

Smoothing:
disk_filter = fspecial('disk', smooth_size);
smooth_img = imfilter(img, disk_filter, 'conv');

In this part, the bright spots (if there are any, are chopped off):
average = mean2(smooth_img(smooth_img ~= 0));
standard_dev = std2(smooth_img(smooth_img ~= 0));
threshold = average + 3*standard_dev;
M = smooth_img > threshold;

Instead of making zeros at these parts, the algorithm will just make the intensities at these
positions the same as the threshold used:
new_img = regionfill(smooth_img,M);

This part of the code is the same as used before except, we will use a fraction of disc of 45%,
and we will simply just ask how far into the image created above does the code have to run until
it reaches this mark.
fractionofdisc = 0.45;
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sum_img = sum(new_img);
sum2_img = sum(sum_img);
if sum2_img == 0
break
end
cumsum = 0;

% While loop needed to sweep across the x values until it reaches 45% of the total intensities
in new_img
while cumsum < fractionofdisc*sum2_img
col_ind(i1) = col_ind(i1) + 1; % column index
cumsum = cumsum + sum_img(col_ind(i1));
end

Now we plot the information for the heart and the paper:
figure()
plot(heart_ind,col_ind,'r*','MarkerSize',10)
hold on
plot(heart_ind,col_ind1,'b*','MarkerSize',10)
title('Tracking Beam with Increasing Depth')
xlabel('Distance from top of stage in mm')
ylabel('Column Index')
legend('Paper','Heart')

There is a clear trendline as you move closer to the image, with almost millimeter precision.
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