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CHAPTER 1
Introduction
When the question arises what sets mankind apart from all other living beings in our world, it
is probably the ability to transfer knowledge not only from oneself to another person, but also
giving future generations the opportunity to take advantage of our experiences. This is achieved
by a huge variety of evolving methods to store information ranging from ancient cave paintings
at the dawn of mankind, Papyri in classic antiquity over the invention of printing machines by
Gutenberg to the introduction of ultrafast memories today, an evolution which spans a time of
at least 10000 years. As we entered an era that is coined sometimes the "Information Age" the
pressure to refine our methods to keep, transfer and process information is steadily increasing [1].
As Dr. Gordon Moore predicted in his famous publication in 1965, the development of integrated
circuits would be accompanied with steady drive to miniaturization and that the complexity
of these circuits would be doubled every year 1[3]. This steady need for new solutions to cope
with the emerging challenges eventually lead to a self-accelerating evolution of technologies
culminating today in structures in the range of nanometers working on nanosecond timescales.
These technologies are readily applied in mainstream electronic devices.
1.1 Phase change alloys and their unique properties
Among others, one very promising contender to meet many of todays requirements is emerg-
ing in the form of phase change materials for which not only the optical data storage is well
established, but electrical cells are emerging that are going to compete with flash memory and
even Double Data Rate Random Access Memory (DDR-RAM)[4, 5, 6, 7, 8, 9]. Many properties
of phase change memory cells are advantageous, and a comparison to existing technologies is
1Later he changed his estimate to 24 months and by some authors to 30 months or accordingly to the situation [2].
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drawn in figure 2 1.1. The future of phase change alloys is bright as IBM has overcome recently
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Figure 1.1: Comparison of phase change memory with existing technologies: Phase change mem-
ory is envisioned to be superior in most properties with respect to established technologies.
Overcoming the so called drift problem of the amorphous resistivity states, IBM was able to
present a concept for the realization of multilevel phase change cells which results in vastly
improved data densities (The picture is reproduction of a sketch by IBM Zürich) [9, 10].
important limitations of phase change alloys, namely being able to increase the data density
in phase change cells - unfortunately at cost of speed and vice versa - employing sophisticated
programming algorithms [11]. The challenge of increasing the data density of phase change cells
is closely linked to a phenomenon coined resistivity drift which is also addressed in this work
(chapter 4). Phase change alloys that were first investigated by Stanford Ovshinsky due to their
ability to switch between the amorphous and crystalline state, combine an unique portfolio
of physical properties that might not only lead to "simple" devices as pure storage units 3 but
2The figure is a reproduction of a sketch found at "http://www.zurich.ibm.com/news/11/pcm.html": "IBM scientists
demonstrate computer memory breakthrough"
3Phase change alloys excel even in in environments where radiation resistance is mandatory, e.g. the radiation
resistivity is take advantage of in the space industry [12].
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also might help to realize advanced technology applications in the form of neuronal networks4
[13, 14, 9].
The switch between the amorphous and crystalline phase is achieved in applications5 by Joule
heating of the phase-change material above the melting temperature Tm 6 and rapidly cooling
it at material specific rate that eventually leads to an amorphous structure (token (2) in figure
1.3). Alternatively heating an amorphous sample gives rise to crystallization (token (3)) in figure
1.3 when enough time/energy7 is available for the system. As the amorphous sample is heated
above the crystallization temperature Tc crystallization can occur on very short timescales.
Usually a so called time-temperature-transformation graph is drawn to visualize the mutual
dependencies. An illustration is given in figure 1.28. The figure is valid for an isothermal situation.
The resulting phase of a phase change alloy coming from the liquid depends on the cooling rate.
In the upper left are two different cooling rates drawn in orange (please note the logarithmic
scale!). If the quench is rapid (left curve), the amorphous state will be reached. This occurs
as the atomic viscosity increases and therefore the atomic mobility decreases drastically with
decreasing temperature. The temperature at which a viscosity threshold value of η= 1012 Pa · s is
reached, is usually coined glass transition temperature Tg [20]. At this temperature the mobility
of the atoms is so low that only at long timescales, i.e. in the ideal case for an application in the
order tens of years, a crystallization may be induced. Therefore a high Tg is wanted for memory
applications. At the same time the driving force for crystallization increases with decreasing
temperature (right), i.e. the difference in Gibbs free energy between the undercooled liquid
and the crystalline phase, only the mobility is hampering the crystallization. If a slower cooling
rate is chosen, one might end up in the metastable or stable crystalline phase. The two blue
shades indicate fully and partly crystalline phases. Furthermore the two purple colored lines
shall indicate an heating and subsequent annealing experiment. Small changes in the annealing
temperature may lead to huge difference in crystallization times. The actual state of the phase
change material can be probed by a low power pulse9 in form of light or an electrical current
(token (1) in figure 1.3), as both phases show contrast with respect to optical reflectance and
electrical resistivity. This transition can be extremely fast for modern alloys. Our group could
convincingly show, that the most time consuming process, the crystallization, is possible with
electrical pulses shorter than 1ns−16ns for the binary system GeTe, depending on the initial
state of the phase change cell [21].
4e.g. in 2006 a patent with the title "Analog neurons and neurosynaptic networks" was filed by Stanford Ovshinsky
(U.S. Patent 6,999,953)
5Pressure induced amorphization has been reported for Ge2Sb2Te5 and Ge1Sb2Te4 in references [15, 16, 17, 18].
6Or alternatively Tl for liquidus.
7I.e. the annealing temperature is above the crystallization temperature Tc
8Figure by Dr. Dominic Lencer [19, 8].
9The maximal temperature caused by the pulse should be well below the crystallization temperature
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Figure 1.2: Time-temperature-transformation diagram: On the far right: The difference in Gibbs
free energy between the crystalline and undercooled liquid as a function of temperature
in units of heat of fusion H f (liquidus temperature Tl and glass temperature Tg ). In
the middle: The glass transition temperature is reached per definition when the viscosity
η reaches 1012 Pa · s. On the left: In orange on the top left are different cooling rates
drawn. If the cooling rate is high enough the glass transition temperature is reached before
the crystallization sets in and an amorphous phase is formed. In purple two annealing
experiments at different temperatures are indicated. Small changes in annealing temperature
can cause orders of magnitude difference in crystallization time. Light blue indicates partly
crystalline phases. Caution in the interpretation has to be advised because the diagram is
valid only for an isothermal situation. The heating and cooling curves shown in this graph
are only justified for short very times. Figure by Dr. Lencer [19, 8].
Chemically phase change alloy constituents are almost all members of the thirteenth to
sixteenth group of the periodic system of periods four and five, i.e. indium, germanium, tin,
antimony, tellurium and most of the times in traces silver11. There are different classes or
families of phase change materials. A very successful prototype family of alloys originates
from the so called the pseudobinary line of GeTe-Sb2Te3 suggested for applications by Yamada
et al. [23, 24]. Secondly germanium/indium/silver doped Sb2Te found broad application in
optical disks [25, 26, 27, 28, 29]. Thirdly doped antimony systems raised some interest in the
past12 [30, 31, 32]. An illustration of all these classes is given in figure 1.4. An important aspect
of phase change materials that has not been addressed so far is the extreme contrast between
amorphous and crystalline phase over several order of magnitude in electrical resistivity or the
increase of the dielectric constant ²∞ which is unmatched by other materials. A first microscopic
11An exception would be AgSbTe2. A typical alloy in which silver is only contained in traces would be for example
AgIn-Sb2Te, with an atomic silver/indium content of about 7%, e.g. Ag3.5In3.8Sb75.0Te17.7 [22]
12For historical reasons figure 1.4 marks the antimony/phosphorous/sulfur doped Ge15Te85 family which stands for
the first generations of slow, good glass-forming, phase change materials [13, 4].
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Figure 1.3: Sketch of the functional principle of the reversible switch between amorphous and
crystalline state by means of applied power: The figure gives a qualitative picture of
the switch of a small amount of a phase change alloy between the crystalline and amorphous
state by Joule heating in a matrix of host material. The sample in state 1 can be probed by
a low power10 pulse, which does not heat the phase change material above Tc . The state
of the sample is thus not changed - may it be crystalline or amorphous. If the sample is in
the crystalline state and a high pulse is applied (2), the temperature rises above the melting
temperature and upon rapid cooling an amorphous phase is obtained. This amorphous
phase differs profoundly in optical and electrical properties from the crystalline phase (see
text). To switch from the amorphous to the crystalline phase, the sample is heated just
above the crystallization temperature Tc for an amount of time that allows crystallization
(3).
explanation of the origin of this contrast could be given by Sporthko et al. who were able
to identify the underlying reason to be resonant bonding [33] in the crystalline phase, thus
explaining the unusually high coordination number as well as high electronic polarizabilities
[34]. As the long range order is destroyed when switching from the crystalline to the amorphous
5
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Figure 1.4: Overview of the different classes of phase change alloys: The ternary phase change
diagram gives a rough overview of the families of phase change materials that have been
investigated in the first place so far. For historical reasons the first doped Ge15Te85 alloys
investigated by Ovshinsky who initiated the the interested in the field of phase change alloys
with his work the basis for the interest these alloys is marked in turquoise. In3Sb1Te2 shows
some distinctively different properties from the other alloys and is investigated in particular
in this thesis. The graph is created in close resemblance to [4].
phase, the resonant character of the bonds cannot be maintained. This is experimentally
apparent as the contrast between the crystalline and amorphous phase, which is measured by
the dielectric constant ²∞. For a non-phase change alloy like AgInTe2 which shows no signature
of resonant bonding, the difference in ²∞ can be explained by appreciating the density contrast
between amorphous and crystalline phase via the Clausius Mossotti model [35, 34]. For phase
change alloys like Ge2Sb2Te5 the magnitude of the change is clearly beyond the density effect
[34]. Subsequently Lencer et al. were able to devise a map, following Littlewoods schemes, that
helps to locate alloys13 with phase change characteristics by calculating quantities describing
the materials hybridization and ionicity from tabulated properties like the valence radii [36, 37].
Later these predictions were underlined and confirmed by systematical density functional theory
investigations, offering new insights into the structural and dynamical properties of the alloys
covered within the map [19]. From a structural point of view, it would be desirable to understand
13I.e. alloys with an average number of three p electrons per atoms and roughly even numbers of cation and anions.
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why the transition between crystalline and amorphous phase can be so fast (as mentioned before
in the case of GeTe). The key to this observation was argued to be the distinct similarity between
the amorphous and crystalline phase by means of coordination, rings and atom alternations
[38, 22]. Even if this line of argumentation is questionable, the understanding of the amorphous
phase will still yield crucial insights that will be discussed later and are unique for the class of
phase change alloys. In fact for the system Ge1Sb2Te4 van Eijk et al. could demonstrate that the
next neighbor distances are even better defined in the amorphous than the crystalline phase,
providing evidence for a higher local order in the amorphous state [39]. This conclusion was
drawn from sharper correlation functions for the first neighbor distances and smaller mean
square displacement factors σ2 of the amorphous compared to the crystalline state. Siegrist
et al. recently discovered that disorder plays a profound role in the crystalline phase as well. They
were able to attribute a change from semi-conducting to metallic conduction characteristics
beyond a certain annealing temperature, and were able to link this insulator metal transition to
the increased order upon annealing [40].
1.2 Overview and structure of this work
In this thesis the nature of the ternary alloy In3Sb1Te2 is discussed which displays properties
that make it difficult to assign it to the established categories in the field. After an experimental
investigation of the system which delivers important input parameters for the subsequent
calculations and allows to appreciate the differences compared to other phase change alloys,
the chemical and physical properties are theoretically investigated in depth by applying Density
Functional Theory (DFT). Phase change alloys excel due to their unique bonding characteristics
in the crystalline phase. To approach the situation in In3Sb1Te2 , other indium containing
alloys are introduced as prototypes and finally the different models to explain the experimental
findings in In3Sb1Te2 are discussed. The same scheme is applied to the amorphous phase. After
getting acquainted with the amorphous phase of some typical phase change materials to be
able to deduce the impact of indium, features that are common for most phase change alloys
are discussed and compared to In3Sb1Te2 . This is achieved by employing Molecular Dynamics
(MD) calculations. It turns out, that amorphous In3Sb1Te2 possesses a peculiar temperature
sensitivity with respect to structural properties, which might be important for crystallization and
could even facilitate it. Therefore the circle of In3Sb1Te2 investigations is closed by illuminating
the transition from the amorphous to the crystalline phase and putting it into perspective with
regard to recent theoretical investigations on the crystallization of Ge2Sb2Te5 and GeTe. The
chapter is closed by summing up the results and comparing In3Sb1Te2 with other well known
phase change materials.
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The last part of this thesis (chapter 4) deals with aging effects in the amorphous phase of
relevant phase change alloys. From an industry point of view, the so called resistance drift
in the amorphous phase is greatly hampering the realization of memory cells, that could take
advantage of gradual crystallization states thus multiplying the data density. Although IBM could
recently find an elaborate engineering solution to circumvent the problem [10], the physical
origin for the drift is not yet clear and the magnitude of the effect cannot be predicted. The
phenomenon of resistance drift of the amorphous phase alloys is approached with density
functional theory methods. The systems under test in this chapter are Ge-Sn-Te alloys which are
readily comparable from their chemistry and structure. Hence they can be employed as ideal
test cases, the question being whether the time dependence of the resistivity drift can be linked
to the rigidity of the system.
Finally the Appendix features additional graphs and tables which are referenced in the previ-
ous chapters.
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Figure 2.1: The number of publications regarding DFT: Development of the numbers of publications
concerned with the DFT technique or results obtained by the application of DFT methods
[41].
The advent of density functional theory (DFT) calculations allowed a huge leap forward in
the understanding of matter, providing new perspectives on problems in physics, chemistry
and beyond. Its impact on the way we see the world of solid state physics today is echoed by
the numbers of publications ever rising since Hohenberg and Kohn initiated the field in 1964
(see also figure1 2.1)[42]. Walther Kohn finally was awarded with the Nobel prize in 1998 for
his achievements [43]. The application of DFT allows not only to investigate real systems, but
for example gives the user the ability to explore new atomic arrangements and to quickly learn
from systematic trends of properties like density of states without the need to perform time
consuming experiments. This does not mean that DFT would be able to replace experiments, but
1Search topic at http://apps.webofknowledge.com: DFT or "density functional theory".
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it perfectly supplements them. In the field of Phase Change alloys many important challenges
were tackled on the basis of DFT investigations e.g. understanding the role of composition,
stability and structure (e.g.[44, 45, 22]), gaining valuable insight into the mechanism of the
optical contrast between different phases [46] and finally powerful classification schemes of the
crystalline and amorphous phase [37, 47]. Within the framework of this thesis, density functional
theory was employed to illuminate the physical properties of different phase change alloys. In
this chapter the basic principles are introduced, the specific shortcomings and advantages of the
methods employed are briefly discussed and references are provided for the interested reader.
2.1 The Hohenberg-Kohn theorem
To describe a many particle problem is a daunting task, and several approaches have been
developed to tackle this challenge. At the heart of DFT calculations lies the Hohenberg-Kohn
theorem which was introduced by Hohenberg and Kohn for non-degenerate systems2 in 1964
[42]. The Hohenberg-Kohn theorem can be split in two parts. The first theorem states, that for
the non-degenerate case for a system described by a typical Hamiltonian of the form
H =− ħ
2
2m
∑
i
∇2i +
∑
i
V (ri )+ 1
2
∑
i 6= j
e2∣∣ri − r j ∣∣ (2.1)
with mass m and external potential V (e.g. V can stand for the potential of nuclei acting on the
electrons), there is a bijective function which maps this external potential V onto a ground state
wave functionΨ and ground state electron density ρ respectively [50]. From this density ρ in
principle all properties can be obtained. If there is some observable O then it holds that [51]:
O[ρ]= 〈Ψ[ρ]|O|Ψ[ρ]〉 . (2.2)
The second part states, that a functional E [ρ] can be defined for any external potential Vext in
such a way that the functional is minimal when the electron density ρ equals the exact ground
state density ρ0 [50]: and
E0 =minρE [ρ]= E [ρ0]< E [ρ′], (2.3)
and for any other density ρ′ 3. Equation 2.3 is sometimes termed the second Hohenberg-Kohn
theorem. The functional is only defined for those densities, which can be created by an external
potential (V-representability)[50]. Levy and Lieb extended this scheme for any density (N-
representability) leaving behind the limitations of non degeneracy [50]. The Hohenberg-Kohn
theorem is exact, but it does not help to solve the Schrödinger equation of a many particle
problem explicitly.
2For the degenerate case the reader might want to refer W. Kohn or the alternative formulation of the Hohenberg-
Kohn theorem by Levy and Lieb [48, 43, 49]
3In actual calculations the first guess might be for example the sum of all single atom densities.
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2.2 The Kohn-Sham equations
To be able to calculate the properties of extended real systems with many particles, Kohn and
Sham introduced the idea to replace the many body problem by an auxiliary non interacting
particle problem that is more easily accessible [52]. Hence the newly introduced effective po-
tential has to fulfill the condition, that the pseudo density obtained leads to the same density
as complex system. Therefore all difficult many body terms are put into a so called exchange
correlation functional of the density. In principle this theory is still exact, but naturally approx-
imations have to be accepted for this term as the many body problem is usually not exactly
solvable. Usual approximations are the so called local density approximation (LDA) and the
generalized gradient approximation (GGA). First of all let us state the total energy:
E [ρ]= T [ρ]+U [ρ]+V [ρ] (2.4)
where T denotes the kinetic, U the interaction and V the external energy contributions. Now
one rephrases this term by splitting T into a single particle ("sp") and a correlation ("c") part:
T [n]= Tsp[n]+Tc [n], (2.5)
where Tsp[n] can be expressed in terms of single particle orbital wave-functions. In addition we
split the interaction energy U into the Hartree4 and an exchange correlation part ("xc")
U [ρ]=UHartree[ρ]+Uxc[ρ]. (2.6)
Together with T [n] one defines:
Tc [ρ]+Uxc[ρ]= Exc[ρ]. (2.7)
Subsequently we obtain:
E [ρ]= Tsp[ρ]+UHartree[ρ]+Exc[ρ]+V [ρ]. (2.8)
According to the Hohenberg-Kohn theorem this quantity is to be minimized, hence one can
rewrite equation 2.8 as
0= δE [ρ]
δρ
= δTsp[ρ]
δρ
+ δUHartree[ρ]
δρ
+ δExc[ρ]
δρ
+ δV [ρ]
δρ
. (2.9)
At the same time in a system of non interacting single particles the minimization could be
expressed as
0= δEsp[ρ]
δρ
= δTsp[ρ]
δρ
+ δVsp[ρ]
δρ
. (2.10)
4The Hartree energy is the self interaction energy of a classical charge density UHartree = 12
∫
d3r d3r ′ ρ(r )ρr
′
|r−r ′|
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Comparing the equations 2.9 and 2.10 the densities of the interacting and non interacting system
become equal if
δVsp[ρ]
δρ
= δUHartree[ρ]
δρ
+ δExc[ρ]
δρ
+ δV [ρ]
δρ
, (2.11)
and one can give an expression for the Schrödinger equation of the single particle problem, i.e.
the Kohn-Sham equation : [
−ħ
2∆
2m
+ Vsp[ρ]
δρ
]
ψi = Eiψi , (2.12)
whereψi are the single particle wave functions5. As mentioned before these wave functions lead
to the real electron density ρ if the potentials are chosen accordingly:
ρ = ρsp =
∑
aiψi . (2.13)
The corresponding single particle Schrödinger equation is then solved iteratively starting from
an educated guess for the electron density [53]. An illustration of such an iterative scheme is
displayed in figure 2.2.
The question arises how to efficiently approximate the exchange correlation functional. Two
main classes can be distinguished: The Local Density Approximation (LDA) and the Generalized
Gradient Approximations (GGA) [50]. In the LDA case the exchange part is calculated analytically
from the free homogeneous electron gas (n = n(r )):
E LDAxc =
∫
dr n ²LDAxc (n) (2.14)
[54]. Employing the Hartree-Fock method the expression
²LDAx(n)=−3/4e2
(
3
pi
)1/3
n1/3 (2.15)
is obtained. The correlation part can be calculated for example from quantum Monte-Carlo
simulations [55, 56, 57]. In the GGA case the description of real systems can be improved by
taking into account a perturbative expansion in powers of the gradient of the density [51], i.e.
E GGAxc =
∫
dr f (n(r ),∇n(r )). In this thesis PW91 and PBE exchange correlation functionals were
employed, created by Perdew, Wang (PW91) and Perdew, Burke and Ernzerhof (PBE) respectively
[58, 59]. Forces are calculated taking advantage of the Hellman-Feynman theorem which states
that the derivative of the energy with respect to some parameter λ is equal to the derivative
of the expectation value of the Hamiltonian with respect to λ. The derivative of a continuous
parameter λ can be written as [60]
5If the ground state is not degenerated, then it it is given by the Slater determinant of the single particle orbitals.
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Figure 2.2: The scheme of a selfconsistent DFT calculation: To start the iterations, an electron
density has to be chosen. In this thesis the initial density was always the superposition of
the electron densities of the isolated constituent atoms or the density of a previous run.
Subsequently, the Kohn-Sham equations are solved and the new electron density calculated.
∂E
∂λ
= ∂
〈
φλ
∣∣Hλ ∣∣φλ〉
∂λ
(2.16)
=
〈
∂φλ
∂λ
∣∣∣∣Hλ ∣∣φλ〉+〈φλ∣∣ ∂Hλ∂λ ∣∣φλ〉+〈φλ∣∣Hλ
∣∣∣∣∂φλ∂λ
〉
(2.17)
= Eλ
〈
∂φλ
∂λ
∣∣∣∣ φλ〉+〈φλ∣∣ ∂Hλ∂λ ∣∣φλ〉+Eλ 〈φλ∣∣ ∂φλ∂λ
〉
(2.18)
= Eλ
∂
〈
φλ
∣∣ φλ〉
∂λ
+〈φλ∣∣ ∂Hλ
∂λ
∣∣φλ〉 (2.19)
= 〈φλ∣∣ ∂Hλ
∂λ
∣∣φλ〉 . (2.20)
In particular this gives for the electronic forces on the ion cores:
∂E(RI )
∂RI
= 〈φ∣∣ ∂HRI
∂RI
∣∣φ〉 , (2.21)
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allowing to minimize the total energy of the system upon variation of coordinates thus finding
an optimized structure.
2.3 Pseudopotentials and the Projector Augmented Wave method
For most problems in solid state physics a plane wave basis set is suitable to generate the
wave function of a periodic problem. This ansatz is chosen for historical6, theoretical7 and
computational8 reasons. Since atoms are described, this implementation becomes cumbersome
as for localized deep states a huge number of plane wave becomes necessary. The commonly
applied approximation to overcome this issue is to take the valence electrons into account
and treat the core electron as frozen, i.e. the charge of the core electrons is calculated for an
isolated atom and kept fixed as such in a crystal calculation. This implies that the core states are
independent of the chemical environment, which is for most cases a good approximation. In
  
rcV
V'

 '
r
Figure 2.3: Sketch of the pseudopotential approach: The potential/wave function equals the full
counterpart beyond a radius rc .
the pseudopotential approach the problem is further simplified by introducing a cutoff radius
rc : within rc the pseudopotential V ′ is a smooth function of r , beyond rc the potentials V and
V ′ are required to match.
6The first systems investigated by means of DFT were suitable to be interpreted in the free electron picture.
7Expressions easy to expand.
8Efficient implementation of FFT algorithms.
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Hence details of the wave functions, such as nodes within rc , are neglected (see fig. 2.3). To
realize such a potential one starts from solving the all electron problem for an isolated atom
under the following constraints: the pseudo wave function and real wave function yield the
same eigenvalues; they are identical beyond rc ; the logarithmic derivatives of the all-electron
and pseudo wave functions agree at rc ; the first energy derivative of the logarithmic derivatives
of the all electron wave- and pseudo wave function agree at rc and finally the charge inside the
sphere with radius rc equals the charge of the real system of this very volume [61, 50]. If these
conditions are fulfilled one speaks of a "norm conserving" pseudopotential. Pseudopotentials
created in such way show in general higher accuracy and better transferability9 than other
pseudopotentials. [61, 50].
Another more modern approach was suggested by Prof. Peter E. Blöchl in 1994, which became
known as Projector Augmented Wave method, short PAW [62]. The idea is conceptually similar
to the Augmented Plane Wave approach (APW) suggested by Slater in 1937 which divides the
space into regions close to atoms where the wave function may be expanded for example in
terms of atomic like orbitals and plane waves in the interstitial regions [63]. Blöchl suggested a
scheme that is illustrated in figure 2.4 and will be introduced10 briefly. The full wave function
is retained by treating the interstitial analogous to the pseudopotential case, subtracting the
pseudo onsite contribution and adding an all electron onsite term. The full Kohn-Sham wave
function
|Ψ〉 =∑
i
ci
∣∣φi〉 , (2.22)
is expressed by means of a smooth pseudo wave function
∣∣Ψ˜〉=∑
i
ci
∣∣φ˜i〉 (2.23)
via a transformation
T = 1+∑
x
Sx (2.24)
with some atomic contribution Sx at an atom site x - adding the part of the wave function which
is neglected in the pseudo representation beyond a certain radius11 - to get:
|Ψ〉 = T ∣∣Ψ˜〉 . (2.25)
As T shall only act within r < rc it follows that
∣∣φ˜i〉= ∣∣φi〉 for r > rc . T is required to be linear,
the coefficients are scalar products
ci =
〈
p˜i |Ψ˜
〉
. (2.26)
9The term "transferability" means, that the pseudopotential is accurate in different chemical environments.
10The following short explanation sticks very closely to description given in the original papers by Blöchl [62, 64].
11Which was called rc in the pseudopotential description.
15
Chapter 2: Theoretical Background
  
- +
=
exact wavefunction
pseudo pseudo onsite exact onsite
Figure 2.4: Sketch of the projector augmented wave concept: It illustrates how the all electron
system is obtained in the PAW approach by decomposing the problem in a way the full all
electron wave function is retained in the core region as well, in contrast to pseudopotentials.
Obviously one can rewrite now |Ψ〉
|Ψ〉 = ∣∣Ψ˜〉− ∣∣Ψ˜〉+∑
i
ci
∣∣φi〉 (2.27)
= ∣∣Ψ˜〉−∑
i
ci
∣∣φ˜i〉+∑
i
ci
∣∣φi〉 (2.28)
= ∑
i
(∣∣φi〉− ∣∣φ˜i〉)〈p˜i |Ψ˜〉 . (2.29)
Since the condition ∑
i
∣∣φ˜〉〈p˜i ∣∣= 1 (2.30)
must be fullfilled inside the atomic spheres in which the projectors act, this implies that〈
p˜i
∣∣ φ˜ j 〉= δi j . (2.31)
So finally one gets as an expression for the transformation T (comparing equations 2.25 and
2.29):
T = 1+∑
i
(∣∣φi〉− ∣∣φ˜i〉)〈p˜i ∣∣ (2.32)
The construction of the pseudo wave function follows naturally the schemes employed for the
pseudopotential approach and the projectors can be iteratively calculated from a Gram-Schmidt
orthogonalization procedure [65, 62, 66].
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2.4 Crystal Orbital Hamilton Populations
Crystal Orbital Hamilton Populations (COHPs), proposed by Dronskowski and Blöchl, allow
to identify bonding, anti-bonding and non-bonding states as function of energy, while the
integrated COHP (ICOHP) gives a hint to the contribution of a bond to the total energy of
the system, but there is no direct one to one analogy [67, 68]. The principle shall be shortly
introduced. The concept of COHPs is similar to the Crystal Orbital Overlap Populations [69, 68].
Since the COOP is based on the overlap of molecular orbitals of atom pairs, problems due
to basis set dependencies can occur. This motivates an alternative partitioning in the form
of COHPs [68]. The following explanations and nomenclatures are very close to the original
paper of Dronskowski and Blöchl [67]: Imagine the one-wave function being build up from from
atomic centered orbitals for band j
∣∣Ψ j 〉=∑
xL
uxL j
∣∣φxL〉 (2.33)
with x denoting an atomic sites and L being an abbreviation for the angular momentum quan-
tum numbers and a coefficient uxL j . Let H be the Hamiltonian of the system then
H
∣∣Ψ j ′〉 = ² j ′ ∣∣Ψ j ′〉 (2.34)
⇔ 〈Ψ j ∣∣H ∣∣Ψ j ′〉 = ² j ′ 〈Ψ j ∣∣Ψ j ′〉 (2.35)
⇔∑
xL
∑
x ′L′
u∗xL j HxL,x ′L′ux ′L′ j ′ = ² j ′
∑
xL
∑
x ′L′
u∗xL j SxL,x ′L′ux ′L′ j ′ , (2.36)
with the overlap matrix SxL,x ′L′ =
〈
φx ′L′
∣∣ φxL〉 and Hamilton Matrix HxL,x ′L′ = 〈φx ′L′∣∣H ∣∣φxL〉. As
the wavefunction of different bands are orthogonal
² jδ j , j ′ =
〈
Ψ j
∣∣ H |Ψ j ′〉 , (2.37)
the expressions can be further simplified
∑
xL
∑
x ′L′
u∗xL j HxL,x ′L′ux ′L′ j ′ = ² j ′δ j , j ′ . (2.38)
The band structure energy is defined as the sum over all band eigenvalues with occupation
numbers 0≤ fi ≤ 2:
EBand =
∫
E f
d²
∑
j
f j ² jδ(² j −²) (2.39)
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with the Fermi energy E f as the integration boundary. Combining equation´s 2.39 and 2.38
results in ∑
j
f j ² jδ(² j −²) =
∑
j
f j ² j
∑
xL
∑
x ′L′
u∗xL j HxL,x ′L′ux ′L′ j ′δ(² j −²) (2.40)
= ∑
xL
∑
x ′L′
HxL,x ′L′
∑
j
f j u
∗
xL j ux ′L′ j ′δ(² j −²) (2.41)
= ∑
xL
∑
x ′L′
HxL,x ′L′NxL,x ′L′(²) (2.42)
= ∑
xL
∑
x ′L′
COHPxL,x ′L′(²) (2.43)
with the density of states matrix NxL,x ′L′(²). The COHP off-site terms, x 6= x ′, correspond to
bonding interactions between the atom sites, on-site terms to atomic contributions. Therefore
if the energy of the system is lowered by the interaction of two atoms, the sign is negative. To
maintain the link to the COOPs usually -COHP is drawn, i.e. if -COHP is positive a bonding state
is present.
In the scope of this thesis the COHPs were calculated using the Linear Muffin Tin Orbital
LMTO method employing the Stuttgart TB12-LMTO-ASA13 code version "c2" [70, 71, 72, 73, 74].
The LMTO method is a linearized form of the KKR method [67]. The muffin tin orbitals are
localized basis functions confined in a sphere around an atomic site and a flat potential outside
the sphere [50].
Very recently COHPs were made available for the (plane wave) VASP package, but were not
yet available during the course of this thesis [75]. The analysis of COHPs was applied for a
wide range of systems, including chalcogenides14 like tellurium and phase change materials
like GeSbTe15 alloys. It yields important information for the understanding of favorable and
unfavorable bonding environments in various system.
2.5 Molecular Dynamics
In this thesis, most of the parts deal with results obtained from Molecular Dynamics simula-
tions. Two codes were used in the course of this work. On the one hand, the CP2K package
was employed, which takes advantage of molecular dynamics scheme developed by Kühne
et al. combining the efficiency of Car-Parrinello and the accuracy of Born-Oppenheimer molec-
ular dynamics [77, 78, 79]. In the Car-Parrinello approach the wave functions are not self-
consistently optimized at each time step but the coefficients of the Kohn-Sham orbitals are
12TB stands for tight binding.
13ASA stands for atomic spheres approximation.
14Decker et al. : "Structural and electronic Peierls distortions in the elements (A): The crystal structure of tellurium"
[76].
15Wuttig et al. : "The role of vacancies and local distortions in the design of new phase-change materials" [45].
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propagated by introducing a fictous electronic mass [80]. However, in contrast to the "classical"
Car-Parrinello approach Kühne et al. devised an improved integration method for the coupled
system of electrons and ions, taking advantage of a predictor-corrector scheme16 which is not re-
lying on the full treatment17 of the Car-Parrinello motion equations [77]. The resulting dynamics
are slightly dissipative, but can be corrected by ensuring that the canonical ensemble is correctly
sampled. Overall an outstanding performance can be achieved, claimed to be up to two orders
of magnitude in computational cost [77]. The scheme, developed by Kühne et al. is able to
increase the efficiency of the calculations by increasing the time steps (in calculations presented
later 2fs time steps were used). Instead, for the original Car-Parrinello scheme timesteps in the
order of 0.1fs have to be used [80]. The wave functions were expanded in a triple-zeta-valence18
plus polarization gaussian type basis set and the charge density expanded in plane waves (100
Ry cutoff) [81, 79, 82]. The mixed gaussian plane wave approach realized in CP2K allows to
efficiently handle electrostatic interactions by expanding the wave function in a plane wave
basis set and introducing a second density built at the atomic sites generated by gaussian wave
functions to account for kinetic and potential energy [83, 79, 51]. The interactions of the core in
the plane wave expansion are introduced by Goedecker-Tetter-Hutter pseudopotentials together
with the PBE19 exchange correlation functional [84, 85, 59]. Overall the CP2K package delivers
outstanding performance, unfortunately there are no k-points except for Γ. Therefore only big
systems can be investigated [79, 51].
The Vienna Ab-initio Simulation Package (VASP) on the other hand is a pure plane wave
code employing PAW potentials and PW20/PBE exchange functionals [87, 88, 89, 66, 90, 86].
K-points are implemented. Like in CP2K molecular dynamics simulations are possible with high
speed. The molecular dynamics simulations were performed in the constant NVT (canonical)
ensemble using a Nose thermostat [91]. The Born Oppenheimer approximation is applied in
the calculations, i.e. the Kohn Sham equation are solved using efficient self consistency cycles
on the Born Oppenheimer surface. This approximation assumes that the motion of ions and
electrons can be separated due to the differences in timescales for relaxation of several orders of
magnitude (adiabatic approximation)[92]. The ionic equations of motion were integrated using
a Verlet algorithm [92].
16The always stable predictor-corrector scheme employed was originally proposed by Kolafa.
17More precisely the contra-covariant density matrix is propagated [77].
18I.e. three radial functions for the same angular momentum (l ,m) [51].
19 Perdew, Burke, Enzerhof GGA [59].
20Perdew Wang GGA [86].
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In3Sb1Te2
3.1 Experimental details and measurement techniques
3.1.1 Introduction
There are good reasons to call In3Sb1Te2 a 4th generation ternary phase-change material. This
alloy not only shows the highest contrast with respect to the drop in resistivity known to the
author but also excels in terms of thermal stability and scalability and sport a totally different
composition1 which sets it apart from established systems. The class of In-Sb-Te alloys has firstly
simultaneously been mentioned by Woolley et al. and a metastable phase properly identified as
In3Sb1Te2 by Goriunova et al. 2 [94]. Woolley encountered unexpectedly that they could dramat-
ically increase the carrier concentration by adding small quantities of InSb to In2Te3 systems
[94]. Later superconductivity at 1.06K was shown for In3Sb1Te2 [95, 93]. Interest in this alloy was
renewed when Maeda et al. started to apply this alloy successfully in optical discs, exploiting
the advantageous properties like high crystallization temperature, phase stability, short writing
times3 and high numbers of writing cycles [96, 97]. Recent interest was renewed, when not only
the possibility of multilevel storage in InSbTe alloys was addressed by Ahn et al. and Kim et al. but
also the production of nano wire via metal organic chemical vapor deposition (MOCVD) was
successfully demonstrated by Ahn et al. [98, 99, 100, 101, 102]. Kim et al. were successful in
demonstrating that their observed multi resistance states were due to InSb/InTe segregation
and a third In3Sb1Te2 phase, however important questions are not clear, like switching speed,
1Usually indium is only found in traces as in AgIn-Sb2Te or GeIn-Sb2Te, where the AgIn/GeIn content is in the range
of only 5% [25, 26].
2According to Deneke, the Goriunova publication can be found as Sov. Phys.-Solid State 1, 1702 (1960) [93].
3Recrystallization times as short as 50ns [96]
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holding time and their stoichiometry4 [99]. Finally Miao et al. performed DFT calculations
[103]. They assume densities which are not compatible with experiments and find nonetheless
negligible distortions [103]. Their results and conclusions will be challenged by calculations
and experimental evidence. This section is divided into two parts, the first parts deals with the
experiments which were performed to characterize the In3Sb1Te2 compound. The experimental
part confirms the quality of our process and delivers new in depth insights in various solid state
properties of stoichiometric In3Sb1Te2. The second part sheds light on electronic and structural
properties investigated by means of DFT. As the In3Sb1Te2 shares important characteristics
with the cubic InTe and GeInTe2 alloys, these are introduced to successively demonstrate the
relations to the In3Sb1Te2 compound.
3.1.2 Experimental results and open questions
To gain a deeper understanding of In3Sb1Te2, investigations on sputter deposited thin films
were necessary5. First of all our own measurements allow to put In3Sb1Te2 into perspective with
regard to other phase change alloys, in particular by deriving a measure for the resonant bond-
ing character from Ellipsometry and FTIR measurements. Apart from this interesting aspect
the necessity for investigations arises furthermore as the aforementioned literature discussing
this alloy does not cover all aspects to a satisfactory degree. On the one hand, the reported
stoichiometry in the literature varies and different effects such as phase separation are reported.
In the following sections it will be therefore described how the stoichiometry of our thin films
could be confirmed by XPS and EXAFS investigations. On the other hand an explanation for
the microscopic structure and density values are not reported or not convincing. In literature a
certain vacancy concentration is assumed because of the density which deviates from a pure
rocksalt model without vacancies for the measured lattice constant. If this is the case the bond-
ing mechanism is difficult to understand as will be argued in the following sections (in particular
section 3.2.4.1 and following). In addition Miao et al. report theoretically (DFT) an absence of
distortions although large vacancy concentration are introduced [103]. This motivates investiga-
tions employing DSC, EXAFS, XRD and XRR measurements on our stoichiometric samples. Most
4Their samples were co-sputtered from InTe and InSb, and therefore controlling the stoichiometry could be delicate.
5On the one hand the initial investigations were performed under supervision of the author and Dr. Michael Woda
within a Bachelor thesis by Wendelin Deibert. Furthermore EXAFS sample preparation has been performed by the
author and Dr. Mannivannan Anbarasu. Dipl. Phys. Peter Zalden performed the actual measurement and analysis
of EXAFS samples and advised measurements in the DSC together with Dr. Michael Klein. The author worked
closely together with Dr. Anbarasu regarding experiments and continued the investigations of the bachelor
thesis of Wendelin Deibert. This cooperation included in particular sputter deposition as well as measurement
and analysis of XRD, XRR, Ellipsomentry, FTIR and DSC results. The PPMS low temperature resistivity and Hall
measurements have been performed by Dipl. Phys. Hanno Volker. The advise by Dr. Stephan Kremers and Dipl.
Phys. Peter Jost is greatly appreciated regarding FTIR/Ellipsometry.
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importantly these experimental measurements are the foundation for the further analysis of
properties via density functional theory, that are not easily accessible via experiments and help
to understand the mechanisms that govern the extraordinary6 chemistry of this alloy, which sets
it apart from all other phase change materials. Here in particular the density (XRR) is an impor-
tant starting point for the Molecular Dynamics simulations of the amorphous phase. EXAFS
and XRD measurements of the amorphous and crystalline phase serve as benchmark for the
subsequent models derived from theoretical investigations (see section 3.2.4.1 and following).
3.1.2.1 Sputter depostion
Sputter deposition was performed with a Von Ardenne LS 320S system. Detailed descriptions
of the sputter process and specific properties of this device can be found in [104, 105]. The
In3Sb1Te2 phase change thin films were d.c. magnetron-sputter-deposited. All films were
sputtered from a single In3Sb1Te2 target of 99.99% purity or better (reference value from the
manufacturer) produced by Umicore AG7. Typical deposition parameters for phase change
alloys have been chosen: background pressure 5 ·10−6 mbar , 20sccm argon flow, operating
in constant power mode of 10− 20W8 . In the course of the investigations a wide range of
substrates like SiO2, Si, Steel and aluminum substrates have been used. Furthermore, optical
measurements were performed on two different sample thicknesses of 450nm and 225nm,
respectively. As a substrate for optical investigations, glass samples coated with an aluminum
layer (50nm) acting as mirror were employed. For reference pure (111) silicon9 was used. For
EXAFS measurements films of 250−1000nm thickness was were produced. To produce the
powder for the actual measurements at the beamline, the thin films were scratched off from
glass slides and subsequently pestled. However, EXAFS measurements could detect crystaline
traces in as deposited In3Sb1Te2 powder when sputterd on Si, steel and glass with powers as low
as 10W, independend of thickness and cooldown time10 during the sputter process.
A truly amorphous sample was successfully measured without any crystalline traces when
switching to aluminum as substrate. A truly amorphous matrix could be produced with a sputter
power of 20W on 1µm aluminum foil, which could be folded and put into the synchrotron
beam without scratching. It is not clear whether this finding can be attributed to the better heat
conductivity of aluminum or the scratching process.
6With respect to phase change alloys like Ge2Sb2Te5 .
7http://www.umicore.de/.
8This results in a deposition rate for our target of about 0.04−0.06nm/s,
9To rule out a strong diffusion of aluminum into In3Sb1Te2 .
10Cooldown in this context means that the sputter process was paused every 100nm for 15−30min to allow the heat
of the film to decay.
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3.1.2.2 Differential scanning calometry
For comparison to literature data Differential Scanning Calorimetry measurements (DSC)11 were
performed. Measurements of different samples were analyzed which are at first glance in con-
trast to results reported in the literature with respect to crystallization temperature [98, 107]. The
origin of different reported crystallization temperatures Tc (e.g. Tc = 564−673K [98], Tc ≈ 690K
[107]) can probably be attributed to the different sample production methods and thicknesses.
We12 could demonstrate that for stoichiometric In3Sb1Te2 crystallization temperatures depend
on sample thicknesses and preparation conditions. It was discovered by EXAFS measurements
(see also sections 3.1.2.5 and 3.1.2.1) that small quantities of In3Sb1Te2 might crystallize if
scratched of a thin film. The strong dependence of Tc is illustrated in graph 3.1. With increasing
sample thickness the crystallization temperature is steadily decreased: at 100nm film thickness
a crystallization temperature of Tc ≈ 530K is observed, whereas for thick films of about 400nm a
crystallization temperature of Tc ≈ 480K is found. Therefore the scaling behavior for thin films
for applications with the demanded high Tc values seems to be promising, i.e. the thinner a
device becomes the higher the crystallization temperature appears. The values are presented in
figure 3.1. It is important to note, that Sastry et al. observed a similar behavior of as deposited
amorphous samples of the binary alloy InTe after flash evaporation [108]. They report a linear
decrease from 50nm Tc = 568K to Tc = 538K for 252nm sample thickness [108]. As in turns out
in the simulations (see section 3.2.2 and following), amorphous InTe shows strong similarities to
amorphous In1Ge1Te2 13 and to some extend to In3Sb1Te2 14. A typical DSC measurement of
In3Sb1Te2 is shown in graph 3.2 with a film thickness before scratching of about 200 nm. The
peak at 270◦C might coincidence with the appearance of InSb reflexes. The energy gain per
atom due to crystallization was found to be about 20±7meV/cm3. A reason for this dependence
of crystallization temperature with varying film thickness might be for example a heat accumu-
lation in the samples and resulting inhomogeneities due to separation into InSb. Atom Probe
investigations would be promising to understand the reason for this behavior and might provide
hints for inhomogeneities in the as deposited films.
3.1.2.3 Stoichiometry
The extended x-ray absorption fine structure (EXAFS) has been measured at all three absorption
K edges of crystallized In3Sb1Te2. The measurements were conducted at liquid Helium tem-
11A very good introduction into the matter, especially with respect to phase change materials and the device employed
in this thesis can be found in the thesis of Dr. Klein [106].
12In particular Dr. Anbarasu and the author.
13Investigated theoretically by Spreafico et al. [109].
14see section 3.3.5
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Figure 3.1: The thickness dependence of crystallization temperature of In3Sb1Te2: The system-
atic variance of crystallization temperature versus film thickness is demonstrated. The
errors are in the region of ±5◦C. Plot by Dr. Mannivanan Anbarasu.
perature for selected samples produced at the standard sputter parameters. All measurements
have been performed in transmission geometry at beamline C of HASYLAB, DESY [110]. The
measurements and analysis was performed by Dipl. Phys. Peter Zalden2. The absorption spectra
of all edges show a clear K edge with only a shallow white-line in the x-ray absorption near edge
structure (XANES). Therefore, the edge step´s height can be determined with high accuracy.
These heights are proportional to the stoichiometry of the sample and can be directly evaluated
because the same absorption gases were used at all edges. Therefore, the edge steps have been
normalized to the atomic mass attenuation coefficients and showed that the overall stoichiome-
try15 of the sputtered samples to be 49.2% indium, 17.1% antimony and 33.7% tellurium with a
conservative upper limit for the error of 2%. Therefore it can be concluded, that the measured
samples are to a very high degree stoichometric.
2Peter Zalden, I. Physikalisches Institut (IA), RWTH Aachen
15Expected: indium 50.0%, antimony 16.6¯%, tellurium 33.3¯%
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Figure 3.2: DSC signal of In3Sb1Te2 : The graph illustrates the heat flow through an as deposited
In3Sb1Te2 sample, at a heating rate of 50K/min. For this sample, the dip at about 270C◦
could be attributed to the formation of InSb (Endotherm up).
3.1.2.4 X-ray diffraction & X-ray reflectometry
The structure was investigated in a next step with X-ray Diffraction using Grazing Incidence (GI-
XRD)16. It allows to effectively probe the symmetry and lattice constants of thin films. Figure 3.4
shows typical scans for different annealing steps17. Clearly the crystallization of the sample can
be seen at temperature higher than 220◦C. From this measurements it is stable up to 352◦C as for
higher annealing temperature InSb peaks are starting to emerge (not shown) and the films begin
to evaporate in the argon flow of the oven. From literature it is known that InSb crystallizes at
ambient pressure at about 520K (247◦C) and with increasing pressure this transition temperature
is reduced (ca. 400K at 2GPa ) [112]. Therefore if InSb segregates, it should start to crystallize
very close to the crystallization temperature of the bulk In3Sb1Te2 phase. The fact, that InSb
on the experimental timescales is only observed for higher temperatures might indicate that
the InSb segregation is only due to migration effects at high temperatures. Other authors
identify InTe and In2Te3 reflexes at high temperatures which can probably be attributed to off
stoichiometric samples or to the decomposition of In3Sb1Te2 according to the phase diagram
(shown in 3.3)[98, 113]. From the phase diagram an InTe phase would be expected in all cases.
The detection of InTe by means of XRD measurements might be hampered by stress in the film
as according to literature a high pressure phase rocksalt phase of InTe exists which is formed
at pressures of about 28kBar and heating it to temperatures greater than 420K [114]. Deneke
et al. and Legendre et al. discuss the phase diagram in detail and state that the cubic phase at
low temperatures is only metastable [95, 115]. Separation into InTe and InSb can be expected.
16A good introduction and description of the used facilities can be found here [111].
17The holding temperature was 15 minutes at each temperature.
26
3.1 Experimental details
600 
400 
200 
    0 
10 20 30 40 InSb InTe 
InSb + InTe 
 
(In3Sb1Te2 metastable) 
T 
in
 °
C
 
696 °C 
liquid 
435°C 
555°C 530°C 
In3Sb1Te2 
Antimony in Mol-% 
In3Sb1Te2+InSb 
508 °C In3Sb1Te2+liq. 
InTe+liq. 
In3Sb1Te2+InTe 
InSb+liq. 
Figure 3.3: The phase diagram of In3Sb1Te2 : At high temperatures a In3Sb1Te2 phase is reported,
which is metastable when cooled down fast enough or phase separates into InSb and
InTe when kept for long times [93, 107, 115] . The plot is a reproduction from Legendre
et al. [115].
In conjunction with the EXAFS data (see section 3.1.2.5), it can be concluded that the crystal
possesses a rocksalt structure (Fm3¯m) with indium on the first, antimony and tellurium on the
second sublattice. For the scans shown in figure 3.4 one obtains lattice constants, measured at
room temperature, of 6.109±0.003 A˚ for samples annealed at 220◦C, 6.106±0.002 A˚ annealed
at 275◦C and 6.111±0.004 A˚ annealed at 325◦C. The found values are roughly in line with a
reported lattice constant of 6.1263±0.0007 A˚ by Deneke et al. and in perfect agreement with the
samples investigated by Wamwangi who measured 6.10±0.01 A˚ [93, 111]. It has been shown
that the lattice constant of In3Sb1Te2 can be influenced by stoichiometry deviations. Strauss
et al. report for InSb-InTe samples a lattice constant of 6.133±0.003 A˚ of the proper stoichiometry
In3Sb1Te2 and overall an increase of lattice constant with decreasing InSb content [107]. As the
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atom form-factors at the copper K-α of indium, antimony and tellurium are extremely similar18
no (111) peak can be observed at 25.28◦ in the data presented. Nevertheless long time scans give
reveal a peak with extremely low intensity. Deneke et al. do not observe an (111) reflex [93]. Our
measurements and Deneke’s are in contrast to the KOMA19 samples produced by Wamwangi
with a reported stoichiometry of In52Sb19Te29 which show a clear peak at about 24.2◦ [111].
Unfortunately the density values of the crystalline phase, assuming a perfect vacancy free
rocksalt cell with the measured lattice constant, do not seem to fit X-Ray Reflectometry mea-
surements (XRR)20. Typical XXR data and fits are displayed in graph 3.5. Fits with the WinGixa
software (Software by Philips Analytical, vers. 1.102) were performed for different samples and
values of 6.10± 0.05 gcm3 in the amorphous and 6.75± 0.08
g
cm3 in the crystalline phase were
determined. The values and errors do not result from the shown graph alone, but from different
sample series and can probably be attributed to variations in deposition conditions. The sam-
ples which were prepared after reactivating the sputter target showed lower density while newer
series tend to show higher densities in the range of 6.17±0.08 gcm3 . The measured density for the
crystalline phase is somewhat contradictory to the measured lattice constant of 6.109−6.111 A˚
which would result in a density of 7.0 gcm3 if no vacancies were present. On the other hand a
5% vavancy concentration or the presence of some amorphous segregation, e.g. InSb might
solve the issue. Further light on this question is shed in the DFT part of this thesis, where the
tendencies of this alloy to form vacancies are discussed (section3.2.4.1). It should be mentioned
that already Deneke et al. reported on this strange deviation of expected and measured densities:
according to their XRD measurements they anticipated a density of 6.95 gcm3 but found with a
pycnometer a value of 6.77 gcm3 , nevertheless they did not suggest an explanation for this discrep-
ancy [93]. So it has to be stated very clearly that the density of the crystal phase of 6.77 gcm3 seems
to describe an intrinsic property of the crystalline phase and is very likely not a result of a flaw in
the XRR measurements or problems in the sample preparation procedure. The grain size can be
estimated by the Scherrer formula. For the crystal, independent of annealing temperature, grain
sizes in the region of 220−260 A˚ are found. It can be deduced that this could correspond to a
vacancy concentration on a spherical grain of about every third21 site. The grain sizes are typical
for other phase change alloys, as well. For GeTe, grain sizes in the order of 20−40nm ([40]) and
18At 8keV: indium fIn = 49.3 eatom , antimony fSb = 51.3 eatom tellurium fTe = 52.4 eatom [116].
|Sunevenh,k,l |2
|Sevenh,k,l |2
=
| fIn−1/3 fSb−2/3 fTe|2
| fIn+1/3 fSb+2/3 fTe|2 = 10
−3
19KOMA stands for Kombinatorische Materialsynthese/Combinatorial Material Synthesis. Elements are thermally
evaporated in vacuum and solidify on the substrate [117].
20A good introduction and description of the used facilities can be found here [111].
21Lattice constant a = 6.1 A˚. Grain radius rgrain = 240/2 A˚. Number of vacancy sites nvac in grain: nvac = 8 ·4/3 ·pi ·
r 3grain
a3
(
1− 6.77g/cm
3
7.00g/cm3
)
. Number of sites on grain: nsitesongrain = 4 ·pi · (rgrain/2)2/(a/2)2. Therefore on the surface
of the grain: nvac/nsitesongrain = 0.34.
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for Ge1Sb2Te4 , sizes of 10−30nm ([40, 118]) are reported, derived from the broadening of the
diffraction peaks. Crystallites observed in STM measurements appeared to be even smaller, i.e.
for the sputter cleaned samples on the order of 10nm for Ge1Sb2Te4 [119].
 10  20  30  40  50  60  70  80
in
te
ns
ity
 a
.u
.
2 θ  in °
annealed at 325 °C 
annealed at 275 °C
annealed at 220 °C
annealed at 200 °C
as deposited
Figure 3.4: The XRD patterns of In3Sb1Te2 for different annealing steps: The structural change
of the samples upon annealing was investigated by GI-XRD scans. Above 200◦C, crys-
tallization is observed. In the regions shown no indication for phase separation can be
observed. The measurements were performed at room temperature. Shown are the raw
data, measurement time may vary.
3.1.2.5 EXAFS
Peter Zalden has performed EXAFS22 measurements and all subsequent data analysis23 on
In3Sb1Te2 samples that produced important insights into the structure beyond the ordinary
GI-XRD measurements which are unspecific with respect to the local environments of the atoms.
The measurements were performed at liquid Helium temperature24 at beamline C of HASYLAB
DESY [110]. These samples were obtained by long time sputter runs25, scratched26 off, pestled,
pressed into pellets and annealed at 235◦C showed slight indication of InSb segregation. This
conclusion could be drawn because the absorption data of the EXAFS measurements could only
22An introduction into the method and its application on typical phase change alloys can be found here [39].
23FEFF, IFEFFIT and Artemis were employed after subtracting a spline function to fit the background up to a critical
radius of 1 A˚
24I.e. 10K or lower.
25The powder runs were performed for more than 5 hours at 20 Watts on steel.
26At the time of the measurements, the issue that scratching leads to partial crystallization was not known.
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Figure 3.5: XRR measurements and fits of In3Sb1Te2 in the as deposited and crystalline phases:
Two x-ray reflectometry measurements (solid lines) and the fits (dashed) for as deposited
In3Sb1Te2 and 275◦C annealed In3Sb1Te2 are given. The change of the critical angle
indicates a density increase, while the decay of the count rates give a measure for the film
roughness and the distance of oscillations can help to determine sample thickness.
be reasonably well fitted if a second Zincblende27 like structure is assumed with a bond length
of 2.81±0.01 A˚ found at the antimony and indium edges - besides the obvious rocksalt model.
It can only be speculated what might be the reason for the detection of Zincblende InSb. As the
samples had to be sputtered for very long times due to the low sputter rate of only 0.06 nms , the
samples might have seen higher temperatures than anticipated. The real space peak distances
for In3Sb1Te2, phase corrected, are 3.04±0.01 A˚, 4.30±0.10 A˚ and 5.30±0.10 A˚, being in line
with the rocksalt picture because they correspond28 to the edge lengths, face diagonals and
body diagonals derived from the lattice constant presented in section 3.1.2.4. The Zincblende
contribution can be estimated to be about 5±1% at the indium edge, 13±3% at the antimony
edge and virtually no tellurium in this phase (see also graph 3.6), and thus the majority of all
atoms being arranged in the rocksalt phase.
Further quantitative analysis of the data results in partial distances which are given in table 3.1.
It can therefore be established that long and short bonds around indium are found (In-Sb 2.99 A˚,
In-Te 3.07 A˚). Subsequently the overall crystal can be understood as a superposition of these two
bond types in a rocksalt lattice. Due to this finding the indium-to-indium distance is naturally
27This model was naturally chosen as InSb peaks were emerging for higher annealing temperatures in the XRD
measurements (see also section 3.1.2.4).
28From the lattice constants in section 3.1.2.4, distance of about 3.05 A˚, 4.32 A˚ and 5.30 A˚ can be derived.
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not well defined, as the EXAFS signal around indium is a superposition of distances which are
existing at the same time. This results in a very weak and broad In-In signal at 4.34±0.01 A˚.
This can be easily recognized when comparing the Fourier transformed absorption spectra of
In3Sb1Te2 at the different edges in 3.6. The second neighbour distance around indium is clearly
broadened.
Furthermore the analysis yields large displacement factors that are later compared to the
calculations (see also section 3.2.4.2 and 3.2.4.1). In passing it can be noted that the distances
are considerably higher than the covalent radii of the elements would suggest (values of covalent
radii given in table 3.3, the distances in the crystalline are displayed in table 3.1), bigger than the
values for cubic InTe under 50kBar pressure for which a lattice constant of 2.89 A˚ is reported
[120]. A qualitative and quantitative discussion of this topic can be found in section 3.5.2.
As the data fit yields the quantity nS20, i.e. the product of electron reduction factor
29 S0 and
coordination number n. A reasonable number of S0 can be obtained which would else not be
accessible without the help of the the XRD analysis, as a six fold coordination can be assumed
according to the XRD results. Usual values for S0 lie roughly in a range between 0.6 and 1.0 [121].
The values of S0 in crystalline In3Sb1Te2 tend to lie close to the lower limit according to the fits,
as for indium S20 = 0.66±0.02, antimony S20 = 0.65±0.04 and tellurium S20 = 0.60±0.02.
As described in section 3.1.2.1 amorphous EXAFS samples were sputtered on aluminum foil
and successfully measured in the amorphous state. Figure 3.7 illustrates a comparison of the
Fourier transformed absorption spectra above the three element edges. In contrast to the well
known phase change alloy Ge1Sb2Te4, for which a higher degree of short range order in the
amorphous than in the crystalline state is observed by Eijk and Merkelbach, this is not the case
for In3Sb1Te2 [39, 123, 124]. As in the case of GeTe the amplitudes for the tellurium edge differ
considerably between the crystalline and amorphous phase.
This has been interpreted in the case of GeTe as a change in coordination upon crystallization
[39]. The same conclusion can be drawn in the case of In3Sb1Te2: upon crystallization the
largest change for coordination is found for the tellurium atoms. The coordination changes
in In3Sb1Te2 upon crystallization from 3.8±0.3 to 6. The bond distances of the amorphous
phase of In3Sb1Te2 are between 2.77 A˚ and 2.84 A˚ (see table 3.3), which matches closely with
the reported covalent radii. For a perfect fit the existence of indium-indium bonds was assumed.
The total coordinations were found to be for indium nIn = 5.7±0.6, antimony nSb = 5.2±0.4 and
tellurium nTe = 3.8±0.3. There is some room for interpretation from the bond distances and
mean squared deviations of the distances. According to literature the bond length of InSb is with
2.805 A˚ only about 1% smaller than the distances observed in the amorphous In3Sb1Te2 [125].
29"S20 accounts for the relaxation of all other electrons in the absorber atom due to the core hole" [39].
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Bond type Distance in A˚ MSD in A˚2
In edge
In-Sb 1 2.99±0.01 0.0025±0.0003
In-Te 2 3.07±0.02 0.0032±0.0002
In-In 4.34±0.01 0.016±0.001
In-Te 4 5.28±0.01 0.007±0.001
In-Sb 5 5.24±0.03 0.010±0.003
Sb edge
Sb-In 1 2.99±0.01 0.0025±0.0003
Sb-Te 3 4.28±0.07 0.006±0.001
Sb-Sb 4.34±0.06 0.004±0.002
Sb-In 5 5.24±0.03 0.010±0.003
Te edge
Te-In 2 3.07±0.02 0.0032±0.0002
Te-Te 4.30±0.01 0.006±0.001
Te-Sb 3 4.28±0.07 0.006±0.001
Te-In 4 5.28±0.01 0.007±0.001
Table 3.1: Crystalline In3Sb1Te2 : The data gives the partial distances derived from the EXAFS data
at the different absorption edges (Data by Peter Zalden). Around the indium atoms two
different bond lengths are present, a short In-Sb bond and a longer In-Te bond.
edge nS20 n Distance [ A˚] σ
2 [ A˚2]
In 2.5±0.1 3.8±0.2 2.821±0.003 0.0043±0.0003
Sb 3.2±0.2 4.9±0.4 2.825±0.003 0.0033±0.0004
Te 2.3±0.2 3.8±0.4 2.837±0.004 0.0041±0.0004
Table 3.2: Amorphous In3Sb1Te2 : On the one hand the table states the fitted quantity nS20, the
coordination number n for which the S20 of the crystalline phase was taken, the bond
distances of the elements and finally the mean squared deviations of the bond lengths (Data
by Peter Zalden).
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Figure 3.6: The Fourier transformed absorption spectra of crystalline In3Sb1Te2 at liquid he-
lium temperature: Fourier transformed EXAFS data (orange) and total fit (green). The
significant features of the raw data are well reproduced, and an additional contribution
besides the cubic rocksalt like structure is visible from the InSb portion inset. Fitted were
models of a cubic and Zincblende environment. At the tellurium edge, the introduction of
an Zincblende (InSb) like environment/scattering path is not improving the fit. Only a very
minor contribution can be seen. Data and fit by Peter Zalden.
Similarly the distance observed of tellurium is close to bond lengths30 typically reported in
30Due to the complicated nature of the In2Te5 crystal more bond lengths exist in the range of 3 A˚ [126].
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scattering path ni j Distance[ A˚] σ2 [ A˚2] covalent radii [ A˚] [122]
In-In 1.5(5) 2.77±0.01 0.006±0.002 2.74 - 2.94
In-Sb 2.5(2) 2.829±0.004 0.0033±0.0005 2.71 - 2.91
In-Te 1.7(2) 2.839±0.005 0.0039±0.0005 2.71 - 2.89
Sb-In 5.2(4) 2.829±0.004 0.0033±0.0005 2.71 - 2.91
Te-In 3.8(3) 2.839±0.005 0.0039±0.0005 2.71- 2.89
Table 3.3: Coordination numbers, distances and MSD of amorphous In3Sb1Te2 for the indi-
vidual bonds: In experiment the quantity fitted quantity is nS20, here the crystalline S20
was used to estimate the amorphous coordination. Furthermore the bond distances of the
elements and the mean squared deviations of the bond lengths are given. The last column
states the sums of typical covalent radii from literature [122]. The observed distances are
very close to the covalent radii, it can therefore be concluded that the bonding is similar to
a covalent network in the amorphous phase. Data by Peter Zalden.
crystalline In2Te5, with short In-Te bond lengths of 2.837±0.007 A˚ to 2.894±0.006 A˚ and short
Te-Te bonds in the range of 2.831±0.006 A˚ to 2.843±0.006 A˚ [126]. On the other hand, the MSD
of the atomic distances for indium and tellurium are large31 which corresponds to the broad
distribution of the Fourier transformed EXAFS data at the different edges. It should be kept in
mind that these measuerements were performed at liquid Helium temperature and therefore
static diststortions are observed.
3.1.2.6 Optical and electrical properties
A measure of the resonant bonding character in successful phase change materials can be linked
to the optical properties. Furthermore, these properties are relevant for applications and hence
will be discussed in this section. A very detailed description of the techniques, theory and fitting
procedures is found in the thesis of Dr. Stefan Kremers [127]. To measure the optical properties,
ellipsometry32 and Fourier Transform Infrared Spectroscopy (FTIR)33 were combined. The
sample geometry consisted of a silicon or glass substrate, with an opaque aluminum layer
and In3Sb1Te2 sputtered on top. An example of the reflectance in the range from 0.025eV to
1eV is shown in figure 3.8. For the as deposited amorphous phase the reflectance in the far
infrared range recorded by FTIR is shown in figure 3.8. A clear dependence of the oscillation in
31Although the temperatues were performed at low temperatures.
32A ellipsometer from Woolam (M-2000UI) with an energy range from 0.7eV to 5.7eV using angles of 65◦, 70◦, 75◦, at
room temperature.
33Measurements were performed with a Bruker IFS 66v/s spectrometer with a resolution 0.12meV for a range from
0.025eV to 1eV. As reference, an aluminum spectrum was chosen.
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Figure 3.7: Fourier transformed EXAFS data of amorphous In3Sb1Te2: The data is plotted in
orange. For comparison the crystalline data is drawn as a gray shadow. Upon crystallization
a clear shift to larger bond lengths is observed which is typical for phase change alloys like
GeTe [39]. To fit the amorphous data to a satisfactory degree, not only In-Sb and In-Te
scattering paths are assumed for the indium edge, but also In-In bonds. The coordination
of atoms is proportional to the area of the first peak. Upon crystallization the coordination
increases. Data and fit by Peter Zalden.
reflectance with sample thickness is observed. Clearly upon crystallization the situation changes
dramatically. Up to 1eV the crystalline In3Sb1Te2 shows a tremendous reflectance over a wide
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Figure 3.8: Reflectance spectra for In3Sb1Te2 for amorphous samples of different thicknesses
and the crystalline phase: The reflectance measured with FTIR spectroscopy is depicted
for amorphous and crystalline samples. The dashed lines indicate the fitted optical model.
The substrate for the shown spectra consists of aluminum coated glass. The amorphous
225nm film was crystallized which lead to thickness reduction of 24nm. The resulting
purple reflectance spectrum of the crystalline phase shows now more oscillations (strong
Drude contribution) and resembles in fact pure aluminum. Nevertheless it was ensured that
indeed the In3Sb1Te2 was measured and not the aluminum mirror, as was confirmed by
the same measurements on pure silicon (see text). In the amorphous phase the increase in
the number of diffraction fringes corresponds to the increase in sample thickness.
range. As one could think of a situation in which the film evaporates during annealing and only
aluminum is left or even alloying of aluminum might have occurred, the same measurements
were repeated on pure silicon without a "mirror" layer in between. The reflectance spectra
look identical (data not shown), and therefore an influence of the aluminum could be ruled out.
To fit34 the data (dashed line) a Tauc-Lorentz oscillator and a Drude oscillator were chosen to
describe the amorphous and crystalline phase over the combined FTIR and ellipsometry range.
The layer thickness was fixed to the alpha step values of a simultaneously heated sample on
silicon. The resulting dielectric functions are displayed in figure 3.9. The amorphous phase
shows a band gap of about 0.6eV and an ²∞ = 14±0.5. In the crystalline phase an extremely
strong Drude contribution dominates the dielectric function, which could already have been
anticipated from the very high reflectance in the infrared range. In addition the dielectric
34The introduction into the SCOUT software and the advice by Dr. Stephan Kremers and Peter Jost is greatly
acknowledged.
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Figure 3.9: The dielectric function of as deposited and crystalline In3Sb1Te2 samples: ²1 is
represented by the dashed lines, ²2 appears as solid line. As could be seen already from the
reflectance measurements, a very strong Drude contribution is observed in the crystalline
phase, whereas the amorphous phase is clearly semiconducting with an ²∞ typical for
conventional amorphous semiconductors. Shportko et al. have defined a criterion for
resonant bonding by comparing the dielectric constants ²∞ of amorphous and crystalline
alloys after subtraction of the Drude term. In the case of phase change alloys they find
a strong increase going from the amorphous phase to the crystalline phase in the case of
phase change alloys. As for crystalline In3Sb1Te2 the Drude term is dominating, it can be
seen that after subtraction of this term the remaining ²∞ from the Tauc-Lorentz is in the
same order as for the amorphous phase hence the indicator ([34]) for resonant bonding -
²
cryst.
∞
²amo.∞
−1 - is no longer a sensitive measure.
function of the crystalline phase after subtraction of the Drude part is shown. It can be seen,
that ²∞ is in the same order of magnitude as the amorphous phase. Hence it is is not justified
anymore to use the ²∞ criterion as a measure for resonant bonding due to the screening of
the free (Drude) electrons. Figure 3.10 displays the reflectance as a function of energy. At
low energies the extremely strong Drude contribution is echoed by a high reflectance in the
crystalline case. While at 1.5eV, i.e. about 12000cm−1 wavelength the reflectance is identical
for crystalline and as deposited phase, a contrast is found in the 3.0eV range which might be
interesting for UV applications.
To complete the picture van der Pauw measurements at high and low temperatures have been
performed that can be directly linked to the data from optical measurements (for details please
refer to [29]). The tremendous change of optical properties between the phases, compared to
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Figure 3.10: Reflectance spectra for amorphous and crystalline In3Sb1Te2 over a wide range:
The reflectance of In3Sb1Te2 is calculated from the dielectric function for a halfspace and
normal incidence. At a typical laser energy of 1.5eV, i.e. a wavelength of 800nm almost
no contrast is observed, however at higher energies of about 3.0eV the reflectance of the
crystalline state is clearly bigger.
Ge2Sb2Te5 is echoed by a profound electrical contrast between both phases. It stands out for
all phase change alloys. Not only is the contrast between the amorphous and crystalline phase
higher than for the example GeTe (e.g. figure 3.15), but the crystallization temperature is much
higher as well.
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Figure 3.11: R(T) measurements of In3Sb1Te2 samples of different thicknesses that demon-
strate the strong thickness dependence of Tc.
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As reported for the DSC measurements, a scaling trend of increasing crystallization tempera-
ture with decreasing film thickness is found from the R(T) measurements (figure 3.13). Tc is even
more increased when capped In3Sb1Te2 is investigated (see section 6 figure 6.5) and oxidization
of the surface might be the reason.
The conductivities derived from optical and electrical measurements for the crystalline phase
are very high, and in the same range (σvdP = 9.3103 S/cm, σopt. = 12.1103 S/cm). The fact that
the van der Pauw conductivity is similar to the optical conductivities has been interpreted in the
past as an indicator that grain boundaries are not very important for conductivity [127]. This
conclusion stems from the fact that the beam spot on the sample during the FTIR measurements
is averaging over many grains: in In3Sb1Te2 the grain sizes are 220− 260 A˚ compared to a
spot size in the order of cm (see also section 3.1.2.4). The picture is finally completed by
Hall measurements35 that reveal a very high carrier concentration of ≈ 1.2 · 1022 1cm3 in the
crystalline phase at room temperature. The question arises whether such values for the carrier
concentration can still be trusted as such a high carrier concentration would be usually attributed
to a metal and the single parabolic band approximation is likely to fail and as a consequence
the Hall carrier concentration and sign of the hall resistivity (which is negative for In3Sb1Te2) is
debatable36. Typical phase change alloys are p-type with carrier concentrations in the range of
≈ 2 ·1020 1cm3 in the case of cubic Ge2Sb2Te5 at 300K and in the case of crystalline Ge15Sb85 of
≈ 6 ·1021 1cm3 [128, 29]. The measured value and sign of the Hall resistivity is in good agreement
to values found in literature for In3Sb1Te2. Strauss et al. report a carrier concentration of
about 1.1−1.3 ·1022 1cm3 [107]. Hanno Volker could recently measure down to the liquid helium
temperature and found that the carrier concentration is independent of temperature. Figure 3.12
compares the temperature dependence of the carriers in In3Sb1Te2 to silver, a typical metal. The
carrier concentration stays constant. It can therefore be assumed that crystalline In3Sb1Te2 is a
metal.
To explain such a high carrier concentration Strauss hints towards the model of Geller and
Hull who claim that for example high pressure (rocksalt-phase) InTe would contain In+1 and
In+3 ions and the transfer of electrons between those sites would be easy resulting in metallic
behavior [129, 130, 107]. Unfortunately no physical explanation is given why this high carrier
concentration might be linked to the two charge states. However the charge states can be found
in InTe for both, the crystalline (TlSe phase) and even the amorphous phase. On the other
hand no indications for such states in In3Sb1Te2 will be found in the following discussion of the
crystalline phase (in particular section 3.5.2 figure 3.72).
35Measurements and analysis by Hanno Volker
36Private communication with Hanno Volker.
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Figure 3.12: Carrier concentration of In3Sb1Te2 samples in dependence of temperature: The
plot draws a comparison between the carrier concentration of In3Sb1Te2 versus the carrier
concentration of a thin silver film. For both the carrier concentration is almost constant
as expected for a metal. Data by Hanno Volker.
To obtain a measure for the Debye temperature of the material, a resistivity measurement at
low temperatures is useful. Figure 3.14 displays the so called Grüneisen fit (solid line) to low
temperature R(T ) data (dots) of In3Sb1Te2 annealed at 250◦C [131]. The fitted curve obeys the
Grüneisen law of the form
ρ(T )= ρ(0)+ρel−ph, (3.1)
with
ρel−ph = A0
(
T
ΩD
)n ∫ T
ΩD
0
xn
(ex −1)(1−e−x ) dx, (3.2)
which allows to estimate the Debye temperature. The exponent n varies for different scattering
mechanisms, which in turn is usually material dependent [131]. For n = 5 the resistivity is
assumed to be dominated by electron-phonon scattering37. To get a reliable error for the Debye
temperature the fit has been performed for different ranges, i.e. between a lower boundary of
4.3K and an upper boundary between 100K and 200K. It is concluded that the Debye temper-
ature of In3Sb1Te2 is about ΩD = 150±10K. Such values are typically found in Ge2Sb2Te5 for
antimony (151K) and tellurium atoms (153K) [132].
Very recently the so called Physical Properties Measurement system short PPMS by Quan-
tum Design was installed which allows to measure down to very low temperatures with the
simultaneous application of magnetic fields. Hanno Volker was able to confirm a report by
Rabenau et al. who could measure superconductivity in In3Sb1Te2 at temperatures of about
1.06K [95, 93]. At temperatures below 5K a sudden drop in resistivity is observed which can be
37It should be mentioned, that good fits can also be achieved for n = 3 and further investigations with better low
temperature resolution might be interesting, see also Appendix table 6.4 in section 6.
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Figure 3.13: R(T) measurements of In3Sb1Te2 samples at low temperatures and varying mag-
netic fields: At low temperatures a sudden drop in the sheet resistance of In3Sb1Te2 is
detected. The effect vanishes if a magnetic field is applied, a clear indication of superconduc-
tivity. The dashed line symbolizes the critical temperature of 1.06K for superconductivity
reported in In3Sb1Te2 by Rabenau et al. [95, 93]. Due to technical restrictions, this
measurement was performed only down to 1.8K
suppressed by the application of a magnetic field, therefore confirming superconductivity in our
polycrystalline In3Sb1Te2 thin38 film samples.
38For these measurements films of about 150nm were produced.
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3.2 Theoretical investigation of crystalline In3Sb1Te2
3.2.1 Introduction and motivation
In this section, the In3Sb1Te2 alloy is studied by means of DFT calculations. DFT calculations
open the window to a totally different understanding of materials and often played a key role
in the past when new concepts were introduced with regard to the nature of phase change
alloys[44, 37, 19, 133]. After presenting the properties of In3Sb1Te2 from an experimental point
of view in the previous sections, chemical properties shall now be investigated theoretically.
The In3Sb1Te2 system is different in several aspects compared to well established "standard"
phase change alloys such as GeTe and Ge2Sb2Te5. For these established phase change alloys a
deep understanding of the bonding characteristics was achieved, starting from the electronic
configurations and counting schemes on the basis of the number of s-p valences electrons
over the analysis of the interplay of vacancies and distortions in GeSbTe systems [44, 45]. This
development experienced a first climax by the experimental link of resonant bonding in the
crystalline phase and optical contrast between the crystalline and amorphous state [34, 127].
Later these concepts were extended to the treasure map in which a narrow window of ionicity
and hybridization could be identified where successful phase change alloys are situated. This
was done by employing simple tabulated atomic orbital radii [37]. That these coordinates are
justified and physically meaningful could unambiguously be proven by Dr. Lencer who applied
the DFT machinery on a wide range of alloys [19]. This level of understanding and development
was rendered possible by the fruitful interplay of both worlds - experiments and theory. Almost
all of these concepts, however, cannot be applied for In3Sb1Te2 . Neither can the optical contrast
be quantified by the resonant bonding criterion nor is the bonding at first glance compatible
with the picture of phase change alloys with an average of np = 3 p-electrons per lattice site, e.g.
np (GeTe)= 3 while np (In3Sb1Te2)= 2.33. The density measurements suggest vacancies, but it is
unclear how these might form.
The first part of the following investigations copes with crystalline InTe and the introduction
of antimony while keeping the indium fraction constant. Subsequently the interplay of vacan-
cies, stoichiometry and the importance of stabilizing mechanisms of the In3Sb1Te2 alloy are
discussed. Subsequently amorphous phases of different indium containing alloys including
In3Sb1Te2 are presented. This necessity arises because only little is known about amorphous
chalcogenides which incorporate large quantities of indium. Then the crystallization process
of the In3Sb1Te2 described and connections to crystalline models are drawn. Finally a simple
scheme is presented to relate In3Sb1Te2 to other phase change materials.
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3.2.2 The crystalline phases of the prototype alloy InTe
In the previous section In3Sb1Te2 has been experimentally investigated. The properties of
In3Sb1Te2 are unconventional compared to well known phase change alloys. The criteria for
resonant bonding are not applicable, and the bonding mechanism and atomistic picture of
In3Sb1Te2 with respect to established phase change alloys are puzzling. In particular the exis-
tence of vacancies in this alloy and the size of distortions available from EXAFS measurements
are not easily understandable at first glance. During the discussion of the experimental literature
of In3Sb1Te2, the high pressure phase of InTe has been mentioned. As it is going to turn out,
InTe is an important prototype system to understand the properties of the amorphous phase of
In3Sb1Te2 (see section 3.3.4). The amorphous phase of InTe as well as the crystalline phase show
astonishing similarities to the amorphous In3Sb1Te2 phase and results on the In1Ge1Te2 system
investigated by Spreafico et al. [109]. By discussing the bonding mechanism of the crystalline
phases of InTe, the crystalline In3Sb1Te2 becomes less elusive. In this section, at first the cubic
high pressure phase is introduced, then an explanation of the stable TlSe like structure is given.
Finally the amorphous phase of InTe will be discussed in section 3.3.4. It has been claimed by
Geller and Hull that the carrier concentration would arises due to different charge InTe, therefore
Bader charges are calculated to test this hypothesis.
Rabenau et al. report that a cubic high pressure rocksalt phase of InTe exists with a lattice
constant of a= 6.16 A˚ when pressurizing samples above 28kbar and heating them to temper-
atures greater than 420K [95, 114]. This cubic phase is metastable at ambient pressure and
room temperature [114]. Over timescales of months39 it is reported to decay into the TlSe
phase [114]. Similar to In3Sb1Te2, InTe becomes superconducting at a slightly higher transition
temperature compared to In3Sb1Te2 of about Tc = 3.5− 3.7K [95, 114]. The reported lattice
constant can well be reproduced by calculations within an error of about +2%. This error is very
reasonable for DFT calculations with a PBE-GGA exchange functional. Another source claims
transition pressures of 50kbar at ambient temperature, and reports a second transition to a bcc
phase at 150kbar [120]. However the stable room temperature phase that is reported by various
39"20 percent in 4 month" of the cubic InTe transforms into InTe in the TlSe phase [114].
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groups is the tetragonal TlSe phase [36, 95, 114, 134]. This tetragonal arrangement of InTe can
be understood as a distortion of a bcc phase of InTe, with40
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u = 0.180 and a0 = 8.437 A˚ and c0 = 7.139 A˚ [125]. A sketch of this structure is given in figure
3.16. The numbers 1-7 are assigned to atoms. The structure prominently features tetrahedrally
   
1
2
3
4
5
6
7
Figure 3.16: The structure of InTe in the TlSe phase: The numbers indicate atom sites for which
later the COHP will be given, indium atoms are depicted in blue, tellurium atoms appear
orange. The indium atoms are closely connected to the tellurium atoms and form edge
sharing tetrahedra.
bonded indium atoms which form edge sharing tetrahedra (bonding angle Te-In-Te: 113◦).
These edge sharing units will appear later again in the amorphous state. Performing a full
relaxation with VASP (PBE), results in aDFT = 8.576 A˚, cDFT = 7.207 A˚. These data compare well
with the experimental values aexp = 8.454 A˚, cexp = 7.152 A˚ (Experimental data taken from Hoog
et al. [134]). This agreement ( 1.4% and 0.8% overestimation) is very good considering that the
PBE-GGA exchange functional is assumed to overestimate bond lengths. Figure 3.17 illustrates
40Wyckoff notation, i.e. to be repeated about 1/2 1/2 1/2 [125].
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the electronic structure. It can be seen that InTe in this TlSe configuration shows a pseudogap41,
the dominating states at the Fermi energy stem from p-type tellurium orbitals. Only the fourfold
coordinated indium atoms 2,3 and 7 in figure 3.16 feature s-states at the Fermi energy. The
fact that indium s- and p-states are so close together (see also figure 3.73, page 144) explains
the tendency for indium to form tetrahedral sites and make this finding plausible. Atoms 4/5
which are probalby only van der Waals42 bonded in reality show very "peaked" DOS features,
resembling isolated atoms. Naturally such a structure does not allow resonant bonding which is
reflected by the very low dielectric constant43 of about ²∞ = 14.5±0.5 [136]. Such a low value
would be typical for amorphous phase change materials, where ²∞ is in same range [34]. It
is worth to mention that this value is within the error identical to the value of sputtered as
deposited amorphous In3Sb1Te2, i.e. ²∞ = 14.0±0.5! Further insight in the chemical bonding
mechanisms in this alloy is gained when analyzing the Crystal Orbital Hamilton Populations
(COHP)44 which indicate bonding- and anti-bonding states (figure 3.18) [67, 68].
Plots (a)-(f) show the COHPs45 for the different most relevant bonds in crystalline InTe in
the TlSe phase. It is important to pay attention to the different y-scales when interpreting the
contributions. The strongest bonding contribution arises due to the tellurium indium bonds
as indicated in (c). The coexistence of the In-s, In-p and Te-p states is strongly bonding. The
bond distance between 1/2 (In-Te) is about 2.86 A˚ in the calculation which is very close to the
sum of covalent radii of the elements (2.8 A˚ [122]). (e) The bond between the atoms 4/5 (In-In)
is extremely weak and softened by the absence of s-states. (a) It is surprising that the atoms
2/3 (In-In) which possess the same environment are significantly more strongly bonded. The
situation is energetically improved by nearby tellurium atoms. The atoms in 4/5 (In) are kept
in place by the interaction of the bond 1/5 (d) as evidenced by the larger integrated COHP
for this bond. This is astonishing due to the distance (3.6 A˚) which is greater than the sum
of the covalent radii. This finding gives a first hint to understand the broad next neighbor
distributions in amorphous In3Sb1Te2/InTe because strong bonding interactions over relatively
large distances can be expected (see also section 3.3). The structure is destabilized by tellurium-
tellurium interactions 1/6 (b). No relevant bond is formed between atoms 5/7 (f) as the ICOHP
is comparably small (4.27 A˚).
It can be concluded that in a cubic crystal In-In will be probably avoided in favor of InTe
bonds. For an amorphous structure which would resemble the crystalline state to some degree,
41The experimental gap is reported to be Eg = 1.16−1.17eV[135].
42Van der Waals forces are a time depended effect and therefore not accounted for in standard DFT calculations [50].
43Determined experimentally.
44Introduced by Dronskwoski and Blöchl [67].
45Calculated with the Tight Binding Linear Muffin Tin Orbital in the Atomic Spheres Approximations (TB-LMTO-ASA
) Version c2 [70, 71, 72, 73], the COHPs were calculated without valence d-electrons for indium with the Vasp
lattice parameters.
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Figure 3.17: The electronic structure (DOS) of InTe in the TlSe phase: The numbers indicate
atom sites according to figure 3.16. It can be seen that InTe in this configuration shows a
pseudogap, the dominating states at the Fermi energy stem from p-type tellurium orbitals.
Only for the tetrahedrally coordinated In, in figure 3.16 indicated as atoms 2,3 and 7,
s-states at the Fermi energy are present (via 1,2 and the next adjacent tellurium atom).
interactions over long distances would be likely (relatively strong interactions of indium atoms
2/3 indicated by the integrated COHP). For amorphous InTe/In3Sb1Te2 it can be predicted,
that Te-Te bonds are energetically unfavorable for the compound and likely not observed in
significant numbers.
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Figure 3.18: The electronic structure of InTe in the TlSe phase: COHP, ICOHP.Plots (a)-(f)
show the COHPs for the different most relevant bonds in crystalline InTe in the TlSe
phase. It is important to pay attention to the different y-scales when interpreting the
contributions. The strongest bonding contribution arises due to the tellurium-indium
bonds as indicated in (c). The coexistence of the In-s, In-p and Te-p states is strongly
bonding. The bond between the atoms 4/5 ((e) In-In) is extremely weak and softened by
the absence of s-states. It is surprising that the atoms 2/3 ((a) In-In) which possess the
same environment are significantly stronger bonded, the situation is energetically improved
by nearby tellurium atoms. The atoms in 4/5 (In) are kept in place by the interaction of
the bond 1/5 (d). The structure is destabilized by tellurium-tellurium interactions 1/6 (b).
No relevant bond is formed between atoms 5/7 (f) as the ICOHP is comparably small.
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The ionicity of the system was calculated by Bader charge analysis. It was was found that the
indium atoms are positively charged (0.4811e− for atoms 4/5, 0.7029e− for atoms 2/3) while the
tellurium atoms exhibit uniformly a significant charge of −0.5919e−. Compared to most phase
change alloys these charges are very high. Lencer reports similar values for alloys like GeSb2Se4
and SnSb2Se4, which are on his phase change map on the far right, i.e. are rather ionic [19, 37].
For comparison with the cubic In3Sb1Te2, cubic InTe shall now be examined. It is striking that
this phase is very ionic, with a charge transfer of 0.72 electrons from the indium to the tellurium
atom. The density of states and COHP of InTe in the sodium chloride phase is illustrated in
figure 3.19. First of all: the system is clearly metallic, with a high portion of p-states stemming
from tellurium at the Fermi level. The COHP reveals that this coexistence of s and p states is
highly unfavorable and the bond is created by p orbitals between −5eV and 0eV. Already at this
point, it can be concluded, that there is no trivial solution to minimize the systems anti-bonding
states. In general, the removal of an element would result in a lowering of the Fermi energy and
thus in the emptying of anti bonding states. However, if tellurium is removed the amount of
stabilizing p-states would be diminished. On the other hand, indium depletion does not simply
reduce the anti bonding states at the Fermi energy but also the strongly contributing bonding
states at about −5eV.
How do TlSe and cubic rocksalt phase compare energetically? It is found, that the TlSe phase is
with Etotal(InTe, TlSe phase)=−3.2234 eVatom unfavorable compared to the rocksalt phase which
yields Etotal(InTe, rocksalt phase)=−3.2289 eVatom . This predicts that the cubic phase would be
the groundstate. Experimentally the TlSe phase is expected to be energetically favorable as it is
the stable phase and cubic InTe reported to be metastable only [114], i.e. the total energy per
atom is expected to be higher in the latter case. In general the forces for the long distances are
underestimated. The small difference in total energy of about 6 meVatom in favor of the cubic phase
can be possibly explained by van der Waals forces not represented in the calculations, which
probably play an important role especially between the atoms 1 and 5 (figure 3.16, distance
3.6 A˚).
In the next section the introduction of antimony is discussed to approach the In3Sb1Te2 system.
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Figure 3.19: The electronic structure of InTe in the sodium chloride phase phase: The system
is clearly metallic. Strongly bonding contributions arise due to the coexistence of indium
s- and and tellurium p-states. From −5eV to 0eV tellurium p- and indium p-states are
strongly stabilizing the system. The creation of vacancies would decrease the number
of anti-bonding states at the Fermi energy. At the same time this would lead to a loss
of deep bonding states (COHP states between ≈−6.5..−5eV). The very deep tellurium
s-electrons are only weakly contributing to the bonding.
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3.2.3 The introduction of antimony: In4Sb1Te3
The next step to approximate the ternary In3Sb1Te2 is to go from InTe to In4Sb1Te3. To do so a
cell with 8 atoms was chosen and antimony being placed at the origin. The resulting DOS and
pDOS are displayed in figure 3.20. The total density of states is extremely similar to cubic InTe
despite of the fact that an antimony s-state appears at −8eV. However this localized state has no
benefit to the bonding (COHP in figure). As the COHPs of In4Sb1Te3 and InTe look extremely
similar (figure 3.21), a difference plot is more suitable to highlight the differences (figure 3.22).
Clearly the In4Sb1Te3 appears to be more stable which can be derived from the fact that the
bonding contributions increase in both environments, for the In-Sb and In-Te bonds. With
about 2eV difference in integrated COHP (ICOHP) the In-Sb contribution is almost twice as
big as at the increase for the In-Te bond (figure 3.22). The antimony p-states are relatively high
in energy and figure 3.21 demonstrates that they are anti-bonding close to the Fermi energy,
as in the case of In-Te bonds. Interestingly the deep states at about −11eV are affected as well,
although they are almost exclusively composed from tellurium s-states. A Bader charge analysis
demonstrates, that the overall ionicity of the system is significantly lower than that of pure InTe
system, with the antimony having a charge of about 0.5e−, tellurium ca. −0.6e− and indium
0.45e− to 0.6e−. For comparison, Dr. Lencer finds about 0.45e− charge transfer in GeTe [19].
3.2.4 The real thing: crystalline In3Sb1Te2
3.2.4.1 Vacancies
Naturally for a phase change material a chemistry very similar to the pseudobinary GeSbTe
systems might be anticipated. Wuttig et al. were able to convincingly shed light on these systems
proving by means of DFT that vacancies are an intrinsic property and the resulting distortions
are systematically lowering the overall total energy [45]. In the case of the GeSbTe systems
this can be achieved by lowering anti bonding states46 at the Fermi energy by germanium and
antimony expulsion whereas the reduction of the number of tellurium atoms is reported to be
highly unfavorable as the low lying bonding states are said to be bonding [45]. A concentration
of about 3% tellurium vacancies costs indeed about 24meV per atom [137]. The question arises
if a similar mechanism can be expected in In3Sb1Te2. In section 3.1.2.4 it was demonstrated
that a discrepancy exists between the observed crystalline density and the lattice constant of a
vacancy free system (see section 3.1.2.4). If vacancies exist in the In3Sb1Te2 system, the resonant
p-bonding picture is surely getting more difficult to understand, if its applicable at all. For
a resonant bond with 2.3 p-electrons per atom it is already difficult to imagine how a sixfold
coordination is maintained, compared to systems like GeTe and Ge2Sb2Te5 which have on
46The anti bonding states exist due to a too high valence electron concentration.
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Figure 3.20: The electronic structure of In4Sb1Te3 in the sodium chloride phase: The amount
of p-states is lowered by the substitution of tellurium with antimony. A distinct strongly
localized antimony s-state appeared at at about −9eV
average 3 p-electrons per atom. The average number of p-electrons per atom in In3Sb1Te2 could
only be increased by indium depletion.
In the previous section the COHP investigations performed for In4Sb1Te3 demonstrated that
the anti bonding states probably cannot be depopulated by expulsion of elements in the case
of In3Sb1Te2, in particular indium and tellurium. This can be derived from the fact that the
bonding states of indium and tellurium are very strongly contributing and overcompensating the
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Figure 3.21: The COHP of InTe and In4Sb1Te3 in the sodium chloride phase: (a) gives the
Sb-Te bonds. Of course no Sb-Te bonds are existing in InTe, but the In-Te bond is drawn
for comparison. (b) On the bottom the In-Te bonds are displayed, which are almost
identical.
anti bonding states near the Fermi energy. Furthermore, the bond contributing antimony states
are situated close to the sign change of the CHOP at about −1eV and antimony s-states do not
seem to be stabilizing. It is therefore not obvious whether an antimony depletion is favorable or
not (see also figure 3.22). To clarify these points, large supercells of In3Sb1Te2 were subsequently
investigated. Cell sizes were varied between 168 and 216 atoms per cell with box sizes of about
183 A˚3. The exact value depends on the chosen configuration and results from volume relaxation.
To gain a precise model for the different stoichiometries and vacancy concentrations, atom
positions and volume relaxations were repeated until the change in total energy was negligible,
i.e. less than 0.1meV per atom. To account for any effects that might stem from deep d-states,
all calculations include the indium 3d-electrons. The cells were created in such a manner
that vacancies are, if possible, not adjacent as this was found to be energetically favorable. In
addition, tellurium and antimony atoms were well scattered. As could be expected intuitively, it
is not favorable to separate antimony and tellurium but to mix them on one sublattice. To prove
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Figure 3.22: The difference in COHP and ICOHP between InTe and In4Sb1Te3 in the sodium
chloride phase (see also figure 3.21): For (c) the COHP of the Sb-Te bond is subtracted
from the In-Te COHP in cubic InTe, as for cubic InTe of cause no antimony atoms are
existing. Taking the integrated COHP into account, the overall bonding character in the
InTe alloy is enhanced by adding antimony.
this point several cells with antimony tellurium layers of varying thicknesses were investigated
which are not favorable, i.e. about 10meV/atom away from the most favorable structure which
turned out to be a rock salt structure with a indium sublattice on the one hand and a statistically
occupied sublattice with antimony and tellurium on the other hand. This finding is in agreement
with the experimental investigations presented in section 3.1.2.4. The effect on the total energy
of the systems by means of stoichiometric and non stoichiometric vacancies is displayed in
figure 3.23.
In figure 3.23 (a) the percentage of vacancies with respect to the total number of sites versus
energy cost is given. The energy cost is obtained by calculating simply the total energy per atom
minus the total energy of the vacancy free system. The formation energy is calculated as
∆Eformation = Eν+nνE(In/Sb/Te/InSb)−E(In3Sb1Te2) (3.5)
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Figure 3.23: The change of total energy of In3Sb1Te2 upon creation of vacancies, stoichiomet-
ric and off-stoichiometric: (a) On the x-axis the vacancy concentration with respect
to the total site numbers are given and the corresponding energies required for their
formation are depicted on the y-axis. In contrast to the well studied pseudobinary GeSbTe
systems the energy is slightly positive, i.e. vacancies are not an intrinsic property at very
low temperatures. For comparison the energy gain per atom in Ge2Sb2Te4 is negative and
about 30meV per atom for the removal of 30% of the antimony atoms (see also figure 6.1,
page 165). (b) The energy cost to create vacancies without keeping the stoichiometry
in balance is displayed. This time the x-axis gives the percentage of a certain species
removed. As could be be already argued when discussing the COHPs, antimony vacancies
are naturally the easiest to form. (c) As in experiments for higher annealing temperatures
InSb reflexes became visible in the XRD spectra, the cost of formation of InSb vacancies
was checked and could well be a feasible reaction at slightly elevated temperatures.
with the total energy of the reference system E(In3Sb1Te2), nν the numbers of vacancies and
E(In/Sb/Te/InSb) the energy of an atom in a reservoir. The positive sign on the y-axis, shows,
that it costs energy to form vacancies in this alloy. It is however exceptional that the energies
to form vacancies are so low. One might speculate, that the reason is the very high metallicity,
which is effectively screening distortions as long as these distortions are not big enough to break
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the metallicity down. For comparison, the energy gain for vacancies in the Ge2Sb2Te4 system
reported by Wuttig et al. is higher and negative in the order of −30meV for 30% antimony
vacancies w.r.t. atom type (see also a replot of the original data in figure 6.1, page 165)[45]. As
demonstrated in figure 3.23 (b), antimony vacancies are the cheapest defect to form. This is in
line with the COHP’s of In4Sb1Te3 displayed in figures 3.20 and 3.20, since antimony showed
the smallest contribution to bonding (figure 3.21, page 54). The antimony p-states lie close
to the Fermi energy where the coexistence with indium s-states is overall unfavorable. In
addition, in the simple In4Sb1Te3 model antimony s-states do not contribute to the bonding.
Removal of indium or tellurium much more costly on the other hand, as indium has strongly
bonding s-states at about −5eV and tellurium provides stabilizing p-states (figure 3.21, page
54). This is qualitatively well reflected in the energy costs for the different defects. Finally the
removal of InSb is costly as well, no matter whether the indium and antimony atoms are put in a
separated indium and antimony reservoir or the indium and antimony atoms are transferred
into a crystalline InSb system.
As mentioned in section 3.1.2.4, a discrepancy exists with respect to the densities calculated
from the lattice parameters and the XRR values. This result is not only obtained by our XRR mea-
surements and therefore consequence of possible shortcomings of the XRR technique. Deneke
et al. report the same value derived from pycnometer measurements [93]. Other authors have
claimed that large vacancy concentrations would be present [138, 103]. One might think, that at
room temperature vacancies are present due to the small energy cost to form these vacancies.
However it turns out that the thermal energy is not sufficient to form such vacancies. So far
the configurational entropy of the system has not been investigated. This entropy contribution
simply stems from the fact that the sites on the sublattice can be randomly occupied, so
Sconfigurational = kblnW = kb
(
ln
Nsites/2!
NIn!NVac!
+ ln Nsites/2!
NVac!NSb!NTe!
)
(3.6)
with W , the number of possible configurations. Taking this entropy into account, the picture
changes dramatically for high temperatures. Remarkably at about 500K the contribution to
the free energy becomes important enough to make a vacancy concentration of about 4%
favourable. The situation is illustrated in figure 3.24 (page 58). The black line indicates the
vacancy concentration which is suggested by experiments. It could be envisioned that the
vacancies might be favourable at elevated temperatures, i.e. when crystallizing, but are frozen
and remain in the crystal when the temperature is reduced and the mobility of vacancies is
decreased. In principle there is an additional contribution to the free energy which shall be
discussed hereafter, i.e. the vibrational entropy which is connected to the phonon density of
57
Chapter 3: In3Sb1Te2
-3.260
-3.240
-3.220
-3.200
-3.180
-3.160
-3.140
-3.120
-3.100
 0  5  10  15  20  25
E t
ot
al
-
TS
co
n
fig
ur
at
io
n 
in
 e
V/
at
om
vacancy concentration in %
  0 K
100 K
200 K
300 K
400 K
500 K
600 K
700 K
800 K
Figure 3.24: Free energy of different stoichiometric vacancy concentrations of In3Sb1Te2 : The
free energy of In3Sb1Te2 shows a minimum for elevated temperatures. This suggests
that vacancies in the model presented are stable due to configurational entropy above
a critical temperature (Tcrit. ≈ 500K). The temperatures at which a minimum arises fits
roughly to the reported crystallization temperatures, Tc < Tcrit.(Tc = 500−550K). Therefore
vacancies might form during crystallization and might be frozen into the system when
the temperature falls below Tcrit.. This can explain the observed deviation between the
measured density ( 6.75 g
cm3
) and the density derived from the lattice constant (7.0 g
cm3
)(see
also section 3.1.2.4). The black line shows which vacancy concentration is expected from
experiments when the measured lattice constant and density are combined. The solid
lines connecting the data points are guides for the eye only.
states. This quantity is discussed in the next section. Before turning to this aspect, the impact of
different stoichiometric vacancies shall be discussed shortly.
Naturally high vacancy concentrations are accompanied by large distortions as illustrated in
graphs 3.25 and 3.26. Graphs 3.26 (a)-(d) demonstrate that there is a strong broadening of atomic
distances upon introducing kinetic energy into the system, as the atoms were annealed in a
MD-simulation for 10ps at 300K. The dashed lines imply the distribution of the best 0K relaxed
58
3.2 Theoretical investigation of crystalline In3Sb1Te2
 70  80  90  100  110  120  130  140  150
a
n
gl
e 
di
st
. i
n 
a.
u.
angle in degree
(a) In-Sb-In 
 0.0% vacs.
 2.8% vacs.
 5.6% vacs.
 8.3% vacs.
13.9% vacs.
22.2% vacs.
 70  80  90  100  110  120  130  140  150
a
n
gl
e 
di
st
. i
n 
a.
u.
angle in degree
(b) Sb-In-Sb 
 0.0% vacs.
 2.8% vacs.
 5.6% vacs.
 8.3% vacs.
13.9% vacs.
22.2% vacs.
 70  80  90  100  110  120  130  140  150
a
n
gl
e 
di
st
. i
n 
a.
u.
angle in degree
(b) In-Te-In 
 0.0% vacs.
 2.8% vacs.
 5.6% vacs.
 8.3% vacs.
13.9% vacs.
22.2% vacs.
 70  80  90  100  110  120  130  140  150
a
n
gl
e 
di
st
. i
n 
a.
u.
angle in degree
(c) Te-In-Te 
 0.0% vacs.
 2.8% vacs.
 5.6% vacs.
 8.3% vacs.
13.9% vacs.
22.2% vacs.
 70  80  90  100  110  120  130  140  150
a
n
gl
e 
di
st
. i
n 
a.
u.
angle in degree
(e) Sb-In-Te 
 0.0% vacs.
 2.8% vacs.
 5.6% vacs.
 8.3% vacs.
13.9% vacs.
22.2% vacs.
Figure 3.25: Angle distributions of crystalline In3Sb1Te2 with different vacancy concentrations
at 300K: Insets (a)-(e) illustrate the angle distributions for different atom alternations
in the crystalline rocksalt phase for trajectories at 300K versus vacancy concentration.
The 90◦ cubic and 109.47◦ tetrahedral angles are indicated by black bars. The angles
in a rocksalt crystal are naturally centered at 90◦. With higher vacancy concentration
the angle distributions broaden. It is noteworthy that for vacancy concentrations higher
than 8.3% a shift in the angle distributions towards higher and lower angles becomes
visible, indicating that tellurium/antimony atoms are pulled towards the vacancy sites
while indium is pushed away.
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Figure 3.26: The distortions in crystalline In3Sb1Te2 upon introduction of vacancies:(a) 0% ,
(b) 8.3%, (c) 13.8%, (d) 22% vacancies with respect to the total lattice sites. The solid
lines represent the distributions obtained by averaging trajectories at 300K. Dashed
lines indicate the distributions for the optimised structures at 0K. Details about the
interpretation of the curves are given in the text.
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Figure 3.27: Electronic density of states of In3Sb1Te2 as a function of vacancies: The different
colors stand for different vacancy concentrations. From top to bottom the stoichiometric
vacancy concentration is increase from 0% to 22.2%. As more vacancies are introduced and
the system is getting heavily distorted, a pseudogap is formed at a vacancy concentration
of 22%
.
structures and therefore the absolute energy minimum. For the 0% vacancy concentration cell47
the 0K configuration is exceptionally sharp. Checked against the solid lines, which represent
the trajectories, it is obvious that the force constants in the material must be very low48. This
explains the strong broadening of the atom positions. Therefore phonons are very likely to play a
crucial role in this alloy. They are investigated in the next section. The bonding mechanism is not
immediately obvious from these graphs. For all presented vacancy concentrations, including the
0% vacancy case it can be concluded, that the system shows very blurred bonds of the 6th (and
to some extend the 5th) neighbour. The 6th neighbour distributions should blur as the vacancy
concentrations is increased, as the probability increases that the central atom has vacancy
47Which is the lowest in total energy, see also graph 3.23.
48Also evident in the discussion of the dynamic Debye Waller factors in the next section and in particular figure 3.29.
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neighbours. By increasing the vacancy concentrations, finally a very distorted state is entered
with a g(r) comparable to a liquid (figure 3.26 (c) and (d))). This similarity to the amorphous
state is further echoed by the vibrational properties(see figures 3.29 (page 69), 3.48 (page 106) ).
In addition the strong distortions lead finally to a pseudogap in the electronic density of states
at vacancy concentration of about 22% (figure 3.27, page 62). A very similar electronic density of
states is found for the amorphous phase of In3Sb1Te2 (figure 3.47, page 105) ).
It is instructing to take a closer look at a molecular dynamics trajectory of cells at 300K. Now
the situation around an average central atom shall be examined. In the cubic vacancy free cell,
the central atom has six neighbors. These neighbors are now categorized according to their
distance from the central atom into first to sixth position. If one investigates the time it takes in
the 0% vacancy cell, for the fifth and six neighbour to change their position in the neighbour
distance hierarchy - i.e. the time it takes before the atoms identified as 5th/6th neighbour
become the 4th, 3rd, 2nd or 1st neighbor with respect to the distance to the central site - it is
observed that this lifetime is about 0.9ps for neighbour five and six, while the times are between
0.15ps for the first to 0.5ps for the fourth neighbour. This means that the hierarchy of the four
short bonds quickly changes over time whereas the 5th and 6th neighbor are "separated" from
the central atom for a considerable amount of time. Apparently the system sports four strong
and two weak bonds in the sense that fifth and sixth neighbour are stable over time in their
distance hierarchy position. This could in principle give rise to a model, where one has four
directional strong resonant bonds due to the number of p-electrons (np = 2.3 for In3Sb1Te2 ).
These four bonds are stable over relatively long timescales. Due to the vacancies and the strong
deformations similar statement cannot be made for the lower density cells and a comparison
for example to Ge2Sb2Te5 is not very meaningful.
Due to the unusual picture in the partial distance distributions, it is important to complete
the picture by analyzing the angle distributions which are presented in graph 3.2549. At first
glance the situation is rather complex. In the 0% vacancy case the In-Sb-In, In-Te-In angles are
well aligned at 90◦ while Sb-In-Sb, Sb-In-Te angles are shifted towards higher values and the
Te-In-Te is shifted towards lower values. Sb-In-Sb is favourable in the sense, that the indium
atoms are slightly attracted by the two while Te-In-Te leads to the opposite. This fits to the fact
that two different bond lengths are found for In-Te and In-Sb (e.g. figure 3.26 (a)). Neither from
the distance distributions (no short long splitting), nor angles (systematic distortions as in GeTe),
nor angular limited triplet correlations50 (ALTC’s) (see appendix figure 6.2, page 166) systematic
Peierls distortions can be evidenced (as will be shown in section 3.3, in the amorphous case a
Peierls like distortion appears around antimony).
49Angles were calculated with R.I.N.G.S code by Le Roux [139]. The chosen cutoffs were in all cases 3.5 A˚.
50For a given distance r1 a signal at r1 and r2 would be visible.
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Up to vacancy concentrations of at least 8.3% the angle distributions stay roughly centred at
90◦. For 13.9% and 22.2% vacancy concentration a very different behaviour can be observed,
which is a shift to lower and higher angles respectively. One should remember at this point that
the vacancies are randomly distributed on the indium and antimony/tellurium sublattices. If the
vacancy concentration is increased the In-Sb-In/In-Te-In angles shift to lower values whereas
Sb-In-Sb/Te-In-Te/Sb-In-Te angles increase. In the case of In-Sb-In/In-Te-In the angles become
smaller than 90◦, the distances therefore larger as a function of vacancy concentration. In a
simple 2D picture where Sb/Te is surrounded by three indium atoms and a vacancy, the Sb/Te
goes towards the vacancy site. If the central atom is indium, evoking the same simple picture,
the vicinity of vacancies produces the opposite effect. The indium atom is moving away from the
vacancy towards the neighbouring atoms indicated by the angle becoming smaller as a function
of vacancy concentration. Therefore increase and decrease of the angles indicates, that tellurium
and antimony atoms are pulled towards the vacancies whereas indium atoms are pushed away.
As mentioned, the tendency can be seen for vacancy concentrations below 8.3% but with much
smaller magnitude. This finding is further supported by the fact that antisites are not favourable
in the systems, i.e. indium-indium bonds are avoided in the octahedral coordination (In-Sb
antisites cost 4 meVatom for 4% of the indium atoms on antisite positions, In-Te antisites cost 12
meV
atom
for 3% of the indium atoms on antisite positions).
As mentioned already in section 3.1.2.4, Deneke et al. and Legendre et al. presented in
their publication a phase diagram, stating that In3Sb1Te2 would be only metastable at room
temperature and be dissolving into InTe + InSb (see also figure 3.3 in section 3.1.2.4). This can
be qualitatively reproduced by calculations, i.e. to separate the system into cubic InTe and InSb
gives about 40meV in total energy although, the energy gain by configurational entropy would
reduce this advantage (at 300K the segregation is favorable by about 25meV per atom. )[95, 115].
A plot of the situation in the calculations is given in figure 3.28.
This figure describes the situation where one goes from a purely cubic InTe phase (denoted by
0%) to a purely rocksalt InSb phase (100%) thus increasing steadily the antimony content from
left to right51. In the left case the antimony atoms are added/subtracted from a zincblende InSb
reservoir while in the right case they are added/removed from a cubic InSb reservoir. The lines
indicate the stoichiometric composition of In3Sb1Te2. While the left figure illustrates, that the
system is only metastable and prone to destabilize into InTe and InSb, the right plot demonstrates
that the In3Sb1Te2 composition is a minimum for elevated temperatures when changing slightly
the antimony composition. Antimony concentrations bigger than 60% (InSbx Te1−x with 0.6<
x < 1.0) are problematic in this picture as the cell relaxation leads to a loss of symmetry because
51Effectively varying InSbx Te1−x with x ∈ [0..1]
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Figure 3.28: The phase stability of In3Sb1Te2: The free energy is drawn as a function Sb content
on the Sb/Te sublattice of In3Sb1Te2, i.e. 0% corresponds to pure cubic InTe and 100%
to pure cubic InSb. On the left, antimony is added/substracted from a zinc-blende InSb
reservoir whereas on the right the antimony is added/subracted from a rocksalt InSb
reservoir. The black line indicates the In3Sb1Te2 composition. The left figure shows that
at low temperatures In3Sb1Te2 is only metastable and the separation in InTe and InSb is
favourable. From the right figure it can be derived that the stoichometric In3Sb1Te2 lies
at a minimum energy with respect to slight variations in antimony content. Antimony
concentrations bigger than 60% are problematic in this picture as the cell relaxation leads
to a loss of symmetry and the structure is no simple rocksalt phase anymore.
the atoms positions tend to form tetrahedral sites. Overall the calculations are in line with the
published phase diagram (3.1.2.4 (figure 3.3,page 27)), and In3Sb1Te2 is indeed only metastable.
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3.2.4.2 Lattice dynamics in crystalline In3Sb1Te2
In general the knowledge of the vibrational properties might help to relate In3Sb1Te2 to proper-
ties52 typical for other phase change alloys (Ge2Sb2Te5 or the new In1Ge1Te2 ) and allow here in
particular to quantify the influence of vibrational entropy with increasing vacancy concentration.
Furthermore, recently increased interest was raised in phase change materials and their aptitude
as thermoelectrics [140, 141]. For those applications a precise knowledge of the vibrational
properties of both the crystalline and amorphous phase is desirable. An explicit investigation of
the vibrational properties upon crystallization is performed after the analysis of the amorphous
phase in section 3.4.
The calculations were performed using the CP2K program package employing GGA function-
als and Goedecker pseudopotentials [78, 79, 142, 84]. For indium three valence electrons were
taken into account whereas for antimony and tellurium five respectively six valence electrons
have been chosen. The Kohn-Sham orbitals were developed in a Gaussian type basis set of
triple zeta plus polarization qualitiy [78, 79], the charge density being expanded in a plane wave
basis set with a cutoff of 100 Ry. Γ point phonons have been calculated by diagonalizing the
dynamical matrix obtained from finite displacements of the atom positions. The displacements
were chosen as 0.0053 A˚. To quantify the localization properties of the amorphous phase, the
inverse participation ratio (IPR) was calculated as suggested by Mazzarello [143]. For the j -th
vibrational mode it has been defined53 as
IPR=
∑
κ
∣∣∣ e( j ,κ)p
Mκ
∣∣∣4(∑
κ
|e( j ,κ)|2
Mκ
)2 . (3.7)
with κ as an index for the atomspecies in the cell, mass Mκ and phonon eigenvectors e( j ,κ). An
IPR of IPR= 1/∑κNκ indicates completely delocalized phonons while IPR= 1 is the localization
limit on an atom.
The Debye Waller factor can be defined as:
Bκ = 8pi
2
3
〈
u2κ
〉
(3.8)
with the mean average square displacement
〈
u2κ
〉
which follows for harmonic phonons from
〈
u2κ
〉= 1
Nκ
∑
j ,m
ħ ∣∣e( j ,m)∣∣2
ω j Mk
[
nB
(ħω j
kB T
)
+ 1
2
]
. (3.9)
m runs over Nκ and the temperature dependence follows from the Bose factor (from [144]).
52E.g. Debye Waller Factors, phonon density of states upon crystallization etc.
53The nomenclature of Mazzarello is fully adopted[143].
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Figure 3.29 (a)-(c) illustrate the crystalline phonon density of states (PDOS) and the IPR for dif-
ferent vacancy concentrations. In addition figure (d)-(f) give the corresponding dynamic Debye
Waller factors (DWF). A distinct difference in PDOS can be observed as vacancies are introduced.
With increasing vacancy concentration the phonon energies increase, in particular the center
of mass of the optical phonon region. At the same time there is a small frequency increase for
the low energy phonons, as well. This behavior was observed in the case54 of Ge2Sb2Te5 by
Matsunaga et al. upon amorphization and is discussed in the context crystallization in section
3.4 [132]. Compared to GeTe (see also graph 3.65, section 3.65) the change is small.
It is noteworthy that the majority of the low lying states can be attributed to the indium atoms
which seem to be only weakly coupled. This finding is supported by the DWF’s which show the
largest values for indium for all shown cells. This finding is remarkable: In phase change alloys
like Ge2Sb2Te5 or GeTe the tellurium atoms on the sublattice show a small Debye Waller factor
since - in a very simple picture - the tellurium sublattice would act like a stable cage. Transfered
onto the situation in In3Sb1Te2 one could expect that the indium sublattice might fulfill a similar
structural role. This is clearly not the case and manifests itself in the high DWF. As the vacancy
concentration is increasing, it is accompanied by a clear increase of the DWF.In passing, it can be
noted that the 22% vacancy cell shows already great resemblance to the amorphous phase which
is discussed in detail in section 3.3 (e.g. figure 3.30 on page 72, figure 3.48 on page 106 and figure
3.64 on page 128). The IPR indicates, that the introduction of 8% vacancies results in significantly
more localized states for high energies, and here the majority of states can be projected onto
indium sites. However caution has to be advised as the picture is not as clear anymore in the
22% case. This might be due to the fact that the atoms at a high vacancy concentration have
more opportunities to rearrange. For the discussion of the amorphous state it is interesting
to see that even in the vacancy free cell, where there are no tetrahedral sites after relaxation
but an almost perfect cubic grid of atoms, the IPR gives a signal. This is a warning to treat this
quantity and its interpretation after all with caution. It is no suitable indicator for the existence of
tetrahedral sites. It could be experimentally demonstrated from low temperature measurements
(section 3.1.2.6), that the Debye temperature for crystalline In3Sb1Te2 is somewhere in the range
of 150±10K (see also figure 3.14 in section 3.1.2.6).
The temperatures associated with the observed frequencies of the calculations are in rough
agreement with the experimental values: The 0% cell frequencies translate into ≈ 215K, while
the introduction of 8% vacanies leads to ≈ 250K. Fitting of the function
f (ω)= 3/ω3Dω2, (3.10)
54It should be kept in mind that the 8% structure is still very crystalline.
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Figure 3.29: Phonon density of states (PDOS) and Debye Waller factors (DWF): for 0%
((a),(d)), 8.3% ((b),(e)) and 22% ((c),(f)) vacancy concentration cells. There is a
distinct change visible in the lattice dynamics as the amount of vacancies is increased.
Not only are the optical modes shifted to higher energies with increasing vacancy con-
centration, but also the acoustic modes are slightly shifted. Furthermore the IPR shows
pronounced localization for the optical modes. The Debye Waller factors are characterized
by high values for the indium atoms, showing that the bonds must be comparably weak,
with respect to other phase change alloys. The 22% vacancy cell shows already strong
resemblance to the amorphous properties (see also the discussion of the amorphous phase
in section 3.3).
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gives a Debye Temperature of TD = 95±4K for the phase with no vacancies, TD = 90±3K for 8%
vacancies and TD = 78±5K for the In3Sb1Te2 cell with 22% vacancies. Finally for the amorphous
In3Sb1Te2 cell TD = 80±2K. The details on the amorphous phase are presented in the next sec-
tion (3.3) and only shown here as a reference. These values are clearly smaller than experimental
results. This could be attributed at least partly to the GGA functional. Furthermore the choice of
the integration cutoff and the application of the Debye model are arbitrary choices. As in the
case of Ge2Sb2Te5 the Debye temperature is lower for the amorphous phase as compared to the
crystalline state as can be expected from the hardening of acoustic modes upon crystallization,
see also figure 3.64 in section 3.64 and discussions.
Taking into account the vibrational properties of In3Sb1Te2, the question arises whether the
vibrational entropy could have a stabilizing impact on the structure or make vacancies favorable
as the energy differences for different configurations in In3Sb1Te2 are small. For a phonon
system the Hamiltonian is written as H =∑ħω(n+1/2) and free energy F therefore
F =−kB T ln(Z ) (3.11)
with the canonical partition function Z =∑micro states exp( −HkB T ) [145]. The vibrational entropy is
given as the negative derivative of the free energy, i.e.
Svib =−
∂Fvib
∂T
(3.12)
and therefore for r different atoms in N unit cells
Svib = 3r N kB
∫ ωl
0
[ ħω
2kB T
coth
( ħω
2kB T
)
− ln
(
2sinh
( ħω
2kB T
))]
PDOS(ω)dω (3.13)
[146, 147]. With the PDOS being normalized by∫ ωl
0
PDOS(ω)dω= 1 (3.14)
with the maximal phonon frequency ωl [146]. It has been normalized to
1=∑
i
PDOS(Ei )∆Ei (3.15)
according to the choice of Maradudin et al. (equation 3.14) [146]. The expression 3.13 has been
modified for discrete value to
Svib(T )= 3NatomskB
∑
i
[
Ei
2kB T
coth
(
Ei
2kB T
)
− ln
(
2sinh
(
Ei
2kB T
))]
PDOS(Ei )∆Ei (3.16)
with r N =Natoms. A phonon density of states was calculated for three systems with 0%, 8% and
22% vacancies. Unfortunately no clear trend can be found at elevated temperature. While the or-
der of magnitude in the differences in entropy per atom (i.e. Svib(T )/Natoms) between configura-
tions is somewhat ordinary, e.g. ∆Svib(300K )0%−8% = 0.1kB , ∆Svib(300K )0%−22% = 0.05kB compared to the values
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reported by Nagel et al. for a Ni3V order disorder transition ∆(S300Korder−disorder = 0.038±0.015kB )
via neutron diffraction [148], there is no trend with increasing number of vacancies as it is
evident from graph 3.30. Therefore no extrapolation for other vacancy concentrations is possible.
However, the correction in free energy is not negligible with ca. 4meV free energy gain per atom
of the 0% vacancy cell compared to the 8% vacancy cell at 500K, which counteracts the tendency
to produce vacancies at higher temperatures, namely 500K due to configurational entropy.
Vibrational entropy and configurational entropy show different trends with increasing vacancy
concentrations. While the configuration entropy term is increasing with number of vacancies,
the vibrational entropy is not following this trend. The magnitude of the vibrational entropy does
not change the interpretation of th previous section which took only configurational entropy
into account.
After this section, an excursion is made to amorphous phase change alloys (section 3.3),
in particular In3Sb1Te2. The DFT results are then compared to the experimental data on the
structures of both phases (section 3.5.1). Finally the results obtained are compared with other
phase change materials (section 3.5.2).
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Figure 3.30: Vibrational entropy for different vacancy concentrations crystalline as well as amor-
phous In3Sb1Te2: Top: Normalized PDOS. Middle: Svib for a large temperature range.
Bottom: Svib at around 300K. A higher number of vacancies does not imply a higher
vibrational entropy term.
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3.3 Theoretical investigation of amorphous In3Sb1Te2
3.3.1 Introduction
The crystalline phase of In3Sb1Te2 shows already unusual properties for a phase change alloy
and is not fitting into the conventional categories with respect to number of p-electrons per atom
for example (see also section 3.2.4). Now the question arises which comparison can be drawn to
other phase change alloys with respect to the amorphous phase and how the fast transition be-
tween crystalline and amorphous phases can be understood. From literature it is known, that for
most phase change alloys the coordination of the meta stable crystal is preserved in the liquid55
and amorphous phase, i.e. octahedral coordination, alternation of species, numbers of rings and
network connectivities are important indicators to link the two phases (e.g. [150, 151, 22, 149]).
In the following amorphous phase change alloys are discussed, with special emphasis on the
short range order and therefore therefore the existence of tetrahedral sites. Then, in analogy to
the previous sections, prototype systems are introduced for the reader to become acquainted
with the structural motifs of indium in amorphous phase change alloys. Only very recent calcu-
lations with connection to phase change alloys were presented by Spreafico et al. on amorphous
In1Ge1Te2 [109]. To start the discussion of indium containing alloys amorphous AgInTe2 is
introduced, which is no phase change material but gives insight in the coordination of indium in
a tellurium rich environment. After this, the well known Ge15Sb85 is discussed which serves as a
benchmark for the calculations of the amorphous phase and was experimentally investigated
extensively by our group [31]. Subsequently, In15Sb85 is introduced, which shows according
to Pieterson et al. ([32]) extraordinary properties like very fast nucleation57 and crystallization
times58. Obviously the indium content changes the properties quite significantly and structural
reasons for this observation are discussed. At last, in the context of this two alloys pure amor-
phous antimony which is the host material for In15Sb85 and Ge15Sb85 is described as reference.
Then, in analogy to the discussion of the crystalline phase, amorphous InTe is introduced and
analyzed to get a measure for the effect of antimony on the amorphous network. Finally, as the
main topic, In3Sb1Te2 is presented: in particular the temperature and density dependencies of
the amorphous structure are illuminated. General quantities of interest are the charge of atoms
(Bader charges), healing of wrong bonds, tetrahedral signatures and the role of distortions. The
evolutions of distortions and tetrahedral signatures with temperature hint towards a substan-
55According to the criterion of Luo et al. the average number covalence electrons for a material gives a criterion to
distinguish successful from unsuccessful alloys and the neutron measurements by Steimer et al. could extend
this rule for the liquid phase of a wide range of alloys thus confirming the octahedral character of the liquid for
successful test candidates 56[44, 149] which was thought of as a prototype for the amorphous phase.
57Ge15Sb85 is fifty times slower : Ge15Sb85: 49µs. In15Sb85 : 1µs
58 Ge15Sb85 is two times slower: Ge15Sb85: 15ns for In15Sb85 : 6ns [32]
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tial structural rearrangement as the crystallization temperature is approached. Possibly, the
vanishing of tetrahedral sites at close to the crystallization temperature is a common feature
in phase change alloys. Subsequently, it has been tried to simulate the actual crystallization
event in In3Sb1Te2. The formation of the nucleation seed and the possibility of simple flipping
mechanisms is discussed and the influence of density and temperature on the crystallization
are investigated. The section closes with comparisons to the crystallizations of Ge2Sb2Te5 and
GeTe and the evaluation of the phononic properties at the crystallization temperature.
3.3.2 Preparatory discussion of structural motifs found in amorphous phase change alloys
Naturally, when encountering amorphous semiconductors or metals, description of such sys-
tems becomes cumbersome. As it is often extremely tempting to draw conclusions from the
crystalline phase - which is conceptually often well understood from textbooks - to the amor-
phous, caution is required when transferring terms and concepts from one world to the other.
Furthermore, performing calculations with a plane wave code, not only the periodicity of the
system needs to be accounted for, i.e. sufficient size, but also timescales and the uncertainty
of density can have an impact on the outcome, depending on which level of information is
required. Issues like varying densities are especially important in calculations, but pressure
might for example be induced by the environment as well, e.g. in nano-wires or cells [152]. These
limitations are discussed in chapter 4. Before doing so, an important issue shall be introduced
which is of importance in amorphous phase change alloys.
In the past, particularly one structural motif has caught extensively the attention of the
phase change community, and this has been the question of existence of "tetrahedral" sites
in chalcogenide alloys and their importance. Different properties are being attributed to the
occurrence of such sites, and whatever the implications might be, they are surely discussed
in a manifold of germanium containing amorphous phase change alloys as GexSbyTez, GeTe
etc. e.g. [153, 154, 155, 156, 133, 157, 158]. It has been reported by Xu et al. that in melt quench
simulations on Ge2Sb2Te5 with large cooling rates tetrahedral and octahedral germanium sites
are formed [154]. While the antimony follows to a good approximation to the 8-N rule, the
tellurium was slightly over coordinated and germanium found in a tetrahedral/fourfold (sp3,
angles 109◦) and a threefold (pσ,angles 90◦) coordination. They furthermore argue, that in a
tellurium rich environment sp3 hybridized germanium is likely to be transformed into a pσ
state because both lone pair-electrons of the tellurium can transform into bonding p-electron
making the germanium sp3 breaking into pσ favorable [154]. Alleged properties of tetrahedral
sites range from optical/electrical contrast with respect to the crystalline phase, over stability,
to the speed of the transition between crystalline and amorphous phase [159, 46, 109, 160,
157, 158]. In particular the origin of the contrast was at the heart of most discussions. Welnic
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et al. developed a (crystalline) model59 for the amorphous phase of Ge1Sb2Te4 containing a
fractiono of tetrahedrally coordinated germanium atoms which could explain the contrast
with respect to the cubic crystalline phase [161]. However Huang et al. argued that that for
optical contrast and the kinetics of the transition, the existence of distorted octahedral sites for
germanium in the amorphous phase alone, could be sufficient [133]. Nevertheless, experimental
indications for tetrahedral sites in amorphous germanium containing phase change alloys
were found for a wide range of applied methods: for example in XPS spectra, neutron data
of the liquid, Raman measurements, electron diffraction, EXAFS/XANES60 and recently AXS61
[163, 149, 164, 165, 166, 167, 168, 159, 157, 162]. Furthermore theoretical investigations by Akola
et al. proved, that the actual amount of tetrahedral germanium sites in Ge2Sb2Te5 is affected
by the production method of the amorphous phase, i.e. melt-quenched versus as-deposited62
amorphous structure [169]. Akola et al. find that the as-deposited phase yields significantly more
tetrahedral sites (58% of the germanium atoms are tetrahedral) than the melt quenched phase
(36% of the germanium atoms are tetrahedral). Although in the aforementioned experimental
investigations the indications for tetrahedral germanium sites are quite strong, they do not
provide an unambiguous picture of the situation in the amorphous phase. Close to this goal
came experimentally HRTEM measurements which seemingly allow for a clear depiction of
tetrahedral sites on the boundary between amorphous and crystalline phase. It should be noted
though that this signal could not be confirmed in Ge1Sb2Te4 by STM measurements where no
such sites were observed [167, 119]. Combinations of EXAFS measurements and the Reverse
Monte Carlo simulation technique by Jovari et al. were able to produce angle distributions
suggesting tetrahedral germanium in amorphous Ge2Sb2Te5 and Ge1Sb2Te4 [170], but such
RMC calculations leave some room for speculations as it is not obvious which physical boundary
conditions need to be applied and whether the result of the simulations is physically meaningful.
Akola et al. tried to overcome this disadvantage by using Molecular Dynamics simulations as
input for RMC refinement of synchrotron-radiation high-energy x-ray diffraction spectra and
XPS for amorphous Ge2Sb2Te5 [171]. But, while successful, they concluded that "Octahedral
and tetrahedral Ge sites coexist, but an accurate fit to S(Q) can be found without presupposing
the existence of either." [171]. As an experimental resolution of tetrahedral sites in amorphous
alloys is not accessible with regard to angles, calculations give a very powerful tool to perform
such an analysis and successful links have been made between the the calculated models and
59Spinel phase, space group 227 [161].
60XANES stands for X-ray Absorption Near Edge Structure. Although the EXAFS does not deliver any angle distribu-
tion, the XANES fit was reported to be sufficiently good for a tetrahedral model to appear justified [159]. Recent
first principles XANES simulations by Krbal et al. seem to confirm this finding [157].
61Anomalous X-ray Scattering, a technique which allows to investigate the local and intermediate range order [162].
62Sputter or vapor deposition.
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measurements, which underline the strengths and power of DFT calculations. Such comparisons
to experiments have been provided for example for GeTe , Ge2Sb2Te5 and Ge1Sb2Te4 to great
success, and in this light it appears highly unlikely, that the calculation results are far from the
real picture [172, 150, 153, 143].
In passing it is important to note, that the idea of tetrahedral sites in phase change alloys
was not confined to the amorphous phase but was extended to the crystalline. Rise to this
debate gave the fact that interestingly in crystalline Ge1Sb2Te4 signals were interpreted as
indications for tetrahedral oriented germanium [173]. The signals were recorded by x-ray
fluoresence holography, a technique which might in principle be a powerful experimental tool
to provide a final proof for tetrahedral sites in phase change alloys [173]. Unfortunately the
publication by Hosokawa et al. lacks unambiguous confirmation due to difficulties63 in sample
preparation [173]. Since tetrahedral sites in amorphous phase change materials are such a
striking feature and were also covered in the crystalline phase by Hosokawa et al., it was tried by
Liu et al. to confirm the existence of tetrahedral sites in the crystalline, ignoring the resonant
bonding character in crystalline phase change materials64 which lets this tetrahedral motif
appear to be very unlikely [174]. Indeed calculations reveal that these sites are not favorable and
agglomerations are unstable. In addition, this model of the crystalline was meanwhile explicitly
rejected experimentally by NMR measurements [175, 176, 177].
To understand better, what the debate of tetrahedral sites in the amorphous phase is about
about, it is important to define which atoms to call tetrahedrally coordinated in an amorphous
phase as such system is not well characterized by single perfectly aligned sites, but rather by
averages of angles between close neighbor, for example. The technical procedures shall be
presented hereafter to prepare the following sections.
Probably the best way to define such a blurred geometrical motif as tetrahedral sites is by
taking advantage of the angle distribution and combining it with pair correlations and selection
criteria. Selection criteria are in this context for instance distance/angle cutoffs, atom types,
mean order parameters and so on. As a prototype system the well known amorphous phase
change alloy GeTe shall be discussed now to introduce the terminologies and methods before
they are applied on other materials in the following sections. Here the focus shall be on the
small fraction of tetrahedral germanium atoms found in calculations. It should be noted, that a
discussion of the simulation of GeTe is given in chapter 4 and the GeTe alloy serves here just
63As phrased by the authors: "The difference between the distorted rocksalt structure reported previously and the
structure reported here with Ge atoms in a tetrahedral symmetry positions is likely to be due to the different
sample preparation conditions; the presence of heteroepitaxial strain arising from lattice mismatch may have
resulted in the stabilization of a different metastable phase, which also manifests a larger lattice constant com-
pared to that observed for the unstrained distorted rocksalt phase..." [173].
64As demonstrated my Shportko et al. [34].
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Figure 3.31: Illustration of the angle nomenclature: (a) octahedral configuration, (b) tetrahedral
configuration. The colors indicated the distance from the central atom, dark red close,
yellow further away, the numbers designate the 1st, 2nd and so on neighbor. To probe for
tetrahedral coordination, the distributions of the angles 1-0-2, 1-0-3, 1-0-4, 2-0-3, 2-0-4
and 3-0-4 are of interest when centered at 109◦. In an octahedral coordination these
"tetrahedral" angles and additionally the angles 1-0-5, 1-0-6, 2-0-5, 2-0-6, 3-0-5 3-0-6,
4-0-5, 4-0-6 and 5-0-6 should be centered at 90◦.
as a demonstrator. While most authors rely on order parameters of sites alone to distinguish
differently coordinated atoms [178, 179, 180, 143, 181], Raty et al. found a very intuitive and
convincing way of analyzing the angle distribution of atoms [150]. This scheme is now applied
to amorphous GeTe.
To do so in a first step a neighbor distribution is calculated. It shows the distribution of the
1st, 2nd, 3rd... neighbors versus distance around a atom, the superposition of all neighbor distri-
butions corresponds to the partial correlation functions (figure 3.32, (a) ). Now one proceeds by
further investigating the distance distribution around germanium, which we expect to possibly
possess tetrahedral environments. It can clearly be seen that the 4th neighbor distribution
has a peculiar shape for the germanium atoms. Two features at 2.8 A˚ and 3.1 A˚ for the the 4th
neighbor distribution around germanium are visible in figure 3.32 (a).
This already indicates that germanium is present in two distinct environments, for which
the 4th neighbor has two different distinct distances from the central atom. Talking about the
angles of the distribution it is mandatory to differentiate the angles by the distance to the central
atom as well. The central atom is designated from now on "0", the first neighbor "1", the second
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Figure 3.32: Analysis of Tetrahedral sites in amorphous GeTe: (a) & (d) The neighbor histogram
is drawn, with a germanium atom in the center at 0 A˚. A splitting of the fourth neighbor
of germanium is obvious with a minimum at 2.9 A˚. Additionally the total angle distribution
of germanium atoms is indicated at the right side. (b) & (e) Only the histogram is drawn
for those atoms for which the fourth neighbor is closer than 2.9 A˚ and the according angle
distribution, which is indicating tetrahedral coordination (average angle approximately
centered at 109◦). In the presented case 30% of the atoms are tetrahedrally coordinated.
(c) & (f) Only the histogram is drawn for those atoms for which the fourth neighbor
is at a larger distance than 2.9 A˚. In such a case the angles are close to 90◦(f). In the
crystalline, angles at 91◦ and 96◦ would be expected due to Peierls distortion.
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"2" and so on. From now on the angle 1-0-4 shall designate the angle between "1st neighbor -
central atom - 4th neighbor". The principle is sketched in figure 3.31, with exaggerated distances
and perfect angles. As the question is whether tetrahedral sites are present or not, only the
tetrahedral angles are of interest here, i.e. a perfect tetrahedron would have very well defined
angles 1-0-2, 1-0-3, 1-0-4, 2-0-3, 2-0-4, 3-0-4 at 109.5◦. Now one speaks of tetrahedral germanium
if these six crucial angles are more or less well defined and centered at 109.5◦. In this context,
well defined means typically that the width of the angles distributions is about ±10◦, around the
tetrahedral angle of 109.5◦. The angle distribution for our test case is depicted in figure 3.32 (d)).
It is very broad, centered close to 90◦ but with a clearly non vanishing contribution/shoulder at
109.5◦.
The angle distributions can be furthermore analyzed with respect to the aforementioned
hidden environments by applying the restriction on the central germanium, that only those
angles are taken into account for which the fourth neighbor is closer than 2.9 A˚. This cutoff is
to some degree arbitrary and is chosen here to separate the two peaks at 2.8 A˚ and 3.1 A˚. The
related angle distribution of this subset65 of germanium atoms shows a clear tendency to form
109◦ bonds between the first four neighbors, as demonstrated in figure 3.32 (e). Figure 3.32 (b)
shows the distance distribution of those germaniam atoms.
Already in the total angle distribution it is visible that this is only a small fraction and indeed
only about 30% of the germanium atoms can be identified as "tetrahedral". Finally figure 3.32
(c)&(f) demonstrates that indeed the rest of the germanium atoms, for which the 4th neighbour
is situtated at distances larger than 2.9 A˚, bonding angles closer to 90◦ are found. A closer
inspection of the distributions reveals, that two angles seem to be important, ≈ 95◦ (1-0-2,1-
0-3,1-0-4) and ≈ 90◦ (2-0-3, 2-0-4, 3-0-4). These angles correspond well to the angles 91◦ and
96◦found in crystalline GeTe [37] As can be seen in the case of GeTe (figure 3.32), the spreading
of the distances is considerably smaller for the tetrahedral sites, and in octahedral geometry
all neigbour distances beyond the fourth are considerably blurred. Because this is the case, i.e
the distance and angle distributions in the amorphous phase are broad, models describing the
transition from the crystalline to the amorphous phase have to be tested carefully and are merely
hand-waving: In particular Kolobov et al. promoted the term "umbrella flip", which describes
the phase change mechanism in Ge2Sb2Te566 [159]. They report that at the heart of the transition
from the crystalline to the amorphous phase lies a flip of tetrahedral germanium sites (in the
amorphous phase) to octahedral sites (in the crystalline rocksalt state) upon crystallization. In
addition they state that this process would be fast and stable due to the small required atomic
65Part of the subset are all germanium atoms for which the condition is fulfilled that the fourth neighbor shall be
closer than 2.9 A˚.
66Ge2Sb2Te5 crystallizes in the metastable cubic rocksalt phase. Furthermore a stable hexagonal phase exists which
is not of great importance for applications in memory devices.
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rearrangements [159]. On the other hand Huang et al. show convincingly, that to generate
optical contrast, a misalignment of p-bonds would be sufficient [133]. They suggest, that in
the amorphous structure germanium atoms occupy distorted octahedral configurations which
are responsible for the misalignment of p-orbitals [133]. During the crystallization a change
in midrange order is performed by the system resulting in the crystalline phase. In contrast
to the simple "umbrella flip" picture, or the idea of Huang et al. that solid units in a crystal
rearrange, the crystallization process is a rather complex mechanism. A link between models
stemming from simplified crystalline pictures and the complex nature of the amorphous network
is not obvious. Broad neighbor and angle distributions show only limited similarity to those
pictures. Recently Elliot et al. could simulate the crystallization processes in Ge2Sb2Te5 and
large diffusion distances are observed that would not be compatible with a rearrangement in the
sub 3 A˚ regime as indicated in the early publication by Kolobov et al. or the picture proposed by
Huang et al. [182, 160, 183, 133]. However, Huang et al. ’s picture is interesting because there is
reason to assume, that if tetrahedral sites are present in phase change alloys, they might vanish
as the crystallization temperature is approached (see section 3.4 for a similar discussion of
In3Sb1Te2).
The special behavior of tetrahedral sites is not only unraveled by investigations on the elec-
tronic states of such sites, but also by the response of such geometries to pressure67, tempera-
ture68 etc. and implications with regard to their phononic properties69 . Particularly the pressure
dependence of tetrahedras in the case of In3Sb1Te2 will be discussed in section 3.3.5. A few
annotations should be made at this point, that should be kept in mind: First of all the width in
the angle distribution of tetrahedral sites performed in such a way varies of course depending
on the investigated alloy, and the broadness of the distribution can give rise to criteria like the
number of bond bending constraints (see chapter 4.2). Furthermore it can depend on condi-
tions like species, stoichiometry, quenching rate, density and similar conditions and therefore of
cause deposition conditions70 too. In the drift context this will be discussed in the cases of GeTe,
Ge3Sn1Te4 and Ge1Sn1Te2.
67For high densities tetreahedra are suppressed, e.g. table 3.7 in section 3.3.5 (page 96) and section 3.7.
68For example discussed by Lee et al. ([160, 183]) and in section 3.3.5
69For example comparison of Raman measurements with theoretical predictions for systems like GeTe and
Ge2Sb2Te5 [143, 144, 184]
70As demonstrated by Akola et al. [169].
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3.3.3 The role of indium in amorphous alloys
The structures of amorphous, indium containing, alloys are so far not widely covered in the
phase change community. Only Sb2Te doped with traces71 of indium/silver/germanium ("AIST",
"GIST") and very recently InGeTe2 have been investigated theoretically [185, 22, 109]. To illumi-
nate the role of indium in amorphous alloys, as starting point, amorphous AgInTe2 is introduced.
AgInTe2 is a ternary indium containing alloy which shows no resonant bonding in the crystalline
phase and (therefore) neglible optical contrast72 [186, 34, 187]. It has been assumed in the past
that the local order of the amorphous and crystalline phase of this alloy ought to be very similar.
Therefore the bonding mechanism is not changing upon transition from the amorphous to the
crystalline phase. In addition, "doped" antimony alloys are shortly introduced. The well known
phase change material Ge15Sb85 shows short crystallization times and good thermal stability,
therefore it attracted a lot of attention in the past, especially as a prototype to understand the
effect of threshold switching [188, 32, 31, 30]. Zalden et al. were able to convincingly demon-
strate, that the binary Ge15Sb85 system shows pronounced phase separation and produced
detailed insight in the coordination of atoms [31]. Here, the simulations are compared to the
data of Zalden and others, afterwards a comparison to In15Sb85 is drawn to probe the behavior of
indium in octahedral environments. For the alloy In15Sb8573 extraordinarily fast crystallization
times and nucleation times combined with a considerable74 lower Tc than in Ge15Sb85 75 are
reported [32, 190]. It was successfully demonstrated in a CD-RW prototype by Suzuki et al.. Arai
et al. investigated the amorphous phase of In15Sb85 applying RMC simulations in conjunction
with experimental EXAFS measurements [191, 192].
A 192 atoms AgInTe2 cell was quenched the from the liquid76 to 300K at a rate of 25K/ps.
Detemple reports experimental densities for the vapor deposited amorphous phase of 5.95±
0.05g/cm3 [186]. On the other hand 6.05± 0.05g/cm3 are measured for sputter deposited
amorphous films by Gindner [187]. Therefore a density of 6.00g/cm3 has been chosen for the
calculations. What results is an amorphous phase which shows indeed resemblance of the
reported crystalline chalcopyrite structure [193]. The crystalline chalcopyrite structure can be
understood as an superlattice of a Zincblende type crystal (space group I4¯2d, 122) (see also
the sketch in figure 3.33)[194]. In the crystalline phase no homopolar or indium-silver bonds
71In the range of 5%.
72The small existing optical contrast can purely be attributed to a density change and can therefore be properly
described by applying the Clausius-Mossotti law [34].
73Tc (In15Sb85)= 186C◦ [32].
74Tc (Ge2Sb2Te5)= 183.3C◦ [189]
75Tc (Ge15Sb85)= 250C◦ [32],Tc (Ge15Sb85)= 239C◦ [31]
76 The initial configuration was randomized at 3000K stepwise cooled down and kept for 25ps above the melting
temperature.
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Figure 3.33: The chalcopyrite structure of crystalline Ag1In1Te2: Ag1In1Te2 is known to crystallize
in the chalcopyrite structure, a tetrahedral zincblende like lattice (indium iatoms are blue,
silver white and tellurium orange).
nc Ag In Te total
Ag 1.28±0.11 0.31±0.07 3.06±0.17 4.65±0.35
In 0.31±0.07 0.18±0.03 3.33±0.23 3.81±0.33
Te 1.53±0.09 1.66±0.12 0.39±0.05 3.58±0.26
Table 3.4: Coordination numbers of elements in amorphous AgInTe2: The alloy is rather fourfold
coordinated.
are found, which is a good approximation for the amorphous state as well, as will be discussed
hereafter. The most common bonds observed in amorphous AgInTe2 are indium-tellurium
bonds (42.2±0.8% of all bonds) and silver-tellurium bonds (39.0±0.7%). Only few indium-
silver (4.4±0.6%), silver-silver (4.3±0.7%), tellurium-tellurium bonds (5.3±0.4%) are found. In
particular indium-indium bonds are apparently unfavourable (1.1±0.2%). Figure 3.34 displays
the g(r) at 300K. By integrating the g(r) to the first minimum the coordination numbers for the
elements were obtained. The coordination numbers are given in table 3.4. It turns out that
the alloy is rather fourfold coordinated, as could be expected from the crystalline phase. The
chosen cutoff radii can be found in the appendix, table 6.1. The errors result from the variation
of these radii by ±0.1 A˚. A closer inspection of the geometry reveals, that the angles correspond
to tetrahedral coordination (see figure 3.35). It is a striking feature that the angles which are
relevant for tetrahedral coordination (colored) are well defined while in the case of indium the
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Figure 3.34: g(r): Amorphous Ag1In1Te2: From the g(r) the coordination numbers are calculated
by integration up to the cutoff radii which lie in the first minima.
angles between the central atom and neighbors beyond the fourth (gray) are ill defined, i.e. show
no clear preference for any bonding angle. This can be interpreted in such a way, that for indium
only four bonds are directional and atoms beyond the fourth neighbor likely not attached to the
central atom. For tellurium the angles are clearly shifted away from 90◦, indicating that these
atoms are forced into the tetrahedral matrix. For other amorphous chalcogenides the angles of
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tellurium are closer to 90◦ (e.g. for the Gex Sny Tez systems, figure 4.9 on page 159 and for InTe
figure 3.41 on page 93). For tellurium the higher angles are diffuse as well.
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Figure 3.35: Angle distribution of amorphous Ag1In1Te2: In colors are the angles relevant for
tetrahedral coordination. For silver, one angle stands out, which is the 1-0-2 colored in
red and centered at about 125◦. Overall the centers of masses for indium and silver are
aligned at about 109◦. However, the higher angles for indium (gray) are not clearly peaked
which hints towards a very pure tetrahedral coordination, because the higher angles show
no clear signal and are therefore ill defined.
When employing the order parameter77 as criterion for tetrahedral sites, it follows that 48±4%
of the total indium sites are very well tetrahedrally alligned, with the absolute majority being
corner sharing - 87±8% of the tetrahedral sites - as in the crystalline phase with a small portion
showing edge sharing structural motifs, i.e. 18± 8% of the tetrahedral sites. Edge sharing
tetrahedra will play a prominent role in amorphous binary InTe. It should be noted that one
could think of situations78, where the order parameter can be misleading and it has to be carefully
checked via angle distributions whether the criterion works for a given system. Finally, the ring
statistic is sketched in figure 3.36. As in the crystalline phase, sixfold rings are dominating.
So overall the structure of amorphous Ag1In1Te2 resembles to a high degree the crystalline
chalcopyrite lattice. For that reason no significant optical contrast can be anticipated. Indium
shows a very strong tendency to form tetrahedra. However, it is not clear what might happen
when it is put into strong octahedral environments.
77 The order parameter was proposed by Errington and Debendetti [179], in particular it is defined by Mazzarello as:
q = 13 − 38
∑
i>k
(
1
3 + cos(θi j k )
)
r [143]. With atoms i k, and central atom j . The cutoff for tetrahedral germanium
atoms was chosen to be q > 0.8 (in accordance to Mazzarello [143]).
78A situation where the order paramter could lead to misinterpretation might for example be if an environment
exists were there are three well defined angles of 90◦ and three angles of 125◦ . Private communication with Dr.
Jean Yves Raty.
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Figure 3.36: Ring statistic of amorphous Ag1In1Te2: As for a typical crystalline chalcopyrite system
sixfold rings are dominating.
Therefore, doped antimony cells were additionally examined: Two 14079 and two 21680 atom
cells were randomized at 3000K, subsequently cooled stepswise above the melting temperature,
hold there for about 25ps and then cooled down to 300K at a rate of 25 Kps . Antimony serves as
reference to evaluate the influence of the "dopant" atoms. Quenches at two densities were per-
formed for amorphous antimony as no experimental value is available. The g(r)’s are displayed in
graph 3.39. From the well defined short distance for germanium-germanium bonds and the rel-
atively clear appearance of further neighbors81 it might be tempting to see indications for phase
separation in the calculations. A more detailed analysis shows that indeed five bonds between
germanium atoms are present with a total number of 21 germanium atoms distributed in the
cell. The mixing in the In15Sb85 case seems to be slightly better, only three indium-indium bonds
are observed over time. However, as the cell was small, and only one quench run performed,
the statistics is too weak to settle such a claim unambiguously. Remarkably the bond length
for indium-antimony atoms is considerably higher and very close to the antimony-antimony
bond distances. This might facilitate the crystallization because no strong deformations in the
crystallized cells could be expected. The coordination numbers for the atoms are displayed in
table 3.5 with the corresponding cutoff-radii in table 6.2 (Appendix).
79In15Sb85 and Ge15Sb85 both at 5.92g/cm
3 compared to the reported density of 6.1±0.1g/cm3 for Ge15Sb85 [31].
No density for amorphous In15Sb85 is known to the author.
80Pure antimony, only a publication of liquid antimony is known to the author [195], as pure antimony is not relevant
to most applications due to its explosive crystallization at low temperature [196]. The quenches were performed
at densities of 6.17g/cm3 and 6.59g/cm3. The crystalline density being reported as 6.69g/cm3 [197]. No density
for amorphous antimony is known to the author.
81Germanium-germanium distances at about 3.75 A˚ and 6.25 A˚ can clearly be identified in contrast to the absence of
indium-indium bonds.
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Figure 3.37: Angle distribution of amorphous Ge15Sb85, In15Sb85 and pure Sb: The colored lines
indicate the angles crucial to identify tetrahedral coordination. The gray dashed lines
stand for the angles corresponding to further neighbors up to 5-0-6. (a)&(b) The angle
distribution of Ge15Sb85 . The germanium atoms are very clearly tetrahedral coordinated,
while antimony atoms show a clear tendency toward the octahedral. It is remarkable, that
indium atoms possess a very similar angle distribution, see (c)&(d). One might argue
from the angles, that pure antimony is slightly "more octahedral" than the presented
In15Sb85 and Ge15Sb85. However, only the angles to the first three close neighbors are
well defined (3+3).
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Figure 3.38: Ring Statistics for amorphous Ge15Sb85, In15Sb85 and pure Sb: A comparison of
the ring statistics of Sb, In15Sb85 and Ge15Sb85 shows that all three alloys are fairly
similar in that respect. Surprisingly five fold rings are dominating. The errors are due to
the average at 300K over 3ps. A similar ring length distribution has been reported by
Matsunaga et al. for Ag3.5In3.8Sb75.0Te17.7 [22]
nc Ge Sb total total [47]
Ge 0.48±0.01 3.58±0.06 4.05±0.07 4.2±0.1
Sb 0.63±0.01 2.96±0.32 3.59±0.33 3.9±0.3
Ge[31] 0.6±0.2 3.4±0.3 4.0±0.5
Sb[31] 0.6±0.1 2.6±0.2 3.2±0.3
In Sb
In 0.02±0.00 4.16±0.13 4.16±0.13
Sb 0.76±0.03 2.79±0.28 3.55±0.30
Sb
Sb (6.59g/cm3) - 5.18±0.15 5.18±0.15
Sb (6.17g/cm3) - 4.40±0.44 4.40±0.44
Table 3.5: The table illustrates the coordination numbers for the alloys Ge15Sb85, In15Sb85 and pure
antimony. The values from reference [31] by Zalden et al. are experimental EXAFS data,
while [47] by Micoulaut is DFT data.
The DFT data of Micoulaut can be well reproduced within the error [156], especially if one
takes into account the strong dependence of the coordination number from the chosen cutoffs,
which plays in particular a major role when choosing the cutoff radii for the partial Sb-Sb
g(r)’s. This is the reason for the high errors of antimony-antimony coordinations in particular.
Within the error that arises from the choice of cutoff radii, Zaldens result from the EXAFS
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Figure 3.39: g(r): Ge15Sb85, In15Sb85 and pure Sb: The graphs illustrate the partial and total
g(r)’s at 300K. Obviously there is a profound difference in structure for the two amorphous
alloys Ge15Sb85 and In15Sb85. While the total g(r) only indicates shorter bond lengths
for the first neighbors in the case of Ge15Sb85, the partials give further insight. It is
apparent, that the short neighbor distances stem from germanium-germanium bonds.
Indium-indium bonds are quasi absent. As comparison the radial distribution for pure
amorphous antimony is added.
investigations fits well [31]. The indium atoms turn out to be fourfold coordinated just as as
germanium although embedded in the antimony matrix. It is found that 40±7% of indium
atoms are tetrahedrally coordinated in In15Sb85 with four neighbours close by, compared to
56±5%tetrahedrally coordinated germanium atoms in Ge15Sb85. Interestingly almost all of
the tetrahedral germanium/indium atoms are part of corner sharing tetrahedra. The angle
distributions are at display in figure 3.37. The colored lines indicate the angles crucial to identify
tetrahedral coordination. The gray dashed lines stand for the angles corresponding to further
neighbors up to 5-0-6. The germanium atoms are very clearly tetrahedral coordinated, while
antimony atoms show a clear tendency toward the octahedral. It is remarkable, that indium
atoms possess an angle distribution similar to germanium (see figure 3.37, (c)&(d)) as be be
anticipated from the coordination number. One might argue that pure antimony is slightly
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"more octahedral" than the presented In15Sb85 and Ge15Sb85. The first three neighbors show
well defined angles for both densities of antimony, in the high density case 2-0-3, 2-0-4 and 3-0-4
become slightly better defined compared to the low density calculations. Figure 3.38 finally
gives the ring statistics for the systems. It is no surprise that Ge15Sb85 and In15Sb85 are in this
respect similar to pure Sb, five fold rings are the dominating features. However the differences
between Ge15Sb85 and In15Sb85 itself are very weak, respectively within the error non existing.
Interestingly, increasing the density of pure antimony leads to a slight change in the ratio of
four and five fold rings, leading to an increase of fourfold rings with increasing density. The
cutoff radii to estimate the rings were the same as in the case of the calculation of coordination
numbers. At this point it is worth to mention a misconception that is often present in the
discussion about amorphous phase change alloys. According to some authors, the similarity
between the crystalline and amorphous phase is echoed by the occurrence of even numbered
rings in both, amorphous and crystalline phase of Ge2Sb2Te5 [38]. However antimony is known
for its very fast crystallization as are Ge15Sb85 and in particular In15Sb85 [196, 32]. Yet, in the
amorphous phase five fold rings are dominant and in the crystalline four fold rings. Matsunaga
et al. observed that five fold rings are dominating the distribution in the amorphous state for
Ag3.5In3.8Sb75.0Te17.7 and proposed a bond interchange model [22]. Further investigations on
the crystallization and the importance of rings in phase change alloys with high antimony
content will be interesting. At this point already some important conclusions can be drawn
before switching to the very indium rich systems InTe and In3Sb1Te2:
• larger distances between the atoms can be expected when substituting indium by germa-
nium
• indium exhibits tetrahedral environments and behaves similar to germanium
• indium atoms show no tendency in the calculations to clump up, i.e form homopolar
bonds, in line with reports for InP and Inx Sey systems [198, 199].
• Ge15Sb85 turned out to be in good agreement to literature
3.3.4 The amorphous phase of the prototype alloy InTe
Before turning now to amorphous In3Sb1Te2, InTe shall be discussed in analogy to the dis-
cussion of the crystalline phases. In particular, it might be helpful to appreciate the role of
antimony in amorphous In3Sb1Te2. As a matter of fact it is experimentally possible to prepare
as deposited amorphous InTe as discussed by Sastry et al. by flash evaporation, but the den-
sity is unfortunately not given and no target available in our group at the moment [108]. The
amorphous system was therefore produced according to the standard procedure containing
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150 atoms at a hypothetical density of 6.02g/cm3 which is close to the density reported for
In3Sb1Te2. Figure 3.40 illustrates the partial g(r) at 300K. Although a cooling rate of 25K/ps was
chosen,the system looks very much like a liquid from this data as in the total g(r) neighbors
beyond the first are not well identifiable. The system is very well ordered in the sense that
tellurium-tellurium and indium-indium bonds are rare (2±1% respectively 8±1%), i.e. 94±5%
are indium-tellurium bonds. However, a closer inspection reveals that the structure around
indium is complicated and two environments prevail. The neighbor distances for indium sites
are peculiar. The distributions of the second, third and fourth neighbor features clear shoulders.
Inspection of angle distributions shows that many of the indium sites must be tetrahedrally
aligned (figure 3.41), which is confirmed by decomposition in different distance regimes. If the
condition is applied that only those indium atoms are taken into account for which the fourth
neighbor should be situated within a distance of 3.1 A˚ from the central atom, tetrahedral sites
are obviously dominating. The angles relevant for tetrahedral coordination (solid colored lines)
are, in this case, centered roughly around 109◦. As in the case of germanium/indium sites in
Ge15Sb85/In15Sb85 the higher angles (dashed gray) show no particular preference. Therefore it
is very likely that no (directional) bond exists between the central atom and the fifth or higher
neighbors. If the opposite condition is applied - i.e. the fourth neighbor is further away from
the central atom than 3.1 A˚ - then all angles are very well aligned at 90◦, indicating octahedral
coordination. Although the tellurium shows a signal of octahedral bonds as well, angles beyond
the fourth neighbor (e.g. 1-0-5, 2-0-5 etc.) are not well defined (figure 3.41).
The fraction of tetrahedral indium atoms in this system is about 33±4%. Almost all of the
tetrahedra are cornersharing (94±5%) with about 12±7% even being edge sharing82. The edge
sharing tetrahedra are prominent in the crystalline phase as well (see also section 3.2.2) and the
similarity between the crystalline and amorphous phase does not end at this point. The system
is more ionic in the crystalline state compared to other phase change materials[19], and this
situation is echoed in the amorphous state. An average (Bader-)charge of −0.46±0.10 electrons
per indium atom and 0.54±0.06 electrons per tellurium atom is observed (figure 3.42). These are
also found in the crystalline state (figure 3.42), with an astonishing agreement (in the crystalline
TlSe phase indium gives away 0.4811 and 0.7029 electron charges respectively, see also section
3.2.2). As a guide for the eye figure 3.42 features this crystaline values as well in the form of two
solid dashed lines. It has to be mentioned that Spreafico et al. reported this finding, that indium
can possess two charge states in the amorphous phase which are similar to the charges of the
crystalline TlSe phase, recently for amorphous In1Ge1Te2 [109]. Furthermore, as in In1Ge1Te2,
even four and sixfold rings are dominating (figure 3.43) [109].
82Tetrahedral sites were identified via the order parameter (see also page 85) and then connections between the
tetrahedra evaluated.
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Figure 3.40: g(r) and neighbor distributions for amorphous InTe: For the partial gIn−Te(r ) a very
broad shoulder is observed. The partial distance distributions on the bottom show that
the third and fourth neighbor displays extreme shoulders. The environments hidden in
this features belong to tetrahedral indium. The long distances Te-Te are indicative of a
strong chemical ordering and the absence of these bonds.
The coordinations numbers for InTe are given in table 3.6. The errors stem from varying
the cutoff radii of the integration by ±0.1 A˚. The cutoff radii were set to: In-Te 3.5 A˚, In-In
3.4 A˚, Te-Te 3.0 A˚. Within the errors the coordination numbers fit to the values reported by
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Figure 3.41: Angle distribution of amorphous InTe: The angle distribution for indium is clearly not
aligned at 90◦. A pronounced difference between tetrahedral (colored) and octahedral
angles exists (dashed gray). The angles which would be indicative for tetrahedral coordina-
tion for tetrahedral coordination are colored (1-0-2..3-0-4). However these close neighbor
angles are for tellurium clearly aligned at 90◦, but higher angles are much more diffuse
(gray). On the bottom the angle distributions are shown for different conditions on the
fourth neighbor of tellurium. If the fourth neighbor is smaller 3.1 A˚ the coordination is
very likely tetrahedral whereas for distances of the fourth neighbor greater than 3.1 A˚
octahedral angles are likely.
Sprefacio for In1Ge1Te2: nc (In)= 4.6, nc (Te)= 3.6 (no errors given), for InTe: nc (In)= 4.45±0.34,
nc (Te)= 3.91±0.28.
To some degree InTe shows similarities to Inx Sey alloys, in particular InSe [199]. In amorphous
InSe a clear shoulder is apparent at 109◦ in the angle distribution, hinting for tetrahedral sites,
an coordination number of 3.5-3.8, no homopolar selenium bonds and no tendency to form
indium clusters [199]. The results on InTe are therefore deemed reliable with respect to those
selenides/In1Ge1Te2and a similar situation can be anticipated for In3Sb1Te2.
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Figure 3.42: Bader charge of amorphous InTe: The x-axis corresponds to the atomic sites. The
Bader charge for the amorphous InTe system shows two charge states for indium, as also
found (see section 3.2.2 page 44) for the crystalline TlSe phase InTe system (dashed lines).
The absolute values are slightly smaller and more scattered in the amorphous case. A very
similar charge splitting is reported for indium sites in In1Ge1Te2 [109].
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Figure 3.43: Ring statistics of amorphous InTe: The ring statistics for InTe reveals that many four
fold and sixfold rings are existing, similar to the findings in In1Ge1Te2 where nonetheless
more fourfold than sixfold rings are reported [109].
3.3.5 The "special" phase: amorphous In3Sb1Te2
Different models of In3Sb1Te2 were produced since the density is not unambiguously clear from
the experiment. The value for the amorphous phase of 6.10±0.08 gcm3 (see also section 3.1.2.4)
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nc In Te total
In 0.56±0.07 3.88±0.27 4.45±0.34
Te 3.88±0.27 0.02±0.00 3.91±0.28
Table 3.6: Coordination numbers of InTe: The system shows a high coordination for both tellurium
and indium. However it is difficult to choose a decent cutoff radius as the In-Te distance
distribution is so broad.
  
Figure 3.44: Snapshot of amorphous In3Sb1Te2 at 600 K. Indium atoms are plotted in green,
tellurium atoms in gray and antimony atoms in yellow.
is an average value of different samples measured. In order to account for the influence of
density on structural properties during the temperature quench, different simulations were
performed at densities of 5.87 gcm3 and 6.16
g
cm3 . Originally the lower density was chosen to
account for the PBE lattice mismatch and to describe the 50nm thick films for which a low
density was found (6.06± 0.05 gcm3 ) (see also section 3.1.2.4). Furthermore it is valuable for
the understanding of the density effect on the resulting amorphous structure. Table 3.7 lists
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Source EXAFS DFT (VASP) DFT (VASP) DFT (CP2K)
density [g/cm3] 6.10±0.08 5.87 6.16 6.16
nc(In) 5.7±0.6 4.58±0.40 4.93±0.50 5.10±0.49
nc(Sb) 5.2±0.4 4.55±0.35 4.78±0.45 4.85±0.41
nc(Te) 3.8±0.3 4.51±0.34 4.67±0.28 4.75±0.42
tetrahedral In [%] - 30±3 14±3 19±3
Table 3.7: The coordination numbers of In3Sb1Te2 for different densities and codes. The EXAFS
data is provided by Peter Zalden (see also section 3.1.2.5). Different quenching densities
have been chosen. The lower density has a significant higher percentage of tetrahedral
indium sites, and the coordination numbers are overall slightly lower. Within the huge errors,
the coordination numbers of EXAFS and calculations roughly agree. Tellurium seems to
be over-coordinated in the calculations. In all cases the quenching rats were in all cases
12.5K/ps
the coordination numbers for different densities calculated with VASP83/CP2K84 (at 300K) and
EXAFS-experiments (at about 10K). To obtain the errors of the calculated coordination numbers,
the cutoff integration radii85 of the g (r )s were varied by ±0.1 A˚. The values for coordination
numbers derived from calculations and EXAFS experiment fit within the large errors. Different
plots of g (r ) are displayed for various temperatures in figures 3.49 and 3.50. In section 3.5.1
the amorphous bond lengths will be discussed together with data for the crystalline phase and
compared to the EXAFS results in section 3.5.1. It is important to keep in mind that at low
temperatures a splitting of short and long bond lengths becomes visible in the simulations. In
particular this is prominent in the In-Sb and In-Te partials of figure 3.49 and the partial g(r) for
Sb-Te bonds in figure 3.50 becomes well defined at low temperatures.
In the following discussion, a detailed description of the amorphous In3Sb1Te2 phase shall
be given, including temperature dependencies and the evolution upon annealing. The inves-
tigations and technical descriptions shall focus now on a 216-atom86 model of amorphous
In3Sb1Te2 which was created at the amorphous density of 6.16g/cm3. To achieve simulations
over timescales up to one nanosecond, the CP2K code package was employed. Apart from the
aforementioned discrepancy in numbers of tetrahedra and slight differences in coordination
which are within the errors - comparing the VASP/CP2K cells - the VASP calculations, in par-
ticular at the same density as the CP2K calculations, compare well to the CP2K results. This
83Including indium d-electrons.
84Not including indium d-electrons.
85Given in table 6.3 in the Appendix.
86Bigger cells were not computationally feasible at the time the calculations were performed.
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is observed although VASP calculations contain the indium d-electrons. Therefore any mea-
surable influence of the d-electrons can be ruled out. The results are stable in the sense that
the amorphous states from different quenching calculations with VASP/CP2K are very similar,
regarding ring statistics, angle distributions, charge and partial distance distributions. It is
therefore justified to assume that they describe the same amorphous phase. The discussion shall
begin with a description of the temperature history of the cell. The top of figure 3.45 displays the
thermal history of a simulation of a 216 atom In3Sb1Te2 cell (CP2K) with a density of 6.16g/cm3
which was in the presented time frame liquid or amorphous state, i.e no crystallization was
observed87. This very trajectory served subsequently as a basis and therefore starting point for
all CP2K calculations of amorphous In3Sb1Te2. This means if different densities are discussed,
they take as a starting point the last atomic configuration of this run at 300K, i.e. at about 235ps.
At first the system is randomized, cooled down to the melting temperature, kept for about 50ps
and then stepwise cooled down to room temperature at a rate of about 12.5K/ps. The system
was kept at 300K for about 60ps and then heated up again to 600K (at the 235ps time-mark) and
kept at this temperature. The plot in the middle of figure 3.45 shows the number of bonds that
are existing at a given point in time. After randomization of the system at high temperatures, the
system is readily reorganizing itself with decreasing temperature: The number of In-Te bonds is
increasing while the number of In-In, Sb-Te and Te-Te bond is decreasing. The number of Sb-Sb
and In-Sb bonds stays almost constant, indicating that such clusters are stable. As in the VASP
calculations this is an indication that Sb segregation might be expected in experiments, or InSb
clusters might be found.
As mentioned before, the discussion of tetrahedral sites has a tradition when treating amor-
phous phase change alloys (see also section 3.3). Therefore the bottom of figure 3.45 shows
estimates of the percentage of tetrahedral indium sites with the help of order parameters88.
Surprisingly, the number of tetrahedral indium sites is strongly dependent on temperature
and at 600K only a minor fraction remains. It is furthermore remarkable, that a saturation
is reached at 300K after timescales of about 50ps, and is lost almost instantaneously when
systems temperature is raised above the crystallization temperature89 (at about 235ps). Why
is it surprising? So far the temperature dependence has not been discussed in literature. If
a similar mechanism should be existing in Ge2Sb2Te5 and the tetrahedra would be vanishing
as the crystallization temperature is approached, then it is not plausible why an umbrella-flip
should exist as proposed by Kolobov et al. [159].
To begin a discussion of tetrahedral sites in particular, first of all the 300K situation shall
be investigated. Apart from order parameters, tetrahedra can - as mentioned in the previous
87It was neither observed by eye, angle or distance distributions.
88Details on the order parameter are given on page 85.
89Although above the crystallization temperature, the system is still amorphous in this discussion!
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Figure 3.45: Properties of amorphous In3Sb1Te2: Top: The temperature history of the system.
The system is kept at very high temperatures to randomize the system, afterwards it is
cooled above the reported melting temperature, kept there and is brought to 300K at
a rate of about 12.5K/ps . After annealing at 300K the system is heated to 600K at
the 235ps time-mark. Middle: The numbers of different bonds over time. Bottom: The
percentage of tetrahedral indium atoms. As the system approaches 300K, the number of
tetrahedral sites steadily increases. When the system is heated again to 600K, i.e. above
the crystallization temperature, the tetrahedral sites quickly vanish.
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section 3.3 - be readily identified from the combination of angle distributions and partial
distance distributions as sketched in figure 3.46. For In3Sb1Te2 the distance distribution of
neighbors is extremely broad for atoms around indium, in particular up to the fourth neighbor.
Of course the higher neighbors become broad in the amorphous state as the distances are
not well defined, however the difference is very striking when comparing to tellurium or other
alloys. On the one hand, selecting only atoms with the fourth neighbor closer than 3.1 A˚ reveals,
that there is a tetrahedral like environment for indium in In3Sb1Te2, similar to the previously
described InTe. The angle distribution of those indium atoms is close to 109◦ and higher angles
show no particular order. On the other hand, indium atoms with the fourth neighbor at a
greater distances than 3.1 A˚ have angle distributions with centers close to 90◦. The electronic
density of states for amorphous In3Sb1Te2, including a projection on tetrahedral and octahedral
indium sites is displayed in figure 3.47. For tetrahedral indium sites a reduced number of s-
states is visible below the Fermi energy, and an increase above the Fermi energy is observed.
Tetrahedrally coordinated indium p-states are slightly shifted to lower energies. The total DOS
shows remarkable similarities to the crystalline cell with 22% vacancies (figure 3.27, page 62).
However the bandgap is severly underestimated, experimantally the optical gap is about 0.6eV
in the amorphous phase (see also section 3.1.2.6).
It is instructive to examine the phonon states projected on such tetrahedral sites. Calculated
in the harmonic approximation (technical details can be found in section 3.2.4.2), an overview
is given in figure 3.48. The tetrahedral sites contribution dominates in the high energy region
and the phonons are localized according to the IPR90, i.e. the bonds could be interpreted as
rigid. Similar observations have been made in the case of GeTe, Ge2Sb2Te5 and In1Ge1Te2 [143,
144, 109]. As mentioned in the discussion of the crystalline phonon DOS, such an interpretation
is not unambiguous. The localization of the states is not necessarily an unique indicator for
tetrahedral sites (see section 3.2.4.2). Furthermore the phonon DOS (or PDOS) of amorphous
In3Sb1Te2 shows great resemblance of the crystalline cells with high vacancy concentrations (see
also 3.2.4.2). It is very remarkable that the indium bonds show such high Debye Waller factors,
extrapolated to 600K, 6.5 A˚2 are reached (figure 3.48). In comparison the Debye Waller factor of
indium in In1Ge1Te2, calculated with exactly the same method as employed here, reaches only
about 5.5 A˚2 extrapolated to 600K [109]. For germanium in GeTe , Ge2Sb2Te5 and antimony in
Sb2Te3 DWF values of about 4 A˚2, 4.5 A˚2 and 4.8 A˚2 respectively are found at 600K[143, 144, 181].
This hints towards weak indium bonds. So far a detailed discussion of the aforementioned
temperature dependence is missing.
It has been tried to track the change in total bond angles in dependence of the temperature in
the equilibrium states. Equilibrium means here that the system is set at a certain temperature
90IPR stands for Inverse Participation Ratio, a technical explanation is given in the previous section 3.2.4.2.
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and annealed for at least 100ps. Already after times of about 50ps no change was visible anymore
with respect to total energy (e.g. plotted in figure 3.70 on page 137) or number of tetrahedra.
Already at timescales in the order of 5−10ps after changing the annealing temperature, a change
in number of tetrahedra was measureable. 100ps was the testing limit for the lower temperatures
due to resources. For temperatures ≥ 500K crystallization was observed after some time (see
also section 3.4). This timescales are of course very small to experimentally available seconds.
From figure 3.45 it is already apparent that the number of tetrahedral sites is temperature
dependent. Their existence is reversible below the melting temperature. The investigation
via order parameter and partial angle distributions should be consistent. Identifying trends
in angle distributions alone is a tough task, because the angle distributions broaden at higher
temperatures due to the kinetic energy of the atoms and subtle changes of the system might
be concealed. Such a situation is illustrated in figure 3.51 where the partial angle distributions
are displayed for 50K, 300K and 500K and a trend becomes difficult to observe. Colored curves
indicate angles which are relevant for tetrahedral coordination91 while the gray curves show
the angles of higher order (like 2-0-5 etc.). While the higher orders for indium are all centered
around 90◦, the "tetrahedral" angles show a shoulder. The distribution is not vanishing at 109◦.
It is worth mentioning that upon heating an increase in the definition of the angles 1-0-4, 2-0-4
and 3-0-4 is observed for antimony, i.e. it becomes more ordered. Overall no other change
can be deduced at this stage apart from a slight reduction in total intensity due to temperature
broadening.
The picture becomes slightly easier to interpret when the angle difference plots are analyzed.
To obtain such a plot, the angle distributions at different temperatures are subtracted. The
principle is shown as well in a sketch on top of figure 3.52. The data has been normalized
with respect to the maximum values of the angle distribution on the left side of figure 3.52. In
particular the difference plots for indium indicate a gentle shift of the center of mass towards
lower angles (angles 1-0-4, 2-0-4 and 3-0-4), i.e. the system becomes more octahedral compared
to the 300K system. The same is true for the antimony angles 1-0-4, 2-0-4, 3-0-4 (figure 3.52).
But the relative change in antimony is bigger than or indium. The remaining antimony angles
are not as readily identifiable because to a first approximation the distribution becomes only
broader (as indicated by a minimum-maximum-minimum alternation in the difference plot for
1-0-2,1-0-3, 2-0-3). Tellurium is very diffuse and in a first approximation only a broadening is
observable.
This behavior, that the system becomes more octahedral, is in line with the finding of tem-
perature dependent numbers of tetrahedra and implies change in hybridization. However, the
overall change is small. An inspection of the raw partial angle distributions seems not to point
91Relevant for tetrahedral coordination are the angles 1-0-2, 1-0-3, 1-0-4, 2-0-3, 2-0-4, 4-0-3.
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towards a significant change concerning the number of tetrahedral sites, and the partial g(r)’s
are at first glance not greatly affected by an increase of temperature (figures 3.49 and 3.50). The
percentage of tetrahedral sites was calculated once more for the equilibrium cases employing
the order parameter mentioned in previous sections (see also [143]). The data for ten atom
trajectories at different temperatures is shown in the left part of figure 3.53: A clear decrease of
tetrahedral sites can be observed as the crystallization temperature of about 500K is approached.
Comparing the 300K and 500K state a decrease of almost 50% percent is to be expected, which
is not obvious from the angle distributions versus temperature. The puzzle seems to be solved
when investigating the partial distances, but this time temperature dependent. For example,
only 300K and 500K are presented in figure 3.54. It becomes clear that the indium as well as the
antimony (and to a smaller extent tellurium) environments change, an effect which is hidden in
the total g(r) as it is canceling out. While the left shoulder of the higher neighbors of indium,
which might be identified to belong to tetrahedrally coordinated sites vanishes the antimony
bond lengths are increasing and broadening, in particular the third and fourth antimony neigh-
bor. Tellurium is surprisingly unaffected, the temperature increase leads to slightly higher bond
lengths and broadening of distances which is expected when an alloy is heated. Finally in figure
3.55 the indium atoms with a distance smaller than 3.1 A˚ are displayed. The number of tetrahe-
dral indium sites is proportional to the area of the curve shown and is diminished by around
50% which is in good agreement with the result of the order parameter (figure 3.53). But this is
not yet the whole truth. So far it could look like only indium and antimony are involved in the
tetrahedral configurations alone and tetrahedral sites are the result of a form of phase separation
in amorphous InTe and InSb domains. This is not true as the right part of figure 3.53 reveals.
Most bonds between tetrahedral sites do not exist between tetrahedral indium-antimony sites,
but consist of tetrahedral indium - tellurium bonds. Indium-indium bonds, i.e. bonds between
tetrahedral indium and other indium sites (tetrahedral and octahedral) play no significant role.
This is in contrast to germanium in phase change alloys which is known in literature to form
tetrahedral clusters (e.g. in Ge15Sb85 [31]). In the appendix the ratio of tetrahedral indium -
tellurium bonds and tetrahedral indium - antimony is drawn (Appendix: left side of figure 6.3).
As the ratio is slightly greater than two, it can be deduced that an disproportionate number
of tetrahedral indium - tellurium sites exists. Probably an energy barrier is surmounted with
increasing temperature which loosens bonds of tetrahedral indium to antimony and tellurium
sites. As in the case of InTe the number of edge sharing and corner sharing tetrahedra has
been investigated. The situation is similar here. At 300K about 80% of the tetrahedra are cor-
ner sharing, 20% isolated and only about 10% of them edge sharing92. As the temperature is
increased the percentage of cornersharing tetrahedra is decreasing while the percantage of
92The number of edge sharing tetrahedra is a subset of all cornersharing tetrahedra.
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isolated sites incrases. However the errors are extremely large as the numbers scatter heavily
over time (Appendix: right side of figure 6.3).
As the total number of tetrahedral sites is reduced with temperature, a functional mechanism
for crystallization at temperatures as high as 500K appears unlikely93. This is in particular
obvious in the following section (3.4) which covers the crystallization, high diffusion lengths are
discussed. The diffusion lengths presented will be considerably greater than 3.5 A˚, which is a
typical distance in the amorphous phase. Discussing the crystallization of Ge2Sb2Te5 in a very
recent publication, Elliott et al. speculate: "Therefore, we [Annotation: Elliott et al.] argue that
fast phase transitions are possible in GST materials because thermal energy enables Ge atoms to
overcome the energy barrier between sp3 and pure p-bonding-like configurations, transforming
most Ge atoms to the latter configuration [Annotation: i.e. by thermal energy]. The existence of
multiple valence-electron configurations for Ge atoms without a large penalty in energy may
be why, paradoxically, GST materials are stable in the amorphous state at room temperature
but also exhibit ultrarapid crystallization on thermal annealing." [183]. In another publication
of Spreafico, where amorphous In1Ge1Te2 is investigated, a similar statement can be found,
although no temperature depended investigation is performed: "[...] if tetrahedra are absent
in the crystalline cubic phase we might conceive that the large fraction of InTe4 tetrahedra
in a-IGT would hinder the crystallization resulting in a further increase of the crystallization
temperature. This property might be shared with other phase change alloys containing In such
as InSbTe. " [109]. From the investigations so far, the same seems to be a valid assumption for
the indium sites in In3Sb1Te2 and further investigations, in particular a systematic comparison
of tetrahedral concentration versus temperature and crystallization temperature for other phase
change alloys might give invaluable new insights. This vanishing of tetrahedral sites announces
a change in properties and the onset of diffusion as will become obvious later.
It is interesting to note, that amorphous In3Sb1Te2 shows only very weak indications for
Peierls distortion which are almost exclusively connected to the antimony sites and in analogy
to the tetrahedral indium sites, this structural motif is highly temperature dependent. At low
temperatures long and short bonds around antimony can be readily identified, whereas indium
and tellurium sites are very undistorted with respect to long and short bond patterns. An
illustration of the temperature dependence is given in figure 3.56. The Peierls motif around
antimony atoms vanishes completely as the crystallization temperature is approached (which
is at about 550K). However, the signal for a Peierls motif being weak is in line with the fact
that amorphous In3Sb1Te2 is like the crystalline phase very ionic for a phase change alloy, but
antimony atoms take a special role being in both states, i.e. being positively and negatively
charged (figure 3.57). Neutral charge for antimony atoms might be closely linked to the antimony-
93Because almost no tetrahedral sites exist anymore at this point, see also figures 3.45 and 3.53.
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antimony bonds present. Of course the charge states for indium and tellurium show stronger
fluctuation in the amorphous compared to the crystalline (see section 3.5.2), but it is compatible
with the crystalline values within the error. Compared to InTe (InTe: figure 3.42; In3Sb1Te2:
figure 3.57) two distinguishable charge states cannot be identified for the indium atoms, and
no correlation between charge and coordination of indium was detectable. The overall values
in crystalline and amorphous show the same order of magnitude. Interestingly the charge of
atoms is virtually unaffected by the density as a comparison of the 5.87g/cm3 VASP calculation
and the 6.16g/cm3 calculation with CP2K reveal: In the low density case, indium has a charge
of (0.43±0.08)e−, antimony (−0.12±0.19)e− and tellurium (0.58±0.07)e−. For 6.16g/cm3, for
indium (0.44±0.08)e− is obtained, antimony has (0.10±0.19)e− and tellurium (0.60±0.05)e−. To
conclude this section the amorphous phase of In3Sb1Te2 has been investigated. The structural
motifs show a pronounced temperature dependence on the technically feasible timescales94.
As the crystallization temperature is approached the system becomes less distorted, more
octahedral, bond lengths increase and tetrahedral sites are reduced. This observation makes an
investigation of the behavior at the actual crystallization temperature interesting as it seems that
energy barriers have been thermally crossed. In the next section the annealing for long times
at varying temperatures is discuassed, in particular at temperatures above the crystallization
temperature.
94On which the systems reached equilibrium states with respect to the observed quantities.
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Figure 3.46: Tetrahedral indium in amorphous In3Sb1Te2 at 300K. Top: The distance distribution
around indium. Additionally the same plot is added with dashed lines for tellurium. It is
very striking that those distance distributions are extremely broad, in particular for the
fourth neighbor. Middle: In addition the angle and distance distributions are presented for
atoms that have the fourth neighbors closer than 3.1 A˚. The angle distribution of these
atoms show that they are to a good approximation tetrahedrally coordinated (colored
angles). The higher angles, i.e. all angles which go beyond the fourth neighbor (e.g.
1-0-5) , are not showing a preference to octahedras or tetrahedra (gray). The distances
are well defined. Bottom: Indium atom with an atom distance of the fourth neighbor
greater than 3.1 A˚ are likely to have an angle distribution closer and centered to 90◦.
About 19±3% of the indium atoms are tetrahedrally coordinated.
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Figure 3.47: Electronic DOS of amorphous In3Sb1Te2: Top: Total DOS, the highest occupied
band is plotted at the origin (Fermi energy). Middle: The partials of indium, further
divided by coordination. In particular a difference in s-states in dependence of coordination
is observed, for tetrahedral coordination the p-states are furthermore shifted towards lower
energies. Bottom: The projected DOS for antimony and tellurium.
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Figure 3.48: Phonon DOS of amorphous In3Sb1Te2: Top: Total phonon DOS and phonon DOS
projected onto atoms and localization (IPR). Middle: The partials of indium, further
divided by coordination. Bottom: The Debye Waller factor. It is extremely large for indium
(compared for examples to values in GeTe, In1Ge1Te2 and Ge2Sb2Te5 [143, 109, 144]).
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3.4 The transition of In3Sb1Te2 from the amorphous to the crystalline
state
3.4.1 Introduction
To be able to efficiently take advantage of the property contrast between the amorphous and
crystalline phases in phase change alloys, the knowledge of actual transition mechanism be-
tween the phases is of importance. Often it is argued that the transition between the phases
is fast due to the fact that only minor atomic rearrangements would be necessary to reach the
resonant bonding phase or simple schemes are developed, putting emphasize on the role of
tetrahedral sites in the amorphous or even crystalline phase [38, 159, 133, 174]. Only very few
investigations have been performed, illuminating the actual transition between amorphous
and crystalline phase on an atomic level. The first investigation of such kind was performed by
Hegedüs, Elliott and Lee analyzing 63-180 atoms models of Ge2Sb2Te5, investigations on larger
systems are becoming feasible as well [182, 183, 160]. In the following sections the crystalliza-
tion behavior of In3Sb1Te2 shall be closely investigated. In the previous section it was already
obvious, that In3Sb1Te2 undergoes some structural changes as the temperature is increased.
This change in properties comes in the form of a reduced number of tetrahedral sites, bond
angles that are shifted towards 90◦ and a reduction of the antimony distortion pattern. The
following subsections describe crystallization attempts of 216 atom cells of In3Sb1Te2 and the
connection to the work of Elliot et al.
3.4.2 The influence of density
One could argue, that the density of the amorphous starting matrix might have a significant
influence on the nucleation and growth behavior, as the driving force of the atoms to enter
certain configurations might be changed. In particular the size of critical crystallization seeds
may vary as higher pressure leaves the ions less space to migrate. Therefore four different
annealing densities were chosen to evaluate the impact of such conditions, in particular the
amorphous density 6.16g/cm3, two intermediate densities, namely 6.36g/cm3, 6.51g/cm3 and
finally the crystalline density of 6.78g/cm3. This is not to be confused with full quenching
trajectories at this densities, instead the amorphous configuration of the 6.16g/cm3 quenching
trajectory was taken, rescaled to another density and afterwards annealed. Figure 3.58 shows
the total energy per atom in eV versus time. A sudden decrease in total energy indicates the
onset of crystallization, as marked from now on by gray lines. As can be seen in this graph, a
drop in total energy was achieved for all four cell densities. The fact that actually crystallization
took place can be derived from computed XRD spectra (insets in figure 3.58), the development
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Figure 3.49: The pair correlation function of amorphous In3Sb1Te2 at various temperatures:
In the total g(r) a very broad first distance is visible. Different temperature regimes are
shown. At very low temperatures a splitting becomes visible, which can be clearly observed
in the In-Sb and In-Te partials as well. The missing partials are plotted on the next page
in figure 3.50.
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Figure 3.50: The pair correlation function of amorphous In3Sb1Te2 at various temperatures: A
very low number of Te-Te bonds must be existing as only Te-Te distances greater than
the typical bond lengths are existing. The very well defined Sb-Sb distances belong to
small antimony clusters in the cell. The numbers of Sb-Sb bonds over time are plotted in
figure 3.45.
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Figure 3.51: Angle distribution of amorphous In3Sb1Te2 at various temperatures: The angle
distributions for In3Sb1Te2 at different temperatures are drawn, colored are the angles
relevant for tetrahedra, gray the remaining angles. The dashed lines indicate 90◦ and
109◦. A striking feature for all temperatures is the pronounced shoulder of the indium
distribution which can be identified to belong to tetrahedral sites. With these plots a first
trend to a situation of more octahedral bonds can be derived.
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Figure 3.52: Angle distribution of amorphous In3Sb1Te2 at various temperatures - angle dis-
tribution difference plots: Angle difference plots are drawn for the angles relevant for
tetrahedral bonds. Drawn are the differences of 500K and 300K trajectories relative to
maximal values in the 300K situations in percent. As the temperature is increased a slight
shift of angles towards 90◦ is observed. In particular for angle 1-0-4, 2-0-4 and 3-0-4 in
the case of indium. Antimony angles are observed to move as well away from 109◦ (see
also figure 3.56, page 115).
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Figure 3.53: Percentage of tetrahedral sites and numbers of bonds in amorphous
In3Sb1Te2 versus holding temperature: The given numbers belong to the equilib-
rium states at a certain temperature, i.e. the system was kept at those temperatures for
at least 100ps. Therefore short time relaxations can be ruled out. On the left: With
increasing temperature the fraction of tetrahedral coordinated indium atoms is decreasing.
On the right: The bonds of tetrahedral indium sites versus temperature. Obviously the
majority of the tetrahedral indium sites are bonded to tellurium and not as one might
expect - in the case of a InSb segregation - to antimony. Tetrahedral indium atoms are
only in comparably few cases connected to other indium atoms.
of angles (e.g. figures 3.67, 3.68, 3.69) and the seizing of atomic diffusion (e.g. figure 3.60). In
addition crystallized cells are plotted in figure 3.63 when discussing the formation of voids in the
crystallized cells - a rocksalt like structure is clearly evident (for comparison figure 3.44 displays
an amorphous starting point). Unfortunately no trend can be observed in crystallization time
versus density. A striking feature is that the levels after crystallization an d the energy gains
differ slightly, which is due to the fact that in particular at the high density not all wrong-bonds
can be healed at the investigated timescales. The energy difference between crystalline and
amorphous phase is with about 60−90meV/atom rather large (see also figure 3.70 on page 137,
section 3.70). Experimental DSC measurements yield only 20±7meV/atom. This experimental
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Figure 3.54: Partial distance distributions of amorphous In3Sb1Te2 versus holding temperature:
Dashed lines are indicative of the situation at 300K, solid lines are representing 500K.
A distinct change is visible for indium and antimony. The shoulder of indium which
was attributed to tetrahedral indium is becoming smaller. The antimony bond length in
particular of the second and third neighbor is increasing while the fifth is decreasing with
temperature.
number could in principle be bigger because traces of InSb separation could not be ruled out in
the powder production necessary for the DSC measurements. Furthermore, the fact that the
energy difference is higher in the calculations might be due to defects like grain boundaries
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Figure 3.55: Change of tetrahedral indium sites of In3Sb1Te2 with temperature: Dashed lines
indicate the situation at 300K, solid lines represent 500K. The data is shown only for
indium atoms for which the fourth neighbor is closer than 3.1 A˚. The area on the left is
proportional to the number of sites. The number of sites is diminished by about 50%.
and wrong bonds in the amorphous phase or particular properties of the as deposited thin
films. Akola et al. could show in DFT calculations that the difference between an as deposited
and a melt quenched phase for Ge2Sb2Te5 yields about 11meV/atom in favor of the latter,
i.e. the melt quenched phase is lower in energy than the as deposited phase, and therefore
more stable [169]. This would mean that by measuring the energy per atom by DSC at as-
deposited films even overestimates the differences between melt quenched and crystalline
films. A hint for the role of boundaries was recently observed for the GeTe system [Wei Zhang,
unpublished]. For GeTe95 an energy difference of 46.6meV/atom is found experimentally (DSC)
for the crystallization of an as deposited amorphous sample [Peter Zalden, unpublished]). In
calculations on GeTe it was found, that for a full crystallization of a cell an energy difference
between crystalline and amorphous phase of about 100meV/atom is found (see also figure
3.65) [Wei Zhang and author, unpublished]. However, a 216-atom cell in which two nuclei
were formed with different orientation, the total energy difference per atom is close to the
experimental value with 30 meV/atom [Wei Zhang, unpublished]. For Ge-Sb-Te alloys it could
be argued, that tetrahedral sites would be energetically unfavorable and in the amorphous
phase only pσ bonded distorted octahedral germanium atoms are present as suggested by
Huang96 et al. [133]. It should be noted however that in a model proposed by Welnic et al., the
energy difference between a hypothetical spinel structure of Ge1Sb2Te4 and the cubic phase
yields only 36 meV/atom [161]. The developments of bonds over time, displayed in figure 3.59
95Typical values for other phase change alloys have a similar order magnitude, i.e. 28−42meV/atom [200, 161].
96Huang et al. argue that optical contrast can be caused by the misalignment of p-bonds, therefore tetrahedral sites
would be unnecessary to explain it [133].
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In3Sb1Te2: In at 50K
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Figure 3.56: Angular limited triplet correlations for amorphous In3Sb1Te2 at various tempera-
tures: On the x and y axis the distances to neighbors are given which lie within an angle
of 165◦. As the crystallization temperature is approached, the distortion of antimony
atoms vanishes. Indium and tellurium atoms show no Peierls distortion whatsoever. For
comparsion a plot of the crystalline ALTC plot is shown in figure 6.2 on page 166.
reveals, that the onset of crystallization is for densities between 6.16g/cm3 and 6.51g/cm3
accompanied by a clear increase in In-Te and In-Sb bonds. The number of Te-Te bond is
negligible in these cases and In-In bonds are always reducedf in the process. For the highest
investigated density of 6.78g/cm3 it is observed, that the Te-Te wrong-bonds cannot be healed.
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Figure 3.57: Bader charges of amorphous In3Sb1Te2: The x-axis corresponds to the atomic sites.
Amorphous In3Sb1Te2 shows a characteristically different charge distribution in the amor-
phous compared to the crystalline phase (see figure 3.72 on page 140). In the amorphous
positive and negative charge states are found for antimony while in the crystalline phase
antimony is exclusively negatively charged (−0.33±0.05e−). Compared to the crystalline,
the charge states are more spread in the cases of indium and tellurium, but the average
values stay within the errors constant.
For all densities Sb-Sb seems to be stable.Overall the 6.78g/cm3 cell shows the slightest change
in all those quantities. This finding is intuitively expected since the atoms at a certain density
do not have enough energy anymore to diffuse and occupy optimal geometries97. Figure 3.60
illustrates the drift of the particles, more precisely the root mean square displacement (RMSD)
of the atom species as a function of temperature. For In3Sb1Te2 and Ge2Sb2Te5 ([183]), the
diffusion before the crystallization process is high at 600K and no simple flipping mechanism
can be envisioned that would describe accurately the process. At low densities the diffusion of
antimony is the most pronounced. It could therefore be assumed that the mobility of these atoms
contributes the strongest for the overall rearrangement processes in amorphous In3Sb1Te2. This
is in line with observations for Ge2Sb2Te5 by Elliott et al. [183]. Unpublished investigations
on the barriers for antimony during the transition from the cubic to the hexagonal crystalline
phase in Ge2Sb2Te5 indicate a similar picture [Wei Zhang et al., personal communication,
unpublished]. At low densities, indium takes the role of germanium in Ge2Sb2Te5, i.e. in
Ge2Sb2Te5 germanium exhibits less diffusion at the crystallization temperature than antimony
97E.g. cannot avoid wrong bonds anymore.
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Figure 3.58: Total energy of In3Sb1Te2 at different densities over time: The total energy over
time at different densities is drawn, a sudden reduction of total energy in the order of
50meV per atom indicates crystallization which is confirmed by further analysis. The
temperature of the drawn trajectories is 666K for the lowest density and 600K for the
others. Therefore a broad distribution of total energy values can be observed. Horizontal
gray lines indicate the onset and completion of most of the crystallization. The insets
display simulated x-ray diffraction patterns of the system at the beginning and end of
the simulation for a hypothetical wavelength of 1.542nm. In the lower left corner the
numbers indicate the positions of extra x-ray diffraction patterns along the crystallization
event displayed in figure 6.4 on page 168. The energy difference between crystalline
and amorphous phase is with about 60−90meV/atom rather large. Experimental DSC
measurements yield only 20±7meV/atom. This experimental number could in principle be
bigger because traces of InSb separation could not be ruled out in the powder production
necessary for the DSC measurements. Furthermore, the fact that the energy difference
is higher in the calculations might be due to defects like grain boundaries and wrong
bonds in the amorphous phase or particular properties of the as deposited thin films. A
comparison to similar results on GeTe is given in the text on page 114.
but more than tellurium [183]. Tellurium is considerably hampered in its movement compared
to the other elements, in In3Sb1Te2 as well as in Ge2Sb2Te5 [183]. As the density is increased
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Figure 3.59: The numbers of bonds over time during crystallization for various densities: For
different densities the evolution of bond numbers is indicated. Horizontal gray lines
indicate the onset and completion of most of the crystallization. The systems tend to
avoid homo polar bonds apart from Sb-Sb which stay constant. In-In defects are healed
out in all cases while the number of In-Te bonds increases. Moreover for the three lower
densities an increase in the number of In-Sb bonds is observed during the crystallization
event.In the case of the highest investigated density, 6.78g/cm3 the ordering of the atoms
seems to be clearly hampered.
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Figure 3.60: RMSD of various densities of amorphous In3Sb1Te2 over time: The atoms move
clearly more than one lattice distance of about 3 A˚ before crystallization starts, ruling out
simple "flip" crystallization mechanisms. At the highest density the crystallization behavior
seems to be altered as clearly indium shows the largest diffusion whereas in the other
case it is antimony. It is worth mentioning that even after most of the cell is crystallized,
diffusion of indium atoms is still observed. This is a result of the fact that indium-indium
bonds are so unfavorable, that the crystal in those regions is unstable.
the RMSD’s and the the RMSD’s slope is decreased. Furthermore at high density the indium
diffusion becomes the strongest. This indicates, in agreement with the numbers of bonds98
over time plot (figure 3.59), that In-In bonds are highly unfavorable in the crystal. One has
to be cautious not to interpret too much into these RMSD curves as the analysis for different
temperatures presented in section 3.4.3 shows, that the diffusion at a density of 6.16g/cm3 for
temperatures below 550K seems to be strongest for indium and not antimony!
In the following more emphasis is put on the crystallization process at 6.51g/cm3. Analysis of
the other densities shows no distinct difference. The reason to chose this particular system is
that it took 200ps before the critical nucleus has been formed. As the crystallization commences,
98A bond was assumed if the atom distance was smaller 3.5 A˚.
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a sudden and continuous increase of even rings is observed, as expected for the cubic structure.
Figure 3.61 illustrates this. The crystallization process itself is tremendously difficult to probe, in
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Figure 3.61: Numbers of rings over time during a typical crystallization of In3Sb1Te2: The
numbers of even rings drastically increases during the crystallization process. The shown
data refers to the crystallization of a cell at a density of 6.51g/cm3.
particular as the atoms are diffusing and sub-critical periodic arrangements of atoms appear
and disappear over time. If one inspects closely the total energy versus time (figures 3.58 and
3.70, the latter can be found in the next section on page 137), dips can be observed. For example
in figure 3.58 for the 6.51g/cm3 cell at about 70ps and 180ps or in figure 3.70 for the 500K run
at about 450ps. These dips often correspond to units of the crystal which are dissolved again
over time. Elliot et al. claim that they can track the growth of the critical nucleus and extract
growth velocities by calculating effective radii from emerging clustered cubes in Ge2Sb2Te5 [183].
However, from their description it is not clear which requirements have to be met to declare an
arrangement of eight atoms a cube, and it is a delicate issue for small units at 600K. Therefore
their finding of a growth velocity is debatable and definitely not applicable99 for In3Sb1Te2.
99The resulting growth velocity would depend on arbitrary choices/selection criteria and could pretend to be an
ab-initio constant which it is not.
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For In3Sb1Te2 the time to crystallize the whole cell scatters considerably (e.g. figures 3.58 and
3.70). In the same context Elliott et al. show a series of pictures which seemingly display a well
defined growth [183]. Close inspection reveals that in the first stages of crystallization from
picture to picture different atoms seem to be highlighted, exemplifying the difficulties to get a
good estimate for the actual nucleus. Arbitrary criteria have been chosen to produce a similar
image sequence for In3Sb1Te2 to be possibly able identify crystallization mechanisms. The most
successful criterion has been found by selecting all atoms which have over a timespan of 2ps on
average more than 3.8 neighbors with the condition that the angles to the neighbors are between
85◦ and 95◦. This criterion should in principle be able to show atoms that form layers and cubes
and is presented in the case of the 6.51g/cm3 cell for the onset of crystallization in figure 3.62.
The origin of the nucleus, a four fold ring with angles close to 90◦ is already visible before the
crystallization event can be probed by the total energy (figure 3.58) but it stays stable for about
40ps before a change can be noticed. At 224ps a second ring of atoms is appearing on the other
side of the cell, this ring belongs to the "main" cluster and is appearing at its position due to the
periodicity of the systems. At 244ps a two dimensional structure, becomes visible which quickly
grows along this framework of rings. At 284ps a big portion of the volume is already crystallized
and no change in behavior observable anymore. The crystallization is complete at about 400ps
(not shown but in principle identical to figure 3.63, plot of the 6.51g/cm3 cell. ). When it comes
to the interpretation of these pictures, caution has to be advised as it depends strongly on the
selection criteria for displayed atoms. The two main conclusions can be drawn:
• In the nucleus forming volume, atoms with at least 3.8 angles in the range of 85◦ to 95◦
averaged over 2ps tend to be aligned in plane rings.
• A volume existed in which the criterion for display was met for a cluster of atoms well
before the actual growth, i.e. the arrangement of atoms in a sub-volume of the cell was
favorable to allow crystallization. This would correspond to a nucleus which is stable
enough to be the origin of the irreversible growth.
As mentioned, the selection criteria by Elliott et al. are not very clear, but their picture resem-
bles the situation of In3Sb1Te2 presented in figure 3.62. A difference between Ge2Sb2Te5 and
In3Sb1Te2 in nucleation and growth behavior cannot be deduced from the publication [183].
Explicit comparisons with identical criteria would be mandatory. It is important to comment on
the vacancies in the recrystallized cells. While the calculation in the previous sections suggested
that due to entropic terms vacancies might be favorable, this cannot not be observed in the same
way in the crystallization calculations. For the cells at lower densities 6.16g/cm3, 6.36g/cm3
and 6.51g/cm3 vacancies are present which are fluctuating heavily over time as diffusion defi-
nitely is an important factor at such elevated temperatures (600K). In particular for densities
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184 ps 204 ps 
224  ps 
264  ps 284 ps 
244 ps 
Figure 3.62: Sketch of the typical growth of a nucleus in an amorphous In3Sb1Te2 matrix: A
crystallization event of a cell at a density of 6.51g/cm3 is visualized (for the same cell
see also figures 3.58, 3.59, 3.61, 3.60). The selection criterion for the selected atoms is
explained in the text. At the beginning, time-mark 184ps, only very few atoms mark the
origin of the nucleus. At 224ps the nucleus is virtually unchanged and a ring of atoms
is appearing on the other side of the cell: this ring belongs to the "main" cluster and
is appearing at its position due to the periodicity of the system. From 224ps to 244ps
a 2-dimensional structure has been formed which keeps its rough shape and is quickly
growing. Total crystallization is reached at about 400ps ( e.g. in figure 3.63).
of 6.16g/cm3 and 6.36g/cm3, void-like structures i.e. agglomerations of space are observed.
However as the experimental crystalline density of 6.78g/cm3 is inspected, vacancies are not
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stable anymore over timescales longer than a few tens of picoseconds and the cell is basically
vacancy free. Nevertheless regions with strong distortions and diffusion are still observable. The
situation for arbitrary points in time is displayed in figure 3.63 for different densities: in the left
column at some point t0 after crystallization, in the right column from the same perspective at
time t = t0+20ps. Signals which disappear during this time are deemed unstable and can be
neglected. The Voronoy volumes100 (radius In, Sb, Te 2.7 A˚) are marked with spheres of diameter
2.7 A˚. If vacancies appear, they are accompanied by strong distortions. These vacancies are not
homogeneously distributed over the whole volume.
The situation in In3Sb1Te2, that vacancies are clumped up and not evenly distributed, shows
resemblance to the statements of Elliott et al. who discuss the vacancy distribution in their
recrystallized Ge2Sb2Te5 cell. They find that in their Ge2Sb2Te5 model the vacancies are not
evenly distributed as in the generic model for rocksalt Ge2Sb2Te5 (see e.g. Wuttig et al. [45])
[160]. They argue however, that this agglomeration of vacancies is not in contradiction to
static DFT results, but that longer times and larger models should yield a vacancy diffusion
in the crystallites leading finally to the static DFT results [160].It is not clear if this line of
argumentation is valid for In3Sb1Te2 as the Ge-Sb-Te system gains energy by vacancies at T = 0K
in contrast to In3Sb1Te2 (see also section 3.2.4.1)[45]. However because the energy difference in
In3Sb1Te2 between a vacancy and a no vacancy cell are low, a problem due to system size and
timescales seems to be plausible as well, i.e. an even distribution of vacancies would follow for
In3Sb1Te2 according to the reasoning of Lee et al. for long timescales and big systems. However
the existence of void like structures at grain boundaries cannot ruled out either (see also the
estimation of "vacancies" due to grain size effects on page 3.1.2.4, section 3.1.2.4).
When discussing similarities between Ge2Sb2Te5 and In3Sb1Te2, the phonon DOS (PDOS)
from the harmonic approximation has been shortly discussed: for the crystalline phase upon
addition of vacancies (section 3.2.4.2, page 66 and following pages) and in the previous section
for the amorphous phase. Here, phonon DOS calculations are repeated by Fourier transforming
the velocity autocorrelation function
PDOS= F T
( 〈∑i vi (t )vi (0)〉
〈∑i vi (0)vi (0)〉
)
(3.17)
for data sets of 4ps (step size 2fs)[201, 202].
Matsunaga et al. could demonstrate101 that, although the change between the amorphous
and crystalline phase is usually accompanied by great change in thermal properties, this is not
100To identify the empty volumes in the amorphous structure, the following procedure was performed: The cell
volume was divided into a 100•100•100 grid. If the distance between and grid point and any atom position in the
cell was greater than an element specific radius, it was marked. Marked grid points are indicated in the graphs by
red spheres indicating their positions.
101Matsunaga et al. investigated Ge2Sb2Te5.
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observed in phase change alloys, the thermal conductivity being almost identical in both, the
amorphous and crystalline phases [132]. Furthermore they observe very anharmonic potentials
for the ion cores in the crystalline phase compared to the amorphous phase, and a characteristic
change in the phonon density of states (PDOS) upon crystallization. It is noticed, that the
acoustic phonons are hardening and the opticals are softening with regard to the amorphous
phase, thus explaining the lower than expected thermal conductivity in the crystalline phase.
On the other hand In3Sb1Te2 does experimentally show a very pronounced contrast in ther-
mal conductivity which is due to the extremely high carrier concentration and therefore high
electrical conductivity found in this alloy [unpublished by Karl Simon Siegert]. The phononic
contribution cannot be estimated.
In the following figures 3.64 and 3.65 shall be discussed. Figure 3.64 illustrates the evolution
of phonon modes over time for In3Sb1Te2. The color shows how strongly the modes contribute
to the overall spectrum. Black lines indicate the beginning and completion of crystallization.
To minimize the noise a 550K crystallization trajectory is illustrated for In3Sb1Te2 for the amor-
phous density of 6.16g/cm3 (figure 3.64). The total energy versus time of this trajectory is plotted
in the next section, figure 3.70. At the elevated temperatures, at which the crystallization occurs
a hardening of the acoustical modes can be recognized upon crystallization. This is expected
because the sound velocity should be larger in the crystalline state compared to the amorphous
phase. In In3Sb1Te2 no clear softening of the optical modes with respect to the center of mass
can be observed as in the case of Ge2Sb2Te5 (in contrast to the In3Sb1Te2 calculation in the har-
monic approximation at effectively 0K, see section 3.2.4.2), quite in contrast to Ge2Sb2Te5 [132].
From figure 3.64 (In3Sb1Te2) it can be derived that interestingly the modes of antimony and
tellurium shift only a little bit and the maxima stay in the optical region between 100−150cm−1
(antimony) and 60−110cm−1 (tellurium). Indium on the other side features in the amorphous
phase a clear maximum in the region between ca. 25−60cm−1 whereas upon crystallization a
very homogeneous distribution of states over the whole occupied energy range is calculated.
This results in a very pronounced shift of the total density of states towards higher energies,
while the optical modes soften slightly overall. Therefore it can be concluded, that the bonds
of indium change their character significantly, while antimony and tellurium phonon states
keep their shape. Overall the whole system becomes harder upon crystallization, which can be
traced back to the pronounced bonding differences for indium between the amorphous and
crystalline phase. There are subtle differences between the crystalline produced here and in the
previous section 3.2.4.2 (page 66 and following). In section 3.2.4.2 the crystalline In3Sb1Te2 with
no vacancies showed a clear feature stemming from indium at about 40cm−1 in the crystalline.
This feature is not very prominent anymore. However it becomes better visible at lower temper-
atures (300K) again, which might indicate a transition of the indium bonds upon heating the
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system. Recently Zhang and Mazzarello were able to crystallize the well known phase change
alloy GeTe, for which it is shown below, that the hardening (of the acoustical modes) and soften-
ing (of the optical modes) effect is distinctively stronger at 600K and in line with Matsunagas
observations for Ge2Sb2Te5 [132]. Due to the courtesy of Zhang and Mazzarello, velocity data
of this trajectories of 216 atoms at a density of 5.6g/cm3 is available and the analyzed data
presented in figure 3.65. First of all the energies of the amorphous GeTe frequencies are in
excellent agreement to the publication of Mazzarello who calculated the phonon DOS (PDOS)
from the harmonic approximation [143]. In his calculations he finds two maxima in the PDOS of
amorphous GeTe at 50cm−1 and 150cm−1. In Mazzarello’s publication the projected phonon
DOS reveals, that to both maxima germanium contributes with a higher weight on the 150cm−1
peak. His harmonic approximation calculations furthermore predict that tellurium has a very
clear maximum in the 50cm−1 region and the spectrum shows only minor contributions beyond
100cm−1. Compared to the time evolution PDOS presented here, this fits for both, tellurium and
for germanium. Deviations might be be attributed to the high temperature. The PDOS of the
crystallized phase differs from other calculations in the harmonic approximation which predict
a second, absolute maximum at about 125cm−1 (a calculation is presented in the supplement
of Mazzarello’s publication [143]). Further investigations might be revealing as this could be a
signature of the transition to the high temperature phase of GeTe. Even at this elevated tempera-
ture a splitting in three short and three long bonds can be deducted from the angle distribution
which hints towards a Peierls pattern. However analyzing the angular limited triplet correlation
of the crystallized system shows only a very weak indication of Peierls. A systematic test of the
hypothesis by Fons et al., which states that the GeTe β phase still shows local distortion patterns
that are only averaged out at high temperatures, is promising [203]. Overall a pronounced
softening of the high energy modes can be observed, including the center of mass in accordance
to the observation in Ge2Sb2Te5 and in contrast to In3Sb1Te2 (figure 3.64). The hardening of
the acoustic mode is clearly stronger in GeTe than in In3Sb1Te2, which is in agreement with the
understanding of Matsunaga for phase change alloys. Interestingly the major contribution to
the change in the phonon DOS comes from the (in analogy to the aforementioned behavior
of indium) germanium sites which possess at least at low temperatures partly a tetrahedral
coordination according to the calculations. The discussion of the total energy displayed next to
the phonon DOS in figure 3.65 can be found on page 114.
For further analysis, the crystallization event is shown by means of partial distances and angles.
The distances are decreasing upon crystallization as expected, only the 5th and in particular
6th neighbor become extremely ill-defined although the system is cubic and crystalline (figure
3.66), an effect that would not be visible from the averages alone. This finding is in line with the
investigations of the crystalline phase where this distortion of the 6th neighbor was considerably
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smaller due to lower temperatures. This effect is identical for a perfect cubic cell at the same
temperature. The development of the angles is shown in figures 3.67, 3.68 and 3.69. The
crystallization criterion by total energy is again confirmed by investigating the angles. The
cautious beholder observes that the angles are not all centered at 90◦, an effect which is also
visible in a perfect cell (not shown) and can be explained by the different In-Te and In-Sb bond
lengths, see also figure 3.25 in section 3.2.4.1 (page 59).
3.4.3 Temperature dependence of crystallization
The fact that successful crystallizations for different densities could be achieved, might convey
the impression that In3Sb1Te2 is a nucleation dominated material which is extremely easy to
crystallize. This is not necessarily the case, at least at the amorphous density. Seven trajectory
calculations have been performed in parallel at 600K for the amorphous density. All but two
showed no crystallization up to 800ps. One of the two successful crystallizations is debatable
due to problems on the computer cluster, data has been partially corrupted in the middle
of the crystallization process and could not be perfectly reconstructed102. Nucleation times
of 100ps are probably the minimum possible, but a huge number of calculations would be
necessary to gain enough statistics for meaningful values. Additionally, annealing calculations
at varying temperature of a cell at the amorphous density have been carried out, shown in
figure 3.70. Besides the successfully crystallization of 600K annealing in the previous section, a
crystallization was achieved at 550K after ca. 250ps and at 500K, which occurred after about
550ps. Surprisingly the RMSD for 6.16g/cm3 below 550K is dominated by indium diffusion
(figure 3.71). This is in contrast to the finding, that with varying density at 600K antimony
shows the strongest diffusion for 6.16g/cm3, 6.36g/cm3 and 6.51g/cm3. On the other hand, at
600K the RMSD is greatly increased. While at 550K the atoms move within 100ps about 3 A˚
it is about 5 A˚ in 100ps at 600K(6.16g/cm3, see also figure 3.60). Moreover there is a sudden
increase in diffusion between 400K and 450K, indicating that energy barriers are crossed and
the crystallization temperature is approached. Similar comparing investigations have not
been undertaken for other densities due to the limitations in computational resources103. As
mentioned in the previous section, the time it takes to crystallize the whole cell varies between
500K and 550K (see figure 3.70).
102Two instances of the code were running, writing simultaneously in the output files.
103The help of the RWTH-Aachen HPC Center and personal is greatly acknowledged for providing vast resources.
Numerous calculations on up to 1024 Nehalem nodes were possible simultaneously for weeks during the beta-test
of the Bull B500-Cluster, top 32 in the world July 2011 [www.top500.org].
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ρ = 6.16 g/cm3 
ρ = 6.36 g/cm3 
ρ = 6.51 g/cm3 
ρ = 6.78 g/cm3 
t = t0                                            t  = t0 + 20 ps                
Figure 3.63: Voids in crystallized In3Sb1Te2 for different densities: The void distributions are
displayed for various densities at a time t = t0 after the crystallization has taken place and
t = t0+20ps. Vacancies are plotted in orange, and atom positions are represented by the
bonds (green indium, gray tellurium, yellow antimony). Due to the plotting method an
artifact has been produced at the origin which is not meaningful. It has therefore been
covered by a white circle. Figure 3.44 in section 3.3.5 shows the amorphous phase at a
density of 6.16g/cm3 at 300K. The drop in total energy displayed in figure 3.58 indicates
the crystallization event which led eventually to the crystal structures shown above.
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Figure 3.64: Phonon DOS of In3Sb1Te2 upon crystallization: The phonon DOS of In3Sb1Te2 is
displayed over time at 550K and a density of 6.16g/cm3. Red colors indicate a maximum
in the DOS. The DOS is extracted from the velocity autocorrelations. A clear change
of the total DOS is observed as crystallization sets in (solid lines indicate the beginning
and end of crystallization). The mechanism for this change can be attributed to a change
in the vibrational properties of indium, while the effect on antimony and tellurium is
marginal.
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Figure 3.65: Phonon DOS of GeTe upon crystallization: The phonon DOS of a 216 atom cell of
GeTe is displayed over time at 600K and a density of 5.6g/cm3. The velocity trajectory
was kindly provided by Zhang and Mazzarello. Red colors indicate a maximum in the
DOS. The DOS is extracted from the velocity autocorrelations. Solid lines indicate the
onset of crystallization. There is a very pronounced change in vibrational properties upon
crystallization which is in line with the observations of Matsunaga et al. who investigated
Ge2Sb2Te5 [132]. The change in energy per atom (≈ 100meV/atom) is considerably
higher than in experiments ( ≈ 46.6meV/atom [Peter Zalden, unpublished]). However, in
a calculation which is not shown , the formation of two grains in a 216 atom cell resulted
in an energy difference of only ≈ 30meV/atom, i.e. it might be important to take grain
boundaries into account [Wei Zhang, unpublished].
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Figure 3.66: Partial distances of In3Sb1Te2 during crystallization: The distances of an average
atom of the first to sixth neighbor are plotted versus time. The crystallization takes
place between the black vertical lines. All distances are slightly decreasing, but the sixth
neighbor becomes ill-defined in the crystalline state. The graph shown belongs to a
crystallization at a density of 6.51g/cm3.
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3.5 Conclusion
3.5.1 Link with the EXAFS experiments?
Which structural model of crystalline In3Sb1Te2 is the most probable? The experimentally most
sensitive method to measure the local distortions are EXAFS measurements (see also section
3.1.2.5, page 29), which were presented in section 3.1.2.5. They reveal that In3Sb1Te2 sports an
indium sublattice (as confirmed in the calculations) and shows no significant distortions at 10K.
At this temperature the experiment determines in a good approximation the static atom positions
as calculated in DFT. The fit to the experimental data obtained by Peter Zalden is excellent
without room for inconsistencies. Relaxations of cells with different vacancy concentrations
support the experimental results (see section 3.1.2.5, page 29) as the static Debye Waller factor,
e.g. for the In-Te bonds are in good agreement with the experiment if no vacancies are present in
the calculation. For 0% vacancies the deviation of the In-Te distances in the static case isσ2In-Te =
0.0037 A˚2 which fits well to the measurements (EXAFS: σ2In-Te = 0.0032±0.0003 A˚2 ). As far as
In-Sb bonds are concerned, experimental data of static Debye Waller Factors and calculations
cannot be explicitly compared as in the measurements zinc-blende InSb bonds were found
(phase separation) which could not be simulated but are part of the EXAFS signal. This makes
a comparison in analogy to the In-Te bonds pointless. Introducing only 4% vacancies leads to
strong distortions which are more than two times bigger (e.g. 4% InSb vacancy concentration:
σ2In-Te = 0.0090 A˚2). Furthermore the overall lattice constant of the relaxed cell without vacancies
is 6.219 A˚. This fits reasonably well104 to the experimental value of 6.126±0.001 A˚ (deviation
ca. 1.5%, XRD by Deneke et al. [93]) and the values measured in our institute (6.109−6.111 A˚,
deviation 1.8%, see also section 3.1.2.4 page 28). It should be kept in mind that even higher
values105 for lattice constants have been found upon slight stoichometry variations [107]. The
individual distances for In-Te bonds are found to be 3.146±0.001 A˚ in the calcultations and
3.07±0.01 A˚ in EXAFS (deviation ca. 2.4%), for In-Sb bonds 3.073±0.001 A˚ in the calculation
and 2.99±0.01 A˚ in experiment (deviation ca. 2.8%). The values given here are values for the
relaxed 0% vacancy cell at 0K temperature. Taking into account that the exchange corrlation
functional is PBE-GGA, the deviation of bond length in calculations compared with experiment
is still consistent as an overestimation of bond length is to be expected [50].
If one thinks of the energy calculations and the phase diagram presented in the previous
sections, it is to be expected that phase separation occurs when annealing samples at ele-
vated temperatures. The phase diagram only suggest a stable cubic phase of In3Sb1Te2 in a
temperature window of 708-828 K [115](see also phase diagram in figure 3.3, section 3.1.2.4).
104Taking into account that GGA-PBE functionals overistamted the bond length [50].
1056.120−6.137 A˚ between 40% and 60% mole percent InTe, i.e. stoichiometric In3Sb1Te2 has 66% mole InTe [107].
131
Chapter 3: In3Sb1Te2
1−0−2
 0  100  200  300  400  500
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
a
n
gl
e 
in
 °
o
cc
u
rr
e
n
ce
 in
 a
.u
.
1−0−4
 0  100  200  300  400  500
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
a
n
gl
e 
in
 °
o
cc
u
rr
e
n
ce
 in
 a
.u
.
1−0−6
 0  100  200  300  400  500
time in ps
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
a
n
gl
e 
in
 °
o
cc
u
rr
e
n
ce
 in
 a
.u
.
1−0−3
 0  100  200  300  400  500
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
o
cc
u
rr
e
n
ce
 in
 a
.u
.
1−0−5
 0  100  200  300  400  500
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
o
cc
u
rr
e
n
ce
 in
 a
.u
.
2−0−3
 0  100  200  300  400  500
time in ps
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
o
cc
u
rr
e
n
ce
 in
 a
.u
.
Figure 3.67: The angle distributions during the crystallization of In3Sb1Te2: The evolution is
shown for a cell of density 6.51g/cm3 at 300K. The black insets indicate the beginning
and end of crystallization, horizontal lines represent octahedral and tetrahedral angles,
respectively. For angles 1-0-2, 1-0-3 a deviation of the center toward higher angles can be
observed.
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Figure 3.68: The angle distributions during the crystallization of In3Sb1Te2: Continuation of
graph 3.67. The evolution is shown for a cell of density 6.51g/cm3 at 300K. The black
insets indicate the beginning and end of crystallization, horizontal lines represent octahedral
and tetrahedral angles, respectively. Some higher angles are shifted to lower values as the
central atom is pushed away on average.
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Figure 3.69: The angle distributions during the crystallization of In3Sb1Te2: Continuation of
graph 3.67 and 3.68.The evolution is shown for a cell of density 6.51g/cm3 at 300K. The
black insets indicate beginning and end of crystallization, horizontal lines octahedral and
tetrahedral angles, respectively. All angles are shifted to lower values. In particular 5-0-6
is well defined. This is remarkable because the distance distributions of neighbor five and
particular neighbor six become blurred upon crystallization (see also figure 3.66 on page
130), i.e. the bonds are weak but directional.
Furthermore the phase stays metastable below a certain temperature threshold. The experi-
ment suggests the existence of vacancies due to the otherwise difficult to explain density (for
discussion see section 3.1.2.4). The existence of vacancies is supported by the theoretical in-
vestigations since at high temperatures the configurational entropy is stabilizing the system
and can explain a vacancy concentration compatible with experiment. In addition it forces
antimony to be part of the alloy, and the forming of antimony rich volumes is not likely. At low
temperatures this advantage is lost. In principle one could think of the vacancies being frozen
below a critical temperature. The low distortions from the EXAFS measurements could hint
towards an agglomeration of vacancies in bubbles or grain boundaries with thermal energy so
that locally the crystal retains a better undistorted cubic structure (see also section 3.1.2.4, page
28). The crystallization calculations show once more that a sublattice of indium atoms is formed.
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Low density crystallization simulations, lead to an agglomeration of vacancies. However the
statistics and timescales are not sufficient to make a final judgment in favor of extended voids.
As estimations with the Scherrer formula show that the grains are as small as in other phase
change alloys, voids might be concentrated in the intergrain regions. It would be interesting to
settle these questions about the vacancies in the future by Atom probe measurements.
The results of the amorphous phase are roughly in line with EXAFS measurements. In particu-
lar the coordination numbers fit, although the errors for experiment and calculations are huge.
The systems are comparably octahedral106 in simulations and calculations. A deduction of the
numbers of bonds is not possible from the EXAFS data for the amorphous phase (in contrast
to the crystalline phase). The bond lengths are difficult to determine. At 300K the distance
distribution visible in figures 3.49 and 3.50 (section 3.3.5, page 108,109) are very broad and the
center of mass of the first neighbor distance distribution well beyond 3.05 A˚. However at low
temperatures double features become visible and the short distances are close to the EXAFS
results, recorded at temperatures of approximately 10K (numbers shown below and presented
in section 3.1.2.5). It should be mentioned that for other phase change alloys a pronounced
temperature dependence of EXAFS spectra has been reported for phase change alloys like GeTe,
Ge8Sb2Te11 and Ge1Sb2Te4 [39]. For In-Te and In-Sb two bond lengths are extracted from fitting
Gaussian functions to the data:
• In-Te: 2.98±0.01 A˚ and 3.17±0.02 A˚ (DFT) compared to 2.837±0.005 A˚ (EXAFS), i.e. 1.2%
and 10.4% deviation,
• In-Sb: 2.912±0.005 A˚ and 3.20±0.01 A˚ (DFT) compared to 2.829±0.004 A˚ (EXAFS), i.e.
1.2% and 10.4% deviation.
Reasonable In-In distances cannot be derived from the calculations as not enough bonds for a
good statistics are present. High deviations in bond length between experimental results and
calculations for amorphous phase change alloys are documented and the reason is notclear.
For example Akola et al. report a deviation of 3.4% (Ge-Sb) - 6.5% (Ge-Te) in Ge2Sb2Te5 and
in GeTe 4.7% (Ge-Te) using a PBE functional [151]. Refined exchange correlation functionals
might improve the results as reported by Caravati et al. . They observe an improvement from
7% to 5% concerning the overestimation for Ge-Te bond lengths in Ge2Sb2Te5 when geometry
optimizing an amorphous "PBE-quenched" system employing a HSE03107 functional [144]. In
liquid AgInSbTe Akola et al. report In-Sb bond lengths of 3.14 A˚ which fits roughly to the values
of the In-Sb distance maximum for In3Sb1Te2 at 300K (3.08±0.01 A˚). Finally, DFT calculations
describe always a very rapidly melt quenched amorphous phase. Differences in structure
106I.e. angled distributions are to a first approximation centered around 90◦.
107Information about this functional can be found in [204].
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between experiment and calculations might always be related to thisdiscrepancy between films,
melt quenched at constant volumes and huge cooling rates in calculations and as deposited
sputtered thin films . The differences of the melt quenched and as deposited phase has been
described from an experimental point of view in detail for Ge2Sb2Te5 108 by Akola et al. [169]
(see also page 114).
108They find 58% of the germanium atoms to be tetrahedral in the as-deposited phase compared to 36% in the melt
quenched phase [169].
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Figure 3.70: Annealing of amorphous In3Sb1Te2 at different temperatures with respect to total
energy: At the amorphous density of 6.16g/cm3, In3Sb1Te2 was annealed at temperatures
between 300K and 550K, in addition to the temperature of 600K demonstrated in the
previous section. At 550K, the sample crystallized after 200ps. At 500K, the annealing run
shows oscillations which hint to the creation and destruction of nuclei that do not become
critical, finally after about 550ps the total energy drops and indicates crystallization. For
the lower temperatures smaller time-frames had to be chosen as a tribute to the limited
resources. Strong oscillations in total energy as in the case of the 500K trajectory were not
observed for 450K and below. For discussion of the energy difference per atom between
crystalline and amorphous phase (50−60meV/atom) see page 112 in section 3.4.2.
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Figure 3.71: Annealing of amorphous In3Sb1Te2 at different temperatures with respect to the
RMSD’s: With increasing temperature the RMDS (root mean square displacement)
increases more strongly. At these temperatures indium seems to display the strongest
movement. Overall, there is a sudden increase in diffusion between 400K and 450K as
the crystallization temperature is approached. In the shown simulations, crystallization
was achieved at the end of the 500K (crystallization achieved after 600ps) and 550K
(crystallization achieved after 300ps). The corresponding total energy plots together with
diffraction patterns are displayed in figure 3.70.
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3.5.2 Classification of In3Sb1Te2
Shportko found and extended109 a simple yet powerful description of phase change materials
identifying their bonding mechanism by investigation of the dielectric functions, effectively
probing the electronic polarizability of the valence electrons [34]. The size of ²∞ in the amor-
phous phases can be described in very good approximation by the law of Clausius Mossotti110,
assuming constant polarizabilities of typical elements in amorphous phase change alloys. On
the contrary, for the crystalline phase of successful phase change alloys ²∞ cannot be predicted -
when only the density change of the films is taken into account. Shportko found subsequently
identified the bonding mechanism in crystalline phase change alloys as resonant bonding as it
was coined by Pauling [205], where atoms share half filled p-orbitals and the delocalization of the
electrons leaves a fingerprint in the form of the aforementioned high polarizability, which is char-
acteristic for resonant bonding. In the experimental description of In3Sb1Te2 one encounters
the problem, that the dielectric constant ²∞ is not measurable due to the very metallic character
of the alloy as the band gap vanishes upon the transition from the amorphous to the crystalline
phase. As the very dominating Drude contribution is subtracted from the dielectric function no
distinct change in ²∞ can be observed anymore (the dielectric functions are displayed in section
3.1.2.6, figure 3.9). Could resonant bonding still be a valid concept for this alloy? A simple test
for resonant bonding could be devised from the comparison of covalent, van der Waals radii and
experimentally measured bond lengths. In a non-resonantly bonded alloy the electrons should
be well localized, ²∞ thus be low and the observed bond lengths very close to the covalent bond
lengths. On the other hand for resonant bonds the more delocalized electrons could occupy
more real space, resulting in deviations from the bond-lengths from covalent bonds toward
van der Waals bond lengths. Furthermore it becomes immediately clear that the lack of long
range order in the amorphous phase must result in a loss of the resonant state and bonding
lengths considerably shorter than in the crystalline phase are the consequence, and indeed
found, e.g.[132, 206, 170].
Table 3.8 summarizes the results for In3Sb1Te2 and some other semiconducting alloys that
play prototype roles for phase change and non-phase change materials in the original paper by
Shportko[34]. In addition to the increase of ²∞ upon crystallization, the sums of covalent and
van der Waals radii for the elements in the alloys are given in table 3.8 as well. The interesting
quantity here in conjunction with In3Sb1Te2 is the variable
Ξi ≡
(
aexpi −Σcovalent radii
)(
Σv. d. Waals radii −aexpi
)
(3.18)
109Lucovsky and White raised the topic already. They did not discuss phase change alloy in particular, but rather
group IV-VI compounds and group IV elements, including the phase change alloy GeTe [33].
110[35].
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with aexp the experimental atom distance, Σcovalent radii and Σv. d. Waals radii the added radii of
the two elements participating in the bond. Ξ correlates well with the experimental found
increase of ²∞ for elements that show strongly resonant bonds. As this variable does not take
into account the number of particular bonds, weighting factors111 fi might be introduced, thus
possibly giving an even clearer picture. With this one dimensional quantity
∑
i fiΞi In3Sb1Te2 is
clearly different from ordinary non phase change alloys like InSb or AgInTe2.
So far the ionicity of In3Sb1Te2 has not been taken into account. In3Sb1Te2 is more extreme
than other phase change alloys as it is not only metallic but by means of Bader charges at the
same time more ionic. Figure 3.72 displays the distribution of Bader charges for a vacancy
free rocksalt cell with a random Sb-Te sublattice, showing a charge of the indium atom of
q = 0.52±0.05e−, antimony q =−0.33±0.05e− and for tellurium q =−0.61±0.03e−. The charge
of the anion is in the range reported by Lencer for alloys like GeSnTe2 (ca. 0.65e−) or Ge3Sn1Te4
(ca. 0.55e−) [19].
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Figure 3.72: Bader charges of crystalline vacancy-free In3Sb1Te2 : The x-axis corresponds to the
atomic sites. Bader charges for a vacancy free rocksalt cell with a random Sb-Te sublattice,
showing a charge of the indium atom of q = 0.52±0.05e−, antimony q =−0.33±0.05e−
and for tellurium q =−0.61±0.03e−. The charge of the anion is in the range reported by
Lencer for alloys like GeSnTe2 (ca. 0.65e−) or Ge3Sn1Te4 (ca. 0.55e−) [19]. The plot for
amorphous In3Sb1Te2 can be found in figure 3.57, on page 116.
Lencer et al. developed a very useful scheme to be able to identify suitable phase change
alloys [19]. They found that successful examples of phase change alloys can be drawn on a
111Like 1/3 in the case of In-Sb and 2/3 in the case of In-Te bonds for In3Sb1Te2 .
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map that has on the one axis a measure for ionicity and the other a quantity describing the
tendency for hybridization. Unfortunately in this scheme, only112 alloys with an average of
3 p-electrons can be drawn. If no vacancies are present, the In3Sb1Te2 systems possesses an
average of 2.3 p-electrons per atom, a property which makes this alloy absolutely unique with
respect to other phase change alloys. Stabilizing non-directional indium s-states are indicating
that In3Sb1Te2 does not allow for the simple and powerful concept of directional p-bonds alone
(figure 3.73). Compared to other typical phase alloys the very high content of s-states close to the
Fermi energy is uncommon (figure 3.73). In contrast to intuition, no strong distortions can be
found and therefore no hint for Peierls like motifs or strong hybridization in the crystalline phase.
The softness of the material, the low cost for vacancies and the reduced number of aligned
p-bonds might be typical for these In-Te alloys113. The stability of the In3Sb1Te2 rocksalt phase
is only arising from compositional disorder, i.e. entropy. The simple picture of three p-electron
coils aligning, as in GeTe or Ge2Sb2Te5 for example, is not suitable anymore for In3Sb1Te2 . It
could be shown that In3Sb1Te2 tends to form four to five bonds stable over short time scales in
the cubic phase (see also section 3.2.4.1, page 63 and the short discussion of bond-lifetimes and
distortions). A similar effect is seen when discussing the crystallization: At the crystallization
temperature114 the fifth but in particular the sixth neighbor distance distributions become
broader upon crystallization, not sharper as to be expected in a better115 ordered cubic system.
This means the sixth neighbor is only weakly bond. This would be expected for a p-bonded
system with a rocksalt structure, which has only 2.3 p-electrons per atom available. For np = 2
four bonds would follow in this picture. Although it is very difficult to unambiguously prove it,
the observation of the crystallization process seems to hint to a formation of two dimensional
structure upon the onset of crystallization. Figure 3.62 (in section 3.62, on page 122) suggests
that the crystallization starts with a two dimensional network in the amorphous matrix and is
then expanding in the "third" dimension. This finding could again support the simple picture
of four strong bonds and two weak bonds. In this sense In3Sb1Te2 might show a new aspect of
resonant bonds in phase change alloys at the low limit of p-electrons.
Within this thesis the amorphous phase has been examined as well. The amorphous prop-
erties are somewhat unexpected as tetrahedral sites of indium were a priori not self-evident
but suggested by calculations on various chalcogenide alloys in the course of the investigations
112Littlewood developed a scheme where for example InTe is drawn, but only in the TlSe phase and none of the
materials on this level are reported as phase change alloys [36].
113Including In1Ge1Te2 presented by Sprefacio et al. who mention that the density suggests vacancies in the crystalline
phase and find Debye Waller factors close to amorphous In3Sb1Te2 in the amorphous phase of In1Ge1Te2 [109].
114This finding is present in recrystallized cells and crystalline models, e.g. figure 3.26 on page 61, figure 3.66 on page
130 and the discussion about life times, section 3.2.4.1 on page 63
115Compared to the amorphous phase.
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Σcovalent radii Σv. d. Waals radii a
exp
i Ξi
∑
i fiΞi
²cryst
²amo
in
[
A˚
]
[122] in
[
A˚
]
[207] in
[
A˚
]
in %
In3Sb1Te2 0.23 n.a.
In-Te 2.8 3.99 3.07±0.02 0.25
Sb-In 2.81 3.99 2.99±0.01 0.18
GeTe 0.37 152 [34]
Ge-Te (1) 2.6 4.17 3.136±0.003 [208] 0.55
Ge-Te (2) 2.6 4.17 2.801±0.010 [208] 0.28
Ge1Sb2Te4 0.33 118 [34]
Ge-Te (1) 2.6 4.17 2.85±0.01 [39] 0.33
Ge-Te (2) 2.6 4.17 3.09±0.01 [39] 0.53
Sb-Te (1) 2.77 4.12 2.93±0.01 [39] 0.19
Sb-Te (2) 2.77 4.12 3.16±0.01 [39] 0.37
Ge2Sb2Te5 0.24 108 [34]
Ge-Te 2.6 4.17 2.83±0.01 [159] 0.31
Sb-Te 2.77 4.12 2.91±0.01 [159] 0.17
AgInTe2 -0.03 1.1 [34]
Ag-Te 2.91 3.78 2.756 [193] −0.16
In-Te 2.8 3.99 2.756 [193] −0.05
InSb -0.01 −32.5 [127]
In-Sb 2.81 3.99 2.805 [125] −0.01
Table 3.8: The table tries to draw a link between the In3Sb1Te2 systems and other well known alloys that
suited so far very well into the resonant bonding scheme suggested by Shportko et al. [34].
The bond lengths for In3Sb1Te2 are taken from EXAFS measurements.
∑
i fiΞi is suggested
as a new measure of an aspect of resonant bonding, moving away from the well established
criterion by Sphortko et al. to be able to fit more metallic systems into the scheme. Brackets
in the very first column distinguish different simultaneously existing distances.
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in this thesis. The overall structure of In3Sb1Te2 was found to be very octahedral, with a high
temperature dependence of the amorphous phase. With increasing temperature a decrease in
number of tetrahedral indium sites, which are not predominantly linked to antimony sites, can
be assessed, angles become more octahedral, Peierls like distortion patterns vanish and diffusion
increases. As mentioned in section 3.3.5 the importance of tetrahedral sites with respect to
crystallization has been mentioned in literature [183, 109]. In this sense In3Sb1Te2 compares
probably116 well to established phase change alloys like Ge2Sb2Te5. However no umbrella like
flip is necessary to enable the transition to the crystalline state. In contrast to In1Ge1Te2 and InTe
no two charge states for indium can be detected, neither in the crystalline nor the amorphous
phase, which is relevant for the understanding of the high carrier concentration in the crystal
according to Geller et al. and Straus et al. [129, 130, 107] (see also section 3.1.2.6, page 39). Nei-
ther can a vacancy concentration of about 4%117. The crystallization process itself shows strong
resemblance to the behavior reported by Elliott et al. and a comparison with identical data treat-
ment to rule out misleading effects due to arbitrary choices, e.g. cutoff radii, criteria for nuclei
and so forth, would be very revealing. The material In3Sb1Te2 is dominated by five-fold rings,
therefore a simple picture as advertised by Kohara et al. [38] for Ge2Sb2Te5 appears unlikely. A
softening of optical modes upon crystallization is less pronounced than in GeTe/Ge2Sb2Te5 at
the crystallization temperature. During the crystallization a change in the indium modes is most
striking, while antimony and tellurium modes stay rather unaffected (as tellurium in GeTe).
Is In3Sb1Te2 a phase change alloy? It surely is, when the property contrast between crystalline
and amorphous phase is taken into account. Furthermore both phases are relatively stable118.
Between amorphous and crystalline phase a change in bonding can be observed, which is
unfortunately not detectable by the resonant bonding criterion but can be derived from bond
lengths. In3Sb1Te2 shows similarities to In1Ge1Te2 and the structural motifs of the amorphous
phase are typical for reported amorphous phase change alloys like Ge15Sb85, GeTe or Ge-Sb-
Te [209, 109]. Because the chemistry and the crystalline properties are so different from the
established classes, one might call it a fourth family119 of phase materials which waits to be
explored.
116No explicit studies of this kind are available to date for other phase-change alloys.
117This would correspond to 10 charge carriers per defect: ρVac = 0.1410221/cm3 compared to the experimental
value for the carrier concentration of about 110221/cm3 (see also section 3.1.2.6, page 39).
118For example compared to SnTe which crystallizes below room temperature.
119Family I: GeTe and Sb2Te3. Family II: Sb2Te. Family III: doped antimony like Ge15Sb85.
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Figure 3.73: Comparison of different DOS with respect to In3Sb1Te2:(a) cubic GeTe, (b)
Ge1Sb2Te4 (Coordinates by Dr. D. Lencer [19]), (c) undistorted In3Sb1Te4 (Lowest
energy, vacancy free 216 atoms model.), (d) distorted cubic In3Sb1Te2 (e) undistorted
cubic In1Ge1Te2144
CHAPTER 4
Drift in the amorphous phases of various of the
GeSnTe systems
4.1 Introduction
To increase data density and make phase change memory even more competitive with respect
to cost per data unit two routes can be envisioned: multi layered architecture and multi level
storage [9]. It is reported that the cost projection with respect to the number of layers or multi
bits is favoring a realization of the latter [9]. Multilevel phase change cells would allow to
dramatically improve the data density of phase change memory by taking advantage of the fact,
that cells can be switched into intermediate states. Intermediate means in this case that only
parts of the alloy crystallize and the overall fraction of crystallized material can be controlled
by the applied pulse parameters as voltage, current and pulse rising times. Figure 4.1 sketches
an example for the case of a so called mushroom cell design. Due to the elevated temperatures
during production, the initial state of a cell is always set, i.e. crystalline. The adjustable amount
of amorphous material between heater and top electrode gives rise to the realization of different
resistivity states. Such intermediate states can nowadays be easily created on a nanosecond
timescale e.g. [21, 11]. Other concepts like trench, cross spacer and many more have been
reported in literature [9]. While this concept of multilevel storage in phase change alloys is very
attractive, the realization is severely hampered by the phenomenon called "resistivity-drift" [9].
Tracking the electrical resistivity of an amorphous sample over time, a change can be observed
which follows an exponential behavior
R(t )=R0 (1+ t/t0)α (4.1)
with α typically ranging between 0.03 and 0.15 for different amorphous alloys [210, 211, 30].
While this holds for thin films, in phase change cells additionally a stochastic fluctuation around
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the mean value is observed because of thermal disturbances by neighboring cells [9, 10]. The
increase of resistivity over time would in principle be favorable due to the increasing contrast
between amorphous and crystalline state, but the multilevel realization is not an easy task
as different resistivity states start to overlap due to the varying drift and therefore the infor-
mation is lost [10]. Scientist from IBM were recently able to circumvent the issue by skillfully
combining different drifting cells and employing so called modulation coding [11]. However
  
amorphous
crystalline
top electrode
 heater
Resistivity
Figure 4.1: Different resistivity states in a mushroom cell: In the mushroom design the phase
change material is placed between a heater and a top electrode. By controlling the fraction
of amorphous phase change alloy, a multilevel memory cell can be envisioned.
this "workaround" neither helps to understand the physics nor does it solve the origin of the
problem. The experimental observation is that there are different factors influencing the drift, in
particular temperature has an influence on the magnitude of α, which hints towards a structural
relaxation effect [212, 213, 214, 211]. Furthermore film thickness and volume ratio between
amorphous and crystalline regions can have an impact which was demonstrated for cells con-
taining Ge2Sb2Te5 and was discussed in the community to great extent. For very thick films,
i.e. 250 A˚ to 750 A˚ a linear dependence was demonstrated by Kostylev et al. [215]. The drift
effect is additionally discussed depending on pressures and thicknesses of cell systems by Braga
et al. [216]. Experimentally they investigate cells in different amorphization states as sketched
in figure 4.1 As the cell is initially fully crystalline, the introduction of an amorphous region in
the crystalline matrix results in pressure on this volumes as the amorphous density is about
6.8% lower for the reported Ge2Sb2Te5 and the cell volume is confined [216]. However Kim
et al. reported that the thickness dependence is absent in their 3-Terminal device, in which the
the material is confined horizontally but not laterally [217]. Interestingly they note that even in
the 6−23nm structures under test the drift itself was still present with α= 0.10−0.12 and they
speculate on the lateral stress being the reason [217]. Unpublished measurements in our group1
1By Dipl. Phys. Karl Simon Siegert: Drift coefficient at 9nm ν= 0.0965±0.002, at 5nm ν= 0.0797±0.003.
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suggest that also in thin sputtered films no thickness dependence of drift is observable down
to 9nm in Ge2Sb2Te5. The idea, that pressure has an important impact on the drift magnitude
was confirmed lately by Mitra et al. , who observed that drift in free standing nano wires of
Ge2Sb2Te5 is virtually absent (α= 0.005) but present (α= 0.086,) when the nanowire is embed-
ded in a matrix2 [152]. It is particularly useful for the following discussions that Mitra et al. give
a number for possible pressure in devices. Their estimate is based on finite element simulation
and predicts pressures up to 1GPa for embedded phase change wires.
Pirovano et al. discuss different origins for the drift, and suggests that it can be either attributed
to stress relaxation and a change in band gap accordingly3 or an increase in defect4 densities[221].
However the defect states which are said in the publication to stem from valence alternation
pairs which are linked to broken tellurium chains5, are somewhat unlikely, as simulations by
Caravati et al. - despite of explicitly inquiring this topic - could not yet find proof for such defects
or the necessary tellurium chains [144]. Other defect types playing a role might be localized
states at the valence and conduction band edges [19, 223]. Ielmini et al. and Braga et al. have
all in common, that they attribute the increase in drift to a decrease in donor like trap states
[213, 216].
A quantitative phenomenological description for the drift behavior was proposed by Karpov
et al. who are stressing the importance of structural relaxations [210]. Karpov et al. introduced
double well potentials which represent different metastable amorphous phases (see also figure
4.3). This model "accounts for structural disorder (including bond angles, length and coordi-
nation numbers)", a transition between the minima in configuration space occurs upon the
release of stress [210]. The Karpov picture seems to be most promising for further evaluation as it
features different parameters that might be possible to probe with DFT methods, and the actual
mechanisms are not determined. Following their line of argumentation a power dependence
can be deduced which matches equation 4.1, and Karpov et al. state that the drift coefficient can
be expressed as
ν= u0
dE f
du
1
∆WB
(4.2)
with dE f /du the change of gap between mobility edge and Fermi level, du a volume change
of the system, u0 a relative reference volume change value and ∆WB the barrier between two
amorphous states in the double well picture [210]. While the barrier ∆WB might be connected
2A matrix of SiO2 and Si3N4 on SiO2 and Si substrates [152].
3The influence of stress on the band gap of chalcogenides has been discussed already before for chalcogenides by
Kastner [218].
4 As in many amorphous chalcogenide alloys trap states were much discussed as e.g. for the so called threshold
switch [219, 220].
5A description about the details of valence alternation pairs can be found in the publications of Kastner and
Ovshinsky [219, 222].
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to the rigidity6 of the amorphous phase, the magnitude of the effect is furthermore determined
by dE f /du which would be an interesting topic for future investigations.
As
SiSe
GeSe
SiTe
SnTe
Sb
GeTe
Si2Sb2Te5 SiSb2Te4
Ge2Sb2Te4.5Se0.5
(GeSb2Te4)0.85(SnBi2Te4)0.15
Ge2Sb2Te3.5Se1.5
SnSb2Te4
Ge2Sn2Sb2Te7
GeBi2Te4
GeBiSbTe4
Ge2Bi0.5Sb1.5Te5
Ge2Bi0.3Sb1.7Te5
Ge4Bi0.5Sb0.5Te5
Ge2Sb2Se5
GeSb4Te7GeSb2Te4Ge2Sb2Te5Ge4Sb2Te7Ge4SbTe5
Ge3Sn1Te4 Ge2Sn2Te4
Figure 4.2: The ternary Ge-Sn-Te alloys are displayed in the phase change map [37]. As the tin content
is increased the hybridization decreases slightly and the system becomes systematically
more ionic in the crystalline phase of Ge-Sn-Te alloys (Picture by Dominic Lencer).
In the following section the (Gex ,Sny )Tex+y alloys will be investigated, as they might provide
valuable insights into the drift mechanisms in phase change alloys. A link to the well established
map for phase change alloys is given in figure 4.3. Not only are all the system isoelectronic,
but their crystalline properties are well known [19]. This is an opportunity to study systems
for which a systematic trend in drift has been very recently observed. In the crystalline phase
a steady increase of the ionic character is predicted while the hybridization slowly decreases
with increasing tin content. Similar trends could be expected for the amorphous phase as the
composition is varied systematically.
6A term explained in more detail in the next section.
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Figure 4.3: The double well potential after Karpov: In the amorphous a barrier with height WB
exists that has to be overcome during relaxation of the amorphous state. A wide range of
such barriers exist, in the Karpov picture with an almost uniform distribution. The double
well potential concept might cover for disorder in the form or bond angles, bond lengths
etc. (graph and caption in close resemblance to the sketch in the original paper by Karpov
[210]).
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4.2 Can it be connected to the constraint theory?
As has been introduced in section 4.1, structural changes or properties might be the key to
understanding the magnitude of the drift phenomenon in phase change alloys. In the past a
powerful scheme has been devised to connect structural properties with stoichiometry and glass
forming ability, called bond constraint theory [224, 225, 226, 156, 8]. The rigidity of a system
is governed by constraints. Three constraints are needed to fix a particle in space, while in the
case of less constraints, the particle gains freedom and the system is called floppy7, if there
are more than three constraints one speaks of a rigid system. The regime of floppy and rigid
glasses is separated by the so called intermediate phase for which the glass has extraordinary
properties [228]. Usually the composition window for which the intermediate phase exists is
narrow [228]. Within this window the glass formation is almost reversible and the network
structure in a quasi equilibrium and shows only weak aging [228]. There are different ways to
count the constraints on a particle, and it depends on the coordination number of an atom
(bond-stretching constraints) and bond bending interactions [224, 229, 156]. Furthermore,
recently a connection between the temperature dependence of viscosity - i.e. fragility - and
rigidity was suggested, concluding that floppy and stressed rigid glasses are more fragile liquids,
while so called intermediate glasses, i.e. glasses between the floppy and rigid regime tend to be
strong liquids [230].
Most phase change materials show common features in terms of rigidity and topology, which
follows from the alloys bonding characteristics, being stressed rigid glasses and fragile liquids
[8]. Micoulaut et al. have been able to convincingly draw a map for ternary Ge-Sb-Te systems,
and identify alloys on the GeTe−Sb2Te3 pseudobinary line as being stressed rigid [156].
It has also been tried to obtain coordination numbers and thus the number of constraints
from EXAFS measurements by Baker et al. [206]. However this was carried out under assump-
tions concerning hierarchy in bond energies and, deriving from this the number, bond bending
constraints [206]. Furthermore the result of the study by Baker et al. is not compatible to what
we believe to know about phase change alloys. They conclude that amorphous Ge2Sb2Te5 would
be in a stress free state and a good glass former with nc = 3.07. Of course the definition
whether something is "good" or "bad" is quite arbitrary and compared to some ordinary metal
Ge2Sb2Te5 surely is a good glass former. However compared with other alloys like SiO2 it is not.
Therefore the term "good" glass former would be counterintuitive as phase change alloys have
to be quenched fast to reach the amorphous phase. If a liquid is strong, i.e. the fragility is low,
it is probable that the liquid can easily be undercooled. In the case of Ge2Sb2Te5 exotic mea-
sures have to be taken amorphize crystalline bits, which is basically only possible on nm scales.
7In floppy glasses so called floppy phonon modes are observed [224, 227].
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According to Micoulaut the number of constraints, nc = 3.07 reported by Baker et al. would
qualify the alloy as an intermediate glass and therefore it would be likely a strong liquid [230].
The number can furthermore not be put into agreement with DFT calculations (nc = 3.57±0.12
i.e. stressed rigid and fragile/bad glass former)[156]. Usually to quantify whether an alloy is good
or bad glass former the ratio of glass transition temperature Tg and melting temperature Tm is
used as a measure. For a good glass former it holds Tg ≈ 2/3Tm 8, e.g. for SiO2 Tg /Tm ≈ 0.7 [232].
Typical values for phase change alloys are in the range of Tg /Tm = 0.49−0.56 [200, 111].
A class of systems that show systematic variation of drift is obtained when varying system-
atically the ratio of the isoelectronic germanium with tin in (Gex ,Sny )Tex+y systems. The
experimentally determined drift coefficient is shown in figure 4.4. It decreases significantly as
germanium is substituted by tin.
 0.04
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Figure 4.4: The drift coefficient clearly decreases as germanium atoms are subsequently replaced by tin
atoms. Measurements and evaluation by J. Luckas, G. Bruns, A. Piaristeguy, C. Longeaud
and M. Wuttig (unpublished).
As the Ge-Sn-Te systems show pronounced variations in the drift behavior, identification of
the drift with an increase of the rigidity of the alloy would be intuitively, as a rigid glass would
leave less room for rearrangement of the atoms upon pressure, time or temperature. In the
model of Karpov, this might correlate to the barrier heights and thus the time dependence of
structural relaxations.
8Also known as the Beaman-Kautzman rule [231]
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A systematic analysis of GeTe, Ge3Sn1Te4 and Ge2Sn2Te4 was carried out. In the case of
GeTe a density of 5.6g/cm3 was selected in accordance to experiments. For Ge3Sn1Te4 and
Ge2Sn2Te4 investigations by Herpers yielded for both about 5.9±0.05g/cm3, a value chosen for
the calculations [233]. For SnTe no literature value is known due to the very low crystallization
temperature of only 180K which makes any investigations on the amorphous phase difficult
[234]. Therefore the amorphous density of SnTe was fixed to 6.0g/cm3, a density slightly higher
than the value for amorphous GeTe.
The graph 4.7 shows the partial g(r) for the amorphous phases of different alloys averaged
over at least 10ps at 300K. With increasing tin content, the first neighbor systematically shifts
to higher values as expected due to the larger covalent radius of tin (1.45pm) compared to
germanium (1.25pm )[235]. As can be seen in figures 4.7 and 4.6, the order in the pure system
is higher with respect to the well defined second Te-Te distances. However the width of the
first neighbor distance in the total g(r) in the tin-telluride case indicates already higher disorder
in the first shell as the distances are not well defined. It is worth mentioning that Ge3Sn1Te4
and Ge2Sn2Te4 appear to be extremely similar. An analysis of the coordination of atoms was
performed and the results are illustrated in figure 4.5. Apart from the binary GeTe, all investigated
tin containing alloys show only a comparably small negligible fraction of tetrahedrally oriented
atoms. The percentages of tetrahedral sites of Ge3Sn1Te4, Ge2Sn2Te4 and SnTe are equal within
the errors. The amount of tetrahedras found in GeTe is in good agreement with the value reported
by Mazzarello et al. , who reported 23% of germanium atoms in tetetrahedral configuration
[143]. As the tin content is increased the number of germanium germanium bonds decreases.
Figure 4.6 shows the evolution of bonds versus stoichiometry. Only a vanishing number of
tin-tin bonds can be found in all tin containing alloys which is in contrast to the germanium-
germanium bonds in GeTe. In all systems tellurium-tellurium and tin-germanium bonds are
neglible, indicating a pronounced trend towards tellurium alternation.
Table 4.1 gives the coordination numbers ri for the different alloys. The cutoff radii for the
calculation of the coordination from the g(r)’s are given in the appendix, table 6.5. To gain a
measure for the uncertainty of the values, the cutoff radii were varied by±0.1 A˚ and the deviation
taken as error. As mentioned, the coordination numbers are important input parameters to
be able to calculate the numbers of constraints of a system. Comparing GeTe and SnTe, the
coordination is increased, in particular for tellurium. The coordinations of the elements in
Ge3Sn1Te4 and Ge2Sn2Te4 are practically identical within the errors.
According to Micoulaut the number of constraints, nc can be calculated for Gex Sny Te1−x−y as
nc = 1/2
[
x(rGe− rTe)+ y(rSn− rTe)+ rTe
]+ [x(nBBGe −nBBTe )+ y(nBBSn −nBBTe )+nBBTe ] (4.3)
[156], with the coordination numbers ri and number of bond bending constraints nBBi . Unfor-
tunately, the total number of constraints (nc ) cannot be calculated clearly without ambiguity
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Figure 4.5: Tetrahedral site in the Ge-Sn-Te systems: The percentage of tetrahedral group 14
atoms abruptly vanishes with increasing tin amount. Ge3Sn1Te4 and Ge2Sn2Te4 are equal
within the error. The amount of tetrahedral Ge atoms in GeTe corresponds to the values
reported by Mazzarello (i.e. 23% of germanium tetrahedrally coordinated).
as the number of bond bending constraints, which is obtained by counting the number of
angles for which the second momenta of the angle distributions are below a certain threshold
value, is arbitrary. The problem can be overcome by systematically varying this threshold and
subsequently calculating the corresponding nc ’s, i.e. nc = nc (σthreshold). An example for the
second momenta of the angle distributions is given in figure 4.8. The red lines indicate the
minimal and maximal threshold angles. For all angles between these threshold quantities the
nc ’s are subsequently calculated.
Finally graph 4.10 illustrates the number of constraints for the four alloys, consisting of
contributions of bond stretching and bond bending constraints. The properties of GeTe, i.e.
coordinations, bond bending constraints and total numbers of constraints fit well to the values
reported by Micoulaut et al. [156]. At best, the number of constraints is slightly increasing
with increasing tin content (σthreshold ≥ 22◦), or constant within the errors (σthreshold = 20◦).
The case σthreshold = 25◦ is special in the sense, that very high constraints for Ge2Sn2Te4 and
Ge3Sn1Te4 are resulting. SnTe, with regard to nc , is very similar to GeTe. This might indicate
that the chosen density is too low. In their original paper, Micoulaut et al. further refine their
own model by taking different local environments into consideration, i.e. they account for the
difference of bond bending constraints of tetrahedral and octahedral germanium. Following
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Figure 4.6: Percentages of bonds in Ge-Sn-Te systems versus composition: In the tin systems,
only few homopolar tin bonds are found and no evidence of homopolar tellurium bonds
is observed. Although the numbers of homopolar germanium bonds are well known, tin
shows no tendency to form those. Furthermore tin-germanium bonds are very rare. The
errors are estimated from different runs and fluctuations over time.
their argumentation line, three9 bond bending constraints are found for octahedral and six for
tetrahedral germanium10 [156]. They conclude, that for a fraction of η4 tetrahedral sites, the
number of bond bending constraints can be calculated for germanium as
nBBGe = 3+2η4 (4.4)
[156]. For about 25% tetrahedral germanium sites (see also figure 4.5), i.e. η4 ≈ 0.25. It follows
in this picture that nBBGe ≈ 3.5 thus increasing nc for GeTe by 0.25. This leaves no room for
interpretation anymore unless very high cutoffs σthreshold are chosen (see figure 4.10). Regarding
the coordinates of the famous phase change map, no correlation can be found. How could the
model be improved? While the criterion for number of bond bending constraints cannot be
easily changed, a classification of bonds might be helpful. Xu et al. went into this direction
when examining the numbers of bonds in amorphous Ge2Sb2Te5 . They suggested to decide
whether a bond is formed between two neighboring atoms or not by evaluating the electron
localization function between sites [154]. An even stronger argument could be made by analyzing
91-0-2, 1-0-3, 2-0-3
10well defined angles 1-0-2, 1-0-3,2-0-3,2-0-4,3-0-4
154
4.2 Can it be connected to the constraint theory?
Compound Ge Sn Te total ri
GeTe Ge 0.65±0.12 - 3.47±0.28 4.12±0.40
Te 3.47±0.28 - 0.04±0.01 3.51±0.30
Ge3Sn1Te4 Ge 0.64±0.10 0.09±0.03 3.55±0.31 4.28±0.43
Sn 0.27±0.08 0.27±0.06 4.34±0.33 4.88±0.47
Te 2.66±0.23 1.08±0.08 0.05±0.03 3.79±0.35
Ge2Sn2Te4 Ge 0.48±0.08 0.34±0.07 3.38±0.25 4.21±0.40
Sn 0.34±0.07 0.34±0.09 4.19±0.34 4.87±0.5
Te 1.69±0.13 2.09±0.17 0.05±0.02 3.86±0.31
SnTe Sn - 0.17±0.08 4.13±0.36 4.30±0.44
Te - 4.13±0.36 0.24±0.14 4.37±0.50
Table 4.1: Ge-Sn-Te coordination numbers: The table gives the coordination numbers ri for the
different Ge-Sn-Te alloys averaged over at least 10ps at 300K. The total coordination
numbers increase from GeTe to SnTe with Ge3Sn1Te4 and Ge2Sn2Te4 being almost identical
within the error.
COHPs between neighboring sites allowing a more in depth understanding of the bonds in the
amorphous [67, 75].
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Figure 4.7: The partial g (r ) for the amorphous phases of different alloys averaged over at least
10ps at 300K: With increasing tin content, the first neighbor systematically shifts to
higher values as expected due to the larger covalent radius of tin (1.45pm) compared to
germanium (1.25pm )[235]. As can be seen the order in the pure System is higher with
respect to the well defined second Te-Te distances. However the width of the first neighbor
distance in the total g(t) in the tin-telluride case indicate already higher disorder in the
first shell. It is worth mentioning, that Ge3Sn1Te4 and Ge2Sn2Te4 appear to be extremely
similar.
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Figure 4.8: The second momenta σ of the angle distributions of the Ge-Sn-Te systems: The
red lines indicate the minimal and maximal threshold angles. For all angles between these
threshold quantities the nc ’s are subsequently calculated. Obviously no big differences in
the sharpness can be observed. A slight trend is noticeable for the tellurium atoms 1-0-2,
1-0-3 and 2-0-3 angles.
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Figure 4.9: Angle distributions of the four Ge-Sn-Te systems.
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Figure 4.10: The number of constraints for the Ge-Sn-Te systems: The x-axis identifies the alloy,
while the y-axis illustrates the corresponding number of constraints, nc . For each alloy nc
is calculated for a set of second momenta σthreshold. Apart from a very low/conservative
σthreshold = 20◦ threshold momenta the number of constraints is slightly increasing or
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CHAPTER 5
Summary and outlook
The understanding of phase change materials is of great importance because it enables us to
predict properties and tailor alloys which might be even better suitable to tackle challenges of
future memory applications. Within this thesis two topics have been approached: on the one
hand the understanding of the alloy In3Sb1Te2 and on the other hand the so called resistivity
drift of amorphous Ge-Sn-Te phase change materials.
The main topic of this work covers an in depth discussion of the ternary alloy In3Sb1Te2.
At first glance, this alloy does not fit into the established concepts of phase alloys: e.g. the
existence of resonant bonding in the crystalline phase is not obvious, the number of p-electrons
is very low compared to other phase change alloys and indium containing amorphous phase
change alloys are usually not discussed in literature1. For the first time a complete description
of In3Sb1Te2 alloy is given in this work for the crystalline phase, amorphous phase and crys-
tallization process. In addition comparisons are drawn to typical phase change materials like
Ge2Sb2Te5.
An experimental investigation of crystalline and amorphous In3Sb1Te2 was conducted (sec-
tion 3.1); the investigations delivered important quantities of the alloy like density, resistivity
and dielectric function. Unfortunately the resonant bonding criterion2, which helped in the
past to identify phase change materials, is not applicable due to the very high conductivity of
the crystalline phase (section 3.1.2.6). Furthermore the observed density suggests the existence
of vacancies. A model for the metastable crystalline phase has been presented (section 3.2).
Calculations revealed that vacancies are not an intrinsic property of this material at low tem-
peratures in contrast to pseudobinary Ge-Sb-Te alloys (section 3.2.4.1, page 52) and that it is
most to have an indium and a antimony-tellurium sublattice. The entropy terms which arise
1An exception is the recent discussion of In1Ge1Te2 by Spreafico et al. [109].
2Shportko et al. [34].
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due to the existence of these vacancies have been identified to stabilize the system and explain
the density found in the experiment. Taking into account the knowledge of conventional phase
change alloys like Ge2Sb2Te5, it is expected that the crystalline phase of a phase change material
is dominated by resonant bonding which is established by delocalized p-bonds [34]. Resonant
bonding is expected to be strong for np = 3. With np = 2.3 in In3Sb1Te2, a sixfold coordination
is not obvious. In a crystalline vacancy free phase of In3Sb1Te2 a diffuse bond length of the
fifth and in particular sixth neighbor is found at finite temperatures. In addition long lifetimes
are calculated for those neighbors which hints towards at least four strong bonds (see section
3.2.4.1). Phonon calculations in the harmonic approximation show that the indium sublattice
exhibits a large dynamic Debye Waller Factor (see figure 3.29 on page 69). This is in contrast
to alloys like Ge2Sb2Te5 where a stabilizing tellurium sublattice exists with small Debye Waller
Factors. The Debye Waller Factor of indium in crystalline vacancy-free In3Sb1Te2 is very close to
values in rocksalt Ge2Sb2Te5 for germanium [144].
The understanding of a phase change material is not complete without an investigation of
the amorphous phase and its transition to the crystalline state. Therefore a lot of attention
was paid in the past to the amorphous phase of phase change materials and the significance
of structural motifs. In particular simple pictures have been proposed to explain the stability
of the amorphous phase on the one hand and speed of the crystallization process on the other
hand. To prepare the discussion of amorphous In3Sb1Te2 and due to the fact that only little
literature is available about amorphous indium containing phase change alloys, different indium
containing compounds like In15Sb85, Ag1In1Te2 and InTe have been investigated and compared
to known alloys like Ge15Sb85 and pure antimony (section 3.3). For In15Sb85, Ag1In1Te2 and
InTe tetrahedral indium sites in the amorphous phase have been identified. Finally different
models of amorphous In3Sb1Te2 have been generated with various codes. The amorphous
phase of In3Sb1Te2 shows no preference for fourfold rings like other phase change alloys (e.g.
Ge2Sb2Te5 [144], GeTe [143]). A number of tetrahedral indium sites have been found depending
on the density during the melt quench (section 3.3). These sites show a pronounced temperature
dependence. Upon increasing the annealing temperature the amorphous system appears
to become more octahedral and a Peierls like distortion around antimony atoms vanishes
(figure 3.56, page 115). Close to the crystallization temperature tetrahedral sites are rare. It
could be shown that In3Sb1Te2 can be crystallized in calculations for a wide temperature range
(500−666K) and varying densities (crystalline density, amorphous density and two in between)
(section 3.4). The crystallization event is accompanied by a change in total energy which is bigger
than the value reported in experiments (for other phase change alloys a similar discrepancy
is reported, e.g. for GeTe figure 3.65, page 129). This finding might be related to grain effects
or shortcomings of the amorphous phase. The crystallized phase confirms that an indium
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sublattice is favorable. Similar to observations in crystallization calculations of Ge2Sb2Te5, no
even distribution of vacancies is visible on the timescales computationally accessible [160]. The
crystallization process itself seems to originate from two dimensional structures which would be
compatible with the idea of resonant bonding mediated by 2.3 p-electrons per atom (figure 3.62,
page 122). The critical nucleus in the calculations is small and probably in the order of ten atoms.
It is not possible to give reliable numbers for the crystallization velocity or crystallization times
because a substantial spread of values is observed (e.g. figure 3.58, page 117 and figure 3.58,
page 117). As the crystallization occurs, strong change in the PDOS3 is taking place (see figure
3.64, page 128). Relative to the acoustical modes the intensity of the optical modes is increasing
for indium. In comparison the change in the vibrational properties of antimony and tellurium is
marginal. This indicates that the strongest change in bonding occurs for indium atoms and not
antimony and tellurium. Finally In3Sb1Te2 has been compared to other phase change alloys by
introducing a variable which measures the bond length deviation from typical covalent bonds for
the elements and scales well with the resonant bonding criterion (section 3.5.2). According to this
variable In3Sb1Te2 would be a phase change alloy although the experimental resonant bonding
criterion (by Shportko et al. [34]) fails in this case. The presented discussions of In3Sb1Te2 pave
the way for the understanding of alloys like In1Ge1Te2 or systematic investigations of other alloys
with high indium content. To complete the crystallization studies, it would be of interest to test
experimentally whether In3Sb1Te2 is growth or nucleation dominated. At the same time it would
be desirable to test the actual speed of doped InTe alloys in cells in the future and try to confirm
the vacancy distribution by atom probe measurements.
Chapter 4 of this thesis covers the issue of resistivity drift, i.e. the increase of resistivity of
amorphous phase change alloys with aging. This drift effect greatly hampers the introduction of
multilevel phase change memory devices into the market (section 4.1).
Recently a systematic decrease of drift coefficient with stoichiometry has been observed in our
group going from Ge4Sn0Te4 over Ge3Sn1Te4 to Ge2Sn2Te4. Only by understanding the origin of
the drift effect, new alloys with low coefficients can be tailored. Inspired by the Karpov model
(for description see section 4.1 or the original paper [236]) it is tested whether a link between so
called constraint theory and drift could be drawn (section 4.2). As it turns out, this is not the case.
Indeed in the first approximation4 an increase in the number of constraints with simultaneous
decrease in drift is observed when going from Ge4Sn0Te4 to Ge3Sn1Te4 under certain conditions5.
However when Ge3Sn1Te4 and Ge2Sn2Te4 are compared, no change in the number of constraints
can be derived within the errors, although the experimental drift coefficients differ considerably
3Phonon density of states.
4See also page 154.
5I.e. the angle threshold has to be larger than 20◦
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(figure 4.4, page 151). A refinement of the detection of constraints (e.g. COHPs) might give more
insights in the future.
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Figure 6.1: The cost of vacancies in Ge2Sb2Te4: The presented data has been digitalized and
modified from the paper of Wuttig et al. [45]. The negative y-axis indicates that in this
system germanium and antimony vacancies are favorable.
rc in A˚ Ag In Te
Ag 3.4 3.2 3.2
In 3.2 3.4 3.3
Te 3.2 3.3 3.2
Table 6.1: Cutoff radii for the calculation of coordination numbers of Ag1In1Te2.
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In3Sb1Te2: In at 50K
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Figure 6.2: Angular limited triplet correlations for crystalline In3Sb1Te2 at two temperatures:
On the x and y axis the distances to neighbors are given which lie within an angle of 165◦.
No Peierls distortion patterns are visible whatsoever. It is instructing to compare this graph
to the situation in the amorphous phase for which a Peierls pattern is supressed around
antimony at high temperatures (figure 3.56, page 115).
rc in A˚ In-In/Ge-Ge Ge/In-Sb Sb-Sb
InSb 3.00 3.50 3.20
GeSb 3.00 3.25 3.30
Sb - - 3.50
Table 6.2: The table displays the cutoff radii rc for the calculation of the coordination number
of the amorphous alloys In15Sb85, In15Sb85 and Sb at 300K. The according coordination
numbers can be found in table 3.5.
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rc in A˚ In Sb Te
In 3.50 3.50 3.50
Sb 3.50 3.25 3.5
Te 3.5 3.5 .30
Table 6.3: The table displays the cutoff radii rc for the calculation of the coordination number of the
amorphous alloy In3Sb1Te2 at 300K. The according coordination numbers can be found in
table 3.5
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Figure 6.3: The ratio of bonds with tetrahedral indium for amorphous In3Sb1Te2 for antimony
and tellurium and percentages of edge, corner sharing and isolated tetrahedrons:
On the left: because the ratio of the elements antimony and tellurium in In3Sb1Te2 is 1 : 2,
it can be concluded that tellurium atoms are disproportionally involved when tetrahedral
indium sites are found. On the right: corner and edge sharing tetrahedras exist in the
amorphous phase. At higher temperatures d the errors become extremely large.
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Figure 6.4: X-ray diffraction patterns at different points in time during a crystallization simu-
lation run: The curves display simulated x-ray diffraction patterns of the system at the
beginning (1), the onset of crystallization (2), the end of the crystallization event (3) and
the end of the simulation (4) for a hypothetical wavelength of 1.542nm. The total energy
versus time can be found in graph 3.58 on page 117.
n 5 4 3 2
ΩD in K 139.9 149 166.63 216.43
A0 ∝λtrωD /ω2p in µΩcm 0.86 0.69 0.52 0.35
ρ0 in µΩcm 10.39 10.39 10.38 10.36
χ2 0.010 0.009 0.008 0.010
Table 6.4: Grüneisen fit parameters for different exponents n. For n = 3 the fit for the 250K annealed
In3Sb1Te2 sample becomes best, however to prove this point more measurements would be
mandatory. In literature n = 5 is reported to indicate that the resistance is due to scattering
of electrons by phonons [35, 131].
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Figure 6.5: The dependence of Tc of capped In3Sb1Te2: It can be demonstrated, that the crystal-
lization temperature of In3Sb1Te2 thin films is increased as a capping layer of ZnS−SiO2 is
applied on the thin film during sputter deposition. The shown films possess a thickness of
74nm.
rc in A˚ GeTe Ge3Sn1Te4 Ge2Sn2Te4 SnTe
Ge-Ge 3.00 3.00 3.00 -
Ge-Sn - 3.25 3.25 -
Ge-Te 3.25 3.25 3.25 -
Sn-Te - 3.50 3.50 3.50
Sn-Sn - 3.50 3.50 3.50
Te-Te 3.25 3.25 3.25 3.25
Table 6.5: The table gives the cutoffs rc for the calculation of the coordination numbers of GeTe,
Ge3Sn1Te4, Ge2Sn2Te4 and SnTe.
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