It works by connecting both ends of a pipeline of shell commands to an APL statement.
The output of the first part of the APL expression fills the pipe connected to the standard input of the fist command in the pipeline of shell commands; the next part of the APL expression receives the output of the pipe connected to the standard output of the the last command in the pipeline.
The commnrtds may be execxtted in the same processor, or remotely, with no change in syntax. Pipes data B through she. commands L, and back into APL.
Data returned will be a vector; and may be empty. Data returned will be character, as must be both L, R L, R will be s~nt in ravel order. (I currently require them to be vector) If the shell command line requires no data, then R is ignored (and may be empty) i.e.:
She11Progs <-els *.sh "-/*.she m I, If the shell command line returns no data, then the data returned will be null (empty vector This calls an existing powerful non-finear-parameter fitting routine, giving it as command line arguments both -s : approximate starting values for the coefficients, and -n : the number of data paiw.
The Fmtran routine reads the data pairs from it's standard input, and writes the optimum coefficients (among other inlormation) to its standard output. APL ~en uses these coefficients to generate a curve for comparison.
This has the advantages that specialised or highly efficient system or pro-compiled routines (or a pipeline of such commands) can be used in the middle of a sequence of APL operations; that the syntax of the comrlmands is either pure traditional APL, or pure shell commands, both of which are likely to be already known; and that it is sufficiently powerful to include within it the functionality of other more ad hoc constructs.
Frt~hnry ef Pipe
I first implemented plpe a number of yeats ago (and then documented it in an internal UKC APL manual dated 12th Jan. 83).
The amount of code needed to add plpe is quite modest (just a few pages of C); one might hope that it would be added to all versions of APL running on systems that supports shells with pipes -even the Atari ST has Mark Williams' Msh, Beckmeyer's MT-Csh, and Poletiek's CRAFT/GPsheU.
Pipe was originally added as an exten~on to a version of APL under Unix that has been variously written/worked on by Ken Thompson, Ross Harvey, Douglas I.amam,
It has proved to be a powerful, flexible and useful tool, and is now employed in many of my routines. As well as giving these routines access to shell and pre-compiled programs, Further Points on use and syntax:
APL Quote
One could permit pipe to accept numeric data, and convert it internally to character; although I was tempted by this, I felt it wise to leave it as accepting only character, as a reminder to naive users that what comes out of pipe is to be treated as character. Numeric data usually has to be in a particular format, anyway, even when in character form.
With regard to the choice of passing character data only dow~ the pipelines, I wanted a mechanism that would be independent of what at the end of the pipe : i.e. of both the version of say Fortran/Pascal/...etc., and of the hardware it was running on. Thus each end knows hog' to do it's own conversion to and from character, and so does it. If one insists on preparing data inside APL, to fit some arcane format, then one must use [2DR to fool APL into thinking that it has characters for output. It is then quite clear in the code that one is doing something non-standard.
It is unforn~tate that the 'information flow' in APL is right to left, but in standard shell script left to right. However one is used to both of them, and so there is little confusion. If this is felt to be of concern, shells in the newer multiprcc.essor operating systems do not have this restriction on their syntax, as discussed next.
APL + Multiple Processors: Piping
It is with the advent of multiprecesraw systems, and the wish to use A.PL to easily access the power of these, that I feel it is now parliculafly relevant to raise this pipe mechanism for discussion.
There are currently many different multiprocessor configurations under active investigation around the world; Vector and Array prcr.~ssors are clearly applicable, and have in the past been implemented; it is however the highly flexible Multiple Instruction Multiple Data (MIMD) configurations that currently are of great interest, (particularly with the advent of systems containing multiple 1.5 MFiop "1'800 floating point Tmnsputers).
If we consider the ways that we can most easily ufilise the power of these systems, answers are clearly : a) to attempt to apply APL.
b) to make whatever use we can of the multitask/multiprc~essor operating systems and shells that are under development for use with them.
If we examine one of these systems (Helios), we find that the concept of a pipe between processes is extended, to allow piping in either direction (i.e. to either left or fight), or even bidirectionally. A further vital extension is the addition of named pipes, termedfifos (fii'st in first out buffers). Th~ allow both the easy definition of closed ring topologies, and also enable configurations where a pipe is written to at one point in a serial program, and read at a later point when the result is needed.
Thus one of the ways that we can use APL is as components in a (complex) structure of processes, with each component farmed out by the OS to a different processor.
It is for the more complex configurations, particularly ones where the 'main' program is in APL, that adding this ability to pipe data to and from a shell external to APL gives us the 'hooks' that we need to effectively exploit the mul5processing capability on such machines from day one. By the careful use of tiros, we have the option of synchronous or nonsynchronous communication and processing.
Other techniques may be more powerful in particular instances (such as the ability to expficidy initiate processes on remote processors) but will undoubtedly take longer to implement, and be less 'clean' than this straight forward piping mechanism.
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