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Abstract
This work deals with the integration of nonsmooth flexible multibody systems with impacts and dry friction.
We develop a framework which improves a non-impulsive trajectory of state variables by impulsive correction
after each time-step if necessary. This correction is automatic and is evaluated on the same kinematic level
as the piecewise non-impulsive trajectory. The resulting overall mixed timestepping scheme is consistent with
respect to impacts and friction as well as benefits from advantages of the base integration schemes used to
calculate the approximation inside the time-step. Therefore, we compare the generalized-α method, the Bathe
method and the ED-α method.
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1 Introduction
Nonsmooth mechanical systems are characterized by jumps in the system’s velocities or accelerations. Typical
examples with impacts or dry friction can e.g. be found in automotive, railway or robotics applications [11, 23,
2, 29, 34, 26, 47]. Hence, we deal with impulsive and non-impulsive periods. There are two types of integration
methods to handle nonsmooth motion: event-driven schemes and timestepping schemes. On the one hand,
event-driven schemes, i.e., with event detection, are highly recommendable in non-impulsive periods because
of their high integration order. The drawback of event-driven schemes is that they cannot represent an infinite
accumulation of impacts. On the other hand, timestepping schemes are applicable in impulsive periods but they
are of integration order one in both impulsive and non-impulsive periods [2]. Integration schemes known from
computational mechanics [28, 17, 46, 8, 16, 48] usually suffer from oscillations in the relative contact velocities
at least if impulsive periods occur [27].
In [38, 40, 41], classic timestepping schemes [30, 25, 32, 33] are improved by splitting the non-impulsive
and impulsive forces, such that the advantages of event-driven and timestepping schemes are conserved and
the disadvantages are avoided. The approach is theoretically based on time-discontinuous Galerkin methods.
Hence, we assume jumps for the velocity across discretization intervals, such that non-impulsive forces benefit
from higher order trial functions and impulsive reactions yield local integration order one automatically. For
the piecewise linear velocity trial functions discussed, an effective algorithm and framework are presented. In
the case of finite element applications, it is shown however that the base integration scheme may get unstable
without additional damping because of its half-explicit nature. That is why, we derive different timestepping
methods based on the general framework of impulsive corrections and non-impulsive base integration schemes
but leave the time-discontinuous Galerkin setting. We use base integration schemes like the generalized-α
method [15], the Bathe-method [6] and the ED-α method [9] within mixed timestepping schemes [20, 1]
†This is a preprint of a paper submitted to Multibody System Dynamics.
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for high-frequency damping instead. A comparison between acceleration and velocity level [5, 22, 18, 42]
for multi-contact cases is studied in [40, 41]. We evaluate both the non-impulsive forces and the impulsive
reactions on the advanced velocity level using the projection formulation for convex sets together with semi-
smooth Newton methods [4, 14, 35, 39].
Timestepping methods for structural dynamics are evaluated among other criteria based on two well understood
and appreciated characteristics: unconditional stability and high frequency dissipation [31, 24, 15, 45, 8]. The
first criterion ensures that the stability of the method does not depend on the time-step size. The other require-
ment concerns the algorithmic dissipation and damping properties for non-physical high-frequency modes. In
structural dynamics, large scale movements and lower modes are frequently of particular interest whereas high
frequencies are not considered or only get into the system as spurious oscillations due to the discretization.
However, the high-frequency modes affect the numerical and convergence properties of the system especially
in the nonlinear regime. Hence, it is desirable to reduce these frequencies by numerical damping. The intensity
of the damping should be controllable and should affect the lower modes as less as possible. In order to meet
the above mentioned criteria, a variety of integration methods has been developed and optimized with regard
to the desired properties. The HHT-formalism [24] and the generalized-α-method [15] are two well known
methods based on the Newmark-scheme [31]. Having a controlling parameter for high frequency damping and
second-order accuracy for the generalized coordinates and the Lagrange multipliers mark the generalized-α
method as a good choice for numerical integration [5]. An extended version of the generalized-α method for
nonsmooth problems is presented in [13, 12]. However, the global accuracy remains order one in the presence
of constraint forces. An undesirable property is that the damping parameters have to be selected and acceptable
values depend on the characteristics of the problem being solved. The damping parameter in Newmark-based
integrators plays a very important role as the high frequency oscillations may effect the results and even con-
vergence of the finite element solver [10, 40, 41]. Recently, new attempts have been made to overcome such
problems, among those, we focus on two schemes: the Bathe-method and the ED-α method, which both use
extra information in each time interval. The Bathe-method combines the use of the trapezoidal rule and the
Euler backward method [6]. It has been shown that the additional midpoint information can result in a more
robust simulation in the nonlinear analysis and can avoid nonphysical large contact forces. The Bathe-method
is also effective in the linear analysis [7]. The ED-α (Energy Decaying) scheme is proved to be one of the
most effective methods in solving stiff nonlinear finite element problems. The ED-α method is based on a
variational interpretation of Runge-Kutta methods and time-discontinuous Galerkin (TDG) methods [9]. It has
been shown that the ED-α scheme benefits from unconditional stability in the nonlinear regime and also damps
out the unresolved and spurious high frequencies using tunable parameters [10].
Among different examples in the area of nonlinear structural dynamics, flexible multibody systems [44, 8] are
of interest for the present paper. Sudden impacts and persistent contacts in addition to the nonlinear behavior of
the system due to large displacements and deformation increase the difficulty to solve the system of equations
properly and increase the level of sensitivity regarding stability [40, 41]. As an example, we consider a flexible
slider-crank mechanism with clearance and dry friction. The numerical damping capabilities are explored by
means of an elastic connecting rod, while the other parts of the system are assumed to be rigid bodies. The
derivation and evaluation of the system matrices and vectors is oriented towards [44] by applying the floating
frame approach. For the elastic connecting rod, we consider a beam type element with three degrees of freedom
at each node. Hence in Sect. 2, we explain the equations of motion of nonsmooth mechanical systems and mixed
timestepping schemes, which benefit from high-frequency damping. Their damping behavior is compared for
a simple linear system with large stiffness and bilateral constraint. In Sect. 3, the slider-crank mechanism is
introduced. Sect. 4 carries out the validation of the algorithm by comparing the results with the rigid body
studies in [21]. The convergence order is studied by comparing the results with a Simpack1 simulation. The
damping properties of different time integration schemes are discussed in detail based on the amplitudes of
the frequency spectrum and percentage of period elongations. In addition, a modal analysis is undertaken.
Sect. 5 summarizes mixed timestepping schemes with high-frequency damping based on powerful and stable
implicit time integration algorithms from computational mechanics such as the generalized-α method, the
Bathe-method, and the ED-α method for complex nonlinear systems in structural dynamics. This paper is
based on the student work [36].
1http://www.simpack.com/
2 Equations of motion and time-discretization
In this section, we first derive the general form of the dynamic equations of motion for flexible multibody
systems subject to unilateral contacts and friction (Fig. 1). An example is the slider-crank mechanism for a
Figure 1: Slider crank mechanism.
predefined gap between slider and the bordering wall. We discuss how such mechanical system can be modeled
and how the time evolution of such systems can be obtained by numerical integration. Therefore, we introduce
and discuss the properties of the generalized-α method, the Bathe-method, and the ED-α method for solving
the equations of motion implicitly in time. For each method, we solve for impulsive forces Λ and non-impulsive
forces λ based on the idea of separation of impact and contact forces [38, 40, 41].
2.1 Nonsmooth approach
The nonsmooth approach is a method for modeling mechanical systems with unilateral contacts and friction
using set-valued force laws. We consider the slider in Fig. 1, which slides, sticks or impacts on the cylinder
wall. For each corner of the slider, normal gN and tangential gT gaps as well as normal λN and tangential λT
reaction forces have to be evaluated according to Fig. 2.
Body 1
Body 2
Body 1
gN
λN
λN
λT
λT
Figure 2: Normal gap as well as normal and tangential contact force.
The associated set-valued friction law of Coulomb-type is shown on the right-hand side of Fig. 3. Regarding the
sliding case, the friction force is given explicitly. Regarding the sticking case, the friction force is set-valued and
determined according to an additional algebraic constraint. The nonsmooth approach changes the underlying
λN
λN ≥ 0,gN = 0
λN = 0,gN ≥ 0
gN g˙T
λT
g˙T = 0
λT =±µλN
closed contact
open contact
stick
slip
Figure 3: Contact laws.
mathematical structure if required and leads to a proper description of the mechanical systems (left-hand side
of Fig. 3). As a consequence of the changing mathematical structure, impacts can occur and the time evolution
of the positions and the velocities cannot be assumed to be continuously differentiable anymore. Therefore,
additional impact equations and impact laws have to be defined, which are discussed in the following sections.
2.1.1 Timestepping integrators
Timestepping schemes are based on a time-discretization of the system dynamics including the contact condi-
tions in normal and tangential direction. The whole set of discretized equations and constraints is used to com-
pute the next state of the motion. In contrast to event-driven schemes, these methods need no event-detection
and are very robust in application. Moreover in the following section, a time discretization is used where the
constraints are satisfied on velocity level. The accuracy of classic timestepping schemes is low. We propose
higher order integration methods with high-frequency damping to process non-impulsive periods of the motion
with larger time-step sizes and increased integration order.
2.1.2 Normal contact law
The contact law for normal constraints is depicted on the left-hand side of Fig. 3. The normal contact force
λN vanishes if the bodies are separated (gN > 0) and can only be positive if the bodies are in contact (gN = 0).
These constraints together form a complementarity condition:
0≤ gN ⊥ λN ≥ 0 . (1)
2.1.3 Coulomb’s friction law
Coulomb’s friction law is used to model friction forces. It states that the sliding friction force is proportional
to the normal force of a contact. The amount of the static friction force is less than or equal to the maximum
static friction force, which is also proportional to the normal force of a contact. The sliding friction force has
the opposite direction of the relative velocity of the frictional contact. For closed contacts, the overall contact
law in tangential direction is
‖λ T‖ ≤ µλN for g˙T = 0∧gN ≤ 0 ,
λ T =− g˙T‖g˙T‖
µλN for g˙T 6= 0∧gN ≤ 0 .
(2)
The coefficient of friction µ , in general, is a function of the relative velocity. We assume it to be a constant
value.
2.1.4 Projection formulation
The projection formulation transforms the conditions shown in Fig. 3 in equivalent equations using convex
analysis. The proximal point to x in a convex set C is defined by the projection [37]
projC : IR→ IR , x 7→ projC(x) = arg minx∗∈C‖x− x
∗‖ . (3)
With this definition, we express the normal contact law on velocity level as
λNi−projIR+0
(
λNi− rg˙Ni
)
= 0 (4)
for all contacts belonging to the index set of closed constraints
I1 =
{
k ∈I0 : gNk ≤ 0
}
, (5)
where I0 contains all constraints. The arbitrary auxiliary parameter r > 0 represents the slope of the regular-
izing function; it may be used for stabilizing the solution process [39]. In the same manner, we formulate the
Coulomb friction law (2) as
λ Ti−projCT (λNi )
(
λ Ti− rg˙Ti
)
= 0 (6)
for all contacts in I1, where the corresponding convex set is given by
CT : IR→P
(
IR2
)
: y 7→CT (y) =
{
x ∈ IR2 | ‖x‖ ≤ µ|y|} . (7)
2.1.5 Newton’s law of impact
For countable time instances t j, the evolution of the slider-crank mechanism might get impulsive. For some
component k∗ of the gap function gNk∗ (q(t j)) = 0 but gNk∗ (q(t)) > 0 for t j − δ ≤ t < t j and an appropriate
δ > 0. This possibly leads to jumps in the velocity variables. Their derivatives do not exist anymore in the
classical sense [38, 40, 41]. We have to define the left-hand and right-hand limits:
g˙−N j := limt↑t j
g˙N (t) , g˙
−
Tj := limt↑t j
g˙T (t) , (8)
g˙+N j := limt↓t j
g˙N (t) , g˙
+
Tj := limt↓t j
g˙T (t) . (9)
Then, the Lagrange multipliers describe the finite impulsive interaction in the sense of distributions:
ΛN j = limδ↓0
∫ t j
t j−δ
λNdt , ΛTj = limδ↓0
∫ t j
t j−δ
λ Tdt . (10)
Newton’s impact law describes the elasticity of the collision by considering the local velocities before (g˙−j ) and
after (g˙+j ) the impact:
0≤ g˙+N j + εN g˙−N j ⊥ ΛN j ≥ 0 , (11)∥∥ΛTj∥∥≤ µΛN j for g˙+Tj + εT g˙−Tj = 0 , (12)
ΛTj =−
g˙+Tj∥∥∥g˙+Tj∥∥∥µΛN j for g˙+Tj + εT g˙−Tj 6= 0 , (13)
where εN and εT are the coefficients of restitution in normal and tangential direction, respectively. Therefore
for the normal impact equations, we get
ΛN j −projIR+0
(
ΛN j − r(g˙+N j + εN g˙−N j)
)
= 0 . (14)
For the tangential impact equations, we get
ΛTj −projCT (ΛNj )
(
ΛTj − r(g˙+Tj + εT g˙−Tj)
)
= 0 . (15)
2.2 Equation of motion for a multibody system
By determining the kinetic energy of the deformable bodies, the virtual work of the internal and external forces
and the kinematic constraints that describe mechanical joints as well as specified bilateral or unilateral con-
straints, one can use Lagrange’s equation to write the system equations of motion for multibody systems:
Mq¨+Cq˙+Kq= h+WNλN+W Tλ T , (16)
where M is the mass matrix, C is the damping matrix, K is the stiffness matrix, WN and W T are constraint
matrices in normal and tangential direction, respectively, λN and λ T are normal and tangential contact forces,
respectively, and h combines the effect of external forces and the quadratic velocity vector. If an impact occurs,
the impact equations
M j
[
v+j − v−j
]
=WN jΛN j +W TjΛTj , (17)
Newton’s impact law (11) with restitution coefficient εN ∈ [0,1] and Newton’s impact law (13) with εT ∈ [0,1]
have to be solved.
2.3 Summary of computational algorithm
The idea is to combine both the non-impulsive motion and the impulsive motion within one consistent integra-
tion scheme. First, this integration scheme has to model impacts and velocity jumps automatically if necessary.
Second, it has to switch to effective higher order integration with all kinds of nice benefits of sophisticated
integration schemes for differential algebraic equations. We introduce a framework, which is derived from a
time-discontinuous Galerkin setting as proposed in [40, 41]. It is more abstract and includes integration schemes
for differential algebraic equations as base integration schemes on velocity level for one time-step from ti to
ti+1. With this propagation at the end of the time-step, we can check by the same activity rules, i.e., index set
calculations on velocity level with I1, if new contacts have been closed:
∃k∗ : gNk∗ (qi)> 0∧gNk∗ (qi+1)≤ 0 . (18)
In this case, we just correct the solution for the velocity variables and calculate v+i+1 with the impulsive forces
ΛNi+1 and ΛTi+1 . If
@k∗ : gNk∗ (qi)> 0∧gNk∗ (qi+1)≤ 0 , (19)
we just set v+i+1 = v
−
i+1. The overall algorithm can be summarized as shown in Fig. 4.
As an example, Fig. 5 shows the slider at different time-steps before and after an impact. The dotted line
represents the normal gap velocity before an impact. Going from ti+5 to ti+6, there is no new active contact
point. Hence, we just have to solve for non-impulsive forces on velocity level to avoid further penetration. We
notice the usual drift-off effect (gNk (qi+6) ≤ 0) after imposing the contact forces λN on velocity level which
only constrains g˙Ni+6 ≥ 0.
We proceed with explaining the generalized-α method as a base integration scheme. Then, we focus on how
to calculate impulsive corrections. The Bathe-method as well as the ED-α method are further base integration
schemes, which can be used instead of the generalized-α method. We explain them and compare the properties
of all three base integration schemes at the end of the following section.
specify characteristics, end time T ,
time-step size ∆t
compute unknowns qi+1, v
−
i+1 at ti+1
using base integration scheme
is there a new impact?
noyes
compute ΛNi+1 , ΛTi+1 ΛNi+1 = 0, ΛTi+1 = 0
v+i+1 = v
−
i+1 +M
−1
i+1
(
WNi+1ΛNi+1 +WTi+1ΛTi+1
)
ti+1 < T
no
stop
i= i+1
i= 0
yes
Figure 4: Flowchart of computational algorithm [40, 41].
2.4 Generalized-α method
According to [5], the generalized-α method for flexible multibody systems can be summarized as follows:
Mi+1ai+1+Ci+1v−i+1+Ki+1qi+1 =
h−i+1+WNi+1λNi+1 +W Ti+1λ Ti+1 , (20)
(1−αm)Ai+1+αmAi = (1−α f )ai+1+α f ai , (21)
qi+1 = qi+∆tv
+
i +∆t
2 [(0.5−β )Ai+βAi+1] , (22)
v−i+1 = v
+
i +∆t [(1− γ)Ai+ γAi+1] , (23)
q0 = q(0) , v
+
0 = v(0) , (24)
a0 =M−10
(
h0−K0q0−C0v+0
)
, A0 = a0 , (25)
where qi is the vector of generalized coordinates, vi is the vector of generalized velocities, ai is the vector
of generalized accelerations, Ai is the vector of acceleration-like auxiliary variables, defined by the recurrence
relation (21), and ∆t is the time-step size.
ΛN λNΛN
ΛN
λN
ΛN
g˙N
t
i i+5 i+6i+4i+3i+2i+1
Figure 5: Transition from impulsive to non-impulsive reactions.
2.4.1 General characteristics
The displacement and velocity update (22) and (23) are identical to those of the Newmark algorithm. The
structure of these update equations is obtained using Taylor series expansion about ti. The crucial task is to
determine the relationship between the algorithmic parameters, αm, α f , γ , and β . With appropriate expressions
for γ and β , and if αm = 0, the algorithm reduces to the HHT-α method. The generalized-α method, with
parametric values given in (26), is unconditionally stable for linear problems, second order accurate possessing
an optimal combination of high-frequency and low-frequency dissipation:
αm =
2ρ∞−1
ρ∞+1
,
α f =
ρ∞
ρ∞+1
,
γ =
1
2
−αm+α f ,
β =
1
4
(1−αm+α f )2 ,
(26)
where ρ∞ ∈ [0,1] is the spectral radius of the amplification matrix at the high frequency limit. The stability
region is indicated by the shaded area in Fig. 6 (A). In order to have a better insight on the effect of the different
parameters on the eigenvalues of the amplification matrix, we plot the spectral radius and the relative period
error with respect to ∆t/T , i.e., the time-step divided by the period T = 2pi/ω . First, we consider a special
case of the generalized-α method by setting αm = 0 (HHT method). From Fig. 6, we are allowed to choose
α f between 0 and 0.5 (Fig. 7). We see a cusp after we pass the point E. Using optimum values for the
generalized-α method as introduced in (26), we see the behavior of the method for different ρ∞ in Fig. 8 from
the no-dissipation case (ρ∞=1) to the so-called asymptotic annihilation case (ρ∞=0), or moving along the red
dotted line from point D to point B. In order to observe the properties of different regions in Fig. 6, we plot the
spectral radius for point A and point C (Fig. 9). If we select the αm and α f values away from the dotted line
(‖λ∞3 ‖=
∥∥∥λ∞1,2∥∥∥), we may expect the cusp. Figure 9 shows how we can modify the αm and α f values for point
A and point C in order to have the same ρ∞ but with smooth transition instead. Further properties can be found
in A.
ρ∞ = [0,1]
α f
αm
λ 13 =−1
λ 11,2 =−1
∥∥λ 13 ∥∥= ∥∥∥λ 11,2∥∥∥
−1 −1/2 0 11/2
1/2
A
B
C
D
E
HHT
generalized-α
Figure 6: Generalized-α stability region in αm-α f space, different test case A(−1,1/2), B(−1,0),
C(−1,−1/2), D(1/2,1/2), E(0,1/3) [15].
2.4.2 Calculation of contact forces on velocity level
Using (1) and (2) together with (16), we calculate contact forces λNi+1 and λ Ti+1 . We interpret (1) and (2) on
velocity level [40, 41]:
λNi+1 =
{
0 if gNi > 0
projIR+0
[
λNi+1− r g˙−Ni+1
]
else
, (27)
λ Ti+1 =
{
0 if gNi > 0
projCT (λNi+1 )
[
λ Ti+1− r g˙−Ti+1
]
else
, (28)
using the projection-formulation row-by-row and a predictor for closed contacts gNi ≤ 0. Thereby, the local
velocities satisfy
g˙−Ni+1 =W
T
Ni+1v
−
i+1 , g˙
−
Ti+1 =W
T
Ti+1v
−
i+1 , (29)
and depend on λNi+1 and λ Ti+1 because of the implicit representation. Hence, we calculate equivalent forces
λNi+1 and λ Ti+1 such that the given local velocities are projected into their respective admissible space. Using
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Figure 7: Properties of the HHT-method for different α = α f , αm = 0.
(23), (21) and (20), we substitute:
g˙−Ni+1 = FNi+1 +∆tγ
1−α f
1−αm
{
GNi+1λNi+1 +GNTi+1λ Ti+1
}
, (30)
g˙−Ti+1 = FTi+1 +∆tγ
1−α f
1−αm
{
GTNi+1λNi+1 +GTi+1λ Ti+1
}
, (31)
where
FNi+1 =W
T
Ni+1v
+
i +∆t (1− γ)W TNi+1Ai+∆tγW TNi+1
(
1−α f
1−αm M̂
−1
i+1R̂i+1+
α f
1−αm ai−
αm
1−αmAi
)
, (32)
FTi+1 =W
T
Ti+1v
+
i +∆t (1− γ)W TTi+1Ai+∆tγW TTi+1
(
1−α f
1−αm M̂
−1
i+1R̂i+1+
α f
1−αm ai−
αm
1−αmAi
)
, (33)
and
GNi+1 =W
T
Ni+1M̂
−1
i+1WNi+1 , GNTi+1 =W
T
Ni+1M̂
−1
i+1W Ti+1 , (34)
GTi+1 =W
T
Ti+1M̂
−1
i+1W Ti+1 , GTNi+1 =W
T
Ti+1M̂
−1
i+1WNi+1 (35)
are called Delassus matrices with the effective mass matrix
M̂i+1 =Mi+1+∆tiγ
1−α f
1−αmCi+1+∆t
2
i β
1−α f
1−αmKi+1 (36)
and the effective right-hand side
R̂i+1 = h−i+1−Ci+1v+i −
(
∆ti (1− γ)−∆tiγ αm1−αm
)
Ci+1Ai−∆tiγ α f1−αmCi+1ai−Ki+1qi−∆tiKi+1v
+
i (37)
−
(
∆t2i (0.5−β )−∆t2i β
αm
1−αm
)
Ki+1Ai−∆t2i β
α f
1−αmKi+1ai . (38)
We focus on active contacts and transform (27) and (28) formally using row-by-row interpretation:
λNi+1,I i1 = projIR+0
[
λNi+1,I i1 − rg˙
−
Ni+1,I i1
]
, (39)
λ Ti+1,I i1 = projCT (λNi+1 ,I i1 )
[
λ Ti+1,I i1 − rg˙
−
Ti+1,I i1
]
. (40)
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Figure 8: Properties of the generalized-α method for different ρ∞.
Thereby, the index set of closed constraints at ti is given by
I i1 =
{
k ∈I0 : gNk(qi)≤ 0
}
. (41)
In the multi-contact case, active contacts might be depending. Hence, we cannot use a nonsmooth Newton
method but we solve (39), (40) by a nonsmooth variant of the Gauss-Newton method, i.e., we choose an
approximate root
(
λ¯N,I1 , λ¯ T,I1
)
of the function
f : IR|I1|× IR2|I1|→ IR|I1|× IR2|I1| ,
(λN,I1 ,λ T,I1) 7→ f (λN,I1 ,λ T,I1)
=
 λN,I1−projIR+0 [λN,I1− rg˙−N,I1(λN,I1 ,λ T,I1)]
λ T,I1−projCT (λN,I1 )
[
λ T,I1− rg˙−T,I1(λN,I1 ,λ T,I1)
] , (42)
with the Moore-Penrose pseudoinverse operator pinv. Using the Gauss-Newton algorithm, we calculate un-
known contact forces with the following iterative algorithm:(
λ¯N,I1 , λ¯ T,I1
)
= (0,0) , f¯ = f
(
λ¯N,I1 , λ¯ T,I1
)
while
∥∥ f¯∥∥> tol
∇ f
(
λ¯N,I1 , λ¯ T,I1
)
=
(
I 0
0 I
)
−
(
ΘN(I− r∆tγ 1−α f1−αmGN,I1) ΘN(−r∆tγ
1−α f
1−αmGNT,I1)
ΘT (−r∆tγ 1−α f1−αmGTN,I1) ΘT (I− r∆tγ
1−α f
1−αmGT,I1)
)
(
λ¯Nnew,I1 , λ¯ Tnew,I1
)
=
(
λ¯N,I1 , λ¯ T,I1
)−pinv(∇ f (λ¯N,I1 , λ¯ T,I1)) f¯(
λ¯N,I1 , λ¯ T,I1
)
=
(
λ¯Nnew,I1 , λ¯ Tnew,I1
)
f¯ = f
(
λ¯N,I1 , λ¯ T,I1
)
end
(43)
The occurring Heaviside functions
ΘN : IR|I1|× IR2|I1|→ diag|I1|,|I1| , ΘNkk
(
λN,I1 ,λ T,I1
)
=
{
0 if λNk − rg˙−Nk < 0
1 else
, (44)
ΘT : IR|I1|× IR2|I1|→ diag|I1|,|I1| , ΘTkk
(
λN,I1 ,λ T,I1
)
=
{
0 if
∥∥∥λTk − rg˙−Tk∥∥∥> µ |λNk |
1 else
, (45)
are interpreted row-by-row and we use r = 0.1 without adaptation to improve convergence of the numerical
scheme [39].
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Figure 9: Smooth transition of cases A and C by modifying α f and αm.
2.5 Assignment of impulses
If on the other hand, there is at least one inactive gap function (gNk∗ (qi)> 0) at ti that becomes active (gNk∗ (qi+1)≤
0), an impact occurs in a rigidly connected component of its source. Hence, we update the velocity at ti+1 using
(17):
v+i+1 = v
−
i+1+M
−1
i+1WNi+1ΛNi+1 +M
−1
i+1W Ti+1ΛTi+1 , (46)
where ( )− and ( )+ denote the parameter at ti+1 before and after the impact, respectively. For the computation
of v+i+1, ΛNi and ΛTi , we write (11) and (13) on velocity level row-by-row:
ΛNi+1 =

0 if gNi+1 > 0
projIR+0
ΛNi+1− r (g˙+Ni+1 + εN g˙−Ni+1)︸ ︷︷ ︸
˙¯gNi+1
 else , (47)
ΛTi+1 =

0 if gNi+1 > 0
projCT (ΛNi+1 )
ΛTi+1− r (g˙+Ti+1 + εT g˙−Ti+1)︸ ︷︷ ︸
˙¯gTi+1
 else . (48)
Equation (17) can be used to eliminate g˙+Ni+1 and g˙
+
Ti+1 , row-by-row resulting in
ΛNi+1,I i+11 = projIR+0
[
ΛNi+1,I i+11 − r ˙¯gNi+1,I i+11
]
, (49)
ΛTi+1,I i+11 = projCT (ΛNi+1 ,I i+11 )
[
ΛTi+1,I i+11 − r ˙¯gTi+1,I i+11
]
. (50)
Again we look for the roots of
f : IR|I1|× IR2|I1|→ IR|I1|× IR2|I1| ,(
ΛN,I1 ,ΛT,I1
) 7→ f (ΛN,I1 ,ΛT,I1) =
(
ΛN,I1−projIR+0
[
ΛN,I1− r ˙¯gN,I1(ΛN,I1 ,ΛT,I1)
]
ΛT,I1−projCT (ΛN,I1 )
[
ΛT,I1− r ˙¯gT,I1(ΛN,I1 ,ΛT,I1)
]) , (51)
with a nonsmooth Gauss-Newton method as in (43). The derivative of f at
(
ΛN,I1 ,ΛT,I1
)
is given by
∇ f
(
ΛN,I1 ,ΛT,I1
)
=
(
I−ΘN(I− rGN,I1) ΘN(−rGNT,I1)
ΘT (−rGTN,I1) I−ΘT (I− rGT,I1)
)
. (52)
The occurring Heaviside functions
ΘN : IR|I1|× IR2|I1|→ diag|I1|,|I1| ,ΘNkk
(
ΛN,I1 ,ΛT,I1
)
=
{
0 if ΛNk − r ˙¯gNk < 0
1 else
, (53)
ΘT : IR|I1|× IR2|I1|→ diag|I1|,|I1| ΘTkk
(
ΛN,I1 ,ΛT,I1
)
=
{
0 if
∥∥ΛTk − r ˙¯gTk∥∥> µ |ΛNk |
1 else
, (54)
are interpreted row-by-row. We use r = 0.1∆t without adaptation to improve convergence of the numerical
scheme. In nonlinear dynamics, we have to apply an iterative algorithm to calculate unknowns at ti+1 based on
updating mass, stiffness, damping, gap functions and external forces. In case of no impact applying the fixed
point iteration method, we obtain the unknowns at ti+1 using the generalized-α algorithm for each time step:
Generalized-α time integration scheme
Set k = 0
q0i+1 = qi, v
0
i+1 = vi, a
0
i+1 = ai, A
0
i+1 = Ai
M0i+1 =Mi, h
0
i+1 = hi, W
0
Ni+1 =WNi , W
0
Ti+1 =W
0
Ti , K
0
i+1 = Ki, C
0
i+1 =Ci
while true
calculate λ kNi+1 ,λ
k
Ti+1 with Gauss-Newton algorithm
ak+1i+1 =
[
M̂
k
i+1
]−1(
R̂
k
i+1+W
k
Ni+1λ
k
Ni+1 +W
k
Ti+1λ
k
Ti+1
)
Ak+1i+1 =
1−α f
1−αm a
k+1
i+1 +
α f
1−αm ai−
αm
1−αmAi
vk+1i+1 = vi+∆ti (1− γ)Ai+∆tiγAk+1i+1
qk+1i+1 = qi+∆tivi+∆t
2
i (0.5−β )Ai+∆t2i βAk+1i+1
if
∥∥vk+1i+1 − vki+1∥∥< tol v−i+1 = vk+1i+1 break
Mk+1i+1 =M
(
qk+1i+1
)
, hk+1i+1 = h
(
qk+1i+1 ,v
k+1
i+1
)
Ck+1i+1 =C
(
qk+1i+1 ,v
k+1
i+1
)
, Kk+1i+1 = K
(
qk+1i+1 ,v
k+1
i+1
)
W k+1Ni+1 =WN
(
qk+1i+1
)
, W k+1Ti+1 =W T
(
qk+1i+1
)
k = k+1
end
(55)
2.6 Bathe-method
The Bathe-method [7] is an effective implicit time integration scheme, which has been proposed for the finite
element solution of nonlinear problems in structural dynamics. Various important attributes have been demon-
strated. In particular, it has been shown that the scheme remains stable without the use of adjustable parameters.
For this method, the complete time step ∆t is subdivided into two equal sub-steps. For the first sub-step the
trapezoidal rule is used and for the second sub-step the 3-point Euler backward method is employed, as it is
described in (58) to (61).
2.6.1 General characteristics
According to [7], we have to consider the dynamic equilibrium for time t+∆t and t+∆t/2 which is indicated
using index i+1 and index i+1/2:
Mi+ 12 ai+ 12 +Ci+ 12 vi+ 12 +Ki+ 12 qi+ 12 = hi+ 12 +WNi+ 12
λN
i+ 12
+W T
i+ 12
λ T
i+ 12
, (56)
Mi+1ai+1+Ci+1v−i+1+Ki+1qi+1 = h
−
i+1+WNi+1λNi+1 +W Ti+1λ Ti+1 , (57)
vi+ 12 = v
+
i +
∆ti
4
(
ai+ai+ 12
)
, (58)
qi+ 12 = qi+
∆ti
4
(
v+i + vi+ 12
)
, (59)
v−i+1 =
1
∆ti
qi−
4
∆ti
qi+ 12 +
3
∆ti
qi+1 , (60)
ai+1 =
1
∆ti
v+i −
4
∆ti
vi+ 12 +
3
∆ti
v−i+1 , (61)
a0 =M−10 (h0−K0q0−C0v0) . (62)
In Fig. 10 for ρ∞ = 0, we compare the Bathe-method and the generalized-α method. We notice that the Bathe-
method preserves the low-frequency oscillation better than the similar generalized-α method, and of course
both avoid high-frequency vibrations. Total annihilation is important to avoid high frequency noises generated
by the time integration algorithm. The Bathe-method shows a better behavior for the period error in comparison
to the generalized-α method and the classic Newmark method. Further properties can be found in B.
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Figure 10: Comparison of second-order methods: Newmark method, generalized-α method and Bathe-method.
2.6.2 Calculation of contact forces on velocity level
Using the Bathe-method (58)-(61), we have to modify the implicit representation of gap velocities in (29). We
have to solve for the unknowns first at t+∆t/2 and then at t+∆t:
g˙Ni+1/2 = FNi+1/2 +
4
∆t
{
GNi+1/2λNi+1/2 +GNTi+1/2λ Ti+1/2
}
, (63)
g˙Ti+1/2 = FTi+1/2 +
4
∆t
{
GTNi+1/2λNi+1/2 +GTi+1/2λ Ti+1/2
}
, (64)
where
FNi+1/2 =W
T
Ni+1/2
{
−vi− 4∆t qi+
4
∆t
K̂
−1
1 R̂1
}
, (65)
FTi+1/2 =W
T
Ti+1/2
{
−vi− 4∆t qi+
4
∆t
K̂
−1
1 R̂1
}
, (66)
and
GNi+1/2 =W
T
Ni+1/2K̂
−1
1 WNi+1/2 , GNTi+1/2 =W
T
Ni+1/2K̂
−1
1 W Ti+1/2 , (67)
GTi+1/2 =W
T
Ti+1/2K̂
−1
1 W Ti+1/2 , GTNi+1/2 =W
T
Ti+1/2K̂
−1
1 WNi+1/2 . (68)
After calculation of the unknowns at ti+1/2 for the second half of the interval, we have:
g˙−Ni+1 = FNi+1 +
3
∆t
{
GNi+1λNi+1 +GNTi+1λ Ti+1
}
, (69)
g˙−Ti+1 = FTi+1 +
3
∆t
{
GTNi+1λNi+1 +GTi+1λ Ti+1
}
, (70)
where
FNi+1 =W
T
Ni+1
{
1
∆t
qi−
4
∆t
qi+1/2+
3
∆t
K̂
−1
2 R̂2
}
, (71)
FTi+1 =W
T
Ti+1
{
1
∆t
qi−
4
∆t
qi+1/2+
3
∆t
K̂
−1
2 R̂2
}
, (72)
and
GNi+1 =W
T
Ni+1K̂
−1
2 WNi+1 , GNTi+1 =W
T
Ni+1K̂
−1
2 W Ti+1 , (73)
GTi+1 =W
T
Ti+1K̂
−1
2 W Ti+1 , GTNi+1 =W
T
Ti+1K̂
−1
2 WNi+1 . (74)
The matrices K̂1, K̂2, R̂1 and R̂2 are defined in (75)-(76). Once we have calculated the velocities v−i+1, the
computation of the impulsive forces is given in Sect. 2.5. The generalized-α method and the Bathe-method
use the same procedure to update the calculated velocities after the impact. In case of no impacts, applying the
fixed point iteration method for each time step of the Bathe-method, we get:
Bathe time integration scheme: first half step
Set k = 0
q0i+1/2 = qi, v
0
i+1/2 = vi, a
0
i+1/2 = ai
M0i+1/2 =Mi, h
0
i+1/2 = hi, W
0
Ni+1/2 =WNi , W
0
Ti+1/2 =W
0
Ti , K
0
i+1/2 = Ki
while true
calculate λ kNi+1/2 ,λ
k
Ti+1/2 with Gauss-Newton algorithm
K̂k1 =
16
∆t2
Mki+1/2+
4
∆t
Cki+1/2+K
k
i+1/2
R̂
k
1 = h
k
i+1/2+M
k
i+1/2
(
16
∆t2
qi+
8
∆t
vi+ai
)
+Cki+1/2
(
4
∆t
qi+ vi
)
qk+1i+1/2 =
[
K̂k1
]−1(
R̂
k
1+W
k
Ni+1/2λ
k
Ni+1/2 +W
k
Ti+1/2λ
k
Ti+1/2
)
vk+1i+1/2 =−vi+
4
∆t
(
qk+1i+1/2−qi
)
ak+1i+1/2 =−ai+
4
∆t
(
vk+1i+1/2− vi
)
if
∥∥∥vk+1i+1/2− vki+1/2∥∥∥< tol break
update Mk+1i+1/2, h
k+1
i+1/2, W
k+1
Ni+1/2
, W k+1Ti+1/2
k = k+1
end
(75)
Bathe time integration scheme: second half step
Set k = 0
q0i+1 = qi+1/2, v
0
i+1 = vi+1/2, a
0
i+1 = ai+1/2
M0i+1 =Mi+1/2, h
0
i+1 = hi+1/2, W
0
Ni+1 =WNi+1/2 , W
0
Ti+1 =W
0
Ti+1/2 , K
0
i+1 = Ki+1/2
while true
calculate λ kNi+1 ,λ
k
Ti+1 with Gauss-Newton algorithm
K̂k2 =
9
∆t2
Mki+1+
3
∆t
Cki+1+K
k
i+1
R̂
k
2 = h
k
i+1+M
k
i+1
(
12
∆t2
qi+1/2−
3
∆t2
qi+
4
∆t
vi+1/2−
1
∆t
vi
)
+Cki+1
(
4
∆t
qi+1/2−
1
∆t
qi
)
qk+1i+1 =
[
K̂k2
]−1(
R̂
k
2+W
k
Ni+1λ
k
Ni+1 +W
k
Ti+1λ
k
Ti+1
)
vk+1i+1 =
1
∆t
qi−
4
∆t
qi+1/2+
3
∆t
qk+1i+1
ak+1i+1 =
1
∆t
vi− 4∆t vi+1/2+
3
∆t
vk+1i+1
if
∥∥vk+1i+1 − vki+1∥∥< tol v−i+1 = vk+1i+1 break
update Mk+1i+1/2, h
k+1
i+1/2, W
k+1
Ni+1/2
, W k+1Ti+1/2
k = k+1
end
(76)
2.7 ED-α method
In energy decaying schemes, we develop robust algorithms for integrating stiff nonlinear finite element prob-
lems in time. The basic motivation behind these schemes is that classical algorithms that are unconditionally
stable and high frequency dissipate in the linear regime, loose their properties in the nonlinear regime [10]. We
typically interpret the stages q j, v j, a j as field variables associated with the time t
+
i . In this sense, the unknown
fields are allowed to create a jump discontinuity at the beginning of the time step that is responsible for the high
frequency damping behavior of the scheme [9].
M ja j+C jv j+K jq j = h j+WN jλN j +W Tjλ Tj , (77)
Mi+1ai+1+Ci+1v−i+1+Ki+1qi+1 = h
−
i+1+WNi+1λNi+1 +W Ti+1λ Ti+1 , (78)
v j = v+i +∆tiαAR [α (a j−ai)−ai+1+ai] , (79)
v−i+1 = v
+
i +
∆ti
2
(a j+ai+1) , (80)
q j = qi+∆tiαAR
[
α
(
v j− v+i
)− v−i+1+ v+i ] , (81)
qi+1 = qi+
∆ti
2
(
v j+ v−i+1
)
, (82)
a0 =M−10 (h0−K0q0−C) . (83)
In this work for practical implementation of the scheme, the displacements q j and qi+1 are eliminated, leaving a
velocity-based iteration scheme in the 2×ndof unknowns v j and vi+1. However, the overall procedure is more
expensive than other one-stage schemes like the generalized-α method, since the matrices are twice as large.
Note that for αAR = 0 or α = 0, we recover a conserving scheme. The parameter αAR does not control the
asymptotic value of the spectral radius but only controls the cut-off frequency of the scheme and so relative
period errors (Fig. 11). The minimum period elongation is obtained for αAR = 1/6. The method is second order
accurate for arbitrary αAR ≥ 0 and arbitrary ordinary differential equations; third order accuracy is obtained for
the scalar linear model problem in Sect. 2.8 and the special value αAR = 1/6. The parameter α is responsible
for the asymptotic value of the spectral radius, in fact (84) is an optimal choice [10] (Fig. 12):
α =
1−ρ∞
1+ρ∞
,
αAR =
1
6
.
(84)
In case of no impact using (77) to (82) we write:
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Figure 11: Comparison of methods: ED-α method with ρ∞ = 0 and Bathe-method.
ED-α time integration scheme
Set k = 0
q0j = qi , v
0
j = vi , a
0
j = ai
M0j =Mi , h
0
j = hi , W
0
N j =WNi , W
0
Tj =W
0
Ti , K
0
j = Ki
while true
calculate λ kN j , λ
k
Tj , λ
k
Ni+1 , λ
k
Ti+1 with Gauss-Newton algorithm
vk+1c =
[
M̂
k
c
]−1(
R̂
k
c+W
k
Ncλ
k
Nc +W
k
Tcλ
k
Tc
)
qk+1i+1 = c1qi+ c2v
k+1
j + c3v
k+1
i+1
ak+1i+1 = c4v
k+1
i+1 + c5vi+ c6v
k+1
j + c7ai
qk+1j = c8v
k+1
i+1 + c9qi+ c10v
k+1
j + c11vi
ak+1j = c12v
k+1
j + c13vi+ c14ai+ c15v
k+1
i+1
if
∥∥vk+1i+1 − vki+1∥∥< tol v−i+1 = vk+1i+1 break
update Mk+1i+1 , h
k+1
i+1 , W
k+1
Ni+1 , W
k+1
Ti+1
update Mk+1j , h
k+1
j , W
k+1
N j , W
k+1
Tj
k = k+1
end
(85)
The matrices M̂c, R̂c, WNc , W Tc and vectors vc, λ c are defined as
M̂c =
(
c4Mi+1+ c3Ki+1 c6Mi+1+ c2Ki+1
c15M j+ c8K j c12M j+ c10K j
)
, (86)
R̂c =
(
hi+1− c5Mi+1vi− c7Mi+1ai− c1Ki+1qi
h j− c13M jvi− c14M jai− c9K jqi− c11K jvi
)
, (87)
WNc =
(
WNi+1 0
0 WN j
)
, W Tc =
(
W Ti+1 0
0 W Tj
)
, (88)
vc =
(
vi+1
v j
)
, λ c =
(
λ i+1
λ j
)
. (89)
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Figure 12: Comparison of methods: ED-α method with αAR = 1/6 and generalized-α method
i i+1
j = i+
Figure 13: ED-α method in time.
The coefficients c1 to c15 are
c1 = 1 ,
c2 =
∆t
2
, c3 =
∆t
2
,
c4 =
2 αAR α
∆t αAR (α+1)
, c5 =
2 (0.5−αAR α)
∆t αAR (α+1)
,
c6 =
−1
∆t αAR (α+1)
, c7 =
αAR (1−α)
∆t αAR (α+1)
,
c8 =−∆t αAR , c9 = 1 ,
c10 = ∆t αAR α , c11 = ∆t αAR (1−α) ,
c12 =
1
∆t αAR (α+1)
, c13 =
−2 (0.5+αAR)
∆t αAR (α+1)
,
c14 =
−αAR (1−α)
∆t αAR (α+1)
, c15 =
2 αAR
∆t αAR (α+1)
.
(90)
2.8 Comparison of base integration schemes
Our objective in this section is to present the solution of a simple linear system as a model problem to represent
the stiff and flexible parts. We compare the presented base integration schemes and discuss their properties
within the overall framework. We also compare the results for bilateral contact forces using the acceleration
level and velocity level approach to satisfy the constraints. Let us consider the solution of the 3 degree of
freedom mass-spring system shown in Fig. 14 for which the governing equations arem1 0 00 m2 0
0 0 m3
q¨1q¨2
q¨3
+
k1+ k2 −k2 0−k2 k2+ k3 −k3
0 −k3 k3+ k0
q1q2
q3
=
m1γm2γ
m3γ
 . (91)
We use the parameters k1 = 1N/m, k2 = 1N/m, k3 = 1N/m, k0 = 107 N/m, m1 = 1kg, m2 = 1kg, m3 = 1kg,
γ = 9.81m/s2. In the left part of Fig. 14, a stiff spring is used to represent, for example, an almost rigid
connections [7], while the other springs represent the flexible parts of the structural model.
q1
γk2
k1
k3
(a)
k3
k2
k1
q1
q3
q2
q2
m2
m1
m3
m3
m2
m1
k0
(b)
Figure 14: Model problem of a three degree of freedom mass-spring system, (a): model with stiff spring, (b):
model with bilateral constraint.
The highest frequency in case (a) is fmax = 503.3Hz, which is due to the stiff spring with stiffness k0. The exact
trajectory for mass number 3 is plotted using ∆t = 10−4 s to represent it more properly, and the time-step size
for comparison of different base integration schemes is chosen as ∆t = 10−3 s. Figure 15 shows the response
of the first two degrees of freedom which are connected with the soft springs. As we observe, the response
from different base integration schemes follows the reference solution coming from modal analysis. The only
important difference is the phase shift due to numerical integration which is minimum for the ED-α method.
The response of mass number 3 which is connected to the rigid wall with a stiff spring is shown in Fig. 16.
The generalized-α method with ρ∞ = 0.8 is able to represent the high frequency vibration with some phase
shift, however the other methods damp out this high frequency mode in a few time steps. Using ∆t = 10−3 s,
i.e., a sampling frequency fs = 1000Hz, we have to make sure that all frequencies higher than
fs
2 = 500Hz are
damped out, in order to avoid chattering in the response.
Figure 17 shows the difference between simulation results if we try to satisfy the constraint on acceleration and
velocity level. We conclude that using the acceleration level results in a constant residual velocity for mass
3, and of course a linear drift-off effect and violation of the constraint. The calculation of contact forces is
straightforward and follows the reference solution (Fig. 18). Using the velocity level, the contact force needs
to be calculated with an additional integration. This calculation results in a constant position error for this
model problem. Using the velocity level results in an oscillatory behavior for the acceleration of mass 3 which
means that we expect the same oscillatory behavior for the calculation of contact forces (Fig. 18). Inserting
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Figure 15: Displacement, velocity and acceleration of masses 1 and 2 for various integration methods.
additional damping for the numerical integration results in better approximations of contact forces and avoids
those artificial high frequencies. The results using the Bathe-method or the ED-α method are similar to the
results using the generalized-α method with ρ∞ = 0.0. It is worth to mention that the highest frequency in the
system is fmax = 0.8717Hz, i.e., ∆tT = 0.0436, which means that the oscillatory behavior of the contact force in
case of no damping comes from the structure of the generalized-α method and has nothing to do with the poor
representation of high frequencies in the system (model (a)). We conclude that the unsymmetrical structure of
the Bathe-method or the ED-α method helps to improve the calculation of contact forces in case of model (b).
A similar observation has already been formulated in [40, 41] for the application of half-explicit timestepping
schemes on velocity level on examples, which discuss an impacting elastic bar or a rubbing rotor.
3 Application to a flexible multibody system
We consider the slider-crank mechanism shown in Fig. 19, where l1 is the length of the crank and l2 the initial
length of the connecting rod for the undeformed state. The inertia of rigid crank, flexible connecting rod and
rigid slider consist of translational masses, i.e., m1, m2 and m3, as well as of rotational inertia values, i.e., J1, J2
and J3 for the undeformed state. For the flexible connecting rod, we consider ρ and E as density and Young’s
modulus, respectively. The cross-sectional area is given by A=HD, i.e., the product of height H =m2/(ρl2D)
and thickness D =
√
12J2/m2− l22 of the rod, and the second moment of area is given by I = 112HD3. The
system is subject to gravitation γ [21].
In order to describe the flexible system, the local coordinate system of the connecting rod is located tangentially
in the joint between the crank and the connecting rod. Thus, the basis for a floating frame of reference formu-
lation is accomplished. Such a description is characterized by a separation of the coordinates of an elastic body
into reference and elastic coordinates. The reference coordinates delineate the rigid body movement and consist
of the translational coordinates describing the absolute position of the local coordinate system and the rotational
coordinates describing the orientation by angles. The elastic coordinates capture the flexible movement. Crank
and slider are described by minimal coordinates. For the evaluation of the equations of motion, we consider the
inertia coupling between the different sets of coordinates. The derivation of the system matrices for the given
slider-crank mechanism is studied in C.
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Figure 16: Displacement of mass 3 for various integration methods.
4 Results
The application of the generalized-α method, the Bathe-method and the ED-α method as base integration
schemes of the overall framework to nonsmooth problems with unilateral contacts with friction is discussed in
the following section. First, we show the spatial convergence of the schemes and validate the results comparing
to the rigid case. Finally, we discuss the time integration schemes concerning different aspects.
4.1 Validation for a rigid slider-crank mechanism
Figure 20 shows the convergence for the position of the slider mass center when we increase the number of
elements and run the simulation with ∆t = 10−5 s using the Bathe-method. Specific characteristics are given
in Table 1. The convergence results are comparable for all base integration schemes. For the validation of the
results, we compare an almost rigid system (E = 1015 N/m2) with a rigid multibody system with 3 degrees of
freedom. Figure 21 shows the results for the position of the slider mass center compared to the same simulation
with rigid bodies [21]. The generalized-α method and the Bathe-method are both second order accurate. In
order to show this behavior in a simulation, we consider the specific case of a bilateral contact by setting the gap
c = 0m. Figure 22 shows the convergence when we decrease ∆t. The Slope of the line m shows the accuracy
of the calculations in logarithmic scale. The reference solution is calculated with Simpack2.
4.2 Comparison between generalized-α and Bathe-method
In order to have a better insight for closed gap situations and the calculation of contact forces, some initial
properties of the slider-crank mechanism are changed according to Table 2, whereas the other characteristics
are set according to Table 1 (Fig. 23). The time-step size is ∆t = 10−5 s. In Fig. 24, we see the comparison of
the schemes for the angular displacements θ1 and θ2, i.e., the inclinations of crank and connecting rod, (θ3 = 0).
Both algorithms with different damping values behave almost the same, before and after the impact. Figures 25
and 26 show the comparison for angular velocity and torque at the beam root. If we do not consider enough
damping for the time integration schemes, high frequency oscillations corrupt the system response, especially in
the velocity and stress fields. In this particular case, the results for the generalized-α method with ρ∞ = 0.8,0.5
get unstable soon after t = 0.05s. This algorithm transfers energy from the higher (artificial) to the lower
meaningful modes. Figure 27 shows the comparison of the contact force using the velocity level approach.
2http://www.simpack.com/
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Figure 17: Displacement, velocity and acceleration for mass 1, 2 and 3.
The Bathe-method is able to represent the vibration as the contact is closed, whereas the generalized-α method
results in an additional vibration for the velocity which causes the contact condition to go on and off repeatedly
in time.
4.3 Comparison between ED-α and Bathe-method
Using the data in Table 2 with time-step size ∆t = 10−4 s, we run the same simulations up to t = 0.5s to show
the stability and robustness of the ED-α method and the Bathe-method. Figure 28 shows the comparison of
angular velocities which match perfectly. The phase shift can be explain with the relative period diagram in
Fig. 11. The effect of the phase shift is also noticeable in the calculation of the normal contact force in Fig. 29.
The general behavior and amplitude of the contact force is in good agreement using energy decaying methods.
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Figure 18: Comparison of acceleration and velocity level for the calculation of contact forces.
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Figure 19: Slider-crank mechanism.
Geometrical characteristics l1 = 0.1530m (length crank)
l2 = 0.3060m (length rod)
a= 0.0500m (half-length slider)
b= 0.0250m (half-height slider)
c= 0.0010m (gap)
Inertia properties m1 = 0.0380kg (mass crank)
m2 = 0.0380kg (mass rod)
m3 = 0.0760kg (mass slider)
J1 = 7.4 ·10−5 kgm2 (inertia crank)
J2 = 5.9 ·10−4 kgm2 (inertia rod)
J3 = 2.7 ·10−6 kgm2 (inertia slider)
Force elements γ = 9.81m/s2 (gravitation)
Contact parameters εN1 = εN2 = εN3 = εN4 = 0.4
for slider corners εT1 = εT2 = εT3 = εT4 = 0.0
µ1 = µ2 = µ3 = µ4 = 0.01
Initial conditions θ10 = 0.0
θ20 = 0.0
θ30 = 0.0
ω10 = 150.0rad/s
ω20 =−75.0rad/s
ω30 = 0.0rad/s
Material properties E = 2 ·1011 N/m2
of flexible rod ρ = 7800kg/m3
Table 1: Characteristics of the slider-crank mechanism with unilateral constraints and friction [21].
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Figure 20: Mass center movement for different numbers of elements.
Geometrical characteristics c= 0.0005m
Driven torque for crank T = 1N/m
Contact parameters εN1 = εN2 = εN3 = εN4 = 0.1
for slider corners µ1 = µ2 = µ3 = µ4 = 0.1
Initial conditions ω10 = 0.0rad/s
ω20 = 0.0rad/s
ω30 = 0.0rad/s
Table 2: Modified characteristics of the slider-crank mechanism.
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Figure 21: Mass center movement; comparison to a rigid body simulation.
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Figure 23: Slider crank modified configuration.
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Figure 24: Comparison between generalized-α method and Bathe-method for the angles θ1 and θ2.
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Figure 25: Comparison between generalized-α method and Bathe-method for the angular velocities ω1 and ω2.
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Figure 26: Comparison between generalized-α method and Bathe-method for the torque at the beam root.
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Figure 27: Comparison between generalized-α method and Bathe-method for the active component of the
normal contact force.
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Figure 28: Comparison between ED-α method with ρ∞ = 0 and Bathe-method for the angular velocities.
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Figure 29: Comparison between ED-α method with ρ∞ = 0 and Bathe-method for the normal contact force.
4.4 Comparison of computing time
Based on the setting in Table 1, we analyze the relative central processing unit (CPU) time for the computation
of a rigid slider-crank mechanism. Thereby, we compare the generalized-α method, the Bathe-method and the
ED-α method also with Moreau’s midpoint rule, which is a classic timestepping scheme, and the half-explicit
timestepping scheme (HETS) proposed in [40, 41].
First, we regard the relative CPU time per time-step, exemplary for ∆t = 10−5 s in Table 3 for the bilateral
case. We compare the necessary time-step sizes ∆t and their corresponding relative error with respect to the
Moreau HETS generalized-α Bathe ED-α
Rel. CPU time 1.0 1.35 4.15 4.35 5.00
Table 3: Relative CPU time for ∆t = 10−5 s (bilateral).
reference Simpack solution in Table 4. Thereby, we compute the relative error examplary for the connecting
rod inclination θ2 for a set of considered time instances {tk}Mk=1:
err =
∥∥∥∥(· · · , |θ2(tk)−θ2ref(tk)||θ2ref(tk)| , · · ·
)∥∥∥∥
2
. (92)
For a given time-step size, the computational effort of the new methods is minimal using the generalized-α
∆t 10−4 s 10−5 s 10−6 s
Moreau 1.3 ·101 1.3 ·100 1.3 ·10−1
HETS 0.1 ·100 0.1 ·10−2 0.1 ·10−4
generalized-α 0.1 ·100 0.1 ·10−2 0.1 ·10−4
Bathe 0.7 ·10−1 0.7 ·10−3 1.6 ·10−5
ED-α 1.3 ·10−1 1.3 ·10−3 1.6 ·10−5
Table 4: Comparison of the error ε for different ∆t (T = 0.05s, bilateral).
method as there is no additional midpoint calculation. For the Bathe-method and the ED-α method, we use
one additional point in the time integration algorithm which explains the increase in the computing time. In
case of the ED-α method, the additional point can be interpreted as a jump at the beginning of the interval and
according to (85), we increase the unknowns which have to be solved simultaneously by a factor of 2. The
Bathe-method selects the additional point in the middle of the interval. The unknowns are solved independently
from the unknowns at ti+1. Smaller relative time-steps (∆t2 ) result in smaller changes of the mass matrix, stiffness
matrix and force vector and thus in less calculation time for the unknowns compared to the ED-α method as
we need less iterations to find the unknowns at the middle of the interval compared to the end of the interval.
The old methods are much faster per time-step because of low-order or explicit evaluations. However for a
complete comparison, we have to consider also Table 4. For the same error, e.g. 10−1, the time-step size for the
classic timestepping has to be chosen much smaller than for the remaining four schemes. The benefit of the new
schemes in comparison to the half-explicit timestepping, which is also of second order, is the high-frequency
damping.
For the unilateral case, the solution of the ED-α method with ρ∞ = 0.0, ∆t = 10−7 s is chosen as the reference
solution. Results are given in Tables 5 and 6. They confirm the results of the bilateral case and are even
Moreau HETS generalized-α Bathe ED-α
Rel. CPU time 1.0 1.15 2.72 3.15 3.40
Table 5: Relative CPU time for ∆t = 10−5 s (unilateral).
advantageous for the new methods because of their increased stability.
∆t 10−4 s 10−5 s 10−6 s
Moreau 6.7 ·10−2 6.4 ·10−3 6.4 ·10−4
HETS 1.1 ·10−3 2.8 ·10−5 2.3 ·10−6
generalized-α 2.0 ·10−3 1.2 ·10−4 1.4 ·10−5
Bathe 1.4 ·10−3 7.8 ·10−5 8.9 ·10−6
ED-α 9.4 ·10−4 2.8 ·10−5 2.3 ·10−6
Table 6: Comparison of error ε for different ∆t (T = 0.05s, unilateral).
4.5 Modal approach
A major advantage of the floating frame of reference formulation is that the finite element nodal coordinates
can be easily reduced using modal analysis techniques, based on a reduced set of eigenvectors (C).
The spatial convergence is plotted in Fig. 30 and Fig. 31 when we increase the numbers of mode shapes.
Thereby, the simulation is based on Table 2, the time-step size is ∆t = 10−5 s, the boundary condition is con-
sidered as clamped-free (tangential), and we use the Bathe-method for time integration. After an impact oc-
curred, depending on the boundary condition and impact points, we need more number of modes to describe
the vibration behavior than in the non-impulsive period (before the impact). As far as we deal with nonlinear
problems, slightly different conditions before the impact may result in large changes in time after the impact,
which explains the differences in the results. Considering spectral analysis for the Bathe-method (Fig. 10) af-
ter fcfs =
∆t
T = 10
2, there will be no effective mode in the response. We simply calculate a sufficient number
of modes considering the high frequency dissipation of the Bathe-method. In this case, all frequencies up to
fc = 10
2
10−5 s = 10
7 1/s (which covers the first 52 modes out of total 63 modes) can be effective in the final so-
lution. Results are in good agreement between modal and full FEM simulation for the calculation of normal
contact forces.
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Figure 30: Mass center portrait for modal approach and tangential boundary conditions.
Figure 32 shows the comparison between modal solutions for different boundary conditions. Different boundary
conditions result in different mode shapes and frequencies. Assuming the same impact point and condition we
get different vibration behavior, but the general pattern may be similar.
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Figure 31: Normal contact force convergence for modal approach.
5 Summary and Conclusion
This work deals with the consistent and efficient integration of nonsmooth flexible multibody systems with
impacts and dry friction. We present a timestepping scheme, which evolves from the idea of time-discontinuous
Galerkin methods [40, 41]. However, we abstract this origin and develop a framework which improves a non-
impulsive trajectory by impulsive correction after each time-step if necessary. This correction is automatic and
is evaluated on the same kinematic level as the piecewise non-impulsive trajectory, i.e., on velocity level. The
resulting overall mixed timestepping scheme is consistent for impulses and benefits from higher order in non-
impulsive periods and all advantages of the base integration schemes used to calculate the approximation per
time-step.
We present a nonsmooth adaptation of the generalized-α method, the Bathe method and the ED-α method. It is
applied to a slider-crank mechanism with a flexible connecting rod, impacts and dry friction. The elastic behav-
ior of the connecting rod is compared using the different base integration schemes and a modal approach. The
results are validated with respect to [21] and a rigid body simulation in Simpack. It is shown, that introducing
enough damping for Newmark-type integrators like the generalized-α method results in more stable solutions
for nonsmooth multibody systems especially on velocity and acceleration level in comparison to [40, 41]. It
seems that schemes like the Bathe-method and the ED-α method behave more robust in the nonlinear regime.
These methods are more expensive per time-step but less steps can be used and the methods remain stable,
even if the Newmark-type integrator fails for large deformations and long time duration dynamic response
calculations.
For the future, it is valuable to pursue deeper mathematical analysis of the overall framework with different
base integration schemes to prove the characteristics observed numerically especially for nonlinear multibody
simulation.
A Generalized-α method
For the analysis of the generalized-α method, it is advantageous to reduce the coupled equation of motion to a
series of uncoupled single degree of freedom systems using modal analysis and using eigenvector orthogonality.
The linear single degree of freedom system with angular frequency ω is given by
q¨+ω2q= 0 , (93)
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Figure 32: Comparison between FEM and modal solution for different boundary conditions.
where the terms related to external damping and forces are set to zero to study accuracy and stability properties
of the algorithm. The generalized-α method described in (20) to (25) can be written in the compact form
X i+1 = AgαX i , i ∈ {0, 1, ..., N−1} , (94)
where X i =
(
qi, ∆tvi, ∆t2ai
)T and Agα is the amplification matrix for the generalized-α method. With
D= 1−αm+(1−α f )βΩ2 ,
Ω= ω∆t ,
ω =
√
k/m ,
(95)
it is
Agα =
1
D
1−αm−α fβΩ2 1−αm (12 −β)(1−αm)−βαm−γΩ2 1−αm− (1−α f )(γ−β )Ω2 (1− γ)(1−αm)− γαm− (1−α f )( γ2 −β)Ω2
−Ω2 −(1−α f )Ω2 −(1−α f )
(1
2 −β
)
Ω2−αm
 .
(96)
The accuracy of an algorithm can be determined using the difference equation in terms of the displacement
qi+1−A1qi+A2qi−1−A3qi−2 = 0 , (97)
where A1 is the trace of Agα , A2 is the sum of the principal minors of Agα and A3 is the determinant of Agα . It
can be shown [15] that the algorithm is second order accurate for unconstrained mechanical systems if
γ =
1
2
−αm+α f . (98)
The parameter γ is responsible for numerical dissipation. For γ = 0.5, there is no numerical dissipation, whereas
for values γ > 0.5 the numerical dissipation increases. The stability and numerical behavior of an algorithm
depends on the eigenvalues of the amplification matrix. The spectral radius ρ of an algorithm is defined by
ρ = max(|λ1|, |λ2|, |λ3|) , (99)
where λi is the ith eigenvalue of Agα . An algorithm is unconditionally stable for linear problems if ρ ≤ 1 for all
Ω ∈ [0,∞). The generalized-α method is unconditionally stable provided
αm ≤ α f ≤ 12 , β ≥
1
4
+
1
2
(α f −αm) . (100)
The spectral radius is a measure for numerical dissipation. A smaller spectral radius corresponds to greater
numerical dissipation. Desirable dissipation properties have spectral radius close to unity in the low-frequency
domain; the value smoothly decreases as Ω increases. Typically, in the low-frequency domain, |λ3| ≤ |λ1,2|. To
preserve the smoothness as Ω increases, |λ3| ≤ |λ1,2| for all Ω ∈ [0,∞). Violation of this condition will result in
a cusp in the spectral radius plot where ρ increases as Ω increases (point A in Fig. 6). Calculating limΩ→∞Agα
in (96), we get the following eigenvalues of the amplification matrix in the high-frequency domain:
λ∞1,2 =
1
4β
(
4β − (2γ+1)± j
√
16β − (2γ+1)2
)
,
λ∞3 =
α f
α f −1 ,
(101)
where j =
√−1. High-frequency dissipation is maximized if the principal roots (λ∞1,2) become real, i.e.,
ℑ(λ∞1,2) = 0. It can be shown from (101) that for the generalized-α method, this condition is satisfied if
β =
1
4
(1−αm+α f )2 , (102)
which satisfies the second condition in (100). The generalized-α method can be described in terms of the two
remaining free parameters αm and α f . Using (98) and (102), we rewrite λ∞1,2 in (101) as
λ∞1,2 =
α f −αm−1
α f −αm+1 . (103)
Let ρ∞ denote the user-specified value of the spectral radius in the high-frequency limit. Since we require that
λ3≤ λ1,2 for allΩ, it is ρ = |λ∞1,2|. It has been shown that for a given level of high-frequency dissipation, i.e., for
fixed ρ∞, low-frequency dissipation is minimized if λ∞1,2 = λ∞3 , i.e., if α f = (αm+1)/3 (dotted line in Fig. 6).
It is more convenient to describe this optimal case by defining αm and α f in terms of ρ∞:
αm =
2ρ∞−1
ρ∞+1
, α f =
ρ∞
ρ∞+1
. (104)
It is worth to mention that for the exact solution of (93), we get:
ρex = 1 , Tex =
1
ω∆t
. (105)
B Bathe-method
Applying the Bathe-method (Fig. 33) to the single degree of freedom system introduced in (93), we can write
the amplification matrix [7]:
i i+1/2 i+1
Figure 33: Bathe-method in time; red: trapezoidal rule, green: Euler backward rule.
ABathe =
1
D
−144Ω2+19Ω4 −144Ω2+5Ω4 −28Ω2−96Ω2+Ω4 144−47Ω2 48−4Ω2
144−19Ω2 144−5Ω2 28
 , (106)
where
D=
(
16+Ω2
)(
9+Ω2
)
. (107)
Analyzing the eigenvalues of ABathe shows that the method is unconditionally stable and ρ∞ = 0.
C Floating frame of reference description for a slider-crank mechanism
The following section presents the derivation of the system matrices for the given slider-crank mechanism in
Fig. 34.
θ3
θ1
θ2
X I
Y I
Y i
X i
qi jf2
qi jf3 qi jf1 q
i j
f6
qi jf4
qi jf5
Figure 34: The slider-crank mechanism with flexible rod and unilateral constraints, element j of body i.
C.1 Finite element formulation
For the present problem, we consider the two-dimensional beam element shown in Fig. 34. We describe the
displacement field within the element by the following polynomials in two directions X i and Y i:
wxi = a0+a1x1 , (108)
wyi = a2+a3x1+a4x
2
1+a5x
3
1 . (109)
Using the above relation for the displacement and considering nodal coordinates (Fig. 34) for each element, we
obtain space-independent shape functions of the beam element:
Si j =
(
1−ξ 0 0 ξ 0 0
0 1−3ξ 2+2ξ 3 l (ξ −2ξ 2+ξ 3) 0 3ξ 2−2ξ 3 l (ξ 3−ξ 2)
)
, (110)
where ξ = x/l.
C.2 Floating frame of reference
In the floating frame of reference formulation presented in this section, the configuration of each deformable
body in the multibody system is identified by using two sets of coordinates: reference and elastic coordi-
nates [44]. Reference coordinates define the location and orientation of a selected body reference (X i, Y i and θ i
in Fig. 35). Elastic coordinates describe the body deformation with respect to the body reference (qi j1 to q
i j
6 in
Fig. 34). The motion of the body is defined as the motion of its reference plus the motion of the material points
θ i = θ2
Oi
Y i
X i
X I
O
Y I
Pi
riP
uif
ui0
uiP
Ri
Figure 35: Deformable body coordinate.
on the body with respect to its reference (Fig. 35). We write:
ui jf = S
i jqi jf , (111)
where ui jf =
(
u f1 u f2
)T is the deformation vector of element j of deformable body i, Si j is the shape matrix
of element j, qi jf is the vector of elastic coordinates that contains the time dependent nodal values q
i j
1 to q
i j
6 . For
an arbitrary body i of the system, e.g. the flexible rod in this example, we select a body reference {X i,Y i}, the
location and orientation of which with respect to the global coordinate system are defined by a set of coordinates
called reference coordinates and denoted as qir. For the planar motion of deformable bodies, which is a special
case of three-dimensional motion, the vector qir can be written in a partitioned form as
qir =
(
Ri θ i
)T
, (112)
where Ri is a set of Cartesian coordinates that define the location of the origin of the body reference (Fig. 35)
and θ i is a set of rotational coordinates that describe the orientation of the selected body reference (in the present
planar case, it is a scalar value). There is no rigid body motion between the body and its coordinate system.
The floating frame of reference formulation does not lead to a separation between the rigid body motion and
the elastic deformation.
In the case of a rigid body, the global position of an arbitrary point P on the rigid body can be written in planar
analysis as:
riP = R
i+AiuiP , (113)
where uiP is the local position of point P and A
i is the transformation matrix defined as
Ai =
(
cosθ i −sinθ i
sinθ i cosθ i
)
. (114)
For deformable bodies, the distance between two arbitrary points on the deformable body does not, in general,
remain constant because of the relative motion between the particles forming the body. In this case, the vector
uiP can be written as:
ui jP = u
i j
0 +u
i j
f = u
i j
0 +S
i jqi jf . (115)
According to Fig. 35 and what we have discussed so far, we describe the new position of an arbitrary point Pi
on the flexible body based on reference and elastic coordinates as:
ri jP = R
i+Aiui jP = R
i+Ai
(
ui0+S
i jqi jf
)
. (116)
We summarize all the unknowns which are necessary to calculate the new position of the arbitrary point P in
the vector qi j:
qi j =
Riθ i
qi jf
 . (117)
Differentiating (116) with respect to time yields
r˙i jP = R˙
i
+ A˙iui jP +A
iu˙i jP = R˙
i
+ A˙iui jP +A
iSi jq˙i jf , (118)
where in case of planar motion, we have A˙= Aθ θ˙ . Then, the velocity vector can be written as
r˙i jP =
(
I Aiθu
i j AiSi j
) R˙
i
θ˙ i
q˙i jf
 , (119)
where I is identity matrix, and Aiθ is the partial derivative of the transformation matrix with respect to the
rotational coordinate θ i:
Aiθ =
(−sinθ i −cosθ i
cosθ i −sinθ i
)
. (120)
Equation (119) can also be written as
r˙i jP = L
i jq˙i j , (121)
where Li j =
(
I Aiθu
i j AiSi j
)
.
C.3 Constructing the mass matrix
In this section, we develop the kinetic energy of deformable bodies and point out the differences between the
inertia properties of deformable bodies that undergo finite rotations and the inertia properties of both rigid and
structural systems. Then, we explain how to assemble the total mass matrix considering two rigid bodies (crank
and slider) and joint constraints.
For constructing the mass matrix the following definition of the kinetic energy is used for element j of de-
formable body i:
T i j =
1
2
∫
V i j
ρ i j r˙i j
T
r˙i jdV i j , (122)
where ρ i j and V i j are, respectively, the mass density and volume of the element j, r˙i j is the global velocity
vector of an arbitrary point of the element. Using the expression of the velocity vector (119), we write the
kinetic energy as
T i j =
1
2
q˙i j
T
[∫
V i j
ρ i jLi j
T
Li jdV i j
]
q˙i j , (123)
where Mi j is recognized as the symmetric mass matrix of body i. It is defined as
Mi j =
∫
V i j
ρ i jLi j
T
Li jdV i j =
∫
V i j
ρ i j
 I(Aiθui j)T(
AiSi j
)T
(I Aiθui j AiSi j)dV i j
=
∫
V i j
ρ i j
 I Aiθui j AiSi jui jT ui j ui jT I˜Si j
symm. Si j
T
Si j
dV i j , (124)
where the orthogonality of the transformation matrix Ai
T
Ai = I is used in order to simplify the sub-matrix in the
lower right-hand corner. Further, Ai
T
θ A
i = I˜ with
I˜ =
(
0 1
−1 0
)
. (125)
The mass matrix (124) can also be written as
Mi j =
 mRR mRθ mR fmθθ mθ f
symm. m f f
i j , (126)
where
mi jRR =
∫
V i j
ρ i jIdV i j , mi jRθ =
∫
V i j
ρ i jAiθu
i jdV i j ,
mi jR f =
∫
V i j
ρ i jAiSi jdV i j , mi jθθ =
∫
V i j
ρ i jui j
T
ui jdV i j ,
mi jθ f =
∫
V i j
ρ i jui j
T
I˜Si jdV i j , mi jf f =
∫
V i j
ρ i jSi j
T
Si jdV i j .
(127)
Note that the two sub-matrices mi jRR and m
i j
f f , which are associated, respectively, with the translational reference
and elastic coordinates, are constant. Other matrices, however, depend on the system generalized coordinates.
The mass matrix in the case of a rigid body motion can be written as
Mirigid =
(
mRR mRθ
symm. mθθ
)i
. (128)
In the case of structural systems, the reference coordinates remain constant with respect to time and the mass
matrix of the body in this case is the constant matrix mi jf f . When a deformable body undergoes rigid body
motion, the mass matrix is defined by (127) and the sub-matrices mi jR f and m
i j
θ f represent the coupling between
the reference motion and the elastic deformation.
In the following, we detail each sub-matrix to find a simplified version for more efficient calculation. The
matrix mi jRR can be defined as
mi jRR =
∫
V i j
ρ i jIdV i j =
(
mi j 0
0 mi j
)
= Ii j0 , (129)
where I is the identity matrix and mi j is the mass of the element j of the deformable body i. We write the
sub-matrix mi jRθ as
mi jRθ =
∫
V i j
ρ i jAiθu
i jdV i j = Aiθ
∫
V i j
ρ i j
[
ui j0 +u
i j
f
]
dV i j = Aiθ
[
Ii j1 + S¯
i jqi jf
]
, (130)
where the matrices Ii j1 and S¯
i j are defined as
Ii j1 =
∫
V i j
ρ i jui j0 dV
i j , S¯i j =
∫
V i j
ρ i jSi jdV i j . (131)
The vector Ii j1 is the moment of mass of the body about the axes of the body reference in the undeformed state.
It may vanish if the origin of the body reference is initially attached to the body center of mass. The vector
S¯i jqi jf represents the change in the moment of mass due to the deformation. Using (127), we verify that
mi jR f = A
iS¯i j . (132)
The expression for mi jθθ is
mi jθθ =
∫
V i j
ρ i j
[
ui j0 +u
i j
f
]T [
ui j0 +u
i j
f
]
dV i j =
∫
V i j
ρ i j
[
ui j
T
0 u
i j
0 +2u
i jT
0 u
i j
f +u
i jT
f u
i j
f
]
dV i j
=
(
mi jθθ
)
rr
+
(
mi jθθ
)
r f
+
(
mi jθθ
)
f f
, (133)
in which the sub-matrix mi jθθ reduces to a scalar that can be written as the sum of three components. The first
component,
(
mi jθθ
)
rr
, is the mass moment of inertia in the undeformed state:
(
mi jθθ
)
rr
=
∫
V i j
ρ i jui j
T
0 u
i j
0 dV
i j =
∫
V i j
ρ i j
[(
xi j
)2
+
(
yi j
)2]
dV i j = Ii j2 . (134)
Clearly, this integral has a constant value and does not depend on the body deformation. The last two scalar
components,
(
mi jθθ
)
r f
and
(
mi jθθ
)
f f
, represent the change in the mass moment of inertia of the body due to
deformation. These two components are evaluated according to(
mi jθθ
)
r f
= 2
∫
V i j
ρ i jui j
T
0 u
i j
f dV
i j = 2
[∫
V i j
ρ i jui j
T
0 S
i jdV i j
]
qi jf = 2 I
i j
3 q
i j
f , (135)(
mi jθθ
)
f f
=
∫
V i j
ρ i jui j
T
f u
i j
f dV
i j = qi j
T
f
[∫
V i j
ρ i jSi j
T
Si jdV i j
]
qi jf . (136)
If we use definition (127), we can write the following:(
mi jθθ
)
f f
= qi j
T
f m
i j
f f q
i j
f , (137)
where
mi jf f =
∫
V i j
ρ i jSi j
T
Si jdV i j = Si jf f . (138)
Finally, we introduce
mi jθ f =
∫
V i j
ρ i j
[
ui j0 +u
i j
f
]T
I˜ Si jdV i j = Ii j4 +q
i jT
f S˜
i j
, (139)
where the constant skew symmetric matrix S˜i j is defined as
Ii j4 =
∫
V i j
ρ i jui j
T
0 I˜ S
i jdV i j , S˜i j =
∫
V i j
ρ i jSi j
T
I˜ Si jdV i j . (140)
We conclude that, to completely describe the inertia properties of the deformable body in plane motion, a set
of inertia shape integrals is required. These integrals, which depend on the assumed displacement field, can
be obtained using the Gaussian quadrature method. As we are dealing with polynomials for describing the
displacement field, for finding the optimum number of Gaussian points, we have to know the highest degree of
the polynomials which appear in the calculation of the mass matrix. We expect polynomials with degree 6 at
most, which need 4 Gaussian points to yield an exact integration. Figure 36 shows Gaussian points which are
necessary to evaluate exact values on a sample element. To evaluate the integrals for ξ ∈ [0,1], we have to map
Gaussian points and weights.
Once we have calculated the mass matrix on element level, we have to assemble the total mass matrix consid-
ering mutual degrees of freedom. One should note that entities in the mass matrix of different elements share
mapping
−1 +1
+10
−0.86 +0.86+0.34−0.34
+0.07 +0.33 +0.67 +0.93
Figure 36: Gaussian point distribution for exact integration of polynomial representations in mass matrix eval-
uations.
the same reference coordinates, but perhaps different elastic coordinates. Figure 37 shows the regions in which
we have the overlap (purple color) between element j (light red) and element j+1 (light blue) in the assembly
process. As the slider and the rod are attached to each other at one revolute joint, the end point of the flexible
rod and the mass center of the slider have the same translational velocity. Therefore, we add the effect of the
rigid slider to the mass matrix of the last element of the flexible rod, also by adding one additional degree of
freedom in the total mass matrix for θ3 (Fig. 34):
T 3 =
1
2
m3 q˙il
T
[
Lil
T
Lil
]
q˙il+
1
2
J3 θ˙ 23 , (141)
where index 3 is related to the slider (third body), and l is related to the last element of the mesh which is
connected to the slider by means of a revolute joint. We assemble the first term of (141) in the total mass matrix
regarding mutual degrees of freedom and we add one additional row and column for the new degree of freedom
θ3 which contain zero everywhere except one diagonal term which is J3.
To add the effect of the rigid crank mass into the total mass matrix, first we define the constraint for the
connecting joint between crank and flexible rod:
C1 = Ri−
(
l1 cosθ1
l1 sinθ1
)
= 0 , (142)
where Ri =
(
xi yi
)T is the translational coordinate of the rod reference frame. Equation (142) shows that
the rod reference coordinate and therefore its derivative with respect to time can be expressed in terms of θ1.
Therefore and for rewriting the total mass matrix in terms of θ1, we need the time derivative of the constraint
mq f
mq fm
T
Rq
mTq fm
T
R f m f f
mRR mRq mR f
mqq
mRR mRq mR f
mTRq mqq
mTq fm
T
R f m f f
Figure 37: Mass matrix results from assembling of element mass matrices j and j+ 1; purple: summation of
mutual DOFs, red: element mass matrix j, blue: element mass matrix j+1.
C1:
C˙1 = R˙i−
(−l1 sinθ1
l1 cosθ1
)
θ˙1 = R˙
i−C1θ1 θ˙1 = 0 . (143)
Using (143) and keeping in mind the kinetic energy formulation (123), we modify the total mass matrix such
that it only depends on the coordinate θ1 according to the constraint C1:
m¯RR =C1
T
θ1 mRRC
1
θ1 + I1 ,
m¯Rθ =C1
T
θ1 mRθ , m¯θR = m¯
T
Rθ ,
m¯R f =C1
T
θ1 mR f , m¯ f R = m¯
T
R f ,
(144)
where I1 = J1 + 12m1l
2
1 is the rigid crank mass moment of inertia with respect to the joint. We consider the
contribution of the rigid crank in the total mass matrix according to the kinetic energy of the crank in terms of
its only degree of freedom θ1:
T 1 =
1
2
I1θ˙ 21 , (145)
where index 1 denotes the body number of the crank.
Figure 38 shows the final mass matrix configuration after considering all the effects in the slider-crank mecha-
nism.
m¯R fm¯Rq
m¯qR
m¯RR
mqq m¯q f
J30 0 0
m f fm f q 0m¯ f R
Figure 38: Total mass matrix for the slider-crank mechanism considering joint constraints.
C.4 Quadratic velocities
For the quadratic velocity vector, we need to calculate the derivative of the mass matrix with respect to time
and the derivative of the kinetic energy with respect to the degrees of freedom. For the time-derivative of the
mass matrix, we write
M˙i j =
∫
V i j
ρ i j
(
˙¯Li j
T
L¯i j+ L¯i j
T ˙¯Li j
)
dV i j =
 ˙¯mRR ˙¯mRθ ˙¯mR fm˙θθ m˙θ f
symm. m˙ f f
i j , (146)
where L¯i j and ˙¯Li j are the modified versions of Li j and L˙i j according to the hinge constraint defined in (142):
L¯i j =
(
C1θ1 A
i
θu
i j AiSi j
)
, (147)
˙¯Li j =
(
C1θ1θ1 θ˙1 A
i
θS
i jq˙i jf −Ai
(
ui j0 +S
i jqi jf
)
θ˙2 AiθS
i jθ˙2
)
. (148)
Thereby, C1θ1θ1 is the second derivative of the joint constraint:
C˙1θ1 =
(
l1 cosθ1
l1 sinθ1
)
θ˙1 =C1θ1θ1 θ˙1 . (149)
After assembling the element contributions according to the pattern described in Fig. 37, we add the effect of
the rigid slider to the matrix of the last element of the flexible rod, noting that J˙3 is zero:
M˙3 = m3
(
˙¯Lil
T
L¯il+ L¯il
T ˙¯Lil
)
. (150)
Note that the effect of the rigid crank is already taken into account by modifying the L matrix.
To calculate the second term of the quadratic velocity, first we write the expression for the total kinetic energy
as
T =
1
2
m¯RRθ˙ 21 + θ˙1m¯Rθ θ˙2+
1
2
mθθ θ˙ 22 + θ˙1m¯R f q˙ f + θ˙2mθ f q˙ f +
1
2
m f f q˙2f +
1
2
J3θ˙ 23 . (151)
Keeping in mind definition (144), the derivative of the kinetic energy with respect to the nodal coordinates is
∂T
∂q
=

C˙1
T
θ1 (m2+m3)C
1
θ1 θ˙1+C˙
1T
θ1 A
i
θ
(
I1+ S¯q f
)
θ˙2+C˙
1T
θ1 AS¯q˙ f
−C1Tθ1 A
(
I1+ S¯q f
)
θ˙1θ˙2+C1
T
θ1 A
i
θ S¯θ˙1q˙ f
0
C1
T
θ1 A
i
θ S¯θ˙1θ˙2+(I3+S f f )q f θ˙ 22 + S˜θ˙2q˙ f
 , (152)
where S¯, S f f , S˜, I1, and I3 are the assembled versions of S¯
i j, Si jf f , S˜
i j, Ii j1 and I
i j
3 defined in C.3. Finally, we have
Qv =−

˙¯mRR ˙¯mRθ 0 ˙¯mR f
m˙θθ 0 m˙θ f
0 0
symm. m˙ f f


θ˙1
θ˙2
θ˙3
q˙ f
+ ∂T∂q . (153)
C.5 Stiffness matrix
Considering a linear isotropic material, the virtual work due to the elastic forces for element j of body i can be
written as
δW i js =−
∫
V i j
σ i j
T
δε i jdV i j , (154)
where σ i j and ε i j are, respectively, the stress and strain tensors. Since the rigid body motion corresponds to
the case of constant strains and since we defined the deformation of flexible bodies with respect to the body
reference, the strain displacement relations can be written in the following form:
ε i j = Di jui jf , (155)
where Di j is a differential operator. We write
ε i j = Di jSi jqi jf . (156)
For a linear isotropic material, the constitutive equations can be written as
σ i j =Ci jε i j , (157)
where Ci j is the symmetric matrix of elastic coefficients. We conclude
σ i j =Ci jDi jSi jqi jf , (158)
where the stress tensor is written in terms of the elastic generalized coordinates of body i. Finally, we have
δW i js =−qi j
T
f
[∫
V i j
(
Di jSi j
)T
Ci jDi jSi jdV i j
]
δqi jf =−qi j
T
f K
i j
f f δq
i j
f , (159)
where
Ki jf f =
∫
V i j
(
Di jSi j
)T
Ci jDi jSi jdV i j . (160)
Neglecting the shear deformation and using the assumptions of Euler Bernoulli beam theory, the strain energy
for the element j of the elastic rod can be written as
U i j =
1
2
∫ li j
0
(
u′f1 u
′′
f2
)i j(E i jAi j 0
0 E i jIi j
)(
cu′f1
u′′f2
)i j
dx , (161)
where li j is the length of element j of the beam, E i j is the modulus of elasticity of the beam, Ai j is the cross-
sectional area, Ii j is the second moment of area, ui jf1 and u
i j
f2 are the axial and transverse displacements of
element j respectively and (′) denotes differentiation with respect to the spatial coordinate. Taking the derivative
of (161) with respect to q f and comparing with (159), we write
Ci j =
(
E i jAi j 0
0 E i jIi j
)
. (162)
Using the shape functions introduced in (110), we conclude:
Di jSi j = S′i j =
(
1
li j 0
0 1
li j2
)(−1 0 0 1 0 0
0 −6+12ξ li j (−4+6ξ ) 0 6−12ξ li j (6ξ −2)
)
, (163)
where the first matrix is the inverse of the Jacobian for transforming to local coordinates with ξ = x/l, and the
second matrix is the derivative of Si j with respect to ξ . We calculate the stiffness matrix for each element using
(160). It is worth to mention that as we are dealing with derivatives of the shape functions, the highest degree
of polynomials which appears in the integral of (160) is 2. Therefore, we only need 2 Gaussian points for the
computation of the stiffness matrix on element level. Figure 39 shows the stiffness matrices for element j and
j+ 1 and the assembling procedure. Blank areas, which correspond to the reference degrees of freedom, i.e.,
θ1, θ2 and θ3, are filled with zeros.
Figure 39: Stiffness matrix assembling of two element j and j+ 1 stiffness matrices; purple: summation of
mutual DOFs, blank: zero entries.
C.6 External forces
The virtual work of all external forces F i acting on element j of body i in the multibody system can be written
as
δW i je =
∫
V i j
F i j
T
δ ri jdV i j , (164)
where
δ ri =
(
I Aiθu
i j AiSi j
)δRiδθ i
δqi jf
= Li jδqi j . (165)
Combining the above two equations, we get the following expression for the virtual work of external forces:
δW i je =
(
Qi j
T
R Q
i jT
θ Q
i jT
f
)δRiδθ i
δqi jf
= Qi jTe δqi j , (166)
where
Qi j
T
R =
∫
V i j
F i j
T
dV i j ,
Qi j
T
θ =
∫
V i j
F i j
T
Aiθu
i jdV i j ,
Qi j
T
f =
∫
V i j
F i j
T
AiSi jdV i j .
(167)
Assembling of the external force vector can be done with the same procedure as for the mass matrix. To add
the virtual work of the rigid slider, we use the revolute joint constraint between slider and rod
Q3
T
e = F
TLil , (168)
where index 3 is related to the slider (third body), and index l is related to the last element of the mesh which
is connected to the slider by means of a revolute joint. We assemble (168) in the total external force vector
regarding mutual degrees of freedom and adding one additional row and column for the degree of freedom θ3
which is zero as there is no moment in this direction. To add the effect of the rigid crank mass into the total
external force vector, we use the constraint for the connecting joint between crank and flexible rod (142). We
modify the sub-vector introduced in (167), such that it only depends on coordinate θ1 according to the constraint
C1:
Q¯i j
T
R = Q
i jT
R C
1
θ1−mg
l
2
sinθ1 , (169)
where the second term comes from the work of the gravitational force with the rigid crank. It is worth to
mention that according to the polynomial order in the external force integral, 2 Gaussian points are sufficient
for each element.
C.7 Unilateral constraints
Figure 40 shows the geometric characteristics of the translational clearance joint. It is 2a the length and 2b
the height of the slider. The height of the notch is given by d. The existence of a clearance in a translational
joint introduces two extra degrees of freedom. Hence, the slider can move freely inside the guiding limits until
it reaches the surfaces. Considering the geometry of the slider according to Fig. 41 and keeping in mind the
revolute joint between slider and end point of the rod, we write the position of the slider center according to
(116) and (142) as
rcg =
(
rxcg
rycg
)
= Ri+Aiucg =
(
l1 cosθ1
l1 sinθ1
)
+Ai (θ2)
((
l2
0
)
+Silqilf
)
, (170)
d2a
2b
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Figure 40: Different scenarios for the slider and notch interaction. Red points indicate active contact points.
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Figure 41: Definition of the gap functions for the slider-crank mechanism with unilateral constraints.
where index l is related to the last element of the mesh of the flexible rod with initial length l2. Therefore, the
nonlinear normal and tangential gap functions split up for each corner:
gN1 (q) =
d
2
− rycg+asinθ3−bcosθ3 , (171)
gN2 (q) =
d
2
− rycg−asinθ3−bcosθ3 , (172)
gN3 (q) =
d
2
+ rycg−asinθ3−bcosθ3 , (173)
gN4 (q) =
d
2
+ rycg+asinθ3−bcosθ3 , (174)
gT1 (q) = r
x
cg−acosθ3−bsinθ3 , (175)
gT2 (q) = r
x
cg+acosθ3−bsinθ3 , (176)
gT3 (q) = r
x
cg−acosθ3+bsinθ3 , (177)
gT4 (q) = r
x
cg+acosθ3+bsinθ3 . (178)
The matrices of generalized force directions are the derivatives of gN and gT with respect to q:
W TN (q) =

−l1 cosθ1 −
[
Aiθucg
]
y acosθ3+bsinθ3 −
[
Ai Sˇ
]
y
−l1 cosθ1 −
[
Aiθucg
]
y −acosθ3+bsinθ3 −
[
Ai Sˇ
]
y
l1 cosθ1
[
Aiθucg
]
y −acosθ3+bsinθ3
[
Ai Sˇ
]
y
l1 cosθ1
[
Aiθucg
]
y acosθ3+bsinθ3
[
Ai Sˇ
]
y
 , (179)
W TT (q) =

−l1 sinθ1
[
Aiθucg
]
x asinθ3−bcosθ3
[
Ai Sˇ
]
x
−l1 sinθ1
[
Aiθucg
]
x −asinθ3−bcosθ3
[
Ai Sˇ
]
x
−l1 sinθ1
[
Aiθucg
]
x asinθ3+bcosθ3
[
Ai Sˇ
]
x
−l1 sinθ1
[
Aiθucg
]
x −asinθ3+bcosθ3
[
Ai Sˇ
]
x
 (180)
where [∗]x and [∗]y mean the component of the vector respectively in x− and y−direction. The matrix Sˇ is
defined as follows:
Sˇ=
(
0 · · ·0 0 0 0 1 0 0
0 · · ·0 0 0 0 0 1 0
)
2×N
, (181)
where N = 3× (nele+1) is the number of elastic degrees of freedom. The last six columns are filled with
S (ξ = 1) related to the degrees of freedom of the last element of the mesh.
C.8 Boundary conditions
When solving a finite element problem with the floating frame of reference formulation, the system becomes
singular. This is because rigid body motion is added to the equations of motion at the same time as the defor-
mation field also contains rigid body motion. A modal analysis would show that the first three eigenvalues are
equal to zero which correspond to the degrees of freedom of the rigid body in planar motion. In this model,
boundary conditions for the body reference system are introduced to avoid the singularity in the system of equa-
tions. There are different ways to define the boundary conditions. Shabana [43] shows that two sets of modes
associated with two sets of boundary conditions can be used to obtain the same solution if the coordinate system
is properly selected. Therefore, the physical deformation is unique in the inertial frame. For a beam, it is most
common to use a clamped-free or a simply supported reference system (Fig. 42), where three conditions are
given in both cases. Clampled-free, i.e., tangential, means that the reference system is tangential to the beam
θ i
θ i
Figure 42: Tangential and pinned reference system.
deflection at the root of the beam, i.e., both displacements and rotations are equal to zero:
qi1f1 = q
i1
f2 = q
i1
f3 = 0 . (182)
For a simply supported, i.e., pinned, reference system, the root of the beam is locked and the end of the beam
is moving but only along the local x direction:
qi1f1 = q
i1
f2 = q
il
f5 = 0 , (183)
where index l stands for the last beam element. In the present simulation, the tangential reference system is
chosen. We compare different boundary conditions using modal coordinates in Sect. 4.5 as introduced in D.
D Modal analysis
Modal analysis is a process where the nodal displacement vector is approximated by a linear combination of
dominant eigenvectors (also called mode shapes) as it is shown in Fig. 43. Elimination of high-frequency mode
shapes decreases the number of numerical operations per time step because the size of the matrices in the
equations of motion is much less than in the non-reduced case.
= + + + ...
Figure 43: Superposition of the modes in modal analysis.
For the flexible beam with mass matrix m f f and stiffness matrix K f f , we obtain the angular frequency ωk and
the relative mode shape φ k using the free vibration equations of motion. The free vibration equations of motion
can be derived from (16) in case of no external forces and damping:(
K f f −ω2k m f f
)
φ k = 0 . (184)
The deformations are expressed as
q f j =
nm
∑
k=1
Φ jkqmk , (185)
where q f j is the deformation of the degree of freedom number j. Considering that the transformation matrix Φ
consists of the eigenvectors φ k, the values Φ jk and qmk are components of the eigenvectors and modal coordi-
nates (the new unknowns). The number of reduced coordinates nm is chosen depending on the accuracy. We
rewrite the above equation:
q f =Φ qm . (186)
The deformation field (111) is described with
ui jf = S
i jΦi jqm = S
i j
mqm . (187)
Using characteristics of normalized orthogonal eigenvectors (φk), we decouple the sub-matrices m f f and K f f
in (160) and (138) respectively:
ΦTm f fΦ= Inm×nm , Φ
TK f fΦ= ω2k δ kl . (188)
In order to complete the decoupling in the mass matrix, we deal with the sub-matrices mRθ , mR f and mθ f on
element level using the modified shape functions introduced in (187). Moving the body coordinate system to
the mass center, we show that the integrals in (131) and (140) vanish if∫
V
φk (r)dV = 0 ,
∫
V
r φk (r)dV = 0 . (189)
It can be shown that the free-free modes satisfy the condition above and also the mean-axis conditions which is
obtained by minimizing the kinetic energy of the elastic motion with respect to an observer sitting on the flexible
body [3]. This ideal coordinate system and the free-free eigenfunctions are shown in Fig. 44. Removing the
first three modal coordinates (corresponding to the rigid body motion) results in decoupled versions of the total
mass matrix M. It is clear from Fig. 44 that the deformation at the two ends of the beam do not vanish as
defined in this coordinate system. Shabana [43] modifies the free-free shape functions to satisfy the boundary
condition which results in a simply supported, i.e., pinned, mode. However, it cannot be used to decouple the
mass matrix anymore. Using articulated-free modes as shown in Fig. 45 [19], i.e., fixing the position of the left
end and leaving the right end free, we can fix the boundary condition at the joint in addition to satisfying the
second condition in (189), which results in vanishing terms regarding mθ f .
0 l2
Figure 44: Free-free boundary condition and new reference frame at the mass center for decoupling the refer-
ence and the elastic coordinates.
X I
Y I
Figure 45: Articulated-free boundary condition for partially decoupling the reference and the elastic coordi-
nates.
References
[1] Vincent Acary. Higher order event capturing time-stepping schemes for nonsmooth multibody systems
with unilateral constraints and impacts. Appl Numer Math, 62(10):1259 – 1275, 2012.
[2] Vincent Acary and Bernard Brogliato. Numerical methods for nonsmooth dynamical systems : applica-
tions in mechanics and electronics, volume 35 of Lecture notes in applied and computational mechanics.
Springer, Berlin, 1st edition edition, 2008.
[3] Prakash Agrawal and Ahmed Shabana. Application of deformable-body mean axis to flexible multibody
system dynamics. Comput Meth Appl Mech Eng, 56(2):217 – 245, 1986.
[4] Pierre Alart and Alain Curnier. A mixed formulation for frictional contact problems prone to Newton like
solution methods. Comput Meth Appl Mech Eng, 92:353 – 375, 1991.
[5] Martin Arnold and Olivier Brüls. Convergence of the generalized-α scheme for constrained mechanical
systems. Multibody System Dynamics, 18(2):185–202, 2007.
[6] Klaus-Jürgen Bathe. Conserving energy and momentum in nonlinear dynamics: A simple implicit time
integration scheme. Comput Struct, 85(7-8):437 – 445, 2007.
[7] Klaus-Jürgen Bathe and Gunwoo Noh. Insight into an implicit time integration scheme for structural
dynamics. Comput Struct, 98-99:1–6, 2012.
[8] Olivier Bauchau. Flexible Multibody Dynamics. Springer, Berlin, 2010.
[9] Carlo Bottasso. A new look at finite elements in time: a variational interpretation of Runge-Kutta methods.
Appl Numer Math, 25(4):355–368, 1997.
[10] Carlo Bottasso and Lorenzo Trainelli. An attempt at the classification of energy decaying schemes for
structural and multibody dynamics. Multibody System Dynamics, 12(2):173–185, 2004.
[11] Bernard Brogliato. Nonsmooth mechanics : models, dynamics and control. Communications and control
engineering. Springer, London, 2nd edition edition, 1999.
[12] Olivier Brüls, Vincent Acary, and Alberto Cardona. Simultaneous enforcement of constraints at position
and velocity levels in the nonsmooth generalized-α scheme. Comput Meth Appl Mech Eng, 281:131–161,
2014.
[13] Qiong-Zhong Chen, Vincent Acary, Geoffrey Virlez, and Olivier Brüls. A nonsmooth generalized-α
scheme for flexible multibody systems with unilateral constraints. Int J Numer Meth Eng, 96(8):487–511,
2013.
[14] P.W. Christensen, Anders Klarbring, Jong-Shi Pang, and Niclas Strömberg. Formulation and comparison
of algorithms for frictional contact problems. Int J Numer Meth Eng, 42(1):145–173, 1998.
[15] Jintai Chung and Gregory Hulbert. A time integration algorithm for structural dynamics with improved
numerical dissipation: the generalized-α method. J Appl Mech, 60:371–375, 1993.
[16] Peter Deuflhard, Rolf Krause, and Susanne Ertel. A contact-stabilized Newmark method for dynamical
contact problems. Int J Numer Meth Eng, 73(9):1274–1290, 2008.
[17] David Doyen, Alexandre Ern, and Serge Piperno. Time-integration schemes for the finite element dynamic
Signorini problem. SIAM J Sci Comput, 33:223–249, 2011.
[18] Edda Eich-Soellner and Claus Führer. Numerical methods in multibody dynamics. European Consortium
for Mathematics in Industry. Teubner, Stuttgart, 2nd corr. reprint 2008 edition, 1998.
[19] Jose Escalona, Juana Mayo, and Jaime Dominguez. Influence of reference conditions on the analysis of
impact-induced elastic waves. Multibody System Dynamics, 7(2):209–228, 2002.
[20] Bastian Esefeld, Thorsten Schindler, and Heinz Ulbrich. A coupling approach for the numerical integra-
tion of non-smooth multibody systems. In Proceedings of the 4th Canadian Conference on Nonlinear
Solid Mechanics, McGill University Montreal, Canada, 23rd-26th July 2013, 2013.
[21] Paulo Flores, Remco Leine, and Christoph Glocker. Modeling and analysis of planar rigid multibody sys-
tems with translational clearance joints based on the non-smooth dynamics approach. Multibody System
Dynamics, 23:165–190, 2010.
[22] Claus Führer and Ben Leimkuhler. Numerical solution of differential-algebraic equations for constrained
mechanical motion. Numer Math, 59:55–69, 1991.
[23] Christoph Glocker. Set-valued force laws in rigid body dynamics : dynamics of non-smooth systems,
volume 1 of Lecture notes in applied and computational mechanics. Springer, Berlin, 1st edition edition,
2001.
[24] Hans Hilber, Thomas Hughes, and Robert Taylor. Improved numerical dissipation for time integration
algorithms in structural dynamics. Earthquake Eng Struct Dynam, 5(3):283–292, 1977.
[25] Michel Jean. The nonsmooth contact dynamics method. Comput Meth Appl Mech Eng, 177:235–257,
1999.
[26] Kenneth Johnson. Contact Mechanics. Cambridge University Press, New York, 2008.
[27] Rolf Krause and Mirjam Walloth. Presentation and comparison of selected algorithms for dynamic contact
based on the Newmark scheme. Appl Numer Math, 62(10):1393 – 1410, 2012.
[28] Tod Laursen. Computational contact and impact mechanics. Springer, 2002.
[29] Remco Ingmar Leine and Nathan van de Wouw. Stability and convergence of mechanical systems with
unilateral constraints, volume 36 of Lecture notes in applied and computational mechanics. Springer,
Berlin, 2008.
[30] Jean Jacques Moreau. Numerical aspects of the sweeping process. Comput Meth Appl Mech Eng,
177:329–349, 1999.
[31] Nathan Newmark. A method for computation for structural dynamics. J Eng Mech, 85(3):67–94, 1959.
[32] Laetitia Paoli and Michelle Schatzman. A numerical scheme for impact problems I: the one-dimensional
case. SIAM J Numer Anal, 40:702–733, 2002.
[33] Laetitia Paoli and Michelle Schatzman. A numerical scheme for impact problems II: the multidimensional
case. SIAM J Numer Anal, 40:734–768, 2002.
[34] Friedrich Pfeiffer. Mechanical system dynamics, volume 40 of Lecture notes in applied and computational
mechanics. Springer, Berlin, corr. 2nd printing edition, 2008.
[35] Liqun Qi and Defeng Sun. A survey of some nonsmooth equations and smoothing Newton methods. In
Progress in Optimization, volume 30 of Applied Optimization, pages 121–146. Springer US, 1999.
[36] Shahed Rezaei. Timestepping schemes based on discontinuous Galerkin methods including high fre-
quency damping for nonsmooth flexible multi-body systems. Masterarbeit, Technische Universität
München, 2013.
[37] Ralph Tyrrell Rockafellar. Convex Analysis. Princeton University Press, Princeton, 10th printing and 1st
paperb. printing edition, 1997.
[38] Thorsten Schindler and Vincent Acary. Timestepping schemes for nonsmooth dynamics based on discon-
tinuous Galerkin methods: definition and outlook. Math Comput Simulat, 95:180–199, 2013.
[39] Thorsten Schindler, Binh Nguyen, and Jeff Trinkle. Understanding the difference between prox and com-
plementarity formulations for simulation of systems with contact. In IEEE/RSJ International Conference
on Intelligent Robots and Systems, San Francisco, 25th-30th September 2011, 2011.
[40] Thorsten Schindler, Shahed Rezaei, Jochen Kursawe, and Vincent Acary. Half-explicit timestepping
schemes on velocity level based on time-discontinuous Galerkin methods. Research Report RR-8823,
INRIA, 2014. http://hal.inria.fr/hal-01078398.
[41] Thorsten Schindler, Shahed Rezaei, Jochen Kursawe, and Vincent Acary. Half-explicit timestepping
schemes on velocity level based on time-discontinuous Galerkin methods. Comput Meth Appl Mech
Eng, 290:250–276, 2015.
[42] Svenja Schoeder, Heinz Ulbrich, and Thorsten Schindler. Discussion of the Gear-Gupta-Leimkuhler
method for impacting mechanical systems. Multibody System Dynamics, 31:477–495, 2014.
[43] Ahmed Shabana. Resonance conditions and deformable body co-ordinate systems. J Sound Vib,
192(1):389–398, 1996.
[44] Ahmed Shabana. Dynamics of multibody systems. Cambridge University Press, New York, 3rd edition
edition, 2005.
[45] Bernd Simeon. Computational Flexible Multibody Dynamics. Springer, Berlin, 2013.
[46] Juan Simo and Nils Tarnow. The discrete energy-momentum method. conserving algorithms for nonlinear
elastodynamics. Z Angew Math Phys, 43(5):757–792, 1992.
[47] David Stewart. Dynamics with inequalities. SIAM, Philadephia, 2011.
[48] Barbara Wohlmuth. Variationally consistent discretization schemes and numerical algorithms for contact
problems. Acta Numerica, 20:569–734, 5 2011.
