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In this paper, a class of finite difference method for solving two-sided space-fractional
wave equation is considered. The stability and consistency of the method are discussed by
means of Gerschgorin theorem and using the stability matrix analysis. Numerical solutions
of some wave fractional partial differential equation models are presented. The results
obtained are compared to exact solutions.
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1. Introduction
Fractional differential equations (FDE) have been the focus of many studies due to their frequent appearance in various
applications specially in the fields of fluid mechanics, viscoelasticity, biology, physics and engineering ([1–9], and the
references cited therein). Consequently, considerable attention has been given to the solutions of fractional ordinary/partial
differential equations of physical interest. Inmany cases of interest, a fractional differential equation has no knownanalytical
solution, so approximation and numerical techniques [1,10–13] must be used. In the following, we present some basic
definitions for fractional derivatives and Gerschgorin theorem which are used in this paper.
Definition 1. The Riemann fractional derivative operator Dα∗ of order α is defined in the following form,
(Dα∗ f )(x) =
1
Γ (m− α)
dm
dxm
∫ x
a
f (t)
(x− t)α−m+1 dt, α > 0,
wherem− 1 < α < m, m ∈ N, t > 0.
Remark 1. The case a = 0 is generally called Riemann–Liouville form.
For more details on fractional derivatives definitions and its properties, see [14,6,7].
Theorem 1 (Gerschgorin). Let the matrix A ≡ (aij) has eigenvalues λ and define the absolute row and column sums by
ri ≡
n−
j=1, j≠i
|aij|, ci ≡
n−
i=1, i≠j
|aij|.
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Then,
(a) each eigenvalues lies in the union of the row circles Ri, i = 1, 2, . . . , n where
Ri ≡ {z : |z − aii| ≤ ri};
(b) each eigenvalues lies in the union of the column circles Cj, j = 1, 2, . . . , n where
Cj ≡ {z : |z − ajj| ≤ cj}.
Proof. See [14]. 
Our aim in this paper is to study the finite difference method for solving fractional order wave equation of the form:
∂2u(x, t)
∂t2
= c+(x, t) ∂
αu(x, t)
∂+xα
+ c−(x, t) ∂
αu(x, t)
∂−xα
+ d(x, t), (1)
on a finite domain a < x < b, 0 ≤ t ≤ T . The parameter α refers to the fractional order of spatial derivatives with
1 < α ≤ 2. The function d(x, t) is a source term and the coefficient functions c+(x, t) ≥ 0, c−(x, t) ≥ 0. We also assume
that problem (1) is subjected to the following initial conditions
u(x, 0) = u0(x), ut(x, 0) = u1(x) for a < x < b,
and zero Dirichlet boundary conditions.
The left-handed (+) and the right-handed (−) fractional order derivatives in (1) are the Riemann–Liouville fractional
derivatives of order α [6,7] which are defined by
(Dαa+f )(x) =
dα f (x)
d+xα
= 1
Γ (m− α)
dm
dxm
∫ x
a
f (t)
(x− t)α−m+1 dt, (2)
and
(Dαb−f )(x) =
dα f (x)
d−xα
= (−1)
m
Γ (m− α)
dm
dxm
∫ b
x
f (t)
(t − x)α−m+1 dt, (3)
wherem is an integer such thatm− 1 < α < m. Clear that when α = 2, and by setting c(x, t) = c+(x, t)+ c−(x, t), Eq. (1)
is the classical wave equation of the following form
∂2u(x, t)
∂t2
= c(x, t) ∂
2u(x, t)
∂x2
+ d(x, t).
The Grünwald–Letnikov definition is important for our purposes in this paper because it allows us to estimate Dα∗ f (x)
numerically in a simple and efficient way,
Dα∗ f (x) =
1
hα
[ x−ah ]−
k=0
wkf (x− kh)+ O(hp).
This formula is not unique because there are many different valid choices for wk that lead to approximations of different
order p [3].
Let ω(z, α) be the generating function of the coefficients ωk, i.e.,
ω(z, α) =
∞−
k=0
ωkzk.
If the generating function is [15],
ω(z, α) = (1− z)α,
then we get to the backward difference formula of order p = 1. This is also called the backward Euler formula of order 1
or, simply the Grünwald–Letnikov formula. The corresponding coefficients ωk = (−1)k

α
k

, which called the normalized
Grünwald weights, can be conveniently evaluated by means of the recursive formula
ω0 = 1, ωk =

1− α + 1
k

ωk−1. (4)
The generating function for the backward difference formula of order p = 2 is
ω(z, α) =

3
2
− 2z + 1
2
z2
α
,
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and the generating function for the backward difference formula of order p = 3 is
ω(z, α) =

11
6
− 3z + 3
2
z2 − 1
3
z3
α
.
The Grünwald definitions for the right-handed and the left-handed fractional derivatives are respectively
dαg(x)
d+xα
= lim
M+→∞
1
hα
M+−
k=0
ωkg(x− kh), (5)
dαg(x)
d−xα
= lim
M−→∞
1
hα
M−−
k=0
ωkg(x+ kh), (6)
where M+, M− are positive integers, h+ = (x − a)/M+, h− = (b − x)/M−, Γ (·) is the gamma function, and ωk are the
normalized Grünwald weights.
2. Discretization for left-handed fractional wave equation
In this section the finite difference method (FDM) with shifted Grünwald formula is used to estimate the spatial α-order
fractional derivative to solve numerically, the left-handed fractional wave equation of the form
∂2u(x, t)
∂t2
= c(x, t) ∂
αu(x, t)
∂xα
+ d(x, t). (7)
Let us introduce the following notations: tn = n∆t , 0 ≤ tn ≤ T , and ∆x = (b − a)/N = h > 0 to be the grid size in
x-direction with xi = a+ ih for i = 0, 1, . . . ,N . Define uni ≈ u(xi, tn), cni = c(xi, tn), and dni = d(xi, tn). The following two
main steps are considered to build the finite difference scheme of (7). The first step, the differential equation (7) discretized
in time by using an explicit method, then one obtains
u(x, tn+1)− 2u(x, tn)+ u(x, tn−1)
(∆t)2
= c(x, tn) ∂
αu(x, tn)
∂xα
+ d(x, tn)+ O(∆t)2. (8)
In the second step, we use the shifted Grünwald formula to discretize the Riemann–Liouville operator,
dαg(x)
dxα
= lim
M→∞
1
hα
M−
k=0
ωk g(x− (k− 1)h), (9)
hence,
dαg(x)
dxα
= 1
hα
M−
k=0
ωk g(x− (k− 1)h)+ O(h). (10)
Substitution from (10) in (8), to obtain the following explicit formula of (7):
un+1i − 2uni + un−1i
(∆t)2
= c
n
i
hα
i+1−
k=0
ωk uni−k+1 + dni , (11)
for i = 1, 2, . . . ,N − 1. One can write Eq. (11) in the form:
un+1i = 2uni − un−1i + γ cni
i+1−
k=0
ωk uni−k+1 + (∆t)2dni , (12)
where γ = (∆t)2hα . From the difference equations defined by (12), with the Dirichlet boundary conditions, we have a linear
system of equations of the form:
Un+1 = AUn − Un−1 + (∆t)2Dn, (13)
where Un = [un0, un1, un2, . . . , unN ]T and Dn = [0, dn1, dn2, . . . , dnN−1, 0]T .
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We refer here that, in the numerical computation we use U0 = u0(xi) and since
ut(xi, 0) ≈ ui,1 − ui,0
∆t
,
then ui,1 = ui,0 + ∆tu1(xi), hence, U1 = U0 + ∆tS, where S = [u1(xi)]N−1i=1 . Also, the matrix A = [aij], i = 1, 2, . . . ,N − 1,
j = 1, 2, . . . ,N − 1 is defined by
Ai,j =

0, when j ≥ i+ 2;
2+ ω1cni γ , when j = i;
ωi−j+1cni γ , otherwise,
while A0,0 = 1, A0,j = 0 for j = 1, . . . ,N, AN,N = 1, and AN,j = 0 for j = 0, . . . ,N − 1.
Proposition 1. The explicit method (12) is stable if (∆t)2/hα ≤ 3/(2αcmax), where cmax is the maximum value of c(x, t) over
the region a ≤ x ≤ b, 0 ≤ t ≤ T , where the Grünwald weights ωk are given by (4).
Proof. Since ω1 = −α, 1 < α ≤ 2 and for i ≠ 1 we have ωi ≥ 0 (the strict inequality holds for non-integer values of
α). We also have −ω1 ≥ ∑k=Nk=0, k≠1 ωk, which follows from the well-known equality:∑∞k=0 ωi = w(1, α) = 0. According
to the Gerschgorin Theorem 1, the eigenvalues of the matrix A lie in the union of the N circles centered at Ai,i, with radius:
ri =∑Nk=0, k≠i Ai,k. Now from the definition of Awe have:
Ai,i = 2+ ω1cni γ = 2− αcni γ ,
and
ri =
N−
k=0, k≠i
Ai,k =
i+1−
k=0, k≠i
Ai,k =
i+1−
k=0, k≠i
ωi−k+1cni γ ≤ αcni γ .
Hence,
Ai,i + ri ≤ 2 and Ai,i − ri ≥ 2− 2αcni γ ≥ 2− 2αcmaxγ .
Since the spectral radius of the matrix A at most be one, it suffices to have (2 − 2αcmaxγ ) ≥ −1, which implies that the
condition on γ is
γ = (∆t)
2
hα
≤ 3
2αcmax
. (14)
From (14), the spectral radius of matrix A is bounded by one, therefore the numerical errors do not grow, and therefore the
explicit method defined above is conditionally stable. 
We refer here also, if we apply the implicit method for solving Eq. (7) with shifted Grünwald formula, one obtains:
un+1i = 2uni − un−1i + γ cn+1i
i+1−
k=0
ωkun+1i−k+1 + (∆t)2dn+1i . (15)
3. Discretization for two-sided space-fractional wave equation
In this section we introduce the implicit and explicit methods for solving the two-sided space-fractional wave equation
and also we derive the stability conditions for both cases (see Figs. 1 and 2). By applying the shifted Grünwald formula on
Eq. (1) in case of implicit method one gets:
un+1i − 2uni + un−1i
(∆t)2
= 1
hα

i+1−
k=0
ωkcn+1+,i u
n+1
i−k+1 +
N−i+1
k=0
ωk cn+1−,i u
n+1
i+k−1

+ dn+1i . (16)
We use here the same notation as in Section 2, moreover we define cn−,i = c−(xi, tn), cn+,i = c+(xi, tn), φi = cn+1+,i (∆t)2/hα
and ψi = cn+1−,i (∆t)2/hα . Then the system of equations defined by (16), with the Dirichlet boundary conditions, define a
linear system:
AUn+1 = 2Un − Un−1 + (∆t)2Dn+1,
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Fig. 1. The behavior solution (implicit method) at t = 2 with∆t = 0.0200, h = 0.0250.
Fig. 2. The behavior solution (explicit method) at t = 2 with∆t = 0.0100, h = 0.0333.
where, Un = [un0, un1, un2, . . . , unN ]T and Dn = [0, dn1, dn2, . . . , dnN−1, 0]T . We remark here that the matrix A is a non-sparse
matrix. To illustrate this matrix pattern, we list the corresponding first three equations for the rows i = 1, 2 and 3:
2un1 − un−11 + (∆t)2dn+11 = (φ1ω2 + ψ1ω0)un+10 + [1− (φ1 + ψ1)ω1]un+11 − (φ1ω0 + ψ1ω2)un+12
−ψ1ω3un+13 − · · · − ψ1ωNun+1N ,
2un2 − un−12 + (∆t)2dn+12 = −φ2ω3un+10 − (φ2ω2 + ψ2ω0)un+11 + [1− (φ2 + ψ2)ω1]un+12
− (φ2ω0 + ψ2ω2)un+13 − ψ2ω3un+14 − · · · − ψ2ωN−1un+1N ,
2un3 − un−13 + (∆t)2dn+13 = −φ3ω4un+10 − φ3ω3un+11 − (ψ3ω0 + φ3ω2)un+12 + [1− (φ3 + ψ3)ω1]un+13
− (ψ3ω2 + φ3ω0)un+14 − · · · − ψ3ωN−2un+1N .
The matrix entries Ai,j for i = 1, 2, . . . ,N − 1 and j = 1, 2, . . . ,N − 1 are defined by
Ai,j =

1− (φi + ψi)ω1, for j = i;
−(φiω2 + ψiω0), for j = i− 1;
−(φiω0 + ψiω2), for j = i+ 1;
−φiωi−j+1, for j < i− 1;
−ψiωj−i+1, for j > i+ 1;
while A0,0 = 1, A0,j = 0 for j = 1, 2, . . . ,N, AN,N = 1, and AN,j = 0 for j = 0, 1, . . . ,N − 1.
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Proposition 2. The implicit method approximation defined by (16) to the fractional wave equation (1) with 1 < α ≤ 2 is
unconditionally stable.
Proof. According to the Gerschgorin theorem, the eigenvalues of the matrix A lie in the union of N circles centered at Ai,i,
with radius ri =∑Nk=0, k≠i Ai,k. Using the definition of Awe have:
Ai,i = 1− (φi + ψi)ω1 = 1+ (φi + ψi)α.
Then, we can conclude that:
ri =
N−
k=0, k≠i
Ai,k =
i+1−
k=0, k≠i
φiωk +
N−i+1
k=0, k≠i
ψiωk ≤ (φi + ψi)α,
with strict inequality holding true when α is not an integer. This implies that the eigenvalues of the matrix A are all no less
than 1 in magnitude. Hence the spectral radius of the inverse matrix A−1 is less than or equal to 1. Thus any error in Un and
Un−1 are not magnified, therefore the method is stable. 
Now, the explicit formula with shifted Grünwald estimate of Eq. (1) is in the following form:
un+1i − 2uni + un−1i
(∆t)2
= 1
hα

i+1−
k=0
cn+,iωku
n
i−k+1 +
N−i+1
k=0
cn−,iωku
n
i+k−1

+ dni , (17)
with h = (b− a)/N , for i = 1, 2, . . . ,N − 1. Define φi = cn+,i(∆t)2/hα , and ψi = cn−,i(∆t)2/hα . Then (17) can be written in
the explicit matrix form:
Un+1 = BUn − Un−1 + (∆t)2Dn.
To illustrate the matrix B pattern, we list the corresponding first two equations for i = 1 and 2:
un+11 = (φ1ω2 + ψ1ω0)un0 + (2+ φ1ω1 + ψ1ω1)un1 + (φ1ω0 + ψ1ω2)un2 + φ1ω3un3
+ · · · + φ1ωNunN − un−11 + (∆t)2dn1,
un+12 = φ2ω3un0 + (φ2ω2 + ψ1ω0)un1 + (2+ φ2ω1 + ψ2ω1)un2 + (φ2ω0 + ψ2ω2)un3
+ · · · + φ2ωN−1unN − un−11 + (∆t)2dn2.
The matrix entries Bi,j for i = 1, 2, . . . ,N − 1 and j = 1, 2, . . . ,N − 1 are defined by:
Bi,j =

2+ (φi + ψi)ω1, for j = i;
φiω2 + ψiω0, for j = i− 1;
φiω0 + ψiω2, for j = i+ 1;
φiωi−j+1, for j < i+ 1;
ψiωj−i+1, for j > i+ 1
while B0,0 = 1, B0,j = 0 for j = 1, . . . ,N, BN,N = 1, and BN,j = 0 for j = 0, . . . ,N − 1.
By the same procedure as in the proof of Proposition 2, we can prove the stability and consistency for explicit formula (17).
Proposition 3. The explicit method approximation using the shifted Grünwald estimates to the fractional wave equation (1)with
1 < α ≤ 2 is stable if:
(∆t)2
hα
≤ 1
α(c+max + c−max) . (18)
Proof. Again, by the Gerschgorin theorem, the eigenvalues of the matrix B are located in the union of disks centered at
Bi,i = 2+ φiω1 + ψiω1 = 2− (φi + ψi)α and radius:
ri =
N−
k=0, k≠i
Bi,k = φi
i+1−
k=0, k≠i
ωk + ψk
N−i+1
k=0, k≠i
ωk ≤ φiα + ψiα.
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Table 1
Maximumerror for case 1 (implicitmethod) at t = 1.
∆t ∆x Maximum error
0.0050 2−3 0.1128
0.0050 2−4 0.0511
0.0020 2−5 0.0270
0.0020 2−6 0.0137
Table 2
Maximum error for case 1 (explicit method) at t = 1.
∆t ∆x Maximum error S1
0.0250 2−3 0.2675 0.1012
0.0100 2−4 0.1170 0.0564
0.0033 2−5 0.0712 0.0218
0.0006 2−6 0.0316 0.0030
Therefore, to constrain the spectral radius of matrix B to achieve convergence, it suffices to require 2− 2(φi + ψi)α ≥ −1,
for all i’s. Hence, the explicit method is stable under the condition specified by (18). 
4. Numerical results
In this section, we present the numerical results for two examples of fractional wave equation to illustrate the presented
schemes that are employed in our study.
Example 1. In this example the finite difference schemes (12) and (15) are used to solve the fractional wave equations (1)
and (7) with α = 1.8, respectively. Also, the finite difference schemes (16) and (17) are used to solve the fractional wave
equations (1) and (7) respectively.
Case 1. Consider the left-handed fractional wave equation of the form:
∂2u(x, t)
∂t2
= c(x, t) ∂
1.8u(x, t)
∂x1.8
+ d(x, t),
defined on a finite domain 0 < x < 2 and t > 0,
with the coefficient functions: c(x, t) = Γ (1.2)x1.8,
and the source function: d(x, t) = 4e−tx2(2− x)− 16e−tx2 + 20e−tx3,
with initial conditions: u(x, 0) = 4x2(2− x), ut(x, 0) = −4x2(2− x),
and Dirichlet conditions: u(0, t) = u(2, t) = 0.
Note that the exact solution to this problem is: u(x, t) = 4e−tx2(2 − x), which can be verified by applying the fractional
differential formula:
Dα∗x
m = Γ (m+ 1)
Γ (m+ 1− α)x
m−α.
The obtained numerical results by using implicit method are shown in Table 1. This table shows the magnitude of the
maximum error at time t = 1 between the exact solution and the numerical solution at different values of∆t and∆x.
Also, Table 2 shows the magnitude of the maximum error, at time t = 1, between the exact solution and the numerical
solution obtained by using explicit method that discussed above at different values of ∆t,∆x and the stability bound is
given by
S1 = 2αcmax(∆t)
2
3hα
< 1.
Case 2. Consider two-sided space-fractional wave equation of the form
∂2u(x, t)
∂t2
= c+(x, t) ∂
1.8u(x, t)
∂+x1.8
+ c−(x, t) ∂
1.8u(x, t)
∂−x1.8
+ d(x, t),
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Table 3
Maximumerror for case 2 (implicitmethod) at t = 2.
∆t ∆x Maximum error
0.0020 2−3 0.03066
0.0020 2−4 0.01247
0.0020 2−5 0.0062
0.0040 2−6 0.0031
Table 4
Maximum error for case 2 (explicit method) at t = 2.
∆t ∆x Maximum error S2
0.0200 2−3 0.0379 0.1730
0.0066 2−4 0.0164 0.0710
0.0033 2−5 0.0083 0.0636
0.0050 2−6 0.0042 0.3996
defined on a finite domain 0 < x < 2 and t > 0 with the coefficient functions:
c+(x, t) = Γ (1.2)x1.8 and c−(x, t) = Γ (1.2)(2− x)1.8,
and the source function:
d(x, t) = 4e−tx2(2− x)2 − 32e−t
[
x2 + (2− x)2 − 2.5(x3 + (2− x)3)+ 25
22
(x4 + (2− x)4)
]
,
with initial conditions: u(x, 0) = 4x2(2− x)2, ut(x, 0) = −4x2(2− x)2,
and Dirichlet conditions: u(0, t) = u(2, t) = 0.
Note that the exact solution to this problem is:
u(x, t) = 4e−tx2(2− x)2,
which can be verified by applying the fractional differential formulas:
Dαa+(x)
m = Γ (m+ 1)
Γ (m+ 1− α)(x− a)
m−α,
and
Dαb−(x)
m = Γ (m+ 1)
Γ (m+ 1− α)(b− x)
m−α.
Table 3 shows the magnitude of the maximum error, at time t = 2, between the exact solution and the numerical solution
obtained by using implicit method that discussed above with different values of∆t and∆x.
Table 4 shows the magnitude of the maximum error, at time t = 2, between the exact solution and the numerical
solution obtained by using explicit method that discussed above at different values of ∆t,∆x and the stability bound is
given by
S2 = α(c+max + c−max)(∆t)
2
hα
< 1.
Figs. 1 and 2 show the obtained numerical solutions using finite difference method with α = 1.8 in case 2. From the
obtained numerical results, we conclude that the numerical solutions are in excellent agreement with the exact solution by
using shifted Grünwald finite difference method.
Example 2. In this example the finite difference schemes (17) is used to solve the fractional wave equations (1) with α = 2
and α = 1.8, respectively.
Consider the two-sided space-fractional wave equation with free source function of the following form:
∂2u(x, t)
∂t2
= c+(x, t) ∂
1.8u(x, t)
∂+x1.8
+ c−(x, t) ∂
1.8u(x, t)
∂−x1.8
,
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Fig. 3a. The behavior solution (explicit method) at t = 2 with∆t = 0.0025, h = 0.050 and α = 2.
Fig. 3b. The behavior solution (explicit method) at t = 6 with∆t = 0.010, h = 0.050 and α = 2.
defined on a finite domain 0 < x < 5 and t > 0 with the coefficient functions:
c+(x, t) = 1.0 and c−(x, t) = 1.0,
with initial conditions: u(x, 0) = sin(πx), ut(x, 0) = 0,
and Dirichlet conditions: u(0, t) = u(5, t) = 0.
Note that the exact solution to this problem in case α = 2 is:
u(x, t) = sin(πx) cos(2π t).
Figs. 3a–3d show the obtained numerical solutions using finite difference method with α = 2 and α = 1.8 respectively,
with different values of t . From the obtained numerical results, we can conclude that the numerical solutions are in excellent
agreement with the exact solution by using shifted Grünwald finite difference method.
5. Conclusion
In this paper, a class of finite difference methods with shifted Grünwald estimates for solving the fractional order wave
equation is presented. The stability and the consistent of the method in both implicit and explicit methods are proved.
Some test examples are given and the results obtained by the method are compared to the exact solutions. The comparison
certifies that FDM gives good results. Summarizing these results, we can say that the finite difference method in its general
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Fig. 3c. The behavior solution (explicit method) at t = 1 with∆t = 0.0025 and h = 0.050.
Fig. 3d. The behavior solution (explicit method) at t = 1.5 with∆t = 0.015 and h = 0.050.
form gives a reasonable calculations, easy to use and can be applied for the fractional differential equations in general form.
All results obtained by using MATLAB version 7.1.
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