Our purpose is to give an account of the r-tuple problem on the increasing sequence of reduced fractions having denominators bounded by a certain size and belonging to a fixed real interval. We show that when the size grows to infinity, the proportion of the r-tuples of consecutive denominators with components in certain apriori fixed arithmetic progressions with the same ratio approaches a limit, which is independent on the interval. The limit is given explicitly and it is completely described in a few particular instances.
INTRODUCTION
Let Q be a positive integer and let I be an interval of real numbers. We denote by F I Q the sequence of reduced fractions from I, whose denominators are positive and ≤ Q. The elements of the sequence are assumed to be arranged in ascending order. Since the denominators of these fractions are periodic with respect to an unit interval, and they also determine uniquely the numerators, one usually focuses on F Q , the sequences corresponding to I = [0, 1]. This is known as the Farey sequence of order Q.
Questions concerned with Farey sequences have a long history. In some problems, such as those related to the connection between Farey fractions and Dirichlet L-functions, one is lead to consider subsequences of Farey fractions defined by congruence constraints. Knowledge of the distribution of subsets of Farey fractions with congruence constraints would also be useful in the study of the periodic two-dimensional Lorentz gas. This is a billiard system on the two-dimensional torus with one or more circular regions (scatterers) removed (see Sinaȋ [24] , Bunimovich [8] , Chernov [9] , Boca and Zaharescu [7] ). Such systems were introduced in 1905 by Lorentz [23] to describe the dynamics of electrons in metals. A problem raised by Sinaȋ on the distribution of the free path length for this billiard system, when small scatterers are placed at integer points and the trajectory of the particle starts at the origin, was solved in Boca et all [5] , [6] , using techniques developed in [1] , [2] , [3] to study the local spacing distribution of Farey sequences.
The more general case when the trajectory starts at a given point with rational coordinates is intrinsically connected with the problem of the distribution of Farey fractions satisfying congruence constraints. For example, the case when the trajectory starts from the center (1/2, 1/2) of the unit square is related to the distribution of Farey fractions with odd numerators and denominators.
Some questions on the distribution of Farey fractions with odd, and respectively even denominators have been investigated in [4] , [10] , [12] , and [22] . Most recently, the authors [13] have proved the existence of a density function of neighbor denominators that are in an arbitrary arithmetic progression.
Let d ≥ 2 and 0 ≤ c ≤ d − 1 be integers. We denote by F Q (c, d) the set of Farey fractions of order Q with denominators ≡ c (mod d). We assume that the elements of F Q (c, d) are arranged increasingly. In various problems on the distribution of Farey fractions with denominators in a certain arithmetic progression it would be very useful to understand how the set F Q (c, d) sits inside F Q . With this in mind, in the present paper we investigate the distribution modulo d of the components of tuples of consecutive Farey fractions.
To make things precise, let c = (c 1 , . . . , c r ) ∈ [0, d − 1] r ∩ N r , for some integer r ≥ 1. We say that a tuple q = (q 1 , . . . , q r ) of consecutive denominators in F Q has parity c if q j ≡ c j (mod d), for 1 ≤ j ≤ r. In this case, we write shortly q ≡ c (mod d). We also say that c is the parity of the tuple of fractions f = (a 1 /q 1 , . . . , a r /q r ) ∈ F r Q . The question, we address here, is whether it is true that ρ Q (c, d), the proportion of r-tuples of consecutive Farey fractions f ∈ F r Q of parity c, has a limit ρ(c, d), as Q → ∞. And, if so, can one provide an explicit formula for ρ(c, d) ? More generally, the same questions can be asked for the subset of Farey fractions which belong to a given real interval. These problems have positive answers, indeed. Thus, for any interval of positive length I, any r ≥ 1 and any choice of parities c, the proportion of r-tuples of consecutive fractions in F I Q of parity c approaches a limit as Q → ∞. Moreover, this limit depends on r, c and d only, and is independent of the choice of the interval I. Roughly, this says that the probability that r consecutive fractions have parity c is independent of the position of these fractions in R.
For instance, when r = 1, one finds that the probability that a randomly chosen fraction is even a equals 1/3. In other words, there are asymptotically twice as many odd fractions as even fractions in F Q . For r ≥ 2, the parities of r consecutive fractions are not independent of one another. Thus, for instance, the probability that two neighbor fractions are even is zero. This follows by a classical fundamental property, which says that any consecutive Farey fractions a /q , a /q satisfy
This implies that q , q are relatively prime, so not both of them are even. In Section 2 we present some properties of F Q that will be used in the proofs. The next sections are devoted to give precise statements of the main results and their proofs. We conclude with a few examples for some special arithmetic progressions.
FACTS ABOUT F Q
Here we state a few fact about Farey sequences that are needed in the sequel. For the proofs and in depth details we refer to [2] , [3] , [15] , [17] and [20] .
For any r ≥ 1, let cF r Q and cD r Q be the set of r-tuples of consecutive fractions in F Q , respectively denominators of fractions in F Q .
We begin with a geometric correspondent of F Q . Let T be the triangle with vertices (1, 0), (1, 1), (0, 1) and its scaled transform, T Q := QT . Any lattice point with coprime coordinates (q , q ) ∈ QT determines uniquely a pair of consecutive fractions (a /q , a /q ) ∈ cF Q , and conversely, if (a /q , a /q ) ∈ cF Q then gcd(q , q ) = 1, q + q > Q, so (q , q ) ∈ QT .
Next, let us notice that one way to read (1) yields a = −q (mod q ) and a = q (mod q ). (Here the representative of x, the inverse of x (mod d), is taken in the interval [0, d − 1].) This is the reason and the main idea which supports the fact many properties regarding the distribution of F Q are preserved on F Q ∩ I, for any I ⊆ [0, 1], and then by periodicity for all larger intervals I.
Another noteworthy property says that, starting with a pairs (q , q ) ∈ cD 2 Q , then one may calculate by a recursive method all the fractions that precede or succeed a /q and a /q . To see this, we first remark that if a /q and a /q are not neighbor in F Q , then (1) no longer holds true. However, there is a good replacement. Indeed, if (a /q , a /q , a /q ) ∈ cF 3 Q , then the median fraction is linked to the extremes through the integer
Suppose now that r ≥ 3 and q = (q 1 , . . . , q r ) ∈ cD r Q , and consider the positive integers defined by
Then we may say that (q 1 , q 2 ) generates q and k = (k 1 , . . . , k r−2 ), too. In order to emphasize this, we write
, dropping the sub-and superscript when they are clear from the context.
For a given positive integer s, let A s be the set of all admissible k ∈ (N * ) s , which we define to be those vectors k generated by some (q , q ) ∈ T Q , for some Q ≥ 1 with gcd(q , q ) = 1. We remark that A s (N * ) s , and the components of vectors from A s should relate to one another in specific manners, such as: a neighbor of 1 can be any integer ≥ 2, neighbors of 2 can be only 1, 2, 3 or 4, neighbors of 3 can be only 1 or 2, neighbors of 4 can be only 1 or 2, and a neighbor of any k ≥ 5 can be only 1. Though, these conditions do not characterize completely the elements of A s for s ≥ 3, and the complexity grows with r.
Although q(q 1 , q 2 ) is uniquely generated by its first two components q 1 , q 2 , the vectors k ∈ A s have each infinitely many generators. The set of generators of a k ∈ A s can be nicely described and it will play a special role in what follows. We do this by introducing its natural continuum envelope downscaled by a factor of Q. Let us see the precise definitions. For any (x, y) ∈ R 2 , let L j (x, y) j≥−1 be the sequence given by L −1 (x, y) = x, L 0 (x, y) = y and recursively, for j ≥ 1,
Then, we put
where, for 1 ≤ j ≤ s,
Now, for any k ∈ (N * ) s , we define
the domain on which the map k(x, y) is locally constant. The definition may be extended for an empty k (with no components) by putting T 0 [·] = T , the Farey triangle. It turns out that T [k] is always a convex polygon. Also, for any fixed s ≥ 0, the set of all polygons
The set we were looking for is the polygon QT [k], which contains all lattice points from QT with relatively prime coordinates that generate k.
We conclude this section by mentioning that the symmetric role played by numerators and denominators in (1) assures that just about any statement, such as Theorems 1-4 below, holds identically with the word 'denominator' replaced by the word 'numerator'. 
Then we ought to to find the proportion
and probe the existence of a limit of ρ r Q (c, d), as Q → ∞. In order to find N r Q (c, d), we need to estimate the number of points with integer coordinates having a certain parity, and belonging to different domains. This is the object of the next section.
LATTICE POINTS IN PLANE DOMAINS
Given a set Ω ⊂ R 2 and integers 0 ≤ a, b < d, let N a,b;d (Ω) be the number of lattice points in Ω with relatively prime coordinates congruent modulo d to a and b, respectively, that is, 
Area(Ω) + O R log R .
Proof. As d is fixed and R can be taken large enough, we may assume that Ω ⊂ [0, R] 2 . Removing the coprimality condition by Möbius summation, we have
e|m, e|n
1 .
In the last sum, the last four conditions can be rewritten as:
, for some integers m 1 , n 1 . Since gcd(a, b) = 1, it follows that (e, d) = 1. Let e −1 be the inverse of e mod d. Then,
Here the inner sum is equal to
Completing the last sum and the Euler product for the Dirichlet series, we have
This completes the proof of the lemma, since the first product is equal to 6/π 2 .
In particular, Lemma 1 provides an estimation of the cardinality of 
In particular, by Lemma 2, we find that #F Q = 3 π 2 Q 2 + O(Q log Q) and the cardinality of the subsets of fractions with odd and even denominators are
We start with two particular cases. First, we let r = 1. Then c = c 1 and, making use of Lemma 2, we obtain
Next, let r = 2. Now the numerator of ρ 2 Q (c, d) is the number of lattice points from T Q with relatively prime coordinates and congruent with c = (c 1 , c 2 ), also. This is exactly the number counted in Lemma 1, thus we get
Now, we assume that r ≥ 3 and c = (c 1 , . . . , c r ). We denote by K r−2 (c, d) the set of all k = (k 1 , . . . , k r−2 ) ∈ A r−2 that correspond to r-tuples of consecutive denominators that are congruent to c (mod d), that is
The natural continuum envelope of the generators of k ∈ K r−2 (c, d) is the set
the union being disjoint. Here are the lattice points that we have to count
Applying Lemma 1, this can be written as
The prime attached to the sum in the error term indicates that in the summation are excluded those vectors k for which QT [k], the adherence of QT [k], contains no lattice points. We remark that the same estimate applies when r = 1, 2, as noticed in the beginning of this section. Depending on r, c and d, the nature of the sums in (7) may be different. In any case the first series is finite, being always bounded from above by Area(T ) = 1/2. In the second series, most of the times are summed infinitely many terms, but one expects that its rate of convergence is small enough to assure a limit for ρ r Q (c, d) as Q → ∞. We summarize the result in the following theorem.
where In order to have a limit of the ratio ρ r Q (c, d), we need at least to know that the limit L Q K r−2 (c, d) /Q 2 → 0, as Q → ∞, exists. A few initial checks leads one to expect a much stronger estimate to be true. Indeed, the authors [14] have proved that for any fixed r ≥ 1, the number of k ∈ A r with all components ≤ Q is rQ + O(r). Moreover, for Q sufficiently large, the polygons corresponding to k with components larger than Q (and only one components can be so !) form at most two connected regions in T . These are smaller and smaller when Q → ∞ and tend to one limit point, (1, 0), in the case r = 1, and to two limit points, (1, 1) and (1, 0), when r ≥ 2. Regarding the perimeters of [14] and [15] we have shown that , k, 1, 2, . . . , 2 t components ), with s, t ≥ 0, s+1+t = r and k > Q, are quadrangles whose vertices are given by formulas that are calculated explicitly. These are exactly the polygons that have the main contribution (by their number) in the estimate (9) , since the number of the remaining ones is always finite. Employing these information in Theorem 1, we obtain our main result. 
ON SHORT INTERVALS
We now turn to see what changes occur when we treat the same problem on an arbitrary interval. By the periodicity modulo an interval of length 1 of consecutive denominators of fractions in F I Q , we may reduce to consider only shorter intervals. Thus, in the following we assume that the interval I ⊆ [0, 1], of positive length, is fixed. In the notations introduced above for different sets, we will use an additional superscript I with the significance that their elements correspond to fractions from I.
By the fundamental relation (1), we find that if (a /q , a /q ) ∈ cF 2 Q then (11) a /q ∈ I ⇐⇒ q ∈ q I , in which q ∈ [0, q ] is the inverse of q (mod q ). Let . Now we consider the set
. For a given plane domain Ω, we use the following notation
Then, (13) 
Proof. We count the good points in Ω situated on horizontal lines with integer coordinates. Thus, we have
Employing exponential sums, the terms in the sum are equal to (16) 
We separate the terms in (16) in two groups. The first one contains the terms with k = q and the second is formed by all the others. The contribution of the terms from the first group will give the main term in (15) , since
It remains to estimate the size of the terms from the second group. The second sum from the right-hand side of (16) is a geometric progression that is bounded sharply by min(q|I|, k/q −1 ), where · is the distance to the closest integer. The most inner sum is a Kloosterman-type sum. It is incomplete, both on the length of the interval and on the x-domain -an arithmetic progression. A standard procedure, using the classic bound of Esterman [16] and Weil [25] , gives
where σ l (q) is the sum of the lth power of divisors of q. Thus, the contribution to (15) of the terms from the second group is
Here the sum over k is
On inserting this estimate in (18) and using the fact that σ l (q) q ε , we see that the contribution of terms from the second group is Q 3/2+ε . This completes the proof of the lemma.
In particular, Lemma 3 may be used to count the fractions from an interval. Thus, we have (19) #F
Finally, using the estimate given by Lemma 3 in (14) and combining the result and (19) in (12), we obtain the following theorem.
As a consequence, it follows that independent on the interval, the limit 
One of the patterns suited by this k's is formed by sequences of denominators that are congruent modulo 3 with a series of repeated ones and twos. For these, we obtain the following probabilities. and the same relations apply for ρ 2r (2, 1, . . . , 2, 1; 3) and ρ 2r+1 (2, 1, . . . , 1, 2; 3), respectively. Then the corollary follows using the formulae from (22) .
