For future use in modeling photoexcited dynamics and intersystem crossing, we calculate spin-adiabatic states and their analytical nuclear gradients within CIS theory. These energies and forces should be immediately useful for surface hopping dynamics, which are natural within an adiabatic framework. The resulting code has been implemented within the Q-Chem software and preliminary results suggest that the additional cost of including SOC within the singles-singles block is not large.
by SOC, for which El-Sayed's rule is applicable [5] . A few words are now appropriate about the exact form of the SOC operator.
Formally, the SOC operator is derived a consequence of the Dirac equation and cannot be derived with a non-relativistic theory of quantum mechanics. Nevertheless, up to a factor of two [6] , the form for the SOC operator can be rationalized with straightforward classical electromagnetic arguments, and nowadays, it is standard within the quantum chemistry community to use the so-called Breit-Pauli perturbative form of the SOC operator within nonrelativistic quantum mechanics [7] . According to the Breit-Pauli form, the SOC is a vector operator with one and two electron components. The one electron component is:
where α 0 is the fine structure constant, and j and A index the electrons and nuclei, respectively. Z A is the charge of nucleus A, s j is the spin operator of the j electron, r jA is the distance between electron j and nucleus A, and p j is the momentum of electron j. In this paper, we will restrict ourselves to the one-electron piece of the SOC operator; others have
shown that a screened one electron SOC term can capture many of the effects of the total SOC operator [8] .
Now, given an operator for the SOC, suppose we would like to run Tully's Fewest Switches Surface Hopping (FSSH) [9] to determine ISC rates and branching ratios. This problem has been considered by several authors in recent years [10] [11] [12] . For the reader not familiar with
Tully's algorithm, a few words about FSSH are now appropriate. The basic input to an FSSH trajectory are 1. adiabatic potential energies surfaces, 2. nuclear gradients, and 3.
derivative couplings, and the basic ansatz of FSSH is to run dynamics on adiabatic surfaces, while hopping between surfaces to account for electronic relaxation. One key element of surface hopping dynamics is that all dynamics are propagated along adiabatic surfaces.
This choice of surface ensures that barrier crossings (without tunneling) are correct and also that detailed balance is preserved approximately [9, 13, 14] . This choice furthermore gives us the correct choice of hopping direction -the derivative coupling [15] [16] [17] [18] . In fact, the FSSH algorithm can be justified approximately only when the dynamics are run along an adiabatic basis [19] . Even when the coupling is small, an adiabatic basis is still feasible [20] [21] [22] . And finally, recent work by several authors has shown that (when studying ISC), the dynamics can have large errors if one propagates along spin-diabats (i.e. singlet or triplet surfaces) rather than spin-adiabats (i.e. surfaces that mix spins) [10, 11, 19, 23] .
Altogether, the evidence above suggests that, in order to run ISC dynamics with FSSH, we should construct spin-adiabatic wavefunctions, i.e. the eigenstates of H el +V SO (see Eqn. 18 below) [24] . At this point, however, we must remind ourselves that the cost of diagonalizing the supermatrix will be large. And in fact, we must also recall that mixing one singlet and one triplet does not result in a system with two electronic states; instead, it results in a system with four electronic states because the triplets are always triply degenerate; of course all degeneracy is broken by SOC. Moreover, it would make no sense to include only one of the three triplets (say m s = 0 triplet) because then the calculation would depend spuriously on the artificial choice of lab frame and molecular orientation. And because the phase of a coupling can be essential (e.g. near a conical intersection), it is not reasonable to reduce the system to a single triplet with, e.g. |V SO | 2 , as an average (rotationally invariant) perturbative matrix element. Instead, for a rotationally invariant calculation, one must include all of the components of the triplet and diagonalize the full Hamiltonian (which also includes all of the vector components of the SOC operator, see Eqn. 14)
. And yet, given that the most expensive piece of a CIS calculation is multiplication of the trial amplitudes by the two electron integrals, and given the fact that the two electron integrals do not mix spin symmetry, it should be possible to compute spin-adiabat electronic states, as well as spin-adiabatic gradients, with minimal cost [25] .
With all of this background in mind, our goal for this paper is to derive and implement an algorithm for quickly generating spin-adiabatic states and their gradients within the context of configuration interaction singles (CIS), a popular and computationally efficient method to generate excited spin-diabatic state energies and amplitudes. Similar previous work with a semiempirical approach was performed by Granucci and Persico [26] .
II. THEORETICAL METHODS

A. Notation
Establishing correct notation will be essential for our problem with spatial and spin degrees of freedom. Henceforward, lowercase Greek letters µνλγω index atomic orbitals.
Lowercase Roman letters pqrs index general molecular orbitals from the Hartree Fock ground state (|p = µ C µp |µ ); abcd index specifically virtual orbitals, and ijklm index specifically occupied orbitals. Spin orbitals are represented by bold type as p or µ, or when explicitness is required, with subscripts as follows: p α for up spin, p β for down spin, or p σ for either spin.
A single excited state is defined by |Φ a i ≡ a † a a i |Φ HF . The singlet spin-diabat is indexed by (s) and triplet spin-diabats (t) are indexed by m s = −1, 0, +1. The four spin-diabats (one singlet and three triplets) can be indexed by ∈ {s, m s }. Finally, note that some quantities below will be complex; an asterisk ( * ) will denote the complex conjugate.
B. Standard CIS
We begin by outlining standard configuration interaction singles (CIS) theory of excited states. In this work, we use the closed-shell restricted form of the CIS equations. The standard CIS algorithm calculates the eigenstates of the electronic Hamiltonian,
projected into the space of all single excitations:
This quantity can be rewritten in terms of the Fock matrix,
= ε p δ pq
The energy of orbital p is ε p . By inserting Eqn. 5 into Eqn. 4, we recover the usual CIS theory with "Hamiltonian":
The CIS amplitudesX solve the following eigenvalue problem, bjÃ iajbXbj =ẼX ai (8) and are normalized such that,
The CIS Hamiltonian is block diagonal in the basis of spin-diabats (singlets and triplets).
A CIS singlet state has amplitudes such that
A CIS triplet (m s = 0) state will have amplitudes
The remaining CIS triplet states will be degenerate with equivalent amplitudes
where
ai .
C. The Breit-Pauli One-Electron Hamiltonian
A CIS-SOC Hamiltonian extends CIS by including the SOC through the Breit-Pauli
Hamiltonian V SO (Eqn. 1), which we express here in second quantization notation:
HereL captures the angular moment of an electron moving around all of the different nuclei A with positions r A . For example,
One can permute coordinates to recover theL x andL y terms. TheL integrals and their derivativesL [x] are discussed in the appendix.
Finally, for convenience later on, let us define a compact notation for V SO in the explicit spin basis,
with the following components forL,
The CIS-SOC Hamiltonian is the sum of the H el and V SO projected into the space of all single excitations:
TheÃ operator in Eqn 18 is the CIS operator (from Eqn. 7).
Let us construct a CIS-SOC stationary state [27] , i.e. an eigenstate of A (notÃ) with energy E:
The addition of V SO mixes singlets and triplets. Thus, such a CIS-SOC eigenstate |Ψ will have both singlet and triplet contributions,
As in standard CIS, the amplitudes are normalized over all contributions,
In the explicit spin basis, we can express X as,
E. Hellmann-Feynman Theory for the CIS-SOC Gradient
We can now use Hellmann-Feynman Theory to find an analytical gradient for the CIS-
, given that the CIS-SOC state is an eigenstate of A:
iajb X bj (23) As in Eqn. 18, the standard CIS electronic Hamiltonian can be separated from the new SOC terms,
so that,
So far we have been working in a molecular spin orbital basis, but quantum chemistry algorithms are usually designed in the atomic spatial orbital basis to take advantage of realvalued Gaussian-type orbitals with analytic two electron matrix elements. To this end, we will now convert to an atomic spin orbital basis, and then later convert to an atomic spatial orbital basis. 
For our purposes below, let us define some important terms in the AO basis,
The first three equations (27 -29) define the overlap matrix, the ground state density matrix and the formal inverse S −1 , respectively. Eqn. 30 is the CIS amplitudes in the AO basis, also known as the transition density. Eqn. 31 is very similar to the difference density matrix, but the second term is transposed .
In order to convert the derivatives in Eqn. 25 from the MO basis to the AO basis, we will use the V SO [x] term as an example. To start, we apply the derivative operator to Eqn.
26,
µν term is easily dependent on theL [x] integrals, which are directly available, but the C [x] terms are not. Others have derived the form of the C [x] derivatives [28] and we summarize the main points here. The molecular orbital coefficients depend on the overlap of the atomic orbitals (S) and the rotation matrix between the virtual and occupied space (Θ bi ), so the derivative can we written,
The form of the partial derivatives can be written
Inserting Eqns. 34 and 35 into Eqn. 33, we find
Finally, inserting Eqn. 36 into Eqn. 32 gives
Eqn. 37 is our final form for V SO [x] in the atomic spin orbital basis. The same steps can be applied to the standard CIS terms, the Fock term derivatives and two electron term derivatives. See reference [29] .
G. The CIS-SOC gradient in the Atomic Spin Orbital Basis
Now we have all the tools required to write the CIS-SOC gradient in the atomic spin orbital basis. In an atomic spin orbital basis, E [x] can naturally be written as the sum of four terms:
Let us now define these terms.
The first term E [x]
A is the standard CIS contribution without the ground state derivative
HF and without including orbital relaxation [29, 30] :
The second term is the contribution from V SO without including orbital relaxation[31]:
The third term is the gradient component arising from orbital relaxation. Here, again, there are two terms. The Y term arises from standard CIS theory [29] .
The Y SOC term arises from the SOC.
The fourth term is the ground state derivative, E HF .
H. The Atomic Spatial Orbital Basis
At this point, we have used only the usual tricks to evaluate the CIS gradient, from Ref.
[29]. The last and final step is to integrate over the spin degrees of freedom and evaluate the gradient in Eqns. 38-42 in terms of atomic spatial orbitals. This requires explicit spin information in our integrals.
We emphasize that most of the atomic orbital terms do not mix different spins. The explicit spin information for these terms can be expressed easily as:
S µσν σ = S µν δ σσ (44)
When we integrate over spin, these terms will not contain any spin information. The terms in an atomic spatial orbital basis that do have unique spin information are,
Now, the Π tensor might appear more complicated than necessary in the explicit spin basis. After all, Π is block diagonal in the spin-diabat basis, and so it will be convenient to define the two different forms (depending on spin). When we integrate over singlet diabatic states, the tensor takes the form,
When we integrate over triplet diabatic states, the tensor takes the form,
In this framework, the Fock matrix has a contribution from the singlet form of Π, i.e.
For use below, we will also define R and B in the spin-diabatic basis,
Here, ∈ {s, m s = −1, 0, +1}.
The last matrix element required in a spatial orbital basis is the rotation matrix between the virtual and occupied space. Given that we assume the Hartree-Fock ground state will always be a closed shell singlet, the molecular orbital basis never mixes spin, so that
I. The CIS-SOC gradient in the Atomic Spatial Orbital Basis
Using the above equations, we can construct a final working analytical gradient:
As stated above, the electronic Hamiltonian components are all block diagonal in the spindiabatic basis, and we see the same behavior with the gradient. This means we can sum over the independent contributions of the various spin-diabats ( ∈ {s, m s = −1, 0, +1}):
Similarly, we can define the Y ( ) term,
For the E
[x]
V term, we cannot simplify to spin-diabats, so we integrate over the spin degrees of freedom and express the results explicitly here, 
All of the terms in Eqns. 55-59 are available in standard quantum chemistry software, except theL integrals and derivatives, which we have implemented. As is standard in gradient theory, Θ [x] is not calculated directly, but rather through the coupled-perturbed
Hartree-Fock theory (CPHF) with a Z-vector scheme [32] [33] [34] .
III. RESULTS
In a development version of the Q-Chem software package [35] , we have implemented our CIS-SOC algorithm and the nuclear gradients of these CIS-SOC states (Eqns. [55] [56] [57] [58] [59] . Our reference molecule is ethene at the S 2 /T 4 crossing geometry as calculated at the HF/6-31G** level of theory.
A. States at an Intersystem Crossing
We have made use of a Davidson-inspired iterative diagonalization scheme for finding stationary states of the complex CIS-SOC Hamiltonian (Eqn. 18) and satisfy Eqn. 19 [36, 37] . The method searches for the lowest eigenvalues of a matrix in a subspace of the full basis. The number of iterations required to converge the eigenvalues depends greatly on the initial guess of the subspace. Calculating standard CIS states scales formally as O(N 2 ) where N is the size of the matrix. When we mix singlets and triplets, one would naively expect that the computational cost of CIS-SOC would go up by a factor of 16 relative to standard CIS; and when one considers the transition from a real to complex Hermitian Hamiltonian, the cost should go up by another factor of 2 (for a total factor of 32 times the cost). Perhaps not surprisingly, we have found that the cost of CIS-SOC is reduced dramatically if we use standard CIS singlets and triplets as an initial guess subspace.
For our small example of ethene, all calculations were run in serial. When one uses 5 singlet and 5 triplet standard CIS states as the initial guess (20 spin-diabats in total), the CIS-SOC calculation requires only 4 iterations. Table I shows that the total calculation time for this example is less than the cost of standard CIS. 
B. Comparison to Finite Difference
For the ethene case in Fig. 2 , we have used a five point stencil to calculate energy gradients by finite difference at the crossing point for H3 and C1.
Finite Difference Analytical 
IV. DISCUSSION AND CONCLUSION
We have derived and implemented analytic gradients for the spin-adiabatic states corresponding to a CIS Hamiltonian when we include SOC. As argued in the introduction, there are many applications for which we believe this theory will be relevant, especially surface hopping nonadiabatic dynamics. Nevertheless, the approach taken here has been by brute force, and one might wonder if the math to get to Eqns. 55-59 was really necessary? After all, if we want spin-adiabats, one must wonder why we have not implemented the most obvious alternative algorithm? Naively, we could calculate the singlet and triplet states directly and then couple a smaller subset together through SOC [11, 26, [38] [39] [40] . With such an approach, however, we emphasize that one cannot apply Hellmann-Feynman theorem, so that for a derivative, one must calculate explicitly how the singlet and triplet states change as a function of nuclear coordinates [26] . Furthermore, using a Z-vector to address such changes may be unstable due to high energy intruder states or [41] . By contrast, our presented method with spin-adiabats avoids all such difficulties; while we spend somewhat more time on matrix diagonalization, we spend far less time on the gradient.
Looking forward, one big question is how to transfer all this technology from CIS to TD-DFT. After all, TD-DFT is known to correct the orbital energies relative to Hartree-Fock and CIS, and yield much better excitation energies. Of course, there are problems with charge transfer states, but using TD-DFT, many problems can be resolved if one uses a range corrected functional [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] . Now, when calculating spin-adiabats with TD-DFT, the most obvious difficulty is how to treat the exchange-correlated functional which looks like a two-electron matrix element in the singles-singles block. However, for such an operator to be nonzero all electrons must have the same spin. Thus, formally, one should recover different excitation energies for the m s = 1 or −1 triplets relative to the m s = 0 triplet (and the latter is more accurate). Nevertheless,one solution to this quandary would be to simply include the same exchange-correlation functional for all triplet terms, which will necessarily maintain the normal spin degeneracy and should produce better excitation energies.
Finally, in the future, one can now imagine several applications worth exploring. With a fast enough ab initio code, an obvious target is the photophysics of benzaldehyde and benzophenone and the resulting ISC and phosphorescence [55, 56] . More generally, there have recently been interesting experiments done by Vinogradov and coworkers, where two singlets converted to triplets in platinum complexes and there have been few calculations [57] . These are just two out of many possible future applications. The S 2 /T 4 crossing point was found by optimizing the geometry of the ground state and rotating two geminal hydrogens. Table III reports the geometry at the crossing point. The CIS-SOC gradient requires access to the derivatives of the spin-orbit integrals in the atomic orbital basis,L [x] in Eqn. 58. To this end, we have implemented King and Furlani's algorithm [58] for spin-orbit integrals and extended the algorithm to integral nuclear derivatives. King and Furlani present recursion relations that express the spin-orbit multidimensional integrals as products of one dimensional integrals summed over the roots of the Rys polynomial [58] . Here, we will quickly outline the relevant formulas to evaluate the nuclear derivatives of the integrals.
Spin-orbit coupling in terms of nuclear attraction integrals
Atomic orbitals are linear combinations of Guassian primitive functions of the form,
Here r a = |r − r a | is the distance from the center of the Gaussian and the exponents {n x , n y , n z } are the angular momentum for each coordinate and are elements of the natural numbers N 0 . Consider the contribution of an atom C to theL z term of the SOC (of course, one can permute coordinates to recover theL x andL y terms).
King and Furlani convert the integrals with 1/r 3 dependence to nuclear attraction integrals
(1/r dependence) of the form,
where the derivative of the Gaussian can be defined as 
2. Extension to the Nuclear Derivative
The nuclear derivative for the q coordinate of atom D ofL z,C is
The first (last) term only contributes if η b (η a ) is centered on atom D. The middle term only contributes if C ≡ D. If all three contribute, the integral is zero by translational invariance.
If η a is centered on atom D, we use the properties of Gaussians (Eqn. 63) to write
The same can be said of η b .
To evaluate the L
z,D term, we can use the translational invariance of the integral:
Thus, if one can evaluate the integrals with different values of angular momentum, one can also easily evaluate the gradient.
Let us consider two examples. The first example is when C = D and η a and η b are not centered on atom C.
The second example is when C = D and η a is centered on C, but η b is not.
