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”Cogito ergo sum - I think, therefore I am - Je pense, donc je suis - 我思故我在. ”
Rene´ Descartes

Abstract
The genome is highly organized within the cell nucleus. This organization, in particular
the localization and dynamics of genes and chromosomes, is known to contribute to
gene expression and cell differentiation in normal and pathological contexts. The explo-
ration of this organization may help to diagnose disease and to identify new therapeutic
targets. Conformation of chromosomes can be analyzed by distance measurements of
distinct fluorescently labeled DNA sites. In this context, the spatial organization of
yeast chromosome III was shown to differ between two cell types, MATa and MATα.
However, imaging data are subject to noise, due to microscope resolution and the living
state of yeast cells. In this thesis, the aim is to develop new classification methods to
discriminate two mating types of yeast cells based on distance measurements between
three loci on chromosome III aided by estimation the bound of the perturbations.
We first address the issue of solving large scale SVM binary classification problems and
review state of the art first order optimization stochastic algorithms. To deal with un-
certainty, we propose a learning model that adjusts its robustness to noise. The method
avoids over conservative situations that can be encountered with worst case robust sup-
port vector machine formulations. The magnitude of the noise perturbations that is
incorporated in the model is controlled by optimizing a generalization error. No as-
sumption on the distribution of noise is taken. Only rough estimates of perturbations
bounds are required. The resulting problem is a large scale bi-level program. To solve
it, we propose a bi-level algorithm that performs very cheap stochastic gradient moves
and is therefore well suited to large datasets. The convergence is proven for a class
of general problems. We present encouraging experimental results confirming that the
technique outperforms robust second order cone programming formulations on public
datasets. The experiments also show that the extra nonlinearity generated by the un-
certainty in the data penalizes the classification of chromosome data and advocates for
further research on nonlinear robust models. Additionally, we provide the experiment-
ing results of the bilevel stochastic algorithm used to perform automatic selection of
the penalty parameter in linear and non-linear support vector machines. This approach
avoids expensive computations that usually arise in k-fold cross validation.
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Foreword
This thesis manuscript is organized in four chapters. Chapter 1 presents the biological
problem of automatic classification of chromosome mating types and the preliminaries
used for developing new methods. In Chapter 2, we explain how we build classification
models using bilevel optimization programs to address the hyperparameter selection and
robustness to uncertainty issues in data classification. We then describe a new bilevel
stochastic algorithm for solving these models. Chapter 3 briefly presents the results of
numerical experiments with the proposed algorithm. We conclude and give perspectives
for future research in Chapter 4.
The first three chapters can be seen as a synthesis of several articles that have been
published, submitted or that are in preparation. These articles are given at the end of
this thesis. Article 1 gives the local convergence proof of the proposed bi-level algorithm
and Article 2 provides numerical experiments on hyperparameter selection in large scale
Support Vector Machines (SVM). The work corresponding to Article 2 is an earlier work
than the convergence proof presented in Article 1, however, for clarity reason, we felt
that is was justified to first detail the convergence issues before presenting numerical
experiments. The article given in Article 3 details experiments with fist order optimiza-
tion techniques to solve the SVM robust problem when data is uncertain. The article
in Article 4 extends the work to safe SVM using the bilevel stochastic algorithm. The
article in preparation that is provided in Article 5 is a preliminary version that gathers
the various analysis that were carried out on the chromosome data.
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Chapter 1
Introduction
In this chapter, we introduce a chromosome data classification problem (Article 5 [163])
and some preliminaries needed for new developments. In the first section, we present
the problem background and some elements of statistical analysis. Then we review data
classification methods in Section 1.2. Some theoretical elements of optimization in data
classification are presented in Section 1.3.
1.1 A chromosome classification problem
1.1.1 Background
The spatial organization of the genome inside eukaryotic cell nuclei plays a role in DNA
function. Geometrical conformation of chromosomes within the nucleus can be described
by analyzing their folding properties. Folding can be inferred from measurement of dis-
tances between selected loci on a given chromosome. Such studies have been performed
on several cell types including human and yeast cells. Here, we focus on the geometric
study of yeast cells in which chromosome III (Chr3) was labelled at 3 sites. Chr3 con-
tains the mating type information (MATa and MATα). The study of the mating type
loci and their interconversion helps to understand the cell lineage control, silencing and
recombination [103]. Among the 16 chromosomes, Chr3 is the only one whose folding
varies between the two cell types [15]. Three loci labelled on Chr3: MATa (MATα),
HML (haploid mating left) and HMR (haploid mating right) are the basic loci options
(see the loci positions in Figure 1.1).
Previously, Lassadi et al. [104] showed that the relative triangular positions of these
three distinct chromosome loci are specific to MATa or MATα. The folding of the left
1
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arm of Chr3 differs with mating type. Belton et al. [15] further proved that the overall
conformation of the left arm of yeast Chr3 is mating type specific. The left arm of Chr3
with the centromere (refered as ’cen’ in Figure 1.1) proximal region up to the MAT locus
is interacting more frequently in MATa cells, whereas the left arm is more extending
away from centromere in MATα cells as shown in Figure 1.1.
Considering all differences between MATa and MATα, our objective is to develop new
classification methods to automatically discriminate MAT a and MATα. We use three
loci (defining a triangle) to describe the spatial organization of Chr3. It has been shown
that using one or two labels [51, 53, 142] could not describe the geometrical structure well.
The relative contribution of a 3rd locus physically connected offers many possibility to
describe the folding of the underlying chromosome which can be assimilated to a flexible
polymer. Three loci are labelled by classical genetics using three distinct fluorescent
operator repressor systems (FROS) [103, 104] with three colors as shown in Figure 1.2.
Figure 1.1: Different conformation of MATa and MATα
Figure 1.2: The left one is experiment images of yeast cells with three color loci. The
right one is the 3D model of a yeast nuclei.
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Measurements of distances between chromosome loci in living cells are inherently noisy.
Noises (uncertainties) can be explained by the limited resolution of measurements, the
intrinsic movement of chromosomes during the acquisition time and errors in detec-
tion and attribution of spot coordinates. Uncertainties are unavoidable. The proposed
method for estimating the noise bound is shown in Chapter 2. To obtain more ro-
bust models, we need to develop new classification methods taking uncertainties into
consideration.
1.1.2 Statistical analysis
Prior to apply classification methods, we use statistical plots to visualize distributions
and correlations of chromosome data, in order to identify differences in the distances
measured in MATa and MATα cells. Techniques to visualize data include bar graphs,
scatter plot matrices, correlation graphs and principal component analysis. From these
plots, we find that the distributions of the six variables between the two mating types
are different. But these differences are not sufficient to discriminate individuals of two
mating types. These statistical plots (shown in Article 5 [163]) illustrate linear rela-
tions among variables. In some situations, it is not sufficient to analyze data with only
plots. Therefore, we perform experiments using data classification algorithms which are
introduced in the next section.
To deal with noisy data, robust classification algorithms are applied and new learning
framework to obtain more robust answers are designed. Experiments are also conducted
on several samples merged into one sample to mimic the dynamic movements of chro-
mosome. Clustering analysis is used to detect potential subgroups in MATa cells.
1.2 Data classification
In machine learning and statistics, data classification allows predicting corresponding
labels of new points on the basis of a pre-defined set of labelled training points. It
is also an instance of supervised learning problems. There are various domains of ap-
plications. For instance, classification methods are used in handwriting recognition,
document classification, internet search engines, etc. In our analysis, we are motivated
by the classification of two yeast mating types based on chromosome 3D spatial data.
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1.2.1 Data classification methods
Many methods have been developed for tackling data classification problems. Examples
are instance-based learning methods, decision trees, neural networks, support vector
machines, etc. Here, we briefly review some methods that will later be applied to
chromosome classification.
Instance based-learning methods are simple and model-free algorithms. The idea is
based on the assumption that features which are used to describe labels are similar when
instances are close by. It is reasonable to use labels of closest instances to predict labels of
new instances. However, these algorithms are unstructured. It is hard to understand the
relationship between features and labels from these algorithms. Instance based-learning
methods can be very effective to solve real life problems, for example handwritten digits
and satellite image scenes. One example of instance based-learning is the k nearest
neighbor (k-NN) method. Given a training set, to predict the label of a new data point,
one assigns k closest points of the new point in the training set, and labels it with the
majority label in the k closest neighbors. The closest neighbors are found with a distance
which can be seen as a similarity measurement. For example, the distance can be chosen
as the Lp distance or the Minkowski distance. k is usually chosen using cross-validation
[35] (described in Chapter 2) in real applications. A detailed discussion of instance based
methods can be found in [2, 3, 165].
Decision trees (DT) are tree models that describe the classification paths for training
data, which are constructed by nodes and directed edges. A node is called a leaf node
if it has no children. A leaf node presents a label of one of the classes, otherwise it is
an internal node. Each internal node shows a rule for splitting the input space by one
of the features or a predefined criterion. A classification tree predicts the label of a new
point by traveling from the root node of the tree model to a leaf. A general method
for building a classification tree is a recursive procedure to choose the ’best feature’
at each node and then splitting the feature space in reference of the ’best feature’. In
this way, a best decision is made at each node. By recursively doing this, until all
training points are well classified or no proper feature can be used as a node, we obtain
a classification tree. Sometimes, classification trees can discriminate training data well,
but give a high prediction error. One way to avoid this is to limit the number of nodes
generated. Another solution is to prune the tree after it is built which is a commonly
used methodology in practice. Algorithms for constructing a decision tree include C4.5
[124], ID3 [123], and CART [50]. Classification trees are simple but powerful. With
each split on each node, the feature space partition is fully described, which makes the
classification path more readable. However, the partition is sensitive to small changes
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in input data points. Small changes can lead to a significantly different series of splits
due to the hierarchical nature of the process.
The Random Forest (RF) [90, 91] method is built upon a large collection of trees.
These trees are grown separately with randomly chosen subsets of input data points and
randomly chosen subsets of variables. To predict a label of a new data point, RF takes
the majority vote from the predicted labels of all trees therein. One benefit of RF is that
it runs efficiently on large scale datasets and it can handle many input variables without
doing a feature selection. It can also estimate missing data effectively, even when the
missing data correspond to a large portion of the dataset. Interestingly, RF provides a
measure of each variable’s importance. In our experiments with chromosome datasets,
we use RF to estimate the importance of each variable.
Neural Networks (NNets) were firstly defined by the neurophysiologist Warren McCul-
loch and the logician Walter Pits in 1943. NNets are modeled after the neural structure
in the brain. In human brain, a neuron collects signals from other neurons through
structures called dendrites, and sends out electrical activities through an axon which
has thousands of branches. A synapse which is at the end of each branch converts ac-
tivities from the axon to the connected neurones. Neurons networks are complicated,
which is the reason that the brain can perform highly complex computations. NNets are
simplified brain networks. We focus on NNets which contain no cycles, called feedfor-
ward networks. NNets can be described as directed acyclic graphs, in which the nodes
correspond to neurons and edges correspond to links between them. Each node accepts
a weighted sum of outputs of the connected nodes related to the coming edges as input.
NNets may contain several layers of nodes. In recent years, thanks to the increased com-
putational power to handle large datasets, and developments of new algorithms, NNets
have shown to be highly efficient for numerous learning tasks. Deep networks, which
are described as networks with multiple hidden layers, have been successfully applied to
many practical domains. A detailed overview can be found in [34, 90].
Support vector machines (SVMs) aim to find a hyperplane to separate the two classes
with the best prediction error. The hyperplane is found by maximizing the margin of
the two classes if they are linearly separable. When they are not linearly separable,
either a linear formulation with a penalization term is used, or a kernel function can be
applied to transform the input space to a higher feature space. SVMs have already been
well studied and achieve high accuracy in many applications. A detailed discussion of
SVMs can be found in [65, 70, 87, 133, 145, 152].
Since various methods have their own strengths and may work more efficiently with
different kinds of scenarios, we apply the following methods to classify chromosome
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data, including k-NN methods as a benchmark, DT, RF, NNets and SVMs. Since our
new developments for training large scale data problems are based on SVMs, we give a
detailed introduction of this method in the next section.
1.2.2 Support Vector Machines
SVMs were first invented by Vapnik and Chervonenkis [152]. They have been exten-
sively studied by many researchers [41, 57, 65, 66, 69, 70, 92, 105, 112, 135]. We first
introduce hard-SVMs which are used for linearly separable training sets, next we de-
scribe soft-SVMs for non-linearly separated datasets. Finally we present non-linear SVM
formulations using a kernel method.
1.2.2.1 Hard-SVMs
We denote training vectors by
{
xi ∈ Rd, i = 1, . . . , L
}
and their corresponding labels
by {yi ∈ {−1, 1}, i = 1, . . . , L}, where L is the number of training points and n is the
number of attributes. The separating hyperplane is < w, x > +b = 0, where w is the
orientation of the hyperplane and b is its relative position to the origin. The prediction
function is defined as f(x) = sign(< w, x > +b).
We assume that the two classes are linearly separable, which means that there exists a
hyperplane that can correctly discriminate all training points. However, there maybe
infinitely many possible hyperplanes that can correctly discriminate the training set
(left plot of Figure 1.3). From all these hyperplanes, we aim to find a hyperplane with
a minimum generalization error.
One approach is to maximize the margin between two parallel supporting hyperplanes
(hyperplanes that support two classes). This method is called the Hard-SVM (right
plot of Figure 1.3). Since the separating hyperplane is < w, x > +b = 0, the supporting
hyperplane can be written as < w, x > +b > k for class yi = 1 and < w, x > +b 6 −k for
class yi = −1, in which k > 0. After a rescaling, we require the supporting hyperplane
to be < w, x > +b > 1 for class yi = 1 and < w, x > +b 6 −1 for class yi = −1.
To maximize the margin, the distance between two supporting hyperplanes, which is
2/‖w‖2, is to be maximized. Maximizing the margin 2/‖w‖2 is equivalent to minimizing
‖w‖2/2. Therefore, we obtain the following Hard-SVM formulation:
min
w,b
1
2‖w‖2
subject to yi(< w, xi > +b) ≥ 1, i = 1, . . . , L.
(1.1)
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Figure 1.3: Linearly separable classification problem in the (x1, x2) space. The red
dots and the squares are different classes of points. The plot shows that for linearly
separable training set, there exist many possible separating hyperplanes and the margin
of two parallel supporting hyperplanes which is 2/‖w‖2.
The points which lie closest to the supporting hyperplanes are called support vectors.
Nonetheless, in practice, many training sets are not linearly separable. In this case, we
use a generalized formulation called the Soft-SVM.
1.2.2.2 Soft-SVMs
When two classes are not linearly separable, their data points overlap in the feature
space. The principle of Soft-SVMs is to maximize the margin and allow some points
on the wrong side of the supporting hyperplanes. We call these points error vectors
in the sequel. Minimizing distances of error vectors to the corresponding supporting
hyperplanes while maximizing the margin, we obtain a separating hyperplane which
provides a highest probability to correctly predict the label of a new data.
Let ξi > 0, i = 1, . . . , L be slack variables. The constraints in the Hard-SVM formulation
can be reformulated as:
yi(< w, xi > +b) + ξi ≥ 1,
ξi > 0, i = 1, . . . , L.
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Figure 1.4: Non-linearly separable classification problem. Soft-SVMs minimize the
distances (ξi) of the points on the wrong side of the hyperplane and maximize the
margin at the same time.
We see that a slack variable ξi penalizes an error vector (see Figure 1.4). Therefore
Soft-SVMs can be expressed as follows [65, 70, 135]:
min
w,b,ξ
1
2‖w‖2 + C
L∑
i=1
ξi
subject to yi(< w, xi > +b) + ξi ≥ 1, i = 1, . . . , L,
ξi ≥ 0, i = 1, . . . , L,
(1.2)
where the value C is a penalty parameter.
In constraints of Problem (1.2), since ξi ≥ 0 and ξi ≥ 1 − yi(< w, xi > +b), we obtain
an equality as follows:
ξi = max{0, 1− yi(< w, xi > +b)} (1.3)
which means that the i-th point is either correctly classified (ξi = 0) or penalized
(ξi = 1 − yi(< w, xi > +b)). Using Eq. (1.3), Problem (1.2) can be formulated as
an unconstrained optimization problem:
min
w,b
1
2
‖w‖2 + C
L∑
i=1
max{0, 1− yi(< w, xi > +b)}. (1.4)
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The term max{0, 1− yi(< w, xi > +b)} is known as the ”hinge loss” in statistics. From
Problem (1.4), SVMs can be taken as regularized minimization problems in which ‖w‖2
is a regularization part. In general, we can write SVMs as follows,
min
w,b
1
2
‖w‖2 + C
L∑
i=1
`(yi, < w, xi > +b)
where ` is a loss function (introduced in Section 1.3).
By deriving the dual problem of (1.2), we obtain a simplified problem. First, we derive
its Lagrangeian function, which is:
L(w, b, ξ, β, µ) =
1
2
‖w‖2 + C
L∑
i=1
ξi −
L∑
i=1
βi(yi(< w, xi > +b)− 1 + ξi)−
L∑
i=1
µiξi. (1.5)
Minimizing the above expression with respect to w, b and ξi by setting their respective
derivatives to zero, we obtain the following:
w =
∑L
i=1 βiyixi,
0 =
∑L
i=1 βiyi,
βi = C − µi, ∀i,
βi, µi, ξi > 0, ∀i.
(1.6)
Substituting (1.6) in the Lagrangian function (1.5), we obtain the dual problem as
follows,
min
β
1
2
∑L
i=1
∑L
j=1 βiβjyiyj < xi, xj > −
∑L
i=1 βi
subject to
∑L
i=1 βiyi = 0,
C > βi > 0, i = 1, . . . , L,
(1.7)
and w =
∑L
i=1 βiyixi. The offset b is computed using xi such that the corresponding βi
satisfying 0 < βi 6 C and solving:
b = yi− < w, xi > .
1.2.2.3 Soft-SVMs with kernels
Soft-SVMs are sufficient for the case when the two classes are slightly non-linearly sepa-
rable (i.e. Figure 1.4). Here, we introduce a method, referred as soft-SVMs with kernels,
to deal with the case when the two classes are strongly non-linearly separable (i.e. Figure
1.5).
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Figure 1.5: A classification case when two classes are strongly non-linearly separable
We first define a map Φ as follows:
Φ : Rd → H
xi → Φ(xi),
(1.8)
where the mapping space H is a Hilbert space, and dim(H)  d. Substituting xi, i =
1, . . . , L in the inner products using transformed vectors Φ(xi), i = 1, . . . , L, we obtain
the following optimization problem:
min
β
1
2
∑L
i=1
∑L
j=1 βiβjyiyj < Φ(xi),Φ(xj) > −
∑L
i=1 βi
subject to
∑L
i=1 βiyi = 0,
C > βi > 0, i = 1, . . . , L,
(1.9)
Notice that transformed vectors Φ(xi) only appear through inner products. One can
define a kernel function, i.e. k(xi, xj) =< Φ(xi),Φ(xj) > which can be used to substitute
inner products in Problem 1.9. The image space H through Φ is called a reproducing
kernel hilbert space (RKHS). Using kernels, transformed vectors Φ(xi) need not to be
specified as long as we know the kernel function. Since the kernel function computes
inner products in the transformed space, the matrix Kij = k(xi, xj) should be symmetric
positive (semi-) definite. Many kernels are developed for specific problems. We present
here three popular choices of kernels:
Degree d polynomial : k(u, v) = (1+ < u, v >)d,
Radial Basis : k(u, v) = exp(−‖u− v‖
2
2σ
),
Two-layer Neural Network : k(u, v) = S(η < u, v > +c),
in which S is the sigmoid function,S(t) =
1
1 + et
.
Primal problems can also be formulated with kernel matrices. From the representer
theorem [134], there exists a vector α ∈ RL such that w = ∑Li=1 αiΦ(xi). Substituting
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w into the formulation (1.4), we obtain:
min
w,b
1
2
< Kα,α > +C
L∑
i=1
max
{
0, 1− yi
(
L∑
t=1
αtk(xi, xt) + b
)}
. (1.10)
The corresponding classification function is:
f(x) = sign
(
L∑
i=1
αik(xi, x)
)
.
In SVMs, the parameter C represents a tradeoff between maximizing the margin and
minimizing the loss function. A general way to select C is to perform a cross-validation
(explained in Section 2.1). Kunapuli et al. [102] proposed a bi-level model selection for
SVMs, but the formulation cannot deal with large datasets. Therefore, we developed a
bi-level stochastic gradient method to select parameter C automatically for large scale
problems Article 2 [66].
SVMs are convex optimization problems. They can be solved using quadratic program-
ming (QP) or linear programming (LP) algorithms. However, QP algorithms, such
as augmented Lagrangian and interior point methods, and LP algorithms, such as the
simplex or interior point methods, can successfully handle problems of small and mod-
erate size. To solve large scale problems, efficient algorithms for finding SVM classifiers
have been developed, for example sub-gradient descent and coordinate descent methods
[41, 92, 105, 112]. We will discuss more about optimization in data classification and
related algorithms in the next section.
1.3 Optimization in data classification
In this section, we present some elements of the learning theory for data classification.
The classification learning task can be generally described as a risk minimization prob-
lem. To solve this problem, we rely on the empirical risk minimization, structural risk
minimization and regularized minimization principle based on the training set. Most of
these theories rely on optimization concepts. For further discusses, we refer to some of
Vapnik’s work [153, 156, 157].
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1.3.1 Modelling data classification as a risk minimization problem
Consider the framework where T = {(xi, yi), xi ∈ Rd, yi ∈ R, i = 1, . . . , L} is the training
set; xi ∈ X are observations; yi ∈ Y are corresponding labels; and L is the number of
training vectors. The label set Y is finite in data classification. For simplicity, we only
consider the binary classification, i.e. Y = {0, 1} or Y = {−1, 1}. Assume that the pairs
(xi, yi) are independent and identically distributed (i.i.d.) and they are drawn from a
fixed but unknown probability distribution P (x, y).
The objective of a classification learning procedure is to find a prediction function that
best approximates the labels of new data. The prediction function is estimated from
a set of functions fα(x), α ∈ Λ, where α ∈ Λ is a set of parameters. To achieve this
purpose, one measures the loss function `(y, fα(x)) which is defined as the discrepancy
between the label y and the label from the prediction function fα(x) generated by the
learning model for a given input x. Considering the mathematical expectation of the
loss `(y, fα(x)), we obtain the risk functional :
R(α) =
∫
`(y, fα(x))dP (x, y). (1.11)
The optimal prediction function fα∗(x) minimizes the functional R(α) over the param-
eter set α ∈ Λ. This is a general learning framework which is also relevant to learning
problems such as regression and density estimation with different choices of loss functions
[42, 44, 101, 157].
Assume that the set of functions {fα(x), α ∈ Λ} is given. For binary classification, fα(x)
takes only two values {0, 1}. The simplest loss function is the indicator function:
`(y, f(x, α)) =
{
0 if y = fα(x),
1 if y 6= fα(x).
(1.12)
Using this loss function, the risk functional (1.11) presents the probability that fα∗(x)
differs from y. The probability is known as the classification error rate. Therefore,
minimizing the risk functional is the same as minimizing the classification error rate.
To solve the risk functional (1.11) minimization problem, several induction principles
are proposed, such as empirical risk minimization, structural risk minimization and
regularized risk minimization. We present these principles in the sequel.
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1.3.2 Empirical risk minimization
1.3.2.1 Principle of empirical risk minimization
To solve risk minimization problems, we cannot use the risk functional (1.11) directly
since the probability distribution function P (x, y) is unknown. However, the training
samples are known and independently generated by the probability distribution function
P (x, y). An approximation of R(α) can be computed simply using the training set:
RˆL(α) ,
1
L
L∑
i=1
`(y, fα(x)), (1.13)
which is referred as the empirical risk functional. This functional (1.13) calculates the
frequency of misclassifying labels of training samples. Let α∗ be the minimizer of the
empirical risk minimization Problem (1.13) and fα∗(x) be the prediction function.
We now want to see if the empirical risk RˆL(α) is a good approximation of the real risk
R(α). This is related to the consistency of the empirical risk minimization problem. The
consistency research is the same as checking if the empirical risk RˆL(α) converges to its
minimum value when L → ∞ on the set α ∈ Λ. Vapnik proved a consistency theory
and gave a convergence rate in [157]. We will present some critical elements in the next
part to describe these issues.
1.3.2.2 Consistency of the empirical risk minimization principle
Vapnik and Chervonenkis [154] have shown a necessary and sufficient condition for
the consistency of the empirical risk minimization problem. The condition is that the
empirical risk RˆL(α) converges uniformly to the actual risk R(α) over the function set
fα(x), α ∈ Λ in the following sense:
lim
n→∞P{supα∈Λ |R(α)− RˆL(α)| > ε} = 0, ∀ε > 0. (1.14)
This theorem is very important since it replaces the problem of consistency of empirical
risk minimization by the uniform convergence of (1.14). Vapnik developed bounds for
the uniform convergence rate in the 70’s and 80’s [153]. These bounds are based on a
quantitative measure of the capacity of the set of functions fα(x) which is called the
VC-dimension [156, 157] of the set.
Before introducing the bound, we provide the VC-dimension for binary classification.
Recall that an example of loss functions for data classification is the indicator function
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(1.12). The VC-dimension of the indicator function is the maximum number h of vectors
which can be shattered in all possible 2h ways using functions in the set. For instance,
the VC-dimension for linear decision rules in n dimensional space is n+ 1 since they can
shatter at most n+ 1 points.
The bound of the rate of convergence for the binary data classification described in [155]
is given as follows:
P{sup
α∈Λ
|R(α)− RˆL(α)| > ε} <
(
2Le
h
)h
exp{−ε2L}. (1.15)
When this probability greater than 1− η for all α ∈ Λ, we have,
R(α) < RˆL(α) + C0(L/h, η), (1.16)
in which C0(L/h, η) is the confidence bound, and can be written as:
C0(L/h, η) =
√
h(ln 2L/h+ 1)− ln η
L
. (1.17)
This provides a bound to the real risk R(α) for all α ∈ Λ. With this bound, the empirical
risk minimization method can be theoretically justified in terms of convergence. When
L/h is large, the confidence interval C0 becomes small which means that the actual risk
is bounded by the empirical risk. In other words, the probability of classification error
on the test set, which we call as a generalization error, can be expected to be small when
the frequency of classification error in the training set is small.
1.3.3 Structural risk minimization
1.3.3.1 Principle of structural risk minimization
From the bound (1.16), when L/h is small, the confidence interval C0 becomes too large
to be neglected. Even with RˆL(α) = 0, we cannot guarantee a small probability of
classification error. Thus, in order to minimize R(α), another principle called Structural
risk minimization is introduced. The principle of minimizing the sum of the empirical
risk and the confidence bound can be seen as taking the VC-dimension of the function
set as a controlling variable.
To achieve this, Vapnik introduced a nested structure of subsets of a function set S =
fα(x), α ∈ Λ. Let S be provided with a structure consisting of nested subsets of functions
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Sk = fα(x), α ∈ Λk, such that,
S1 ⊂ S2 ⊂ . . . ⊂ Sn . . . . (1.18)
The VC-dimensions hk of the corresponding subset Sk of functions are finite, and such
that,
h1 6 h2 6 . . . 6 hn . . . .
The goal of structural risk minimization is to find the subset Sk minimizing the sum of the
empirical risk and the confidence bound. The principle defines a trade-off between the
empirical risk and the confidence bound. As h increases, the minimum of the empirical
risk decreases, but the confidence bound increases. We can obtain the best bound on the
real risk by selecting the best trade-off between the empirical risk and the confidence
bound. The consistency and the rate of the convergence are explained in detail in
references [156, 157].
1.3.3.2 Implementing structural risk minimization principle
To implement the structural risk minimization principle, one has to construct a structure
(1.18), and finds the best subset Sk with a VC-dimension hk minimizing the correspond-
ing bound (1.16). Two particular approaches to achieve the goal:
1. Keep the confidence bound fixed by choosing an appropriate construction of learn-
ing functions and minimize the empirical risk.
2. Keep the empirical risk fixed and minimize the confidence bound.
To keep the confidence interval fixed, we need to choose a set of admissible functions with
a proper VC-dimension h∗. For a given amount L of training data, the VC-dimension h∗
determines the confidence bound. Then the problem becomes to minimize the empirical
risk with a chosen structure for a specific amount of training data. For this given amount
of training data, if we design a learning algorithm that is too complex (with high h∗), the
confidence bound Φ(L/h∗) will be large, and even if the empirical risk can be minimized
to zero, the classification error on the test set could still be large. This phenomenon is
called overfitting. To avoid this, one has to construct learning function set with small
VC-dimension. However, if the set of functions has a small VC-dimension, it will be
difficult to fit training data. Thus, to obtain a small empirical risk and at the same
time keep a small confidence interval, we have to first construct the function set that
can reflect a priori knowledge about the problem, then minimize the empirical risk on
the training set.
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We present two different types of learning algorithms which implement these two ap-
proaches,
(I) Neural Networks implement the first approach;
(II) Support Vector Machines implement the second approach.
As we described in the previous section, Neural Networks (NNets) implement sigmoid
functions. It was proven that the VC-dimension of NNets depends on the type of sigmoid
functions and the number of weights in the 1990s. Under some general conditions, the
VC-dimension of NNets is bounded. If the VC-dimension does not change during the
training procedure, the generalization ability will depend only on the minimization of
the empirical risk. Therefore, NNets are learning examples for the first approach.
With Support Vector Machines (SVMs), when the two classes are separable, the empir-
ical error can be minimized to zero and the VC-dimension can be controlled by maxi-
mizing the margin [158]. In the general case, we can obtain a unique solution with the
selection of parameter C to have a trade off between minimizing the empirical risk (the
loss function) and controlling the VC-dimension (maximizing the margin).
1.3.4 Regularized risk minimization
According to the interpretation of SRM learning principles, we can add a regularization
function to control the VC dimension of the function set. This is called the regularized
risk minimization (RRM) principle. The regularization function is a mapping γ : Rd →
R. The general RRM formulation is:
min
α∈Λ
1
L
L∑
i=1
`(yi, fα(xi)) + λγ(α), (1.19)
where λ > 0 is a hyperparameter. Another interpretation of the regularization function
is that it helps to formulate a more stable problem. A problem is stable when the input
changes by a slight value, the output will not change much. It has been shown [136] that
stable learning rules may avoid overfitting. The choice of regularization functions often
reflect some prior belief about the problem at hand. A commonly used regularization
function called Tikhonov regularization is the square 2-norm (‖.‖22). In the following, we
will focus on the RRM learning principle with Tikhonov regularization function:
min
α∈Λ
1
L
L∑
i=1
`(yi, fα(xi)) + λ‖α‖22, (1.20)
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where the hyperparemeter λ controls the trade off between the low risk minimization
and the regularization. We will discuss how to select λ in Chapter 2.
Problem (1.20) usually has a convex objective function, for instance, linear regression
with Tikhonov regularization, support vector machines, etc. There are non-convex ex-
amples, such as neural networks, maximum likelihood mixtures of Gaussians, etc. If the
objective function is strictly convex, the problem is guaranteed to have a unique optimal
solution. One can obtain a faster convergence rate if the objective function is strongly
convex. To solve smooth and convex problems, one can use gradient based algorithms.
While for non-smooth and convex problems, subgradient based methods can be applied.
Observe that the objective function contains a sum of loss functions for all training
samples. When the dataset is large, the problem would be hard to solve. Fortunately, the
objective function is decomposable. One can use stochastic methods to tackle learning
problems with large scale datasets.
1.3.5 Stochastic gradient based algorithms
The size of training set has been increasing with the development of mass storage devices
and network systems. To handle large scale datasets, we present here stochastic gradient
based training algorithms. As a base for many learning algorithms, the Stochastic
Gradient Descent (SGD) method has been used, for example in Perceptrons, Adalines,
K-Means, Neural Networks, and Support Vector Machines. Before introducing SGD,
we start with the classic gradient descent algorithm, subgradient and proximal gradient
descent algorithms. Then we present the stochastic counterparts.
1.3.5.1 Gradient descent method
Assume function f : Rd → R is convex and differentiable. Let ∇f(x) be the gradient
of f , i.e. ∇f(x) =
(
∂f(x)
∂x1
, . . . ,
∂f(x)
∂xd
)T
. The gradient descent method is an iterative
algorithm to approximate a minimum of function f , i.e. x∗ = argminx∈Rd f(x). It starts
with an initial value x0, and at each iteration, moves towards the negative direction of
the gradient at the current point as follows:
xk+1 = xk − ηk∇f(xk), ∀k = 1, 2, . . .
where xk is the kth iterate; the value ηk > 0 is the kth step size, which controls the
convergence and the convergence rate of the algorithm. Some step size examples [45]
are:
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• Fixed step size. ηk = η for all k, the algorithm can diverge if η is too large. While
if η is too small, the converge rate can be slow.
• Exact line search. At each iteration, one finds the best step size along the direction
of the gradient,
ηk = argmin
s>0
f(xk − s∇f(xk)).
Usually, it is not possible to calculate this minimization problem exactly.
• Backtracking line search is an inexact line search method. Choosing two param-
eters, α ∈ (0, 0.5), β ∈ (0, 1), one can start with η = 1, and at each iteration,
while
f(x− η∇f(x)) > f(x)− αη‖∇f(x)‖2,
one reduces η by setting η ← βη. This method is simple and works well in practice.
Since the negative gradient of f(x) is the direction of greatest decrease of f at point x,
the function will decrease if a proper step size is used at each iteration until a stopping
criterion is satisfied. The stopping criterion is usually taken as ‖∇f(x)‖ 6 ε, where ε is
small and positive. Since f is convex, the algorithm converges to a global optimum. If
∇f is Lipschitz continuous with constant L, i.e.
‖∇f(x)−∇f(y)‖ 6 L‖x− y‖, for any x, y,
the gradient descent with fixed step size η 6 1/L converges with a rate O(1/k). We get
the same convergence rate with backtracking line search when f is Lipschitz differen-
tiable.
1.3.5.2 Subgradient method
When f is non-differentiable, the gradient descent method no longer applies. However,
one can generalize the method to a non-differentiable but convex function using a so-
called subgradient of f(x) at point x instead of the gradient ∇f(x). The subgradient
method was originally developed by Shor in the 1970s. For more details, please refer to
[6, 25, 140].
If the function f : Rd → R is convex, then for every x ∈ Rd there exists v such that [45],
f(y) > f(x) + vT (y − x), ∀y ∈ Rd.
A vector v that satisfies this equation is called a subgradient of f at x. The set of all
subgradients of f at x is called the sub-differential of f at x, denoted by ∂f(x). As
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a special case, when f is differentiable, ∂f(x) only contains the gradient ∇f(x). To
minimize f , the subgradient method update rule is,
xk+1 = xk − βkg(xk),
where xk is the kth iterate; βk > 0 is the step size and g(x
k) ∈ ∂f(x) is any subgradient
of f at x. Thus, we update, at each iteration, in the direction of a negative subgradient.
Nevertheless, the function f may not decrease since the negative subgradient may not
be a decrease direction of f at x, instead, the function value may increase. To overcome
this issue, one can track along the iterative process the best point found so far i.e., we
have,
fkbest = min{f
k−1
best
, f(xk)},
ikbest = k if f
k
best = f(x
k).
Thus, we obtain the best objective value at each iteration, and it can be shown that
fkbest decreases.
Usually, the step sizes chosen for subgradient methods are different from gradient meth-
ods. Instead of using an exact or approximate line search as in gradient descent methods,
subgradient methods use step size that are determined ”off-line” at each step, such as
• Constant step size. βk = β.
• Constant step length. βk = β/‖gk‖2, which gives ‖xk+1 − xk‖2 = β.
• Square summable but not summable step size, which satisfies,
lim
k→∞
βk = 0,
∞∑
k=1
βk =∞,
∞∑
k=1
β2k <∞. (1.21)
• Nonsummable diminishing step size, which is,
lim
k→∞
βk = 0, lim
k→∞
βk = 0,
∞∑
k=1
βk =∞. (1.22)
• Nonsummable diminishing step length, i.e.
βk = γk/‖gk‖2, (1.23)
where γk satisfies conditions (1.22).
The convergence results of the subgradient algorithm differs with the choice of the step
size. For constant step size and constant step length rule, in general one can only show
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that the subgradient method converges to within some range of the optimal value f∗,
lim
k→∞
fkbest − f∗ < ,
where  is a small positive value depending on β. For step size rules (1.21, 1.22, 1.23),
the subgradient algorithm converges to the optimal value, i.e.
lim
k→∞
fkbest = f
∗.
Further details of the convergence proof can be found for example in [46].
1.3.5.3 Proximal algorithms
Proximal algorithms are another class of optimization algorithms suited for solving non-
smooth, constrained, or large-scale problems. They are well developed in various do-
mains, such as machine learning [9, 47, 71, 74, 95, 119, 147, 166], optimal control [120],
signal processing [63, 64], nuclear norm problems [148], etc. Proximal algorithms in-
clude many well known algorithms, for example, proximal forward-backward splitting
method, Douglas-Rachford algorithm, alternating direction of multiplier method, itera-
tive thresholding, alternating split Bregman, etc. We start with the introduction of the
proximal operator. Then, we describe the forward-backward splitting method.
Let f : Rd → R ∪ {+∞} be a closed proper convex function, which means that the
epigraph of f :
epi f = {(x, t) ∈ Rd × R|f(x) 6 t},
is a nonempty closed convex set. For such function f , we define uniquely the proximal
operator of f , denoted by proxf : Rd × Rd, and defined as:
proxf (v) = argmin
x
{f(x) + 1
2
‖x− v‖22}.
The function minimized is strongly convex. Therefore, it admits a unique minimizer for
every v ∈ Rd.
We consider unconstrained optimization problems of which the objective function can
be split into two components. Proximal algorithms are especially suitable for these
problems. The objective functions have the following decomposable structure:
min
x
f(x) = g(x) + h(x), (1.24)
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where g is convex and differentiable with Lipschitz continuous gradient ∇g(x) (with
Lipschitz constant Lg) and h(x) is a convex, smooth or non-smooth function having
an easy computable proximal operator. To solve this kind of problem, one can use
the proximal forward-backward splitting (FBS) method. The iterate step for FBS is as
follows:
xk+1 = proxγkh(x
k − γk 5 g(xk)), (1.25)
where γk > 0 is the step size parameter. We call the move xk − γk5 g(xk) as a forward
gradient step using the function g(x), and proxγkh a backward step using the function
h(x).
The FBS method is a generalization of the projected gradient method [107]. We see
from the FBS iteration (1.25) that when h(x) = 0, Eq. (1.25) reduces to the gradient
method,
xk+1 = xk − γk 5 g(xk), (1.26)
to minimize functions with Lipschitz continuous gradient [24, 77]. When g(x) = 0,
xk+1 = proxγkh(x
k). (1.27)
Eq. (1.25) reduces to the proximal point algorithm, which is used for minimizing a
non-differentiable function [62, 106, 129]. Therefore, the FBS algorithm can be seen as
a combination of these two basic methods.
It has been shown [64] that the convergence rate of FBS algorithm is O(1/k) when a
fixed step size γk = γ ∈ (0, 1/Lg] is used, where Lg is the Lipschitz constant of ∇g(x).
If Lg is not known, the step size can be found by a line search [14]. Cruz [71] proved
the convergence of FBS using the subgradients of functions g(x) and h(x) when both
functions are non-differentiable.
1.3.5.4 Stochastic gradient descent (SGD) method
Suppose f : Rd → R is convex but not necessarily differentiable. In SGD method, the
update direction is not required to be the gradient or subgradient of the function f at
each iteration. Instead, we use a random vector v˜, and require that the expected value
of the random vector equals one of the subgradient direction, or the gradient direction
when f is differentiable. In the sequel, we focus on the non-differentiable case since the
differentiable case can be treated as a special case replacing subgradients by gradients.
If v = E[v˜] ∈ ∂f(x), we have
f(y) > f(x) + (E[v˜])T (y − x), ∀y ∈ Rd.
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To ensure convergence, we require that the random vector v˜ is a noisy unbiased estimate
of the subgradient. Thus, we can write v = v˜ + ε, where ε is a noise with zero mean.
The update rule is as follows:
xk+1 = xk − βkv˜k,
where xk is the kth iterate; the value βk > 0 is the step size and the vector v˜
k satisfies:
E[v˜k|xk] = vk ∈ ∂f(xk). (1.28)
Algorithm 1 Stochastic Gradient Descent
1: Choose x0, β0 > 0
2: k ← 0
3: while ‖v˜k‖ <  do
4: Choose a random vector v˜k such that E[v˜k|xk] = vk ∈ ∂f(xk)
5: Update xk+1 = xk − βkv˜k
6: Update βk
7: k ← k + 1
8: end while
The procedure is described in Algorithm 1. To ensure the convergence, the step sizes
are chosen to be as one of the step size rules 1.21, 1.22, 1.23. For more details about
the SGD convergence proof, one can refer to [33, 111, 121, 122, 141].
There are many efficient methods based on SGD, such as SGD with momentum (the
update direction is a convex combination of the current subgradient and the previous
subgradients), averaged SGD (the algorithm keeps track of updated solution at each
iteration and output the averaged vector) and adaptive gradient method (a modified
stochastic gradient method with adaptive learning rates), that are widely used.
1.3.5.5 Solving ERM using SGD method
Recall that instead of minimizing the true risk, we minimize the empirical risk (1.13)
with the training set T = {(x1, y1), (x2, y2), . . . , (xL, yL)}. The minimization problem
we are interested in is therefore:
min
α
RˆL(α) ,
1
L
L∑
i=1
`(yi, fα(xi)), (1.29)
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which is an unconstrained optimization problem. To solve Problem (1.29), Rumelhart
et al. [131] proposed to use the Gradient Descent method. The update rule is:
αk+1 = αk − γk∇αRˆL(α)
= αk − γk 1
L
L∑
i=1
∇α`(yi, fαk(xi)),
(1.30)
where γk > 0 is the step size, also called learning rate in machine learning.
Using the gradient algorithm to solve ERM is sometimes called a batch gradient descent
algorithm because all training points are taken at each step (in a batch mode). The
algorithm converges towards a local minimum of ERM when the learning rate is chosen
properly. However, each iteration involves a computation of the average of the loss
function ∇α`(yi, fαk(xi)) over the entire training set. When the training set is huge, it
is time consuming and difficult to compute.
We can use SGD to tackle large scale problems. At each iteration, we select a random
training data xp from the training set T . Since we have:
E[∇αl(yp, fαk(xp)] =
1
L
L∑
i=1
∇α`(yi, fαk(xi))
= ∇αRˆL(α),
(1.31)
the vector g˜ = ∇α`(yp, fαk(xp)) is a noisy unbiased estimate of the gradient of the ERM
function. At each iteration, the stochastic process only depends on the randomly picked
training point. Since the algorithm does not need to record the previous points that
were picked during the previous iterations, it can process very fast. The convergence of
SGD in learning problems has been studied extensively in the stochastic approximation
literature [23, 37, 39, 40]. With a learning rate chosen to be square-summable but not
summable (1.21), the algorithm converges to the solution of the ERM problem.
Many applications of SGD to classical machine learning schemes have been presented in
the literature [38, 41, 43, 83]. Here, we focus on its implementation in Support Vector
Machines. Recall that from the previous section, the SVM problem can be reformulated
as the following unconstrained optimization Problem (1.4):
min
w,b
G(w, b) =
1
2
‖w‖22 + C
L∑
i=1
max{0, 1− yi(< w, xi > +b)}.
Following the SGD procedure, we randomly select a training example p from the training
set and compute the unbiased estimate of the subgradient of G with respect to w and b
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as follows:
∇wG˜p(w, b) =
{
w if 1− yp(< w, x¯p > +b) < 0,
w + C(−ypx¯p) otherwise.
∇bG˜p(w, b) =
{
0 if 1− yp(< w, x¯p > +b) < 0,
−Cyp otherwise.
Next, we update w and b with respect to their corresponding unbiased subgradient:
wt+1 = wt − γtw∇wG˜p(w, b),
bt+1 = bt − γtb∇bG˜p(w, b).
With the choice of square-summable but not summable step sizes (1.21), we construct
an algorithm of SGD for SVM as shown in Algorithm 2.
Algorithm 2 Stochastic gradient algorithm for SVM
1: Select w0 randomly, α0w = 1, α
0
b = 1
2: Input training set T = (xi, yi), i = 1, . . . , L
3: t← 0
4: while t ≤ tmax do
5: Pick p randomly in 1, . . . , L
6: wt+1 ← wt − γtw∇wG˜p(w, b)
7: bt+1 ← bt − γtb∇bG˜p(w, b)
8: t← t+ 1
9: Update γtw and γ
t
b
10: end while
1.3.5.6 Stochastic proximal forward-backward splitting (SFBS) method
In this part, we describe the stochastic forward-backward splitting method and its im-
plementation in SVMs. When the function g(x) is the average of a large number of
smooth component convex functions, i.e.
g(x) =
1
L
L∑
i=1
gi(x), (1.32)
and h(x) is a general convex function that admits a simple proximal mapping, FBS
methods can be generalized to stochastic proximal forward-backward splitting methods
(SFBS) [119, 147, 166]. Duchi and Singer [76] introduced an stochastic proximal al-
gorithm for solving empirical loss minimization with regularization. They proved the
convergence when g(x) is non-smooth.
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The SFBS algorithm performs first a choice of a random component gi(x), and then
approximates g(x) using gi(x) in (1.25) at each iteration:
xk+1 = proxγkh(x
k − γk 5 gi(xk)), (1.33)
where γk > 0 is a step size parameter.
In many problems arising in machine learning, such as the regularized empirical risk
minimization problem, the objective functions can be presented as a sum of g+h, where
g is a finite sum of functions (1.32). We only describe here the implementation of SFBS
in SVMs (1.4). Recall that the regularized hinge loss formulation (1.4) of SVM can be
written as:
min
w,b
G(w, b) =
1
2
‖w‖22 + C
L∑
i=1
max{0, 1− yi(< w, xi > +b)}.
Using the value λ = 1/C, we obtain h and g as follows:
h(w, b) = λ2‖w‖22,
g(w, b) =
L∑
i=1
max{0, 1− yi(< w, xi > +b)}.
To implement the SFBS algorithm, we randomly select an integer l ∈ {1, . . . , L} and
obtain an approximation of g(w, b) using gl(w, b):
gl(w, b) = max{0, 1− yl(< w, xl > +b)}.
To perform the forward step for gl(w, b), we compute subgradients:
∇wgl(w, b) =
{
0 if 1− yl(< w, xl > +b) < 0,
−ylxl if else.
and
∇bgl(w, b) =
{
0 if 1− yl(< w, xl > +b) < 0,
−yl if else.
For the backward step, we need the proximal mapping for h(w, b), which is:
proxγkh(ξ) = argminu(
λtk
2
‖u‖22 +
1
2
‖u− ξ‖22)
=
ξ
λγk + 1
.
(1.34)
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Then the forward-backward practical iteration for w is:
wk+1 = proxγkh(w
k − tk∇wgl(w, b))
=
wk − γk∇wgl(w, b)
λγk + 1
,
(1.35)
The value b is only calculated with its forward step. The step sizes can be chosen as
before (1.21, 1.22, 1.23). The procedure is shown in Algorithm 3. In Article 3 [162], we
will apply this algorithm to solve the robust SVM formulation which will be described
in Chapter 2.
Algorithm 3 Stochastic proximal forward-backward splitting method for SVM
1: Choose initial value of w0, λ, tmax
2: Input training set T = (xi, yi), i = 1, . . . , L
3: t← 0
4: while t ≤ tmax do
5: Pick l randomly in the training set {1, . . . , L}
6: Calculate the subgradient ∇wgl(w, b), ∇bgl(w, b) with only the lth training point
7: Choose step sizes γtw and γ
t
b
8: Update wk+1 ← w
k − γtw∇wgl(w, b)
λγtw + 1
9: Update bk+1 ← bk − γtb∇bgl(w, b)
10: Update t← t+ 1
11: Update the step sizes γt+1w and γ
t+1
b
12: end while
Chapter 2
Bi-level optimization in data
classification
In this chapter, we propose new bi-level formulations for regularized empirical risk mini-
mization problems. More specifically, we first describe how the hyperparemeter selection
problem can be formulated as a bi-level problem (Article 2 [66]). Next, we explain how
to design a bi-level robust SVM model to learn uncertain data (Article 4 [67]). Finally,
we give a brief review of bi-level programming problems and the existing algorithms.
2.1 Hyperparameter selection in learning problems as a
bi-level optimization problem
From the previous chapter, recall that regularized risk minimization (RRM) problems
with Tikhonov regularization function can be formulated as (1.20):
min
α∈Λ
1
L
L∑
i=1
`(yi, fα(xi)) + λ‖α‖22,
where the hyperparemeter λ controls the trade off between miss-classifying empirical
data (loss) and generalizing to unseen data (regularization).
To select the hyperparemeter λ, the most commonly and widely accepted strategy is the
K-fold cross validation (CV). The CV procedure assumes that the data volume is large
enough so that we can set aside a validation set to test the model on new data (not
used in the training procedure). In K-fold CV, the original training set is split into K
roughly equal-sized folds. For each k = 1, . . . ,K, we fit the model with K − 1 (without
27
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the kth fold) folds and estimate the prediction error on the kth fold. We then average
the K estimates of the prediction error to reflect the generalization ability of the model.
To select the hyperparameter λ with K-fold CV, we need to perform a grid search. The
best λ∗ is obtained after comparing the generalization error at each grid point. The
procedure for K-fold cross validation is described in Article 2 [66] (Figure 1).
The grid search method often works well in practice. However, it requires a huge amount
of computing time as all values of the grid must be tested. When the dataset is large,
this is time consuming. As only a finite set of points can be examined, we need a
refined grid otherwise poor models will be obtained. Hastie and Rossett [89] showed
that the regularization parameter is continuous on the full regularization path of SVMs.
Therefore, it is reasonable to take the hyperparameter as a variable. In the literature
[75, 102], the authors proposed to use bilevel optimization to tune hyperparameters
automatically.
Du et al. [75] and Kunapuli et al. [102] built bi-level models for parameter selections
in SVMs. They solved the bi-level problem by replacing the inner problem with its
Karush-Kuhn-Tucker (KKT) conditions [45]. The resulting model is one level, but it
is too complex and not tractable for large scale datasets. Our approach (Article 2
[66]) of formulating the bi-level problem is somewhat different from previous works
[75, 102]. In our model, we split the original training set into two folds (training fold
and validation fold). We train the parameter α ∈ Λ of function set fα(x) on the training
fold T = {(xi, yi) ∈ Rd×{−1, 1}, i = 1, . . . , I} using a regularized risk function and tune
the hyperparameter on the validation fold V = {(xvj , yvj ) ∈ Rd × {−1, 1}, j = 1, . . . , J}
using a loss function. The resulting bi-level formulation is:
min
λ
J∑
j=1
`V (y
v
j , fα∗(x
v
j ))
subject to 0 ≤ λ ≤ λmax,
α = argmin
α∈Λ
I∑
i=1
`T (yi, fα(xi)) + λ‖α‖22,
(2.1)
where `V is the loss function for training the validation fold; `T is the loss function for
fitting the training fold; `V and `T are not necessarily the same; The box constraint
0 ≤ λ ≤ λmax is used to cut-off degenerate stationary points which do not have meaning
in the context of machine learning. Additionally, the upper bound λmax avoids very
large values that might later cause numerical scaling problems. Problem (2.1) can be
seen as a 1-fold validation scheme to automatically tune λ.
The idea can be generalized to form a bi-level K-fold cross validation in order to ensure
a better generalization ability. Let xvkj , j = 1, . . . , J be the J vectors from the validation
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fold k, where k = 1, . . . ,K and yvkj their corresponding labels. For each validation fold
k, we have also L = (K − 1)× J training vectors. Let xki , i = 1, . . . , I be these training
vectors and yki be their corresponding labels. Now we minimize the average validation
error over the K folds which leads to the following bi-level problem:
min
λ
1
K
K∑
k=1
N∑
j=1
`V (y
vk
j , fα∗k(x
vk
j ))
subject to 0 ≤ λ ≤ λmax,
α∗k = argmin
αk∈Λ
I∑
i=1
`T (y
k
i , fαk(x
k
i )) + λ‖αk‖22, k = 1, . . . ,K.
(2.2)
As we noted at the beginning of this section, the penalty parameter selection and kernel
parameter selection in SVM can be formulated as a bi-level formulation. We focus here
on penalty parameter selection problems. To comply with SVM notations from section
1.2, we reformulate Problem (2.1) in terms of the outer variable C (C = 1/λ) as follows:
min
C
J∑
j=1
`(yj , < w
∗, xvj > +b
∗)
subject to 0 ≤ C ≤ Cmax,
(w∗, b∗) = argmin
w,b
1
2
‖w‖2 + C
I∑
i=1
`(yi, < w, xi > +b).
(2.3)
We can also generalize this bi-level formulation to nonlinear SVMs. Recall that we
use a mapping Φ to transfer the input data into a higher dimensional feature space.
Substituting the Φ(x) into Problem (2.3), we obtain:
min
C
J∑
j=1
`(yvj , < w
∗,Φ(xvj ) > +b
∗)
subject to 0 ≤ C ≤ Cmax
(w∗, b∗) = argmin
w,b
1
2
‖w‖2 + C
I∑
i=1
`(yi, < w,Φ(xi) > +b).
(2.4)
If we use the hinge loss (i.e. `(y, t) = max{0, 1− < y, t >}) in Problem (2.4), and
perform the same substitution with (1.10), the formulation with kernel k(xi, xj) can be
written as:
min
C
J∑
j=1
max{0, 1− yvj
I∑
t=1
α¯tk(xt, x
v
j )}
subject to 0 ≤ C ≤ Cmax
α¯ = argmin
α
1
2
< Kα,α > +C
I∑
i=1
max{0, 1− yi
I∑
t=1
αtk(xt, xi)},
(2.5)
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where K is the kernel matrix defined by Kij = k(xi, xj); the vector α, from the Rep-
resenter Theorem, is such that w =
∑I
t=1 αtΦ(xi). Using the K folds scheme (2.2), the
bi-level formulation would be:
min
C
1
K
K∑
k=1
J∑
j=1
`(yvkj , w¯
>xvkj + b¯)
subject to 0 ≤ C ≤ Cmax
(w¯k, b¯k) = argmin
wk,bk
1
2
‖wk‖2 + C
I∑
i=1
`(yki , w
>
k x
k
i + bk) k = 1, . . . ,K.
(2.6)
The problem has now K minimization constraints. Generally, this problem would be
very hard to solve but in the specific case of Problem (2.6), it can be observed that
for a given C, the K inner problems are independent. Problem (2.6) could be called
block-minimization constrained bi-level problem. We can therefore apply the technique
derived for one fold to compute independently the gradients of wk with respect to C.
2.2 Robust SVMs with data uncertainty as a bi-level op-
timization problem
In this part, we show how to formulate robust SVMs as bi-level optimization programs.
In real life applications, data uncertainty is unavoidable due to many reasons, such as
the measurement device, the technological process, the environmental conditions etc.
For example, as mentioned before, in the process of acquiring chromosome data, the
measurement uncertainty can be caused by the resolution of the microscope and the liv-
ing condition of cells, which are hardly avoidable. Uncertainty in the training data may
greatly affect the quality of the prediction model. There are examples in [20] demon-
strating that even small perturbations can result in large differences on the optimization
solution.
Stochastic Optimization (SO) is one methodology to deal with data uncertainty. This
approach has a long and active history which can be dated back to Dantzig’s original
paper [72] in 1955. Yet, it assumes that the uncertainty has a probabilistic description
which is usually unknown. The uncertainty is often assumed to be Gaussian. For more
comprehensive picture, one can refer to [33, 93, 100, 122] and references therein.
Another methodology is Robust Optimization (RO) which is a more recent approach
in optimization. The uncertainty model is deterministic and based on uncertainty sets
instead of probability distributions. In contrast to SO which seeks to have robustness
solutions in some probabilistic sense, RO constructs a solution that is feasible for any
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realization of uncertainties. There are two approaches: the chance constraint approach
and the worst case approach. In the chance constraint approach applied to machine
learning [20, 21], the uncertain data must be classified correctly with high probability.
Chance constraints are further relaxed using statistical bounds (ex: Bernstein bounds)
based on the knowledge of first and second order moments of the distribution. The
resulting model can be formulated as a second order cone program. Here, we focus on
the second approach by taking into account the bounds of noise perturbations and where
classification constraints are satisfied in the worst case scenario [150].
In RO, we optimize f0(z) : Rd → R subject to constraints fi(z, ui) 6 0, where ui ∈ Rk
are uncertain parameters. The general RO formulation is:
min f0(z)
subject to fi(z, ui) 6 0 ∀ui ∈ Ui, i = 1, . . . ,m
(2.7)
where z is a vector of decision variables, and ui are random draws in the closed uncer-
tainty set Ui. The goal of Problem (2.7) is to compute the minimum z∗ of f0 for all
feasible z and all realizations of ui ∈ Ui, which is equivalent to the following worst case
scenario problem:
min
z
f0(z)
subject to sup
ui∈Ui
fi(z, ui) 6 0 i = 1, . . . ,m.
(2.8)
Problem (2.8) is in general intractable [18]. However, there are many robust problems
with specific classes of functions fi and some types of uncertainty sets Ui that are
tractable. One can refer to [19, 22] for some examples of solvable robust counterparts.
The choice of uncertainty models [27] depends on applications. In the following, we
specify the robust data classification problem based on SVMs with ellipsoidal data un-
certainties. We consider a set of noisy training vectors
{
x˜i ∈ Rd, i = 1, . . . , L
}
, where
x˜i = xi + ∆xi, ∀i ∈ {1, ..., L} and ∆xi are random perturbations. Motivated by the
normal distribution (noise are often normally distributed but the mean and variance are
unknown), we assume that the perturbations for each sample are bounded within an
ellipsoid. The ellipsoidal uncertainty set can be written as:
Θ(xi,Σi, γi) =
{
x˜i = xi + ∆xi : ‖Σ−1/2i ∆xi‖ ≤ γi
}
, i = 1, . . . , L (2.9)
where Σi is a positive definite matrix. We further assume that for each point x˜i lying
within the ellipsoid centered in xi, the corresponding label is the same label as xi.
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Some other typical assumptions on uncertainty sets are:
Box uncertainty: ‖ x˜− xi ‖∞≤ ηi, for some ηi > 0;
Spherical uncertainty: ‖ x˜− xi ‖2≤ ηi, for some ηi > 0.
(2.10)
Figure 2.1 illustrates examples of the ellipsoidal uncertainty and box uncertainty sets.
There are also other uncertainty sets that one can consider, for instance, polyhedral
type uncertainty or coupled perturbations across the samples x˜i (the perturbations are
not independent and there is a budget of uncertainty that is shared among all samples
[20, 27]).
Figure 2.1: Ellipsoidal uncertainty set and box uncertainty set
Taking uncertainties into account in Problem (1.2), we obtain the following formulation:
min
w,b,ξ
1
2‖w‖2 + C
L∑
i=1
ξi
subject to yi(w
T (xi + ∆xi) + b) + ξi ≥ 1, ‖Σ−1/2i ∆xi‖ ≤ γi,
ξi ≥ 0, i = 1, . . . , L.
(2.11)
To satisfy the linear inequality constraint for every realization of ∆xi in the ellipsoid, we
need to ensure that the constraint for the worst case scenario of ∆xi is satisfied. This
leads to the following robust counterpart optimization problem:
min
w,b,ξ
1
2‖w‖2 + C
L∑
i=1
ξi
subject to min
‖Σ−1/2i ∆xi‖6γi
yi(w
T (xi + ∆xi) + b) + ξi ≥ 1, i = 1, . . . , L,
ξi ≥ 0, i = 1, . . . , L.
(2.12)
Here, we derive the solution of the minimization constraint. Using the norm (‖.‖2), and
applying Cauchy-Schwarz inequality, we obtain:
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wT∆x = (Σ
1/2
i w)
T (Σ
−1/2
i ∆x) 6 −γi‖Σ1/2i w‖2.
Because the label y = ±1, we also have ywT∆x 6 −γi‖Σ1/2i w‖2. Thus, the mathematical
solution of the minimization constraint is:
min
‖Σ−1/2i ∆xi‖26γi
yiw
T (xi + ∆xi) = yiw
Txi − γi ‖ Σ1/2i w ‖2,
Problem (2.12) can be written as:
min
w,b,ξ
1
2‖w‖22 + C
L∑
i=1
ξi
subject to yi(w
Txi + b)− γi ‖ Σ1/2i w ‖2 +ξi ≥ 1, i = 1, . . . , L,
ξi ≥ 0, i = 1, . . . , L.
(2.13)
Problem (2.13) is referred as the robust SVM formulation. Often, Second Order Cone
Program (SOCP) [85, 139] solvers have been used to solve Problem (2.13) since it can
be formulated as the standard SOCP form:
min
w,b,ξ,α
α+ C
L∑
i=1
ξi
subject to yi(w
Txi + b)− γi ‖ Σ1/2i w ‖2 +ξi ≥ 1, i = 1, . . . , L,
ξi ≥ 0, i = 1, . . . , L.
‖w‖22 ≤ α
(2.14)
Solving Problems (2.14) has been an active research area [7] and efficient solver packages
[116, 146] involving the use of primal-dual interior point methods are now available. Such
SOCP solver requires about O(s3) operations per iteration and the number of iterations
is of the order O(
√
s × log(1/)) where  is the required precision and s is the number
of cones in the problem. In Problem (2.14), the number of cones is L+ 1 (L is the size
of the training dataset). Therefore, these SOCP techniques are not suitable to compute
solutions of very large scale training problems involving millions of data points. However,
for small and medium size problems, the use of SOCP techniques applied to Problem
(2.14) has given satisfying results [149, 150].
For large scale problems, we propose to use stochastic methods as explained in the
previous chapter. We will show briefly how to use SGD to solve Problem (2.13) with large
scale dataset. Problem (2.13) can be reformulated as an unconstrained optimization
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problem:
min
w,b
G(w, b) =
λ
2
‖w‖22 +
L∑
i=1
max{0, 1− yi(wTxi + b) + ‖Σ1/2i w‖2}, (2.15)
where max{0, 1− yi(wTxi + b) + ‖Σ1/2i w‖} is defined as a robust loss function, denoted
`Σi . The value λ = 1/C. To perform SGD for large scale learning problems, we generate
at each iteration an approximation of Problem (2.15) with a randomly selected training
point l of the training set:
min
w,b
G˜l(w, b) =
λ
2
‖w‖22 + max{0, 1− yl(wTxl + b) + γl‖Σ1/2l w‖2}. (2.16)
A subgradient of G˜l with respect to w can be written as:
∇wG˜l(w, b) =
 λw if 1− yl(w
Txl + b) + γl‖Σ1/2l w‖2 < 0
λw + (−ylxl + γl Σlw‖Σ1/2l w‖2
) otherwise,
and a subgradient of G˜l for b is:
∇bG˜l(w, b) =
{
0 if 1− yl(wTxl + b) + γl‖Σ1/2l w‖2 < 0
−yl otherwise.
These subgradients can be used at each iteration to perform stochastic gradient moves
as described in Algorithm 2. Note that the convergence in expectation of the stochastic
process requires the step size rules of (1.21, 1.22, 1.23).
We can also solve robust SVM problem using SFBS method described in the previous
section. Recall that the first step is to choose a training point l randomly from the
training set to get (2.16). Then we take h and g as follows:
h(w, b) = λ2‖w‖22,
g(w, b) = max{0, 1− yl(< w, xl > +b) + γl‖Σ1/2l w‖2}.
(2.17)
To perform the forward step, we calculate a subgradient of g(w, b) with respect to w:
∇wg(w, b) =

0 if 1− yl(< w, xl > +b) + γl ‖ Σ1/2l w ‖2< 0,
(−ylxl + γl Σlw‖ Σ1/2l w ‖2
) if else,
and a subgradient of g(w, b) with respect to b:
∇bg(w, b) =
{
0 if 1− yl(wTxl + b) + γl‖Σ1/2l w‖2 < 0,
−yl otherwise.
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For the backward step, we calculate the proximal mapping for h(w, b):
proxtkh(ξ) = argminu(
λtk
2
‖u‖22 +
1
2
‖u− ξ‖22)
=
ξ
λtk + 1
.
(2.18)
Then the iteration step for w is:
wk+1 = proxtkh(w
k − tk∇wg(w, b))
=
wk − tk∇wg(w, b)
λtk + 1
.
(2.19)
The offset b is kept the same during the backward step. The process is shown in Algo-
rithm 3.
Under the worst case scenario, the robust formulation (2.13) may lead to models that
are too conservative. We can see from Figure 2.1 that the worst case on each ellip-
soid (marked as a black spot) is too conservative and may generate additional non-
separability. To overcome this, we propose an adaptive robust model that will have the
advantage of being less conservative. The idea is to consider an adjustable subset of
the support of the uncertainties within the robust model (2.13). We split the original
training data into one training fold and one validation fold. The reduced uncertainty set
(reduced ellipsoid) will be computed so as to minimize the generalization error of the
validation fold. The proposed model is therefore automatically adjusting the subset of
the uncertainty set to the validation fold to avoid over-conservative choices. Mathemat-
ically, this is achieved by introducing a matrix Σσ defining a reduced ellipsoid where σ
is the vector of lengths of the ellipsoid along its axes. The resulting model can be cast
as a bi-level program as follows:
min
σ∈RL
N∑
j=1
`(yvj , < w
∗, xvj > +b
∗)
s.t. σmin 6 σ 6 σmax
(w∗, b∗) = argmin
w,b
λ
2
‖w‖2 +
L∑
i=1
`Σσ(yi, < w, xi > +b),
(2.20)
where xvj , j = 1, . . . , J are vectors from the validation fold; the box constraint σmin 6 σ 6
σmax controls the minimum and maximum amount of uncertainty we would like to take
into account in the model. The upper bound σmax should be taken as a rough estimate
of the maximum magnitude of perturbations on each direction of the uncertainty set.
The lower bound σmin could be taken for example as a fraction of σmax (for example:
σmin = 1/3× σmax); we define Σσ as Σσ = (diag(σ))2.
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This model is referred as the ’safe’ bi-level model of robust SVMs. Without loss of
generality, we consider here ellipsoids with γi = 1, ∀i = 1, . . . , I in (2.9). The volume
of the ellipsoid will be controlled by the vector σ, and the bounds σmax and σmin.
For simplicity and clarity, we consider Σσ as a diagonal matrix, assuming therefore an
implicit orientation of the ellipsoid along the natural axes of the coordinate system used
to define training samples and their attributes xi. In practice, the orientation may not
be as such and one will have a positive definite dense matrix Λ to define the ellipsoid.
However, it is always possible to use an eigenvalue decomposition Λ = QΣσQ
−1 to
retrieve Σσ. Such decomposition can be performed only once before training and does
not depend on the number of data points. As long as we assume that perturbations
share the same orientation through out the dataset, this is a reasonable assumption for
all applications where the noise source is the same for all data points.
2.3 Bi-level optimization and its algorithms
Problem (2.1) and (2.20) are special cases of Bilevel programming problems (BLPP).
BLPP are mathematical optimization programs which have a subset of their variables
constrained to be optimal solutions of other optimization problems. From a historical
point of view, bi-level optimization problems are closely related and highly motivated
by the economic problem of Stackelberg (1952) [144]. BLPP have initially appeared in
an article authored by Bracken and McGill [48] in 1973. Candler and Norton [55] were
the first to use the designation bi-level and multilevel program. Later, bi-level programs
were studied intensively [4, 10, 11, 30, 137, 138, 164]. For more details, interested reader
can refer to [61, 161]. A BLPP is generally formulated as:
min
x,y¯
F (x, y¯)
s.t. g(x, y¯) 6 0,
(2.21)
where y¯, for each value of x, is the solution of the so-called lower level problem (also
called follower’s problem):
min
y
G(x, y)
s.t. h(x, y) 6 0,
(2.22)
and variables are x ∈ Rn1 y ∈ Rn2. Functions F : Rn1×n2 → R and G : Rn1×n2 → R are
respectively the upper-level (outer level) and lower-level (inner level) objective functions.
Similarly, variables x are the upper-level variables and y are the lower-level variables.
Functions g : Rn1×n2 → Rm1 and h : Rn1×n2 → Rm2 are called upper-level and lower-
level constraints respectively.
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Given x¯ ∈ X, the lower-level feasible set is defined as:
Y (x¯) = {y ∈ Rn2 : h(x¯, y) 6 0},
while the lower-level reaction set is:
R(x¯) = {y¯ ∈ Rn2 : y¯ ∈ argmin{G(x¯, y˜) : y˜ ∈ Y (x¯)}},
which is referred as the induced region, where every y ∈ R(x¯) is a rational response. It
may be empty for some values of its argument. Therefore, the feasible set of bi-level
programming problem is:
IR = {(x, y) ∈ Rn1 × Rn2 : x ∈ X, g(x, y) 6 0, y ∈ R(x)},
which is usually nonconvex and can even be empty. Edumunds and Bard [78] described
conditions under which the feasible set is compact and the bi-level programming problem
has an optimal solution.
Several optimality conditions have been proposed. G. Savardand J. Gauvin [132] pro-
posed necessary conditions which are based on the concept of the steepest descent di-
rection. L. Vicent and P. Calamai [160] proposed necessary and sufficient optimality
conditions based on the geometry of the bi-level programming problem. Solving BLPP
is usually difficult. The convexity of the inner problem (follower’s problem) does not
ensure the convexity of the bi-level problem [61]. Solving the linear-linear bi-level pro-
gramming problem (both upper and lower objective functions are linear) was shown to
be NP -hard [96]. Hansen et al. [86] proved it to be strong NP -hard while Vincente et
al. [160] showed that merely checking strict or local optimality is also NP -hard.
Several classes of algorithms were developed to solve BLPP. We give a brief review of
these approaches:
• The extreme-point approach is based on vertex enumeration. This method is for
solving linear bi-level programs which was first proposed by Candler and Townsley
[56] and then developed by Bialas and Karwan [32]. More related contributions
can be found in Chen and Florian [58], Chen et al. [59] and Tuy et al. [151].
• The branch and bound approach is widely applied to bi-level problems that have
convex and regular lower-level problems. These lower-level problems can be re-
placed by its Karush-Kuhn-Tucker (KKT) conditions. Then, the method yields
a single-level problem. This problem can be solved by branch and bound algo-
rithms. This idea was proposed by Bard and Falk [11] and Fortuny-Amat and
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MaCarl [81] for solving linear bi-level programming problems. Then, Bard and
Morre [13] adapted this idea to linear-quadratic problems and Al-Khayal et al. [8],
Bard [12], and Edmunds and Bard [78], to the quadratic case. This algorithm has
the same idea with Mathematical Programs with Equilibrium Constraints (MPEC)
[61]. They both use the KKT conditions of the lower-level problem.
• The complementary pivoting approach combines some ideas from the first two
approaches and seems quite efficient for medium size problems. It was first pro-
posed by Bialas et al. [31] for solving linear bi-level programs. However, it was
proved by Ben-Ayed and Blair [16] that this algorithm does not always converge to
the optimal solution. Judice and Faustino [97–99] proposed the sequential linear
complementarity problem (SLCP) for solving linear and linear-quadratic bi-level
problems.
• Descent methods are designed to compute stationary points and local minima.
Assume that for any x, the optimal solution of the lower-level problem is unique
and the implicit function y(x) exits. Given a feasible point x, we want to find
a feasible direction along which the upper-level objective decreases. Savard and
Gauvin [132] extended the steepest descent direction algorithm to nonlinear bi-
level problems. Vicente et al. [159] applied this algorithm to convex bi-level
problems with strictly convex quadratic lower-level problems. They also proposed
appropriate step size rules along the descent direction. Falk and Liu [79] proposed
the decrease of the upper-level objective monitored by subdifferential information
which is obtained from the lower-level problem. Another descent approach was
proposed by Florian and Chen [80].
• Penalty function methods are another class of algorithms for solving nonlinear
bi-level problems. Yet, they are usually limited to computing stationary points
and local minima. This method consists in using penalty functions. Aiyoshi and
Shimizu [4, 5, 138] and Bi et al. [28, 29] used the penalty term in the lower-level
objective function while Ishiwuka and Aiyoshi [94] used penalty term in both level
objective functions. For convergence theory, one can refer to Loridan and Morgan
who worked on approximation and stability results for bi-level problems. Luo et
al. [110] presented the derivation of an exact penalty function.
• Trust region methods are iterative methods which are based on the approximation
of the original problem by a model around the current iterate. They were first tried
by Liu et al. [109] to solve bi-level problems without upper-level constraints and the
lower-level problem is strongly convex and linearly constrained. They proved the
convergence to a stationary point under some assumptions, but no computational
results were reported. Then, the trust-region algorithm was developed by Colson
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et al. [60] to tackle nonlinear bi-level problems with upper-level constraints g only
depends on upper-level variable x. This algorithm has been applied on a set of
problems and proved its efficiency (a global optimal is frequently reached).
To solve the bi-level Problems (2.1) and (2.20), since their lower-level problems are
convex, one approach is to replace the minimization constraint by its KKT optimality
conditions. Similar ideas have been proposed in the past in SVM model selection issues
[75, 102]. However, as mentioned before, in the context of large scale learning, this leads
to very large scale optimization problems that are usually not tractable. Therefore, we
propose a bi-level stochastic gradient based method that computes gradient estimates
of the inner and outer objectives. The method is suitable to large scale as well as data
streams. Moreover, we proved its convergence with some regularity assumptions. The
new algorithm and its applications in bi-level problems (2.1) and (2.20) are presented in
the next chapter.
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Chapter 3
A new bi-level stochastic
algorithm
In the previous chapter, we introduced the bi-level formulation of hyperparameter se-
lection in regularized risk minimization problems and the ’safe’ bi-level model of robust
SVMs. In this chapter, we design a new algorithm to solve these bi-level problems in
the context of large scale data (Article [68]). These bi-level problems have an inner level
(lower-level) and outer level (inner-level) structure where the objective functions at each
level can be decomposed into a sum of independent terms. We show that the proposed
algorithm converges towards a stationary point (Article [68]). Numerical experiments
are performed on the hyperparameter selection problems (Article 2 [66]) and the ’safe’
bi-level SVM model (Article 4 [67]).
3.1 A new bi-level stochastic gradient method
In this section, we first present the bi-level problem and required assumptions. Then,
we describe the new bi-level algorithm and the convergence result.
3.1.1 The bi-level problem and assumptions
We consider bi-level optimization problems having the following form:
min
x∈Rn
F (y)
s.t. y(x) = argmin
y¯∈Rm
G(x, y¯)
(3.1)
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in which F (y) : Rm → R, G(x, y) : Rn×Rm → R, and x ∈ Rn, y ∈ Rm; Integers n and m
are large; Both F and G are finite sums of independent terms and satisfy the following
Assumptions:
Assumptions:
A1 The function F (y) : y → F (y) is Lipschitz continuous with constant LF and has
Lipschitz gradient with constant L∇yF .
A2 The function G(x, y) : (x, y) → G(x, y) is twice differentiable and it is Lipschitz
continuous with constant LG. Its gradient ∇G is Lipschitz continuous with con-
stant L∇G. The function G(x, ·) is strictly convex and bounded below.
A3 The function x→ F (y(x)) is bounded below.
A4 The fonction y :→ y(x) has Lipschitz gradient with constant L∇xy.
We see that Assumption A1 requires F and ∇F to be Lipschitz continuous with respect
to the variable y with Lipschitz constant LF and L∇yF respectively. Assumption A2
requires similar regularity on G and also strict convexity to ensure that the inner problem
has a unique solution. Assumption A3 requires that the problem has a solution whereas
assumption A4 necessitates also regularity of the gradient of the implicit function defined
by y, the solution of the inner problem, as a function of x.
3.1.2 The bi-level stochastic gradient (BSG) algorithm
With Assumptions A1-A4 on functions F , G and y, we describe how to compute the
iterate moves with respect to the outer level variables. Firstly, the gradient of the
outer objective function in Problem (3.1) with respect to the variable x is calculated by
applying the implicit function theorem and the chain rule for derivatives as follows:
∇x [F (y(x))] = ∇y(x)∇yF (y(x)). (3.2)
From the implicit function theorem (IFT) [130], we know that, if (x∗, y∗) is an optimal
solution of the inner problem in (3.1), meaning that ∇yG(x∗, y∗) = 0, and if G is C2
and ∇2yG(x∗, y∗) is invertible, there exists an open set U ⊂ Rn, an open set V ⊂ Rm
such that (x∗, y∗) ∈ U × V and a C1-function y such that:
• ∀(u, v) ∈ U × V , ∇vG(u, v) = 0⇔ v = y(u).
• ∀u ∈ U , we have ∇vG(u, y(u)) = 0.
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• ∀(u, v) ∈ U × V , the matrix ∇2vG(u, v) is invertible and furthermore,
∇y(u) = − [∇2vvG(u, y(u))]−1∇2vuG(u, y(u)). (3.3)
Thus, we obtain,
∇x [F (y(x))] = −∇yF (y)>
[∇2yyG(x, y)]−1∇2xyG(x, y). (3.4)
Eq. (3.4) is referred as the bi-level differentiation. We see that the strict convexity of
G ensures a unique solution of ∇yG(x, y) = 0 and therefore the possibility to express
∇y(x) uniquely everywhere, which means that the constrained bi-level problem can be
replaced by an unconstrained optimization problem by expressing y as a function of x.
Now, consider the case where both outer and inner objective functions of the bi-level
problem can be expressed as finite sums. We state the following assumptions:
A5: F (y(x)) =
1
N
N∑
i=1
Fi(y(x)), G(x, y) =
1
J
J∑
j=1
Gj(x, y),
with Gj having the following special structure:
A6: Gj(x, y) = h(x, y) + hj(x, y), ∀j ∈ 1, . . . , J (3.5)
in which hj is a linear function with respect to x and y for all j ∈ {1, . . . , J}. Let us
also assume that the function h shares properties of G defined in assumption A2.
Algorithm 4 Bi-level Stochastic Gradient (BSG) algorithm
1: Choose x0 and α0 > 0
2: k, i, j ← 0
3: while ‖∇x
[
Fi(y
(j)(xk))
] ‖ ≥ 0 do
4: Pick i randomly and uniformly in {1, . . . , N}
5: Pick j randomly and uniformly in {1, . . . , J}
6: Compute y(j)(xk) = argmin
y¯∈Rm
Gj(xk, y¯)
7: Compute
∇x
[
Fi(y
(j)(xk))
]
= −∇yFi(y(j)(xk)(∇2yyGj(xk, y(j)(xk)))−1∇2xyGj(xk, y(j)(xk))
8: xk+1 ← xk − αk∇x
[
Fi(y
(j)(xk))
]
9: Update αk
10: k ← k + 1
11: end while
The bi-level stochastic gradient (BSG) method with inner and outer approximations is
performed by randomly choosing one i in {1, . . . , N} and one j in {1, . . . , J} at each
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iteration and use ∇x
[
Fi(y
(j)(x))
]
(where y(j)(x) = argminy¯∈Rm Gj(x, y¯)) as an approx-
imation of ∇x [F (y(x))]. The special structure (3.5) ensures that ∇x
[
Fi(y
(j)(x))
]
is an
unbiased estimate of ∇x [F (y(x))]. The BSG algorithm is summarized in Algorithm 4.
3.1.3 Convergence theorem
At iteration k, let εk be the error between the gradient estimate and the true gradient
∇x [F (y(x))]:
εk = ∇x
[
Fi(y
(j)(x))
]
−∇x [F (y(x))] .
The convergence result for BSG (Algorithm 4) is summarized in the following theorem.
Theorem 3.1. Suppose that:
1. Assumptions A1-A6 are satisfied,
2. ∃D > 0 such that ∀k > 0, εk satisfies the following inequality
E
[‖εk‖2] ≤ D‖∇x [F (y(xk))] ‖2,
3. ∀k > 0, αk is chosen such that
∞∑
k=0
αk =∞,
∞∑
k=0
α2k <∞.
Then the sequence {xk} generated by the BSG algorithm converges in expectation to a
stationary point of the function x→ F (y(x)), i.e.
lim
k→∞
E[‖∇x [F (y(xk)] ‖] = 0.
Summary of proof : The sequence of iterates {xk} generated by BSG can be written
as
xk+1 ← xk − αk∇x
[
Fi(y
(j)(xk))
]
,
where i and j are randomly chosen in {1, ..., N} and {1, ..., J} respectively. Using the
Eq. (3.4) and the special structure of Gj (Assumption A6), we can show that, at each
point xk, ∇x
[
Fi(y
(j)(xk))
]
is an unbiased estimate of ∇x [F (y(xk))], meaning also that
E[εk|xk] = E
[
∇x
[
Fi(y
(j)(xk))
]
|xk
]
−∇x [F (y(xk))] = 0. (3.6)
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Using Eq. (3.6), and the fact that ∇xF is Lipschitz continuous (see lemma 2.2 in Article
1 [68]), and inequality E
[‖εk‖2] ≤ D‖∇x [F (y(xk))] ‖2, we can show that the sequence
{E [F (y(xk+1))]} decreases.
From Assumption A3 (x → F (y(x)) is bounded below), this implies that there exists
a value M > 0 such that E [F (y(x0))] − E [F (y(xK))] ≤ M . We have the following
inequality:
K−1∑
k=1
αk
(
1− αkL∇xF +D
2
)
E
[‖∇x [F (y(xk−1))] ‖2] ≤M. (3.7)
Then, with the use of step size αk satisfying
∞∑
k=0
αk =∞, we proved that
lim inf
k→∞
E [‖∇x [F (y(xk))] ‖] = 0,
and with
∞∑
k=0
α2k <∞,
lim sup
k→∞
E [‖∇x [F (y(xk))] ‖] = 0.
Therefore, the algorithm converges in expectation to a stationary point of function
F (y(x)),
lim
k→∞
E [‖∇x [F (y(xk))] ‖] = 0.
The details for the proof is presented in Article 1 [68] (Theorem 4.1).
3.2 Experiments with the BSG algorithm on hyperparam-
eter selection in SVMs
In Section 2.1, we propose a procedure for automatically adjusting the hyperparemeter
C during the training process of SVMs. In this section, we apply the BSG algorithm to
solve this problem.
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3.2.1 Applying the BSG algorithm on hyperparameter selection in
SVMs
We use the hinge loss in the formulation of 1-fold bi-level problem of tuning C in linear
SVMs (2.3), which can be written as:
min
C
J∑
j=1
max{0, 1− yj(w¯>xvj + b¯)}
s.t. 0 ≤ C ≤ Cmax,
(w¯, b¯) = argmin
w,b
[
1
2
‖w‖2 + C
I∑
i=1
max{0, 1− yi(w>xi + b)}
]
.
(3.8)
Recall that xvj for j = 1, . . . , J are vectors from the validation fold, and xi for i = 1, . . . , I
are vectors from the training fold.
Notice that the inner and outer objective functions are non-differentiable. As mentioned
before, we define xi as an error vector if its loss value is non-zero: the error vector set
in the training fold is Te = {i = 1, . . . , I|yi(w>xi + b) < 1} and in the validation fold is
Ve = {j = 1, . . . , J |yj(w>xvj + b) < 1}. Since checking that a vector is an error vector
or not is computationally inexpensive, to deal with the non-differentiability of the hinge
loss, we only take in consideration the error vectors. According to the formulation (3.1),
the functions F and G are respectively:
F (C, (w¯, b¯)) =
Je∑
j=1
[
1− yj(w¯>xvj ) + b¯
]
,
G(C, (w, b)) = 12‖w‖22 + C
Ie∑
i=1
[
1− yi(w>xi) + b)
]
.
where Je = |Ve| and Ie = |Te|. Obviously, the bi-level formulation with these objective
functions satisfy the Assumptions A1-A3, A5 and A6. Since the implicit function is
C → (w(C), b(C)), its gradient can be expressed as follows:
∇w(C) = − [∇2wG(C,w)]−1∇2CwG(C,w)
=
Ie∑
i=1
yixi,
(3.9)
and,
∇b(C) = − [∇2bG(C, b)]−1∇2CbG(C, b)
= 0.
(3.10)
Therefore, the implicit function has a constant gradient and Assumption A4 is satisfied.
We can apply the BSG algorithm and at the same time ensure the convergence. When
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implementing BSG, instead of computing the optimal value of the inner problem, we
only perform one step towards the solution of the inner problem. By performing this,
the computation is cheaper and this works well in practice. In the sequel, this variant
algorithm is called BSGv. We randomly pick two integers l ∈ Te and p ∈ Ve. The noisy
unbiased estimates of their gradients are computed as follows:
∇wG˜l(C,w) = w − Cylxl,
∇C
[
F˜p(C, w¯(C))
]
= ∇C F˜p(C, w¯)> +∇w¯F˜p(C, w¯)>∇Cw¯(C),
where F˜p(C, w¯) = (1 − yvpw¯>xvp). Note that ∇2wG˜l(C,w) = I is the identity matrix.
Therefore, we obtain:
∇Cw(C) = ylxl. (3.11)
Next, we compute an estimate of the variation of the outer objective function with
respect to C. Since ∇C F˜p(C, w¯) = 0 and ∇w¯F˜p(C, w¯) = −yvpxvp>, using (3.11), we have:
∇C F˜p(C, w¯(C)) = −ypxvp>ylxl.
As the constraints in Problem (3.8) are box constraints, we can easily project the above
gradient to compute a stochastic gradient descent step within an iterative scheme. We
summarize the technique in Algorithm 5. The implementation details are discussed in
Article 2 [66].
Algorithm 5 1-fold Validation BSGv Algorithm for L1-SVM
1: Select C0, w0, Cmax.
2: x stores the matrix of training vectors and xv the matrix of validation vectors.
3: t← 0
4: while (Stop.Crit. not satisfied) & (t ≤ tmax) do
5: Pick l randomly in Te = {i = 1, . . . , L|yiw>xi < 1}
6: Pick p randomly in Ve = {j = 1, . . . , N |yjw>xvj < 1}
7: Calculate ∇wG˜l(C,w) = w − Cylxl
8: Calculate ∇C
[
F˜p(C, w¯(C))
]
= −yvpxvp>ylxl
9: Perform the move wt+1 ← wt − αtw∇wG˜l(Ct, w)
10: Perform the move Ct+1 ← Ct − αtC∇C
[
F˜p(C, w¯(C))
]
11: if C > Cmax then C = Cmax
12: end if
13: t← t+ 1
14: end while
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The BSGv algorithm can also be applied to the nonlinear SVM case where kernel func-
tions are used. Recall that the nonlinear bi-level SVM formulation (2.5) is:
min
C
J∑
j=1
max
{
0, 1− yvj
I∑
t=1
β¯tk(xt, x
v
j )
}
s.t. 0 ≤ C ≤ Cmax,
β¯ = argmin
β
1
2
β>Kβ + C
I∑
i=1
max{0, 1− yi
I∑
t=1
βtk(xt, xi)},
where k(., .) is a kernel function; As mentioned before, the vector β is such that w =∑I
i=1 βiΦ(xi) (from the representer theorem). We define the following column vec-
tors Kvj = (k(xt, x
v
j ))t=1,...,I and Ki = (k(xt, xi))t=1,...,I and the kernel matrix K =
(k(xi, xj))i,j=1,...,I . Therefore, we can write Problem (2.5) as:
min
β¯,C
J∑
j=1
max{0, 1− yvjKvj >β¯}
s.t. 0 ≤ C ≤ Cmax,
β¯ = argmin
β
[
1
2
β>Kβ + C
I∑
i=1
max{0, 1− yiK>i β}
]
.
Following the same process as for the linear case, we report here some main results as
the derivation is identical. A noisy estimate of the inner objective function is computed
by randomly picking l ∈ Te. We obtain the following equations:
∇βG˜l(C, β) = Kβ − CylKl,
∇2ββG˜(C, β) = K,
∇2βCG˜(C, β) = −ylKl,
∇Cβ(C) = ylK−1Kl.
The matrix K is dense and large if we are dealing with large scale datasets. Yet, observe
that we can express the last equation as K∇Cβ(C) = ylKl. We obtain ∇Cβ(C) = ylel
where el is the zero vector except for its l coordinate being 1, (el)l = 1.
As before, a noisy estimate of the outer objective function is then computed by randomly
selecting one error vector (let p be its index, p ∈ Ve) among all error vectors in the
validation fold. The derivative of the outer objective with respect to C is as follows:
∇C
[
F˜l(C, β¯(C))
]
= −yvpylKvp>el.
Then, we can apply Algorithm 5 with these gradient estimates involving kernels.
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Table 3.1: Datasets Description
Datasets Nb of examples Nb of attributes
Cancer 699 9
SPECT 120 22
MAGIC04 19020 10
Pima 768 8
SVMGUIDE1 3089 4
connect-4 67557 42
waveform 5000 40
NURSERY 12960 8
NURSERY2 12960 8
g15 105 2
g16 106 2
gR1015 105 10
gR1016 106 10
gR2015 105 20
gR2016 106 20
3.2.2 Comparison results with cross-validation
Experiments are performed to compare the BSGv-linearSVM (Algorithm 5) with CV-
linearSVM and the BSGv-nonlinearSVM (using kernel SVM in Algorithm 5) with CV-
nonlinearSVM, respectively. Note that all methods use the stochastic gradient technique.
The parameter C in BSGv-linearSVM (Algorithm 5) and BSGv-nonlinearSVM is chosen
using the bi-level technique while the CV-linearSVM and CV-nonlinearSVM use the grid
search as explained in Section 2.1. Here, we briefly introduce the experimental set up
and present some results to show the comparison. The complete experimental results
can be found in Article 2 [66].
We use 15 datasets which are shown in Table 3.1. For more details about the dataset
description, volume and attributes, see Article 2 [66]. The starting value for C is taken
as C0 = 10
−4 and Cmax = 105 for all datasets. For simplification, we do not use bias b.
From experience with these datasets, we estimate that a good grid search for C should
be {2−5, 2−4, . . . , 24, 25}.
From Figure 3.1, for large scale datasets, we clearly see that BSGv-linearSVM is much
faster than 5 fold CV-linearSVM in terms of CPU time performance, while both tech-
niques achieve similar error rates shown in Figure 3.2. For small and medium datasets,
they provide similar accuracy performance with the slightly different CPU time perfor-
mance.
For the kernel version, we use the Gaussian radial basis function. The results are ob-
tained with the same experimental setup as in the linear case. From Figure 3.3, for
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Figure 3.1: CPU time performance for BSGv-linearSVM and 5 fold CV-linearSVM
Figure 3.2: Average test errors (%) for 20 runs for BSGv-linearSVM and 5 fold
CV-linearSVM
small and medium size of datasets, we see that the training time are similar, but for
large scale datasets, BSGv is much faster. The prediction accuracies on average for 20
runs shown in Figure 3.4 are similar for both algorithms. This experiment confirms also
the efficiency of BSGv in dealing with large scale datasets.
3.3 Experiments with the BSG algorithm on bi-level ro-
bust SVM formulation
In this section, we first implement the BSG algorithm to solve the bi-level ’safe’ SVM
formulation described in Section 2.2. Then, we present 3 types of numerical experiments
on several public datasets.
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Figure 3.3: CPU time performance for BSG-nonlinearSVM and 5 fold CV-
nonlinearSVM
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Figure 3.4: Average test errors (in %) for 20 runs for BSG-nonlinearSVM and 5 fold
CV-nonlinearSVM
3.3.1 The BSG algorithm for solving the ’safe’ SVM formulation
In Section 2.2, we have shown that the robust SVM with uncertain data can be formu-
lated as a bi-level optimization Problem (2.20) which is referred as a ’safe’ bi-level SVM
model. Using the hinge loss in the outer and inner objective functions, the problem can
be written as:
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min
σ∈RI
J∑
j=1
max{0, 1− yvj ((w¯)>xvj + b¯)}
s.t. σmin ≤ σ ≤ σmax
(w¯, b¯) = argmin
w,b
[
λ
2
‖w‖22 +
I∑
i=1
max
{
0, 1− yi(w>xi + b) + ‖Σ1/2σ w‖2
}]
.
(3.12)
Recall that xvj for j = 1, . . . , J are vectors from the validation fold. The value λ = 1/C.
The upper and lower bounds σmax and σmin are parameters that control the minimum
and maximum amount of uncertainty that we would like to take into account in the
model. If no prior knowledge on the distribution is given, these bounds can be taken
empirically. The parameter of uncertainty ellipsoid is taken as Σσ = (diag(σ))
2.
For a given value of w and b, we define xi as a robust error vector if its robust loss value
is greater than zero (1 − yi(w>xi + b) + ‖Σ1/2σ w‖2 > 0). We only consider robust error
vectors among xi and error vectors among x
v
j . We apply algorithm BSG to the ’safe’
bi-level SVM problem involving the following expressions of F and G,
F (σ, (w¯, b¯)) =
Je∑
j=1
[
1− yvj ((w¯)>xvj + b¯)
]
,
G(σ, (w, b)) = λ2‖w‖22 +
Ie∑
i=1
[
1− yi(w>xi + b) + ‖Σ1/2σ w‖2
]
,
where Je and Ie are the number of error vectors and robust error vectors respectively.
It is easy to check that Assumption A1-A6 are fulfilled. The BSGv algorithm will
randomly pick an integer l uniformly from the set Ie = {i = 1, . . . , I|1− yi(w>xi + b) +
‖Σ1/2σ w‖2 > 0} and p from Je = {j = 1, . . . , J |1−yi(w>xj+b) > 0}. The noisy unbiased
estimates of gradients of F and G can be computed as follows:
∇wG˜l(σ, (w, b)) = λw − ylxl + Σσw‖Σ1/2σ ‖2 ,
∇bG˜l(σ, (w, b)) = −yl,
∇σ
[
F˜p(σ, (w
∗, b∗))
]
= ∇w∗F˜p(σ, (w∗, b∗))>∇σw∗(σ).
(3.13)
From the Eq. (3.4), we get:
∇σw∗(σ) = −[∇2wG˜l(σ,w)]−1∇2wσG˜l(C,w), (3.14)
Chapter 3 A new bi-level stochastic algorithm 53
with
∇2wG˜l(σ,w) =
1
‖Σ1/2σ ‖32
(
λ‖Σ1/2σ ‖32I + ‖Σ1/2σ ‖2Σ1/2σ − Σ1/2σ w(Σ1/2σ w)>
)
(3.15)
and
∇2wσG˜l(C,w) = −
1
‖Σ1/2σ ‖22
(
2‖Σ1/2σ ‖2Σ1/2σ + Σσww>diag(w)Σ1/2σ
)
. (3.16)
Notice that ∇2wG˜l(σ,w) is of the form 1η (A + uv>) with A = λ‖Σ
1/2
σ ‖32I + ‖Σ1/2σ ‖2Σσ,
u = −v = Σσw and η = ‖Σ1/2σ ‖32 and we can therefore use the Sherman-Morrison formula
to obtain its inverse matrix as 1η
(
A−1 − A−1uv>A−1
1+v>A−1u
)
or:
[
∇2wG˜l(σ,w)
]−1
= ‖Σ1/2σ ‖32
((
λ‖Σ1/2σ ‖32I + ‖Σ1/2σ ‖2Σσ
)−1
−
(
λ‖Σ1/2σ ‖32I+‖Σ1/2σ ‖2Σσ
)−1
Σ
1/2
σ w(Σ
1/2
σ w)
>
(
λ‖Σ1/2σ ‖32I+‖Σ1/2σ ‖2Σσ
)−1
1−(Σ1/2σ w)>
(
λ‖Σ1/2σ ‖32I+‖Σ1/2σ ‖2Σσ
)−1
Σ
1/2
σ w
)
.
(3.17)
Algorithm 6 Bi-Level Safe Adaptive Stochastic Gradient method (SASG)
1: Select w0 randomly, α0w = 1, α
0
b = 1, and α
0
σ = 1
2: σ0 ← (1, 1, . . . , 1)>,
3: (x, y) stores the matrix of training vectors,
4: (xv, yv) stores the matrix of validation vectors and their labels.
5: t← 0
6: while (Stop.Crit. not satisfied) & (t ≤ tmax) do
7: Pick l randomly in Te = {i = 1, . . . , L|yi(w>xi + b) + ‖Σ1/2σ w‖2}
8: Pick p randomly in Ve = {j = 1, . . . , N |yj(w>xvj + b) < 1}
9: Compute ∇wG˜l(σ, (w, b)) and ∇bG˜l(σ, (w, b)) using (3.13)
10: Compute ∇σ
[
F˜p(σ, (w
∗, b∗))
]
using (3.13)
11: Perform the following moves:
12: wt+1 ← wt − αtw∇wG˜l(σ, (w, b))
13:
14: bt+1 ← bt − αtb∇bG˜l(σ, (w, b))
15:
16: σt+1 ← σt − αtσ∇σ
[
F˜p(σ, (w
∗, b∗))
]
17: t← t+ 1
18: αtw ← 1t , αtb ← 1t , and αtσ ← 1t
19: end while
We see that the matrices involved in the computation are diagonal matrices which are
easy to compute, multiply and store, even for high dimensional attributes (i.e. for very
large n). The BSGv algorithm implemented in the bi-level ’safe’ SVM formulation is
summarized in Algorithm 6. More details on implementation issues are discussed in
Article 4 [67].
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3.3.2 Comparison of the results with alternative techniques
We conduct three experiments here. The first experiment aims at illustrating the be-
havior of Algorithm 6 by taking a small example. The second experiment is conducted
to compare four algorithms (SG, SOCP, RSG, SASG), in order to check whether RSG
and SASG are better suited than the SG and the SOCP approach for robust large scale
learning and analyze whether the safe learning procedure (SASG) achieves better pre-
dictive performance than its conservative robust counterpart (RSG). The objective of
the third experiment is to check whether the ’safe’ approach is able to learn the support
set of the underlying uncertainty distribution or not.
Comparisons are made on the basis of nominal and robust prediction accuracies and
CPU time performance. We define two error performance measures, the nominal error
(NE) and the robust error (RE) as follows:
NE =
∑
i,t 1y
p
it 6=yvi
N × T ,
where ypit is the prediction (∈ {−1, 1}) of the t-th testing point (t = 1, . . . , T ) in the
ellipsoid Θ(xi,Σ, 1) of x¯i and 1S is the indicator function of a set S. and,
RE =
∑
i 1(∃t:ypit 6=yvi )
N
.
The performance measure NE counts every observation as a sample and computes a
standard prediction error over the N × T samples while RE counts one error if at least
one of the T observations in the ellipsoid is wrongly predicted. Therefore, RE is a much
stronger measure and requires that all T observations around xi are correctly classified
to consider that the i-th sample is correctly predicted.
3.3.2.1 Experiment 1: A toy example
Consider a 2D sample as shown on Figure 3.5, the labels of two classes are marked with
’+’ and ’o’ and the uncertainty sets are plotted with solid lines. We assume here that
the noise within the ellipsoids are uniformly distributed. Using SASG, we computed the
’safe’ ellipsoids, shown on Figure 3.5 with dashed lines. The ’safe’ hyperplane is plotted
with dots while the robust hyperplane computed with RSG is plotted with a solid line.
We see that considering only the ”reduced ellipsoids” as shown in Figure 3.5 reduces the
NE error measure (a smaller fraction of misclassified points).
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Figure 3.5: Toy example in the (x1, x2)-space: Computation of ”safe” ellipsoids (la-
bels are marked with ’+’ and ’o’, the uncertainty sets are plotted with solid lines, the
final ”safe” ellipsoids with dashed lines, the ”safe” hyperplane with dots, the robust
hyperplane with a solid line)
3.3.2.2 Experiment 2: Comparisons of algorithms on public datasets
In this experiment, we compare the following algorithms on public datasets:
- SG (Stochastic Gradient: same learning procedure with the hinge loss instead of
the robust hinge loss)
- RSG (Robust Stochastic Gradient) in the following
- The SOCP approach of robust SVM formulation using the SeDuMi primal dual
interior point method package [146]
- The SASG (Safe Adaptive Stochastic Gradient) technique
We see from Figure 3.6, SG provides better average error rates than RSG and SOCP.
However, SASG works slightly better than SG. From Figure 3.7, for all datasets, the RE
values achieved by robust methods (SOCP and RSG) are better than non-robust one
(SG) and the ’safe’ method (SASG) gives slightly better results than the robust methods.
Therefore, the bi-level ’safe’ model SASG is able to find a trade-off between robustness
and accuracy. Figure 3.8 shows the CPU time performance of each method for all the
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Figure 3.6: Experiment 2: Average NE test errors (%) for 20 runs with four algorithms
and uniform distribution noise
datasets. Clearly, we can see that, for SOCP, it cannot tackle large scale problems. Due
to the stochastic technique, the other three methods are efficient for large scale problems
and SG has the least CPU time performance because it has less complexity in each
iteration. We conclude that the SASG algorithm attempts to find the optimal amount
of robustness avoiding being too conservative. The stochastic optimization technique
applied here also allows one to process large datasets while traditional robust learning
methods such as SOCP do not.
3.3.2.3 Experiment 3: Ellipsoidal perturbations with Gaussian distribution
In this experiment, we analyze the influence of the variance of the distribution on the
volume of the final ellipsoid that SASG is computing. Within the ellipsoids, we use
truncated Gaussian perturbations. The volume of the n-dimensional ’safe’ ellipsoid V
is considered as our measure of impact.
Around each original testing point, we draw 20 random samples xvj . The (x
v
j )k is drawn
from the normal distribution N (0, ν × (σmax)k) for all k = 1, . . . , n. The constant ν,
called variance factor, takes successively the values from { 110 , 19 , 18 , 17 , 16 , 15 , 14} in order to
control the distribution of perturbations. The volume V we report in Figure 3.9 is an
average of 20 multiple runs for each ν.
From Figure 3.9, we conclude that the increasing trend confirms the ability of SASG
to adapt the ellipsoid volume (support set of the uncertainty set) to the perturbations.
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Figure 3.7: Experiment 2: Average RE test errors (%) for 20 runs with four algorithms
and uniform distribution noise
As the variance of the perturbation in the validation fold is increasing, the subset taken
into consideration is becoming larger as more robustness is needed. This experiment
illustrate the adaptive data driven process within SASG.
3.3.3 Application to chromosome data classification
We have four chromosome datasets (see Table 3.1), which are from different biological
experiments with different loci position on chromosome III. Their variables are three
distances and three angles from the triangles formed by the three loci. The different loci
positions are described in Article 5 [163].
Table 3.2: Dataset information
file class n measures
YIL30 a 1853
YIL31 α 1170
YIL30fix a 406
YIL31fix α 204
YGI08 a 467
YGI09 α 905
YIL32 a 465
YIL33 α 475
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Figure 3.8: Experiment 2: CPU time performance with four algorithms and uniform
distribution noise
As we mentioned in Section 1.1, there are uncertainties in chromosome data. They can be
explained by the limited resolution of the measurements, the intrinsic movement of chro-
mosomes during the acquisition time and errors in detection and attribution of the spot
coordinates. The limit of resolution stems from the experimental set-up: yeast nuclei
are small (spherical of 1 µm diameter) and the distances measured are short (<1000nm,
mean∼500nm) relative to the limit of conventional light microscopy (Abbe limit, 200nm
for green). This is why we need new statistical and classification methods to deal with
the noise. The movement can be blocked by fixation, but fixation causes aberrations in
chromosome behavior and may also alter nuclear structure. Finally, image analysis was
improved by correcting chromatic shift decreasing the error from an average 200nm to
80 nm. Therefore, we choose the noise bound to be 80nm for all the three distance vari-
ables. Then, we estimate the bound of each angle. For example, when we estimate the
noise bound of angle a1, we choose the average difference of angles (as a1’-a1, a1 and a1’
are shown in Figure 3.10) as our estimation of the noise bound for this angle. Taking the
maximum difference would lead to noise that would be larger than some samples. The
computed noise bound parameter is σmax = {0.08, 0.08, 0.08, 0.30, 0.28, 0.40} (0.08µm).
Experiments with uncertain data are conducted with RSG and SASG algorithms. Before
running each algorithm, we pre-process all chromosome datasets to get final training sets.
This includes discarding the observations with missing values, randomly shuﬄing the
data points and randomly selecting the data points to balance the two classes. The
experiments follow the same procedure as in the experiment 2 above. The results are
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Figure 3.9: Experiment 3: Volume of ’safe’ ellipsoid vs. the variance of Gaussian
perturbations
Figure 3.10: Noise bound estimation of angle a1
shown in Table 3.3. There is no statistical evidence that one algorithm performs better
and the level of accuracies is similar to those achieved by non-robust classifiers (see
Article 5 [163]).
The results for classification of two mating types with uncertain data are negative so
far. One reason might be the additional non-linearity caused by taking uncertainties
into account. In Article 5 [163], we will discuss some ideas to improve the model.
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Table 3.3: Prediction Errors (in %) for RSG and SASG
NE (%) RE (%)
Dataset RSG SASG RSG SASG
YIL3031 48.77±2.51 46.53±3.51 51.59±3.05 50.32±2.42
YIL3031fix 38.34±4.48 37.81±4.12 39.56±4.25 39.75±3.84
YIL3233 39.44±5.01 37.31±4.01 40.95±4.66 39.67±4.17
YGI0809 50.53±2.0 49.49±1.97 52.17±2.78 49.79±2.31
Chapter 4
Conclusions and perspectives
4.1 Conclusions
From simple descriptive statistical analysis of chromosome datasets, one can conclude
that the distributions of distances and angles vary between the two mating types, MATa
and MATα cells. However, from these analysis, one cannot actually see that the two
mating types can be individually discriminated. Therefore, we have applied non-linear
classification methods that should be able to capture nonlinear relationships between
samples. We have performed experiments with kNN, CART, RF, NNets and SVM.
The achieved prediction errors are around 40%, meaning that, to some extent, some
knowledge has been acquired. From the biological and physical experimental set up, we
know that samples are subject to noise. To take into account the uncertainties and to
improve the accuracy, we have proposed robust prediction models.
We have first applied a robust SVM method. The uncertainties are assumed to be
independently generated from an unknown distribution but bounded within a known
ellipsoid. Two first order methods are proposed to solve the robust SVM problems:
the Stochastic Gradient Descent (SGD) and Stochastic Proximal Forward-Backward
Splitting (SFBS) methods. When compared with the commonly used SOCP approach
on several public datasets, the two methods have achieved similar prediction accuracies.
Moreover, the two first order methods can tackle large scale uncertain problems while
the SOCP approach cannot, due to the high complexity of its algorithm.
The robust SVM problem is formulated by considering the worst uncertain case scenario,
which may lead to models that are too conservative. To avoid this, we have proposed
a safe rather than robust approach. The idea is to optimize the amount of robustness
that should be integrated in the model. The optimization is performed on validation
61
Chapter 4 Conclusions and perspectives 62
data rather than training data to ensure a better generalization ability. Our proposed
formulation is a bi-level optimization program. To solve large instances of the bi-level
program, we have designed a new bi-level stochastic algorithm by combining bi-level
differentiation and the stochastic gradient descent method. Taking a step higher and
considering a more general class of bi-level problems, we have proven that the proposed
algorithm converges in expectation to a stationary point.
We have applied the new bilevel stochastic algorithm to solve the safe SVM bi-level
problem. The resulting algorithm is referred to SASG. We have performed three types
of experiments to confirm the efficiency of SASG when dealing with uncertain data.
In a preliminary experiment, we have compared the SOCP approach with the robust
stochastic gradient (RSG) method. The results show that, for small and medium size
datasets, error performances are similar. For large datasets, as foreseen, the SOCP
cannot compute any solution and is not suitable any more. In the second type of
experiment, we have compared RSG and SASG. The results show that, for all datasets,
the nominal and robust error measures are lower for the safe model than for the robust
model. This confirms that the safe bilevel technique achieves a better trade-off between
robustness and generalization performance. In the third experiment, we have illustrated
the self-adaptiveness of the model to the distribution of noise by showing that SASG
is adjusting the volume of the reduced ellipsoid to the variance of the noise when it is
normally distributed.
We have carried out further experiments with SASG on the chromosome data. The
results do not show improvement on the prediction error that remains around 40% when
compared with the results from other classification methods listed above. However, when
simulating the dynamical behavior of the chromosome by combining several samples into
one sample (to mimic several measurements over time) we have shown that the error
rate decreases. This may indicate that the dynamical behavior of the two mating types
is different and an hypothesis that will subsequently be investigated.
Finally, we have shown that the hyperparameter selection issue in regularized risk min-
imization problem can also be formulated as a bi-level problem. Choosing hyperparam-
eters is often done by a computationally expensive cross-validation procedure combined
with a grid search. Alternatively, we have proposed to tune the hyperparameters au-
tomatically with bi-level programming using a validation error as an outer objective
function. The new bilevel stochastic algorithm is also applicable to this problem. We
have tested our technique on the problem of adjusting the penalty parameter C in SVM
binary linear classification. We have shown that the technique extends nicely to the case
of nonlinear SVM where kernels are used. We have also proposed a framework to ex-
tend the idea for automatic K-fold validation. Experimental results on several datasets
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show that the technique achieves much faster training CPU time and similar prediction
accuracy results when compared to the classical K-fold cross validation.
4.2 Perspectives
In this thesis, we have addressed for the first time the problem of classification of chro-
mosome mating types via automatic classification methods. The problem is challenging
for several reasons:
• The spatial organization of the chromosome is complex, however, so far, technology
only permits the use of three loci. The chromosome is therefore mapped on a
triangle (6 features: 3 distances and 3 angles). Do these features carry sufficient
information to discriminate the two mating types? The results from this thesis
suggest that they carry some information but probably not sufficiently to reach
high level of prediction accuracy. Combination of these features have also been
used but did not succeed in achieving better results.
• There are several sources of underlying uncertainty when acquiring chromosome
data. The main sources are the microscope resolution and the non static behavior
of the chromosome that makes precise measurements difficult. In this thesis, as
a first approach, we have tried to build more robust prediction models. Unfortu-
nately, the results are not yet convincing. We suspect that the robust and safe
models we have used are not able to handle the extra non-linearly introduced by
the worst case approach we have applied.
Further investigations are therefore needed to improve both data and prediction models.
From the point of view of data, preliminary experiments have shown that the dynamics
of chromosomes may actually carry more relevant information than static data. Ex-
periments were conducted with simulation data. Beyond the technical challenge it may
raise, the acquisition of dynamical data of chromosomes, i.e. measurements of distances
and angles over several time periods, should be one of the main direction of investiga-
tion. Static conformation data could probably be improved as well by marking a fourth
locus on the chromosome. However, this raises also some technical issues as the marking
and measurements of 4 loci may be difficult if wavelengths are very close and partially
overlap.
The design of nonlinear robust models is also an important investigation perspective.
Using kernels to map the input data into a Reproducing Kernel Hilbert Space (RKHS)
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done is one common solution. However, to formulate the robust counterpart of the SVM
problem in the case of data uncertainties, we need to bound the uncertainties in the
RKHS but kernels do not provide such information. An alternative is the use of ap-
proximation of the kernel functions that make use of explicit mappings such as Random
Fourier Features (RFF) [125]. In this approach, the main idea relies on the construc-
tion of a randomized low dimensional feature space by randomly selecting D sinusoids
from a shift invariant kernel Fourier transform that we would like to approximate. The
explicit knowledge of the mapping (sinusoids) from the input space to the RFF space
could help in bounding the image of the perturbations in the RFF space. Additionally,
the technique works in the D-dimensional space rather than the kernel space and avoids
expensive management of the large and dense kernel matrix.
In the convergence analysis of the bi-level stochastic technique we have proposed, there
are also further possibilities to extend the present work. In the proof, we have assumed
that the inner problem is solved to optimality at each iteration and have used its op-
timal value to compute the gradient of the outer objective function. In practice, as
mentioned, we have only computed one step of the inner optimization and have shown
results confirming that this variant also works well. The convergence results could there-
fore be extended to prove whether a stationary point is also reached if only one step of
the inner optimization is carried out or not. It would also be interesting to prove the
convergence of the bi-level stochastic procedure for non differentiable outer and inner
objective functions when making use of subgradients instead of gradients.
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On the convergence of stochastic bi-level gradient methods
Nicolas Couellan Wenjuan Wang
Abstract
We analyze the convergence of stochastic gradient methods for bi-level optimiza-
tion problems. We address two specific cases: first when the outer objective function
can be expressed as a finite sum of independent terms, and next when both the outer
and inner objective functions can be expressed as finite sums of independent terms.
We assume Lipschitz continuity and differentiability of both objectives as well as
convexity of the inner objective and consider diminishing steps sizes. We show that,
under these conditions and some other assumptions on the implicit function and the
variance of the gradient errors, both method converge in expectation to a stationary
point of the problem. We also discuss the satisfaction of our assumptions in machine
learning problems where these methods can be nicely applied to automaticcaly tune
hyperparameters when the loss functions are very large sums of error terms.
keywords: Bi-level optimization, stochastic gradient, gradient approximation, empirical
risk minimization
1 Introduction
We consider bi-level optimization problems of the following form:
min
x∈Rn
F (y)
s.t. y(x) = argmin
y¯∈Rm
G(x, y¯) (1)
in which F (y) : Rm → R, G(x, y) : Rn×Rm → R, and x ∈ Rn, y ∈ Rm. We assume that
n and m are large, F or both F and G are finite sums of independent terms and we have
prior knowledge on the regularity of F , G and their gradients (see Assumptions A1-A4).
There are many applications of bi-level optimization [2]. Bi-level programming problems
are generally difficult to solve when little is known on the objectives functions [1]. One
common method is to replace the inner problem by its KKT optimality conditions.
Descent techniques based on steepest or trust region steps have also been proposed
1
[9, 1]. In recent years, bi-level optimization problems in the form of (1) have been
proposed as a framework to model parameter selection in machine learning [4, 5, 8, 6].
The inner problem consists in minimizing a regularized empirical risk for given values of
model hyperparameters while the outer problem minimizes a validation error on unseen
data over the complete set of hyperparameter values. The volumes of datasets that one
has to deal with are often large, leading to large scale bi-level optimization problems.
In machine learning problems, stochastic gradient methods have been the main battle
horse to address large scale data. As the objective function can be separated into one
regularization term and a large sum of loss terms, the idea is to perform successive
optimization moves with respect to one or several randomly chosen data points at a
time. Under right assumptions, the convergence in expectation of the minimization
process can be proven. In [4, 5], similar ideas have been proposed to design a stochastic
gradient algorithm for the specific case of bi-level optimization where both inner and
outer objectives can be seen as large finite sums. Results show significant training time
reduction when compared to other state-of-the-art techniques. In this article, we propose
to analyze the convergence properties of these algorithms. Our initial motivation resides
in machine learning applications, however the results are also valid for any problem of
the form of (1) satisfying the following assumptions on functions F , G and y : x→ y(x):
Assumptions:
A1 The function F (y) : y → F (y) is Lipschitz continuous with constant LF and has
Lipschitz gradient with constant L∇yF .
A2 The function G(x, y) : (x, y) → G(x, y) is twice differentiable and it is Lipschitz
continuous with constant LG. Its gradient ∇G is Lipschitz continuous with con-
stant L∇G. The function G(x, ·) is strictly convex and bounded below.
A3 The function x→ F (y(x)) is bounded below.
A4 The fonction y :→ y(x) has Lipschitz gradient with constant L∇xy
Assumption A1 requires Lipschitz regularity on F and its gradient with respect to the
variable y. Assumption A2 requires similar regularity on G and and also G(x, ·) strict
convexity and bounded below to ensure that the inner problem has a unique solution.
Relaxing this assumption would make the bi-level problem (1) a much more complex
problem as the solution set of the inner problem would not be a single point but a
continuous or discrete set of points. The results that we will develop here would therefore
not be valid anymore. Assumption A3 requires that there exists a solution to the problem
whereas assumption A4 necessitates also regularity of the gradient of the implicit function
defined by y, the solution of the inner problem, as a function of x. In the last part of
the article, we check the satisfaction of these assumptions in specific machine learning
applications.
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Two algorithms are considered: the bi-level stochastic gradient algorithms with outer
approximation of function F when F can be decomposed into a sum of independent Fi
(i ∈ {1, . . . , N}) and the bi-level stochastic algorithm with inner and outer approxima-
tions where both outer and inner objectives functions can be decomposed into a sum
of independent terms (i.e. F = 1N
∑N
i=1 Fi and G =
1
J
∑J
j=1Gj). For these two cases,
we consider bi-level techniques based on stochastic gradient methods. The methods
perform optimization moves along a stochastic estimate of the gradient of the outer ob-
jective function with respect to the outer variable x. The estimate is computed by taking
only one random term of the objective (or both objectives if both are decomposable)
and making use of bi-level differentiation. We show, that under the assumptions on F
and G above, that both methods converge in expectation towards a stationary point of
Problem (1).
The article is organized as follows: In Section 2, we first state a general result that we
will use throughout the sequel of the article. In Section 3, we prove the convergence of
the bi-level stochastic gradient technique with outer approximation. Next, in Section
4, we prove the convergence of the bi-level stochastic gradient technique with inner and
outer approximations. Section 5 discusses the application of these convergence results
in the machine learning context. Section 6 gives some concluding remarks.
2 Preliminary results
Under the assumptions (A1)-(A4) on functions F , G and y, we state and prove two
intermediate results.
2.1 Bi-level differentiation
We first calculate the gradient of the outer objective function in Problem (1) with respect
to the variable x using the chain rule for derivatives:
∇x [F (y(x))] = ∇yF (y)>∇y(x). (2)
Recall that the implicit function theorem (IFT) [12] states that, if:
• (x∗, y∗) is an optimal solution of the inner problem in (1), meaning that∇yG(x∗, y∗) =
0,
• G is C2 and ∇2yyG(x∗, y∗) is invertible,
there exists an open set U ⊂ Rn, an open set V ⊂ Rm such that (x∗, y∗) ∈ U × V and a
C1-function y such that:
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• ∀(u, v) ∈ U × V , ∇vG(u, v) = 0⇒ v = y(u).
• ∀u ∈ U , we have ∇vG(u, y(u)) = 0.
• ∀(u, v) ∈ U × V , the matrix ∇2vvG(u, v) is invertible and furthermore,
∇y(u) = − [∇2vvG(u, y(u))]−1∇2vuG(u, y(u)) (3)
Therefore, we can write
∇x [F (y(x))] = −∇yF (y)>
[∇2yyG(x, y)]−1∇2xyG(x, y). (4)
The strict convexity of G ensures a unique solution of ∇yG(x, y) = 0 and therefore
the possibility to express ∇y(x) uniquely everywhere, meaning that we can replace the
constrained bi-level problem by an unconstrained optimization problem by expressing y
as a function of x.
2.2 Lipschitz differentiability of x→ F (y(x))
Here, we use the previous result to prove that the implicit function y : x → y(x) is
Lipschitz continuous and that the function x→ F (y(x)) is Lipschitz differentiable. This
last result will be important in the analysis of convergence of the bi-level stochastic
gradient methods as we will see in Section 3 and 4.
Lemma 2.1 Under assumption A2 above, the implicit function y defined by y : x→ y(x)
is Lipschitz continuous.
Proof We have
∇xy(x) = −
[∇2yG(x, y)]−1∇2xyG(x, y) (5)
Since ∇G is Lipschitz continuous, we have that ∥∥∇2G(x, y)∥∥ is bounded, meaning that∥∥∇2yG(x, y)∥∥ and ∥∥∇2xyG(x, y)∥∥ are also bounded. In (5), G being strictly convex,
∇2yG(x, y) is non singular and since
∥∥∇2xyG(x, y)∣∣ is bounded, we have that ‖∇xy(x)‖ is
also bounded, proving that y is Lipschitz continuous.
Lemma 2.2 Assuming A1, A2, A4 above, the function defined by F : x → F (y(x))
is differentiable with Lipschitz continuous gradient and Lipschitz constant L2yL∇yF +
LFL∇xy.
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Proof Clearly, from the definition of F : x→ F (y(x)) as a composition of the differen-
tiable function y → F (y) and y : x→ y(x) (where the existence of ∇xy(x) is ensured by
IFT), F : x→ F (y(x)) is differentiable.
Additionally, ∀(x, x′) ∈ Rn×n, we have∥∥∇x [F (y(x))]−∇x [F (y(x′))]∥∥ = ∥∥∥∇yF (y(x))>∇xy(x)−∇yF (y(x′))>∇xy(x′)∥∥∥
=
∥∥∥∇yF (y(x))>∇xy(x)−∇yF (y(x′))>∇xy(x)
−∇yF (y(x′))>∇xy(x′) +∇yF (y(x′))>∇xy(x)
∥∥∥
≤ ∥∥∇yF (y(x))−∇yF (y(x′))∥∥ ‖∇xy(x)‖
+
∥∥∇yF (y(x′))∥∥∥∥∇xy(x)−∇xy(x′)∥∥ .
Since ∇F is Lipschitz continuous with respect to y, we have∥∥∇yF (y(x))−∇yF (y(x′))∥∥ ≤ L∇yF ∥∥y(x)− y(x′)∥∥
and ‖∇yF (y(x))‖ is bounded by LF .
Lemma 2.1 states also that y is Lipschitz continuous, therefore ∃Ly > 0 such that
‖y(x)−y(x′)‖ ≤ Ly‖x−x′‖ and ‖∇xy(x)‖ ≤ Ly. Moreover, assumption A4 ensures that
‖∇xy(x)−∇xy(x′)‖ ≤ L∇xy‖x − x′‖. Using these bounds in the above inequality, we
have:
∥∥∇x [F (y(x))]−∇x [F (y(x′))]∥∥ ≤ L∇yF ‖y(x)− y(x′)‖ ‖∇xy(x)‖
+ LFL∇xy‖x− x′‖
≤ LyL∇yFLy‖x− x′‖+ LFL∇xy‖x− x′‖
≤ (L2yL∇yF + LFL∇xy)‖x− x′‖,
proving Lemma 2.2.
3 Convergence of the bi-level stochastic gradient method
with outer approximation
In this section, we consider outer level objective function of the form :
F (y(x)) =
1
N
N∑
i=1
Fi(y(x))
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If all Fi (∀i = 1, . . . , N) are Lipschitz continuous and Lipschitz differentiable, assumption
A1 is satisfied and Lemma (2.2) applies, meaning that the function x → F (y(x)) is
Lipschitz differentiable.
The principle of the bi-level stochastic gradient method with outer approximation (BSGo)
is to randomly choose one i ∈ {1, . . . , N} at each iteration and use ∇x [Fi(y(x))] as an
unbiased estimate of ∇x [F (y(x))] to compute a stochastic move. The BSGo is summa-
rized in Algorithm (1).
Algorithm 1 BSGo Algorithm
1: Choose x0 and α0 > 0
2: k, i, j ← 0
3: while ‖∇x [Fi(y(xk))] ‖ ≥ 0 do
4: Pick i randomly and uniformly in {1, . . . , N}
5: Compute
∇x [Fi(y(xk))] = −∇yFi(y(xk))>
[∇2yG(xk, y(xk))]−1∇2xyG(xk, y(xk))
6: xk+1 ← xk − αk∇x [Fi(y(xk))]
7: Update αk
8: k ← k + 1
9: end while
At each iteration k, let εk be the error between the estimate ∇x [Fi(y(xk))] and the true
gradient ∇x [F (y(xk))],
εk = ∇x [Fi(y(xk))]−∇x [F (y(xk))]
We state and prove the following convergence theorem:
Theorem 3.1 Suppose that:
1. Assumptions A1-A4 are satisfied,
2. ∃D > 0 such that ∀k > 0, εk satisfies the following inequality
E
[‖εk‖2] ≤ D ‖∇x [F (y(xk))]‖2 ,
3. ∀k > 0, αk is chosen such that
∞∑
k=0
αk =∞ and
∞∑
k=0
α2k <∞,
Then the sequence {xk} generated by the BSGo algorithm converges in expectation to a
stationary point of the function x→ F (y(x)), i.e.
lim
k→∞
E[‖∇x [F (y(xk)] ‖] = 0
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Proof let xk be a sequence of iterates generated by BSGo, we have
xk+1 = xk − αk∇x [Fi(y(xk))]
where i is randomly chosen in {1, . . . , N} and
∇x [Fi(y(x))] = −∇yFi(y)>
[∇2yyG(x, y)]−1∇2xyG(x, y).
Given the current iterate xk, picking randomly one i and a direction −αk∇x [Fi(y(xk))]
leads to many choices of possible moves. On the average, we have:
E [∇x [Fi(y(xk))] |xk] = 1
N
N∑
i=1
∇x [Fi(y(xk))]
= ∇x
[
1
N
N∑
i=1
Fi(y(xk))
]
= ∇x [F (y(xk))] .
We therefore see that, at xk, ∇x [Fi(y(xk))] is an unbiased estimate of ∇x [F (y(xk))].
This implies that:
E[εk|xk] = E [∇x [Fi(y(xk))] |xk]−∇x [F (y(xk))] = 0
From Lemma 2.2, we know that ∇xF is Lipschitz continuous with Lipschitz constant
L∇xF = L2yL∇yF +LFL∇xy. Therefore, using from now on the notation < u, v > for the
inner product of two vectors u and v, we can write the following inequality
E[F (y(xk+1))|xk] ≤ E [F (y(xk))|xk] + E [< ∇x [F (y(xk))] , xk+1 − xk > |xk]
+
L∇xF
2
E
[‖xk+1 − xk‖2|xk]
= F (y(xk))+ < E [∇x [F (y(xk))] |xk] ,−αkE [∇x [Fi(y(xk))] |xk] >
+
L∇xF
2
α2kE
[‖∇x [Fi(y(xk))] ‖2|xk]
= F (y(xk))+ < ∇x [F (y(xk))] ,−αkE [∇x [F (y(xk))] + εk|xk] >
+
L∇xF
2
α2kE
[‖∇x [F (y(xk))] + εk‖2|xk] .
Since E[εk|xk] = 0, we can write
E[F (y(xk+1))|xk] ≤ F (y(xk))− αk < ∇x [F (y(xk))] ,∇x [F (y(xk))] >
+
L∇xF
2
α2kE
[‖∇x [F (y(xk))] + εk‖2|xk]
= F (y(xk))− αk‖∇x [F (y(xk))] ‖2
+
L∇xF
2
α2kE
[‖∇x [F (y(xk))] ‖2|xk]+ L∇xF
2
α2kE
[‖εk‖2|xk] .
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Taking the expectation again over all realizations of the random variable xk, we get
E[F (y(xk+1))] ≤ E [F (y(xk))]− αkE
[‖∇x [F (y(xk))] ‖2]
+
L∇xF
2
α2kE
[‖∇x [F (y(xk))] ‖2]+ L∇xF
2
α2kE
[‖εk‖2] . (6)
From the fact that E
[‖εk‖2] ≤ D‖∇x [F (y(xk))] ‖2, we have,
E [F (y(xk+1))] ≤ E [F (y(xk))]− αk
(
1− αkL∇xF +D
2
)
E
[‖∇x [F (y(xk))] ‖2] . (7)
Observe that if ∀k > 0, αk is chosen so as to ensure that 0 < αk < 2L∇xF+D , then
the sequence {E[F (y(xk+1))]} is decreasing. As αk is decreasing, it also implies that
for sufficiently large k, {E[F (y(xk))]} will decrease and converge to its infimum as F is
bounded below (monotone convergence theorem).
In the remaining part of the proof, we will show that the expected limit point of the
sequence {xk} is a stationary point of the function x→ F (y(x)).
Applying the above inequality (7) to pairs of iterates starting from (x1, x2) to some
iterates (xK−1, xK) for any K > 2, we get:
E [F (y(x0))]− E [F (y(x1))] ≥ α0
(
1− α0L∇xF +D
2
)
E
[‖∇x [F (y(x0))] ‖2]
E [F (y(x1))]− E [F (y(x2))] ≥ α1
(
1− α1L∇xF +D
2
)
E
[‖∇x [F (y(x1))] ‖2]
· · ·
E [F (y(xK−1))]− E [F (y(xK))] ≥ αK−1
(
1− αK−1L∇xF +D
2
)
× E [‖∇x [F (y(xK−1))] ‖2]
Summing up all the above inequalities, we obtain the following,
E [F (y(x0))]− E [F (y(xK))] ≥
K−1∑
k=1
αk
(
1− αkL∇xF +D
2
)
E
[‖∇x [F (y(xk))] ‖2]
From assumption A3, x→ F (y(x)) is bounded below. This implies that E [F (y(x0))]−
E [F (y(xK))] is bounded above and ∃M > 0 such that E [F (y(x0))]−E [F (y(xK))] ≤M .
Hence we can bound the sum in the above inequality as follows
K−1∑
k=1
αk
(
1− αkL∇xF +D
2
)
E
[‖∇x [F (y(xk−1))] ‖2] ≤M . (8)
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Let now sk = αk(1− L∇xF2 αk). Since
∞∑
k=0
αk =∞,
∞∑
k=0
α2k <∞, sk satisfies
∞∑
k=0
sk =∞.
Taking K to ∞ in (8), we can write
∞∑
k=0
skE
[‖∇x [F (y(xk−1))] ‖2] ≤M <∞, (9)
Assume now that ∃ˆ > 0 and k¯ ∈ N such that ∀k ≥ k¯,
E
[‖∇x [F (y(xk−1))] ‖2] ≥ ˆ, (10)
implying
∞∑
k=0
skE
[‖∇x [F (y(xk−1))] ‖2] ≥ ˆ ∞∑
k=0
sk =∞. (11)
The inequality (11) contradicts inequality (8) meaning that the assumption (10) is false.
Therefore,
lim inf
k→∞
E [‖∇x [F (y(xk))] ‖] = 0,
Following a similar line of reasoning as in [3], we will now prove that
lim sup
k→∞
E [‖∇x [F (y(xk))] ‖] = 0.
Assume the contrary is true. This means that ∃ˇ > 0 and k˜ ∈ N such that ∀k ≥ k˜, ∃i(k)
satisfying 
E [‖∇x [F (y(xk))] ‖] < ˇ/2
ˇ/2 ≤ E [‖∇x [F (y(xl))] ‖] ≤ ˇ ∀l ∈ N such that k < l < i(k)
ˇ < E [‖∇x [F (y(xi(k)))] ‖]
(12)
On one hand, from (12) and Lemma 2.2, observe that
ˇ
2
≤ E [‖∇x [F (y(xi(k))] ‖]− E [‖∇x [F (y(xk)] ‖]
= E [‖∇x [F (y(xi(k))] ‖ − ‖∇x [F (y(xk))] ‖]
≤ E [‖∇x [F (y(xi(k))]−∇x [F (y(xk))] ‖]
≤ L∇xFE [‖xi(k) − xk‖]
≤ L∇xF
i(k)−1∑
l=k
αlE [‖∇x [Fl(y(xl))|xl] ‖] (13)
= L∇xF
i(k)−1∑
l=k
αl‖∇x [F (y(xl))] ‖ (14)
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Taking the expectation in the right hand side of (14) over all possible realizations of the
random variable xl (for l = k, . . . , i
(k) − 1), we obtain
ˇ
2
≤ L∇xF
i(k)−1∑
l=k
αlE [‖∇x [F (y(xl))] ‖]
≤ ˇL∇xF
i(k)−1∑
l=k
αl.
Hence,
lim inf
k→∞
i(k)−1∑
l=k
αl ≥ 1
2L∇xF
. (15)
On the other hand, from (7) and (12), we can write
E [F (y(xi(k)))] ≤ E [F (y(xk))]−
i(k)−1∑
l=k
αl
(
1− αlL∇xF +D
2
)
E
[‖∇x [F (y(xl))] ‖2]
≤ E [F (y(xk))]− ˇ
2
4
i(k)−1∑
l=k
αl +
(L∇xF +D) ˇ2
2
i(k)−1∑
l=k
α2l .
Since the sequence {E [F (y(xk))]} converges, and
∞∑
k=0
α2k <∞, we necessarily have that
lim
k→∞
i(k)−1∑
l=k
αl = 0,
which contradicts the statement (15). As a consequence, the statement that there exists
ˇ > 0 such that (12) is satisfied is false and
lim sup
k→∞
E [‖∇x [F (y(xk))] ‖] = 0,
which completes the proof of the convergence of Theorem 3.1.
Note on assumption (2) in Theorem 3.1:
The assumption that the variance of the noise ε is bounded by E
[‖εk‖2] ≤ D‖∇x [F (y(xk))] ‖2
has also been considered in [3, 11] and more recently in [13]. Intuitively, it is reason-
able to assume that if ‖∇x [F (y(xk))] ‖ is small, there is little noise (remember also that
E [εk] = 0) and that if ‖∇x [F (y(xk))] ‖ is growing, the variance of the noise is growing
as well (in proportion to its square).
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4 Convergence of the bi-level stochastic gradient method
with inner and outer approximation
We now consider the case where both outer and inner objective functions can be ex-
pressed as finite sums as follows:
F (y(x)) =
1
N
N∑
i=1
Fi(y(x)) G(x, y) =
1
J
J∑
j=1
Gj(x, y)
with Gj having the following special structure:
Gj(x, y) = h(x, y) + hj(x, y) ∀j ∈ 1, . . . , J (16)
and where hj is a linear function with respect to x and y for all j ∈ {1, . . . , J}. It is also
assumed that the function h shares the same properties of G as defined in assumptions
A2. Section 5 discusses applications where Gj possesses this specific structure.
The principle of the bi-level stochastic gradient method with inner and outer approxima-
tions (BSG) is to randomly choose one i in {1, . . . , N} and one j in {1, . . . , J} at each
iteration and use ∇x
[
Fi(y
(j)(x))
]
(where y(j)(x) = argminy¯∈Rm Gj(x, y¯)) as an approxi-
mation of ∇x [F (y(x))]. Note, as we will see later, that the special structure (16) ensures
that ∇x
[
Fi(y
(j)(x))
]
is an unbiased estimate of ∇x [F (y(x))]. The BSG algorithm is
summarized in Algorithm (2).
Algorithm 2 BSG Algorithm
1: Choose x0 and α0 > 0
2: k, i, j ← 0
3: while ‖∇x
[
Fi(y
(j)(xk))
] ‖ ≥ 0 do
4: Pick i randomly and uniformly in {1, . . . , N}
5: Pick j randomly and uniformly in {1, . . . , J}
6: Compute y(j)(xk) = argmin
y¯∈Rm
Gj(xk, y¯)
7: Compute
∇x
[
Fi(y
(j)(xk))
]
= −∇yFi(y(j)(xk)(∇2yyGj(xk, y(j)(xk)))−1∇xyGj(xk, y(j)(xk))
8: xk+1 ← xk − αk∇x
[
Fi(y
(j)(xk))
]
9: Update αk
10: k ← k + 1
11: end while
At iteration k, let again εk be the error between the gradient estimate and the true
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gradient ∇x [F (y(x))]:
εk = ∇x
[
Fi(y
(j)(x))
]
−∇x [F (y(x))] .
The convergence result for the BSG algorithm is summarized in the following theorem.
Theorem 4.1 Suppose that:
1. Assumptions A1-A4 are satisfied,
2. ∃D > 0 such that ∀k > 0, εk satisfies the following inequality
E
[‖εk‖2] ≤ D‖∇x [F (y(xk))] ‖2,
3. ∀k > 0, αk is chosen such that
∞∑
k=0
αk =∞ and
∞∑
k=0
α2k <∞,
Then the sequence {xk} generated by the BSG algorithm converges in expectation to a
stationary point of the function x→ F (y(x)), i.e.
lim
k→∞
E[‖∇x [F (y(xk)] ‖] = 0
Proof The sequence of iterates {xk} generated by BSG can be written as
xk+1 ← xk − αk∇x
[
Fi(y
(j)(xk))
]
where i and j are randomly chosen in {1, ..., N} and {1, ..., J} respectively. From the
chain rule for differentiation and the application of the IFT as explained in Section 2,
we have
∇x
[
Fi(y
(j)(xk))
]
= −∇yFi(y(j)(xk)(∇2yyGj(xk, y(j)(xk)))−1∇xyGj(xk, y(j)(xk))
Again, as for the BSGo algorithm, at xk, picking randomly one direction opposite to
∇x
[
Fi(y
(j)(xk))
]
, leads to many choices of moves. On the average, we would get:
E
[
∇x
[
Fi(y
(j)(xk))
]
|xk
]
= E
[
−∇yFi(y(xk)
(∇2yyGj(xk, y(xk)))−1
×∇2xyGj(xk, y(xk))
|xk
]
.
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From the special structure of Gj(x, y) = h(x, y) + hj(x, y), we see that ∀(x, y) ∈
Rn×m, ∇2yyG(x, y) = ∇2yyGj(x, y), hence
E
[
∇x
[
Fi(y
(j)(xk))
]
|xk
]
= − 1
N
N∑
i=1
∇yFi(y(xk))
(∇2yyG(xk, y(xk)))−1
× 1
J
J∑
j=1
(∇2xyGj(xk, y(xk)))
= −∇yF (y(xk))
(∇2yyG(xk, y(xk)))−1∇2xyG(xk, y(xk))
= ∇x [F (y(xk))] , (17)
which shows that, at the point xk,∇x
[
Fi(y
(j)(xk))
]
is an unbiased estimate of∇x [F (y(xk))],
meaning also that
E[εk|xk] = E
[
∇x
[
Fi(y
(j)(xk))
]
|xk
]
−∇x [F (y(xk))] = 0. (18)
Lemma 2.2 states that ∇xF is Lipschitz continuous (with Lipschitz constant L∇xF =
L2yL∇yF + LFL∇xy. Therefore, given xk, we can bound the value of F (y(xk+1)) by a
quadratic function above. In expectation, this gives
E [F (y(xk+1))|xk] ≤ E [F (y(xk))|xk] + E [< ∇x [F (y(xk))] , xk+1 − xk > |xk]
+
L∇xF
2
E
[‖xk+1 − xk‖2|xk]
= F (y(xk))
+ < E [∇x [F (y(xk))] |xk] ,−αkE
[
∇x
[
Fi(y
(j)(xk))
]
|xk
]
>
+
L∇xF
2
α2kE
[
‖∇x
[
Fi(y
(j)(xk))
]
‖2|xk
]
= F (y(xk))
+ < ∇x [F (y(xk))] ,−αkE [∇x [F (y(xk))] + εk|xk] >
+
L∇xF
2
α2kE
[‖∇x [F (y(xk))] + εk‖2|xk]
Using (18) and taking the expectation again over all possible realizations of xk, the
remaining part of the proof is identical to the proof of Theorem 3.1. By exploiting
the fact that E
[‖εk‖2] ≤ D‖∇x [F (y(xk))] ‖2, we can show exactly as before that the
sequence {E [F (y(xk+1))]} is decreasing. Observing that, when using inner gradient
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approximation, the inequality (13) can be re-written as follows
ˇ
2
≤ L∇xF
i(k)−1∑
l=k
αlE
[
‖∇x
[
Fl(y
(l)(xl))|xl
]
‖
]
where Fl and y
(l) are two functions picked randomly and uniformly in the sets {F1, . . . , FN}
and {y1), . . . , y(J)}. Recalling from (17) that
E
[
‖∇x
[
Fl(y
(l)(xl))|xl
]
‖
]
= ‖∇x [F (y(xl))] ‖,
and taking the expectation of ‖∇x [F (y(xl))] ‖ over all realizations of the random variable
xl, we can write
ˇ
2
≤ L∇xF
i(k)−1∑
l=k
αlE [‖∇x [F (y(xl))] ‖] ≤ ˇL∇xF
i(k)−1∑
l=k
αl,
and, as before, see that the use of a step length αk satisfying
∞∑
k=0
αk =∞ and
∞∑
k=0
α2k <∞
will also ensure, with the exact same arguments, that
lim inf
k→∞
E [‖∇x [F (y(xk))] ‖] = lim sup
k→∞
E [‖∇x [F (y(xk))] ‖] = 0.
5 Regularized empirical risk minimization
In this section, we briefly discuss the use of these algorithms and their convergence
results in the context of regularized empirical risk minimization (ERM).
Many machine learning problems can be cast as ERM. Basically, one tries to build a
model on past observations by minimizing some classification or fitting error. The reg-
ularized variant of the problem builds solutions that exhibit nice structure (ex:sparsity)
to ensure generalization to unseen data. These problems take the following general form:
min
ζ
r(ζ) + ν J∑
j=1
φj(< ζ, xj >)

where xj ∈ Rn are the feature vectors of J data points, φj is a loss function, r a
regularization function and ν > 0 an hyperparameter. Table 1 gives examples of φj that
are used for various machine learning problems.
In Problem (5), the trade-off between regularization and classification/fitting is con-
trolled by the hyperparameter ν. Tuning ν when datasets are large (i.e J is large) is a
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Table 1: Piecewise linear loss functions
Loss φj
Hinge loss φj(z) = max{0, 1− yjz}
Absolute deviation loss φj(z) = |yj − z|
-insensitive loss φj(z) = max{0, |z| − }
difficult and expensive task if one wants to compute probabilistics bounds or carry out
cross-validation procedures (see [7]). For this reason, stochastic bi-level optimization
may be preferred [4]. The bi-level problem resulting from learning the hyperparameter
ν can be written as follows:
min
ν
N∑
i=1
φi(< ζ¯(ν), x
v
i >)
s.t. ζ¯(ν) = argmin
ζ
r(ζ) + ν J∑
j=1
φj(< ζ, xj >)
 (19)
where xvi for i ∈ {1, . . . , N} are the validation data (unseen data) on which we are tuning
the hyperparameter.
Let us now discuss the applicability of the convergence results of algorithm BSG to
Problem (19) where φj are the ones listed in Table 1 and r is the commonly used
squared L2-norm (i.e. r(ζ) =
1
2‖ζ‖22).
Observe that all proposed loss functions are piecewise linear, therefore Gj in Problem
(19) has the form of (16) with some pre-processing. This ensures that (17) is satisfied
and that the gradient estimate computed by BSG is unbiased.
Observe also that for the Support Vector Machine (SVM) hinge loss case, one can replace
in the inner and outer objectives
J∑
j=1
φj(< ζ, xj >) and
N∑
i=1
φi(< ζ¯(ν), x
v
i >) by the
following sums
Je∑
j=1
(1 − yj < ζ, xj >) and
Ne∑
i=1
(1 − yj < ζ¯(ν), xvi >) where Je and Ne
are the number of training and validation error vectors, vectors with non zero losses, as
explained in [4]. This way, we get rid of the non differentiability of φj . In the stochastic
approximation practical setting, this only requires checking that the current random
pick of data point is an error vector or not, which is computationally inexpensive. For
the -insensitive loss, a simple test on the positivity of < ζ, xj > helps also in practice
to smoothen the problem.
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Clearly, considering differentiable variants of φj , the functions r and φj are Lipschitz con-
tinuous and Lipschitz differentiable. We can also see that the function ζ →
r(ζ) + ν J∑
j=1
φj(< ζ, xj >)

is strictly convex, except for the SVM case where strict convexity can be ensured by
adding an extra attribute to the data as explained in [10] and solving the SVM in the
(n+ 1)-dimensional space. With this setting, assumptions A1−A3 are satisfied.
To check if assumption A4 is satisfied, we need to calculate the derivative of the implicit
function ζ¯ : ν → ζ¯(ν). Remember that
∇ζ(ν) = − [∇2ζG(ν, ζ(ν))]−1∇2νζG(ν, ζ(ν)).
It is easy to see that∇2ζG(ν, ζ(ν)) = I where I is the identity matrix and that∇2νζG(ν, ζ(ν))
is a constant vector independent of ν and ζ for all loss functions in Table 1 (ex:
∇2νζG(ν, ζ(ν)) =
Je∑
i=1
yjxj for the hinge loss case). Hence, assumption A4 is also sat-
isfied.
The BSG algorithm is therefore applicable to these types of problems. Numerical exper-
iments with BSG for the large scale SVM case with hinge loss can be found in [4]. The
bi-level stochastic gradient technique when compared to classical cross validation proce-
dures shows significant computing time savings with similar prediction performance.
6 Conclusions
We have analyzed the convergence of stochastic optimization methods for bi-level opti-
mization problems (of the form of Problem (1)) where either the outer objective function
or both outer and inner objective functions can be expressed as finite sums of independent
terms. Under assumptions (A1)-(A4), we have shown that convergence to a stationary
point of Problem (1) is guaranteed in expectation.
In the machine learning context, optimization is most of the time performed on loss
or regularized loss functions and these losses can be expressed as very large sums of
terms. Moreover, in this context, tuning model hyperparameters often requires the use
of computationally expensive cross-validation procedures combined with a grid search
approach. Alternatively, as explained in [4], the overall issue of tuning model param-
eters on validation data while training, could be expressed as a bi-level optimization
problem of the form of Problem (1). The results presented here are therefore giving
some expected stationarity guarantees for the bi-level stochastic gradient approach as
an efficient alternative to the well established cross-validation procedure among machine
learning practitioners.
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Abstract
We propose a new bi-level stochastic optimization algorithm for training large
scale Support Vector Machine (SVM) with automatic selection of the C hyperpa-
rameter. We show that in the proposed bi-level formulation, the variation of the
inner objective with respect to the outer variable can be nicely expressed. Gradi-
ents estimates are computed for both inner and outer objectives in order to perform
stochastic moves with low complexity. Extension to nonlinear SVM is also proposed.
We further discuss the possibility to integrate the technique within an automatic
k-fold cross validation framework. Preliminary results on several datasets show that
the method is finding the optimum hyperplane while adjusting the penalty parame-
ter with significant computational time savings when compared to the classic cross
validation procedure.
keywords: Support Vector Machine, Model Selection, Stochastic Gradient, Multi-level
Optimization
1 Introduction
Support Vector Machine (SVM) techniques are very efficient machine learning tools for
classification. Their underlying theory and generalization perfomance are well under-
stood via structural risk minimization. A new challenge has appeared in the last few
years: the increasing sizes of datasets. This new context requires training methods with
very low operation complexity as well as low memory requirements. Stochastic opti-
mization that samples the training data at each iteration to compute an estimate of the
gradient of the objective function is probably one of the most powerful technique to deal
with large scale training.
In SVM, the selection of hyperparameters, also known as model selection, is a critical
issue and has been addressed by many researchers both theoretically and practically [13].
The minimization of guaranteed risks, probabilistic bounds, or worst case values of the
generalization error [12, 20, 2] are the solutions widely proposed in the machine learning
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community. However, when dealing with large datasets, computing probabilistics bounds
can become very expensive and approximating such bounds may become inefficient in
practice. Practioners usually prefer to use k-fold cross-validation [14] combined with
a grid search. Again when the dimension of the dataset is large, this may require a
huge amount of computing time as all values of the grid must be tested, each value
requiring itself k training procedures. Running such process can sometime be too long
and unrealistic. Furthermore, the grid search implies that we are only checking a finite
set of values for C when its optimal value would lie between two values of the grid. The
default grid size is therefore crucial. One would like to have a compromise between grid
precision and grid size, which can be difficult to define in practice with no prior knowledge
on the structure of the data. For large datasets, model selection can really become a
challenge. We address here this issue of designing alternative techniques specifically
suited to large classification problems.
In [16], bi-level programming approaches are investigated to automatically perform cross-
validation on the hyper parameters via optimization methods. The optimal C parameter
is the solution of a bi-level optimization problem where the outer objective function is
the cross-validation error over the validation folds and the follower’s problem (inner op-
timization problem as a constraint of the outer problem) is the selection of the optimal
hyperplane over the training folds. The bi-level problems are solved by replacing the
follower’s problem by its Karush-Kuhn-Tucker (KKT) optimality conditions. The diffi-
culty in the proposed approach is that it leads to very large scale optimization problems
when datasets are large. These formulations usually become intractable. Similar work
has been proposed by [9] to select the kernel parameters by solving the bi-level problem
with a derivative-free approach with the same difficulties when dealing with large scale
datasets.
Bi-level programming problems are generally difficult to solve. See for example [6] for
a review of existing techniques. As mentionned above, the most common method is to
replace the follower’s problem by its KKT optimality conditions. Descent techniques
based on steepest or trust region steps have also been proposed [21, 6]. The challenge
in SVM is the dimension of the problem. Specific techniques are to be investigated.
Along this line, we formulate the training and parameter selection problem as a multi-
level inference optimization problem and make use of approximate optimization to solve
it. The technique is specifically designed for the case of large scale learning. In SVM,
and especially in large scale learning, there is a trade-off between training error, opti-
mization error and generalization error. For this reason, approximate (or local) solutions
usually give better prediction results than accurate solutions. This is the reason why
stochactic gradient approach usually outperform regular first and second order training
optimization techniques [3]. The reason is that in learning, the objective is to find the
estimator that minimizes the risk (of mis-classifying data) over the distribution P of
data: f∗ = argmin
f∈F
R(f, P ). The distribution P is unknown and we only use a sub-
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set of the data as training data to minimize the empirical risk: fˆ = argmin
f∈F
Remp(f).
Therefore, there is no need to find accurate solutions of problems taking into account an
”inaccurate” sample of the data. Accurate solutions would actually overfit the training
data and give poor prediction performance on unseen data. With this idea in mind for
the multi-level inference problem, we propose to compute estimates of inner and outer
objectives. This is achieved by expressing the first order optimality condition of the
inner problem as an implicit function of the inner and outer variable. The resulting
gradient computations are very simple and computationally ”cheap” both for the linear
and nonlinear SVM case with use of kernel functions. The method is first described for
one-fold validation and we later explain how it can be generalized to k-fold cross vali-
dation. We illustrate the method numerically with experiments on public and synthetic
datasets.
2 Problem statement
2.1 The SVM optimization training problem
Consider a set of training vectors {xi ∈ Rn, i = 1, . . . , L} and its corresponding set of
labels {yi ∈ {−1, 1}, i = 1, . . . , L}, where L is the number of training points and n is the
number of attributes of each training point.
The soft margin SVM training problem can be expressed as follows (see for example
[7, 19] for further details on the construction of the problem):
min
w,b,ξ
1
2‖w‖2 + C
L∑
i=1
ξi
subject to yi(w
>xi + b) + ξi ≥ 1, i = 1, . . . , L,
ξi ≥ 0, i = 1, . . . , L,
(1)
where ξi is a slack variable associated to a penalty term in the objective with magnitude
controlled by C, a problem specific paramater. The vector w is the normal vector to the
separating hyperplane (w>x+ b = 0) and b is its relative position to the origin.
Problem (1) maximizes the margin 2‖w‖ between the two separating hyperplanes w
>xi +
b = 1 and w>xi + b = −1. The use of slack variables ξi penalizes data points that would
fall on the wrong side of the hyperplanes.
In the constraints, observe that ξi ≥ max{0, 1 − yi(w>xi + b)}, therefore at optimality
we have the equality:
ξi = max{0, 1− yi(w>xi + b)}
(the i-th point is either correctly classified (ξi = 0) or penalized (ξi = 1 − yi(w>xi +
b))). Consequently, we can reformulate Problem (1) as an unconstrained optimization
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problem:
min
w,b
1
2
‖w‖2 + C
L∑
i=1
max{0, 1− yi(w>xi + b)}
The term max{0, 1− yi(w>xi + b)} is known in statistics as the ”hinge loss” and its use
in SVM models are known as L1-SVM. Other types of losses could be used and generally,
we can write the problem as :
min
w,b
1
2
‖w‖2 + C
L∑
i=1
`(yi, w
>xi + b)
where ` is the loss function. In the following, we require ` to be a differentiable func-
tion, however, in the case of L1-SVM, we can cope with its non-differentiability as we
will see later. L2-SVM use the following square hinge loss instead: `(yi, w
>xi + b) =(
max{0, 1− yi(w>xi + b)}
)2
, which is differentiable everywhere.
2.2 Model Selection and k-fold cross-validation
Our objective in this work is two-fold. We would like to find the optimal hyperplane
defined by (w, b) but at the same time automatically tune the C parameter to get the
best possible generalization error.
As discussed in the introduction, the selection of C is often performed via k-fold cross-
validation (CV). As we borrow ideas from this framework later, we briefly review the
method. The main process is to partition the data into k equal size parts (folds), perform
training with k − 1 folds and compute a testing error on the remaining fold (called the
validation fold). The process is executed k times so as to choose each time a new
validation fold. The error found each time we select a validation fold is averaged over
the k-th runs to give the so-called k-fold CV error (see Figure 1).
To select the optimal C parameter, one usually decides on a grid search for C (for
example C taking the values 0.01, 0.1, 1, 10, 100, 1000, 10000, . . . .) and computes the CV
error for each value on the grid. The value of C that gives the best CV error will be
selected. If NG is the number of values on the grid, one will have to solve k×NG training
problems. If the size of the training problem is large, this may require a huge amount
of time.
To avoid such expensive tuning procedure, we make use of bi-level programming. The
main idea is to optimize the error on the validation fold with respect to C while C is
also dependent of the minimization of the training error on the remaining folds. Next
section details the related mathematical concepts.
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Figure 1: K-fold cross-validation
1. Select C on a grid.
2. Divide data into K equal parts:
• For each k = 1, . . . , K, find optimal
(w∗, b∗) to calculate the validation
error on the remaining validation fold
Fk:
Ek(C) =
Nb mis-classified points inFk
card(Fk)
• Compute the cross-validation error
CV (C) =
1
K
K∑
k=1
Ek(C)
.
3. Choose another C on a grid and repeat.
4. Retain C∗ = argmin
C∈grid
CV (C).
3 Bi-level formulation for one fold validation
3.1 Linear classification
Let us first consider the case where we would like to find the optimal C penalty parameter
for one validation fold. This means that we have k− 1 folds for training and one fold for
testing. In the following, the loss function ` used for training is also used as a measure of
the classification performance on the validation fold. We express the problem of finding
the optimal C as the minimization of the classification error on the validation fold with
the constraint that the maximum margin hyperplane is found for a given value of C.
This leads to the following bi-level probem:
min
C
N∑
j=1
`(yvj , w¯
>xvj + b)
s.t. 0 ≤ C ≤ Cmax
w¯ = argmin
w
1
2
‖w‖2 + C
L∑
i=1
`(yi, w
>xi + b)
(2)
where xvj , y
v
j for j = 1, . . . , N are respectively the vectors from the validation fold and
their labels. The upper bound Cmax avoids very large values of C that might later cause
numerical scaling problems.
Generally, Problem (2) is nonconvex and difficult to solve [15]. Convexity is data de-
pendent. However, as discussed in the introduction, learning problems do not require
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accurate solutions and local solutions sometimes provide better generalization perfor-
mance and avoid overfitting. In section 5, we discuss further the convexity of problem
(2) on examples. One approach to solve Problem (2) is to replace the inner problem
by its KKT optimality conditions [16]. In the context of large scale learning, this leads
to very large scale optimization problems that are usually not tractable. We propose a
different gradient descent based method.
Consider the following general form of bilevel programming problem:
min
x∈Rn
F (x, y¯)
s.t. g(x, y) ≤ 0
y¯ = argmin
y∈Rm
G(x, y)
where F : Rn × Rm → R, and G : Rn × Rm → R are two convex functions and
g : Rn × Rm → R.
The inner problem min
y∈Rm
G(x, y) is called the follower’s problem. To solve such bi-level
problem, one would like to compute a descent direction of the outer objective function
with respect to x. Using the chain rule for derivatives, the variation of F with respect
to x can be written as:
∇x [F (x, y(x))] = ∇xF (x, y)> +∇yF (x, y)>Jy(x) (3)
where Jy(x) is the Jacobian matrix of function y : Rn → Rm, x→ y(x).
The major problem is to compute Jy(x). To get an analytical expression of Jy(x), we
express the first-order optimality condition of the inner problem, i.e. ∇yG(x, y) = 0.
Let’s now make some assumptions on the inner problem G:
Assumptions 3.1 Let (x∗, y¯) be an optimal solution of the inner problem, meaning that
∇yG(x∗, y¯) = 0, we assume that:
• (a) G is C2
• (b) ∇2yG(x∗, y¯) is invertible
For the specific case of large scale SVM, clearly, assumption (3.1.a) is satisfied. We will
also see later that assumption (3.1.b) is always satisfied. Assuming (3.1) and applying
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the implicit function theorem ([18]), there exists an open set U ⊂ Rn, an open set
V ⊂ Rm and a C1-function y such that:
• ∀(u, v) ∈ U × V , ∇vG(u, v) = 0⇒ v = y(u).
• ∀u ∈ U , we have ∇vG(u, y(u)) = 0.
• ∀(u, v) ∈ U × V , the matrix ∇2vG(u, v) is invertible and furthermore,
Jy(u) =
[∇2vG(u, y(u))]−1∇2vuG(u, y(u)) (4)
In other words, the implicit function theorem states that in a neighborhood of the
optimal solution of the inner problem, since we have optimality, it is possible to express
y in terms of x and provides an analytical expression of Jy(x). Equation (3) combined
with (4) is the first key step of our technique. This idea can also be interpreted as a
stability property of the optimal solution of the inner problem within a neigborhood of
C. It is related to the sensitivity of optimal solutions of nonlinear programs as discussed
in [10].
Consider now the expressions of F and G in the specific case of Problem (2) and L1-
SVM with L being very large. The dimension N in the outer objective function is also
very large (N = 1kL for k-fold cross-validation). Computing F , G or their gradients can
become very expensive. We therefore rather consider estimates of their gradients. The
idea is to use at each iteration l, only one data point to estimate the gradient of F and
G in order to perform a stochastic descent step.
The functions F and G can be written as
F (C, w¯) =
N∑
j=1
max(0, 1− yj(w¯>xvj )
G(C,w) =
1
2
‖w‖2 + C
L∑
i=1
max(0, 1− yi(w>xi))
.
For a given value of w, we define xi as an error vector if its loss value is non-zero
(1− yi(w>xi) 6= 0). To deal with the non-differentiability of the hinge loss, we re-order
the vectors xi in the sum so as to have the error vectors first. Observe that the above
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functions can be written as:
F (C, w¯) =
Ne∑
j=1
(1− yj(w¯>xvj ))
G(C,w) =
1
2
‖w‖2 + C
Le∑
i=1
(1− yi(w>xi)),
where Ne and Le are respectively the numbers of error vectors in the testing fold and
training set.
Noisy unbiased estimates of their gradients can be computed by randomly picking one
term of the sums in each expression:
. ∇wG˜l(C,w) = w − Cylxl where l is a random integer uniformly drawn from the
set Te = {i = 1, . . . , L|yiw>xi < 1},
. ∇C
[
F˜p(C, w¯(C))
]
= ∇C F˜p(C, w¯)>+∇w¯F˜p(C, w¯)>∇Cw¯(C) where F˜p(C, w¯) = (1−
yvpw¯
>xvp) and p is also a random integer uniformly drawn from the set Ve = {j =
1, . . . , N |yjw>xvj < 1}.
The optimality condition for the inner problem is therefore now replaced by the condition
that its noisy gradient estimates vanishes at optimality. Note that ∇2wG˜l(C,w) = I the
identity matrix, therefore the second part of assumption (3.1) is satisfied and we can
apply the implicit function theorem to get:
∇Cw(C) = −[∇2wG˜l(C,w)]−1∇2wCG˜l(C,w),
or again,
∇Cw(C) = ylxl. (5)
Next, we compute an estimate of the variation of the outer objective function with
respect to C:
∇C F˜p(C, w¯(C)) = ∇C F˜p(C, w¯) +∇w¯F˜p(C, w¯)>∇Cw¯(C)
Since ∇C F˜p(C, w¯) = 0 and ∇w¯F˜p(C, w¯) = −yvpxvp>, using (5), we have:
∇C F˜p(C, w¯(C)) = −ypxvp>ylxl.
As the constraints in Problem (2) are box constraints, we can easily project the above
gradient to compute a stochastic gradient descent step within an iterative scheme. The
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Algorithm 1 1-fold Validation Bi-Level Stochastic Gradient Algorithm for L1-SVM
1: Select C0, w0, Cmin.
2: x stores the matrix of training vectors and xv the matrix of validation vectors.
3: t← 0
4: while (Stop.Crit. not satisfied) & (t ≤ tmax) do
5: Pick l randomly in Te = {i = 1, . . . , L|yiw>xi < 1}
6: Pick p randomly in Ve = {j = 1, . . . , N |yjw>xvj < 1}
7: Calculate ∇wG˜l(C,w) = w − Cylxl
8: Calculate ∇C
[
F˜p(C, w¯(C))
]
= −yvpxvp>ylxl
9: Perform the move wt+1 ← wt − αtw∇wG˜l(C,w)
10: Perform the move Ct+1 ← Ct − αtC∇C
[
F˜p(C, w¯(C))
]
11: if C < Cmin then C = Cmin
12: end if
13: if C > Cmax then C = Cmax
14: end if
15: t← t+ 1
16: end while
move with respect to w can likewise be performed by moving along its stochastic gradient
direction. We summarize the technique in Algorithm (1).
Implementation Issues:
• Stopping criterion: Several stopping criteria could be implemented. Among the
most practical ones, one could choose to stop whenever the classification error
on the validation fold decreases to a given level or one could simply decide on a
maximum number of iterations. Both can also be combined.
• Choice of w0: We suggest to use a random selection of w0.
• Step sizes: There are two step sizes to be defined αtw and αtC . For w the size has to
be selected so as to ensure the convergence in expectation of the stochatic process.
It is known that to ensure convergence [1], the step size has to follow the rule:
αtw > 0, lim
t→∞α
t
w = 0,
∞∑
t=0
αtw =∞. (6)
For C, the rule (6) is also necessary to ensure convergence to the optimal C.
Additionally, our experiments have given better results whenever the move in C
9
was leading to moderate moves in w. To quantify what a moderate move must be,
we state and prove the following proposition:
Proposition 3.2 Let w∗1 and w∗2 be two optimal solutions of the inner problem in
Problem (2) corresponding to two values of the penalty parameter, respectively C
and C + ∆C.
∃m > 0 such that if |∆C| <  with  > 0, ∆w = ‖w∗2 − w∗1‖ ≤ m
√
n .
Proposition (3.2) states that if the change in C is sufficently small, the change
in w∗(C) will also be small. More specifically, if we ensure, for example that
|∆C| ≤ 1
m
√
n
, we can ensure that the change in ∆w ≤ 1. The constant m accounts
for the various choice of losses.
Proof Since w∗1 and w∗2 are solutions of the inner problem, they both satisfy the
optimality condition and we have:
∇wG˜l(C,w∗1) = w∗1 − Cylxl = 0
∇wG˜l(C + ∆C,w∗2) = w∗2 − (C + ∆C)ylxl = 0
Therefore,
w∗2 − w∗1 − (C + ∆C)ylxl + Cylxl = 0
and
w∗2 − w∗1 − ylxl∆C = 0,
meaning that ∆w = ‖ylxl∆C‖.
We can consider without any loss of generality that training vectors xl ∈ Rn are
scaled and that all components of xl lie in the interval [−1, 1]. Therefore, we have
‖xl‖ ≤
√
n and:
‖∆w‖ ≤ √n|∆C|
which proves Proposition (3.2) with m = 1.
Using the above result, we require that
∣∣∣αtC∇C [F˜p(C, w¯(C))]∣∣∣ ≤ 1m√n , meaning
that:
αtC ≤
1
√
n
∣∣∣∇C [F˜p(C, w¯(C))]∣∣∣ (7)
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Finally, to guarantee (6) and (7), we make the following implementation choice:
αtC ≤
1
t
√
n
∣∣∣∇C [F˜p(C, w¯(C))]∣∣∣
• Complexity of one iteration: The number of operations required to calculate
∇wG˜l(C,w) and ∇C
[
F˜p(C, w¯(C))
]
is O(n) where n is the number of attributes.
L2-SVM case:
For the case of L2-SVM, the above equations of gradients differ. We have ∇wG˜l(C,w) =
w− 2Ctyl(1− ylw>xl)xl and ∇2wG˜l(C,w) = I + 2Cxlxl>. Therefore, ∇2yG˜l(C,w) is still
invertible and we can use the Sherman-Morrison formula to write the inverse matrix as:
(I + 2Cxlx
>
l )
−1 = I − 2Cxlx
>
l
1 + 2Cx>l xl
and with the same use of the chain rules for derivatives we eventually get:
∇C
[
F˜p(C, w¯(C))
]
=
−2ypxvp>(1− ypw¯>xvp)
(
2yl(1− ylw¯>xl)
(
I − 2Ctxlx>l
1+2Ctx>l xl
)
xl
) .
The algorithm is identical, however the choice of the constant m differs. To prove
Proposition (3.2) in the case of L2-SVM, observe that
∆w = 2
(
I − 2Cxlx
>
l
1 + 2Cx>l xl
)
(1− ylw∗2>xl)ylxl∆C,
and that the term (1 − ylw∗2>xl) is the loss value for the l-th data point (among error
vectors). It represents the distance to the hyperplane and can be bounded by the diam-
eter of the smallest sphere containing all datapoints (meaning ‖1 − ylw∗2>xl‖ ≤ 2
√
2 if
we consider again scaled data). We then have:
‖∆w‖ ≤ 4
√
2
(
1 + 2C
n
1 + 2Cn
)√
n|∆C| ≤ 8
√
2
√
n|∆C|.
or ‖∆w‖ ≤ m√n|∆C| with m = 8√2.
3.2 Nonlinear classification with kernels
The method developed above can be extended to the nonlinear SVM case where kernel
functions are used (see for example [19] for detail on the use of kernels). The nonlinear
bi-level SVM formulation can be expressed as:
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min
C
N∑
j=1
`(yvj , w¯
>Φ(xvj ) + b)
s.t. 0 ≤ C ≤ Cmax
w¯ = argmin
w,b
1
2
‖w‖2 + C
L∑
i=1
`(yj , w
>Φ(xj) + b)
where `(yj , w
>Φ(xj) + b) is the loss function. Here, as before, we will consider the most
common hinge loss case.
Using the representer theorem [4], the mapping Φ can be written as linear combinations
of kernel functions which are evaluated at the training samples. Thus, we can express
the bi-level kernelized L1-SVM problem (without bias for simplicity) as
min
C
N∑
j=1
max
{
0, 1− yvj
L∑
t=1
β¯tk(xt, x
v
j )
}
s.t. 0 ≤ C ≤ Cmax
β¯ = argmin
β
1
2
β>Kβ + C
L∑
i=1
max
{
0, 1− yi
L∑
t=1
βtk(xt, xi)
} (8)
where k is the kernel function. Many kernel functions are available such as the exponen-
tial, Gaussian radial basis function, polynomials,...(see [19]).
If we define the following column vectorsKvj = (k(xt, x
v
j ))t=1,...,L andKi = (k(xt, xi))t=1,...,L
and the kernel matrix K = (k(xi, xj))i,j=1,...,L, we can write Problem (8) as:
min
β¯,C
N∑
j=1
max{0, 1− yvjKvj >β¯}
s.t. 0 ≤ C ≤ Cmax
β¯ = argmin
β
1
2
β>Kβ + C
L∑
i=1
max{0, 1− yiK>i β}
Next, we follow the same process as for the linear case and report here only the main
results as the derivation is identical. Note that Assumptions (3.1) are again satisfied
and using the implicit function theorem as before, we compute a noisy estimate of the
inner objective function by randomly picking l ∈ {1 . . . L} from all error vectors in the
training set. We have the following results:
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∇βG˜l(C, β) = Kβ − CylKl
∇2βG˜(C, β) = K
∇2βCG˜(C, β) = −ylKl
∇Cβ(C) = ylK−1Kl
The matrix K is dense and large if we are dealing with large scale datasets. Instead of
inverting K in the above equations, one should rather express the system K∇Cβ(C) =
ylKl and observe that its solution can be written ∇Cβ(C) = ylel where el is the zero
vector except for its l coordinate being 1, (el)l = 1.
As before, a noisy estimate of the outer objective function is then computed by randomly
selecting one error vector (let p be its index, p ∈ {1 . . . N}) among all validation vectors
as follows:
∇C
[
F˜ (C, β¯(C))
]
= ∇C F˜ (C, β¯)> +∇β¯F˜ (C, β¯)>∇C β¯(C)
leading to,
∇C
[
F˜l(C, β¯(C))
]
= −yvpylKvp>el.
L2-SVM case:
It is also possible to derive a similar bi-level kernelized L2-SVM problem. When using
the square hinge loss. The derivation will lead to the following results:
∇βG˜l(C, β) = Kβ + 2CKl(K>l β − yl)
∇2βG˜(C, β) = K + 2CKlK>l
∇βCG˜(C, β) = 2Kl(K>l β − yl)
∇Cβ(C) = −2(K + 2CKlK>l )−1Kl(K>l β − yl)
The computation of the inverse of the matrix K+2CKlK
>
l is computationally expensive
as it is large and dense and its inversion does not simplify as in the L1-SVM case.
However, one might instead consider the use of low rank sparse approximation such as
the Nystro¨m approximation (see [8]) in order to compute ∇Cβ(C).
4 Generalization to k-fold cross-validation
Consider now the case where we have K folds. Let xvkj , j = 1, . . . , N be the N vectors
from the validation fold k, k = 1, . . . ,K and yvk their corresponding labels. For each
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validation fold k, we have also L = (K − 1)×N training vectors, let xki , i = 1, . . . , L be
these training vectors and yki be their corresponding labels.
We now want to minimize the average validation error over the K folds with the con-
straints that we have the minimum training error for each fold. This leads to the following
bi-level problem (without bias, b = 0):
min
C
1
K
K∑
k=1
N∑
j=1
`(yvkj , w¯
>
k x
vk
j )
s.t. 0 ≤ C ≤ Cmax
w¯k = argmin
w
1
2
‖w‖2 + C
L∑
i=1
`((yki , w
>xki ) k = 1, . . . ,K
(9)
The problem has now K minimization constraints. Generally, this would be very hard
to solve but in the specific case of Problem (9), observe that for a given C, the K inner
problems are independent. Problem (9) could be called block-minimization constrained
bi-level problem. We can therefore apply the technique derived for one fold to compute
independently the gradients of wk with respect to C.
As before, let’s reorder at each step the error vectors to write the outer objective function
as follows (for L1-SVM):
F (C, w¯)) =
1
K
K∑
k=1
Nke∑
j=1
(1− yvkj w¯>k xvkj ) (10)
To compute an estimate of the gradient of F , select p ∈
K⋂
k=1
V ke 6=∅
V ke where V
k
e is the set of
error vectors corresponding to fold k and Nke is its dimension to get:
∇C
[
F˜p(C, w¯(c))
]
=
1
K
K∑
k=1
∇w¯k F˜p(C, w¯k)>∇Cw¯k(C)
with:
∇w¯k F˜p(C, w¯k) = −yvkp xvkp
and
∇Cwk(C) = ykl xkl .
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The resulting algorithm is identical to Algorithm (1) where the gradients are computed
as above and the selection of the random data points within the sets of support vectors
has to be done in the following subsets as some fold may lead to empty error vector
subsets:
p ∈
K⋂
k=1
V ke 6=∅
V ke , l ∈
K⋂
k=1
Tke 6=∅
T ke
where T ke is the subset of error vectors for the training vectors corresponding to fold k.
Note: Alternatively, p and l could be chosen as p = (p1, . . . , pK)
> and l = (l1, . . . , lK)>
where each pi and each lj would be randomly picked from their corresponding training
set i and testing set j. With this choice, p and l would have to be substituted with pk
and lk in the above equations.
5 Numerical Experiments
We run numerical experiments with Algorithm (1) coded in Matlab version 7.14 (2012)[17]
on 15 datasets. Table 5 gives their respective dimensions and number of attributes. The
datasets are:
1. CANCER: Extract of Wisconsin Breast Cancer database. Attributes are cells
characteristics and the two classes represent benign or malignant clinical cases.
Source: UCI repository [11].
2. SPECT: The Heart SPECT database refers to cardiac Single Proton Emission
Computed Tomography (SPECT) images. Each class represents a normal or ab-
normal medical diagnosis. The attributes were selected to summarize the image
information. Source: UCI repository [11].
3. MAGIC04: Contains Gamma telescope data with 2 classes: high energy gamma
signal or background signal. Source: UCI repository [11].
4. Pima: Extract of the PIMA DIABETES database. The two classes are positive or
negative diabetes diagnosis. The attributes are medical records from Pima Indian
heritage patients. Source: UCI repository [11].
5. SVMGUIDE1: Dataset containing astroparticle data. Source: LIBSVM – A Li-
brary for Support Vector Machines [5].
6. connect-4: Dataset related to the ”Connect-4” game. Attributes are the 6x7 posi-
tions in the game and takeover by one of the two players or not. The class is win
or loss [11].
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Table 1: Datasets Description
Datasets Nb of examples Nb of attributes
Cancer 699 9
SPECT 120 22
MAGIC04 19020 10
Pima 768 8
SVMGUIDE1 3089 4
connect-4 67557 42
waveform 5000 40
NURSERY 12960 8
NURSERY2 12960 8
g15 105 2
g16 106 2
gR1015 105 10
gR1016 106 10
gR2015 105 20
gR2016 106 20
7. waveform: In this dataset, attributes contain noise data associated to two wave
classes [11].
8. NURSERY: The dataset contains categorical data to rank nursery school appli-
cants. The original dataset contains 5 classes. Classes were reorganized in order
to remain with only two classes (”recommended” or ”not recommended”). Source:
UCI repository [11].
9. NURSERY2: Same as previous dataset but the classes were reorganized in a dif-
ferent manner. Two classes (”recommended” or ”not recommended”) were also
retained but the original class ”spec prior” naturally assigned to ”recommended”
was instead assigned to ”not recommended”. The objective was to create a less
separable dataset.
10. g15, g16: Synthetic datasets. We generate uniformly random vectors in the box
[−10, 10]2. We assign class −1 to a vector x = (x1, x2)> if x1 + x2 ≤ 0 and +1
otherwise. A percentage of 2% of the datapoints is later perturbed randomly and
is assigned to the opposite class. For dataset g15, we generate 105 datapoints and
for g16, 106 datapoints.
11. gR1015,gR1016: Synthetic datasets. We use the same idea as for g15 and g16 but
the datapoints are now generated in [−10, 10]10.
12. gR2015,gR2016: Synthetic datasets. Same as before in [−10, 10]20.
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We compare the bi-level technique (called Bi-level SVM in the tables) with the clas-
sical 5-fold cross-validation (called Crossvalidation SVM in the tables). Both meth-
ods use stochastic gradient technique. For Bi-level SVM, we follow Algorithm (1) and
for Crossvalidation SVM, we compute the same stochastic gradient steps for w, i.e.
∇wG˜l(C,w) = w − Cylxl without computing any optimization moves for C. The pa-
rameter C is updated by choosing various values on the grid as explained in Figure
1. From experience with the datasets, we estimate that a good grid search should be
{2−5, 2−4, . . . , 24, 25}. We implement both linear and kernel versions of Algorithm (1) as
explained in section 3. For the kernel version, we use the gaussian radial basis function
with parameter σ. All datasets values were scaled to have attributes with zero mean and
so that the values lie in the interval [−1, 1]. We do not use bias b. The starting value
for C is taken as C0 = 10
−4 and Cmax = 105 for all datasets. The step size parameter δ
for αtC is taken as 1.
Experiments with Linear SVM:
Table 5 reports the results for the linear SVM. In Table 5, we provide the value of C,
prediction error on the validation fold and total training CPU time after NI iterations
of both Bi-level SVM and Crossvalidation SVM. The number of iterations NI is taken
as NI = 2000 for the small and medium datasets and NI = 20000 for the large datasets.
To check whether the results are stable and replicable, we perform multi-run (20 runs)
analysis. Each dataset is randomly ordered before each run. The average test errors
over the 20 runs are given in Table 5. Figure 2 reports the variation of C and 3 shows
the outer loss function and the validation error throughout the iteration process.
From Table 5, we clearly see that Bi-level SVM is much faster than Crossvalidation
SVM. Looking at 5, we can also conclude that the gain in speed is not at the expense
of the test accuracy, both techniques achieve similar results, sometimes one or the other
achieving a slightly better accuracy. The gain in training speed also confirmed for the
large synthetic datasets, which is very encouraging result. The plots of the profiles Fig-
ure 2 and Figure 3 show some fluctuations due to the stochastic process and we can
observe also the typical convergence in expectation of the stochastic process (both for
the C and the error values). One can also note that the process is quite efficient in
finding the optimal C region fast. For a number of iteration of log(k) ' 2, the algorithm
has already reached a neighborhood of the optimal C value. When compared to the
grid search procedure, the complete C grid would have to be explored in order to decide
which C to select. A typical grid range for C would be {0.01, 0.1, 1, 10, 100, 1000, 105}
for example, meaning that 7 training process would have to be performed, each process
taking itself thousands of iterations (if based on stochastic gradients). We can therefore
clearly see the improvement the proposed method Bi-level SVM is bringing.
Observations on convexity of Problem (2):
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Table 2: Test error and CPU time performance for Linear Bi-level SVM and cross-
validation
Bi-level SVM Crossvalidation SVM
UCI Datasets Error(%) C t(s) Error(%) C t(s)
Cancer 2.86 14.26 0.35 4.29 16 5.09
SPECT 16.67 2.09 0.22 16.67 8 4.89
MAGIC04 27.39 5.26 0.13 25.24 16 2.99
NURSERY 19.44 3.45 0.14 19.75 16 3.09
Pima 32.47 3.68 0.13 32.47 16 2.85
SVMGUIDE1 35.27 2.55 0.20 35.27 16 4.31
connect-4 33.70 91.43 0.15 33.94 2 3.33
waveform 19.40 12.78 0.15 19.20 16 2.97
NURSERY2 18.98 2.39 0.10 31.64 4 3.12
gen15 2.33 2.69 1.85 1.81 2 46.96
gen16 1.13 2.94 11.19 1.01 2 427.57
genR1015 1.93 1.91 1.04 1.48 16 29.58
genR1016 1.19 3.06 13.98 1.17 8 360.35
genR2015 2.22 3.22 1.83 1.70 16 49.08
genR2016 1.12 18.52 28.90 1.14 16 357.38
Table 3: Replicability of accuracy (Linear SVM): average test errors (in %) for 20 runs
Datasets Bi-level SVM Crossvalidation SVM
Cancer 4.50 4.57
SPECT 30.42 30
MAGIC04 24.62 24.32
NURSERY 17.22 16.95
Pima 24.54 26.36
SVMGUIDE1 23.12 23.77
connect-4 35.25 34.22
waveform 17.26 17.50
NURSERY2 19.53 19.18
gen15 1.29 1.48
gen16 0.95 1.01
genR1015 1.11 1.11
genR1016 0.95 1.01
genR2015 1.74 1.82
genR2016 1.12 1.15
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Figure 2: C-parameter profiles
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Figure 3: Loss function and classification error profiles
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Table 4: Test error and CPU time performance for Nonlinear Bi-level SVM and cross-
validation
Bi-level SVM Crossvalidation SVM
Datasets Error(%) C t(s) Error(%) C t(s)
Cancer 2.86 21.46 2.28 1.43 16 33.98
SPECT 25 18.05 0.15 25 8 4.45
Pima 27.27 1.89 0.69 27.27 8 19.04
waveform 33.20 0.44 25.80 32.80 16 1517.8
NURSERY2 21.84 21.84 95.43 11.7284 0.50 5489.10
Table 5: Replicability of accuracy (Nonlinear SVM): average test errors (in %) for 20
runs
Datasets Bi-level SVM Crossvalidation SVM
Cancer 3.50 2.93
SPECT 26.25 30.00
Pima 24.93 24.93
waveform 25.46 29.81
NURSERY2 11.79 10.38
To analyze the (non)-convexity of the bi-level problem, we record the outer objective
values and their corresponding C values during the training process for some datasets
(see Figure 5). Clearly, one can see, as discussed earlier, that the convexity is problem
dependent. For dataset SVMGUIDE1, the problem seems convex while is not for the
Pima and SPECT datasets. Therefore, for these datasets, there is no guarantee to
converge to the global optimal C. As seen above, the local solutions found by Bi-level
SVM are sufficiently good and achieve the same level of accuracy as for Crossvalidation
SVM. Additionally, we could say (without any evidence of it) that the stochastic nature
of the algorithm may help in escaping bad local minimum.
Experiments with Nonlinear SVM:
For some datasets and as we did for the linear case, we report with the same experimental
setup the C values, test error and training CPU time for the nonlinear SVM in Table 5
and the average test error for 20 runs in Table 5.
Again, from the Table 5 and except for the NURSERY2 dataset, the prediction accuracies
are of the same level but with much faster training time for Bi-level SVM. In Table 5,
we see that on the average, the prediction accuracies are similar even for NURSERY2
(Table 5 has most probably recorded a ”bad” run for this dataset).
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Figure 4: Outer objective values of Problem (2) vs. C values for some datasets
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6 Conclusions
We have proposed a new method for automatically adjusting the C penalty parameter
during the training process of support vector machines. We formulate the problem of
finding the separating hyperplane while tuning C as a bi-level optimization problem and
propose a new stochastic algorithm. The special structure of the SVM bi-level problem is
exploited to calculate explicitly the gradients of both inner and outer functionals. More
specifically, we make use of the implicit function theorem to express the variation of the
outer objective with respect to the inner variable and propose to take a noisy estimate
of this variation by only taking one datapoint at a time. The resulting method perfoms
very low complexity gradient computations (The cost of one iteration is O(n) for the
linear case). The technique extends nicely to the case of nonlinear SVM where kernels
are used (cost of one iteration of O(L) in that case if the hinge loss is used). We have also
proposed a framework to extend the idea for automatic k-fold validation. Experimental
results on several datasets show that the technique achieves much faster training CPU
time with similar prediction accuracy results when compared to the classical k-fold cross
validation counterpart.
References
[1] L. Bottou, Online Algorithms and Stochastic Approximations, in Online Learning
and Neural Networks, ed. D. Saad, Cambridge University Press, Cambridge, UK,
1998
[2] D. Anguita, A. Boni, S. Ridella, F. Rivieccio, D. Sterpi, Theoretical and Practical
Model Selection Methods for Support Vector Classifiers, in L. Wang (Ed.), Support
Vector Machines: Theory and Applications, Springer, 2005
[3] L. Bottou, O. Bousquet, The Tradeoffs of Large Scale Learning, Advances in Neural
Information Processing Systems, 20, MIT Press, Cambridge, MA, 2008
[4] O. Chapelle, Training a support vector machine in the primal, Neural Computation,
19, pp. 1155-1178, 2007
[5] Chih-Chung Chang, Chih-Jen Lin, LIBSVM – A Library for Support Vec-
tor Machines available at http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/
datasets/ Department of Computer Science National Taiwan University, Taipei
106, Taiwan 2010
[6] B. Colson, P. Marcotte, G. Savard, An Overview of Bilevel Optimization, Annals
of Operations Research, 153, pp. 235-256, 2007
[7] N. Cristianini, J. Shawe-Taylor, An Introduction to Support Vector Machine, Cam-
bridge University Press, Cambridge, UK, 2000
23
[8] P. Drineas, M. W. Mahoney, On the Nystro¨m Method for Approximating a Gram
Matrix for Improved Kernel-Based Learning, Journal of Machine Learning Research
6, pp.2153-2175, 2005
[9] P. Du, J. Peng, T. Terlaky, Self-adaptive Support Vector Machines: modelling and
experiments Computational Management Science, 6, pp. 41-51, 2009
[10] A.V. Fiacco, Sensitivity Analysis for Nonlinear Programming using Penalty Meth-
ods, Mathematical Programming, 10, pp.287-311, 1976
[11] A. Frank, A. Asuncion, UCI Machine Learning Repository, available at
http://archive.ics.uci.edu/ml, Irvine, CA: University of California, School of In-
formation and Computer Science, 2010
[12] I. Guyon, A practical guide to model selection, Proceedings of the machine learning
summer school, Springer Text in Statistics, Springer, 2009
[13] I. Guyon, A. Saffari, G. Dror, G. Cawley, Model Selection: Beyond the
Bayesian/Frequentist Divide, Journal of Machine Learning research, 11, pp. 61-87,
2010
[14] T. Hastie, R. Tibshirani, J. Friedman, The Elements of Statistical Learning,
Springer Series in Statistics, Springer New York Inc., New York, NY, USA, 2001
[15] C.D. Kolstad, L.S. Lasdon, Derivative Evaluation and Computational Experience
with Large Bilevel Mathematical Programs, Journal of Optimization Thoery and
Applications, Vol. 65, NO.3, 1990
[16] G. Kunapuli, K.P. Bennett, J. Hu, J.S. Pang, Bilevel Model Selection for Support
Vector Machines Centre de Recherches Mathe´matiques, CRM Proceedings and Lec-
tures Notes, Vol. 45, 2008
[17] Matlab, available at http://www.mathworks.com, The Math-Works, Inc., Natwick,
MA 01760, 1994-2010
[18] W. Rudin, Principles of Mathematical Analysis, third edition, McGraw-Hill,Inc.,
1976
[19] B. Scho¨lkopf, A. Smola, Learning with Kernels, MIT, Cambridge, 2002
[20] V. Vapnik, Statistical Learning Theory, Wiley, New York, 1998
[21] L. Vicente, G. Savard, J. Judice, Descent approaches for quadratic bilevel program-
ming, Journal of Optimization Theory and Applications, Vol. 81, NO 2, 1994
24
Article 3: Robust Classification of
Large Uncertain Data Using First
Order Methods
In preparation
123

Robust classification of Large Uncertain Data Using First
Order Methods
Wenjuan Wang Nicolas Couellan
Abstract
We propose to apply two first order algorithms for solving robust classification
with large scale uncertain data. The robust model is formulated by fulfilling every
realization of the noisy data, referred as the robust SVM formulation. Often, the
problem is written as a Second Order Cone Program (SOCP) and solved using
interior point methods (IPM). When datasets are large, the SOCP approach can be
slow. Therefore, we reformulate the robust SVM formulation into an unconstrained
optimization problem and apply Stochastic Gradient Descent (SGD) and stochastic
proximal forward-backward splitting (SFBS) methods. Numerical experiments are
performed to compare the two algorithms with one SOCP solver (Sedumi) in terms
of prediction accuracy and CPU time performance. The results show that the two
algorithms achieve similar prediction accuracy but consume much less CPU time on
large scale problems.
keywords: First order algorithms, Stochastic gradient descent, stochastic proximal
forward backward splitting method, robust optimization
1 Introduction
In real life applications, data are subject to random perturbations either because of the
nature of the data itself or because the acquisition process generates extra noise in the
measurements. One strategy to design data classification models that are immune to
noise is to make use of robust optimization techniques. Using Support Vector Machines
(SVM) classifiers, the idea is to formulate the training error minimization problem as a
robust optimization problem that accounts for the worse case situation. This requires
knowledge on the bounds of random perturbations but does not require knowledge of the
distributions of uncertainties. Such models have been successively formulated by [1, 2]
and also mentionned in [3]. Alternative models have been studied by [4] using chance
constraint formulation to avoid overconservatism that is sometime encountered with
worse case based models. However, this demands extra knowledge on the distribution
of the perturbations (at least its first and second moments).
1
Both types of models cited above naturally lead to constrained formulations that can
be written as Second Order Cone Programs (SOCP). SOCP problems can be solved
efficiently using Interior Point Methods (IPM) with small and medium size datasets [5].
However, if the problem is large, the complexity of one iteration of the IPM algorithm
is proportional to the cube of the problem size. Since the dimension of the optimization
variables are related to the number of data points, SOCP formulations are not well
suited to large scale classification problems. Therefore, we propose to use two first order
algorithms to solve large scale problems with uncertain data. The principle is first to
formulate an unconstrained robust SVM problem by making use of a so-called worst case
robust hinge loss. Next, we solve the resulting problem by stochastic gradient descent
(SGD) method and stochastic proximal (forward-backward splitting) (SFBS) method.
Both the methods have attracted much attention in machine learning with large scale
datasets.
The article is organized as follows: In section 2, we introduce the worst case robust SVM
formulation, and its SOCP optimization approach. In section 3, we present how to solve
the robust SVM formulation using SGD method. Then, we develop the SFBS algorithm
in the next section. In section 5, we present numerical results on public datasets. Finally,
in section 6, conclusions and perspectives are given.
2 Robust SVM problem
2.1 Robust SVM formulation
We consider a set of noisy training vectors {x˜i ∈ Rn, i = 1, . . . , L}, where x˜i = xi +
∆xi, ∀i ∈ {1, ..., L}, xi are nominal data points and ∆xi are the random perturbations.
No assumption is made on the stochastic nature of ∆xi nor on its probability distribution.
There are examples of uncertainty sets [10] that one can consider, for instance, ellipsoidal
uncertainty, box type uncertainty, spherical uncertainty, polyhedral type uncertainty or
coupled perturbations accross the samples x˜i (the perturbations are not independent and
there is a budget of uncertainty that is shared among all samples [3, 6]). Motivated by
the normal distribution (noise are often normally distributed but the mean and variance
are unknown), we assume that the perturbations are bounded within an ellipsoid. The
ellipsoidal uncertainty set can be written as:
Θ(xi,Σi, γi) =
{
x˜i = xi + ∆xi : ‖Σ−1/2i ∆xi‖ ≤ γi
}
, (1)
where Σi are positive definite matrices. We further assume that for each point x˜i lying
within the ellipsoid centered in xi, the corresponding label is the same label as xi.
We give the formulation of the soft margin SVM problem [9] as follows:
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min
w,b,ξ
1
2‖w‖2 + C
L∑
i=1
ξi
subject to yi(< w, x˜i > +b) + ξi ≥ 1, i = 1, . . . , L,
ξi ≥ 0, i = 1, . . . , L,
(2)
where x˜i = xi+∆xi are the true data points; ξi are slack variables; C is a penalty param-
eter and (w, b) defines the hyperplane wTx− b = 0. Under the uncertainty assumptions,
to satisfy the linear inequality constraint in Problem (2) for every realization of ∆xi, we
need to ensure the constraint for the worst case scenario of ∆xi. Following the same
problem construction in [1, 3], we obtain the following robust counterpart optimization
problem:
min
w,b,ξ
1
2‖w‖22 + C
L∑
i=1
ξi
subject to min
‖Σ−1/2i ∆xi‖26γi
yi(w
T (xi + ∆xi)− b) + ξi ≥ 1, i = 1, . . . , L,
ξi ≥ 0, i = 1, . . . , L.
(3)
Since the mathematical solution of the minimization constraint is:
min
∆xi
yiw
T (xi + ∆xi) = yiw
Txi − γi ‖ Σ1/2i w ‖2,
Problem (3) can be written as:
min
w,b,ξ
1
2‖w‖22 + C
L∑
i=1
ξi
subject to yi(w
Txi + b)− γi ‖ Σ1/2i w ‖2 +ξi ≥ 1, i = 1, . . . , L,
ξi ≥ 0, i = 1, . . . , L
(4)
which is the robust SVM formulation.
2.2 Robust SVM with SOCP
More often, one solve problem (4) by formulating it as a Second Order Cone Program
(SOCP) [1]. The formulation can be written as follows:
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min
w,b,ξ,α
α+ C
L∑
i=1
ξi
subject to yi(w
Txi + b)− γi ‖ Σ1/2i w ‖2 +ξi ≥ 1, i = 1, . . . , L,
ξi ≥ 0, i = 1, . . . , L.
‖w‖22 ≤ α
(5)
For solving this problem, there are efficient solver packages [7, 8]. Such solvers involve
the use of primal-dual interior point methods. They require about O(s3) operations
per iterations and the number of iterations is about O(
√
s × log(1/)), where  is the
required precision and s the number of cones in the problem. In Problem (5), the number
of cones is L+1, where L is the size of the dataset. Therefore, for very large scale training
problems, these SOCP techniques are no longer suitable in terms of time and memory.
However, for small and medium size problems, the use of SOCP techniques applied to
Problem (5) has given satisfying results [1].
3 Robust SVM with SGD
We show briefly how to apply SGD to solve problem (4) when datasets are large. We
reformulate problem (4) as an unconstrained optimization problem:
min
w,b
G(w, b) =
λ
2
‖w‖22 +
L∑
i=1
max{0, 1− yi(wTxi + b) + ‖Σ1/2i w‖2}, (6)
where max{0, 1−yi(wTxi+b)+‖Σ1/2i w‖2} is defined as the robust loss function, denoted
`Σi . To perform SGD, at each step, one need an update direction to be the expectation
of the true subgradient. Therefore, we generate at each iteration an approximation of
problem (6) by randomly selecting a training point l among the whole training set:
min
w,b
G˜l(w, b) =
λ
2
‖w‖22 + max{0, 1− yl(wTxl + b) + γl‖Σ1/2l w|‖2}. (7)
A subgradient of G˜l with respect to w can be written as:
∇wG˜l(w, b) =
{
λw if 1− yl(wTxl + b) + γl‖Σ1/2l w‖2 < 0
λw + (−ylxl + γl Σlw‖Σ1/2l w‖2
) otherwise,
and A subgradient of G˜l for b is:
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∇bG˜l(w, b) =
{
0 if 1− yl(wTxl + b) + γl‖Σ1/2l w‖2 < 0
−yl otherwise.
These subgradients can be used at each iteration to perform stochastic gradient moves.
The algorithm can stop whenever the classification error decreases to a given level or at
a maximum number of iterations tmax. To ensure the convergence, the step size for both
w and b are chosen to be square-summable but not summable,
βk > 0,
∞∑
k=1
βk =∞,
∞∑
k=1
β2k <∞. (8)
Algorithm 1 SGD algorithm for robust SVM
1: Select w0 randomly, α0w = 1, α
0
b = 1
2: Input training set T = (xi, yi), i = 1, . . . , L
3: t← 0
4: while t ≤ tmax do
5: Pick p randomly in 1, . . . , L
6: wt+1 ← wt − γtw∇wG˜p(w, b)
7: bt+1 ← bt − γtb∇bG˜p(w, b)
8: t← t+ 1
9: Update γtw and γ
t
b
10: end while
4 Robust SVM problem with SFBS
Proximal algorithms are a class of optimization algorithms suited for solving nonsmooth,
constrained, or large-scale problems [11]. They are well developed for solving machine
learning problems [12]. In this section, we first introduce the proximal operator. Then,
we describe the forward-backward splitting method, and its stochastic version. We also
discuss the implementation issues in robust SVM.
Let f : Rd → R ∪ {+∞} be a closed proper convex function, the proximal operator [11]
of f , denoted proxf : Rd × Rd, is defined as:
proxf (v) = argmin
x
{f(x) + 1
2
‖x− v‖22}.
The function minimized is strongly convex. Therefore, it admits a unique minimizer for
every v ∈ Rd.
We consider unconstrained optimization problems where the objective can be split into
two components:
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min
x
f(x) = g(x) + h(x), (9)
where g is convex and differentiable with a Lipschitz continuous gradient ∇xg(x) (with
Lipschitz constant Lg); h(x) is a convex, smooth or non-smooth function but having
an easy computable proximal operator. One can use the proximal forward-backward
splitting (FBS) method to solve this problem (9) with an optimization step as follows:
xk+1 = proxγkh(x
k − γk 5 g(xk)), (10)
where γk > 0 is the step size parameter. The move xk − γk 5 g(xk) is referred as a
forward gradient step, and proxγkh as a backward step. Cruz [13] proved the convergence
of SFBS using the subgradients of functions g and h when both functions are nondif-
ferentiable. When the function g is the average of large number of smooth component
convex functions, i.e.
g(x) =
1
L
L∑
i=1
gi(x), (11)
and h is a general convex function that admits a simple proximal mapping, the FBS
method can be generalized to stochastic proximal forward-backward splitting method
(SFBS). Duchi and Singer [14] introduced an stochastic proximal algorithm for solv-
ing empirical loss minimization with regularization. They proved the convergence when
g(x) is non-smooth. To apply the SFBS algorithm, one performs first a choice of a
random component gi, and then approximates g using gi in (10) at each iteration:
xk+1 = proxγkh(x
k − γk 5 gi(xk)), (12)
where γk > 0 is a step size parameter.
Next, we implement the SFBS algorithm to solve robust SVM. First, we randomly choose
a training point l randomly from the whole training set to get an approximated robust
SVM problem as in (7). Then, we perform the following split of the objective:
h(w, b) = λ2‖w‖22,
g(w, b) = max{0, 1− yl(< w, xl > +b) + γl‖Σ1/2l w‖2}.
(13)
To perform the forward step, we calculate the subgradient of g:
∇wg(w, b) =

0 if 1− yl(< w, xl > +b) + γl ‖ Σ1/2l w ‖2< 0,
(−ylxl + γl Σlw‖ Σ1/2l w ‖2
) if else.
For the backward step, we calculate the proximal mapping for h:
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proxtkh(ξ) = argminu(
λtk
2
‖u‖22 +
1
2
‖u− ξ‖22)
=
ξ
λtk + 1
.
(14)
Then the optimization step for w can therefore be written as:
wk+1 = proxtkh(w
k − tk∇wg(w, b))
=
wk − tk∇wg(w, b)
λtk + 1
(15)
The variable b is kept the same during the backward step. The algorithm is shown
in Algorithm (2). The step size should be chosen as diminishing step size to ensure
convergence. The maximum number of iterations tmax is taken as a stopping criterion
and can be selected as a fraction of the dataset size. There are other stopping criteria
that can be taken into consideration, for instance, a stopping value of the classification
error.
Algorithm 2 SFBS method for robust SVM
1: Chose initial value of w0, λ, tmax
2: Input training set T = (xi, yi), i = 1, . . . , L
3: t← 0
4: while t ≤ tmax do
5: Pick l randomly in the training set {1, . . . , L}
6: Calculate the subgradient ∇wg(w, b), ∇bg(w, b) with only the lth training point
7: Choose step sizes γtw and γ
t
b
8: Update wk+1 ← w
k − γtw∇wg(w, b)
λγtw + 1
9: Update bk+1 ← b
k − γtb∇bg(w, b)
λγtb + 1
10: Do the backward step according to proxγtwh(w
k − γtw∇wg(w, b))
11: Update t← t+ 1
12: Update the step sizes γt+1w and γ
t+1
b
13: end while
5 Numerical Experiments
In the experiment, we compare the Second Order Cone Program (SOCP) approach (using
solving package Sedumi), Stochastic Gradient Descent (SGD) and Stochastic Proximal
Forward-Backward Splitting (SFBS) algorithms for solving the robust SVM problem.
The SOCP approach as formulated in (5) uses the SeDuMi primal dual interior point
method package [7]. Comparisons are made on the basis of nominal and robust prediction
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Table 1: Datasets Description
Datasets Nb of examples Nb of attributes
cancer 699 9
waveform 5000 40
MAGIC04 19020 10
shuttle 58000 9
connect-4 67557 42
skin 245057 3
covtype 581012 54
hline
accuracies and CPU time performance. The objective is to check whether SFBS and
SGD work as well as SOCP in terms of prediction accuracies and if they are suitable
for solving large scale problems. We use public datasets [15] summarized in Table 1 to
perform the experiments as listed below:
1. cancer: Extract of Wisconsin Breast Cancer database. Attributes are cells char-
acteristics and the two classes represent benign or malignant clinical cases.
2. waveform: waveform recognition problem. Classification of classes of waves.
3. MAGIC04: Contains Gamma telescope data with 2 classes: high energy gamma
signal or background signal.
4. covtype: Contains terrain and cartographic information in order predict the forest
cover type of specific wilderness areas.
5. connect-4: Contains connect-4 game positions on a 6 × 7 square and classes are
wins or losses.
6. skin: Contains skin and non-skin samples from digitalized face images from various
physiological groups.
7. pokerhand: From poker card game. Attributes are suits of cards (Hearts, Spades,
Diamonds, Clubs) and ranks of cards (Ace, 2, 3, ... , Queen, King), classes are
specific hands (pairs, flush,...).
The datasets are split into L training vectors and N nominal testing vectors. In the
testing set, for each of the N nominal testing vectors, we generate T random vectors
uniformly within a given ellipsoid centered in the nominal testing point. Without loss of
generality, we assume the ellipsoids are diagonal matrix Σ−1/2 = Σ−1/2i = diag(σ), i =
1, . . . , L. The bounds of ellipsoids along each dimension for each dataset are selected
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Table 2: Uncertainty sets - ellipsoids dimensions
Datasets σmax
cancer (0.3, 0.15, 0.2, 0.18, 0.15, 0.18, 0.15, 0.1, 0.3)>
waveform (0.15, 0.3, 0.2, 0.1, 0.3, 0.1, 0.2, 0.1, 0.3, 0.2, 0.1, 0.3, 0.1,
0.2, 0.1, 0.3, 0.1, 0.3, 0.2, 0.1, 0.2, 0.3, 0.2, 0.1, 0.3, 0.1,
0.2, 0.1, 0.3, 0.3, 0.1, 0.3, 0.1, 0.15, 0.1, 0.3, 0.1, 0.3, 0.2, 0.1)>
MAGIC04 (0.2, 0.3, 0.4, 0.2, 0.3, 0.4, 0.2, 0.4, 0.1, 0.3)>
shuttle (0.001, 0.1, 0.4, 0.2, 0.3, 0.15, 0.2, 0.4, 0.1)>
connect-4 (0.15, 0.3, 0.13, 0.1, 0.3, 0.1, 0.12, 0.1, 0.3, 0.13, 0.1, 0.3, 0.1, 0.15,
0.1, 0.13, 0.1, 0.3, 0.12, 0.1, 0.3, 0.13, 0.13, 0.1, 0.3, 0.1, 0.12, 0.1,
0.3, 0.13, 0.1, 0.3, 0.1, 0.15, 0.1, 0.3, 0.1, 0.3, 0.12, 0.1, 0.15, 0.13)>
skin (0.1, 0.05, 0.17)>
covtype (0.15, 0.13, 0.13, 0.1, 0.3, 0.1, 0.12, 0.1, 0.3, 0.13, 0.01, 0.01, 0.01,
0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01,
0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01,
0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01,
0.01, 0.01, 0.01, 0.01, 0.01)>
randomly once and given in Table 2. The uncertainty set around a data point xi is taken
as the ellipsoid Θ(xi, (2− yi)Σ, 1), which is defined as:
Θ(xi,Σ, γi) =
{
x˜i = xi + ∆xi : ‖Σ−1/2∆i‖ ≤ 1
}
We run 20 times each algorithm. Before each run, the dataset is shuﬄed and split into
training set and testing set. The regularization parameter λ for SGD and SFBS as well
as the penalty parameter C for SOCP are selected via cross validation. The number of
iterations for SGD and SFBS is chosen as a fraction of the dataset dimension L. All
parameters are reported in Table 3. Here, we use two error performance measures, the
nominal error (NE) and the robust error (RE) as follows:
NE =
∑
i,t 1y
p
it 6=yvi
N × T
where ypit is the prediction (∈ {−1, 1}) of the t-th testing point (t = 1, . . . , T ) in the
ellipsoid Θ(xi,Σ, 1) of x¯i and 1S is the indicator function of a set S.
and,
RE =
∑
i 1(∃t:ypit 6=yvi )
N
.
The error rate measure NE counts every observation as a sample and computes a stan-
dard prediction error over the N × T samples while RE counts one error if at least one
9
Table 3: Parameters for each dataset: tmax is the number of iterations (reference
L.Bottou 2013); K is the number of crossvalidation.
Datasets tmax K
BreastCancer 1000 10
waveform 1000 10
MAGIC04 5000 10
shuttle 5000 10
connect-4 5000 10
skin 50000 10
covtype 10000 10
of the T observations in the ellipsoid is wrongly predicted. Notice that RE is a much
stronger measure. It requires that all T perturbations around xi are correctly classi-
fied to consider that the i-th sample is correctly predicted. Table 4 reports the average
nominal and robust prediction errors over the 20 runs for SOCP, SGD and SPFBS, and
Table ?? gives the corresponding recorded CPU times.
From Table 4, we conclude that both SGD and SFBS give similar error rates with SOCP.
With no surprise considering the complexities of these algorithms, SOCP is not able to
perform training any more when the size of the datasets is too large. The reason is that
the primal-dual interior point method involved in the SOCP solver requires too much
memory space and CPU time. For the large datasets, SGD and PSFBS consume very
limited CPU time as shown in Table ?? when SOCP no longer works.
6 Conclusions
We have proposed two new approaches for solving robust SVM problems. The two
methods are Stochastic Gradient Descent (SGD) and Stochastic Proximal Forward-
Backward Splitting (SFBS) method. We formulate the robust SVM formulation (worst
case scenario of SVM subject to data uncertainty) as an unconstrained optimization
problem. Only robust error vectors are used during the learning process. Then, we
perform stochastic techniques. Due to the stochastic procedures, the two approaches
can deal with large scale problems efficiently. Moreover, they achieve similar prediction
accuracy with Second Order Cone Program (SOCP) approach.
In the robust Support Vector Machine (SVM) formulation, we have considered the linear
case. It would be interesting to extend the idea to the large scale non-linear case. One
challenge would be to approximate the large dense kernel matrices by using low rank
approximations or Fourier transform of the kernel function. To do so, one would have
to investigate as well the relation between the uncertainty in the input space and the
10
Table 4: Experiment : Prediction Errors (in %) for SOCP, SGD and SFBS
Dataset Algorithm NE (%) RE (%)
SOCP 4.1123 5.0000
cancer SGD 3.6597 5.0000
SFBS 3.7836 4.7917
SOCP 15.9077 18.7278
waveform SGD 16.0513 19.0237
SFBS 15.75 19.8225
SOCP 28.20 30.86
MAGIC04 SGD 27.99 30.76
SFBS 27.99 30.75
SOCP - -
shuttle SGD 12.07 12.16
SFBS 11.43 11.47
SOCP - -
connect-4 SGD 25.99 27.56
SFBS 25.99 27.66
SOCP - -
skin SGD 6.24 10.99
SFBS 6.24 11.08
SOCP - -
covtype SGD 32.72 32.80
SFBS 32.63 32.87
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Table 5: Experiment parameters λ (in %)
Dataset Algorithm NE (%) RE (%)
cancer SOCP 0.01 0.01
RSG 0.0001 0.0001
SFBS 0.00001 0.00001
waveform SOCP 0.01 0.1
RSG 0.0001 0.0001
SFBS
MAGIC04 SOCP 0.1 1
RSG 0.001 0.001
SFBS 0.0001 0.00001
shuttle SOCP - -
RSG 0.0001 0.0001
SFBS 0.0001 0.001
connect-4 SOCP - -
RSG 0.01 0.1
SFBS 0.001 0.001
skin SOCP - -
RSG 0.0001 0.0001
SFBS 0.001 0.0001
covtype SOCP - -
RSG 0.001 0.001
SFBS 0.0001 0.0001
Table 6: (Experiment 1) RSG and SOCP training CPU time (s)
Dataset SOCP RSG SFBS
cancer 8.6098 ± 4.1257 0.5764 ± 0.0.0711 0.0533 ±0.0603
waveform 74.7931 ±13.1219 0.1174 ±0.0373 0.1292± 0.0486
MAGIC 1110.8± 88.7133 0.4982 ±0.1895 0.5182 ±0.2223
shuttle - 0.3872 ±0.1846 0.4599± 0.2203
connect4 - 0.3772 ±0.2118 0.4277±0.2435
skin - 0.3997 ± 0.2 0.5102± 0.3218
covtype - 0.2847± 0.0349 0.3371± 0.0379
12
uncertainty in the higher dimensional feature space.
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Support Vector Machines
Nicolas Couellan Wenjuan Wang
Abstract
The issue of large scale binary classification when data is subject to random per-
turbations is adressed. The proposed model integrates a learning framework that
adjusts its robustness to noise during learning. The method avoids over-conservative
situations that can be encountered with worst-case robust support vector machine
formulations. The algorithm could be seen as a technique to learn the support-set
of the noise distribution during the training process. This is achieved by introduc-
ing optimization variables that control the magnitude of the noise perturbations
that should be taken into account. The magnitude is tuned by optimizing a gen-
eralization error. No assumption on the distribution of noise is taken. Only rough
estimates of perturbations bounds are required. Additionally, a stochastic bi-level
optimization technique is proposed to solve the resulting formulation. The algo-
rithm performs very cheap stochastic subgradient moves and is therefore well suited
to large datasets. Encouraging experimental results show that the technique out-
performs robust second order cone programming formulations.
keywords: Support Vector Machines, Robust Optimization, Bi-level Optimization,
Stochastic Approximation
1 Introduction
When dealing with classification problems, one common assumption is to consider that
nominal data are available to describe a specific process (process can be physical, bi-
ological, industrial,...). However, such assumption is rarely satisfied in reality. Data
are most of the time subject to noise. The noise in the data may come from various
sources (measurement, modeling accuracy, natural randomness within the process,...).
Noise may take several forms. Data may be contaminated, meaning that its true value
has been replaced by other value from an unknown distribution or data may be uncer-
tain, meaning that some information is known on the true value with some degree of
uncertainty.
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In this article, we are interested in designing classification models that are insensitive
to data uncertainty. This means that we would like to design classification rules that
are robust and have higher predictive performance than their non-robust counterparts.
Furthermore, with the increasing size of datasets (ex: genomic data, internet data, ...),
it is crucial to consider this issue of uncertainty in the context of large scale data. For
example, in large and distributed systems, Suport Vector Machine (SVM) classification
may not have access to the full original kernel matrix but only to a simplified approxi-
mation matrix. The approximate kernel matrix can be seen as perturbation of the data.
The tradeoﬀ between classification performance and the simplification perturbation is
critical [19]. We also propose to address the Support Vector Machine (SVM) binary
classification in the context where data is uncertain.
To integrate data uncertainties in SVM models, one may assume some knowledge on
the underlying probability distribution of the noise. In practice such knowledge is rarely
available. However, the magnitude of the noise can often be estimated and assumptions
on the support set of the probability density function can be made. Depending on the
application, one may be dealing with spherical, box type, ellipsoidal uncertainties or
other very general ”shapes” of uncertainties. Furthermore, uncertainties can be coupled
or uncoupled, meaning that the perturbations accross samples are dependently or inde-
pendently distributed. In this work, we consider ellipsoidal and uncoupled uncertainties
on the attributes of the samples.
Robust SVMmodels have been investigated in the past (see for example [4] for a review of
the main methods). The methods can be summarized into two approaches: the chance
constraint approach and the worst-case approach. In the chance constraint approach
[3, 4], the constraints that each sample must be correctly classified are satisfied with a
given probability. The probability constraint is further relaxed using statistical bounds
(ex: Bernstein bounds) that make partial assumption on the probability distribution of
noise (assumption on first and second order moments of the distribution). The resulting
model can be formulated as a second order cone program (SOCP). In the worst-case
approach, the classification constraints are satisfied in the worst case scenario assuming
a bound on the perturbation [26, 29]. The model is also a second order cone program.
While one can show that both approaches perform better than classical SVM in the
presence of noise, they both require the solution of a SOCP. Even though SOCP can make
use of advances in interior point methods (IPM) [28], they do not scale well when the
number of samples is large and can rapidly be impossible to use with real datasets having
millions or billions of data points. If n is the number of data points and ϵ is the desired
optimization accuracy, the iteration complexity of IPM for SOCP is O(
√
n log(1/ϵ)) and
each iteration requires about O(n3) operations. As for the chance constraint approach, it
requires prior knowledge on the first and second order moments of the distribution which
is, as mentioned above, a strong assumption in practice. Such partial knowledge is not
required in the worst case method but the technique suﬀers from being sometimes too
conservative during the learning process and may not generalize well to unseen data. The
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issue of over-conservatism in robust optimization has been identified in the past [3, 5, 25]
and ideas such as soft robust models [2] have been proposed to allow adjustments in the
protection level that one wants.
To overcome the above mentioned diﬃculties, we also propose a technique that relaxes
the robustness constraint to some extend, however, our technique is an optimization-
based approach and therefore self adaptive. We will refer to safe instead of robust or
soft robust models. The method integrates an additional learning procedure that is
automatically adjusting robustness to the data to avoid over-conservative situations.
This principle could be seen as an attempt to learn the support-set of the distribution
during the training process. This is achieved by introducing an additional optimization
variable that controls the magnitude of pertubations to be taken into account. The
magnitude is tuned by optimizing the generalization error. As the model is automatically
tuning robustness, only rough bounds on the perturbations are required at the start
of the process. To solve the resulting bi-level problem, we propose a stochastic bi-
level optimization technique that performs very cheap stochastic subgradient moves.
Therefore, the proposed algorithm scales well to large datasets. Our method shares some
similarities with ealier work on optimization based tuning of hyperparameters such as in
[9, 15] where gradient based approaches are proposed to automatically find local optima
in the kernel parameter space. However, these previous investigations did not address
the large scale setting. They require, for example, solving linear systems of size n where
n is the number of data points while our stochastic bi-level gradient update only requires
one data point at a time and therefore the iteration complexity does not depend on n.
Furthermore, none of these works deal with uncertainty in the data.
The article is organized as follows: Section 2 introduces the general SVM and robust
SVM mathematical formulations, Section 3 describes the use of stochastic optimization
to solve large robust SVM, Section 4 develops in details the idea and algorithm for safe
SVM, Section 5 presents the results of numerical experiments and Section 6 concludes
the article.
2 Problem statement
In this section, we present the mathematical optimization formulations for the binary
SVM classification and its robust variant when data is subject to random perturbations.
2.1 The SVM optimization training problem
Consider a set of training vectors {xi ∈ Rp, i = 1, . . . , n} and its corresponding set of
labels {yi ∈ {−1, 1}, i = 1, . . . , n}, where n is the number of training points and n is the
number of attributes of each training point.
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The soft margin SVM training problem can be expressed as follows (see for example
[13, 22] for further details on the construction of the problem):
min
w,b,ξ
1
2∥w∥2 + C
n∑
i=1
ξi
subject to yi(w
⊤xi + b) + ξi ≥ 1, i = 1, . . . , n,
ξi ≥ 0, i = 1, . . . , n,
(1)
where ξi is a slack variable associated to a penalty term in the objective with magnitude
controlled by C, a problem specific parameter. The vector w is the normal vector to the
separating hyperplane (w⊤x+ b = 0) and b is its relative position to the origin.
Problem (1) maximizes the margin 2∥w∥ between the two separating hyperplanes w
⊤xi+
b = 1 and w⊤xi+ b = −1. The use of slack variables ξi penalizes data points that would
fall on the wrong side of the hyperplanes.
In the constraints, observe that ξi ≥ max{0, 1 − yi(w⊤xi + b)}, therefore at optimality
we have the equality:
ξi = max{0, 1− yi(w⊤xi + b)}
(the i-th point is either correctly classified with ξi = 0 or penalized with ξi = 1 −
yi(w
⊤xi + b)). Consequently, we can reformulate Problem (1) as an unconstrained opti-
mization problem:
min
w,b
1
2
∥w∥2 + C
n∑
i=1
max{0, 1− yi(w⊤xi + b)}
The term max{0, 1 − yi(w⊤xi + b)} is known in statistics as the ”hinge loss”. Other
types of losses could be used and generally, we can write the problem as:
min
w,b
λ
2
∥w∥2 +
n∑
i=1
ℓ(yi, w
⊤xi + b) (2)
where ℓ is the loss function and λ is a positive regularization parameter that is often
introduced instead of the C penalty parameter.
2.2 Data uncertainty and robust SVM
Consider now a set of noisy training vectors {x˜i ∈ Rp, i = 1, . . . , n} where x˜i = xi +
∆xi ∀i ∈ {1, ..., n} and ∆xi is the random perturbation. No assumption is made on the
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stochastic nature of ∆xi nor on its probability distribution if indeed stochastic. However,
we assume that the perturbations are bounded and that we have some knowledge on the
bound. Typical assumptions on the uncertainty sets are:
• Box-shaped uncertainty: ∥ x˜i − xi ∥∞≤ ηi for some ηi > 0.
• Spherical uncertainty: ∥ x˜i − xi ∥2≤ ηi for some ηi > 0.
• Ellipsoidal uncertainty: (x˜i − xi)⊤Σ−1i (x˜i − xi) ≤ γ2i for some positive definite
matrix Σi and γi > 0.
Other uncertainty assumption may consider polyhedral type uncertainty or assume that
perturbations are coupled accross the samples x˜i meaning that the perturbations are
not independent and there is a budget of uncertainty that is shared among all samples
[4, 8]. The choice of the uncertainty models for a given application is based on specific
knowledge of the application. Here we consider the case of ellipsoidal uncertainty that
includes also the special case of spherical uncertainty. In other words, the training
vectors are now subject to bounded ellipsoidal perturbations and we assume that the
bound of the noise is given via Σi and γi. The uncertainty set corresponding to x¯i can
therefore be expressed as:
Θ(xi,Σi, γi) =
{
x˜i = xi +∆xi : ∥Σ−1/2i ∆xi∥ ≤ γi
}
. (3)
We further assume that for all point x˜i lying within the ellipsoid centered at xi, the
corresponding label is the same label as xi which is yi ∈ {−1, 1}.
Under the uncertainty assumption, we would like to satisfy the linear inequality con-
straint in Problem (1) for every realizations of ∆xi. As also proposed in [26], this can
be done by ensuring the constraint in the worst case scenario for ∆xi, leading to the
following robust counterpart optimization problem:
min
w,b,ξ
1
2∥w∥22 + C
n∑
i=1
ξi
subject to min
∥Σ−1/2i ∆xi∥≤γi
yi(w
⊤(xi +∆xi) + b) + ξi ≥ 1, i = 1, . . . , n,
ξi ≥ 0, i = 1, . . . , n.
(4)
Since
min
∥Σ−1/2i ∆xi∥≤γi
yiw
⊤(xi +∆xi) = yiw⊤xi − γi ∥ Σ1/2i w ∥2,
Problem (4) can be written as
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min
w,b,ξ
1
2∥w∥22 + C
n∑
i=1
ξi
subject to yi(w
Txi + b)− γi ∥ Σ1/2i w ∥2 +ξi ≥ 1, i = 1, . . . , n,
ξi ≥ 0, i = 1, . . . , n.
(5)
Geometrically, the robust SVM problem can be seen as the problem of finding the max-
imum margin separating hyperplane when one considers the extreme points on the el-
lipsoid. As depicted in Figure 1, Problem 5 will generate a solution (wr, br) that will
account for the worst scenario for the noisy perturbations. This worst case scenario is
updated during the process as it depends on the position of the hyperplane. In other
words, the constraints in Problem 5 require that the nominal data points xi are located
at a distance di = 1 + γi∥Σ
1
2
i wr∥ from the separating hyperplane (when this distance
is usually equal to 1 in non robust SVM formulations). The concept is also detailed in
references [26, 29, 4].
Problem 5 is a Second Order Cone Program (SOCP), as it can be formulated in the
standard SOCP form with linear objective:
min
w,b,ξ,α
α+ C
n∑
i=1
ξi
subject to yi(w
Txi + b)− γi ∥ Σ1/2i w ∥2 +ξi ≥ 1, i = 1, . . . , n,
ξi ≥ 0, i = 1, . . . , n.
∥w∥22 ≤ α
(6)
Solving problem of the form of Problem (6) has been an active area of research [1] and
eﬃcient solver packages [24, 18] involving the use of primal-dual interior point methods
are now available. Solving Problem (6) with such SOCP solvers, requires O(s3) oper-
ations per iterations and the number of iterations is O(
√
s × log(1/ϵ)) where ϵ is the
required precision and s the number of cones in the problem. In Problem (6), the num-
ber of cones is n+1 (n is the size of the dataset). Therefore, these SOCP techniques are
not suited to the computation of solutions of very large scale training problems involving
millions of more data points. However, for small and medium size problems, the use of
SOCP techniques applied to Problem (6) has given satisfying results [27, 26].
For simplicity, note that we will use, from now on and to the end of the article, the
notation ∥.∥ for the L2-norm (instead of ∥.∥2).
3 Large scale robust SVM
In this section, we briefly describe how stochastic approximation methods can be ap-
plied to Problem (5). First, we reformulate the problem as an equivalent unconstrained
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Figure 1: Robust maximum margin separating hyperplane - classes are □ and ◦, points
xi are subject to random perturbations bounded by ellipsoids defined by Σi matrices
(∀i ∈ {1, . . . , n})
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optimization problem:
min
w,b
G(w, b) =
λ
2
∥w∥2 +
n∑
i=1
ℓΣi(yi, w
⊤xi + b) (7)
where ℓΣi is the robust loss function defined by
ℓΣi(yi, w
⊤xi + b) = max{0, 1− yi(wTxi + b) + γi∥Σ1/2i w∥}. (8)
As n can be very large in practice, the common idea is to take only a few samples at
once, optimize with respect to these samples and repeat the process with new samples
randomly selected among the entire batch. This approach has been proven to be very
eﬀective in practice [6, 7, 23]. From a statistical point of view, if one uses the gradient
descent approach, the optimization process can be seen as a standard gradient technique
where the gradient of the objective G is replaced by a noisy unbiased estimate of the
true gradient at each iteration step. It has been shown that convergence is achieved
in expectation under the convexity assumption of the objective [6]. If one uses one
data point at a time to compute the gradient approximation, the methods has a total
operation complexity of O(k× p×n) where n is the number of attributes of one sample,
n the number of samples and k the number of epochs (passes through the data).
Following this idea, we formulate at each iteration an approximation of Problem (7)
by randomly selecting a training data point l from the uniform distribution among the
whole training set:
min
w,b
G˜l(w, b) =
λ
2
∥w∥2 +max{0, 1− yl(wTxl + b) + γl∥Σ1/2l w|}. (9)
A subgradient of G˜l with respect to w can be written as:
∇wG˜l(w, b) =
{
λw if 1− yl(wTxl + b) + γl∥Σ1/2l w∥ < 0
λw + (−ylxl + γl Σlw∥Σ1/2l w∥
) otherwise,
and a subgradient of G˜l for b as
∇bG˜l(w, b) =
{
0 if 1− yl(wTxl + b) + γl∥Σ1/2l w∥ < 0
−yl otherwise.
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These subgradients can be used at each iteration to perform stochastic approximate op-
timization moves as described in Algorithm (1).
Algorithm 1 Stochastic subgradient algorithm for robust SVM
1: Select w0 randomly, α0w = 1, α
0
b = 1
2: (x, y) stores the matrix of training vectors and their labels,
3: t← 0
4: while t ≤ tmax do
5: Pick l randomly in 1, . . . , n
6: wt+1 ← wt − αtw∇wG˜l(w, b)
7: bt+1 ← bt − αtb∇bG˜l(w, b)
8: t← t+ 1
9: αtw ← 1t , αtb ← 1√t
10: end while
Implementation Issues in Algorithm (1):
• Step sizes: The convergence in expectation of the stochastic process requires the
following rules for step sizes [6]:
αtu > 0, lim
t→∞α
t
u = 0,
∞∑
t=0
αtu =∞, and
∑
t
(αtu)
2 <∞. (10)
where u = w or u = b.
• Stopping criterion: tmax must be chosen as a fraction of the number of samples n
in the dataset.
In Section 5.2, we provide experimental comparisons between Algorithm (1) and the
SOCP approach as explained in Section 2.2. Next, we develop the concept of safe SVM
where the amount of robustness is controlled and adapted to the data by optimization.
4 Large scale uncertainty-safe model
As mentioned above, the robust formulation (6) may lead to models that are too con-
servative. The worst case scenario is too pessimistic and introduce additional non sep-
arability in the problem resulting in lower generalization performance of the model.
Chance constraint formulations are less conservative but require additional knowledge
on the probability distribution of the perturbations. To overcome these two diﬃculties,
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we propose to design an adaptive robust model that will have the advantage of being less
conservative without taking any additional assumption on the probability distribution.
The idea is to use a robust model as in (6) and consider an adjustable subset of the
support of the probability distribution of the uncertainties. The reduced uncertainty
set (reduced ellipsoid) will be computed so as to minimize the geralization error. More
specifically, if the data is split between one training fold and one testing fold, the reduced
ellipsoid will be calculated on the testing fold. Doing so, we ”size” the ellipsoid so
as to ensure good generalization while we calculate the robust hyperplane with the
current ellipsoid on the training fold. The process is iterative, alternating training move
(hyperplane update) and size-reduction move (ellipsoid update). If the data is online,
the principles apply too. One has to set aside randomly incoming data for training
and for testing (one by one or in mini-batch mode) and carry out the same alternating
process. In both online or oﬄine settings, the proposed model is adjusting the amount
of uncertainty to be taken into account to the testing fold avoiding over-conservative
choices. Mathematically, this is achieved by introducing a Σσ matrix defining a reduced
ellipsoid where σ is the vector of lengthes of the ellipsoid along its axes. The resulting
model can be cast as a bi-level program as follows:
min
σ∈Rp
N∑
j=1
ℓ(yvj , w
∗⊤xvj + b
∗)
s.t. σmin ≤ σt ≤ σmax ∀t = 1, . . . , p
(w∗, b∗) = argmin
w,b
λ
2
∥w∥2 +
n∑
i=1
ℓΣσ(yi, w
⊤xi + b)
(11)
where:
• xvj for j = 1, . . . , N are the vectors from the validation fold.
• The upper and lower bounds σmax and σmin are parameters that control the min-
imum and maximum amount of uncertainty we would like to take into account
in the model. If no prior knowledge on the distribution is given, the choice of
the bounds is empirical. The upper bound σmax should be taken as a rough es-
timate of the maximum magnitude of the perturbation on each direction of the
n-dimensional space of the attributes. The lower bound σmin could be taken for
example as a fraction of σmax (for example: σmin = 1/3× σmax).
• ℓ is the standard hinge loss function as defined in (2) that will estimate the gener-
alization error for one test sample.
• ℓΣσ is the robust loss function as defined in (8).
• Σσ = (diag(σ))2
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Without loss of generality, we consider here ellipsoids with γi = 1, ∀i = 1, . . . , n. The
volume of the ellipsoid will be controlled by the variable σ, and the bounds σmax and
σmin. For simplicity and clarity, we also consider Σσ as a diagonal matrix, assuming
therefore an implicit orientation of the ellipsoid along the natural axes of the coordinate
system used to define the datapoints and their attributes xi. In practice, the orientation
may not be as such and one will have a positive definite dense matrix Λ to define the
ellipsoid. However, it is always possible to use an eigenvalue decomposition Λ = QΣσQ
−1
to retrieve Σσ. Assuming that all sample uncertainties share the same orientation, such
decomposition involving the number of attributes n can be performed only once before
training and does not depend on the number of data points. In many applications, the
noise source is fixed during the sample acquisition process and it is reasonable to assume
that the perturbations are orientated identically accross samples. Therefore the eigen
decomposition has to be carried out only once before training and does not impact the
training CPU time performance even when the number of data points is large. Acquiring
knowledge on the orientation of the uncertainties is a diﬃcult problem. Practionners
can inform on the noise source but it is most of the time more reasonable to assume that
there is a bound on the perturbations for each attribute, resulting in a diagonal matrix
for Σ
1/2
σ even if the noise is overestimated. However, in the case where attributes are
not independent and their relationship is known, it may be possible to calculated their
covariance and therefore the orientation of the uncertainties. This happens for example
when classifying geometrical objects that are defined by some lengths and angles which
are not independent.
Solving problems of the form of Problem (11) is usually diﬃcult. The convexity of the
inner problem (follower’s problem) does not ensure convexity of the bi-level problem [10]
and it is generally believed that only local optimal solutions can be computed. Since
the inner problem in the bi-level problem (11) is convex, one approach is to replace
the minimization constraint by its KKT optimality conditions. Similar ideas have been
proposed in the past for the two level problem that arises in the SVM model selection
issue and for constrained versions of the inner soft-margin problem [16]. However, in
the context of large scale learning, this leads to very large scale optimization problems
that are usually not tractable. Exploiting also the convexity of the inner problem and
along the idea developped in [11], we propose a stochastic gradient based method that
computes gradient estimates of the inner and outer objectives. The method is suitable
to large scale as well as online problems where the data is available online only.
4.1 Stochastic bi-level optimization
In Problem (11), we are facing two challenges: 1) the non smoothness of the loss functions
in the inner and outer objectives causing a diﬃculty in applying the implicit function
approach when expressing the variation of the outer objective with respect to the inner
variables, 2) the large dimensions of n and N in the outer and inner objectives (if n is
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large, for a typical k-fold cross-validation setting, N = 1kn and is therefore also large),
where the cost of computing (sub)-gradients of F , G can become prohibitive. To address
these two issues, we make use of stochastic optimization as seen in Section 3. The idea
is to consider approximate functions F and G based on a single random data point. By
processing only one data point at a time, it is easy to verify whether the current point is
generating a zero loss value or not and therefore avoiding the use of the non-diﬀerentiable
max-function in F and G. The functions F and G can be written as
F (σ, (w, b)) =
N∑
j=1
max{0, 1− yvj (w⊤xvj + b)}
G(σ, (w, b)) =
λ
2
∥w∥2 +
n∑
i=1
max
{
0, 1− yi(w⊤xi + b) + ∥Σ1/2σ w∥
}
For a given value of w and b, we define xi as a robust error vector if its robust loss value
is greater than zero (1− yi(w⊤xi + b) + ∥Σ1/2σ w∥ > 0). Equivalently, we define xvj as an
error vector if 1− yi(w⊤xi+ b) > 0. If the vectors xi and xvj are re-ordered so as to have
the (robust) error vectors first, observe that the above functions can be written as the
following smooth functions:
F (σ, (w, b)) =
Ne∑
j=1
(1− yvj (w⊤xvj + b))
G(σ, (w, b)) =
λ
2
∥w∥2 +
ne∑
i=1
(1− yi(w⊤xi + b) + ∥Σ1/2σ w∥)
where Ne and ne are respectively the numbers of error vectors in the testing fold and
robust error vectors in the training set. If we apply an optimization algorithm that
generates for example sequences of iterates (wk, bk)k=1,2,... to minimize G, the number
ne is actually dependent on the iterate k and should rather be written n
k
e . The same
applies to Ne (ie. N
k
e ). The complexity of having a non smooth function is now replaced
by the complexity of finding the (robust) error vectors. However, as explained below,
the stochastic setting we will use does not require to find all (robust) error vectors but
only check whether the data point we will pick is an error vector or not which is at very
little computational cost.
In order to deal with large numbers Ne and ne, we propose to make use of the stochastic
optimization setting at both levels of the optimization and randomly pick only one data
point in the training and validation dataset to estimate the gradients of F and G and
form stochastic directions of move. The idea of only performing the inner optimization to
a fixed number of iterations instead of solving the inner problem to optimality has been
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used before in bi-level settings (See for example the concepts of ”truncated gradients”
and ”back optimization” in [14, 20]). In the stochastic setting, we therefore perform only
one inner iteration at each step of the process taking the risk of having less accurate
solutions from a training point of view but expect to achieve better solutions from a
generalization point of view after multiple stochastic updates. This relates also directly
to the trade-oﬀ between approximation, estimation and optimization errors [7].
Noisy unbiased estimates of the gradients of F and G are therefore computed as follows:
• Pick l a random integer uniformly from {1, . . . , n}, define G˜l(σ, (w, b)) = λ2∥w∥2 +
1−yl(w⊤xl+b)+∥Σ1/2σ w∥) as an estimate of G(σ, (w, b)) and compute its gradient
as:
– ∇wG˜l(σ, (w, b)) = λw − ylxl + Σσw∥Σ1/2σ ∥ and ∇bG˜l(σ, (w, b)) = −yl
if l ∈ T le = {i = 1, . . . , n|yi(w⊤xi + b)− ∥Σ1/2σ w∥ < 1}
– ∇wG˜l(σ, (w, b)) = λw and ∇bG˜l(σ, (w, b)) = 0 otherwise.
• Pick q a random integer uniformly from {1, . . . , N}, define F˜q(σ, (w, b)) = 1 −
yq(w
⊤xvq + b) as an estimate of F (σ, (w, b)) and compute its gradient as:
– ∇σ
[
F˜q(σ, (w, b))
]
using the chain rule as explained later in section 4.2, Eq. 13,
if q ∈ V le = {j = 1, . . . , N |yj(w⊤xvj + b) < 1},
– ∇σ
[
F˜q(σ, (w, b))
]
= 0 otherwise.
4.2 Bi-level diﬀerentiation
Consider the following general form of bilevel programming problem:
min
x∈Rp
F (x, y¯)
s.t. g(x, y) ≤ 0
y¯ = argmin
y∈Rm
G(x, y)
where F : Rp × Rm → R, and G : Rp × Rm → R are two convex functions and g :
Rp × Rm → R. Using the chain rule for derivatives, one can write the following:
∇x [F (x, y(x))] = ∇xF (x, y)⊤ +∇yF (x, y)⊤Jy(x), (12)
where Jy(x) is the Jacobian of y with respect to x. In the case of Problem (11), the
chain rules gives:
∇σ
[
F˜p(σ, (w, b))
]
= ∇wF˜p(σ, (w, b))⊤∇σw(σ). (13)
Furthermore, the implicit function theorem (IFT) [21] states that, if:
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• (x∗, y∗) is an optimal solution of the inner problem, meaning that ∇yG(x∗, y∗) = 0,
• G is C2 and ∇2yG(x∗, y∗) is invertible,
hence there exists an open set U ⊂ Rp, an open set V ⊂ Rm such that (x∗, y∗) ∈ U × V
and a C1-function y such that:
• ∀(u, v) ∈ U × V , ∇vG(u, v) = 0⇒ v = y(u).
• ∀u ∈ U , we have ∇vG(u, y(u)) = 0.
• ∀(u, v) ∈ U × V , the matrix ∇2vG(u, v) is invertible and furthermore,
Jy(u) =
[∇2vG(u, y(u))]−1∇2vuG(u, y(u)) (14)
where Jy(u) is the Jacobian matrix of function y : Rp → Rm, u→ y(u).
Applying the IFT to Problem (11), we have:
∇σw(σ) = −[∇2wG˜l(σ,w)]−1∇2wσG˜l(C,w), (15)
with
∇2wG˜l(σ,w) =
1
∥Σ1/2σ ∥3
(
λ∥Σ1/2σ ∥3I + ∥Σ1/2σ ∥Σ1/2σ − Σ1/2σ w(Σ1/2σ w)⊤
)
(16)
and
∇2wσG˜l(C,w) = −
1
∥Σ1/2σ ∥2
(
2∥Σ1/2σ ∥Σ1/2σ +Σσww⊤diag(w)Σ1/2σ
)
. (17)
Observe that ∇2wG˜l(σ,w) is of the form 1η (A + uv⊤) with A = λ∥Σ
1/2
σ ∥3I + ∥Σ1/2σ ∥Σσ,
u = −v = Σσw and η = ∥Σ1/2σ ∥3 and we can therefore use the Sherman-Morrison formula
to obtain its inverse matrix as 1η
(
A−1 − A−1uv⊤A−1
1+v⊤A−1u
)
or:
[
∇2wG˜l(σ,w)
]−1
= ∥Σ1/2σ ∥3
((
λ∥Σ1/2σ ∥3I + ∥Σ1/2σ ∥Σσ
)−1
−
(
λ∥Σ1/2σ ∥3I+∥Σ1/2σ ∥Σσ
)−1
Σ
1/2
σ w(Σ
1/2
σ w)
⊤
(
λ∥Σ1/2σ ∥3I+∥Σ1/2σ ∥Σσ
)−1
1−(Σ1/2σ w)⊤
(
λ∥Σ1/2σ ∥3I+∥Σ1/2σ ∥Σσ
)−1
Σ
1/2
σ w
)
.
(18)
Using (17) and (18) in (15) and the fact that ∇wF˜q(σ, (w, b)) = −yvqxvq , we can compute
(13). Note that the matrices involved in the computation are diagonal matrices and
therefore easy to compute, multiply and store, even for high dimensional attributes (i.e.
for very large p).
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4.3 The algorithm
The constraints on σ in the outer level of Problem (11) are box constraints, a projected
stochastic gradient step can easily be computed. The resulting bi-level stochastic pro-
jected gradient technique is summarized in Algorithm (2).
Algorithm 2 Bi-Level Stochastic Gradient with Adaptive Robustness
1: Select w0 randomly, α0w = 1, α
0
b = 1, and α
0
σ = 1
2: σ0 ← (1, 1, . . . , 1)⊤,
3: (x, y) stores the matrix of training vectors,
4: (xv, yv) stores the matrix of validation vectors and their labels.
5: t← 0
6: while (Stop.Crit. not satisfied) & (t ≤ tmax) do
7: Pick l randomly in {1, . . . , n}
8: Pick q randomly in {1, . . . , N}
9: Compute ∇wG˜l(σ, (w, b)) and ∇bG˜l(σ, (w, b))
10: Compute ∇σ
[
F˜q(σ, (w
∗, b∗))
]
11: Perform the following moves:
12: wt+1 ← wt − αtw∇wG˜l(σ, (w, b))
13:
14: bt+1 ← bt − αtb∇bG˜l(σ, (w, b))
15:
16: σt+1 ← Pbox
(
σt − αtσ∇σ
[
F˜q(σ, (w
∗, b∗))
])
17: t← t+ 1
18: αtw ← 1√t , αtb ← 1√t , and αtσ ← 1√t
19: end while
It has recently been proven that the stochastic bi-level gradient technique as used in
Algorithm (2) converges in expectation to a stationary point of the bi-level problem [12].
This result is valid when the inner optimization of G˜l is carried out to optimality and
under Lipschitz regularity assumptions on F and G that are met here. It also requires
specific choices of step sizes as explained below. Algorithm (2) uses a variant technique
that consists in performing only one step towards the inner optimality and alternates
with outer optimization updates of F˜p. While no convergence of this alternative process
has been established so far, it gives very good practical results and we did not encounter
any situations where convergence was not achieved.
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Implementation Issues in Algorithm (2):
• Projection operator: The operator Pbox is the projection operator onto the box
constraints of σ.
• Online applications: In online applications where data is coming one at a time,
the step 7 and 8 are not really performed, and the algorithm must process the
incoming data point online.
• Stopping criterion: Several stopping criteria could be implemented. Among the
most practical ones, one could choose to stop whenever the classification error
on the validation fold decreases to a given level or one could simply decide on a
maximum number of iterations. Both can also be combined.
• Step sizes: The convergence of the bi-level stochastic process requires diminishing
step sizes to ensure the convergence in expectation [12]. More specifically, the step
sizes αtw, α
t
b, and α
t
σ must satisfy the rule (10) with u = w, u = b or u = σ. This
explains the choice of αtu =
1
t in algorithm 2.
• Extension to k-fold cross validation: Consider now the case where we have K folds
and would like to find the optimal σ within an automatic K-fold cross-validation
procedure. Let xvkj , j = 1, . . . , N be the N vectors from the validation fold k, k =
1, . . . ,K and yvk their corresponding labels. For each validation fold k, we have
also n = (K−1)×N training vectors, let xki , i = 1, . . . , n be these training vectors
and yki be their corresponding labels.
We now want to minimize the average validation error over the K folds with the
constraints that we have the minimum training error for each fold. This leads to
the following robust bi-level problem:
min
σ∈Rn
1
K
N∑
j=1
ℓ(yvkj , w
∗
k
⊤xvj + b
∗
k)
s.t. σmin ≤ σt ≤ σmax ∀t = 1, . . . , n
(w∗k, b
∗
k) = argmin
w,b
λ
2
∥w∥2 +
n∑
i=1
ℓΣσ(yi, w
⊤xi + b) k = 1, . . . ,K
(19)
The problem has now K minimization constraints. Generally, this would be very
hard to solve but in the specific case of Problem (19), observe that for a given
σ, the K inner problems are independent. Problem (19) could therefore be seen
as a block-minimization constrained bi-level problem. We can therefore apply the
technique derived for one fold to compute independently the gradients of wk with
respect to σ.
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5 Numerical Experiments
We have carried out 3 types of experiments:
1. We first run a toy example to illustrate the behavior of Algorithm 2 referred to as
SASG (Safe Adaptive Stochastic Gradient)
2. Next, we compare the following algorithms on public datasets:
- Algorithm 1, referred to as RSG (Robust Stochastic Gradient) in the following
- The non robust counterpart of Algorithm 1 referred to as SG (Stochastic
Gradient: same learning procedure with the hinge loss instead of the robust
hinge loss)
- The SOCP approach as formulated in (6) using the SeDuMi primal dual
interior point method package [24]
- The SASG (Safe Adaptive Stochastic Gradient) technique
Comparisons are made on the basis of nominal and robust prediction accuracies
and CPU time performance. The objective is to check whether RSG and SASG are
better suited than the SG and the SOCP approach for robust large scale learning.
We also want to analyze whether the safe learning procedure (SASG) achieves
better predictive performance than its conservative robust counterpart (RSG).
3. Finally, in the case of Gaussian noise perturbations, we analyze the influence of
the variance of the distribution on the volume of the final ellipoids that SASG is
computing.
5.1 Experiment 1: Toy example
To illustrate the behavior of SASG, we first take a small toy example. Consider 2D
samples as shown on Figure 2 where the samples are represented in the (x1, x2)-space,
the labels are marked with ’+’ and ’o’ and the uncertainty sets are plotted with solid
lines. We assume here that the noise within the ellipsoids follows a uniform distribution.
We define two error performance measures, the nominal error (NE) and the robust error
(RE) as follows:
NE =
∑
i,t 1{ypit ̸=yvi }
N × T
where ypit is the prediction (∈ {−1, 1}) of the t-th testing point (t = 1, . . . , T ) in the
ellipsoid Θ(x¯i,Σ, 1) and 1S is the indicator function of a set S.
and,
RE =
∑
i 1{∃t:ypit ̸=yvi }
N
.
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The measure NE counts every observation t as a sample and computes a standard pre-
diction error over the N × T samples while RE counts one error if at least one of the
T observations in the ellipsoid is predicted correctly. Therefore RE is a much stronger
measure and requires that all T observations around x¯i are correctly classified to con-
sider that the i-th sample is correctly predicted. In this example, T is taken as T = 40.
Starting with σ = (0.3, 0.2)⊤, the SASG algorithm reaches the values σ∗ = (0.2064, 0.0859)⊤
after 100 iterations. The final ”safe” ellipsoids are shown on Figure 2 with dashed lines.
The ”safe” hyperplane is plotted with dots while the robust hyperplane computed with
RSG is plotted with a solid line. In Table 1, we report the corresponding NE and RE
error measures for both RSG and SASG. We see that reducing the amount of robustness
in the model by considering only the ”reduced ellipsoids” as shown in Figure 2 reduces
the NE error measure by almost 50% when compared to the worst case robust approach
(RSG). The example shows that the SASG technique avoids the worst case situation
that leads to worst NE performance and achieves some trade-oﬀ between robustness
and better NE measure. In this example, the RE performance is identical for RSG and
SASG but situations were the RE measure is reduced as well with SASG could also
happen.
Figure 2: Toy example in the (x1, x2)-space: Computation of ”safe” ellipsoids (labels are
marked with ’+’ and ’o’, the uncertainty sets are plotted with solid lines, the final ”safe”
ellipsoids with dashed lines, the ”safe” hyperplane with dots, the robust hyperplane with
a solid line)
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Table 1: (Toy example) Prediction Errors (in %)
Algorithm NE (%) RE (%)
RSG 6.25 25
SASG 3.75 25
5.2 Experiment 2: Comparisons of algorithms on public datasets
We now run comparisons experiments with all algorithms (SG, SOCP, RSG and SASG).
We have used public datasets [17] to perform the experiments. The datasets are small,
medium to reasonably large (around half a million samples). We would like to emphasize
that the proposed algorithms (RSG and SASG) perform stochastic updates picking only
one data term at a time. Furthermore, one iteration complexity does not depend on
the number of samples. Therefore, by nature, they are able to process any large dataset
whatever large represents for a given application (more than 106, 109, ..., samples).
The datasets we have used are:
1. cancer: Extract of Wisconsin Breast Cancer database. Attributes are cells char-
acteristics and the two classes represent benign or malignant clinical cases.
2. waveform: waveform recognition problem (from classification and regression trees
CART book). Classification of classes of waves.
3. MAGIC04: Contains Gamma telescope data with 2 classes: high energy gamma
signal or background signal.
4. shuttle: NASA space shuttle dataset where class 2 to 7 were aggregated against
class 1.
5. connect-4: Contains connect-4 game positions on a 6 × 7 square and classes are
wins or losses.
6. skin: Contains skin and non-skin samples from digitalized face images from various
physiological groups.
7. covtype: Contains terrain and cartographic information in order predict the forest
cover type of specific wilderness areas.
Table 2 summarizes the datasets dimensions.
Cross validation estimates of prediction errors (NE and RE) are computed. We use
K = 10 folds for all datasets. To compute the NE and RE on the validation fold,
we generate for each nominal testing vector, T random vectors within a given ellipsoid
centered in the nominal testing point. The value of T is taken as proportional to the
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Table 2: Datasets Description
Datasets Nb of examples Nb of attributes
cancer 699 9
waveform 5000 40
MAGIC04 19020 10
shuttle 58000 9
connect-4 67557 42
skin 245057 3
covtype 581012 54
dimension of the problem, i.e. T = 20× p and the ellipsoids dimensions for each dataset
are selected randomly once and given in Table 6 of Appendix A. The table gives the
main diagonal σ of matrix Σ1/2 = diag(σ), defining the ellipsoid as:
Θ(x¯i,Σi, γi) =
{
x˜i = x¯i +∆xi : ∥Σ−1/2i ∆xi∥ ≤ γi
}
where the choice γi = 1 for i = 1, . . . , N is made for simplicity. The regularization
parameter λ for SG, RSG and SASG as well as the penalty parameter C for SOCP are
selected during the K-fold cross validation (see Table 5 of A). The number of iterations
for SG, RSG and SASG is chosen as a fraction of the dataset dimension n and reported
in Table 7 of A. Results are reported for 2 noise distributions for the T testing points
within the ellipsoids: the uniform and the Gaussian distribution. Table 3 reports the
cross-validation estimates of nominal and robust prediction errors for SG, SOCP, RSG
and SASG, and Table 4 gives the average training CPU times for 30 runs.
From Table 3, for all datasets (except MAGIC04, shuttle(Gaussian) and covtype), the
NE and RE values achieved by the RSG and SASG are better than those achieved by
SG and SOCP. When the size of the datasets increases, SOCP is not able to perform
training anymore as the primal-dual interior point method involved in the SOCP solver
becomes ineﬃcient in terms of memory and CPU time requirements. For the MAGIC04
dataset, the SG algorithm achieves a better NE error but SASG achieves more than
3% improvement on the RE value. Comparing now RSG and SASG, SASG achieves
always a better NE value than RSG (only equal for covtype) and a better RE value in
12 cases out of the 14 test situations (7 datasets and 2 noise distributions). In Table 4,
we see that the SG algorithm is the faster for all datasets, followed by RSG and SASG.
The SOCP algorithm is by far the slowest when datasets are suﬃciently small to run
it. The operation complexity of one iteration of the stochastic algorithms is very low.
The SG algorithm has the lowest complexity, RSG has an extra term for robustness in
the calculation of the gradient, which makes it a bit slower and the SASG contains two
gradient updates which makes it a bit more complex than SG and RSG. This explains
the results in Table 4. In any case, these CPU times are very low and remain low as the
dataset size is increasing. Techniques based on second order derivatives such as SOCP
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Table 3: (Experiment 2) K-fold cross validation prediction errors (in %)
Uniform Gaussian
Dataset Algorithm NE (%) RE (%) NE (%) RE (%)
cancer SG 3.86 5.21 3.91 3.96
SOCP 4.11 5.00 4.16 4.37
RSG 3.66 5.00 3.61 3.75
SASG 3.30 4.37 3.18 3.96
waveform SG 14.62 20.65 14.59 19.26
SOCP 15.81 18.87 15.80 17.96
RSG 16.00 19.20 16.00 18.31
SASG 14.55 18.55 14.54 17.57
MAGIC04 SG 23.40 33.99 23.28 27.17
SOCP 28.20 30.87 28.21 29.30
RSG 27.99 30.76 29.80 29.15
SASG 24.23 30.16 24.18 26.75
shuttle SG 8.51 36.14 6.75 13.01
SOCP - - - -
RSG 12.08 12.17 12.07 12.11
SASG 8.49 11.82 8.43 9.69
connect-4 SG 25.95 28.27 25.95 27.75
SOCP - - - -
RSG 26.00 27.56 27.27 27.30
SASG 25.62 27.42 25.62 27.14
skin SG 6.09 10.55 5.52 6.24
SOCP - - - -
RSG 6.11 10.43 5.54 6.14
SASG 6.02 10.65 5.43 6.11
covtype SG 28.50 33.08 28.49 32.98
SOCP - - - -
RSG 32.72 32.80 32.72 32.78
SASG 32.73 32.77 32.73 32.77
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Table 4: (Experiment 2) Average training CPU time (s) (σ¯=standard deviation)
SG SOCP RSG SASG
Dataset Mean σ¯ Mean σ¯ Mean σ¯ Mean σ¯
cancer 0.12 0.22 8.61 4.13 0.58 0.01 0.42 0.41
waveform 0.02 0.01 74.79 13.12 0.12 0.04 0.17 0.05
MAGIC04 0.16 0.07 1110.80 88.71 0.50 0.19 0.64 0.14
shuttle 0.18 0.12 - - 0.39 0.18 0.81 0.20
connect-4 0.18 0.01 - - 0.38 0.21 0.69 0.07
skin 0.15 0.15 - - 0.40 0.20 0.42 0.10
covtype 0.40 0.15 - - 0.28 0.03 1.86 0.45
cannot compete is used as such.
From these experiments, we can say that the robust and safe (RSG and SASG) algo-
rithms better handle the uncertainties in the situations we have tested. The stochastic
optimization technique applied here also gives the possibility to process large datasets
when traditional robust learning methods such as SOCP fail in doing so. Furthermore,
when comparing RSG and SASG, we observe that the adaptive process in place in SASG
as a bi-level optimization is able to find a trade-oﬀ between robustness and accuracy. The
phenomenon occurs for both noise distributions we have tested. The robust approach
tends to be too conservative and giving out ”some robustness” helps in achieving better
classification (SASG attempts to find the optimal amount of robustness to maintain).
From Table 3, we also see that the RE values achieved by SASG are better for Gaussian
noise than uniform noise. This is the reason why we have proposed Experiment 3 that
analyzes the eﬀect of the variance of the Gaussian distribution on the classification per-
formance. If the variance of the noise decreases, the ellipsoid will be reduced. This is
true for other type of distributions. If the noise has a long-tail distribution but bounded
(basic assumption of our model), the RSG technique will perform poorly as one has to
consider large enclosing ellipsoids and will therefore be overly conservative. SASG will
size the ellipsoid to achieve a better tradeoﬀ by relaxing the robustness constraint while
preserving classification performance on the test set.
5.3 Experiment 3: Ellipsoidal perturbations with gaussian distribution
In this experiment, we are interested in analyzing the influence of the distribution of
perturbation on the SASG algorithm. We therefore take the specific case of gaussian
pertubations within ellipsoids. We will analyze the impact of the variance of the dis-
tribution on the final ”safe” ellipsoids that SASG is computing. We will consider the
volume of the n-dimensional ”safe” ellipsoids as our measure of impact. The volume of
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the ellipsoids generated by SASG can be computed with the following formula:
V =
2
p
pi
1
2
Γ
(p
2
)Πpk=1σk
where
• Γ is the gamma function defined by Γ(t) =
∫ ∞
0
xt−1e−xdx.
• σk for k = 1, . . . , p are the components of the outer variable σ in SASG.
Variance factor
0.1 0.1111 0.125 0.1429 0.1667 0.2 0.25
V
10 -15
10 -14
10 -13
10 -12
10 -11
10 -10
10 -9
Figure 3: (Experiment 3) Volume of ”safe” ellipsoid vs. the variance of gaussian pertur-
bations
To perform the experiment, we use the dataset MAGIC04 and split it into one training set
(1920 -th of the total samples) and one testing set (
1
20 -th of the total samples). We generate
additional testing samples around the nominal ones by drawing 20 random samples xvj
around each original testing point where (xvj )k is drawn from the normal distribution
N (0, ν × (σmax)k) for all k = 1, . . . , p with ν being a constant that we will increase
for the purpose of the experiment. Such split generates about as much testing points
as training points. The constant ν, later called variance factor, will take successively
the values from { 110 , 19 , 18 , 17 , 16 , 15 , 14}. We performed 20 multiple runs and Figure 3 is
reporting average corresponding values of the volume V .
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The increasing trend depicted in Figure 3 confirms the intuition that SASG is adapting
the ellipsoid volume to the perturbations that is implicitly found within the validation
fold (outer objective of the bi-level program). As the variance of the pertubation in
the validation fold is increasing, the volume of the ellipsoid is also increasing as more
robustness is needed. In the specific case of Figure 3, the volume is increased by a factor
of around 1000 when the variance factor ν of the pertubations moves from 110 to
1
4 . This
illustrates the adaptive data driven process in place within SASG.
6 Conclusions
Traditionally in machine learning, robustness and generalization are related (ex: being
robust to outliers ensures better generalization). However, exploiting such relationship
requires compromise to avoid conservative situations where the models robustness is
inhibiting the learning process. This may happen with worst case robust models.
We have proposed a safe rather than robust approach. The idea is to optimize the amount
of robustness that should be integrated in the model. The optimization is performed
on validation data rather than training data to ensure generalization. The process is
adaptive and data driven. It is performed via a bi-level optimization procedure. To cope
with large scale data, we have developed a stochastic bilevel algorithm. We have shown
that the stochastic optimization moves with respect to the inner and outer objectives can
be nicely expressed and computed in the case of ellipsoidal perturbations. The resulting
algorithm (SASG) is therefore suited to large scale training.
To validate our technique, we have defined two error measures (nominal and robust
errors, NE and RE respectively). We have compared the SG algorithm with the SOCP,
RSG and SASG techniques and have shown that the RE preciction errors are most of
the time lower for the robust algorithms. For large datasets, the SOCP method is not
suitable anymore as its complexity is too high. We have also observed that the safe
approach achieves better NE and RE values than the robust technique in most of cases,
confirming that the safe technique achieves a better trade-oﬀ between robustness and
generalization performance.
Unlike the chance constraint alternatives, our technique is making very little assumptions
on the random perturbations. We have addressed the case of ellipsoidal uncertainties
where only rough estimates of the size of the ellipsoid on each of its axes is required.
Further work should concentrate on adapting the technique to other types of uncertainty
sets.
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A Experiment 2 - Selected parameters
Table 5: Selected regularization parameter λ for NE and RE
Uniform Gaussian
Dataset Algorithm λ (NE) λ (RE) λ (NE) λ (RE)
cancer SG 10−3 0.1 10−3 10−3
SOCP 0.01 0.01 1 0.1
RSG 10−4 10−4 10−4 0.01
SASG 10−3 10−3 10−5 10−3
waveform SG 10−5 10−3 10−5 0.01
SOCP 0.01 0.1 10−3 0.1
RSG 10−4 10−4 10−4 10−4
SASG 0.01 10−3 0.01 10−3
MAGIC04 SG 10−5 10−3 10−5 10−5
SOCP 0.1 1 0.01 10−3
RSG 10−3 10−3 10−3 10−3
SASG 10−4 0.01 10−4 10−4
shuttle SG 10−4 0.01 10−5 0.01
SOCP - - - -
RSG 10−4 10−4 10−4 10−4
SASG 10−5 10−4 0.01 10−5
connect-4 SG 1 1 1 1
SOCP - - - -
RSG 0.01 0.1 0.01 0.1
SASG 10−4 0.1 10−4 0.1
skin SG 0.01 0.01 0.01 0.01
SOCP - - - -
RSG 10−4 10−4 10−4 10−4
SASG 10−4 10−4 10−5 10−4
covtype SG 10−4 10−4 10−5 0.01
SOCP - - - -
RSG 10−5 10−5 10−5 10−5
SASG 0.01 10−4 0.01 10−4
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Table 6: Uncertainty sets - ellipsoids dimensions
Datasets σmax
cancer (0.3, 0.15, 0.2, 0.18, 0.15, 0.18, 0.15, 0.1, 0.3)⊤
waveform (0.15, 0.3, 0.2, 0.1, 0.3, 0.1, 0.2, 0.1, 0.3, 0.2, 0.1, 0.3, 0.1,
0.2, 0.1, 0.3, 0.1, 0.3, 0.2, 0.1, 0.2, 0.3, 0.2, 0.1, 0.3, 0.1,
0.2, 0.1, 0.3, 0.3, 0.1, 0.3, 0.1, 0.15, 0.1, 0.3, 0.1, 0.3, 0.2, 0.1)⊤
MAGIC04 (0.2, 0.3, 0.4, 0.2, 0.3, 0.4, 0.2, 0.4, 0.1, 0.3)⊤
shuttle (0.001, 0.1, 0.4, 0.2, 0.3, 0.15, 0.2, 0.4, 0.1)⊤
connect-4 (0.15, 0.3, 0.13, 0.1, 0.3, 0.1, 0.12, 0.1, 0.3, 0.13, 0.1, 0.3, 0.1, 0.15,
0.1, 0.13, 0.1, 0.3, 0.12, 0.1, 0.3, 0.13, 0.13, 0.1, 0.3, 0.1, 0.12, 0.1,
0.3, 0.13, 0.1, 0.3, 0.1, 0.15, 0.1, 0.3, 0.1, 0.3, 0.12, 0.1, 0.15, 0.13)⊤
skin (0.1, 0.05, 0.17)⊤
covtype (0.15, 0.13, 0.13, 0.1, 0.3, 0.1, 0.12, 0.1, 0.3, 0.13, 0.01, 0.01, 0.01,
0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01,
0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01,
0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01,
0.01, 0.01, 0.01, 0.01, 0.01)⊤
Table 7: Maximum number of iterations for stochastic algorithms and number of folds
for cross-validation
Datasets tmax K
cancer 1000 10
waveform 1000 10
MAGIC04 5000 10
shuttle 5000 10
connect-4 5000 10
skin 5000 10
covtype 10000 10
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Abstract
In this paper, we attempt to automatically classify two mating types, MATa
and MATα. Data measured from fluorescence microscopy between three loci on
Chr3. Belton et al. [12] proved that the two mating types have different geometrical
organization on Chromosome III (Chr3). Distributions of distances between the
two mating types are analyzed. We perform data classification experiments on the
chromosome datasets without and with noise (the data are uncertain due to the
resolution of measurement devices, the movements of chromosome, etc.). Clustering
methods are used to search for subgroups in class MATa. From the experiments, we
see that the distributions of variables are different. The classification error rates are
around 10% better than random guessing. Either the models are not good enough
to classify the two mating types or we need more knowledge of the geometrical
organization. From clustering analysis, subgroups are not detected in class MATa.
Keywords: Classification, Mating type, Chromosome III, uncertainty
1 Introduction
The spatial organization of the genome inside eukaryotic cell nuclei plays a role in DNA
function. Chromosome folding has been analyzed by polymer modeling based on the
mean distance distribution between two labeled loci. This requires making numerous
assumption of the folding of the fiber between the two loci. Therefore, better and more
precise information of geometrical conformation of chromosome fibers can be obtained
by measuring the relative distances between three loci [1]. However, only a few studies
based on experiments on three distinct loci to analyze chromosome folding and flexibil-
ity exist and new data analysis methods are needed. Three loci define a triangle which
helps to detect the cell type-specific differences [2]. The relative contribution of a 3rd
locus physically connected offers many possibility to describe the folding of the under-
lying chromosome which can be assimilated to a flexible polymer. This could not be
demonstrated by one or two labels [3, 4, 5].
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Chromosome 3 (Chr3) is used as a model to study the spatial organization of the genome.
It is attached to the spindle pole body which makes its position similar most of the time.
More importantly, it contains the mating type information and the study of the mating
type loci and their interconversion help to understand the cell lineage control, silencing
and recombination [9]. Chr3 has the most differences in chromatin interactions between
mating types compared to all other chromosomes [12]. It also shares the same general
conformational features with other chromosomes in both mating types. In previous
studies [4, 6, 7, 8], it has been detected and characterized that, in both mating types,
there are prominent interactions between the herochromatic silent loci, which are HML
(haploid mating left) and HMR (haploid mating right) and locate on opposite ends of
Chr3. Therefore, the active MAT (mating), HML, HMR and their relative positioning
are popular basic loci options in experiments.
Lassadi et al. [2] showed that the relative triangular positions of three distinct chromo-
some loci are specific to MATa and MATα and the folding of the left arm of Chr3 is
different with mating types. Combining molecular biology and microscopy approaches,
Belton et al. [12] proved that the conformation of the left arm of yeast Chr3 is mat-
ing type specific. The left arm of Chr3 with the centromere-proximal region up to the
MAT locus is interacting more frequently in MATa cells, whereas the left arm is more
extended away form centromere in MATα cells. Considering all the differences between
MATa and MATα, the object of the chromosome data analysis is to classify the two
mating types using mathematical methods with the data from the three distinct loci on
Chr3, which will allow to discriminate different datasets to screen for factors regularity
chromosome folding.
There is uncertainty in chromosome data because firstly the measured distances are very
small and not exceeding the limit of resolution. Also the chromosome moves while we
take the coordinates in 3D and the low sampling provides not enough number of training
samples. We know that even slight perturbations on data can have a big influence on the
results. Taking the uncertainty into consideration leads to models that are more robust
and give better prediction accuracy. With the given uncertainty bound, we use a robust
support vector machine model to deal with the noisy chromosome data.
We firstly use classical statistical analysis to visualize chromosome data using plots of
distributions of one variable, correlation of two variables, and the first three principal
components from principal component analysis. We see from the plots that the two types
of chromosome are different. Next, classification algorithms are used to discriminate the
two mating types. The results show that the prediction accuracy is only slightly better
than random guessing. Using the robust classifiers, we obtain slightly better results.
The experiments are also performed on several samples into one sample to mimic the
dynamic movements of chromosomes. The results show that dynamic data have a better
prediction error than the original data. Clustering analysis are used to detect if there are
subgroups in MATa. However, there are no sufficient evidence to confirm the conjecture.
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In Section 2, we explain the data acquisition methods and the statistical analysis methods
used in the analysis. Then, we present the chromosome training datasets in Section 3.
The experiments are performed in Section 4 using the classification methods described
in Section 2. Finally, we give our conclusions in Section 5.
2 Methods
In this section, we first describe data acquisition and analysis methods used to obtain
the biological data sets and then the mathematical methods applied in the experimental
part to treat the data.
2.1 Data acquisition and analysis
Three loci on yeast chromosome III were labelled by classical genetics using three distinct
fluorescent operator repressor systems (FROS) [9, 2]. Briefly, repeats of bacterial operator
DNA sequences were inserted into selected genetic loci and visualized by expressing the
respective repressor protein fused to a fluorophore, here lacO/lacI-CFP (cyan fluorescent
protein), tetO/tetR-mcherry (red) and lO/lI-YFP (yellow or green). Three different
combinations of loci were chosen to create the following yeast strains (shown in Table 1)
in both mating types (a and α):
Figure (2) show a schematic representation of the three combinations with their relative
positions.
Image acquisition and analysis
For live and intact cell imaging, cultures carrying two or three color tagged integra-
tion sites were grown exponentially in YPD to OD600nm <= 0.4( 1107cells/ml), and
rinsed in complete synthetic medium before imaging. Microscopy was performed at
25◦C. Cells were spread on concave microscopy slides filled with synthetic complete 3%
agarose patches for acquisition. For fixation (’fix’ samples) 1% formaldehyde was added
to the media for 5 minutes; cells were rinced before imaging.
Image acquisition and analysis was performed as in [12]: we used an Olympus IX81
epifluorescence microscope equipped with a x100 objective lens (UPlan SApo 1.4 oil), a
SpectraX illumination system (Lumencore) and a CMOS camera (Hamamatsu ORCA-
Flash 4.0). Exposure times were 300ms for CFP and 200ms mRFP. Stacks of 21 images
each, with a step size of 0.2 µm, were taken. The different channels (2 or 3) were
aligned (TetraSpec beads as reference) to correct axial aberration (Z translation) and
field deformation (X and Y) using UnwarpJ [11], an ImageJ Plugin. Resulting files were
directly treated by a macro written in ImageJ software (http://rsb.info.nih.gov/ij/) to
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Table 1: Yeast strains in both mating types
Datasets strains
YIL30 Mata ade2-1 can1-100 his3-11,15 leu2-3,112 trp1-1 ura3-1 ade2-1::
His3p-CFP-lacI-URA3p-λcI-YFP-ADE2, TetR-mRFP:NAT1,
MAT5’:: λO-HIS, HMR:: LacO-TRP, HML::TetO-LEU
YIL31 Matα ade2-1 can1-100 his3-11,15 leu2-3,112 trp1-1 ura3-1 ade2-1::
His3p-CFP-lacI-URA3p-λcI-YFP-ADE2, TetR-mRFP:NAT1,
MAT5’:: λO-HIS, HMR:: LacO-TRP, HML::TetO-LEU
YIL32 Mata ade2-1 can1-100 his3-11,15 leu2-3,112 trp1-1 ura3-1, ade2-1::
His3p-CFP-lacI-URA3p-λcI-YFP-ADE2, MAT5’:: λO-HIS,
TetR-mRFP-NAT, HML::LacO-TRP,Leu::TetO-LEU
YIL33 Matα ade2-1 can1-100 his3-11,15 leu2-3,112 trp1-1 ura3-1, ade2-1::
His3p-CFP-lacI-URA3p-λcI-YFP-ADE2, MAT5’:: λO-HIS,
TetR-mRFP-NAT, HML::LacO-TRP,Leu::TetO-LEU
YGI08 Mata ade2-1 can1-100 his3-11,15 leu2-3,112 trp1-1 ura3-1, ade2-1::
His3p-CFP-lacI-URA3p-λcI-YFP-ADE2, chr3_74:: λO-HIS, TetR
-mRFP-NAT, HML::LacO-TRP,Leu::TetO-LEU
YGI09 Matα ade2-1 can1-100 his3-11,15 leu2-3,112 trp1-1 ura3-1, ade2-1::
His3p-CFP-lacI-URA3p-λcI-YFP-ADE2, chr3_74:: ÎżO-HIS, TetR
-mRFP-NAT, HML::LacO-TRP,Leu::TetO-LEU
detect foci into nuclei.
Nuclei are automatically selected from red channel where foci staining marks also the
nucleus. To segment nuclei, we first apply two successive filters (minimum and maximum,
radius 7) to remove the foci. Then we detect nuclei with Yen or Triangle threshold
method. For each nucleus (n>1000), foci are automatically detected into the 2 or 3
channels. For each channel we apply a Top Hat filter (radius 6), followed by a Yen
threshold method binarization and a 3D spot detection using the Plugin 3D-Object-
Counter [10]. For each foci, we can compute X, Y and Z coordinates (geometrical center
of the detected foci) to determine 3D distances using SpotDistance implemented as a
plug-in for ImageJ (http://bigwww.epfl.ch/spotdistance) [11, 10].
2.2 Statistical analysis
Data descriptive analysis:
Bar plots give the description of each variable. Scatter plots present the distribution of
any two variables. Correlation plots describe the correlation of any two variables. And
Principle Component Analysis (PCA) improve the interpretation by scatter plots using
the first two or three principal components (PCs) which contain most variance of the
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dataset. The statistical plots above show the linear relations among the variables. In
some situations, they cannot analyse the data sufficiently. Therefore, we conduct exper-
iments using data classification algorithms which are briefly introduced below.
Data classification methods:
• k-Nearest Neighbour (k-NN) [14] algorithms are simple and model-free algorithms.
The idea is based on the assumption that the features which are used to describe the
labels are similar when the observations are close-by. Therefore, it is rationale to use
the labels of the closest neighbours to predict the labels of new observations. The
procedure of k-NN methods for binary classification is to find k closest instances
around the new instance in the training set, and label the new instance with the
majority label in the k closest neighbours. We use package ’class’ [15] in R to
perform our experiments.
• Classification Tree (CART) [16] is a tree model that describes the classification path
for training data, which is constructed by nodes and directed edges. A classification
tree predicts the label of a new point by travelling from the root node of the tree
model to a leaf. The good point of a classification tree is that the classification
paths are more readable. The package ’tree’ [17] in R developed by Brian Ripley
is used to perform our experiments.
• Random Forest (RF) [18] is built upon a large collection of trees. The trees are
grown separately with randomly chosen subset of input data and randomly chosen
subsets of variables. For predicting a new label, Random Forest takes the majority
voting from all the trees. An useful tool in RF is that it can calculate variable
importance which will be used in our analysis. There is a package ’randomForest’
[19] in R maintained by Andy Liaw.
• Neural Networks (NNets) [20] are modeled and simplified from the neural structure
in the brain. In recent years, due to the computational power and data size, and
developments of new algorithms, NNs have shown a cutting-edge performance on
several learning tasks. We will train a NNet model with the chromosome data. The
package in R is ’nnet’ [21].
• Support Vector Machines (SVMs) [22] learn linear predictors in feature space by
searching for the largest margin between the two classes at the same time mini-
mizing the points on the wrong side of the separating hyperplane. They are very
efficient classification tools in machine learning. The predictor will be trained on
chromosome data. The R package is ’e1071’ [23].
• Robust Support Vector Machines (robust SVMs) [24] are SVM models used to
deal with uncertain data. We use two algorithms to solve this model, Stochastic
Gradient Descent (SGD) and Safe Adaptive Stochastic Gradient (SASG) [Couel-
lanWang2015].
5
Clustering analysis:
• k-means clustering [26] aims to partition n data points into k clusters. Each data
point belongs to the cluster with the nearest mean. k is the number of clusters
determined or estimated before running the algorithm.
• Affinity Propagation Clustering (APcluster) [27] does not require the number of
clusters to be determined or estimated before running the algorithm. It finds
members of the input training set that are representative of clusters, which gives
us the number of natural clusters.
3 Chromosome training datasets
The datasets are from different biological experiments. The variables are three distances
and three angles from the three loci. Figure (1) gives the model of relative position of 3
loci in a yeast cell.
Table 2: Dataset information
file class n measures
YIL30 a 1853
YIL31 α 1170
YIL30fix a 406
YIL31fix α 204
YGI08 a 467
YGI09 α 905
YIL32 a 465
YIL33 α 475
The datasets are shown in Table 2 and used as classification datasets. Each of them
includes both yeast mating type MATa and MATα. The differences between the four
groups are the locations of three loci on Chr3 which are illustrated in Figure (2) sepa-
rately. Datasets YIL3031 and YIL3031fix have the same loci locations, but the yeast cells
are fixed to minimize uncertainty from movements in living cells during observations in
the last file.
Data uncertainty
Uncertainty in all the data sets can be explained by the limited resolution of the mea-
surements, the intrinsic movement of the chromosomes during the acquisition time and
errors in detection and attribution of the spot coordinates. The limit of resolution stems
from the experimental set-up : yeast nuclei are small (spherical of 1 µdiameter) and
6
Figure 1: 3D model of relative position of 3 loci in a yeast cell
Figure 2: Schematic representation of the three loci combinations with their relative
positions
the distances measured short (<1000nm, mean∼500nm) relative to the limit of conven-
tional light microscopy (Abbe limit, 200nm for green). This is why new statistical and
classification methods to analyse the data quantitatively are needed. The movement
can be blocked by fixation, but fixation causes aberrations in chromosome behavior and
may also alter nuclear structure. Finally, image analysis was improved by correcting
chromatic shift decreasing the error from an average 200nm to 80 nm [2, 12].
4 Experimental analysis
The experiments are carried out firstly to visualize the chromosome data, then to classify
them using the classification methods mentioned before. Taking several data points in
7
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Figure 3: The distribution of each variable for dataset YIL3031
the same class as one data point, we mimic the dynamic moving of chromosome which is
called here the dynamic simulation. Next, we test if there are subgroups in MATa using
cluster analysis.
4.1 Data descriptive analysis
From Figure 3, we see that the distribution of each variable for different mating types
are not significantly different except for d1. We cannot determine from these plots if
there are differences between MATa and MATα. Figure 4 (scatter plots) shows the
distributions of any two variables for datasets YIL3031. We conclude from this figure
that the distribution is different between the two mating types. Using the ellipsoid
correlation map, from Figure 5, we see that d1 and d3 have a strong positive correlation
and a1 and a3 have a strong negative correlation.
Using PCA, we can visualize the most variance in the data using the first two or three
PCs. In Figure (6), the top left is the plot for the variances of the PCs, top right is the
8
Figure 4: The visualization of correlations between each two variables for dataset
YIL3031
scatter plots of the first two PCs and the last two plots are the scatter plots of the first
tree PCs. From the screen plot of the variances of components we know that the fist
three components contain more than 90% of the variance. But we cannot see any clear
distributions in these plots.
From all the figures above, we see difference between two mating types but not enough
to classify them directly. The descriptive methods above only show the distributions of
one variable, two variables or the linear combination of several variables. They are not
able to detect more complicated connections among all variables. Therefore, we turn
to data classification algorithms which are more complicated and efficient methods than
data visualization techniques.
4.2 Chromosome data Classification
In this section, the classification experiments are performed on all datasets using k-NN,
CART, RF, SVMs, NNets and robust SVMs. Before running each algorithm, we pre-
process all the chromosome datasets to get the final training sets, including to discard
the observations with missing values, to scale the variables with mean 0 and standard
deviation 1, to randomly shuﬄe the data points and to randomly select the data points
to make the two classes balance. We perform 30 runs for each algorithm in order to make
the prediction error unbiased. The prediction error is a measurement of the classification
9
Figure 5: Correlations between each two variables for the datasets YIL3031, YIL3031fix,
YGI0809, YIL3233.
ability of each algorithm. The algorithms are run with R and the parameters are turned
using cross-validation. The averaged errors and their standard deviations are given in
Table 3. The results show that the classification errors only have small improvement
than random guessing for all the classification methods. We conclude that we cannot
classify the two mating types with these algorithms.
To know which variable is contributing most in classification, we calculate the impor-
tance of each variable from the RF algorithm. The results are shown in Table 4. We
can conclude that for dataset YIL3031, d1 is the most important variable; for dataset
YIL3031fix, it is also d1 since YIL3031 and YIL3031fix use the same three loci; for dataset
YGI0809, it is d3; and for YGI3233, the most important variable is also d3. These results
are consistent with the discovery that the left arm of Chr3 adopts different folding in
10
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Figure 6: PCA results for dataset YIL3031. The bar plot on the top left is the variance
of each principle components; the plot on the top right is the scatter plot by using the
first two components; The last two plots are scatter plots of 3 dimensions using the first
three components and with different direction of view.
MATa compare with MATα.
We also build new training sets with derived variables, for instance, the eccentricity of the
ellipsoid of the three loci, and the combinations of the variables, such as d1/d2, d1*d2.
However, they do not give better results than the original variables.
The classification experiments with uncertain data are conducted with robust linear SVM
algorithms (RSG and SASG algorithms, see [25]). After pre-processing chromosome
datasets, we perform experiments with the two algorithms having the same procedure
of the classification experiments 2 (see [25]). NE and RE [25] are two measurements
of classification error rates. The results are shown in Table 5. We see that taking into
account the uncertainty seems to give slightly better prediction results.
The results for classification of two mating types with uncertain data are negative so
far. One reason might be the additional non-linearity caused when taking uncertainties
into account. Linear robust models are not efficient for learning uncertain chromosome
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Table 3: The error rates and their corresponding standard deviation of different methods
for each dataset.
Dataset Error(kNN) Error(SVM) Error(NN) Error(CART) Error(RF)
YIL3031 44.6±1.3 41.5±1.5 42.0±1.2 42.7±1.6 44.8±1.0
YIL3031fix 40.7±3.5 37.8±4.7 39.6±3.2 39.2±3.7 44.2±4.6
YGI0809 47.1±3.0 44.9±2.7 46.6±2.8 48.3±1.3 45.0±2.6
YIL3233 34.2±2.3 32.8±2.5 33.1±2.3 35.7±2.2 36.8±2.3
Table 4: The importance (MeanDecreaseGini) of each variable for each dataset
Variable YIL3031 YIL3031fix YGI0809 YGI3233
d1 173.10 35.06 48.14 50.19
d2 151.13 28.68 49.49 55.55
d3 159.63 30.99 52.44 64.27
a1 154.62 26.20 47.15 47.23
a2 155.68 27.38 49.16 45.13
a3 154.16 27.91 44.19 49.62
data. Moreover, we see that from experiments not considering noise, the results are not
significantly better. For future research, mathematically, to build non-linear ’safe’ models
would be a promising research direction.
4.3 Dynamic simulation
Dynamic simulation is defined by taking several data points as one in order to simulate
the dynamic movements of Chr3. The datasets are randomized before combining several
data points into one. The procedures are the same with classification experiments. The
SVM algorithm is used here. The results are shown in Table (6). we see from the table
that the classification error rates get slightly better with the increase of number of data
points into one for chromosome datasets YIL3031, YIL3031fix, and YIL3233, but not
Table 5: Prediction Errors (in %) for RSG and SASG
NE (%) RE (%)
Dataset RSG SASG RSG SASG
YIL3031 48.77±2.51 46.53±3.51 51.59±3.05 50.32±2.42
YIL3031fix 38.34±4.48 37.81±4.12 39.56±4.25 39.75±3.84
YIL3233 39.44±5.01 37.31±4.01 40.95±4.66 39.67±4.17
YGI0809 50.53±2.0 49.49±1.97 52.17±2.78 49.79±2.31
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Table 6: The classification error rates (mean and standard deviation of 30 runs) of
dynamic simulation experiments.
Datasets Error(one) Error(two) Error(three) Error(four) Error(five)
YIL3031 42.0±1.3 40.4±1.9 39.7±2.8 36.1±3.5 33.7±3.1
YIL3031fix 38.6±3.5 32.3±5.0 31.7±5.5 30.6±6.1 28.2±6.5
YGI0809 45.6±2.7 46.6±3.7 45.1±4.0 45.2±5.7 49.5±5.9
YIL3233 33.1±1.9 31.4±3.2 30.3±3.7 28.7±3.7 28.0±4.6
Table 7: The left side are the clusters and their volume, and the corresponding errors on
the right side which include the mean and standard deviation of 30 runs.
Datasets Error
YIL30 cluster 1 (863) + YIL31 25.5±2.0
YIL30 cluster 2 (990)+ YIL31 26.6±1.6
YIL30fix cluster 1 (90)+ YIL31fix 23.2±4.7
YIL30fix cluster 2 (316) + YIL31fix 28.4±3.4
YGI08 cluster 1 (134)+ YGI09 19.3±4.3
YGI08 cluster 2 (333)+ YGI09 35.7±2.1
YIL32 cluster 1 (122) + YIL33 28.1±3.9
YIL32 cluster 2 (343) + YIL33 24.4±2.7
for YGI0809. When the number of data points increases, the error rates decline but
standard deviation increases. We conclude that the dynamic movements of each mating
type are different and that dynamic simulation helps classify the two different mating
type.
4.4 Clustering analysis
The purpose of clustering analysis is to detect if there are subgroups in MATa. In
MATa he left arm is more flexible and could adopt different status while in MATα the
chromosome arm is more rigid. Using k-means, we make two clusters of MATa and use
one of them to classify with MATα. Before each run, the data points of MATα are
randomly selected to have the same volume with the one cluster used. We use SVM
again, since SVM is the most efficient algorithm in the classification experiments. The
prediction error rates shown in Table 7 are also means and standard deviations of 30
runs for each chromosome dataset. The results are around 25%, which corresponds to
the prediction error in the previous experiments. Using APcluster, we obtain more than
100 natural clusters, which has no meaning in this case. From these experiments, we
reject the hypothesis that there are subgroups in MATa.
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5 Conclusions
From our experiments, we see that there are differences between data of the two yeast
mating types, MATa and MATα. The classification results are slightly improved than
random guessing which are around 40% compare with 50%. From the experiments of
dynamic simulation, we notice that the error rate decreases when several samples are
considered into one sample. We conclude that the dynamic movements of the two mating
types might be different. From clustering analysis, no clear evidence show that there are
subgroups in MATa.
The high prediction error suggests that either our model is not fit for the dataset or we
need to improve chromosome data qualitatively and quantitatively. From the biological
side, next steps can be to increase the number of training points, to add a 4th locus
or to reduce the data uncertainty. From the mathematical side, we could discover more
models to fit the chromosome data, such as, using new kernels in SVMs or deep learning
with NNets.
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Abstract
The genome is highly organized within the cell nucleus. This organization, in particular
the localization and dynamics of genes and chromosomes, is known to contribute to
gene expression and cell differentiation in normal and pathological contexts. The explo-
ration of this organization may help to diagnose disease and to identify new therapeutic
targets. Conformation of chromosomes can be analyzed by distance measurements of
distinct fluorescently labeled DNA sites. In this context, the spatial organization of
yeast chromosome III was shown to differ between two cell types, MATa and MATα.
However, imaging data are subject to noise, due to microscope resolution and the living
state of yeast cells. In this thesis, the aim is to develop new classification methods to
discriminate two mating types of yeast cells based on distance measurements between
three loci on chromosome III aided by estimation the bound of the perturbations.
We first address the issue of solving large scale SVM binary classification problems and
review state of the art first order optimization stochastic algorithms. To deal with un-
certainty, we propose a learning model that adjusts its robustness to noise. The method
avoids over conservative situations that can be encountered with worst case robust sup-
port vector machine formulations. The magnitude of the noise perturbations that is
incorporated in the model is controlled by optimizing a generalization error. No as-
sumption on the distribution of noise is taken. Only rough estimates of perturbations
bounds are required. The resulting problem is a large scale bi-level program. To solve
it, we propose a bi-level algorithm that performs very cheap stochastic gradient moves
and is therefore well suited to large datasets. The convergence is proven for a class
of general problems. We present encouraging experimental results confirming that the
technique outperforms robust second order cone programming formulations on public
datasets. The experiments also show that the extra nonlinearity generated by the un-
certainty in the data penalizes the classification of chromosome data and advocates for
further research on nonlinear robust models. Additionally, we provide the experiment-
ing results of the bilevel stochastic algorithm used to perform automatic selection of
the penalty parameter in linear and non-linear support vector machines. This approach
avoids expensive computations that usually arise in k-fold cross validation.
