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The emergence of machine learning in the artificial intelligence field led the world of technology to make great 
strides. Today‟s advanced systems with the ability of being designed just like human brain functions has given 
practitioners the ability to train systems so that they could process, analyze, classify, and predict different data 
classes. Therefore, the machine learning field has become a hot topic for scientists and researchers to introduce 
the best network with the highest performance for such mentioned purposes. In this article, computer vision 
science, image classification implementation, and deep neural networks are presented. This article discusses 
how models have been designed based on the concept of the human brain. The development of a Convolutional 
Neural Network (CNN) and its various architectures, which have shown great efficiency and evaluation in 
object detection, face recognition, image classification, and localization, are also introduced. Furthermore, the 
utilization and application of CNNs, including voice recognition, image processing, video processing, and text 
recognition, are examined closely. A literature review is conducted to illustrate the significance and the details 
of Convolutional Neural Networks in various applications. 
Keywords: Computer Vision; Machine Learning; Image Classification; Semantic Segmentation; Deep Learning; 
CNN. 
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Machine learning is composed of many different algorithms that can learn basic relationships and features from 
input data and make decisions independently without needing clear instructions or direct human intervention, 
i.e., unsupervised methods. The primary basis for designing such algorithms was inspired by human behavior. 
The task was to build a system that can “see” like humans and make decisions after processing what has been 
seen. Most of the algorithms introduced in the 1990s failed to demonstrate the efficiency and accuracy of 
recognition tasks compared to human beings. Consequently, several models like artificial neural networks have 
been implemented to solve image classification, decision-making, and prediction problems [1]. The computer 
vision field is a branch of artificial intelligence. The main focus is to create an artificial intelligible system that 
functions like the human brain. This field focuses more on how the computer can automatically achieve a high-
level understanding from a system input in texts, photos, and videos, being utilized for various tasks such as 
image classification, motion detection, 3D modeling, and localization [2]. One of the most important tasks for 
machine learning methods is to classify operations. Most classifications are for images since most systems‟ 
input data are entered in this form. Image classification is a machine learning procedure by which images can be 
classified into different classes according to the features and visual characteristics. To achieve better accuracy 
and solve classification problems, variants of methods and algorithms have been introduced, which eventually 
led to the emergence and introduction of deep learning methods and artificial neural networks [3]. Deep learning 
is a method introduced to solve machine learning problems in classifying images and learning ability. Deep 
learning, also known as a deep neural network, consists of many hidden layers that can learn and extract features 
automatically, even from unlabeled data. It has shown high performance and convincing efficiency in various 
applications such as image classification, segmentation, and object detection. Various models using different 
architectures have been proposed to enhance deep learning performance. The most famous architecture is 
Convolutional Neural Network, the so-called CNN [4]. Convolutional neural networks can be considered as a 
class of Deep Neural Network. A convolutional neural network has several layers, each with a specific function 
in processing. This network has shown so much efficiency that large companies such as Google, Facebook, and 
AT&T hired uncountable scientists to design and introduce the best architectures that can be implemented in 
CNNs. In this section, components and the best architectures of CNNs are reviewed [5]. After using different 
applications, the research resulted in satisfactory performance for solving problems, overcoming human error. 
2. Computer vision 
In its most comprehensible and simplest definition, computer vision generally means science that gives 
computers or machines the ability to recognize. Vision for computers is considered more than just recording 
light. The main purpose is storing and extracting information and features from what has been seen, and 
components such as memory, recognition, evaluation, and estimation are the practical and functional elements 
of the process. The computer vision goal is enabling machines to understand the world - often called image 
perception - through the processing of digital signals. Such a grasp for machines is getting done by extracting 
important information and features from digital signals and performing complex arguments [6]. In the last two 
decades, it is observed that computer vision has made great improvement in recording and recognizing 
movements based on assessing each part of the image, such as human movements. This process, implemented 
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with sensors entailing various features, is generally divided into four sub-processes: Initialization, Detection, 
Estimate, and Recognition. Each of them is divided into a large number of different processes and categories. It 
should be noted that changing system settings and using different data could impact performance and efficiency 
[7]. One of the most useful computer vision applications, which is very advanced today, is image segmentation. 
Image segmentation‟s various methods and algorithms are divided into two categories: Supervised method, 
Unsupervised method. Supervised method classification can be used for specific class images or image sets with 
different classes. To implement this method, it is necessary to conduct a mental assessment to be aware of the 
efficiency and the fact that the segmentation method has done its job properly. In such a way, a human has to be 
sure of the procedure correctness by interfering and comparing image results of segmentation with predefined 
categories. Therefore, the supervised method seems to be a problem, causing limitations such as classification 
on big data or a huge number of classes; this method is not applicable in many computer vision applications. 
Therefore, an unsupervised method was introduced to solve such issues, which has its drawbacks. An 
unsupervised method is very useful and practical for real-time segmentation. This method can also adjust 
required parameters for the next algorithms based on the results they received after evaluation. To implement 
these segmentation methods that can automatically perform the desired task with high accuracy and precision, 
heavy algorithms and complex mathematical functions have been designed which are changeable according to 
the different input forms such as Image, Video, Text [8]. Over the past two decades, the world of computer 
vision has taken great strides in solving localization problems by using cameras and tracking algorithms. In this 
way, many algorithms are used to track and identify features that, by increasing the speed of processing and 
calculations and upgrading the amount of memory is available today, they no longer have the problem of 
traditional computer vision algorithms. In other words, computer vision algorithms can locate the desired object 
in real-time by using advanced algorithms on a range of cameras that have microprocessors in inside, and their 
abilities are not limited to make connections between two points anymore [9]. Also, in recent years, due to a 
special goal in computer vision, which is to strengthen and enhance the process of analyzing images and 
extracting features from them, there has been a lot of interest and effort from researchers in the field of context 
modeling. The main role of context modeling is to simplify and introduce the structure, understanding how to 
maintain data. Today, there are various applications for those who are willing to use context modeling in their 
works, in which information such as specific techniques, applications, and approaches are presented and 
explained. Researches have also shown that recently a new technique for training context modeling has been 
introduced that allows users to detect objects in computer vision by defining a spatial relationship between 
objects and models, which reduces the repetitious searching process and increases the procedure‟s speed [10]. 
After many difficulties and challenges, computer vision has made significant advances in various applications 
such as face recognition, object detection, image classification, each of which is a separate set of basic 
principles and calculations, owing to unique structure and implementation [11].  
Researches have shown that systems with the ability to analyze images and extract features such as gender, 
different body parts have been created combining computer vision and graphics. Today, machines can estimate 
population density, detect and predict the upcoming event, tracking people thanks to the significantly advanced 
improvement of such processes reaching modern stages [12]. 
 
American Scientific Research Journal for Engineering, Technology, and Sciences (ASRJETS) (2021) Volume 77, No  1, pp 1-29 
4 
 
3. Image Classification 
Image classification is a method that contains lots of complex computer vision algorithms that can be designed 
to classify images according to the content, features, and variants of factors that may impact this process. The 
image classification aims to identify all pixels in a digital image, classifying and assigning them to several 
predefined classes. Colorful data are converted to grayscale or a specific color level, being detected and 
extracted its features. after the data is classified, it can then be used to generate features-maps in an image. 
Commonly, multi-spectrum data are used for classification, which is the spectral pattern in the data used for 
each pixel as a numerical basis for classification. The image classification process requires using an algorithm 
designed to serve a specific purpose from which the algorithm differs. The process is defined and implemented 
through five main stages: Preprocessing, Feature selection and extraction, selection of training samples, 
Classification processing, Accuracy assessment [13]. 
3.1 Preprocessing 
The first stage of classification is to make some changes to the image before processing. The RGB image is first 
converted to a grayscale image, converted and stored as binary data. In principle, after applying the changes, the 
original image is converted to new pixels based on binary equations and divisions. The main reason for such a 
transform is to make the important features clearer in the image for further processing [14]. 
3.2 Feature Selection and Extraction 
To perform the classification or detection process, information must be identified from image features. Also, 
most irrelevant and insignificant information should be discarded. Besides, calculations should be easy in order 
to extract features and processing be fast-paced. It should be noted that Some important information is 
automatically lost while capturing images by cameras before entering the process. This data loss has been one of 
the most troubling issues that harm feature extracting, and as a result, systems cannot recognize the real objects 
in images. Hence, for various reasons, mentioned above and listed below, eventually led to the introduction of 
Deep Neural Networks [15]. 
 Light changes and intensity caused some changes in pixels and the appearance of objects in the image. 
As a result, diagnosis and classification are disrupted. 
 The size and scale of images can be near or far from the camera. This difference could create new 
classifications that are confusing for computers to predict the same class. 
 The cluttered background consisted of colorful and complex pixels that could mislead the classification 
mechanism and main features recognition. 
 The old classification algorithms are not advanced enough to predict that some images are taken from 
different angles are assigned to a class, having the same features. 
 There could be various objects with the same feature and class that feature extraction in image 
classification could not classify them into one class. 
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Given the mentioned problems, computer scientists have come up with several ideas leading to image 
classification algorithms‟ improvement over time. Such approaches are: 
 Color Features: The color histogram method, which is the most common method for extracting color 
characteristics of images, could be applied in recognizing color features and extracting them, regardless 
of size, zoom, and rotation. 
 Texture characteristics: It is a very powerful technique, especially for large images that have duplicate 
areas. The texture is derived from a set of pixels with certain properties, including two categories: 
extraction of spectral properties and spatial properties extraction.  
 The characteristics of shape: This method, which is commonly used to identify objects and describe 
shapes, could be applied to classification based on the extraction of environmental and border features 
of the image or classification based on surface features. 
3.3 Selection of training samples 
The algorithm preparation for the classification task uses samples collected based on the objective. Therefore, it 
can be concluded that utilizing a sufficient number of samples is very important and could lead to high 
efficiency. Managing training samples includes deleting, adding, classifying. Bearing in mind that a selected 
training sample could activate a new roadmap in the feature extraction step [16]. 
3.4 Classification processing 
Training the model to classify features is done by samples in the previous step. In traditional image 
classification techniques, electronic devices generally caused noisy samples that could affect the pixels that 
make up the classification maps. To reduce noises, a process is introduced based on remote spectrometry 
responses and is performed with the help of a large number of filters. Noise, which means random variation in 
color information or lightening pixels, is usually caused by sensors or digital cameras during storing images 
[17]. 
3.5 Accuracy assessment 
Each image classification task is done by two categories of datasets: training dataset and testing dataset. The 
training dataset is used to train the classification‟s algorithm, and the testing dataset is for evaluating and 
determining the classification accuracy. Accuracy assessment is one of the important parts of any classification. 
It compares the categorized image with a testing dataset that is considered as correct labeled data. This standard 
procedure makes a square error matrix that rows and columns represent the visualization of the algorithm‟s 
performance [18]. The image classification is usually done using several techniques and divided into supervised 
and unsupervised methods [19] [20]. A supervised method is a classification technique with technical 
supervision, commonly used to analyze remote sensing data. In a supervised method, classification is done by 
training an algorithm with given information such as labeled input data, roadmaps, features patterns. An 
unsupervised method is a technique to train an algorithm using information that is neither classified nor labeled, 
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and the algorithm, consequently, operates on information without guidance. Unsupervised learning algorithms 
can perform more complex processing tasks than supervised learning systems. As mentioned, several techniques 
involving complex algorithms are presented for image classification purposes. The techniques are divided into 
three main categories [21]:  
 Support Vector Machine: SVM is a supervised machine learning method that uses classification 
algorithms to distinguish the image class between two classes. The technique is done by defining the 
classes and training the model by labeled images. After the training step, the model can classify the 
non-labeled samples, and the efficiency of the Supper Vector Machine, so-called SVM, varies with the 
change of hyperplane parameters [22]. 
 Artificial Neural Network (ANN): Artificial neural networks or connectionism systems are 
computational systems that mimic functions similar to the human brain. Every artificial neural network, 
the so-called ANN, is composed of several layers. Each one is made up of many neurons connected to 
all neurons in the previous layer. This system gets trained by inputs that determine the system function. 
This network‟s efficiency can increase or decrease depending on the architecture, parameters, and 
inputs [23].  
 Decision Tree: This algorithm, which belongs to the supervised algorithms‟ family, tries to classify and 
solve problems by downsizing the data into smaller subsets, which draws the decisions required to be 
made graphically. In table 1, the advantages and disadvantages of the three methods are discussed. 
Table 1: Comparison of strengths and weaknesses of SVM, ANN, and DT 
Methods Strengths Weaknesses 
Support Vector 
Machine 
 Elude from Overfitting 
 Provide Unique Explanation 
 More Efficiency 
 Slow Implementation 




 Applicable for Big Data 
 Practicable On Noisy Samples 
 Learn Slowly 
 Requires Powerful Systems 
Decision Tree  Simple Understanding 
 Not Much Knowledge Needed 
 High Loss Value  
 Confusing Splits 
Although these accurately practical methods were provided for classification, there were still some drawbacks. 
At the forefront of these problems, there was this controversial question: Does the „X,‟ identified object to Class 
„A,‟ really belong to Class „A‟? This question was not answered due to problems such as interfering noisy 
samples, lack of ability to fail training systems in the right way completely and disrupting the inputs used for 
training purposes [24]. To solve such issues, scientists have developed a deep-learning neural network, which 
led to significant artificial intelligence advances [25]. 
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4. Deep Learning 
Deep learning is an artificial intelligence function that uses multiple layers to extract higher-level features from 
raw input stages. For instance, while inserting an image input into a deep neural network, the edges are 
identified in the first layers, and the most obvious features are extracted, then the higher layers identify deeper 
features [26]. Deep learning, which is currently one of the most important and practical machine learning 
techniques, has been very successful in many applications such as image analysis, speech recognition, and text 
recognition [27]. This technique teaches how to detect and classify objects by extracting features from input 
images through two strategies: supervised and unsupervised with a unique architectural characteristic. Deep 
Learning‟s history can be traced back to 1943 when Walter Pitz and Warren McCulloch invented a computer 
model based on human brain neural networks. They used a combination of algorithms and mathematics called 
“threshold logic” to mimic the human thought process, however for various reasons, including the lack of 
advanced hardware and software, this model was not considered useful until recent years. Deep learning 
returned to the field in 2006, becoming a hot topic for researchers ever since [28]. DL has shown a high-level 
efficiency in various fields such as Image Classification, Object Detection, Video Processing, Natural Language 
Processing, Speech Recognition. Given that each application has its algorithm and processing method, various 
models and algorithms of deep learning have been introduced over the past few years. The most important 
introduced models that have improved performance and reduced the problems of features extracting are [29]: 
4.1 Stacked Autoencoder (SAE) 
A stacked autoencoder is the simplest deep learning model, being a subset of the unsupervised method. SAEs 
are usually designed from multiple scattered layers, each composed of several auto-encoders. In this 
architecture, each layer input is the output of the previous layer. SAEs solve classification problems by placing 
several automatic encoders consisting of two main steps: Encryption, Decryption. Auto-encoders typically use 
backpropagation to change and reduce the size of weightlift inputs, which somehow prepares the input values 
for better feature extraction [30]. In figure 1, an overview of SAE architecture can be observed. 
 
Figure 1: A simple view of stacked auto-encounter architecture 
4.2 Deep Belief Network (DBN) 
The first deep learning model is the deep belief network, which could get fully trained. DBN and SAE‟s 
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difference structure is that DBN comprises several restricted Boltzmann machines that include two visible (V) 
and hidden (H) layers. The restricted Boltzmann machine uses Gibbs sampling to train its parameters. Restricted 
Boltzmann (RBM) uses conditional probability P (h | v) to calculate the value of each unit in the hidden layer 
and then the conditional probability p (h | v) to calculate the value of each unit in the visible layer. This process 
is repeated until the model is fully trained. Figure 2 illustrates a deep belief network architecture [31]. As can be 
implied, this model has a more complex architecture and calculations that slow down the process [32]. 
 
Figure 2: A deep belief network architecture 
4.3 Convolutional Neural Network (CNN) 
A convolutional neural network (CNN) is a special type of artificial neural network and an important subset of 
the supervised method. CNN uses machine learning algorithms to analyze data and extract features. CNN 
architecture is designed to mimic the human brain neuron pattern. Its Layers are divided into a three-
dimensional structure in which each set of neurons in layers analyzes a specific area of the image [33]. 
4.4 Recurrent Neural Network (RNN) 
This model has been introduced due to the lack of previous models‟ ability to extract serial data‟s features. The 
problem was they failed to learn and extract features from texture inputs. A recurrent neural network (RNN) 
learns the features and information from the continuous data stored in the neural network‟s internal state‟s 
predefined memory input. Its purpose is like predicting the continuation of a sentence or extracting its meaning 
and key features. As it is known, each word is related to other words in a sentence; hence, one or more previous 
words must be taken to account for the model to extract features. In RNN‟s architecture, each node is connected 
from one layer with a direct (one-way) connection to other nodes in the next sequential layer [34]. An RNN 
neural network architecture is shown in Figure 3. 




Figure 3: An architecture of a Recurrent Neural Network 
So far, most machine learning and digital signal processing techniques were used by low-depth architectures. A 
common trait between low-depth learning models is a relatively simple architecture consisting of only one layer. 
It has the task of converting raw input signals or features into a specific roadmap for problem-solving, which 
may be uncontrollable (Such as SVM). Such models can only ultimately use one layer to separate the shallow 
linear pattern and extract features when used. Models with low-depth architecture effectively solve simple 
problems; however, the performance and synchronism are limited. This flaw prevented the system from 
performing well when faced with more complex tasks in the real world, including natural signals such as human 
speech, natural language, real-time images, and visual data. Such problems and deficiencies have attracted more 
complex and practical neural networks such as convolutional neural networks [35]. It should be noted that the 
process of deep learning implementation is a complex task in order to achieve the highest efficiency. Variants of 
parameters and hyperparameters can affect the process. Therefore, there is still no definite pattern to show 
which criteria improve network performance. It is also difficult to answer which algorithm reduces the 
complexity of optimization and can improve the Processing speed. However, it must be said that considering 
and paying attention to a combination of network size, detecting the edges and middle limits, and the resolution 
of images can cause significant changes while training the network and its output [36]. After introducing various 
algorithms in Deep Learning, networks have finally been developed that advanced, sophisticated, and accurate 
that they can determine the location and type of objects in the images. For example, these advanced networks 
can recognize and classify birds in an image and identify the breed and their species. Classification approaches 
based on fine-grained images can be classified into four groups in the field of deep learning [37]. 
 Approaches that directly use deep neural networks (mainly CNNs) to classify images with sub-features. 
 Approaches use deep neural networks more as feature extractors to locate and align different parts of 
the fine-grained object. 
 Approaches that use multiple deep neural networks to better distinguish between very small visual 
images. 
 Approaches that use the visual attention mechanism can detect different fine-grained images that are 
difficult to determine. 
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5. Convolutional Neural Network  
Since this article‟s main purpose is to review convolutional neural networks (CNN), it is better to begin with, its 
creation history. The idea of neural networks with a structure similar to the human brain was discussed even 
before computers‟ invention. In the early stages, neural networks were evaluated by propositional logic. With 
the emergence of artificial intelligence fields such as convolutional and backward propagation for deep neural 
networks, neural networks made great strides; however, CNN‟s improvements have come with a major hurdle. 
The interruption was due to a lack of systems that could perform a heavy and twisted process. Therefore, neural 
networks were not commercially viable when they were introduced, and the fluctuation continued until the 
invention of GPUs. Nowadays, CNN can be used in real-life applications on advanced systems and network 
architectures [38]. Table 2 briefly summarizes the progress. 
Table 2: Creation and progress of convolutional neural networks 




Beginning of NN 
 
1943 Evaluate neural function with predictive logic 
1949 Proposal of cellular interpretation theory 





Creation of CNN 
 
1980 Inventing a self-learning neural network that could represent basic 
geometrics 







1999 Proposal of Max-Pooling 




Merging GPUs  
with CNN 
 
2011 Training a CNN model with GPU for the first time 
2012 Proposal of Dropout technique by Google researchers 
2013 Proposal of Drop-Connect for CNN 
2014 Presentation of many more useful architectures like VGG/RCNN 








2016 Improvement CNN for real-time classification by Introducing 
Yolo/SSD 
2017 Introduction of upgraded models for getting more performance 
2018 Pre-training language models 
5.1 Review 
A convolutional neural network consists of many hidden neural neurons in which neurons can recognize and 
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classify particular features. This algorithm reduces the size of the input without affecting the characteristics of 
the images. Extracting features by neurons can be anything from the image edge to the speech purpose. The 
CNN structure comprises many convolutional cores to highlight important image features making them 
understandable to the system. The reason behind such a thing is to avoid wasting time processing on many 
unnecessary pixels presented in each image with no useful information. a Convolutional neural network 
comprises several neural layers that could extract more high-level features by increasing the number of layers 
[39]. CNN was first used in 1989 by a scientist named LeCuN to analyze network-like topological data (images 
and time series data), showing its good performance that attracted researchers. As a result, CNN was inspired by 
the same initial structure later [40]. The convolutional neural network‟s simplest structure usually consists of 
two convolutional layers: Conv layer and two sub-sampling layers that perform the fully connected layer‟s 
sampling process. The process begins by entering input into the first hidden layer, which consists of three filters. 
After processing, three maps of the features are determined and weighted. Then, a new feature map is obtained 
through a nonlinear activation function in the sub-sampling layer. Afterward, these maps are transferred to three 
trained filters from the Conv layer, and as a result, three new maps are obtained through the next sub-sampling 
layer. The second sub-sampling layer‟s output is transferred to a fully connected layer, converted to a vectorized 
coordinate, and then the output of the fully connected layer is entered into the neural network for the training 
step. The schematic of steps is depicted in Figure 4. 
 
Figure 4: C refers to the convolutional layer, S refers to the sub-sampling layer, & FC is a fully connected layer 
The three-dimensional structure makes the model more advantageous. CNN can also be used in large datasets 
because it makes processing easier by reducing and changing sample sizes. They are mainly used to identify 
spatial differences, scales and classify two-dimensional graphic images. Furthermore, the network can perform 
the learning process in parallel due to the same weight of neurons in the map of similar features. The special 
structure of local weight distribution gives the convolutional neural network unique speech recognition and 
image processing advantages. The weight distribution, which reduces the network complexity, makes extraction 
and classification features far easier. The advantages can be listed as following [41]: 
 The designed network features maximum compatibility with the input. 
 Parallelism makes the simultaneous feature extraction and pattern classification implementable in the 
training phase. 
 Weight distribution reduces the training parameters and makes the convolutional neural network 
structure easier and more compatible. 




Convolutional Neural Network has undergone many changes since its introduction for improving performance, 
resolving various issues such as extracting feature. Today, after all the changes and improvements, CNN 
architecture is generally composed of three main neural layers: Convolutional layers, Pooling Layers, Fully 
Connected Layers doing a large volume of numerical processing calculations [42]. However, regulatory 
techniques such as dropout or batch normalization are sometimes added to network settings, which improve the 
performance of the neural network [43]. Moreover, the network training is accomplished by two stages: forward 
and backward steps. The forward step aims to maintain parameters such as inputs weight and value when 
entering into each layer. Afterward, data loss is calculated using predicting the outputs. In the backward step, 
based on the loss calculated in the first step, the gradient of each parameter is determined by chain rules 
calculations updating parameters for the next forward step. These two steps are repeated until the network is 
fully trained [44]. A concept of CNN architecture is shown in Figure 5. 
 
Figure 5: The concept of convolutional neural network architecture 
5.3 Convolutional Layer 
The convolutional layer (Conv) is the main layer of this neural network architecture that determines the amount 
of output associated with the input to the receiver. Conv layer consists of filters, each composed of neurons that 
the neurons inside each filter are considered a kernel. Convolution kernels divide input images into smaller 
parts, commonly known as receiver fields. The concept behind cutting and dividing the input into smaller sizes 
emphasizes key information making it easier to extract important features. The outputs are identified by the 
cores that process the length and width of the data. A 2D activation map of features is created as well. By such a 
thing, the network quickly learns those filters activated by observing a certain type of feature in the input. 
Depending on each Conv layer‟s weight distribution capability, different sets of features within the image can be 
extracted from the input without damaging the input weight. Processing operations may be divided into different 
methods based on the type and size of filters. A simple diagram of the Conv layer process is shown in Figure 6. 




Figure 6: Building feature map matrix from the input information 
5.4 Pooling Layer 
The pooling layer usually comes between convolution layers. The main task of this layer is to reduce the 
dimensions of the feature map and the parameters. Using pooling operations helps to extract a combination of 
features. Reducing the feature map‟s size to smaller subsets and excessive connections regulates the network‟s 
complexity and increases performance. Pooling is the most widely discussed among the three layers. There are 
three approaches with different goals of pooling operation [45]. 
 Stochastic Pooling: The disadvantage of max-pooling is its sensitivity to overfitting, making it difficult 
to generalize the training process‟s data. To resolve the drawback, stochastic pooling was invented to 
prevent overfitting. This technique replaces a stochastic operation with max pooling, randomly 
selecting activation in each pooling layer area. The stochastic process is similar to max-pooling, except 
many duplicates of the input image undergone small changes are utilized. This random selection of 
activations is helpful to overcome overfitting problems [46]. 
 Spatial Pyramid Pooling (SPP): CNNs usually require invariant-size input images. This limitation 
caused problems such as reduced input recognition features differing in size and scales. To solve this 
problem, a method has been proposed that helps to manage inputs with various scales. In this method, 
the last pooling layer is replaced by a spatial pyramid pooling layer (SPP) in CNN architecture. SPPs 
can extract fixed-length views of images or desired areas, indicating a flexible solution for extracting 
different scales, sizes, and aspect ratios. SPP technique can enhance model performance in any CNN 
structure [47]. 
 Def Pooling: Solving input deformation is one of the major challenges in computer vision, especially in 
object recognition. Max and average pooling are useful for recognizing different angles and boundaries 
of images. Nevertheless, they are not able to learn different geometric shapes of images. Therefore, a 
new layer called deformation constrained pooling was introduced to recognize the geometric and 
shape. This technique recognizes various shapes by learning the geometric changes of images in visual 
patterns. It should be noted that this layer can be replaced by the max-pooling layer in any CNN 
architecture [48]. 
5.5 Fully Connected Layer (FC) 
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In convolutional neural network architecture, one or more fully connected layer is defined after the last pooling 
layer. FC layer converts two-dimensional feature maps created from previous layers into a one-dimensional 
vector for displaying more features. Fully connected layers, composed of nearly 90% of a CNN model, act as a 
traditional neural network. It gives a predefined length vector of extracted features from its output, which can be 
used for classification purposes or considered a feature vector for re-processing [49]. Neurons do processing in 
each filter that is fully connected to all neurons of the previous layer. The FC layer‟s disadvantage is its large 
number of parameters that make it hard to be trained. Therefore, one of the hot topics for scientists is how to 
reduce the number of connections and the number of filters while maintaining accuracy [50]. 
5.6 Activation Function 
Activation functions are a set of mathematical equations that determine each layer‟s output in the neural 
network. These functions are connected to each neuron in the network. This technique determines whether the 
functions should be activated or not [51] due to each neuron‟s task. Activating functions means deciding to stop 
processing and sending output to the next layer. Various activation functions such as Sigmoid, Tanh, Maxout, 
Swish, ReLU and its types such as leaky ReLU, ELU, PReLU have introduced different mathematical equations 
to be used in different neural networks [52]. Choosing the right activation function can speed up the learning 
process because they understand nonlinear features. One of the recently considered activation functions is 
MISH, which has outperformed ReLU in deep neural networks [53]. 
5.7 Batch Normalization 
Batch normalization or batch norm is a technique to train very deep neural networks. It is used to speed up the 
procedure, improve the performance and stability of artificial neural networks. Batch norm standardizes inputs 
into small layers according to their categories, making the training step more stable. It significantly reduces the 
number of cycles required for training a deep network [54]. 
5.8 Dropout 
Dropout is a regularization technique introduced by Google Research that reduces excessive connections 
between neurons in the network by preventing complex coordination in the training data. This technique is a 
very impressive way to improve efficiency in neural networks, especially in CNNs. In neural networks, the 
various connections that learn a nonlinear relationship are closely fitted, causing overfitting. Dropout creates 
several thin network architectures by reducing some connections. A comprehensive network with small weights 
is selected at the end. The selected network architecture is considered for almost all other networks in the model, 
continuing the patch [55]. 
6. CNN Models 
As mentioned earlier, Convolutional Neural Networks (CNNs) are the most popular models of neural networks 
that have made great strides in many areas, including classification, face recognition, and have been able to 
solve variants of problems. On the other hand, each CNN network consists of many parameters and 
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hyperparameters, including weight, number of layers, processing unit (neuron), filter size, stride, activation 
function, and learning rate [56]. Since the convolution layer performs processing on the input pixels, different 
input levels can be examined by changing the size of the Conv filters. Therefore, various standard architectures 
have been introduced and tested for these purposes [57]. 
6.1 LeNet 
LeNet architecture was introduced in 1998. Due to its historical importance, it is known as the first CNN model. 
It has also made great function in MNIST handwritten digital ID patterns. LeNet model, which is usually 
composed of 5 layers, accepts grayscale images with 32 x 32 x 1 as input. The inputs are transferred to the Conv 
layer and then to sub-sampling. Afterward, there are other Conv layers, followed by a pooling layer, and at the 
end of the architecture, FC layers including the output at the last layer are defined [58]. This model was the first 
CNN architecture reducing the number of parameters and capable of automatically learning features from raw 
pixels. This model was introduced to identify digital manuscript patterns and postal codes in post offices [59]. A 
LeNet architecture is shown in figure 7. 
 
Figure 7: LeNet Model, which is one of the simplest architectures composed of 5 layers considering Conv and 
pooling layers and then a fully connected layer 
6.2 AlexNet 
Although CNN‟s history began with LeNet, it was limited to recognizing digital manuscript patterns and did not 
perform well in classifying image classes. AlexNet is considered the first deep CNN architecture used for 
classification and recognition tasks. AlexNet, which has a deeper architecture than LeNet, consists of five Conv 
layers, one max-pooling layer, a ReLU activation as a nonlinear function, three FC layers, and above all, it uses 
the dropout technique. The training process was such heavily complex that the computers could not train the 
AlexNet model, causing many limitations for using it. Finally, in 2000, this model‟s training process was 
implemented parallel on two Nvidia GTX 580 GPUs. The procedure took nearly six days, considering the 
limitation of GPUs back then. This model was not utilized until 2012 due to the lack of high-speed hard drives 
to perform the process [60]. Figure 8 depicts the architecture of AlexNet in which the difference between this 
model and the LeNet can be seen. 




Figure 8: AlexNet architecture composed of 5 Conv layer following by pooling operations and three fully-
connected layer 
6.3 ZFNet 
Until 2013, the training CNN network mechanism was trial and error. The performance of CNN on complex 
images was difficult and limited due to the lack of model improvement. In the ZFNet model, a modified version 
of AlexNet, the filters‟ size changed from 11 x 11 to 7 x 7, and the number of strides was reduced. Also, the 
number of filters increased in higher layers as well. The idea was that a smaller filter could hold a significant 
amount of input pixel size. Training first ZFNet, which was done by a 580 GTX GPU in 2013, took up to 12 
days. The implementation of this model was to create a visualization technique so-called DE-convolutional 
network [61]. An architecture of a ZFNet is depicted in figure 9. 
 
Figure 9: ZFNet consists of 5 Conv layer, two pooling layer, and three fully-connected layer 
6.4 GoogleNet 
GoogleNet, also known as Inception-V1, was introduced in 2014 and could win the 2014-ILSVRC competition. 
The architecture‟s main purpose was to achieve high accuracy by reducing computational costs. In GoogleNet 
architecture, the first layer is designed with an inception block, in which filters with sizes of 1 x 1, 3 x 3, and 5 x 
5 are placed. The reason is to process different input sizes to improve classification tasks for the same class 
images containing different resolutions. GoogleNet consists of 22 layers that use a 1 x 1 concatenation filter to 
adjust input calculations before using the next layer‟s convolution kernels for processing. A pooling layer has 
also been implemented instead of FC layers to reduce the density of connections, decreasing the number of 
parameters from 138 million to 4 million. Like others, this model completed its training step with heavy GPUs 
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within a week [62]. Figure 10 diagrams a part of GoogleNet architecture. 
 
Figure 10: The output of the previous layer passes to a concatenation filter for transferring to the next layer 
after kernels processing 
6.5 VGGNet 
CNN‟s impressive image classification performance has guided researchers to look for more practical 
architectures for this neural network. That is why Oxford University researchers in 2014 introduced a model 
called Visual Geometry Group (VGG). VGG architecture consists of thirteen Conv layers, in which everyone is 
followed by a max-pooling layer and three FC layers. Filters with 11 x 11 and 5 x 5 have been replaced with 
ones of 3 x 3. Developers believed that using filters simultaneously with smaller sizes could do the same task as 
filters with 7 x 7 and 5 x 5. Computational complexity could also be reduced by using small-size filters. 
Implementing the VGGNet model on the image database, which had 14 million samples, included 1000 
different classes, experimentally recorded its success with a return of 92.7% accuracy [63]. Figure 11 contains 
VGGNet architecture. 
 
Figure 11: In VGGNet architecture, layers with a filter size of just 3x3 have been used, which caused its 
simplicity and high accuracy 
6.6 ResNet 




Figure 12: Residual neural networks perform by utilizing skip connections to jump over layers 
Residual Neural Network (ResNet), introduced in 2015, changed the generation of CNNs. The theory behind 
designing such an architecture is that a higher layer should learn a new feature from the previous layer. 
Therefore, connections have been added to layers that can copy the next layer‟s input without considering 
feature extraction and identity from the previous layer. It has less computational complexity than other 
networks, although it is 20 and 10 times deeper than AlexNet and VGG, respectively. With 152 layers, ResNet 
showed an error of 3.57% after training and implementing on the ImageNet dataset, which was even less than a 
human error [64]. The ResNet architecture can be observed in figure 12. 
6.7 Inception v3 
Inception-v3, introduced in 2015, is a modified version of the GoogleNet. In inception-v3, the number of 
parameters is reduced to 24 million. This model also uses multi-level extracting in which convolutional layer 
factors were replaced by n x 1 and 1 x n asymmetries instead of n x n, making it performs much faster. Each 
filter with a size of 5 x 5 changed to two 3 x 3 filters in the architecture, leading to a significant reduction in the 
number of neurons and speeding up the process [65]. In figure 13, changes compared to GoogleNet are shown. 
 
Figure 13: Inception-v3 architecture shows n x n factors replaced by n x 1 and 1 x n, causing better 
performance 





Figure 14: ResNeXt architecture is like a highly modularized network 
ResNeXt, introduced in 2017, is a combination of ResNet and VGGNet models. This model won the ILSVRC 
2017 reward, basically uses a simple modular architecture to classify images. ResNeXt is built by repeating a 
constructive block that collects a set of transformations with the same topology. In this architecture, which is an 
extension of the deep residual network model, a „split-transform-merge‟ strategy is replaced instead of the 
standard residual block [66]. In Figure 14, the implementation and architecture of ResNeXt are depicted. 
6.9 SENet 
Squeeze and excitation Network (SENet), introduced in 2017, on which experimental researches have shown 
that SE blocks can be used on all CNN networks before the Conv layer. Placing SE block before the Conv layer 
allows the network to adjust each feature map‟s weight adaptively. As the model name implies, this block‟s 
operation consists of two operations; squeeze and excitation. SENet focuses mainly on relationships between 
channels. This new block is proposed to select feature maps (commonly known as channels) related to distinct 
objects. It identifies important feature maps by stopping mapping insignificant features and increasing the 
classes‟ weight [67]. In figure 15, a SE block is more understandable. 
 
Figure 15: A SE block architecture can be trained by variants of nonlinear interactions such as spatial 
normalization 




MobileNet is a small, low-consumption, low-delay model introduced in 2017 by google researchers, which can 
solve resource constraints problems. In MobileNet, a deep Conv layer was replaced by the normal Conv layer. 
Deep Conv layers process individually on each color channel instead of processing on all the colors. MobileNet 
is an architecture composed of 28 layers, including deep Conv layers, 1 x 1 point Conv layers, batch norm, 
ReLU, average collecting layer, and softmax, which is more suitable for mobile-based vision programs in the 
absence of computing power. This model can be used to classify, detect, embed, and segmentation similar to 
other popular large-scale models such as Inception [68]. A simple form of a MobileNet architecture is shown in 
figure 16. 
 
Figure 16: Depth wise convolution layers have been replaced by convolution layers, which speeded up 
computations 
6.11 DenseNet 
DenseNet is one of the newest and most powerful neural networks for recognizing visual objects introduced in 
2017. This model is quite similar to ResNet but has fundamental differences that could solve the ResNet 
problems. ResNet problem was keeping each layer‟s information inside the layers without transferring the 
output to the next layer, making the next layers not having enough information and data to be trained. DenseNet 
transfers layers‟ previous information to the next layer. Therefore, the features are transferred from all previous 
layers to all subsequent layers [69]. It could reduce the gradient calculations problem, minimize the number of 
parameters, and reuse features. Figure 17 shows how the information is transferred from the previous layers to 
each next layer. 
 
Figure 17: In a dense block, each next layer receives all previous feature maps and is obtusely connected to 
each previous layer 




Xception can be considered as extra inception, introduced in 2017. It is based entirely on deep recognizable 
Conv processing, followed by a point Conv layer and generally composed of 36 Conv layers that form the 
network feature extraction basis. In the Xception, the first inception block has been expanded, and instead of the 
various dimensions of 1 x 1, 3 x 3, 5 x 5, a 3 x 3 dimension and a 1 x 1 Conv layer have been used to adjust the 
computational complexity. In short, Xception architecture is a linear stack of deep detachable Conv segments 
with residual connections. The theory was that spatial correlations and cross-channel correlations could be 
sufficiently separated. This idea, which was more effective than Inception-V3, ResNet-50, ResNet-101, ResNet-
152, VGGNet., showed the network has become more efficient in computing [70]. Figure 18 shows the 
Xception architecture. 
 
Figure 18: The architecture of the Xception model 
7. CNN’s Applications 
Convolutional neural networks have been implemented in many different machine learning parts with 
acceptable performance, namely object detection, identification, classification, regression, and recognition. 
Bearing in mind CNN has achieved such successful performance with a large number of labeled data, and 
generally, the training step, which is the most important part, needs variants of sufficient labeled data [71]. 
Fortunately, there are many various datasets with sufficient labels, including recognizing traffic signs, shared 
medical images and texture datasets, large scales of human face‟s pictures, and so on, to train neural networks. 
Some of the important and interesting applications are mentioned below. 
7.1 CNN Application Based-on Computer Vision 
Computer vision‟s main purpose is to create artificial systems that can process data such as videos, images, and 
text to extract the required information and features from inputs. Face recognition is one of the most complex 
tasks in computer vision requiring heavy processing. The procedure always faces two major challenges. Firstly, 
it is difficult to extract features from images with crowded backgrounds for face recognition, and secondly, as 
the search space expands, it also gets more difficult to accurately identify the location and determine the size of 
the face. Face recognition systems should detect and recognize changes such as lighting, changes in posture, 
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angles, and different facial expressions [72]. Convolution neural networks, considered a class of deep neural 
networks, have high capabilities for detecting image patterns widely used in computer vision algorithms and 
could solve many problems related to mentioned tasks [73]. 
7.2 CNN Application Based-on Image Classification 
With the emergence of CNNs and performing in image classification, the world has undergone a great change. 
The CNN models represent a breakthrough in image recognition and similar tasks [74]. They are commonly 
used to analyze visual images and often work behind-the-scenes for image classification purposes. One of the 
largest and most important uses of CNNs is in medical science. Much research has been conducted on 
diagnosing Alzheimer‟s disease by classifying brain images [75]. Researches have shown by training CNN 
models with brain scans, and brain patterns, Alzheimer‟s disease or cancer could be diagnosed with a low error 
rate [76]. 
7.3 CNN Application Based-on Detection and Segmentation 
The main goal in detecting objects is to identify various objects that have already been introduced to the system. 
The main difference between image classification and object detection is that the image classification task is to 
classify an image to a specific class; however, object detection aims to determine the exact location or count the 
number of samples of an object in the image. The most important and challenging issue is calculating and 
determining an object‟s dimensions and size in the image. Fortunately, by introducing a CNN model, the so-
called fast R-CNN, this problem has been solved [77]. 
7.4 CNN Application Based-on Video Processing 
Image processing techniques usually standardize image features as a two-dimensional signal, analyzing them 
using signal processing techniques. However, video processing is a special case of signal processing where the 
input and output signals are video files or streams [78]. In video processing, a series of frames must be 
consecutively inserted into neural networks to identify ongoing features. That is why a Long Short Term 
Memory (LSTM) model was introduced, which can perform well for video processing in CNN networks [79]. In 
general, this approach comprehends by two parts. In the first one, features are extracted from the sixth frame of 
the videos, and in the second part, ordinal information between features of the frame is elicited using the bi-
directional LSTM neural network [80]. 
7.5 CNN Application Based-on Natural Language Processing (NLP) 
Natural Language Processing is a procedure in which languages and words are transformed into new forms so 
that computers could be understood and extract their important features. The problem with traditional models 
was that the systems could not understand the core and purpose of a text, failing to extract conceptual 
information correctly. Today, RNN models easily achieve this goal. Besides, CNNs have shown good results 
performing in this regard as well. A variant of results has shown CNN can understand and analyze emails, texts, 
books, and tweets [81]. 
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7.6 CNN Application Based-on Speech Recognition 
As mentioned earlier, deep CNNs are the best way to analyze images. In addition to this success, CNNs have 
shown excellent results in speech recognition. The main purpose is to extract required features from speech 
sounds transformed into signals and considered input [82]. Therefore, the task can be translating speech, turning 
sounds into writing, extracting the general and main meaning of sounds, classifying and distinguishing different 
sounds from each other. Interestingly, CNNs are now so advanced in speech recognition that networks can even 
detect emotions of speeches from signals [83]. 
7.7 CNN Application Based-on 1D-Data 
Not only have CNNs performed well in clear images, but they have also been very successful in processing 1D-
data. The success was since CNN has a high ability to be trained and extract data features, unlike all the old ML 
techniques. 1D-CNN is very effective for extracting fixed-length input features from a set of general data. 1D-
CNN is usually used where the exact location of a feature in images is not important. Experiences have shown 
this model, which receives inputs in the form of 1D-signal, is mostly used in real-time processing where 
processing speed is an important criterion [84]. 
7.8 CNN Application Based-on Low-Resolution Images 
One of the most important and efficient uses of CNN is classifying low-quality images. CNN also showed its 
ability and strength when a high-resolution dataset of images is available for training purposes, but the testing 
dataset is full of low-resolution images. CNN implements the process by converting small grains into larger 
images. For instance, identifying objects in satellite images that are often very small, detecting license plates 
with low resolution from a distance, or even identifying bird species [85]. 
8. How CNN Could Solve Feature Extracting Problems 
Based on what is discussed in this piece, it is found that image classification had many difficulties before the 
introduction and development of today‟s advanced CNN. Problems were nothing more than accurately 
extracting key features [86]. Image classification algorithms could not extract small and fine-grained features 
that determine the input class at that time. Another issue with classifying algorithms was about the samples 
belonging to several classes [87]. The algorithms could not correctly identify the data assigned to more than one 
class in multi-class classifications [88]. With the emergence of CNNs and their ability to be trained deeply, such 
problems have been easily solved [89]. 
9. Conclusion 
The unsupervised machine learning procedure is based on human behavior. The machine can learn basic 
relationships and features from input data to make decisions independently without needing clear instructions or 
direct human intervention. Primary ML algorithms have been replaced with several models, e.g., an artificial 
neural network to conduct specified tasks like image classification, decision-making, and prediction. This 
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evolution arose from the failure of old models regarding efficiency and accuracy for recognition tasks compared 
to human beings. Computer vision‟s main focus is to create an artificial intelligible system that functions like 
the human brain. It focuses more on how the computer can automatically achieve a high-level understanding 
without any human interventions. On the other hand, classification, which is the most pivotal task in machine 
learning, is mostly used for images. To achieve higher accuracy in classification, deep learning methods and 
artificial neural networks have been introduced. They have shown high performance and convincing efficiency 
in various applications such as image classification, segmentation, and object detection. The most famous and 
useful model in the artificial neural network is Convolutional Neural Network. CNN is a Deep Neural Network 
class that consists of an architecture containing several different layers, each with a specific function in 
processing. The CNN models have been widely utilized in several approaches, such as diagnosing brain 
diseases, including Alzheimer‟s. In the future, the main focus might be on enhancing algorithms for diagnosing 
details of such diseases and even predicting how they occur in human brains. 
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