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ON INDECOMPOSABLE VERTEX ALGEBRAS ASSOCIATED WITH
VERTEX ALGEBROIDS
PHICHET JITJANKARN, AND GAYWALEE YAMSKULNA
Abstract. Let A be a finite dimensional unital commutative associative algebra and let B
be a finite dimensional vertex A-algebroid such that its Levi factor is isomorphic to sl2. Under
suitable conditions, we construct an indecomposable non-simple N-graded vertex algebra VB
from the N-graded vertex algebra VB associated with the vertex A-algebroid B. We show
that this indecomposable non-simple N-graded vertex algebra VB is C2-cofinite and has only
two irreducible modules.
1. Introduction
It is well known that the C2-cofiniteness property of vertex (operator) algebras plays an impor-
tant role in the study of representation theory of vertex (operator) algebras (e.g. [A2], [ABD],
[Bu], [DoLiM1], [GN], [Mi1]-[Mi3], [Z]). Over the years, rational C2-cofinite vertex algebras
have been studied intensively (e.g. [Bo1]-[Bo2], [Do], [DoL], [DoLiM1], [DoM1], [FrLMe1],
[FZ]) . However, the literature devoted to the study of irrational C2-cofinite vertex algebras is
sparse. In fact, there are very few known examples of families of irrational C2-cofinite vertex
(super)algebras (e.g. [A1], [AdM1]-[AdM4], [CF], [FFHST], [FGST1]-[FGST3]). Therefore, it
is crucial to study these known examples and to seek for new models.
The aim of this paper is to construct indecomposable non-simple vertex algebras that satisfy
the C2-condition from N-graded vertex algebras associated with vertex algebroids. For a N-
graded vertex algebra V = ⊕∞n=0V(n) such that dimV(0) ≥ 2, it is known widely that V(0)
is a unital commutative associative algebra and V(1) is a vertex V(0)-algebroid. In [GMS],
among other important things, Gorbounov, Malikov and Schechtman constructed a N-graded
vertex algebra V = ⊕∞n=0V(n) from any vertex A-algebroid, such that V(0) = A and the
vertex A-algebroid V(1) is isomorphic to the given vertex A-algebroid. The classification of
graded simple non-twisted and twisted modules for the vertex algebras associated with vertex
algebroids had been studied in [LiY1]-[LiY2] by Li and the second author of this paper.
In terms of general theory of N-graded vertex algebras, Dong and Mason showed that a N-
graded vertex operator algebra V is local if and only if V(0) is a local algebra. Moreover,
indecomposibility of V is equivalent to V(0) being a local algebra [DoM2]. Note that in or-
der to prove this statement one needs to have a Virasoro element. In [JY], we explored
criteria for N-graded vertex algebras V = ⊕∞n=0V(n) such that dimV(0) ≥ 2 to be indecom-
posable non-simple vertex algebras and studied influences of semisimple Leibniz algebras on
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the algebraic structure of this type of vertex algebras. Precisely, we provided tools to charac-
terize indecomposable non-simple N-graded vertex algebras. Also, we examined the algebraic
structure of N-graded vertex algebras V = ⊕∞n=0V(n) that is generated by V(0) and V(1) such
that dim V(0) ≥ 2 and V(1) is a (semi)simple Leibniz algebra that has sl2 as its Levi fac-
tor. We showed that under suitable conditions this type of vertex algebra is indecomposable
non-simple.
In this paper, we continue our investigation on N-graded indecomposable non-simple vertex
algebras. First, we apply results in [JY] to show that for a given finite dimensional vertex
A-algebroid B such that B is a (semi)simple Leibniz algebra that has sl2 as its Levi factor,
the N-graded vertex algebra associated with the vertex A-algebroid B is indecomposable and
non-simple. Moreover, we establish the following results.
Theorem 1. Let A be a finite-dimensional commutative associative algebra with the identity
e such that dim A ≥ 2. Let B be a finite-dimensional vertex A-algebroid such that A is not a
trivial B-module and Leib(B) 6= {0}. Let S be the Levi factor of the Leibniz algebra B such
that S = Span{e, f, h}, e0f = h, h0e = 2e, h0f = −2f , and e1f = ke. Here, k ∈ C\{0}.
Assume that one of the following statements hold.
(I) B is simple Leibniz algebra;
(II) B is a semisimple Leibniz algebra and Ker(∂) = {a ∈ A | b0a = 0 for all b ∈ B}.
We then have the following results:
(i) the N-graded vertex algebra VB(= ⊕
∞
n=0(VB)(n)) associated with the vertex A-algebroid B
is indecomposable non-simple.
(ii) The set of representatives of equivalence classes of finite-dimensional simple sl2-modules
is equivalent to the set of representatives of equivalence classes of N-graded simple VB-modules
N = ⊕∞n=0N(n) such that dim N(0) <∞.
Next, we show that a certain quotient space of VB , constructed in Theorem 1, is an indecom-
posable non-simple vertex algebra that satisfies the C2-condition and has only two irreducible
modules. Precisely, we establish the following results.
Theorem 2. Let A be a finite-dimensional commutative associative algebra with the identity
e such that dim A ≥ 2. Let B be a finite-dimensional vertex A-algebroid that satisfies the
given conditions in Theorem 1. Let (e(−1)e) be an ideal of VB that is generated by e(−1)e.
Then
(i) (e(−1)e)∩A = {0}, (e(−1)e)∩B = {0}. Moreover, the N-graded vertex algebra VB/(e(−1)e)
is indecomposable non-simple.
(ii) The vertex algebra VB/(e(−1)e) satisfies the C2-condition.
(iii) Let L = Zα be a rank one positive definite even lattice equipped with a Q-valued Z-
bilinear form (·, ·) such that (α,α) = 2. Then VL and VL+ 1
2
α are the only two irreducible
VB/(e(−1)e)-modules.
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This paper is organized as follows: in Section 2, we first review properties of Leibniz algebras,
1-truncated conformal algebras, and vertex algebroids. We discuss about vertex algebroids
associated with (semi) simple Leibniz algebras that have sl2 as their Levi factor. Also, we give
necessary background on vertex algebras and recall construction of vertex algebras associated
with vertex algebroids, and their graded simple modules. In Section 3, we give the proof of
Theorem 1, and Theorem 2. We include some appendices in Section 4 containing background
on a vertex operator algebra associated with a certain type of rank one positive definite even
lattices, and vertex operator algebras associated with highest weight representations of affine
Lie algebras.
2. Preliminaries
2.1. Leibniz Algebras.
Definition 3. ([DMS], [FM])
(i) A left Leibniz algebra L is a C-vector space equipped with a bilinear map [ , ] : L×L→ L
satisfying the Leibniz identity [a, [b, c]] = [[a, b], c] + [b, [a, c]] for all a, b, c ∈ L.
(ii) Let L be a left Leibniz algebra over C. Let I be a subspace of L. I is a left (respectively,
right) ideal of L if [L, I] ⊆ I (respectively, [I,L] ⊆ I). I is an ideal of L if it is both a left and
a right ideal.
Example 4. We define Leib(L) = Span{ [u, u] | u ∈ L } = Span{[u, v] + [v, u] | u, v ∈ L}.
Leib(L) is an ideal of L. Moreover, for v,w ∈ Leib(L), [v,w] = 0.
Definition 5. [DMS] Let (L, [ , ]) be a left Leibniz algebra. The series of ideals
... ⊆ L(2) ⊆ L(1) ⊆ L
where L(1) = [L,L], L(i+1) = [L(i),L(i)] is called the derived series of L. A left Leibniz algebra
L is solvable if L(m) = 0 for some integer m ≥ 0. As in the case of Lie algebras, any left
Leibniz algebra L contains a unique maximal solvable ideal rad(L) called the the radical of L
which contains all solvable ideals.
Example 6. Leib(L) is a solvable ideal.
Definition 7. [DMS]
(i) A left Leibniz algebra L is simple if [L,L] 6= Leib(L), and {0}, Leib(L), L are the only
ideals of L.
(ii) A left Leibniz algebra L is said to be semisimple if rad(L) = Leib(L).
Proposition 8. ([Ba], [DMS]) Let L be a left Leibniz algebra.
(i) There exists a subalgebra S which is a semisimple Lie algebra of L such that L = S+˙rad(L).
As in the case of a Lie algebra, we call S a Levi subalgebra or a Levi factor of L.
(ii) If L is a semisimple Leibniz algebra then L = (S1 ⊕ S2 ⊕ ... ⊕ Sk)+˙Leib(L), where Sj is
a simple Lie algebra for all 1 ≤ j ≤ k. Moreover, [L,L] = L.
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(iii) If L is a simple Leibniz algebra, then there exists a simple Lie algebra S such that Leib(L)
is an irreducible module over S and L = S+˙Leib(L).
Definition 9. Let L be a left Leibniz algebra. A left L-module is a vector space M equipped
with a C-bilinear map L×M →M ; (u,m) 7→ u ·m such that ([u, v]) ·m = u ·(v ·m)−v ·(u ·m)
for all u, v ∈ L,m ∈M .
The usual definitions of the notions of submodule, irreducibility, complete reducibility, homo-
morphism, isomorphism, etc., hold for left Leibniz modules.
Remark 10. Leib(L) acts as zero on M .
2.2. 1-Truncated Conformal Algebras and Vertex Algebroids.
Definition 11. [GMS] A 1-truncated conformal algebra is a graded vector space C = C0⊕C1
equipped with a linear map ∂ : C0 → C1 and bilinear operations (u, v) 7→ uiv for i = 0, 1 of
degree −i− 1 on C = C0 ⊕ C1 such that the following axioms hold:
(Derivation) for a ∈ C0, u ∈ C1,
(1) (∂a)0 = 0, (∂a)1 = −a0, ∂(u0a) = u0∂a;
(Commutativity) for a ∈ C0, u, v ∈ C1,
(2) u0a = −a0u, u0v = −v0u+ ∂(u1v), u1v = v1u;
(Associativity) for α, β, γ ∈ C0 ⊕ C1,
(3) α0βiγ = βiα0γ + (α0β)iγ.
Definition 12. ([Br1], [Br2], [GMS]) Let (A, ∗) be a unital commutative associative algebra
over C with the identity 1. A vertex A-algebroid is a C-vector space Γ equipped with
(1) a C-bilinear map A× Γ→ Γ, (a, v) 7→ a · v such that 1 · v = v (i.e. a nonassociative
unital A-module),
(2) a structure of a Leibniz C-algebra [ , ] : Γ× Γ→ Γ,
(3) a homomorphism of Leibniz C-algebra pi : Γ→ Der(A),
(4) a symmetric C-bilinear pairing 〈 , 〉 : Γ⊗C Γ→ A,
(5) a C-linear map ∂ : A→ Γ such that pi◦∂ = 0 which satisfying the following conditions:
a · (a′ · v)− (a ∗ a′) · v = pi(v)(a) · ∂(a′) + pi(v)(a′) · ∂(a),
[u, a · v] = pi(u)(a) · v + a · [u, v],
[u, v] + [v, u] = ∂(〈u, v〉),
pi(a · v) = api(v),
〈a · u, v〉 = a ∗ 〈u, v〉 − pi(u)(pi(v)(a)),
pi(v)(〈v1, v2〉) = 〈[v, v1], v2〉+ 〈v1, [v, v2]〉,
∂(a ∗ a′) = a · ∂(a′) + a′ · ∂(a),
[v, ∂(a)] = ∂(pi(v)(a)),
〈v, ∂(a)〉 = pi(v)(a)
for a, a′ ∈ A, u, v, v1, v2 ∈ Γ.
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Proposition 13. [LiY1] Let (A, ∗) be a unital commutative associative algebra and let B be a
module for A as a nonassociative algebra . Then a vertex A-algebroid structure on B exactly
amounts to a 1-truncated conformal algebra structure on C = A⊕B with
aia
′ = 0,
u0v = [u, v], u1v = 〈u, v〉,
u0a = pi(u)(a), a0u = −u0a
for a, a′ ∈ A, u, v ∈ B, i = 0, 1 such that
a · (a′ · u)− (a ∗ a′) · u = (u0a) · ∂a
′ + (u0a
′) · ∂a,
u0(a · v)− a · (u0v) = (u0a) · v,
u0(a ∗ a
′) = a ∗ (u0a
′) + (u0a) ∗ a
′,
a0(a
′ · v) = a′ ∗ (a0v),
(a · u)1v = a ∗ (u1v)− u0v0a,
∂(a ∗ a′) = a · ∂(a′) + a′ · ∂(a).
For the rest of this section, we assume the following:
(i) (A, ∗) is a unital commutative associative algebra with the identity e and dim(A) <∞.
(ii) B is a vertex A-algebroid such that dim(B) <∞, and A is not a trivial B-module.
Recall that a set I is called an ideal of a vertex A-algebroid B if I is a left ideal of Leibniz
algebra B and a · u ∈ I for all a ∈ A, u ∈ I.
Example 14. We set A∂(A) = Span{a · ∂(a′) | a, a′ ∈ A}. A∂(A) is an ideal of a vertex
A-algebroid B. In fact, A∂(A) is an abelian Lie algebra.
Proposition 15. [JY] Let B be a simple Leibniz algebra such that Leib(B) 6= {0}. Assume
that its Levi factor S = Span{e, f, h} such that e0f = h, h0e = 2e, h0f = −2f , and e1f =
ke ∈ (Ce)\{0}. Then
(i) e1e = f1f = e1h = f1h = 0, k = 1, h1h = 2e.
(ii) Ker(∂) = Ce
(iii) Leib(B) is an irreducible sl2-module of dimension 2. Moreover, as a sl2-module, A is a
direct sum of a trivial module and an irreducible sl2-module of dimension 2.
(iv) A is a local algebra. Let A6=0 be an irreducible sl2-submodule of A that has dimension
2. Let a0 be the highest weight vector of A6=0 of weight 1 and let a1 = f0a0. Hence, the set
{a0, a1} forms a basis of A6=0, the set {e, a0, a1} is a basis of A, and the set {∂(a0), ∂(a1)} is
a basis of Leib(B).
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Relationships among a0, a1, e, f, h, ∂(a0), ∂(a1) are desribed below:
(∂(a0))1e = 0, (∂(a0))1f = a1, (∂(a0))1h = a0,(4)
(∂(a1))1e = a0, (∂(a1))1f = 0, (∂(a1))1h = −a1,(5)
a0 · e = 0, a0 · f = ∂(a1), a0 · h = ∂(a0), a0 · ∂(ai) = 0 for i ∈ {0, 1},(6)
a1 · e = ∂(a0), a1 · f = 0, a1 · h = −∂(a1), a1 · ∂(ai) = 0 for i ∈ {0, 1},(7)
ai ∗ aj = 0 for all i, j ∈ {0, 1}.(8)
Proposition 16. [JY] Let B be a semisimple Leibniz algebra such that Leib(B) 6= {0}, and
Ker(∂) = {a ∈ A | u0a = 0 for all u ∈ B}.
Assume that the Levi factor S = Span{e, f, h} such that e0f = h, h0e = 2e, h0f = −2f and
e1f = ke ∈ Ce\{0}. We set A = Ce ⊕
l
j=1 N
j where each N j is an irreducible sl2-submodule
of A. Then
(i) e1e = f1f = e1h = f1h = 0, k = 1, h1h = 2e;
(ii) Ker(∂) = Ce;
(iii) For j ∈ {1, ..., l} dimN j = 2, and dimLeib(B) = 2l;
(iv) A is a local algebra. For each j, we let aj,0 be a highest weight vector of N
j and aj,1 =
f0(aj,0). Then {e, aj,i | j ∈ {1, ...., l}, i ∈ {0, 1}} is a basis of A, and {∂(aj,i) | j ∈ {1, ..., l}, i ∈
{0, 1}} is a basis of Leib(B).
Relations among aj,i, e, f, h, ∂(aj,i) are described below:
aj,i ∗ aj′,i′ = 0,(9)
aj,0 · e = 0, aj,1 · e = ∂(aj,0),(10)
aj,0 · f = ∂(aj,1), aj,1 · f = 0,(11)
aj,0 · h = ∂(aj,0), aj,1 · h = −∂(aj,1),(12)
aj,i · ∂(aj′,i′) = 0,(13)
∂(aj,i)1e = e0aj,i = (2− i)aj,i−1,(14)
∂(aj,i)1f = f0aj,i = (i+ 1)aj,i+1,(15)
∂(aj,i)1h = h0aj,i = (1− 2i)aj,i.(16)
2.3. Vertex Algebras.
Definition 17. ([Bo1], [FrLMe1], [LLi]) A vertex algebra is a vector space V equipped with
a linear map
Y : V → End(V )[[x, x−1]]
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1 where vn ∈ End(V )
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and equipped with a distinguished vector 1, the vacuum vector, such that for u, v ∈ V ,
unv = 0 for n sufficiently large,
Y (1, x) = 1,
Y (v, x)1 ∈ V [[x]], and lim
x→0
Y (v, x)1 = v
and such that
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
Y (v, x2)Y (u, x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2)
the Jacobi identity.
From the Jacobi identity we have Borcherds’ commutator formula and iterate formula:
[um, vn] =
∑
i≥0
(
m
i
)
(uiv)m+n−i(17)
(umv)nw =
∑
i≥0
(−1)i
(
m
i
)
(um−ivn+iw − (−1)
mvm+n−iuiw)(18)
for u, v, w ∈ V , m,n ∈ Z.
We define a linear operator D on V by D(v) = v−21 for v ∈ V . Then
Y (v, x)1 = exDv for v ∈ V, and
[D, vn] = (Dv)n = −nvn−1 for v ∈ V, n ∈ Z.
Moreover, for u, v ∈ V , we have Y (u, x)v = exDY (v,−x)u (skew-symmetry).
A vertex algebra V equipped with a Z-grading V = ⊕n∈ZV(n) is called a Z-graded vertex
algebra if 1 ∈ V(0) and if u ∈ V(k) with k ∈ Z and for m,n ∈ Z, umV(n) ⊆ V(k+n−m−1).
A N-graded vertex algebra is defined in the obvious way.
Proposition 18. [GMS]
If V = ⊕n∈NV(n) is an N-graded vertex algebra then
(i) V(0) is a commutative associative algebra with identity 1 and V(1) is Leibniz algebra.
(ii) In fact, V(0) ⊕ V(1) is a 1-truncated conformal algebra.
(iii) Moreover, V(1) is a vertex V(0)-algebroid.
Proposition 19. [JY] Let V = ⊕∞n=0V(n) be a N-graded vertex algebra that satisfies the
following properties:
(a) 2 ≤ dimV(0) <∞, 1 ≤ dimV(1) <∞, V is generated by V(0) and V(1);
(b) V(0) is not a trivial module of a Leibniz algebra V(1), u0u 6= 0 for some u ∈ V(1);
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(c) the Levi factor of V(1) equals Span{e, f, h}, e0f = h, h0e = 2e, h0f = −2f and e1f = k1.
Here, k ∈ C\{0}.
Assume that one of the following statements hold.
(i) V(1) is a simple Leibniz algebra;
(ii) V(1) is a semisimple Leibniz algebra and Ker(D) ∩ V(0) = {a ∈ V(0) | b0a = 0 for all b ∈
V(1)}.
Then V is an indecomposable non-simple vertex algebra.
Definition 20. ([FrLMe1], [LLi]) An ideal of the vertex algebra V is a subspace I such that
unw ∈ I and wnu ∈ I for u ∈ V , w ∈ I and n ∈ Z.
Notice that D(w) = w−21 ∈ I. Hence, under the condition that D(I) ⊆ I, the left ideal
condition vnw ∈ I for all v ∈ V , w ∈ I, n ∈ Z is equivalent to the right ideal condition
wmv ∈ I for all v ∈ V , w ∈ I, m ∈ Z.
For a subset S of a vertex algebra V , we denote by (S) the smallest ideal of V containing S.
It was shown in Corollary 4.5.10 of [LLi] that
(S) = Span{ vnD
i(u) | v ∈ V, n ∈ Z, i ≥ 0, u ∈ S}.
Definition 21. For a vertex algebra V , we define C2(V ) = Span{u−2v | u, v ∈ V }. The
vertex algebra V is said to satisfy the C2-condition if V/C2(V ) is finite dimensional
Proposition 22. [Z] For u, v ∈ V , n ≥ 2, D(v) ∈ C2(V ) and u−nv ∈ C2(V ).
Definition 23. [LLi] A V -module is a vector space W equipped with a linear map YW from
V to (EndW )[[x, x−1]] where YW (v, x) =
∑
n∈Z vnx
−n−1 for v ∈ V such that for u, v ∈ V ,
w ∈W ,
unw = 0 for n sufficiently large,
YW (1, x) = 1,
x−10 δ
(
x1 − x2
x0
)
YW (u, x1)YW (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
YW (v, x2)YW (u, x1)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (u, x0)v, x2).
Definition 24. Let V = ⊕∞n=0V(n) be a N-graded vertex algebra. A N-graded V -module
is a V -module M equipped with a N-grading M = ⊕∞n=0M(n) such that M(0) 6= {0} and
vmM(n) ⊂M(n+p−m−1) for v ∈ V(p), p, n ∈ N, m ∈ Z.
Proposition 25. [LLi] Let V be a vertex algebra.
(i) For v ∈ V , v is weakly nilpotent if and only if (v−1)
r1 = 0 for some r > 0.
(ii) Also, if u ∈ V such that unu = 0 for all n ≥ 0, then Y ((u−1)
r1, z) = Y (u, z)r for r > 0.
(iii) Let (W,YW ) be a V -module. Then for any weakly nilpotent element v of V , with r > 0
chosen so that (v−1)
r1 = 0, we have YW ((v−1)
r1, z) = 0. Also for u ∈ U such that unu = 0
for all n ≥ 0, we have YW ((u−1)
r1, z) = YW (u, z)
r for r > 0.
ON INDECOMPOSABLE VERTEX ALGEBRAS ASSOCIATED WITH VERTEX ALGEBROIDS 9
Proposition 26. [LiY1] Let V be a vertex algebra and let I be a (two-sided) ideal generated
by a subset S. Let (W,YW ) be a V -module and let U be a generating subspace of W as a
V -module such that YW (v, x)u = 0 for v ∈ S, u ∈ U . Then YW (v, x) = 0 for v ∈ I.
Next, we recall a construction of vertex algebras associated with vertex algebroids in [LiY1].
Let A be a commutative associative algebra with identity e and let B be a vertex A-algebroid.
We set L(A ⊕ B) = (A ⊕ B)⊗ C[t, t−1]. Subspaces L(A) and L(B) of L(A ⊕ B) are defined
in the obvious way.
We set ∂ˆ = ∂⊗1+1⊗ d
dt
: L(A)→ L(A⊗B).We define deg(a⊗tn) = −n−1, deg(b⊗tn) = −n
for a ∈ A, b ∈ B, n ∈ Z. Then L(A⊕B) becomes a Z-graded vector space:
L(A⊕B) = ⊕n∈ZL(A⊕B)(n)
where L(A ⊕ B)(n) = A ⊗ Ct
−n−1 + B ⊗ Ct−n. Clearly, the subspaces L(A) and L(B) are
Z-graded vector spaces as well. In addition, for n ∈ N, L(A)(n) = A ⊗ Ct
−n−1. The linear
map ∂ˆ : L(A) → L(A⊕ B) is of degree 1. We define a bilinear product [·, ·] on L(A ⊕ B) as
follow:
[a⊗ tm, a′ ⊗ tn] = 0,
[a⊗ tm, b⊗ tn] = a0b⊗ t
m+n,
[b⊗ tn, a⊗ tm] = b0a⊗ t
m+n,
[b⊗ tm, b′ ⊗ tn] = b0b
′ ⊗ tm+n +m(b1b)⊗ t
m+n−1
for a, a′ ∈ A, b, b′ ∈ B, m,n ∈ Z. For convenience, we set
L := L(A⊕B)/∂ˆL(A).
It was shown in [LiY1] that L = ⊕n∈ZL(n) is a Z-graded Lie algebra. Here,
L(n) = L(A⊕B)(n)/∂ˆ(L(A)(n−1)) = (A⊗Ct
−n−1 +B ⊗ Ct−n)/∂ˆ(A⊗ Ct−n).
In particular, L(0) = A⊗ Ct
−1 +B/∂A.
Let ρ : L(A⊕B)→ L be a natural linear map defined by
ρ(u⊗ tn) = u⊗ tn + ∂ˆL(A).
For u ∈ A ⊕ B, n ∈ Z, we set u(n) = ρ(u ⊗ tn) and u(z) =
∑
n∈Z u(n)z
−n−1. Let W be a
L-module. We use uW (n) or sometimes just u(n) for the corresponding operator on W and
we write uW (z) =
∑
n∈Z u(n)z
−n−1 ∈ (EndW )[[z, z−1]]. The commutator relations in terms
of generating functions are the following:
[a(z1), a
′(z2)] = 0(19)
[a(z1), b(z2)] = z
−1
2 δ
(
z1
z2
)
(a0b)(z2),(20)
[b(z1), b
′(z2)] = z
−1
2 δ
(
z1
z2
)
(b0b
′)(z2) + (b1b
′)(z2)
∂
∂z2
z−12 δ
(
z1
z2
)
(21)
10 PHICHET JITJANKARN, AND GAYWALEE YAMSKULNA
for a, a′ ∈ A, b, b′ ∈ B.
Next, we define L≥0 = ρ((A⊕B)⊗ C[t]) ⊂ L, and L<0 = ρ((A⊕B)⊗ t−1C[t−1]) ⊂ L. As a
vector space, L = L≥0 ⊕ L<0. The subspaces L≥0 and L<0 are graded sub-algebras.
We now consider C as the trivial L≥0-module and form the following induced module
VL = U(L)⊗U(L≥0) C.
In view of the Poincare-Birkhoff-Witt theorem, we have VL = U(L
<0) as a vector space. We
may consider A⊕B as a subspace:
A⊕B → VL, a+ b 7→ a(−1)1 + b(−1)1.
We assign deg C = 0. Then VL = ⊕n∈N(VL)(n) is a restricted N-graded L-module. We set
1 = 1 ∈ VL.
Proposition 27. [FKRW, MeP]
There exists a unique vertex algebra structure on VL with Y (u, x) = u(x) for u ∈ A ⊕ B.
In fact, the vertex algebra VL is a N-graded vertex algebra and it is generated by A ⊕ B.
Furthermore, any restricted L-module W is naturally a VL-module with YW (u, x) = uW (x)
for u ∈ A⊕B. Conversely, any VL-module W is naturally a restricted L-module with uW (x) =
YW (u, x) for u ∈ A⊕B.
Now, we set
E0 = Span{e− 1, a(−1)a
′ − a ∗ a′ | a, a′ ∈ A} ⊂ (VL)(0),
E1 = Span{a(−1)b− a · b | a ∈ A, b ∈ L} ⊂ (VL)(1),
E = E0 ⊕ E1
We define
IB = U(L)C[D]E.
The vector space IB is an L-submodule of VL. We set
VB = VL/IB .
Proposition 28. [GMS, LiY1]
(i) VB is a N-graded vertex algebra such that (VB)(0) = A and (VB)(1) = B (under the linear
map v 7→ v(−1)1) and VB as a vertex algebra is generated by A ⊕ B. Furthermore, for any
n ≥ 1,
(VB)(n)
= span{b1(−n1).....bk(−nk)1 | bi ∈ B,n1 ≥ ... ≥ nk ≥ 1, n1 + ...+ nk = n}.
(ii) A VB-module W is a restricted module for the Lie algebra L with v(n) acting as vn for
v ∈ A⊕B, n ∈ Z. Furthermore, the set of VB-submodules is precisely the set of L-submodules.
Next, we recall definition of Lie algebroid and its module. Also, we will review construction
of VB-modules from modules of Lie A-algebroid B/A∂(A).
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Definition 29. Let A be a commutative associative algebra. A Lie A-algebroid is a Lie
algebra g equipped with an A-module structure and a module action on A by derivation such
that
[u, av] = a[u, v] + (ua)v, a(ub) = (au)b
for all u, v ∈ g, a, b ∈ A.
A module for a Lie A-algebroid g is a vector space W equipped with a g-module structure
and an A-module structure such that
u(aw) − a(uw) = (ua)w, a(uw) = (au)w
for a ∈ A, u ∈ g, w ∈W .
Proposition 30. [LiY1] Let W = ⊕n∈NW(n) be a N-graded VB-module with W(0) 6= {0}.
Then W(0) is an A-module with a · w = a−1w for a ∈ A, w ∈ W(0) and W(0) is a module for
the Lie algebra B/A∂(A) with b · w = b0w for b ∈ B, w ∈ W(0). Furthermore, W(0) equipped
with these module structures is a module for Lie A-algebroid B/A∂A. If W is graded simple,
then W(0) is a simple module for Lie A-algebroid B/A∂A.
Now, we set L± = ⊕n≥1L(±n) and L≤0 = L− ⊕ L(0). Let U be a module for the Lie algebra
L(0)(= A⊕B/∂(A)). Then U is an L(≤0)-module under the following actions:
a(n− 1) · u = δn,0au, b(n) · u = δn,0u for a ∈ A, b ∈ B,n ≥ 0.
Next, we form the induced L-module M(U) = IndLL(≤0) U . Endow U with degree 0, making
M(U) a N-graded L-module. In fact, M(U) is a VL-module. We set
W (U) = span{vnu | v ∈ E, n ∈ Z, u ∈ U} ⊂M(U),
and
MB(U) =M(U)/U(L)W (U).
Proposition 31. [LiY1]
(i) Let U be a module for the Lie algebra L(0). Then MB(U) is a VB-module. If U is a module
for the Lie A-algebroid B/A∂A then (MB(U))(0) = U .
(ii) Let U be a module for the Lie A-algebroid B/A∂A. Then there exists a unique maximal
graded U(L)-submodule J(U) of M(U) with the property that J(U) ∩ U = 0. Moreover,
L(U) =M(U)/J(U) is a N-graded VB-module such that L(U)(0) = U as a module for the Lie
A-algebroid B/A∂A. If U is a simple B/A∂A, L(U) is a graded simple VB-module.
(iii) Let W =
∐
n∈NW(n) be an N-graded simple VB-module with W(0) 6= 0. Then W
∼=
L(W(0)).
(iv) For any complete set H of representatives of equivalence classes of simple modules for the
Lie A-algebroid B/A∂A, {L(U) | U ∈ H} is a complete set of representatives of equivalence
classes of simple N-graded simple VB-modules.
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3. Proof of Theorem 1 and Theorem 2
Let A be a finite-dimensional commutative associative algebra with the identity e such that
dim A ≥ 2. Let B be a finite-dimensional vertex A-algebroid such that A is not a trivial
B-module and Leib(B) 6= {0}. Let S be its Levi factor such that S = Span{e, f, h}, e0f = h,
h0e = 2e, h0f = −2f , and e1f = ke. Here, k ∈ C\{0}. Assume that one of the following
statements hold.
(I) B is a simple Leibniz algebra;
(II) B is a semisimple Leibniz algebra and Ker(∂) = {a ∈ A | b0a = 0 for all b ∈ B}.
We set A = Ce⊕lj=1N
j where each N j is an irreducible sl2-submodule of A. By Proposition
15 and Proposition 16, we have
(i) e1e = f1f = e1h = f1h = 0, k = 1, h1h = 2e;
(ii) Ker(∂) = Ce and l ≥ 1;
(iii) For j ∈ {1, ..., l} dimN j = 2, and dimLeib(B) = 2l;
(iv) A is a local algebra. For each j, we let aj,0 be a highest weight vector of N
j and
aj,1 = f0(aj,0). Then {e, aj,i | j ∈ {1, ...., l}, i ∈ {0, 1}} is a basis of A, and {∂(aj,i) | j ∈
{1, ..., l}, i ∈ {0, 1}} is a basis of Leib(B).
Relations among aj,i, e, f, h, ∂(aj,i) are described below:
aj,i ∗ aj′,i′ = 0, aj,0 · e = 0, aj,1 · e = ∂(aj,0), aj,0 · f = ∂(aj,1), aj,1 · f = 0,
aj,0 · h = ∂(aj,0), aj,1 · h = −∂(aj,1), aj,i · ∂(aj′,i′) = 0,
∂(aj,i)1e = e0aj,i = (2− i)aj,i−1, ∂(aj,i)1f = f0aj,i = (i+ 1)aj,i+1,
∂(aj,i)1h = h0aj,i = (1− 2i)aj,i.
3.1. Proof of Theorem 1.
First, we will prove statement (i) of Theorem 1.
Lemma 32. VB is an indecomposable non-simple vertex algebra.
Proof. Recall that (VB)(0) = A, (VB)(1) = B and VB is generated by A and B. By Proposition
19, we can conclude that VB is an indecomposable non-simple vertex algebra. 
Now, we prove statement (ii) of Theorem 1. First, we show in Lemma 33 that if U is an
irreducible B/A∂(A)-module such that aj,i acts as zero for all j ∈ {1, ..., l}, i ∈ {0, 1} then U
is an irreducible module for the Lie A-algebroid B/A∂(A). Next, we prove in Lemma 34 that
the converse of the previous statement holds when U has finite dimension (i.e., if U is a finite
dimensional irreducible module for the Lie A-algebroid B/A∂(A) then aj,i acts trivial on U
for all j ∈ {1, ..., l}, i ∈ {0, 1}.) We complete the proof of the statement (ii) of Theorem 1 in
Lemma 35.
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Lemma 33. Let U be an irreducible B/A∂(A)-module. If e acts as a scalar 1, and aj,i
acts trivially on U for all j ∈ {1, ..., l}, i ∈ {0, 1} then U is an irreducible module for a Lie
A-algebroid B/A∂(A).
Proof. Let U be an irreducible B/A∂(A)-module. Assume that e acts as a scalar 1, and aj,i
acts trivially on U for all j ∈ {1, ..., l}, i ∈ {0, 1}. First, we will show that U is a module for
the associative algebra A. Let a = βe+
∑l
j=1
∑1
i=0 λj,iaj,i, a
′ = β′e+
∑l
j=1
∑1
i=0 λ
′
j,iaj,i ∈ A.
Here, β, β′, λj,i, λ
′
j,i ∈ C. Since
(a ∗ a′) · w = ((βe +
l∑
j=1
1∑
i=0
λj,iaj,i) ∗ (β
′e+
l∑
j=1
1∑
i=0
λ′j,iaj,i)) · w
= (βa′ + β′
l∑
j=1
1∑
i=0
λj,iaj,i) · w = (ββ
′)w, and
a · (a′ · w) = a · (β′w) = ββ′w for all w ∈ U,
we can conclude that U is a module for the associative algebra A.
Now, we will show that U is a module for the Lie A-algebroid B/A∂(A). It is enough to show
that for a ∈ A, u ∈ B/A∂(A), w ∈ U , u0(a ·w)−a · (u0w) = (u0a) ·w and a · (u0w) = (a ·u)0w.
Recall that for a, a′ ∈ A, b ∈ B, (a ·v)0a
′ = −a′0(a ·v) = −a∗ (a
′
0v) = a∗ (v0a
′). Consequently,
(α · ∂(α′))0a
′ = α ∗ (∂(α′)0a
′) = 0 for all α,α′, a′ ∈ A.
We let u = γee+ γff + γhh+A∂(A) ∈ B/A∂(A). Here, γe, γf , γh ∈ C. Observe that
u0a = (γee+ γff + γhh+A∂(A))0(βe +
l∑
j=1
1∑
i=0
λj,iaj,i)
= γe
l∑
j=1
λj,1aj,0 + γf
l∑
j=1
λj,0aj,1 + γh
l∑
j=1
λj,0aj,0 + γh
l∑
j=1
λj,1(−aj,1).
Hence, (u0a) · w = 0 for all w ∈ U . Since
u0(a · w)− a · (u0w) = u0((βe+
l∑
j=1
1∑
i=0
λj,iaj,i) · w)− (βe+
l∑
j=1
1∑
i=0
λj,iaj,i) · (u0w)
= u0(βw)− β(u0w)
= 0
we can conclude immediately that
u0(a · w)− a · (u0w) = (u0a) · w for all w ∈ U.
Recall that for j ∈ {1, ..., l}, i ∈ {0, 1}, we have aj,i · v ∈ ∂(A) for all v ∈ B. It follows that
(a · u)0w = (βu)0w = βu0w for all w ∈ U.
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Moreover, we have
a · (u0w) = β(u0w) = (a · u)0w for all w ∈ U.
Therefore, U is a module for the Lie A-algebroid B/A∂(A).
Next, we will show that U is an irreducible module for the Lie A-algebroid B/A∂(A). Let N
be a nonzero Lie A-algebroid B/A∂(A)-submodule of U . Then N is a B/A∂(A)-submodule of
U . Since U is an irreducible B/A∂(A), we can conclude that N = U and U is an irreducible
module for the Lie A-algebroid B/A∂(A). This completes the proof of this Lemma. 
Lemma 34. LetW be a finite dimensional irreducible module of the Lie A-algebroid B/A∂(A).
Then for j ∈ {1, ..., l}, i ∈ {0, 1}, aj,i acts trivially on W . In addition, W is an irreducible
sl2-module.
Proof. Let W be a finite dimensional irreducible module of the Lie A-algebroid B/A∂(A).
First, we will show that if W has dimension 1 then W is a trivial sl2-module such that for
j ∈ {1, ..., l}, i ∈ {0, 1}, aj,i acts as zero on W . For simplicity, we assume that W = Cb for
some b ∈W . Clearly, W is a trivial sl2-module. We set aj,i · b = βj,ib. Here, βj,i ∈ C. Since
h0(aj,i · b) = (h0aj,i) · b+ (aj,i) · (h0b) = (h0aj,i) · b, and
h0(aj,i · b) = h0(βj,ib) = 0,
we then have that
0 = (h0aj,0) · b = aj,0 · b = βj,0b and
0 = (h0aj,1) · b = −aj,1 · b = −βj,1b.
Therefore, βj,i = 0 and aj,i acts as zero on W for all j ∈ {1, ..., l} and i ∈ {0, 1}.
Next, we assume that W has dimension 2. Hence, W is either a direct sum of two one-
dimensional trivial sl2-modules or W is a two-dimensional irreducible sl2-module. Suppose
that W = Cb1 ⊕ Cb2 where Cb1 and Cb2 are trivial B/A∂(A)-modules. For j ∈ {1, ..., l},
i ∈ {0, 1}, we set aj,i · b1 = βj,i,1b1 + βj,i,2b2. Since
h0(aj,i · b1) = (h0(aj,i)) · b1 and h0(βj,i,1b1 + βj,i,2b2) = 0,
we then have that aj,i·b1 = 0 for all j ∈ {1, ..., l}, i ∈ {0, 1}. Consequently, Cb1 is an irreducible
A-Lie algebroid B/A∂(A). This contradicts with our assumption that W is an irreducible Lie
A-algebroid B/A∂(A). Therefore, W is a two-dimensional irreducible sl2-module. Let w0 be
a highest weight vector of W of weight 1 and let w1 = f0(w0). The set {w0, w1} is a basis of
W . For j ∈ {1, ..., l}, i ∈ {0, 1}, we set
aj,i · (w0) = αj,i,0w0 + αj,i,1w1.
Here, αj,i,0, αj,i,1 ∈ C. Notice that
h0(aj,i · w0) = (h0aj,i) · w0 + aj,i · (h0(w0)) = (h0aj,i) · w0 + aj,i · w0, and
h0(αj,i,0w0 + αj,i,1w1) = αj,i,0w0 + αj,i,1(−w1).
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So, we have
2aj,0 · w0 = (h0aj,0) · w0 + aj,0 · w0 = αj,0,0w0 + αj,0,1(−w1), and
0 = (h0aj,1) · w0 + aj,1 · w0 = αj,1,0w0 + αj,1,1(−w1).
Therefore, for j ∈ {1, ..., l}, i ∈ {0, 1}, we have αj,i,0 = αj,i,1 = 0 and aj,i · w0 = 0. Since
aj,0 · f = ∂(aj,1) and aj,1 · f = 0, these imply that
aj,i · w1 = aj,i · (f0w0) = (aj,i · f)0(w0) = 0
Consequently, if dim W = 2 then W is an irreducible B/A∂(A)-module such that for j ∈
{1, ..., l}, i ∈ {0, 1}, aj,i acts trivially on W .
Now, we study that case when dimW ≥ 3. Suppose that W contains a nonzero proper
B/A∂(A)-submodule (i.e., we consider W as a module for the Lie algebra B/A∂(A)). Since
B/A∂(A) is semisimple, this implies that there exist irreducible B/A∂(A)-modules U1, ..., Ut
such that W = ⊕ti=1Ut. For each i ∈ {1, ..., t}, we let wi,0 be a highest weight vector of Ui of
weight mi. Also, we set wi,s =
1
s!(f(0))
swi,0. Clearly, {wi,0, ...., wi,mi} form a basis of Ui. Let
j ∈ {1, ..., l}, 1 ≤ s ≤ mi. Since aj,0 · f = ∂(aj,1) and aj,1 · f = 0, we then have that
aj,0 · wi,s = aj,0 ·
(
1
s!
(f0)
swi,0
)
= aj,0 ·
(
f0(
1
s!
(f0)
s−1wi,0)
)
= (aj,0 · f)0
(
1
s!
(f0)
s−1wi,0
)
= 0,
and
aj,1 · wi,s = aj,1 ·
(
1
s!
(f0)
swi,0
)
= (aj,1 · f)0
(
1
s!
(f0)
s−1wi,0
)
= 0.
Since h0(aj,0 · wi,0) = (h0aj,0) · wi,0 + aj,0 · (h0wi,0) = (mi + 1)aj,0 · wi,0 and
h0(aj,0 · wi,0) = e0f0(aj,0 · wi,0)− f0e0(aj,0 · wi,0)
= e0(f0(aj,0) · wi,0 + aj,0 · (f0wi,0))− f0((e0aj,0) · wi,0 + aj,0 · e0wi,0)
= e0(aj,1 · wi,0 + aj,0 · wi,1)
= e0(aj,1 · wi,0)
= (e0aj,1) · wi,0 + aj,1 · (e0wi,0)
= aj,0 · wi,0,
we can conclude that mi = 0 and Ui is a trivial B/A∂(A)-module. Moreover, {w1,0, ..., wt,0}
is a basis of W . For j ∈ {1, ..., l}, i ∈ {1, ..., t}, we set aj,0 · wi,0 =
∑t
p=1 αpwp,0, and
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aj,1 · wi,0 =
∑t
p=1 γpwp,0 where αp, γp ∈ C. Since
h0(aj,0 · wi,0) = (h0aj,0) · wi,0 + aj,0 · h0wi,0 = aj,0 · wi,0,
h0(
t∑
p=1
αpwp,0) = 0,
h0(aj,1 · wi,0) = (h0aj,1) · wi,0 + aj,1 · h0wi,0 = −aj,1 · wi,0,
h0(
t∑
p=1
γpwp,0) = 0,
we can conclude that aj,0 · wi,0 = 0 = aj,1 · wi,0 for all j ∈ {1, ..., l}, i ∈ {1, ..., t}. Moreover,
each Ui is an irreducible module for the Lie A-algebroid B/A∂(A). This is a contradiction.
Hence, W is an irreducible B/A∂(A)-module.
Now, we let u0 be the highest weight vector of W with weight m and for i ∈ {1, ...,m} we let
ui =
1
i!(f(0))
iu0. We have
aj,0 · ui = aj,0 ·
(
1
i!
(f0)
iu0
)
= aj,0 ·
(
f0(
1
i!
(f0)
i−1u0)
)
= (aj,0 · f)0
(
1
i!
(f0)
i−1u0
)
= 0,
and
aj,1 · ui = aj,1 ·
(
1
i!
(f0)
iu0
)
= (aj,1 · f)0
(
1
i!
(f0)
i−1u0
)
= 0.
Next, we set aj,0 · u0 =
∑m
q=0 αquq. Since
h0(aj,0 · u0) = (m+ 1)(aj,0 · u0) =
m∑
q=0
αq(m+ 1)uq and
h0(
m∑
q=0
αquq) =
m∑
q=0
(m− 2q)αquq,
we can conclude that αq(m + 1) = αq(m − 2q) for all 0 ≤ q ≤ m. If αq 6= 0, we have
m+ 1 = m− 2q which is impossible. Therefore, for all 0 ≤ q ≤ m, αq = 0. Consequently, we
have aj,0 · u0 = 0. Moreover, we have
aj,1 · u0 = (f0aj,0) · u0 = f0(aj,0 · u0)− aj,0 · (f0u0) = −aj,0 · u1 = 0.
Hence, W is an irreducible B/A∂(A)-module such that for j ∈ {1, ..., l}, i ∈ {0, 1}, aj,i acts
trivially on W . This completes the proof of this Lemma. 
Lemma 35. The set of representatives of equivalence classes of finite-dimensional simple sl2-
modules is equivalent to the set of representatives of equivalence classes of N-graded simple
VB-modules N = ⊕
∞
n=0N(n) such that dim N(0) <∞.
Proof. By Lemma 33, every finite dimensional irreducible B/A∂(A)-module is an irreducible
module for the Lie A-algebroid B/A∂(A). By Lemma 34, the set of representatives of equiv-
alence classes of finite dimensional simple modules for the Lie A-algebraoid B/A∂(A) equals
the set of representatives of equivalence classes of finite dimensional simple modules for the
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Lie algebra B/A∂(A). By Proposition 31, we can conclude that the set of representatives
of equivalence classes of finite-dimensional simple sl2-modules is equivalent to the set of rep-
resentatives of equivalence classes of N-graded simple VB-modules N = ⊕
∞
n=0N(n) such that
dim N(0) <∞. 
This completes the proof of statment (ii) of Theorem 1.
3.2. Proof of Theorem 2.
First, we will prove statement (i) of Theorem 2. Let (e(−1)e) be an ideal of VB that is
generated by e(−1)e.
Lemma 36. (e(−1)e) ∩A = {0} and (e(−1)e) ∩B = {0}.
Proof. First, we will show that v(deg v)+1e(−1)e = 0 and vdeg ve(−1)e = 0 for every homoge-
neous v ∈ VB . We will separate our proof into several steps. For the first step, we will show
that for a ∈ A,
a(n)e(−1)e = 0 for all n ≥ 0.
Recall that for a ∈ A, b ∈ B, we have b(−1)a = a(−1)b − D(a(0)b) = a · b − D(a0b). Let
a = α1+
∑l
j=1
∑1
i=0 αj,iaj,i. Here, α,αj,i ∈ C. It is straightforward to show that
a(0)e(−1)e
= e(−1)a0e+ (a0e)(−1)e
= −e(−1)e0a− (e0a)(−1)e
= −e(−1)(
l∑
j=1
αj,1aj,0)−
l∑
j=1
αj,1(aj,0)(−1)e
= −e(−1)(
l∑
j=1
αj,1aj,0)−
l∑
j=1
αj,1(aj,0) · e
= −(
l∑
j=1
αj,1aj,0) · e+D((
l∑
j=1
αj,1aj,0)0e)
= 0,
and a(1)e(−1)e = e(−1)a(1)e + (a0e)(0)e = e0(e0a) = e0
(∑l
j=1 αj,1aj,0
)
= 0. Hence,
a(n)e(−1)e = 0 for all n ≥ 0.
For the second step, we will show that for b ∈ B,
(b(−1)1)ne(−1)e = b(n)e(−1)e = 0, (b(−m)1)m+1e(−1)e = 0, and (b(−m)1)me(−1)e = 0
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for all m ≥ 2, n ≥ 1. Let b = βee + βff + βhh +
∑l
j=1
∑1
i=0 βj,i∂(aj,i) ∈ B. Here,
βe, βf , βh, βj,i ∈ C. Since
b0e = (βee+ βff + βhh+
l∑
j=1
1∑
i=0
βj,i∂(aj,i))0e
= βf (−h) + βh(2e) and
b1e = (βee+ βff + βhh+
l∑
j=1
1∑
i=0
βj,i∂(aj,i))1e
= βf1+
l∑
j=1
βj,1aj,0
we then have that
b(1)e(−1)e = e(−1)b(1)e + (b0e)(0)e + (b1e)(−1)e
= e(−1)(b1e) + (βf (−h) + βh(2e))0e+ (βf1+
l∑
j=1
βj,1aj,0)(−1)e
= e(−1)(βf1+
l∑
j=1
βj,1aj,0) + βf (−2)e+ βfe
=
l∑
j=1
βj,1(aj,0 · e+ ∂((aj,0)0e)
= 0, and
b(2)e(−1)e = e(−1)b(2)e + (b0e)(1)e + 2(b1e)(0)e
= (βf (−h) + βh(2e))1e+ 2(βf1+
l∑
j=1
βj,1aj,0)0e
= 0.
Hence, (b(−1)1)ne(−1)e = b(n)e(−1)e = 0 for all n ≥ 1. Let m ≥ 2. For t ≥ 1,
(b(−m)1)te(−1)e
=
∑
i≥0
(−1)i
(
−m
i
)
(b(−m− i)1(t+ i)− (−1)−m1(−m+ t− i)b(i))e(−1)e
= −(−1)−m1(−m+ t)b(0)e(−1)e.
This implies that (b(−m)1)m+1e(−1)e = 0 and (b(−m)1)me(−1)e = 0.
Recall that for n ≥ 1,
(VB)(n)
= span{b1(−n1).....bk(−nk)1 | bi ∈ B,n1 ≥ ... ≥ nk ≥ 1, n1 + ...+ nk = n}.
ON INDECOMPOSABLE VERTEX ALGEBRAS ASSOCIATED WITH VERTEX ALGEBROIDS 19
If v ∈ VB is of the form b1(−n1).....bk(−nk)1 where bi ∈ {e, f, h, ∂(aj,i) | j ∈ {1, ..., l}, i ∈
{0, 1}}, we say that v is a monomial vector that has length k. For the third step, we will
show that if b ∈ B, and v is a monomial vector of length k then either b(0)v = 0 or b(0)v is a
sum of monomial vectors that have length k. Clearly, if b ∈ ∂(A) then b0v = 0. Notice that
b(0)b1(−n1)1 = (b0b
1)(−n1)1
b(0)b1(−n1)b
2(−n2)1 = b
1(−n1)(b0b
2)(−n2)1+ (b0b
1)(−n1)b
2(−n2)1
If b0b
1 = 0 then b(0)b1(−n1)1 = 0. If b0b
1 6= 0 then b(0)b1(−n1)1 is a sum of monomial
vectors of length 1. Similarly, if b0b
2 = 0 = b0b
1 then b(0)b1(−n1)b
2(−n2)1 = 0. Otherwise,
b(0)b1(−n1)b
2(−n2)1 is a sum of monomial vectors of length 2. Now, we assume that for
monomial vectors w of length t, either b(0)w = 0 or b(0)w are the sum of monomial vectors
of length t. Since
b(0)b1(−n1).....bt+1(−nt+1)1
= b1(−n1)b(0)b2(−n2).....bt+1(−nt+1)1
+(b0b
1)(−n1)b2(−n2).....bt+1(−nt+1)1,
by induction hypothesis, we can conclude that either b(0)b1(−n1).....bt+1(−nt+1)1 = 0 or
b(0)b1(−n1).....bt+1(−nt+1)1 is a sum of monomial vectors of length t+ 1.
For the fourth step, we will show that for every monomial vector v ∈ VB , v(deg v)+1e(−1)e = 0
and vdeg ve(−1)e = 0. We will use an induction on the length of monomial vectors to prove this
statement. By the first step and the second step, we can conclude immediately that if v is a
monomial vector of length q where 0 ≤ q ≤ 1 then v(deg v)+1e(−1)e = 0 and v(deg v)e(−1)e = 0.
Now, we assume that for any monomial vector v of length k ≤ t, v(deg v)+1e(−1)e = 0 and
v(deg v)e(−1)e = 0. For i ∈ {1, ..., t + 1}, we let ni be a positive integer, b
i ∈ B. We set
n = n1 + n2 + ...+ nt + nt+1 + 1. Notice that
(b1(−n1)b
2(−n2)...b
t(−nt)b
t+1(−nt+1)1)ne(−1)e
=
∑
i≥0
(−1)i
(
−n1
i
)
(b1(−n1 − i)(b
2(−n2)...b
t(−nt)b
t+1(−nt+1)1)n+i
−(−1)n1(b2(−n2)...b
t(−nt)b
t+1(−nt+1)1)−n1+n−ib
1(i))e(−1)e
= −(−1)n1(b2(−n2)...b
t+1(−nt+1)1)−n1+nb
1(0)e(−1)e (by induction hypothesis)
= (−1)n1+1(b1(0)(b2(−n2)...b
t+1(−nt+1)1)−n1+ne(−1)e
−(b1(0)b2(−n2)...b
t+1(−nt+1)1)−n1+ne(−1)e),
For simplicity, we set
u = b2(−n2)...b
t+1(−nt+1)1 and w = b
1(0)b2(−n2)...b
t+1(−nt+1)1.
Note that the vector u is a monomial vector of length t, the vector w is a sum of monomial
vectors of length t, and
−n1 + n = n2 + ....+ nt+1 + 1 = (deg u) + 1 = (degw) + 1.
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By induction hypothesis, we can conclude that
(b1(−n1)b
2(−n2)...b
t(−nt)b
t+1(−nt+1)1)ne(−1)e = 0.
Next, we assume that n = n1 + n2 + ...+ nt+1. We have
(b1(−n1)b
2(−n2)...b
t+1(−nt+1)1)ne(−1)e
=
∑
i≥0
(−1)i
(
−n1
i
)
(b1(−n1 − i)(b
2(−n2)...b
t+1(−nt+1)1)n+i
−(−1)n1(b2(−n2)...b
t+1(−nt+1)1)−n1+n−ib
1(i))e(−1)e
= δn1,1b
1(−n1)(b
2(−n2)...b
t+1(−nt+1)1)ne(−1)e
−(−1)n1(b2(−n2)...b
t+1(−nt+1)1)−n1+nb
1(0)e(−1)e
= δn1,1b
1(−n1)(b
2(−n2)...b
t+1(−nt+1)1)ne(−1)e
−(−1)n1{b1(0)(b2(−n2)...b
t+1(−nt+1)1)−n1+n
−(b1(0)b2(−n2)...b
t+1(−nt+1)1)−n1+n}e(−1)e.
We set p = b2(−n2)...b
t+1(−nt+1)1 and r = b
1(0)b2(−n2)...b
t+1(−nt+1)1. Notice that when
n1 = 1, pn = p(deg p)+1. Also, p−n1+n = pdeg p, r is a sum of monomial vectors of length t and
r−n1+n = rdeg r. By induction hypothesis, we can conclude that
(b1(−n1)b
2(−n2)...b
t+1(−nt+1)1)ne(−1)e = 0.
Hence, for any homogeneous monomial vector v of length k, v(deg v)+1e(−1)e = 0 and vdeg ve(−1)e =
0. This completes the fourth step.
Because v(deg v)+1e(−1)e = 0 and vdeg ve(−1)e = 0 for any homogeneous monomial vector v
of any length k, we can conclude further that for any homogeneous vector u ∈ VB,
u(deg u)+1e(−1)e = 0, and
udeg ue(−1)e = 0.
Moreover, for any homogeneous vector v ∈ VB , t ∈ Z, we have vte(−1)e ∈ ⊕
∞
n=2(VB)(n). This
implies that for v ∈ VB, t ∈ Z, we have vte(−1)e ∈ ⊕
∞
n=2(VB)(n).
Next, we will show that for i ≥ 1, vtD
ie(−1)e ∈ ⊕∞n=2(VB)(n) for all v ∈ VB , t ∈ Z. Clearly,
vtDe(−1)e = Dvte(−1)e + tvt−1e(−1)e ∈ ⊕
∞
n=2(VB)(n).
Now, let us assume that vtD
je(−1)e ∈ ⊕∞n=2(VB)(n) for all v ∈ VB , t ∈ Z. Since
vtD
j+1e(−1)e = DvtD
je(−1)e + tvt−1D
je(−1)e,
we can conclude immediately that vtD
j+1e(−1)e ∈ ⊕∞n=2(VB)(n). Hence,
vtD
ie(−1)e ∈ ⊕∞n=2(VB)(n) for all i ≥ 0, v ∈ VB, t ∈ Z.
This implies that (e(−1)e) ∩ (A⊕B) = {0}. 
We set
VB = VB/(e(−1)e).
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Proposition 37. VB = ⊕
∞
n=0(VB)(n) is an indecomposable non-simple N-graded vertex algebra
such that (VB)(0) = A and (VB)(1) = B.
Proof. Since VB = ⊕
∞
n=0(VB)(n) is a N-graded vertex algebra such that (VB)(0) = A and
(VB)(1) = B, by Proposition 19, we can conclude that VB = ⊕
∞
n=0(VB)(n) is an indecomposable
non-simple N-graded vertex algebra. 
This completes the proof of statement (i) of Theorem 2.
To prove statement (ii) and statement (iii) of Theorem 2, we need to use properties of vertex
operator algebras associated with a certain type of rank one lattices, and vertex operator
algebras associated with highest weight representations of affince Lie algebras. We provide
background material on these topics in Appendices.
Let Sˆ = S ⊗ C[t, t−1]⊕Cc be the affine Lie algebra where c is central and
[u⊗ tm, v⊗n] = [u, v] ⊗ tm+n +m〈〈u, v〉〉δm+n,0c.
Here, 〈〈 , 〉〉 is a symmetric invariant bilinear form of S such that 〈〈e, f〉〉 = 1, 〈〈h, h〉〉 = 2
and 〈〈e, e〉〉 = 〈〈f, f〉〉 = 〈〈e, h〉〉 = 〈〈f, h〉〉 = 0. The generalized Verma Sˆ-module MS(k, 0) is
a vertex operator algebra (see Appendices for the construction of the vertex operator algebra
MS(k, 0) and its properties).
For u ∈ VB, we set YVB(u, z) =
∑
n∈Z u[n]z
−n−1. Since S = Span{e, f, h} is a subset of (VB)(1)
and S is a Lie algebra with a symmetric invariant bilinear form 〈 , 〉 : S × S → C such that
〈s, s′〉e = s[1]s′, the map Sˆ → End(VB) : s⊗ t
m → s[m] is a representation of the affine Kac-
Moody algebra Sˆ of level k where 〈s, s′〉 = k〈〈s, s′〉〉 for s, s′ ∈ S. Since 〈h, h〉e = h[1]h = 2e
and 〈〈h, h〉〉 = 2, we then have that k = 1. Moreover, VB is a module of MS(1, 0).
Let U be the vertex sub-algebra of VB that is generated by S. This vertex algebra U is
a highest weight module for Sˆ. In fact, U is a quotient of the generalized Verma module
MS(1, 0). Notice that U is integrable if and only if U ∼= L(1, 0). By Theorem 10.7 in [K],
this is equivalent to the condition (e[−1])l1 = 0 for some l ≥ 0. Since (e[−1])21 = 0, we can
conclude immediately that U is integrable. Indeed, U is isomorphic to L(1, 0). Moreover, by
Proposition 25, and Theorem 13.16 of [DoL], VB is integrable as Sˆ-module.
By Proposition 47, we have f [−1]f = 0.
Lemma 38.
(i) ((f + h− e)[−1])21 = 0.
(ii) If (W,YW ) is a VB-module then YW (e, z)
2 = YW (f, z)
2 = YW (f + h− e, z)
2 = 0.
(iii) In particular, we have YVB (e, z)
2 = YVB (f, z)
2 = YVB (f + h− e, z)
2 = 0 on VB.
Proof. Since
0 = e[0](f [−1])21 = f [−1]h[−1]1+ h[−1]f [−1]1,
0 = f [0](e[−1])21 = −(e[−1]h[−1]1 + h[−1]e[−1]1) and
0 = (f [0])2(e[−1])21 = −(2e[−1]f [−1]1 − 2(h[−1])21+ 2f [−1]e[−1]1)
22 PHICHET JITJANKARN, AND GAYWALEE YAMSKULNA
we can conclude that ((f + h− e)[−1])21 = 0. This proves (i).
By Proposition 25, we can conclude that if (W,YW ) is a VB-module then YW (e, z)
2 =
YW (f, z)
2 = YW (f + h − e, z)
2 = 0. In particular, we have YVB (e, z)
2 = YVB (f, z)
2 =
YVB(f + h− e, z)
2 = 0 on VB. We obtain statments (ii) and (iii) as desired. 
Lemma 39. VB satisfies the C2-condition.
Proof. Clearly,
VB/C2(VB) = Span{a+C2(VB), b+C2(VB), b
1[−1]....bk[−1]1+C2(VB) | a ∈ A, b, b
i ∈ S, k ≥ 2}.
Now, we follow the proof of Proposition 12.6 in [DoLiM1]. Since {e, f, h} forms a basis of
S, this implies that {e, f, f + h − e} forms a basis for S as well. Observe that for u, v ∈
{e, f, f + h− e}, w ∈ VB , u[−1]v[−1]w = v[−1]u[−1]w + (u0v)[−2]w. Since
e[−1]e = f [−1]f = (f + h− e)[−1](f + h− e) = 0,
we can conclude that
VB/C2(VB) = Span{a+ C2(VB), b+ C2(VB), u[−1]v + C2(VB),
u[−1]v[−1]w + C2(VB) | a ∈ A, b, u, v, w ∈ {e, f, f + h− e}},
and VB is C2-cofinite. 
This completes the proof of statement (ii) of Theorem 2.
Next, we will study N-graded VB-modules. Observe that A ⊕ B generates VB as a vertex
algebra. Consequently, if W is a VB-module, then W is a restricted L-module with u(n)
acting as un for u ∈ A ⊕ B, n ∈ Z. Moreover, the set of VB-submodules is the set of
L-submodules.
Proposition 40. [LiY1] Let (W,YW ) be a VL-module. Assume that for any a, a
′ ∈ A, b ∈ B,
YW (e, z)u = u,
YW (a(−1)a
′, z)u = YW (a ∗ a
′, z)u,
YW (a(−1)b, z)u = YW (a · b, z)u,
for all u ∈ U where U is a generating subspace of W as a VL-module, then W is naturally a
VB-module.
Lemma 41. Let (Q,YQ) be a VB-module such that Y (e(−1)e, z)u = 0 for all u ∈ F where F
is a generating subspace of Q as a VB-module. Then Q is a VB-module.
Proof. By using Proposition 26, one can obtain the above statement very easily. 
Lemma 42. Let W = ⊕∞n=0W(n) be a N-graded VB-module with W(0) 6= {0}. Then
(i) W(0) is an A-module with a · w = a−1w for a ∈ A, w ∈ W(0), and W(0) is a module for
the Lie algebra B/A∂(A)(∼= sl2) with b · w = b0w for b ∈ B, w ∈ W(0). Furthermore, W(0)
equipped with these module structures is a module for the Lie A-algebroid B/A∂(A)
(ii) Moreover, e0(e0w) = 0, e−1(e−1w) = 0, f0(f0w) = 0 and f−1(f−1w) = 0 for all w ∈W(0).
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(iii) If W is simple then W(0) is an irreducible module for Lie A-algebroid B/A∂(A) that has
dimension either 1 or 2. Moreover, for j ∈ {1, ..., l}, i ∈ {0, 1}, aj,i acts trivially on W(0).
Proof. By following the proof of Proposition 4.8 of [LiY1], one can shows that statements (i)
and the statement “if W is simple then W(0) is a simple B/A∂(A)-module” hold.
Now, we will prove that e0e0w = f0f0w = 0 for all w ∈ W(0). By Proposition 38, we have
YW (e, z)
2 = 0 and YW (f, z)
2 = 0 on W . Since enu = 0 for all n ≥ 1, u ∈ W(0), these imply
that Y (e, z)2u =
∑
n≥0
∑
m≥0 e−me−nuz
m+n−2. Moreover, the coefficient of z−2 is e0e0u = 0
and the constant term is e−1e−1u = 0. Similarly, using the fact that YW (f, z)
2 = 0 and
fnu = 0 for all n ≥ 1, u ∈W(0), one can show that
f0f0u = 0 and f−1f−1u = 0.
We obtain statement (ii) as desired.
Next, we prove statement (iii). We only need to show that for an irreducible VB-module W ,
W(0) is either one dimensional or two dimensional. By statement (ii), W(0) has either one
dimensional or two dimensional. Recall that {e, aj,i | j ∈ {1, ..., l}, i ∈ {0, 1}} is a basis of A,
B/A∂(A) ∼= sl2, and
(22) v0(a−1w)− a−1(v0w) = (v0a)−1w for all a ∈ A, v ∈ B/A∂A,w ∈W(0),
and e0(aj,1) = aj,0, f0(aj,0) = aj,1.
If dim W(0) = 1 then W(0) is a trivial module of sl2. For simplicity, we set W = Cw0. By
equation (22) , we have
0 = e0((aj,1)−1w0)− (aj,1)−1e0w0 = (e0(aj,1))−1w0 = (aj,0)−1w0, and
0 = f0((aj,0)−1w0)− (aj,0)−1f0w0 = (f0(aj,0))−1w0 = (aj,1)−1w0.
We now assume that dim W(0) = 2. Then W(0) = Span{w0, w1} where w0 is the highest
weight vector of W(0) of weight 1 and w1 = f0w0. Recall that for a ∈ A, b ∈ B/A∂(A),
a−1(b0w) = (a−1b)0w for all w ∈W(0). Hence, we have
(aj,0)−1w0 = (aj,0)−1(e0w1) = ((aj,0)−1e)0w1 = 0,
(aj,0)−1w1 = (aj,0)−1(f0w0) = ((aj,0)−1f)0w0 = (∂(aj,1))0w0 = 0,
(aj,1)−1w0 = (aj,1)−1(e0w1) = ((aj,1)−1e)0w1 = (∂(aj,0))0w1 = 0,
(aj,1)−1w1 = (aj,1)−1(f0w0) = ((aj,1)−1f)0w0 = 0.
This completes the proof of statement (iii). 
Lemma 43. Let W be a N-graded VB-module with W(0) 6= {0}. If W is an irreducible module
for the vertex algebra L(1, 0), then W is an irreducible VB-module.
Proof. Let W be a N-graded VB-module with W(0) 6= {0}. Assume that W is an irreducible
module for the vertex algebra L(1, 0). Let G 6= {0} be VB-submodule of W . Hence, G is a
U -submodule of W . Since U is isomorphic to L(1, 0) as vertex algebra, we can conclude that
G =W . Consequently, W is an irreducible VB-module. 
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Lemma 44. Let L = Zα be a positive definite even lattice of rank one equipped with a Q-valued
Z-bilinear form (·, ·) such that (α,α) = 2. Then the vertex operator algebra VL = ⊕
∞
n=0(VL)(n)
is an irreducible N-graded VB-module such that dim(VL)(0) = 1 and VL+ 1
2
α = ⊕
∞
n=0(VL+ 1
2
α)(n)
is an irreducible N-graded VB-module such that dim(VL+ 1
2
α)(0) = 2.
Proof. Recall that (VL, Y ) and (VL+ 1
2
α, Y ) are irreducible modules of L(1, 0) (see Appendices).
By Lemma 43, to show that VL and VL+ 1
2
α are irreducible VB-modules, we only need to show
that they are actually VB-modules. Let L
◦ be the dual lattice of L. To prove that VL and
VL+ 1
2
α are irreducible VB-modules, we only need to show that VL◦ = VL ⊕ VL+ 1
2
α is a VB-
module.
Recall that for γ ∈ H, β ∈ L,
Y (γ, z) = Y (γ(−1)1, z) =
∑
n∈Z
γ(n)z−n−1,
Y (eβ , z) =
∑
n∈Z
(eβ)nz
−n−1 = exp
(
∞∑
m=1
β(−m)
zm
m
)
exp
(
−
∞∑
m=1
β(m)
z−m
m
)
eβzβ .
For n ∈ Z, we assume that h ⊗ tn acts as α(n), e ⊗ tn acts as (eα)n, f ⊗ t
n acts as (e−α)n,
aj,i ⊗ t
n acts as zero, ∂(aj,i) ⊗ t
n acts as zero and e ⊗ tn acts as δn,−11. First we claim that
(VL◦ , YVL◦ ) is a VL-module. Let a = λee+
∑l
j=1
∑1
i=0 λj,iaj,i. Notice that
(23) YVL◦ (a, z) = λeYVL◦ (e, z) = λeIdVL◦ .
Here, IdVL◦ is the identity map on VL◦ . The following are commutator relations among α,
e±α on VL◦ :
[Y (α, z1), Y (α, z2)] = −2
∂
∂z1
z−12 δ
(
z1
z2
)
= 2
∂
∂z2
z−12 δ
(
z1
z2
)
,
[Y (α, z1), Y (e
±α, z2)] = ±2z
−1
2 δ
(
z1
z2
)
Y (e±α, z2)
[Y (eα, z1), Y (e
−α, z2)] = z
−1
2 δ
(
z1
z2
)
Y (α, z2)−
∂
∂z1
z−12 δ
(
z1
z2
)
,
= z−12 δ
(
z1
z2
)
Y (α, z2) +
∂
∂z2
z−12 δ
(
z1
z2
)
,
[Y (eα, z1), Y (e
α, z2)] = [Y (e
−α, z1), Y (e
−α, z2)] = 0.
By comparing these commutator relations with commutator relations (19)-(21), we can con-
clude that VL◦ is a L-module. Hence, VL◦ is a VL-module.
Let a = λee+
∑l
j=1
∑1
i=0 λj,iaj,i, a
′ = λ′ee+
∑l
j=1
∑1
i=0 λ
′
j,iaj,i ∈ A. Since
YVL◦ (a ∗ a
′, z2) = λeλ
′
eIdVL◦
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and
YVL◦ (a(−1)a
′, z2) = Resz0{z
−1
0 Resz1{z
−1
0 δ
(
z1 − z2
z0
)
YVL◦ (a, z1)YVL◦ (a
′, z2)
−z−10 δ
(
z2 − z1
−z0
)
YVL◦ (a
′, z2)YVL◦ (a, z1)}}
= Resz0 z
−1
0 Resz1 z
−1
2 δ
(
z1 − z0
z2
)
λeλ
′
eIdVL◦
= λeλ
′
eIdVL◦ ,
we can conclude that
(24) YVL◦ (a(−1)a
′, z2) = YVL◦ (a ∗ a
′, z2).
Let b = ρee+ ρff + ρhh+
∑l
j=1
∑1
i=0 ρj,i∂(aj,i). Notice that
YVL◦ (b, z) = ρeYVL◦ (e, z) + ρfYVL◦ (f, z) + ρhYVL◦ (h, z).
Since
a · b = (λee+
l∑
j=1
1∑
i=0
λj,iaj,i) · (ρee+ ρff + ρhh+
l∑
j=1
1∑
i=0
ρj,i∂(aj,i)
= λeb+ τ where τ ∈ ∂(A),
we then have that YVL◦ (a · b, z) = YVL◦ (λeb, z) = λeYVL◦ (ρee+ ρff + ρhh, z). Since
YVL◦ (a(−1)b, z2) = Resz0{z
−1
0 Resz1{z
−1
0 δ
(
z1 − z2
z0
)
YVL◦ (a, z1)YVL◦ (b, z2)
−z−10 δ
(
z2 − z1
−z0
)
YVL◦ (b, z2)YVL◦ (a, z1)}}
= Resz0 z
−1
0 Resz1 z
−1
2 δ
(
z1 − z0
z2
)
λeYVL◦ (b, z2)
= λeYVL◦ (b, z2),
this implies that
(25) YVL◦ (a(−1)b, z2) = YVL◦ (a · b, z).
By (23), (24), (25), we can conclude that VL◦ is a VB-module.
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Observe that
YVL◦ (e(−1)e, z2) = Resz0{z
−1
0 Resz1{z
−1
0 δ
(
z1 − z2
z0
)
YVL◦ (e, z1)YVL◦ (e, z2)
−z−10 δ
(
z2 − z1
−z0
)
YVL◦ (e, z2)YVL◦ (e, z1)}}
= Resz0{z
−1
0 Resz1{z
−1
0 δ
(
z1 − z2
z0
)
Y (eα, z1)Y (e
α, z2)
−z−10 δ
(
z2 − z1
−z0
)
Y (eα, z2)Y (e
α, z1)}}
= Y (eα−1e
α, z2)
= 0.
Hence VL◦ is a VB-module. This completes the proof of this Lemma. 
Lemma 45. Let W be an irreducible N-graded VB-module. Then W is either isomorphic to
VL or VL+ 1
2
α.
Proof. Let W = ⊕∞n=0W(n) be an irreducible N-graded VB-module. By Lemma 42, W(0) is an
irreducible sl2-module and the dimension ofW(0) is either 1 or 2. SinceW is a L(1, 0)-module,
we can conclude that W = ⊕ti=1U
i is a direct sum of irreducible L(1, 0)-modules U i where
U i = ⊕∞n=0U
i
(n) is either isomorphic to VL or VL+ 12α
. Here, U i(n) =W(n) ∩ U
i.
If the dimension of W(0) is 1 thenW is isomorphic to VL. Now, we assume that the dimension
of W(0) is 2. Then W is either isomorhic to VL⊕VL or VL+ 1
2
α. If W is isomorphic to VL⊕VL
then W(0) is isomorphic to a sum of two trivial sl2-modules which is impossible. Hence, W is
isomorphic to VL+ 1
2
α. 
This completes the proof of statement (iii) of Theorem 2.
4. Appendices
4.1. Vertex operator algebra associated with a rank one even lattice Zα such that
(α,α) = 2.
Let L = Zα be a positive definite even lattice of rank one, i.e., a free abelian group equipped
with a Q-valued Z-bilinear form (·, ·) such that (α,α) = 2. We set
H = C⊗Z L
and extend (·, ·) to a C-bilinear form on H. Let
Hˆ = H⊗ C[t, t−1]⊕ CK
be the affine Lie algebra associated to the abelian Lie algebra H so that
[α(m), α(n)] = 2mδm+n,0K and [K, Hˆ] = 0
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for any m,n ∈ Z, where α(m) = α ⊗ tm. Then Hˆ≥0 = H ⊗ C[t] ⊕ CK is a commutative
subalgebra. For any λ ∈ H, we define a one-dimensional Hˆ≥0-module Ceλ such that α(m)·eλ =
(λ, α)δm,0e
λ, and K · eλ = eλ for m ≥ 0. We denote by
M(1, λ) = U(Hˆ)⊗
U(Hˆ≥0) Ce
λ
the Hˆ-module induced from Hˆ≥0-module Ceλ. We set M(1) = M(1, 0). Then there exists a
linear map Y : M(1) → EndM(1)[[z, z−1]] such that (M(1), Y,1, ω) carries a simple vertex
operator algebra structure and M(1, λ) becomes an irreducible M(1)-module for any λ ∈ H
([FrLMe1]). The vacuum vector and the Virasoro element are given by 1 = e0 and ω =
1
4α(−1)
21, respectively.
Let C[L] be the group algebra of L with a basis eβ for β ∈ L and multiplication eβeγ = eβ+γ
(β, γ ∈ L). The lattice vertex operator algebra associated to L is given by
VL =M(1)⊗ C[L].
The dual lattice L◦ of L is the set {λ ∈ H | (α, λ) ∈ Z} = 12L. Note that L
◦ = L ∪ (L+ 12α)
is the coset decomposition of L◦ with respect to L. Also, we set C[L+ 12α] = ⊕β∈LCe
β+ 1
2
α.
Then C[L+ 12α] is a L-submodule of C[L
◦]. We set VL+ 1
2
α =M(1)⊗C[L+
1
2α]. It was shown
in [Bo1], [Do], [FrLMe1], [Gu] that VL is a rational vertex operator algebra. Furthermore,
VL and VL+ 1
2
α are the only irreducible modules for VL under the following action: for β ∈ H
write β(z) :=
∑
n∈Z β(n)z
−n−1, zβ : eγ 7→ z(β,γ)eγ and set
Y (eβ, z) := exp
(
∞∑
m=1
β(−m)
zm
m
)
exp
(
−
∞∑
m=1
β(m)
z−m
m
)
eβzβ,
and for v = α1(−n1)...αt(−nt)⊗ e
β ∈ VL (ni ≥ 1) set
Y (v, z) :=
(
1
(n1 − 1)!
(
d
dz
)n1−1
α1(z)
)
...
(
1
(nt − 1)!
(
d
dz
)nt−1
αt(z)
)
Y (eα, z) :,
with the usual normal ordering conventions.
4.2. Vertex operator algebras associated with highest weight representations of
affine Lie algebras.
Let g be a simple Lie algebra over C, h its Cartan subalgebra and ∆ the corresponding root
system. We fix a set of positive root ∆+ and a nondegnerate symmetric invariant bilinear
form 〈·, ·〉 of g such that the square length of a long root is 2. Let
gˆ = g⊗ C[t, t−1]⊕ Cc
be the affine Lie algebra with Lie bracket defined by
[u⊗ tm, v⊗n] = [u, v]⊗ tm+n +m〈u, v〉δm+n,0c.
Here, u, v ∈ g and m,n ∈ Z and c is a central element. We will write u(n) for u⊗ tn.
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Let l be a complex number such that l 6= −hˇ where hˇ is the dual Coxeter number of g. Let
Cl be the one-dimensional (g⊗C[t] +Cc)-module on which c acts as scalar l and g⊗C[t] acts
a zero. Form the generalized Verma gˆ-module
Mg(l, 0) = U(gˆ)⊗U(g⊗C[t]+Cc)Cl.
We define
Y (u(−1)⊗ 1, z) =
∑
n∈Z
u(n)z−n−1,
Y (u(−m− 1)⊗ 1, z) =
1
m!
dm
dzm
Y (u(−1)⊗ 1, z).
In general, if Y (v, z) has been defined, we defined Y (u(−n)v, z) for u ∈ g and n > 0 as
Y (u(−n)v, z) = Resz1{(z1 − z2)
−nY (u, z1)Y (v, z2)− (−z2 + z1)
−nY (v, z2)Y (u, z1)}.
We then get a linear map Y from Mg(l, 0) to (EndMg(l, 0)[[z, z
−1]]. Set 1 = 1 ⊗ 1 and
ω = 1
2(l+hˇ)
∑
i vi(−1)
2 ⊗ 1 where {vi} is an orthonormal basis of g with respect to 〈 , 〉.
Proposition 46. [FS, FZ, LLi, Li, MeP]
(i) (Mg(l, 0), Y,1, ω) is a vertex operator algebra. The category of weak Mg(l, 0)-modules in
the sense that all axioms defining the notion of module except those involving grading hold is
canonically equivalent to the category of restricted gˆ-modules of level l in the sense that for
every vector w of the module, (g⊗ tnC[t])w = 0 for n sufficiently large.
(ii) Let Jl,0 be the maximal proper submodule of Mg(l, 0). Let eθ be an element in the root
space gθ of the maximal root θ. The space Jl,0 is generated by the vector eθ(−1)
l+11, i.e.,
every element in Jl,0 can be written as a linear combination of elements of type
u1(−n1)....um(−nt)eθ(−1)
l+11.
Note that 1 and ω are not members of Jl,0.
Given a g-module W , we will write uW (n) for the operator on W corresponding to u ⊗ t
n
for u ∈ g and n ∈ Z and we set uW (z) =
∑
n∈Z uW (n)z
−n−1 ∈ (EndW )[[z, z−1]]. W is a
restricted module of level l if c acts as l and for every u ∈ g, w ∈ W , u(n)w = 0 for n
sufficiently large.
We set L(l, 0) =Mg(l, 0)/Jl,0.
Proposition 47. [FZ, LLi, DoL]
(i) L(l, 0) is a rational vertex operator algebra.
(ii) Let α ∈ ∆ be a long root, i.e., 〈α,α〉 = 2 and let e ∈ gα. Then e(−1)
l+11 ∈ Jl,0. In
particular, eθ(−1)
l+11, fθ(−1)
l+11 ∈ Jl,0. Moreover, Y (e, x)
l+1 = 0 on L(l, 0). For any mod-
ule W for L(l, 0) viewed as a vertex algebra, YW (e, z)
l+1 = 0. In particular, YW (eθ, z)
l+1 =
YW (fθ, z)
l+1 = 0.
(iii) If g = sl2 and l = 1, then VL and VL+ 1
2
α are the only irreducible L(1, 0)-modules.
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