Network survivability gauges the ability of a network to support the committed Quality of Services (QoS) 
Introduction
A fundamental considerations in the design of highspeed telecommunication networks is the survivability of networks in the presence of link and node failures. Network survivability is defined as the ability of a network to maintain or restore an acceptable level of performance in the event of deterministic or random failures [10] . Optical networks based on WDM technology can potentially transfer hundreds of gigabits per second of data on each fiber link * This research was supported in part by ITRC (Iran Telecommunication Research Center) † PhD student at Sharif University of Technology in the network. However, the high capacity of a link has the drawback that a link failure can potentially lead to the loss of a large amount of data and/or connectivity. This is why the survivability performance of WDM networks is an important research issue.
According to T1A1.2 (Network Survivability Performance) working group's definition [11] , the assessment of network survivability performance has two facets. First, the assessments of the frequency of occurrence of abnormal conditions, and second the assessment of the impact of these conditions. Therefore the network survivability can be centered on 1) The frequency of failure events, 2) The duration of the outages, and 3) The impact of failure on the system. The first two items may be resolved by availability analysis when the system failure mechanisms are known. The third item can be done by a transient system analysis where the measurement of interest could be maximum overshoot, relaxation time, or expected excess loss due to overload of other paths [13] . Therefore the combination of the availability analysis and the transient measure together determine the overall system survivability [2] .
A heuristic algorithm to restore paths in WDM networks with wavelength conversion in case of single link failure is proposed in [5] . The wavelength capacity requirements and routing and wavelength assignment (RWA) of primary and backup paths for path and link protection are studied in [9] . The survivability issue of multi-fiber networks with the purpose of protecting each working lightpath by a disjoint protection lightpath is addressed in [6] . Therefore, routing and wavelength assignment of WDM networks in the presence of failures in the system is an important research issue. Here we focus on constructing a survivability model that would provide the performance of the network in the presence of different failure scenarios.
Two types of survivability measures have been proposed: deterministic [7] and probabilistic [10, 2] . A deterministic survivability measure usually depends on the topology of the network and is concerned with the number of available paths between a pair of nodes. A probabilistic survivability measure depends on the probability of failures and also reliability of each component in the network. A quantitative approach to evaluate network survivability is proposed in [2] . They analyzed wireless ad-hoc networks as an example for network survivability performance evaluation.
It is not easy to uniquely quantify network survivability. For example, compare two networks A and B with blocking probabilities of 0.001 and 0.005, respectively. It now seems that network A is more survivable than B. Let the steady state availabilities of A and B be 0.99942 and 0.99965 (5 hours and 3 hours down time each year). It now seems that B has better survivability than A. Therefore the network survivability should include system availability analysis to find out the cost due to system downtime, and system failure impact analysis to find out the transient performance degradation when failure occurs.
The main focus of this work is to propose a composite model to evaluate network survivability in the presence of different failures scenarios. A WDM network with wavelength conversion is considered as an example for this evaluation. Most of the works done on network survivability focuses on single link failure, and numerous routing algorithms have been proposed for this cases to reroute the traffic on the link via alternative routes. Here we consider single and multiple link failures as well as node failures, and evaluate the network survivability in the presence of these failure scenarios. We perceive the network survivability as a composite model that consists of performance and availability analysis. An analytical technique is proposed to evaluate the excess loss due to failure (ELF) when the system operates in a gracefully degraded state. The availability analysis is proposed to evaluate the steady state behavior of the network even when the available paths between nodes have common links. These two models are combined to construct a hierarchical network survivability evaluation model. Simulation results are used to validate the proposed model. The model can be used during the design stages of a network to ensure that the network is capable of handling the user traffic in the presence of certain failures. Our approach in this paper may be applied to study the survivability performance of more complex networks.
Some strategies to improve network survivability are reviewed in Section 2. In Section 3, an analytical technique is presented to evaluate the excess loss due to failure (ELF). Three different failure scenarios are considered: single link, multiple link and node failure. The availability analysis of the network is carried out in Section 4. These two models are combined to construct a hierarchical survivability evaluation model in Section 5. Simulation results are used to evaluate the model in Section 6. Finally Section 7 concludes the paper.
Strategies to improve network survivability
Survivability techniques can be classified into three categories [8]:
1. Prevention: improving component and system reliability 2. Network design and capacity allocation: placing sufficient diversity and capacity in the network topology 3. Traffic management and restoration: direct the network traffic such that a failure has a minimum impact on the network traffic.
Prevention techniques focus primarily on improving component and system reliability. Examples include the use of fault-tolerant hardware architectures in switch design and provision of backup power supplies.
Network design techniques use survivability strategies integrated during the design phase to eliminate the effects of system level failures, such as link or node failures, on the network. Placing sufficient capacity in the network topology can reduce traffic loss in the network in the presence of failures. Spare capacity allocation [4] ensures enough spare capacity for the physical network or the virtual network to recover from a failure via traffic rerouting. Spare capacity allocation can be done in two ways: preplanned and dynamic. In preplanned case, resources are reserved for any anticipated failure. Its advantage is that it can guarantee survivability upon anticipated failures. However, preplanned resources are wasted in the absence of these anticipated failures. Dynamic methods try to allocate the spare resources when the failure happens. In this way it can achieve better resource utilization, but will risk the survivability assurance because the resources required for recovery might not be available when it is requested upon failures.
Traffic management and restoration strategies specify the action in response to a failure in a network. Restoration schemes are classified as link restoration and path restoration. In link restoration, the nodes adjacent to a failed link are responsible for rerouting the affected traffic flows. In path restoration, source or destination nodes initiate the rerouting process in case of any link failure. In general, path restoration requires less spare capacity than link restoration [4] . However, path restoration is more complex to implement as many more nodes are involved in the restoration process. It is also slower in the speed of restoration compared to link restoration. Restoration efficiency is defined as the fraction of connections restored after a failure. Path restoration is more efficient than link restoration. However restoration time is less in case of link restorations.
Analysis of excess loss due to failure
Here, an analytical technique is presented to evaluate the excess loss due to failure (ELF) as the transient behavior of the network during fault recovery. ELF refers to the fraction of traffic that is lost during the time the failure is present. A network is represented as a directed graph G = (V, E), where V corresponds to the set of nodes and E to the set of (directed) links of a WDM network. A directed link is directed from its tail to its head. The head and tail of a link e i are denoted head(e i ) and tail(e i ), respectively. Number of links is L and number of nodes is N, i.e., V = {v 1 , v 2 , ..., v N } and E = {e 1 , e 2 , , ..., e L }, where e l is a link from some node v i to a node v j . A sequence of links (e 1 , e 2 , ..., e k−1 , e k ) is called a path if the head of each edge is the tail of the next edge. For a given failure of link e l with tail v i and head v j , a restoration path is defined as an alternative path between v i and v j . if such paths exists.
Let v be a node in a directed graph G. Then out(v) denotes the set of all links that are directed from node v. That is,
Correspondingly, in(v) denotes the set of all links that are directed to node v, i.e.,
Furthermore, we can define the directed graph more formally using a matrix of incidences A NxL . Each link is defined using its tail and head nodes, and each element (i, j) of matrix A, a ij is defined as:
if node v i is the tail of link e i −1 if node v i is the head of link e i 0 else A capacitated network G is a connected directed graph such that each link e i is assigned a nonnegative weight Cap(e i ), the capacity of link e i . In a WDM network, Cap(e i ) is the number of wavelengths in the link e i . f (e i ) denotes the working flow of link e i . The flow on an edge must not exceed the capacity of the edge. This is referred to as the capacity constraint:
Considering link capacity only, the flow on each link e i can be increased by as much as
C f (e i ) is called the residual capacity of link e i . When a new path P is established, the increase on all of the links of path P must be equal. So C f (P ), the residual capacity of path P, is defined as In case of a link failure, the end nodes of the failed link participate in a distributed algorithm to find one or more routes around the link. If no routes are available for a broken connection, then the connection is dropped. If a route is found, the traffic going through the failed link is split into sub traffic flows and is restored according to their priorities. Therefore if link e i fails, the flow on the link is restored using the next available shortest path from tail to head of the failed link e i . The shortest path is a path with minimum cost. In a WDM network with wavelength conversion, two factors contribute to the cost [5] : the transmission cost which includes the cost of using a wavelength for the signal along the fiber, and the conversion cost which includes the cost of using the converter when it is necessary.
DR(e i ) is defined as the number of restoration paths used for rerouting traffic after the link e i fails, and RP (e i ) is defined as the set of available restoration paths for e i :
RP (e i ) = {P 1 , P 2 ..., P DR (e i )}
The amount of flow that can be restored using the restoration path k in case of link e i failure is denoted as e k i . In this paper, we use the example shown in Figure  1 , with five nodes (N = 5) and 8 links (L = 8) to evaluate the scenarios corresponding to single link failure, multiple link failure, and node failure. Network is shown as directed graph G(V, E) with V = {1, 2, 3, 4, 5} and E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 }. The numbers attached to each link indicate the capacity (number of wavelength) and working flow (number of busy wavelengths) of that link. The network can be specified more formally with the matrix of incidences as shown in Table 1 . We assume that the network topology, the traffic on each link, and the capacity of each link are known. The wavelength assignment in each node is done by maximum matching to reduce the wavelength conversion cost [14] . For example, If link e 4 with working wavelength λ 1 fails, an alternate path for this link is {e 2 , e 5 } which goes through node 2. If the same wavelength is available in the outgoing port of node 2, it will Table 2 : Restoration path(s), residual capacity and flow for each link failure be assigned to this path and no wavelength conversion is needed. If λ 1 is unavailable, wavelength conversion is used and the first available outgoing wavelength is assigned to this path. Now we present a scheme to find the excess loss due to failure (ELF), when the system is operating in a gracefully degraded state for three failure scenarios.
Single link failure
Restoration of traffic in case of single link failure can be summarized as follows: a) If there is no other route available to restore the flow on the link, i.e. (DR(e i ) = 0), then all the traffic on the link is lost, and ELF is 1.
b) If there is another route available, and the flow on the link is less than residual capacity of that route, i.e. (f (e i ) ≤ C f (P k )), then all the flow can be restored and the ELF is zero.
c) If all of the flow cannot be rerouted on the first available restoration path, and other paths are available, then try the next path. Traffics going through the link are restored according to their priorities. The amount of flow that is restored in the first path is e 1 i which is equal min(C f (P 1 ), f(e i )) and amount of flow that is routed to the next available path is f (e i )−e 1 i . In the next path, if available residual capacity is more than or equal to f (e i ) − e 1 i , then all the flow is routed, otherwise the remaining flow is routed to the next restoration path. This procedure is repeated until enough bandwidth is found to restore the entire flow or until all possible routes are exhausted. Therefore total flow that can be restored using available paths is defined as:
Now we can find total loss due to failure of link e i , L(e i )
Excess loss due to failure of the network assuming the ith link has failed, (ELF (e i )), is defined as fraction of traffic on the link that is not restored after failure:
Let the probability of failure for link e i be P r[e i ]. Then the expected value of ELF of the network is:
Consider the five node example shown in Figure 1 . Flow of each link, restoration path(s) in case of the link failure, residual capacity of the restoration path(s), loss, and ELF for different cases of link failure are shown in Table 2 .
Multiple link failure
When two links (e i and e j ) fail at the same time, three scenarios are possible:
1. If each link is a part of all available restoration paths of the other link, no flow on any of two links can be restored. For example if e 1 and e 3 in Figure 1 both fail at the same time, no flow of these links can be restored and the ELF is 1.
2. If the restoration paths for the second failure have some links in common with restoration path of the first failure, the restoration of flows on two links depends on the available residual capacity of those common links. For example if e 4 and e 6 fail at the same time, e 5 is on the restoration path for both links. If residual capacity of this link is 3, then it can handle both failures, otherwise this link capacity would specify amount of restorable flow.
3. If restoration paths for two link failures are fully disjoint, effects due to their failures are completely independent and they do not affect each other. For example if e 1 and e 6 in Figure 1 fail at the same time, they are restored by their individual restoration paths, and the ELF for each case can be found in Table 2 .
Node failure
We assume that the failure of a node implies that it is operating in a degraded mode, where it is incapable of creating and maintaining reservations for flows, but continues to process routing and other control messages [3] . We generally classify the flows routed through a given node X into three categories:
1. A primary flow is a flow that originates at node X, i.e., node X is the source of the flow.
2.
A secondary flow is a flow that terminates at node X, i.e., node X is the destination of the flow.
3.
A transit flow is a flow for which node X serves as a transit node, that is the flow neither originates nor terminates at the node.
Therefore if node X fails, only the transit flows are attempted to be restored, whereas the primary flow requests arriving at this node as well as the secondary flow requests choosing the failed node as the destination, will be lost.
Let {P 1 , P 2 , ..., P m } be working paths in the network before node v fails, |P k | be the traffic in the working path P k , and {P 1 (v i ), P 2 (v i ), ..., P x (v i )} be the working paths in the network with their origin or destination at node v i
Given the above, we need to measure the network ELF in the presence of node failure. Loss due to failure of node v i and ELF of network after this node failure are:
If the probability of failure of node v i is P r[v i ] then the expected value of ELF of the network is:
System availability analysis
In this section, we construct a continuous time Markov chain for path availability between pairs of nodes in the network and solve for the steady state probability that the path is up. A pair of paths is said to be edge (node) disjoint if they have no edges (vertices, other than endpoints) in common [1] . When a number of paths exist between a given pair of nodes, not all the paths may be independent of each other and they may share edges and/or nodes. We present an algorithm to analyze the availability of paths between a pair of nodes that have common link(s). We define each path between two nodes as a set of links. For example, one path from node 5 to node 2 in Figure 1 is P 1 = {e 1 , e 2 } and another path is P 2 = {e 3 , e 8 , e 2 }. The failure and repair rate of each link are λ and µ, respectively. We assume memoryless property for both failure occurrence and the time to repair the failure, i.e., failure occurrences follow a Poisson distribution while the time to repair is exponentially distributed. Note that we illustrate the case where failure and repair rate per link is the same for all links. However, the technique is applicable to a more general case where these rates are different for different links. If there are two paths between nodes, there are four possible states for these two paths:
1. Both paths are available, (state P 1 P 2 ) 2. Path P 1 fails and path P 2 is working, (state P 1 P 2 ) 3. Path P 2 fails and path P 1 is working, (state P 1 P 2 ) 4. Both paths fail, (state P 1 P 2 ).
Rate of transition from one state to another using the set of P 1 and P 2 is derived as shown in Figure 2 . Here the symbol "\" is used to denote the difference, i.e., S\T is the set of elements in S but not in T.
Two-Path(P
; n = |N |; rate from state P 1 P 2 to state P 1 P 2 = nλ; y = |Y |; rate form state P 1 P 2 to state P 1 P 2 = yλ; z = |Z|; rate from state P 1 P 2 to state P 1 P 2 = zλ; ELSE n = 0; no transition from state P 1 P 2 to state P 1 P 2 ; y = a; rate from state P 1 P 2 to state P 1 P 2 = yλ; z = b; rate from state P 1 P 2 to state P 1 P 2 = zλ END IF rate from state P 1 P 2 to state P 1 P 2 is b · λ rate from state P 1 P 2 to state P 1 P 2 is a · λ  RETURN (a,b,n, For example, there are two paths from node 5 to node 2 and we have two sets, P 1 and P 2 : P 1 = {e 1 , e 2 } and P 2 = {e 3 , e 8 , e 2 }. Now we can find the transition rates for this example using the algorithm. Product of these values and λ gives us the rate of transition from one state to the next state in the Markov chain and the repair rate is µ. The Markov chain for this example is shown in Figure  3 . Note that a complete definition of a state includes the failed paths and the links causing the failure. For example P 1 P 2 (e 3 + e 8 ) · (e 1 + e 2 ) indicates that paths P 1 and P 2 have failed due to the failure of links e 3 or e 8 , and e 1 or e 2 . For three paths between two nodes, we use the same algorithm that we developed for two paths, but here we have three sets P 1 , P 2 and P 3 . We first check if there are any common links between these three paths. If there is any, then we have a transition from three paths up (working) to all the paths down (failed). In the second step, we check if there are any common links between each pair of paths. This specifies if there is any transition from state corresponding to all three paths up to state corresponding to case in which any 1 path is deemed up. In each step, if we find common links, we subtract that link from the set so we do not consider it for the next step. In the final step, if sets P 1 , P 2 and P 3 are not empty, number of elements of these sets specifies the rate of transitions from state with three paths up to those with two paths up. The algorithm is illustrated in Figure 4 .
For example, if there are 3 disjoint paths between a source-destination pair as follows: P 1 = {e 5 }, P 2 = {e 9 , e 8 } and P 3 = {e 6 , e 7 }. The availability state diagram for this example can be generated using the above algorithm as shown in Figure 5 . In state P 1 P 2 P 3 all three paths are working. State P 1 P 2 P 3 denotes that P 1 and P 2 are working and paths P 3 is failed due to failure of link e 6 or e 7 . State P 1 P 2 P 3 shows that path P 1 is working and paths P 2 and P 3 are failed due to failure of links (e 8 or e 9 ) and (e 6 or e 7 ).
Due to the recursive nature of the algorithm, the availability and survivability for K disjoint paths can be calculated by utilizing the K-1 paths availability.
Hierarchical survivability model
The system survivability performance evaluation should include: a) system availability analysis to find out the cost due to system downtime, and b) system failure impact analysis to find out the transient performance degradation when failure occurs. The technique presented in Section 3 finds the ELF when the network operates in a gracefully degraded state. Availability analysis presented in Section 4 evaluates the cost due to link downtime. These two models are combined to construct a hierarchical network survivability evaluation model. By combining these two measures, the Three-Path(P 1 , P 2 ,
and nλ is the rate of transition fromt state P 1 P 2 P 3 to state P 1 P 2 P 3 ; UPDATE the sets by subtracting the common links from them; END IF IF |P 1 ∩ P 2 | = 0 THEN |P 1 ∩ P 2 |λ is the rate of transition from state P 1 P 2 P 3 to state P 1 P 2 P 3 and the rate of transition from P 1 P 2 P 3 to P 1 P 2 P 3 is cλ; . UPDATE P 1 and P 2 by subtracting the common link(s); END IF IF |P 1 ∩ P 3 | = 0 THEN |P 1 ∩P 3 |λ is the rate of transition from state P 1 P 2 P 3 to state P 1 P 2 P 3 and the rate of transition from P 1 P 2 P 3 to P 1 P 2 P 3 is bλ; UPDATE P 1 and P 3 by subtracting the common link(s); END IF IF |P 2 ∩ P 3 | = 0 THEN |P 2 ∩ P 3 |λ is the rate of transition from state P 1 P 2 P 3 to state P 1 P 2 P 3 and the rate of transition from P 1 P 2 P 3 to P 1 P 2 P 3 is aλ; UPDATE P 2 and P 3 by subtracting the common link(s); END IF IF a = 0 THEN aλ is the rate of transition from P 1 P 2 P 3 to P 1 P 2 P 3 ; Do the algorithm for two paths (Two-Path(P 2 , P 3 )) END IF IF b = 0 THEN bλ is the rate of transition from P 1 P 2 P 3 to P 1 P 2 P 3 ; Do the algorithm for two paths (Two-Path(P 1 , P 3 )) END IF IF c = 0 THEN cλ is the rate of transition from P 1 P 2 P 3 to P 1 P 2 P 3 ; Do the algorithm for two paths (Two-Path(P 1 duration and the impact of failures are considered in the model. In this approach, an availability model is turned into a Markov Reward Model (MRM) [12] , where the reward rates come from the system transient performance model (analytical technique). A reward rate r i is then attached to the state i of the availability model as the loss after the failure using the analytical technique for that scenario. By combining these two models, we find the total loss due to unavailability of path(s) and also due to capacity constraints on the restoration paths between nodes. We call the total loss as the susceptibility of the network. Survivability of the Figure 1 . Now we use the availability analysis for a case with two paths. There are two edge disjoint paths between nodes 5 and 1, P 1 = {e 1 } and P 2 = {e 3 , e 8 }. There is no common element between these two paths, therefore n = 0 and we do not have any transition from state P 1 P 2 to state P 1 P 2 . State diagram for availability analysis of this case is illustrated in Figure 6 . We solve the Markov chain to find the probabil- ity of each state in Figure 6 :
where ρ = λ µ . The probability that both paths are available is P r[P 1 P 2 ]. We will not have any loss in that state according to the analytical technique. If link e 1 fails with rate of λ, then it is in the state of P 1 P 2 . If e 1 fails, according to the analytical technique, and Table 2 , we can restore 0.67 of the traffic using the other path and 0.33 of the traffic will be lost. We can use this result as the reward rate for the availability model and it is turned into a Markov Reward Model (MRM) [12] . In state P 1 P 2 , the traffic on link e 1 is delivered and we do not have any loss, and reward rate for this state is 0. In state P 1 P 2 , all the traffic is lost and the reward rate for this state is 1. Thus, survivability is: Survivability=1-(Pr[P 1 P 2 ] * 0) + (P r[P 1 P 2 ] * ELF (e 1 )) + (P r[P 1 P 2 ] * 0) + (P r[P 1 P 2 ] * 1) * T otal traffic Therefore, the procedure to find the susceptibility and survivability of the network involves the following steps:
• Solve the transient ELF using analytical technique, using Expression (10)
• Solve the steady state availability model to find the probability of states
• Find network survivability using above model
It is also assumed that, links fail according to a Poisson process with rate λ, and repair durations are exponentially distributed with mean µ. Thus, the steady state availability A is given by [3] :
Survivability of the example network in Figure 1 for two different scenarios are shown in Table 3 : Survivability for two scenarios for topology in Figure 1 
Simulations and performance evaluation
A simulator has been developed to evaluate the survivability of the network. In the simulation, each link is treated as a fiber in a WDM network. All nodes are configured with wavelength converters. The failure rate λ and the repair rate µ are 0.01 and 0.1 respectively. If a link fails, the light paths on that link are re-routed on a restoration path. The light paths that cannot be re-routed are assumed to be blocked and lost. First, we use simulation results for the five node, eight link topology in Figure 1 in order to evaluate the model. Three different link failure scenarios are considered. The results are illustrated in Table 4 . The results from simulation agree very well with the model. Figure 7 shows Table 4 : Survivability of network in Figure 1 for different link failure scenarios sults corresponding to three scenarios. In the first scenario, simulation runs without considering failure-repair behavior in the system and indicates an availability of 1. In scenarios 2 and 3, we consider different rates for µ, 0.2 and 0.1 with λ = 0.01. Two performance and availability models are combined to find the survivability of the network for case of link e 1 failure. As we decrease the steady state availability by decreasing the repair rate, the survivability of the network decreases. These results show that system survivability performance evaluation should include both system availability analysis and performance evaluation of the network. Performance evaluation of the network without considering failure-repair behavior in the system is too optimistic. 
Conclusions
In communication networks, the availability, capacity, and performance are important QoS factors, which should be studied in a composite manner. We proposed a hierarchical model to evaluate the system survivability performance. Our approach in this paper may be applied to study the survivability performance of other complex networks as well. Our on going research includes the survivability analysis of systems with more complex structures.
