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The immersed boundary method is a model of fluid-structure interaction that uses a single
momentum equation to account for the dynamics of a fluid and an immersed solid. The momentum
equation is solved in Eulerian form, and fluid-solid coupling operators with delta function kernels are
used to communicate between the Eulerian and Lagrangian frames. Over the years many extensions
to the immersed boundary method have been introduced, notably the hyper-elastic extension of
Boffi et al which treats the structure as a finite volume. Subsequent to this work, Griffith and
Luo introduced a hybrid numerical approach to Boffi’s formulation, which used finite differences to
approximate the Eulerian equations and C0 finite elements to solve the Lagrangian equations. This
new numerical method presents both more flexibility and more challenges. Specifically, questions
arise as to how to adequately maintain incompressibility of the solid in the Lagrangian frame, how to
choose the discrete set of points that most efficiently couples the fluid and solid, and how to model
finitely-thin structures. In this work we leverage techniques of computational mechanics to offer
solutions to these questions.
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Continuum mechanics is the language of the immersed boundary method, and so we will start
off with a quick review of continuum mechanics basics. Then we will turn to numerical methods to
solve the equations of continuum mechanics, favoring methods that form the basis of the hybrid
IB approach of Griffith and Luo [?]. We will spend more time developing the knowledge of solid
mechanics and finite elements because they are more pertinent to the core of this work. Our treatment
largely follows that of Bonet and Wood [?].
1.1 Lagrangian and Eulerian Coordinates
In the study of continuum mechanics, we concern ourselves with infinitesimal (small) or finite
(large) deformations of continuous bodies. By continuous body we mean an object occupying a subset
of Euclidean space Ω0 ⊂ Rd (in which d = 2, 3 is the spatial dimension) with a smooth boundary
∂Ω0. If the deformations are infinitesimal we may assume that the body after deformation very
closely resembles the undeformed state. For continuous bodies under finite deformations, the frame
of reference of interest becomes ambiguous because the displacements are large; we may choose to
describe phenomena with respect to an initial undeformed configuration or with respect to the final
or current deformed configuration. The first notion describes Lagrangian coordinates, which are
typically denoted byX, whereas the second notion describes Eulerian coordinates, which are typically
denoted by x. Mathematically, consider a continuous undeformed body described by the coordinates
X ∈ Ω0 ⊂ Rd. The function χ(X, t) : Ω0 → Ωt is a map between the undeformed configuration
and deformed configuration at time t. Thus the two coordinates are related via x = χ(X, t). It is
assumed that χ(X, t), known as the deformation map, is an at least twice differentiable injective
function.
Any mechanical quantity can be described with respect to Lagrangian variables or Eulerian
variables. For example, the velocity described in Lagrangian variables is U(X, t) = ∂χ∂t . We
1
describe the velocity in Eulerian variables by using the inverse mapping χ−1(x, t). Specifically,







. For the acceleration in the Lagrangian frame, we merely
take a second time derivative: ∂U∂t =
∂2χ
∂t2
. The fact that X is independent of time makes this
relationship quite simple because total derivatives in time are equivalent to partial time derivatives
when we parameterize the velocity byX. However, the acceleration expressed in Eulerian coordinates
is a little more complicated:
d
dt









+ u · ∇u (1.2)
in which we have made use of the chain rule and the definition of u. For convenience we use the
notation of the material time derivative, defined by DDt =
∂
∂t + u · ∇.
1.2 Surface and Body Force Densities
We may study the behavior of continuous bodies under the influence of internal and external
forces that emanate from force densities. These forces include surface forces (or tractions) t that
act along the boundary ∂Ωt and external body forces bext that act within the interior of Ωt. The
surface force density t has units of force per unit area (which makes it a stress), whereas bext has
units of force per unit volume. Friction is an example of an external surface force, whereas gravity
is an example of an external body force. It is also interesting to study the forces of a subregion of









Note that f tot is a force, not a force density. Although bext may take many forms, t is intimately
related to the internal forces of the body. The surface forces may be applied from an external
source or emanate from the internal state of stress of the body. Because t may emanate from inside
the body, we assume that it is dependent on the surface normal n(x, t). In other words, we have
t = t(n,x, t).
2
1.3 Conservation Laws in Continuum Mechanics
1.3.1 Conservation of Mass
Suppose the mass density of a body is ρ0(X) in Lagrangian coordinates and ρ(x, t) in Eulerian
coordinates. First we must define the deformation gradient F = ∂χ∂X (the Jacobian of the mapping






ρ(x, t) dx. (1.4)





ρ (χ(X, t), t) J(X, t)dX, implying that ρ0(X) = ρ(χ(X, t), t)J(X, t). From the left hand side
of equation (??), it is clear that the time derivative of the total mass is zero and that mass conserved.
Conservation of mass in the Eulerian frame means that the total time derivative of the right hand













































+ ρ∇ · u
]
dx. (1.5)
In the above calculation we used the identity ∂J∂t = J (∇ · u). We also expect equation (??) to hold
pointwise. Therefore, the condition for conservation of mass in the Eulerian frame is
Dρ
Dt
+ ρ∇ · u = 0,∀x ∈ Ωt. (1.6)
Furthermore, for constant mass density, this simplifies to ∇ · u = 0.
In the preceding calculation we have uncovered an important result in the transport of continuous
3











+ φ∇ · u
]
dx, (1.7)
in which φ(x, t) is an arbitrary function defined on Ωt.
1.3.2 Conservation of Linear Momentum






ρ(x, t)u(x, t)dx. (1.8)
Conservation of momentum means that the total time derivative of (??) equals the total net force.






























































This relationship motivates the introduction of Cauchy’s stress theorem, which specifies how t and n
are related.
We now outline the idea of Cauchy’s stress theorem as described in the work of Marsden and
Hughes [?]. Let a(x, t) be a differentiable scalar field and b(x, t) and c(n,x, t) be continuous fields
defined for all t ∈ R, all x ∈ Ωt, and all unit vectors n at x. Assume a, b, and c satisfy the following
4











c(n,x, t) da, (1.11)
where n is the unit outward normal to ∂ωt. Then there exists a unique vector field c(x, t) on Ωt
such that c(n,x, t) = c(x, t) · n(x, t).













in which each row of , henceforth called the Cauchy stress tensor, acts as the vector field c(x, t) for
each spatial component. As stated in Cauchy’s stress theorem,  is defined everywhere in the region












∇ ·  dx (1.13)
Since this must hold over any arbitrary subregion ωt ⊂ Ωt, it must also hold for each x ∈ Ωt.




= ∇ ·  + bext. (1.14)
Conservation of linear momentum in the Lagrangian frame is much simpler because, as will be
shown, it does not require the material time derivative. First we must state Nanson’s relation which
relates surface normals and area elements between Lagrangian and Eulerian frames:
J(X, t) ·NdA = FT · nda. (1.15)
To establish conservation of linear momentum in the Lagrangian frame, we start by restating the












(x, t)n(x, t) da,
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(X, t) dX =
∫
Ω0




J(X, t)(χ(X, t), t)F−TN(X, t) dA, (1.16)
in which the last term comes from application of Nanson’s relation. Next we introduce the first
Piola-Kirchhoff (PK1) stress P(X, t) and body force density with respect to volume elements in the












P(X, t)N(X) dA. (1.17)
The relationship between Cauchy stress, an Eulerian measure of stress, and first Piola-Kirchhoff
stress, a Lagrangian measure of stress, is important, and we state it explicitly here
P(X, t) = J(X, t)(χ(X, t), t)F−T (X, t). (1.18)
Also recall that the relationship between Lagrangian and Eulerian velocities isU(X, t) = u(χ(X, t), t).
All these relationships, including that between the body force densities, raise the important point
that relating quantities between the Lagrangian and Eulerian frames is not simple; it is not merely a
matter of making the substitution x = χ(X, t). Henceforth, we will use the proper relationships
between Lagrangian and Eulerian quantities.
Finally, applying the divergence theorem and requiring conservation of linear momentum to hold




= ∇X · P +Bext, (1.19)
in which ∇X· is the divergence operator with respect to the Lagrangian frame.
1.3.3 Conservation of Angular Momentum














in which r is the vector pointing from the origin to the point x. In the absence of body moment
densities (torque-like quantities per unit volume), conservation of angular momentum implies
symmetry of the Cauchy stress tensor
T = . (1.21)
Posed in the Lagrangian frame, conservation of angular momentum reduces to
FPT = PFT . (1.22)
For a proof of the conservation of angular momentum implying (??), and therefore (??), see Marsden
and Hughes [?].
1.4 Solid Mechanics
It is often the case that Lagrangian coordinates are used to describe the deformations of solids
and Eulerian coordinates are used to describe the behavior of fluids. When studying the behavior of




(X, t) = ∇X · P(X, t) +Bext(X, t) X ∈ Ω0, (1.23)
χ(X, 0) = χ0(X) X ∈ Ω0, (1.24)
∂χ
∂t
(X, 0) = U0(X) X ∈ Ω0, (1.25)
χ(X, t) = χD(X, t) X ∈ Ω0,D, (1.26)
P(X, t)N(X, t) = T (X, t) X ∈ ∂Ω0,N , (1.27)
in which χ0 and U0 are initial conditions and T is the traction with respect to the Lagrangian frame.
In practice the traction may have a nonlinear relationship with the solution χ of the BVP. This will
be explored in a numerical example in the next chapter.
To fully describe the behavior of the solid we need to explicitly describe the functional relationship
of the PK1 stress on the deformation of the body under consideration. This relationship is known
as a constitutive law. If P is not explicitly dependent on X, the material is called homogeneous.
Many materials are modeled with this assumption in practice, and this work also makes this
assumption. Additionally, measures of stress should be independent of rigid body motions Q,
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specifically translations and rotations. This is known as material frame invariance, or objectivity. To
address the independence on translations, P is defined to be a function of F, rather than a function χ.
This way χ1 and χ2 = χ1 + C, for an arbitrary vector C, admit the same stress because ∂χ1∂X =
∂χ2
∂X .
To address the independence on rotations Q, we introduce the right Cauchy-Green strain:
C = FTF. (1.28)
Note that F and QF admit the same right Cauchy-Green strain. Dependence of P on C, means that





(C− I) , (1.29)
in which I is the identity.
Both C and E are measures of strain, whereas F is not. Strain measures are quantities that
describe the state of deformation and must also satisfy objectivity, which is why F does not qualify.
Let us consider an infinitesimal line element dX in the reference configuration which deforms into
dx = FdX in the deformed configuration. We may relate state the norm of the deformed line element
as
||dx||2 = dx · dx = (FdX) · FdX = dXTCX. (1.30)
Therefore, C is a Lagrangian quantity we may use to understand deformations with respect to the
reference configuration. We may also use C to discuss the angle between to vectors in the deformed
configuration
dx1 · dx2 = (FdX1) · FdX2 = dXT1 CX2. (1.31)













dX2C12dX1. We may therefore interpret C12 and any off-diagonal term of C to correspond to the
angle between the standard basis vectors of the reference configuration when transformed into the
deformed configuration.
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We may encode all the information of C, up to a change of basis, within its tensor invariants:










I3 = det(C), (1.34)
in which tr(T) =
∑3
i=1 Tii. These are the usual tensor invariants for the specific case of tensors





























in which each λCi is an eigenvalue of C. For a general T ∈ Rn×n, with n ∈ Z, the tensor invariants are
the coefficients of the characteristic polynomial defined by det (T− λI). Note, that QTTQ will have
the same invariants as T by definition of the determinant and the fact that QTQ = I for square
orthogonal matrices.
Constitutive laws must incorporate the symmetries of the material behavior, of which there are
multiple symmetry classes for two and three dimensional materials. The simplest class of material
symmetry is isotropy, which means that material properties are invariant under rigid body rotations
(we will return to other classes in later chapters). Mathematically, this means that P = P(FQ) = P(F).
Usage of the tensor of invariants in the constitutive law, for example P = P(I1, I2, I3), implies that
the material behavior will be isotropic.
1.4.1 Hyperelasticity
In this work, we are primarily concerned with hyperelastic solids (or more specifically, visco-elastic
solids whose elastic component is hyperelastic). These materials are defined by a strain energy density
functional (for brevity, shortened to strain energy in this work), which we may write Ψ = Ψ (F),
9





in which the partial derivative denotes a Fréchet derivative 1 and each component is Pij = ∂Ψ∂Fij . As
is the case in mechanics, this definition of P implies that internal forces will be conservative because
the force is equal to the gradient of a potential. Note that all strain energies that are functionals of
C are also functionals of F.






















This means any isotropic hyperelastic PK1 stress tensor may be represented as
P = α1F + α2FC + α3F
−T , (1.43)
in which each αi is a nonlinear scalar function of the invariants Ii.
One may wonder what quantity arises when the derivatives are taken with respect to C or E. In





1The mapping χ and its second derivatives are assumed to be Lebesgue integrable. This means Ψ is a functional on a
Hilbert space.
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Alternatively, because of the relationship described in equation (??), we may say ∂Ψ∂C =
1
2S. Applica-
tion of tensor calculus identities show the following relationship between PK1 and PK2 stresses
P = FS. (1.45)
The PK2 stress S is a purely Lagrangian notion of stress, whereas P is technically a two-point tensor
relating Lagrangian and Eulerian quantities that is parameterized by Lagrangian variables. The
Cauchy stress  is a purely Eulerian notion of stress. We may expand all isotropic hyperelastic PK2
stress tensors as
S = α1I + α2C + α3C
−1, (1.46)
in which each αi is the same those in equation (??). 2 This relationship means that S, like , is
symmetric.
Taking a geometric perspective, F(X, t) is mapping from the tangent space at X in the reference
configuration Ω0 that maps to the tangent space at x of the deformed configuration Ωt. Therefore,
FT is a mapping going in the opposite direction. Recall that C = FTF, and subsequently, C raised to
any integer power is a mapping from the tangent space at X back to the same tangent space. Also
recall that stress tensors are defined based on their action on normal vectors, and this action yields
a force. Physically, this means that stress tensors relate areas described by their normal vectors
to forces. The PK1 stress P relates area in the reference configuration to forces in the deformed
configuration, whereas the PK2 stress S relates area in the reference configuration to the pull-back
of forces, which is a quantity that also exists in the reference configuration.




Ψ (F) dX. (1.47)
Given a test deformation gradient δF (an arbitrary function belonging to the same function space as
F), we take the first variation of this functional (its directional derivative in the direction of δF) to





















P : δF dX




. Because of this relationship
we say that P and F are work conjugates. Similarly, we may take the first variation with respect to
δE, we get









S : δE dX.
Likewise, S and E are work conjugates. Note that δE = 12
(
δFTF + FT δF
)
, and recall that P = FS.
This implies that P : δF = S : δE, and furthermore both definitions of δE are equivalent. Furthermore,
note that we may choose δF = F (or δE = E) so that δE[F] · δF represents the change in total energy
in the direction of F.
As noted previously, F is not a measure of strain. Equation (??) has an advantage over equation
(??) because it consists of a stress and strain variable. It is then easier to attach physical significance
to each term. For example,
∫
Ω0
S12 E12 dX is change in energy related to shear. This is because
Sij = ∂Ψ∂Eij .
1.4.2 Finite Element Methods
The finite element (FE) method is the most common numerical method to solve equations (??) –
(??). For this method a finite sequence of functions {φi(X)}mi=1, called trial functions is chosen and






Specifically, we have chosen coefficients for our expansion χi(t) that depend on time. Typically,
finite-difference methods are used to approximate time derivatives and this is the approach taken in
this work. We have also assumed that this field is a Lagrangian variable. We may very well have
assumed this variable is Eulerian and parameterized by the Eulerian coordinates x. The former
approach is considered a total Lagrangian approach and the latter, which solves equations (??)
instead, is called an updated Lagrangian approach.
The FE method is designed to solve integral equations, referred to as weak forms or variational





























Equation (??) is called the weak form of equation (??) because it implicitly relaxes regularity require-
ments on the solution of the PDE. Equation (??) motivates the notion of weak derivatives, which
extends the idea of differentiation to functions that are classically considered to be nondifferentiable.
Whereas equation (??) explicitly requires χ to be twice differentiable in space and time, (??) does
not necessarily guarantee this degree of regularity for the weak solution. However, (??) does require
that all terms in the equation belong to the space of square-integrable functions:
L2(Ω0) :=
{






in which we take
∫
Ω0
(·) dX to be the Lebesgue integral. This means thatX and its spatial derivatives
belong to the space L2(Ω0). This motivates the definition of the following function space
H1(Ω0) :=
{









The space H1(Ω0) is called a Sobolev space, and it, as well as L2(Ω0), satisfy the axioms of a Hilbert
space.
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It may be noted that the Neumann boundary condition PN = T naturally arises in equation
(??), but the Dirichlet boundary condition is nowhere to be seen. Solving equation equation (??)
will ensure that the Neumann condition is satisfied, whereas special care must be taken to satisfy








∣∣φ = 0} (1.56)
Note that H1E(Ω0) is not a vector space because the sum of two elements u1, u2 ∈ H1E(Ω0) does
not lie in the space: u1 + u2 /∈ H1E(Ω0). We are now ready to state the full weak statement of the
problem:















for all φ ∈ H1E0 .
The most common approach to FE methods is the Galerkin formulation. This FE formulation
involves looking for an approximate solution to (??) in a finite dimensional space, denoted by ShE .
What sets the Galerkin formulation apart from other formulations, such as the Petrov-Galerkin
formulation, is the use of a similar space ShE0 for the space of test functions (our meaning of "similar"
to be specified shortly). This space, which does satisfy the vector space axioms, will be spanned by
the basis functions {φi(X)}mi=1. Finally, in this work we focus on conforming FE approximations,
which means that ShE ⊂ H1E and similarly ShE0 ⊂ H1E0 .
Before we proceed, we must first correct the FE expansion in (??) to account for the Dirichlet
boundary conditions. To satisfy the Dirichlet conditions we enrich our space with an additional set









Here m∂ denotes the number of additional basis functions, and the additional coefficients are chosen
such that
∑m+m∂
i=m+1χi(t)φi(X) interpolates the Dirichlet boundary data χD. The first basis functions
in the sum (??) are called the trial functions and coincide with the test functions of ShE0 . The
Galerkin FE formulation may then be more precisely defined as using the space spanned by the trial
functions as the space for the test functions.
We note that (??) yields an approximation to the deformation gradient given by Fh =
∑m
i=1χi∇XφTi .



















which yields d equations to solve for each ϕj . In matrix vector form we may rewrite this as
[M] [χ̈h] = [F int] + [F ext], (1.60)
in which [M] denotes the d-dimensional mass matrix, [F int] denotes contributions from the internal












The internal and external forces are defined as












It is worth noting that the internal forces [F int] are in general a nonlinear function of the motion
map [χh], but in the case of a linear constitutive law, the two are related via the stiffness matrix [K].
Solution of the matrix-vector problem (??) requires specification of the test functions {φi(X)}mi=1
and the discretization of the domain Ω0 into a finite union of elements Th = ∪eKe. The most
common choice of basis functions are Lagrange polynomials which are designed to have support over
only a subset of the elements and interpolate the vertices of these elements. Bilinear quadrilateral,
or Q1, elements are depicted in Figure ??. Each vertex of the quadrilateral is referred to as a node,
and the functions with support on this element will equal one at one of the nodes and zero at the
other three nodes. Mathematically, this means
φi(Xj) = δij . (1.65)
The most common elements in two-dimensions are triangles (P1 elements) and quadrilaterals and in
three dimensions are tetrahedra (P1) and hexahedra (Q1). In each of these cases, extra nodes may
be placed on element edges, faces, and centers to give higher order polynomial approximations. All
of these elements rely on isoparametric mappings from a parent domain in ξ-coordinates into the
material domain in X-coordinates. The mapping X = X(ξ, η) uses the Lagrange polynomials to
map into the material domain via X(ξ, η) =
∑mel
i Xiφ̄i(ξ, η). Similarly, the unknown χh is also
approximated using the basis functions in ξ-coordinates via
∑m
i χiφ̄i(ξ, η). Technically this means
the relationship between the coordinates X and the unknown χh is not necessarily captured by
the Lagrange basis functions. Specifically, this is the case for basis functions that are quadratic or
higher order and when the elements are not defined by affine mappings from the parent domain. For
example, in the case of quadratic basis functions and elements that are defined by quadratic mappings
from the parent domain (i.e. have curved edges), the relationship between χh and ξ-coordinates will
be the composition of two quadratic polynomials, which is itself not quadratic.
Finally, to complete the approximation of the BVP (??) – (??), we need an appropriate quadra-
ture rule to approximate the integral equations in (??). Typically, Gaussian quadrature is used in


















Figure 1.1: Isoparametric mapping of the bi-unit square in ξ-space to the undeformed coordinates.
1.5 Fluid Mechanics
1.5.1 Navier-Stokes Equations
In fluid mechanics, Eulerian variables are often preferred. In this work we are concerned with





and stress. The velocity gradient is L = ∇u and the rate of deformation is
∂
∂tF = Ḟ. The rate of strain is the symmetric part of the velocity gradient. The Cauchy stress for an
incompressible Newtonian fluid is






in which µ is the dynamic viscosity and π(x, t) is the hydrostatic pressure that acts as a Lagrange
multiplier for the constraint of incompressibility ∇ · u(x, t) = 0. The use of Lagrange multipliers to
impose constraints is explored more in depth in Chapter ??. Inserting this definition of stress into
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(x, t) = −∇p(x, t) + µ∇2u(x, t) + f(x, t), x ∈ Ω (1.67)
∇ · u(x, t) = 0, x ∈ Ω (1.68)
u(x, 0) = u0(x), x ∈ Ω (1.69)
u(x, t) = uD(x, t), x ∈ ΩD (1.70)
(x, t)n(x, t) = h(x, t). x ∈ ΩN (1.71)
Equations (??) – (??) are referred to as the Navier-Stokes equations. They are the most ubiquitous
equations in all of fluid mechanics and will the be equations we use for modeling fluids. We use
the domain Ω because in this work we will focus on solving the Navier-Stokes equations on fixed
domains.
1.5.2 Finite Difference Methods
Many approaches may be taken for approximating the solution to the Navier-Stokes equations
(??) – (??), including the FE methods (see Section ??). However, we will take the approach of
finite difference methods, which offer both efficiency and accuracy on simple cube-shaped domains.
Specifically, we take the marker-and-cell (MAC) approach to discretizing equations (??) – (??). In
the this approach, like all finite difference approaches, we approximate the unknowns at a discrete
set of spatial positions.
The MAC approach differentiates itself from others by positioning π and the components of u
separately. In two spatial dimensions, let πi,j , ui− 1
2
,j , vi,j− 1
2
be the approximations at ((i+ 12)∆x, (j+
1




2)∆x, j∆x), respectively. Here ∆x is the grid spacing between
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Figure 1.2: Marker-and-cell (MAC) grid. The diamonds indicate where the fluid velocity is
approximated, with red denoting the x-component and blue denoting the y-component. The white
circles indicate where the pressure is approximated.




















and the discrete divergence ∇h (·) is approximated as



















We add superscripts to quantities to denote the approximation at a discrete point in time. For
example, un+1 denotes the approximation to u at time (n+ 1)∆t. The nonlinear convective term is
approximated as N n+1/2 = 32un · ∇hun − 12un−1 · ∇hun−1 is computed using a piecewise parabolic
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= −∇hpn+1/2 + µ∇2hun+1/2 + fn+1/2, (1.80)
∇h · un+1 = 0, (1.81)
to advance the discrete solution to the next point in time.
1.6 The Immersed Boundary Equations
The primary goal of this work is to improve the accuracy of the immersed boundary (IB) equations.
These equations are one, among many models of fluid-structure interaction. Let Ω = Ωft ∪ Ωst be the
computational domain, in which Ωft and Ωst are respectively the regions occupied by the fluid and the
structure at time t. We describe the computational domain using Eulerian coordinates x ∈ Ω. We
describe the reference configuration of the structure using Lagrangian reference coordinates X ∈ Ωs0,
in which Ωs0 is the physical region occupied by the solid at time t = 0. In the context of the IB
method, the mapping χ(X, t) : Ωs0 7→ Ωst connects the reference configuration of the structure to its
current configuration. The IB formulation for an immersed elastic structure employed in this work
defines the Cauchy stress on the computational domain to be
(x, t) = f(x, t) +

0 x ∈ Ωft,
s(x, t) x ∈ Ωst.
(1.82)
Because we use a Lagrangian description of the structure, we use the first Piola-Kirchhoff stress
Ps to describe the elastic response of the structure. For the material models considered here, Ps is
determined from a strain energy functional Ψ(F). The resulting IB form of the equations of motion,
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(x, t) =−∇p(x, t) + µ∇2u(x, t) + f(x, t) (1.83)








Ps(X, t)N(X) δ(x− χ(X, t)) dA
∂χ
∂t
(X, t) = U(X, t) =
∫
Ω
u(x, t) δ(x− χ(X, t)) dx (1.86)
Equation (??) ensures that there is no slip along the solid boundary, and in partitioned methods
for FSI, this no-slip condition is often referred to as the kinematic boundary condition. Here ρ is
the constant mass density, µ is the viscosity, f(x, t) is the Eulerian form of the elastic body force
of the immersed solid, and N(X) is the outward unit normal along the solid boundary ∂Ωs0 in the
reference configuration. The Lagrange multiplier π(x, t) within the fluid domain is the physical
pressure. The operators ∇2,∇ · , and ∇ are with respect to spatial coordinates. The differential
operator ∇X · is the Lagrangian divergence operator. Equations (??) and (??) are the Navier-Stokes
equations for an incompressible Newtonian fluid, augmented by elastic forces in the solid region. In
the IB formulation, interactions between the Eulerian and Lagrangian variables occur via integral
transforms with Dirac delta function kernels, equations (??) and (??). These relationships exploit
the defining feature of the Dirac delta function as a linear functional:
∫
Ω
g(x)δ(x− x0) dx = g(x0), (1.87)
in which g(x) is some function defined on x ∈ Ω and x0 ∈ Ω is some fixed point in space.
1.6.1 The Hybrid IB Method
The Hybrid IB method, or immersed boundary finite element (IBFE) method, was introduced
by Griffith and Luo, and used a finite difference approximation to the Navier-Stokes equations
and an FE approximation for the solid mechanics [?]. Following the discussion in Section ??, we
approximate χ in the solid region as χh(X, t) =
∑m
i=iχi(t)φi(X). Additionally, we introduce a
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Lagrangian elastic force F (X, t) and integrate it against a smooth test function V (X):
∫
Ωs0
F (X, t)·V (X) dX =
∫
Ωs0
(∇X · Ps(X, t))·V (X) dX−
∫
∂Ωs0
(Ps(X, t)N(X))·V (X) dA. (1.88)
We then integrating (??) by parts to get
∫
Ωs0
F (X, t) · V (X) dX = −
∫
Ωs0
Ps(X, t) : ∇XV (X) dX.. (1.89)
To acquire F , equation (??) is then solved for all smooth V . To fully discretize the equations,
we approximate F as Fh
∑m
i=i Fi(t)φi(X). This force F is the force which is then spread to the
backgound Cartesian grid. See Chapter ?? for motivation on introducing the weak form of the
structural force.










denote a d-dimensional regularized delta function. One of the most






5 + 2|x| −
√
−7 + 12|x| − 4r2
)




3 + 2|x| −
√
1 + 4|x| − 4r2
)
, 0 ≤ |x| < 1
0, 2 ≤ |x|.
(1.90)
This function δ̄ is designed to satisfy a series of postulates originally posed by Peskin [?].
























− χh(XeQ, t))weQ, (1.92)
in which the pointsXeQ denote Gaussian quadrature points on element K
e and weQ are the quadrature
weights (see Table ?? in Chapter ??). The regularized delta function is also used in the approximation
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to equation (??);







,j − χh(X, t))∆x2, (1.93)







− χh(X, t))∆x2, (1.94)
in which U IB is an intermediate Lagrangian force that is not necessarily a linear combination of
the basis functions {φi(X)}mi=1. To obtain a velocity field Uh that can be represented using the FE





Most IB-like methods treat both the fluid and solid as incompressible. The hybrid method of
Griffith and Luo [?] does indeed model the structure as incompressible, but when the equations are
discretized the constraint of incompressibility is not necessarily maintained in the solid region. This
is due to several factors: the discrete fluid-soli coupling operators, the choice of the approximation
space for the solid position and velocity, and time integration errors. In this chapter we propose
a simple stabilization which greatly reduces errors in incompressibility arising from all of these
sources. This stabilization is based up the deviatoic-dilatational split of the Cauchy stress tensor.
This is achieved through using a modified version of the deformation gradient F and by introducing
a volumetric penalty term in the solid region that counteracts spurious volume change. Through the
use of numerical examples we demonstrate the effectiveness of this formulation, while highlighting
that standard IB approaches that do not make these modifications may suffer from pronounced
volume loss.
2.1 Definition of Incompressibility
Motions are considered incompressible when they are locally volume preserving. This means that
volume of an arbitrary parcel of material will be unchanged after it is deformed. Mathematically,







for all values of t > 0 and all subregions ω0. In other words we have that the time derivative of the


























∇ · u dx. (2.6)
If the above holds pointwise, then the incompressibility constraint in Eulerian form is
∇ · u(x, t) = 0. (2.7)
We may also deduce that incompressibility requires ddtJ = 0, or equivalently J = constant. We may






J dX to get an initial condition for this differential
equation. Therefore, the incompressibility constraint in Lagrangian form is
J(X, t) = 1. (2.8)
2.2 Proposed Volumetric Stabilization for Hyperelastic IB
In the IB method, the solid motion is exactly incompressible, which follows from equations (??)
and (??). To demonstrate this, let ωs0 ⊆ ωst be a subregion of the solid domain in the reference
configuration, and let ωst = χ(ωs0, t) be the current configuration of this subregion at time t. The
volume of this subregion in the current configuration is V (t) =
∫
ωst
dx, and its volume in the reference
configuration is V0 =
∫
ωs0









∇ · u(x, t) dx = 0, (2.9)
i.e. the volume of material region ωs0 does not change in time, and V (t) = V0. Because ωs0 ⊆ Ωst is






J(X, t) dX. For
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V (t) = V0 to hold for an arbitrary region, we must have J(X, t) ≡ 1. Deviations from J = 1, which
can occur in discretizations of these equations, indicate local changes in volume. In the continuum
equations, however, the present formulation consistently treats both the fluid and solid as exactly
incompressible.
It is well known that for an artibrary second order tensor T, there is a unique decomposition into
deviatoric and isotropic parts, such that T = dev[T]− ϕI. Here ϕ = − tr(T)3 and
dev[T] = T− tr (T)
3
I. (2.10)
By construction, the deviatoric part will satisfy the property tr(dev[T]) = 0. In continuum mechanics,
the Cauchy stress may be similarly decomposed as
 = dev[]− pI, (2.11)
in which p is the physical pressure and ϕ = p. That is, the physical pressure p is,
p = −tr ()
3
, (2.12)
which means that p = π in the fluid region and p = π − tr(s)3 in the solid region in the immersed
formulation of FSI. For incompressible motions, the pressure is defined by the incompressibility
constraint. For compressible motions, the pressure encodes the volume change of the material. As
described in Section ??, common IB formulations [?,?] decompose the Cauchy stress via
 = v − πI +

0 x ∈ Ωft,
s x ∈ Ωst,
(2.13)




is viscous stress and the the elastic stress s is not necessarily deviatoric.
Note that v is already deviatoric because of equation (??). As we will show in our simulations,
using (??) in the discretized equations may lead to very poor numerical results, such as unphysical
and sometimes extreme contractions of the immersed structure.
As described earlier, loss of incompressibility in the solid region can be affected by the FSI
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coupling operators, choice of approximation space for the Lagrangian variables, and time integration
errors. We wish to introduce a stabilization to the structural stress that corrects for the loss of
incompressibility resulting from any of these sources of volume errors. We first take the deviatoric
component of s and then introduce a volumetric stabilization, such that the stress is
 = v − πI +

0 x ∈ Ωft,
dev[s]− pstabI x ∈ Ωst,
(2.14)
in which pstabI is a stabilization term that acts like an additional pressure in the solid region. This
will introduce an additional force in the structural region that, when spread to the background grid,
will act to combat spurious compressible motions in the solid region. Considering equation (??), we





and the pressure in the solid region is p = π+ pstab for this model. Such volumetric stabilization can
also be included if the deviatoric solid stress is not considered specifically,
 = v − πI +

0 x ∈ Ωft,
s − pstabI x ∈ Ωst.
(2.15)
Here, as well, we have a change in the jump for π. With formulation (??), the pressure jump is now
JπK = nTs−n− pstab. The pressure in the solid region is p = π + pstab − tr(
s)
3 .
Similar to treatments of nearly incompressible elasticity, we define pstab as a volumetric penaliza-
tion term. More specifically, pstab is derived from a volumetric energy U(J) that depends only on





Thus, this formulation for stabilization parallels models of nearly incompressible elasticity [?], except
we have adopted the convention commonly used in fluid mechanics, in which the pressure has a
negative sign in front of it.
In nearly incompressible elasticity, restrictions are placed on U(J) to achieve certain physically
motivated properties. Specifically, a definition of U(J) in which U(1) = 0 is physically meaningful
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because no additional energy is introduced if F = I. Because the contribution of the volumetric energy
to the first Piola-Kirchhoff stress is JU ′(J)F−T , it is also common to require U(J) to satisfy U ′(1) = 0,
which implies that no extra stress is introduced if J = 1. We also require that limJ→∞ U(J) =∞
and limJ→0 U(J) = ∞, so that large dilatations and contractions are energetically unfavorable.
Finally, we want to control the effect of U(J) through a stabilization parameter, referred to as the











in which G is the shear modulus. This relationship provides a mechanism for determining κstab that
mimics the relationship between the physical Poisson ratio ν and the physical bulk modulus κ in
a compressible material model. Note that νstab = −1 yields pstab = 0, retrieving the case with no
stabilization.The numerical bulk modulus and the numerical Poisson ratio are not physical parameters
of the model because the present formulation describes the immersed structure as incompressible in
all cases.
The previously mentioned models, (??) – (??), are all capable of modeling incompressible
materials in the continuous case. In fact, pstab = 0 in the continuous IB formulation because J ≡ 1;
any value of κstab ≥ 0 describes an incompressible solid in this formulation. It is interesting to study
all these formulations, however, because we may lose discrete incompressibility of the solid even if
we maintain a discretely divergence-free Eulerian velocity field. Therefore, (??) – (??) may result in
different structural deformations in the discretized equations.
In the following, we will use energy functionals defined in terms of F so that we may easily relate
quantities back to the PK1 stress P. The models in which the solid’s Cauchy stress is not necessarily
deviatoric are derived from the following two energy functionals, which omit and include additional
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volumetric stabilization, respectively:
Ψ = W (F), and (2.19)
Ψ = W (F) + U(J). (2.20)
The energy given by (??) yields the model given by (??), and (??) yields the model given by (??).
Note that (??) is the formulation which may lead to the aforementioned disastrous effects.
It is possible to obtain models (??) and (??) in different ways. One way is through the Flory
decomposition F = J−1/3F [?]. Note that det(F) = 1 by definition. We reformulate strain energy
functionals (??) and (??), respectively, as:
Ψ = W (F), and (2.21)
Ψ = W (F) + U(J). (2.22)
The energy given by (??) completely decouples energy associated to volume changing and volume
preserving motions and achieves the desired split in the Cauchy stress. This decoupling is motivated
by the physical assumption that a uniform pressure only produces changes in size but not changes
in shape. Work by Sansour explores this physical assumption in depth [?], but we offer a brief
explanation here. Specifically, with (??), we obtain an additive split in the Cauchy stress into
purely deviatoric and dilatational stresses. This means that the only contributions to the stabilizing
pressure will come from U(J).
We show that using the model with the Flory decomposition has a similar effect as using the
deviator operator. Let W denote W (F). The derivative of W is ∂W∂F =
∂W
∂F
: ∂F∂F , in which
∂F
∂F is a




























































Another way to achieve a deviatoric Cauchy stress is through simply using the deviator operator
(??). We refer to these stress models as deviatoric projections. In our tests, deviatoric projections for
hyperelastic models will be constructed by using the deviator operator for the first Piola-Kirchhoff
stress:
DEV[T] = T− 1
3
(T : F)F−T . (2.26)
Note that (??) resembles (??) with the exception of the J−1/3 pre-factor and that pushing forward
(??) also yields a traceless tensor. The operator is applied to (??) and yields a Cauchy stress with
the desired split. Herein, we study these models with and without the volumetric stabilization.
2.3 Constitutive Laws
As stated in Chapter ??, we express Ψ as a function of the first two tensor invariants of the right
Cauchy-Green tensor C for incompressible solids with isotropic material responses. This relationship
between Ψ and F ensures for material frame indifference [?]. In incompressible cases, J ≡ 1, and
there is no dependence on the third invariant, I3 = det(C) = J2. In the compressible regime, of
course, this is not the case. Often, the energy for compressible and nearly incompressible materials
is written as a function of Ī1 = J−2/3I1 and Ī2 = J−4/3I2, which are the invariants of C = F
T
F.
Modifying the invariants in this way removes information about the volume change. Thus we refer
to the invariants of C as the modified invariants.
The invariant based models used in this work are of the form
Ψ = W (I1, I2), and (2.27)
Ψ = W (I1, I2) + U(J) (2.28)
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for the deviatoric projection and unmodified models and
Ψ = W (Ī1, Ī2), and (2.29)
Ψ = W (Ī1, Ī2) + U(J) (2.30)
for the modified models. We briefly describe specific constitutive models that do and do not have
the desired deviatoric split.
2.3.1 Neo-Hookean Models
The neo-Hookean model is a simple hyperelastic model that depends only on the first invariant.




(I1 − 3) +
κstab
2
(ln J)2 and (2.31)
Ps = GF + κstab ln(J)F
−T . (2.32)
The Young’s modulus is commonly used to describe neo-Hookean materials. The Young’s modulus
E is related to G via G = E2(1+ν) . Here we use ν =
1
2 to relate G and E because we are modeling a
material whose motions are incompressible.
































Mooney-Rivlin material models also include linear dependence on I2 in the energy. The unmodified
invariant case is given by
Ψ = c1 (I1 − 3) + c2(I2 − 3) +
κstab
2
(ln J)2 and (2.36)
Ps = 2c1F + 2c2(I1F− FC) + κstab ln(J)F−T , (2.37)
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As with the neo-Hookean models, we study material models described in this work with and
without volumetric stabilization. For the Mooney-Rivlin material law, this will require being able to
relate material constants to κstab. For consistency between the small deformation (linear) and large
deformation (nonlinear) regimes, we set G = 2(c1 + c2) when calculating κstab. This allows the use
of the same formula, equation (??), that relates κstab and νstab to a material quantity.
2.3.3 Modified Standard Reinforcing Model
To examine the effects of anisotropy, we use the modified standard reinforcing model [?]. This
model describes transversely isotropic materials with fibers given by a material vector A in the
reference configuration and a = FA in the current configuration. The effect of the anisotropy appears
through the anisotropic invariants I4 and I5:
I4 = A
TCA = aTa, and (2.41)
I5 = A
TC2A = aTBa, (2.42)
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in which B = FFT is the left Cauchy-Green strain. Because a is the stretched and rotated material
vector, I4 measures the stretch of the fiber, whereas I5 encodes information related to the shear as




(I1 − 3) +
GT −GL
2
(2I4 − I5 − 1)
+
EL +GT − 4GL
8
(I4 − 1)2 +
κstab
2
(ln J)2 and (2.43)
Ps = GTF + (GT −GL) (2FM− FMC− FCM)
+
EL +GT − 4GL
2
(I4 − 1)FM + κstab ln(J)F−T , (2.44)
in which M = A⊗A. Here, GT is the shear modulus of the material in the plane transverse to the
fibers, and GL is the shear modulus along the length of the fibers. To determine κstab, GT is used
in equation (??) because this material model does not involve an isotropic shear modulus G. The





(Ī1 − 3) +
GT −GL
2
(2I4 − I5 − 1)
+
EL +GT − 4GL
8
(I4 − 1)2 +
κstab
2








+ (GT −GL) (2FM− FMC− FCM)
+
EL +GT − 4GL
2
(I4 − 1)FM + κstab ln(J)F−T . (2.46)







+ (GT −GL) (2FM− FMC− FCM)
+
EL +GT − 4GL
2
(I4 − 1)FM + κstab ln(J)F−T . (2.47)
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The anisotropic models considered for the benchmarks herein take the following forms:
Ψ = W (Ī1, Ī2, I4, I5) + U(J), (2.48)
Ψ = W (I1, I2, I4, I5) + U(J), (2.49)
Ψ = W (Ī1, Ī2, I4, I5), or (2.50)
Ψ = W (I1, I2, I4, I5), (2.51)
with the exception of the deviatoric projection of the standard reinforcing model, which does not
arise from an energy functional. If we modify both I4 and I5 by using C and use the volumetric
stabilization, we arrive at a Cauchy stress with an additive deviatoric-spherical split. In cases of
uniform pressure, however, it is possible that a body will undergo a shape-changing deformation if
the material is anisotropic. Thus, the volumetric split is not appropriate for the anisotropic part of
the stress.
We remark that in biomechanics literature, the standard reinforcing model is often defined as
Ψ = c1(I1 − 3) + c4(I4 − 1)2, without any dependence on I5 [?]. It can be shown that omitting
this anisotropic invariant implies that the linearized shear moduli in the direction of the fibers and
perpendicular to the fibers must be the same. It can also be shown that the three modes of shear
characteristic of transversely isotropic materials are not represented if I5 is omitted [?]. The modified
standard reinforcing model is arrived at by augmenting the standard reinforcing model in a way that
allows for the consistency between the linear and finite regimes [?].
2.4 Results from Numerical Benchmarks
We use standard benchmark problems for incompressible elasticity drawn from the solid mechanics
literature, except that here the solid bodies are embedded in an incompressible Newtonian fluid.
However, because the elastic part of the structural material response is hyperelastic, and thus path-
independent, the steady states of the FSI problems are the same as those from pure solid mechanics
formulations. In fact, the IB formulation used herein treats the solids as visco-elastic because the





in the continuous case, so the equilibrium configuration defined by ∇ ·  = 0 and zero fluid velocity
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implies ∇ · s +∇p = 0 as well.
We report the computed displacements of a point of interest and the total volume conservation
for each benchmark. When listing the ranges for the volume conservation, we omit the coarsest
discretizations of the structure. We also present the deformations of each benchmark for all relevant
formulations of the energy functional (e.g. equations (??) – (??) for the isotropic models). These
visualizations depict the average values of J for each element, and the extents of the color bar











We use the same Gaussian quadrature rule here as for the approximation of the integrals in other
parts of our method.
We use material models for the structure with modified isotropic invariants, unmodified isotropic
invariants, and the deviatoric projection of the isotropic part of the elastic stress. These models
are studied with varying levels of volumetric stabilization that are tuned through different choices
of νstab. Except where otherwise noted, we consider numerical Poisson ratios of νstab = −1, 0, 0.4
and .49995. Note νstab = −1 corresponds to the case of zero numerical bulk modulus and thus
zero volumetric energy-based stabilization. We use νstab = .49995 to study the effect of volumetric
locking, and νstab = 0 and νstab = .4 are studied as intermediate values between the two extremes.
In all tests, the computational domain is Ω = [0, L]d, in which d = 2, 3 is the spatial dimension
and L is the domain length. The spacing of the Eulerian grid is ∆x = LN , in which N is the number
of cells in one dimension. We use zero velocity boundary conditions on the computational domain.
This allows for the fluid velocity to settle down to zero as time goes on. The simulations are run
until a final time Tf, which is chosen such that the velocity is approximately zero. The loads on the
structure are incrementally applied; at time t = 0 the load is zero and linearly increases in time
until at time Tl = αTf the load is fully applied. Here α ∈ (0, 1). Between times Tl and Tf, we let the
structure relax to its resting configuration. Except where otherwise noted, the density is ρ = 1.0 kgm3 ,
and the viscosity is µ = .16 N·sm2 .
The results from the FSI calculations are compared to quasi-static fully incompressible elasticity
finite element simulations. Specifically, we use a mixed displacement-pressure formulation to en-
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force the incompressibility constraint [?]. Piecewise linear polynomials are used to interpolate the
displacement and pressure fields. This choice leads to an unstable numerical method, as the corre-
sponding P1/P1 elements (indicating a piecewise linear approximation for both the displacement
and pressure) do not satisfy the Ladyzhenskaya-Brezzi-Babuska (LBB) condition (also called the
inf-sup condition) [?]. In 1986 Hughes, Franca, and Balestra circumvented the LBB condition for
the Stokes equations using a simple stabilization method suitable for equal order approximations
and recovering the optimal order of convergence [?]. Their method has been extended to linear and
nonlinear elasticity [?,?], and it has been reinterpreted in a variational multiscale framework [?,?].
We use this stabilization method to guarantee the stability of the finite element simulations.
All Dirichlet boundary conditions for the structure are imposed via a penalty method. Specifically,
surface forces of the form T = κD(χD − χ) are applied to the structure’s boundary to approximate
Dirichlet boundary conditions given by χD. κD denotes a stiffness used to penalize deviations from
the desired value. We use the scaling κD ∝ ∆x(∆t)2 , in which ∆t is the time-step size, so that the the
stiffness parameter increases as the mesh is refined. For all tests, we use a pre-factor of 2.5 for κD.
Let ∆X be the Lagrangian mesh width. The mesh factor ratioMFAC = ∆X∆x describes the relative
grid spacing between the Eulerian and Lagrangian meshes. In our tests, the choice of MFAC = 1 is
used for pressure driven cases and MFAC = 2 is used for shear driven cases. These choices of MFAC
were made based on preliminary tests (data not presented). More specifically, we use MFAC = 1
for the compression block test and MFAC = 2 for the Cook’s membrane, the anisotropic Cook’s
membrane, and the torsion tests.
2.4.1 Compressed Block
This test is a plane strain problem involving a rectangular block with a downward traction
applied in the center of the top side of the mesh and zero vertical displacement applied on the
bottom boundary; see Figure (??) for the loading configuration and dimensions of the structure. Zero
horizontal displacement is also imposed along the top side. All other boundaries have zero traction
applied. This test was used by Reese et al. [?] to test a stabilization technique for low order finite
elements. A neo-Hookean model is used with shear modulus set to G = 80.194 dyncm2 , and damping is
set to η = 4.0097gs for this test. The downward traction has magnitude 200
dyn
cm2 . The computational
domain is Ω = [0, L]2 with L = 40 cm. The numbers of solid degrees of freedom (DOF) range from
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m = 15 to m = 4753 for the FE (P1/P1) results and all the IBFE results. Specifically, we use a
sequence of meshes that yields the same node locations for each element type (e.g. for m = 15, a P1
mesh and a Q2 mesh have FE nodes located in the same positions).
The primary quantity of interest is the y-displacement at the center of the top face. Figure (??)
shows deformations at time Tf = 500 s. The load time is Tl = 100 s. Figure (??) shows the deviatoric
stresses for both the FE method and the IBFE method with modified invariants and stabilization.
The states of stress are clearly converging to distributions that are in excellent agreement with the
FE results. Additionally, we report the pressure field of the IBFE method and the pressure field of
the FE method in Figure (??). The pressure fields are qualitatively in agreement with the exception
of the boundary, which is less accurate for the IBFE method. This is a result of the use of regularized
delta functions in the Lagrangian-Eulerian coupling operators, which smooth discontinuities in π
that can occur at fluid-structure interfaces. Figure (??) shows the behavior of the point of interest
under refinement. Note the performance of the unmodified invariants in the final row of plots. The
convergence behavior of the single recorded point is satisfactory although the overall deformations
are unphysical in these cases; again, see Figure (??). Particularly noticeable in this benchmark is the
effect of using modified invariants versus unmodified invariants while using a nonzero numerical bulk
modulus. This is apparent in Figures (??a) and (??b), in which the deformations of the elements
are smoothest in (??a) in the case in which modified invariants are used. As expected for values of
νstab close to 12 , volumetric locking plagues the lower order elements, resulting in poor convergence.
Locking is avoided, however, for different values of νstab, corresponding to smaller numerical bulk
moduli, even for low order elements. Figure (??) depicts the displacement of this point as a function
of νstab for the compression test. Note that the locking behavior appears for values of νstab larger
than νstab = 0.4.
Figure (??) reports the percent change in total volume. Formulations using modified invariants
and deviatoric projection yield superior volume conservation. The percent change for all element
types considered range between .0004% and 2.1% for the modified invariants, between .001% and
14% for the unmodified invariants, and between .0005% and 2.4% for the deviatoric projection.
These ranges account for change in area in an absolute sense, whereas the plots display whether the
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Figure 2.1: Specifications of the compressed block benchmark. The quantity of interest is the y-
displacement as measured at the encircled point. The structure, shown here in its initial configuration
and denoted by Ωs0, is immersed in a fluid denoted by Ωf0. The entire computational domain is
Ω = Ωft ∪ Ωst.
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Figure 2.2: Deformations of the compressed block benchmark, along with mean values of J within
each element, using a neo-Hookean material model, with G = 80.194 dyncm2 . The background Eulerian
grid is not shown. Shown here are solid deformations computed using Q1 elements and m = 153
solid degrees of freedom. The first row shows cases with νstab = .4, and the second row shows cases
with νstab = −1 (here equivalent to κstab = 0 and no volumetric-based stabilization). The first
column depicts cases with modified invariants, and the second column depicts cases with unmodified
invariants. Notice that the case with modified invariants with nonzero numerical bulk modulus has
the smoothest deformations, whereas those of the case with unmodified invariants and zero numerical
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Figure 2.3: The three components of the deviatoric part of s for the compressed block benchmark.
The IBFE method uses modified invariants and volumetric stabilization (νstab = 0.4). Each row
is labeled with the solid degrees of freedom (DOF), and the bottom row depicts the FE (P1/P1)
solution with m = 8385 solid DOF (higher than that of the highest resolution IBFE results presented
in this figure). We use P1 elements for each method. The results from the IBFE formulation are
clearly converging to the higher-resolution FE solution.
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Figure 2.4: The pressure distributions of the compressed block benchmark for the FE (P1/P1)
solution (left) and for IBFE solutions corresponding to the modified case with stabilization (middle)
and the unmodified case without stabilization (right). We show a coarse and fine discretization and
use P1 elements for each method. Results from all formulations appear to be converging to the
same solution. The IBFE method uses m = 1089 DOF and m = 9409 DOF for the coarse and fine
cases, respectively. The FE method uses m = 1089 DOF and m = 16, 641 DOF for the coarse and
fine cases, respectively.
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# Solid DOF # Solid DOF # Solid DOF # Solid DOF
Figure 2.5: Displacement of the center point for the compressed block benchmark for different
choices of elements and numerical Poisson ratio. The solid degrees of freedom (DOF) range from
m = 15 to 4753. Notice that each row has the same extents. If a value of νstab is close to 12 , low
order elements produce volumetric locking, and higher order elements are needed for convergence at
reasonable numbers of DOF.
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Figure 2.6: Displacement of the encircled point plotted against different values of νstab for the
compressed block benchmark. Results indicate that for a discretization with m = 2145 DOF, the
displacement is insensitive to larger values of νstab. For the coarser case of m = 153 DOF, volumetric
locking begins to pollute the solution just past νstab = 0.4. Results are for Q1 elements.
trim=left bottom right top
2.4.2 Cook’s Membrane
Cook’s membrane is a classical plane strain problem involving a swept and tapered quadrilateral.
The dimensions of the solid domain and overall problem specification are shown in Figure (??). This
benchmark was first proposed by Cook et al. [?] and is common in testing numerical methods for
incompressible elasticity. An upward loading traction is applied to the right side, and the left hand is
fixed in place; see Figure (??). All other structural boundaries have stress-free boundary conditions
applied. The upward traction is given as 6.25 dyncm2 . The y-displacement of the top right corner is
measured at Tf = 50 s. The load time is Tl = 20 s. The neo-Hookean material model, equations (??)
– (??), is used with a shear modulus of G = 83.3333 dyncm2 ; this value is equivalent to using a Young’s
modulus of E = 250 dyncm2 if ν =
1
2 . Damping is set to η = 4.16667
g
s for this test. The computational
domain is Ω = [0, L]2 with L = 10 cm. The numbers of solid DOF range from m = 25 to m = 4225.
As was the case for the compressed block benchmark, we use a sequence of meshes that yields the
same node locations for all element types considered.
Deformations and results for this benchmark are shown in Figures (??) – (??). Figure (??) shows
the deformations of the structure along with the elemental Jacobian determinant J . Note that, at
least qualitatively, the deformation in the unmodified and unstabilized case is unphysical; see Figure
43
























































































































# Solid DOF # Solid DOF # Solid DOF # Solid DOF
Figure 2.7: Percent change in total area for different numbers of solid degrees of freedom (DOF)
for the compressed block benchmark after deformation. The DOF range from m = 15 to 4753, and
the x axis is on a log scale. Omitting the coarsest discretizations (m = 15), the largest deviations in
total volume among all element types used are approximately 2.1% for the modified case, 14% for
the unmodified case, and 2.4% for the deviatoric case.
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(??d). We emphasize that the case of unmodified invariants and zero volumetric energy are the only
cases in which this unphysical behavior is observed. Figure (??) demonstrates that the deviatoric
stresses for the IB computations are in agreement with those from the FE method when modified
invariants and volumetric stabilization are used. As shown in Figure (??), most cases converge to
the benchmark solution. With values of νstab close to 12 , the solution exhibits volumetric locking as
in a typical displacement based FE formulation. Note the unmodified case in the final row of plots
in Figure (??) and that the displacement of the single point of interest does not seem to behave well
for these cases.
Figure (??) shows the percent change in the total area of the mesh after deformation. It is clear
that the modified invariants and deviatoric projection yield improved results in terms of global area
conservation in comparison to the unmodified invariants. This effect becomes more pronounced as
the numerical bulk modulus is decreased. It may appear as though the modified invariants and
deviatoric projection cases have zero volume change, but this is not the case. The percent change in
total volume for all elements considered rang between .000021% and .10% for modified invariants
and between 0% and .10% for the deviatoric projection. For the unmodified cases, this range was
between .000065% and 7.45%.
2.4.3 Anisotropic Cook’s Membrane
This benchmark involves a fully three-dimensional and anisotropic Cook’s membrane; see Figure
(??). It is similar to and based upon one studied by Wriggers et al. [?]. The boundary conditions
are the same as the two-dimensional model: an upward traction of 6.25 dyncm2 is applied to the right
face, the body has zero prescribed displacement on the left face, and there is zero applied traction
on all other faces. The displacement of the upper righthand corner of the right face is measured
at Tf = 35 s, and the load time is Tl = 14 s. This benchmark uses the standard reinforcing model,
equations (??) – (??). Only two choices of numerical Poisson ratio are considered, νstab = .4 and
νstab = −1, because of the extra computational effort required for three-dimensional simulations.
Further, values of νstab = .49995 will exhibit locking. The fiber direction is A = 1√3(1, 1, 1), and we
use material parameters GT = 8 dyncm2 , GL = 160
dyn
cm2 , and EL = 1200
dyn
cm2 . The density is ρ = 1.0
g
cm3 ,
and the fluid viscosity is µ = .16 dyn·scm2 . The larger viscosity is chosen to allow the model to more
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Figure 2.8: Specifications of the Cook’s membrane benchmark. The primary quantity of interest
is the y-displacement as measured at the upper right hand corner, indicated by the circle. The
structure, shown here in its initial configuration and denoted by Ωs0, is immersed in a fluid denoted
by Ωf0. The entire computational domain is Ω = Ωft ∪ Ωst. Zero fluid velocity is enforced on the
boundary of Ω.
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Figure 2.9: Deformations of the Cook’s membrane benchmark, along with mean values of J within
each element using a neo-Hookean material model, with G = 83.3333 dyncm2 . The background Eulerian
grid is not shown. Shown here are solid meshes with Q1 elements and m = 289 DOF. The first
row shows cases with νstab = .4, and the second row shows cases with νstab = −1 (here equivalent
to κstab = 0 and no volumetric-based stabilization). The first column depicts cases with modified
invariants, and the second column depicts cases with unmodified invariants. Notice that the case
with modified invariants with nonzero numerical bulk modulus have the smoothest deformations and
provides the best volume conservation, whereas those of the case with unmodified invariants and
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Figure 2.10: Three components of the deviatoric part of s stress for the Cook’s membrane
benchmark. The IBFE method uses modified invariants and volumetric stabilization (νstab = 0.4).
Each row is labeled with the DOF, and the bottom row depicts the FE (P1/P1) solution with
m = 4225 solid DOF (equal to that of the highest resolution IBFE results presented in this figure).
We use P1 elements for each method. The results from the IBFE formulation are clearly converging
to the high-resolution FE solution.
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# Solid DOF # Solid DOF # Solid DOF # Solid DOF
Figure 2.11: Corner y-displacement for different number of solid DOF for the Cook’s membrane
benchmark for different choices of elements and numerical Poisson ratios. The solid DOF range from
m = 25 to 4225. Notice that each row has the same extents. If a value of νstab is close to 12 , low
order elements produce volumetric locking, and higher order elements are needed for convergence at
reasonable numbers of DOF.
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# Solid DOF # Solid DOF # Solid DOF # Solid DOF
Figure 2.12: Percent change in total area for different numbers of solid DOF for the Cook’s
membrane benchmark after deformation. The DOF range from m = 25 to 4225, and the x axis is on
a log scale. Note the different scales on the y-axes. Omitting the coarsest discretizations (m = 25),
the largest deviations in total area among all element types used are approximately .10% for the
modified case, 7.45% for the unmodified case, and .10% for the deviatoric case.
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Ω = [0, L]3 with L = 12 cm. The numbers of solid DOF range from m = 42 to m = 60, 025. In our
three-dimensional computations, we opt for structured tetrahedral meshes. Effectively, this means
that FE nodes will have different locations for Q1 and P1 elements, and the sequence of meshes for
each element type will have different numbers of solid DOF. IBFE computations using P1 elements
use the same meshes as those for the FE computations, whereas this is not possible for Q1 elements.
As in the other cases considered, the behavior for the case of zero volumetric penalization with
unmodified invariants yields unphysical deformations. In this case, the poor behavior is located at
one of the corners on the face where the traction is applied; see Figures (??) and (??). Specifically,
the element at this location collapses; two of the FE nodes are approximately in the same location.
We also show the principal stretches (eigenvalues of F) for this test when using modified invariants
and volumetric stabilization in Figure (??), which appear to be converging to results from the FE
computations. Figure (??) shows plots of the y-displacement, which is measured at the encircled
point in Figure (??). Finally, as in the other cases considered, the case of unmodified invariants is
associated with poor volume conservation. Figure (??) depicts the percent change in total volume
for these cases. The percent change for all element types considered ranges between .0087% and
2.2% for unmodified invariants. For the modified invariants and the deviatoric projection, both
ranges were .00014% and .11%.
Unlike the other cases considered, the computation with zero volumetric penalization seems to
perform nearly as well as or better than the case with volumetric penalization; see Figure (??). For
the modified invariants, however, Figures (??a) and (??c) show that using a nonzero numerical bulk
modulus produces a more uniform distribution of J that is closer to J = 1. Overall, the differences
among all cases in the results presented for this test are fairly minimal, with the exception that
omitting volumetric penalization and using unmodified invariants yields unphysical deformations at
the corners.
2.4.4 Torsion Test
This benchmark is based on a similar test by Bonet et al. [?]. It involves applying torsion to the
top face of an elastic beam, while the opposite face is fixed in place; see Figure (??). All other faces
have zero traction applied. The torsion is applied via displacement boundary conditions, and this
face is rotated by θf = 2.5π. The angle of rotation θ(t) increases linearly in time from 0 to θf and
51
















Figure 2.13: Deformations of the anisotropic Cook’s membrane benchmark, along with mean
values of J within each element, using the modified standard reinforcing model. The background
Eulerian grid is not depicted. Shown here are solid meshes with Q1 elements and m = 2601 solid
DOF. The first row is shows cases with νstab = .4, and the second row shows cases with νstab = −1
(here equivalent to κstab = 0 and no volumetric-based stabilization). The first column depicts cases
with modified invariants, and the second column depicts cases with unmodified invariants. Notice
that the case with unmodified invariants and zero numerical bulk modulus leads to a collapsed












Figure 2.14: Deformations and mean values of J of the anisotropic Cook’s membrane benchmark
with zero and finite volumetric energy from a different view. The collapsed element in panel (d) is
clearly visible.
reaches θf at t = 0.4Tf, with Tf = 5.0 s. We use a Mooney-Rivlin material model, equations (??) –
(??), and with material parameters c1 = 9000 dyncm2 and c2 = 9000
dyn
cm2 . The density is ρ = 1.0
g
cm3 , and
the fluid viscosity is set to µ = .04 dyn·scm2 . The larger viscosity is chosen to allow the model to reach
steady state more quickly. The choices of numerical Poisson ratio are the same as the anisotropic
Cook’s membrane because the computations are in three spatial dimensions. No damping is used.
The computational domain is Ω = [0, L]3 with L = 9 cm. The numbers of solid DOF range from
m = 65 to m = 12, 337. As with the anisotropic Cook’s membrane test, P1 and Q1 meshes use
different numbers of solid DOF.
Figure (??) shows the computed deformations for modified invariants, unmodified invariants,
and the deviatoric projection as well as for different values of the numerical Poisson ratio. The cases
of unmodified invariants and zero numerical bulk modulus lead to the most extremely unphysical
deformations in all benchmarks studied; see Figure (?? d). As shown in Figure (??), the principal
stretches for the IB method with modified invariants and volumetric stabilization are approximately
the same as those from the FE method. Figure (??) shows the displacement in the y-direction at
the center point of the twisted face. Notice that in these plots, the cases with unmodified invariants
and zero volumetric energy clearly delineate themselves from other cases. Unique to this test, the
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Figure 2.15: Principal stretches (eigenvalues of F) of the anisotropic Cook’s membrane benchmark
for the IBFE method using P1 elements with modified invariants and volumetric stabilization
(νstab = 0.4) and the principal stretches for the FE (P1/P1) method. The solid DOF for the IBFE

















































# Solid DOF # Solid DOF
Figure 2.16: Corner y-displacement for different numbers of DOF for the anisotropic Cook’s
membrane benchmark for different choices of elements and numerical Poisson ratios. The solid DOF
for the IBFE tests range from m = 42 to 60, 025. Notice that each row has the same y extents, and
each column has the same x extents. The structural mechanics method is run with an additional
discretization of m = 86, 097 DOF. The displacement of the point of interest for the case with P1
elements and νstab = −1 is in particularly good agreement with the FE (P1/P1) method here, but































































# Solid DOF # Solid DOF
Figure 2.17: Volume conservation for the anisotropic Cook’s membrane benchmark for different
choices of elements and numerical Poisson ratio. The DOF range from m = 42 to m = 60, 025, and
the x axis is on a log scale. Omitting the coarsest discretizations (m = 42), the largest deviations in
total volume among all element types used are approximately .11% for the modified case, 2.2% for
the unmodified case, and .11% for the deviatoric case.
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the deformations are also poor. Additionally, the effect of volumetric penalization is more drastic in
this benchmark: the percent change in volume is generally much larger than the previous tests; see
Figure (??). Specifically, the range of percent change for all element types considered is between
.16% and 11% for the modified invariants, between 8.5% and 93% for the unmodified invariants,
and between 1.5% and 61% for the deviatoric projection. The choice of numerical Poisson ratio
also has a large effect on the displacement of the twisted face, which can be seen in Figure (??).
The differences between displacement curves for with and without volumetric penalization is more
apparent, with the case of volumetric penalization performing much better here. We contrast that
with the anisotropic Cook’s membrane benchmark, which has only slight differences between the
displacement curves for νstab = .4 and νstab = −1.
Finally, in this benchmark the deviatoric projection delineates itself from the modified invariants.
In this test both the volume conservation and the displacement performed worse for the deviatoric
projection than the modified invariants; see Figures (??) and (??). For the other benchmarks,
there was a negligible difference between the solution produced by the modified invariants and that
produced by the deviatoric projection.
2.4.5 Elastic Band Test
The elastic band test is a plane strain benchmark in which the loading on the structure is
completely driven by fluid forces. The top and bottom of the structure are fixed in place by two rigid
blocks as shown in Figure (??). Fluid forces act on the left and right side and so the traction supplied
as a boundary condition on the structure is T = 0. Unlike previous benchmarks, the computational
domain is rectangular Ω = [0, L1]× [0, L2], with L1 = 2 cm and L2 = 1 cm. Fluid traction boundary
conditions of the form f(x, t)n(x) = −h(t) and f(x, t)n(x) = h(t) are imposed on the left and











when t < Tl and h(t) = (10, 0) dyncm2 otherwise, and the loading time is Tl = 5 s. Zero fluid velocity
is enforced on the top and bottom boundaries of the computational domain. The x-displacement
of the middle of the right face is measured at Tf = 15 s; see the encircled point in Figure (??).
The neo-Hookean material model, equations (??) – (??), is once again used with a shear modulus
of G = 200 dyncm2 . The solid viscous damping parameter is set to η = 60
g
s . The solid DOF range
from m = 42 to m = 3255. As with the two-dimensional tests, the meshes all share the same node
positions.
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Figure 2.18: Deformations of the torsion test, along with mean values of J within each element,
using the Mooney-Rivlin material model with c1, c2 = 9000 dyncm2 . The background Eulerian grid is
not shown. Shown here are solid meshes with Q1 elements and m = 3969 solid DOF. The first
row shows cases with νstab = .4, and the second row shows cases with νstab = −1 (here equivalent
to κstab = 0 and no volumetric-based stabilization). The first column shows cases with modified
invariants, and the second column depicts cases with unmodified invariants. Note the extremely


























1.0 2.4 0.8 1.1 0.4 1.0
Figure 2.19: Principal stretches (eigenvalues of F) of the torsion test for the IBFE method using
P1 elements with modified invariants and volumetric stabilization (νstab = 0.4) and the principal
stretches for the FE (P1/P1) method. The solid DOF for the IBFE method are listed in the leftmost
column, and the FE (P1/P1) method uses m = 17, 089 solid DOF. The IBFE results appear to be






















































# Solid DOF # Solid DOF
Figure 2.20: Axial displacement for different solid DOF for the torsion test for different choices
of elements and numerical Poisson ratio. The solid DOF for the IB tests range from m = 65 to
m = 12, 337. Notice that each row has the same y extents, and each column has the same x extents.



















































# Solid DOF # Solid DOF
Figure 2.21: Volume conservation for the torsion test for different choices of elements and numerical
Poisson ratio. The DOF range from m = 65 to m = 12, 337, and the x axis is on a log scale. Omitting
the coarsest discretizations (m = 65), the largest deviations in total volume among all element types
used are approximately 11% for the modified case, 93% for the unmodified case, and 61% for the
deviatoric case. In fact, in all cases where there was no volumetric stabilization, the change in volume
was greater than 5% for all discretizations. Further, the modified cases with volumetric stabilization
were the only ones where the error dropped below 1%, and this was achieved for m = 625 DOF.
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As shown in Figure (??), and in more detail in Figure (??), the unmodified and unstabililized
regime causes the structure to crinkle, whereas the modified and stabilized regime produces smoother
deformations. Figures (??) and (??) show steady state results for this benchmark. The range
of percent change in area for all element types considered is between 0.0015% and 0.69% for the
modified invariants, between 0.0% and 2.1% for the unmodified invariants, and between 0.0015%
and 0.69% for the deviatoric projection. At steady state, the Lagrange multiplier π will be constant
within the regions separated by the structure, as shown in Figure (??). Consequently, we are
able to compare the FSI results against results from a quasi-static solid mechanics version of the
problem with pressure boundary conditions. The reported results do indicate convergence under grid
refinement. Cases with νstab = .49995 experience volumetric locking, although it is less pronounced
in this example.
Because this benchmark includes nontrivial fluid dynamics, we also present results for the
transient behavior of a dynamic version of the test. Instead of gradually applying the fluid traction
in this dynamic version, it is set to h(t) = (10, 0) dyncm2 for the entire duration of the simulation. The
test parameters are the same as the steady state version with the exception of using a final time of
Tf = 9 s and using no solid damping. This alternate problem specification will result in oscillations of
the elastic band, and so we show the Eulerian velocity field of the entire computational domain at a
collection of time slices; see Figure (??). For the plots of the transient behavior of the dynamic case,
see Figure (??) for the displacement plotted against time and Figure (??) for the total area plotted
against time. It can be seen that the dynamics of the point of interest are similar between modified
and unmodified invariants for νstab = 0.4, and there is a noticeable difference for νstab = −1.0. For
modified and unmodified cases, Figure (??) shows the area change noticeably decreases when νstab
increases from νstab = −1 to νstab = 0.4. Additionally, the total area change decreases under grid
refinement for the dynamic case. Figure (??) shows that the mean and amplitude of the oscillations
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Figure 2.22: Specifications of the fluid-loaded elastic band benchmark. The block boxes are rigid
structures that help tether the band in place. Fluid traction boundary conditions are applied on









cm2 when t < Tl and













Figure 2.23: Deformations of the elastic band, along with mean values of J within each element,
for the steady state version of the test. This test uses a neo-Hookean model for the solid with
G = 200 dyncm2 . The background Eulerian grid is not shown. Shown here are solid meshes with Q1
elements and m = 424 solid DOF. Deformations are depicted at final time, t = 15 s. We show cases
with νstab = .4 and νstab = −1 (here equivalent to κstab = 0 and no volumetric-based stabilization)








Figure 2.24: Deformations and mean values of J of the elastic band, as also shown in Figure (??).
Note the smoother deformations in the panel (a), the modified and stabilized case, as compared to
panel (b), the unmodified and unstabilized case.
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# Solid DOF # Solid DOF # Solid DOF # Solid DOF
Figure 2.25: x-displacement of the center point in Figure (??) for the steady state elastic band
benchmark for different choices of elements and numerical Poisson ratio. The solid DOF range from
m = 42 to m = 3255. Note that for νstab = .49995 low order elements produce volumetric locking,
and higher order elements are needed for convergence at reasonable numbers of DOF. Also note that
the differences between different methods are somewhat less pronounced in these tests.
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# Solid DOF # Solid DOF # Solid DOF # Solid DOF
Figure 2.26: Percent change in total area for different numbers of solid DOF for the steady state
elastic band benchmark after deformation. The DOF range from m = 42 to 3255, and the x axis
is on a log scale. Omitting the coarsest discretizations (m = 42), the largest deviations in total
volume among all element types used are approximately 0.69% for the modified case, 2.1% for the








Figure 2.27: Eulerian Lagrange multiplier field π(x, t) of the steady state elastic band benchmark.
The case shown here uses Q1 elements, an Eulerian grid of 192 × 96, modified invariants, and
νstab = 0.4. The Lagrangian mesh is not shown. At steady state, the Lagrange multiplier field
is constant in the two regions separated by the elastic body. The region on the left has pressure
π(x, t) = 10 dyncm2 and the region on the right has pressure π(x, t) = −10
dyn
cm2 at the end of the
computation (t = 15 s). Within the region occupied by the solid, π is non-constant, as shown in
the figure. Note that π corresponds to the physical pressure only in Ωft. In the solid region Ωst,
the physical pressure includes an additional contribution from the solid model, p = π + pstab. The
contribution of pstab is not depicted in this figure.
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t = 0.02 s
(a)
t = 0.1 s
(b)
t = 0.34 s
(c)







Figure 2.28: Eulerian velocity field and deformations of the fully dynamic version of the elastic
band benchmark at t = 0.02 s (a), t = 0.1 s (b), t = 0.34 s (c), and t = 0.46 s (d). Each of these
time slices corresponds to a different characteristic deformation: (a) near initial configuration; (b)
early deformation; (c) largest deformation; and (d) right before the structure enters another period
of oscillation. Note that the Eulerian velocity field u(x, t) corresponds to the velocity of whichever
material is located at position x; it describes the velocity of the fluid as well as the structure. The
color corresponds to the magnitude of the velocity at each spatial point x.
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Time (s) Time (s) Time (s)
Figure 2.29: Transient behavior of the elastic band for the dynamic version of the test for different
discretizations between times t = 7.0 s and t = 8.0 s. Plot shows x-displacement of point of interest
against time. N describes an 2N by N Eulerian grid. N = 16 corresponds to m = 135 solid DOF,
N = 64 corresponds to m = 1456 solid DOF, and N = 96 corresponds to m = 3255 solid DOF.
Results shown here are for Q2 elements.
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Time (s) Time (s) Time (s)
Figure 2.30: Transient behavior of the elastic band for the dynamic version of the test for different
discretizations for the entire simulation. Plot shows percent change in area against time. N = 16
corresponds to m = 135 solid DOF, N = 64 corresponds to m = 1456 solid DOF, and N = 96
corresponds to m = 3255 solid DOF. Results shown here are for Q2 elements.
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# Solid DOF # Solid DOF
Figure 2.31: Mean and max displacement of the transient elastic band benchmark for different
solid DOF. The displacement mean and max amplitude were calculated from the data presented
in Figure (??), which is over the time window of t = 7 s to t = 8 s. We also include another
discretization with m = 5562 solid DOF.
trim=left bottom right top
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CHAPTER 3
MASS LUMPING AND NODAL COUPLING
A common simplification to many FE approaches to the dynamic equations (??) – (??) is to use
a diagonal approximation to the mass matrixM, called lumped mass matrices. By contrast, the
standard non-diagonal mass matrix is called the consistent mass matrix. Although this simplification
may seem to be solely for efficiency, it has been empirically shown that diagonal mass matrices, may
also offer greater accuracy [?]. Hinton et al. described this phenomenon by saying, "...use of consistent
masses did not always lead to improved accuracy and always involved additional computational
work," [?].
In the IBFE context, mass lumping is intrinsically linked to nodal coupling between the structure
and fluid. More precisely, nodal coupling means spreading the nodal values of the structural force F
to the background grid and interpolating the Eulerian velocity to the FE nodes. This chapter will
explore this intrinsic connection and empirically demonstrate the extent to which mass lumping and
nodal coupling may be both an efficient and accurate strategy to approximate equations (??) – (??).
3.1 Discrete Structural Formulation
Multiple approaches to immersed FSI discretize the structural domain, and possibly the fluid
domain as well, with C0 finite elements. To reiterate the structural formulation, this C0 FE
formulation is achieved through discretizing the structure Ωs0 via a triangulation Th = ∪eKe, in
which Ke are isoparametric elements. On Th, we define Lagrange basis functions {φ`(X)}m`=1, in
which m is the number of FE nodes in our mesh. This representation is used both for the mapping
χ, via χh(X, t) =
∑m
`=1χ`(t)φ`(X), and U , via Uh(X, t) =
∑m
`=1U`(t)φ`(X).
Perhaps the characteristic shortcoming of C0 elements is their lack of differentiability at inter-
element points, including the FE nodes. Thus the quantity ∇X · Ps is only well-defined within
element interiors and is generally not well defined at the nodes. Immersed methods of FSI based on
C0 elements have overcome this issue by two possible means. Strictly speaking, immersed methods
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that use regularized delta functions for coupling between Lagrangian and Eulerian variables do not
require ∇X ·Ps to be well-defined because it is inevitably integrated against the delta function kernel.
Therefore, the simplest method to address this issue is to simply use the chain rule to evaluate
∇X · Ps, as in [?], and use derivatives with respect to the FE coefficients. Another solution is to use
a weak formulation of the structural force and to project it onto the FE basis functions, as done in
??. More precisely, we determine a Lagrangian structural force F (X, t) by requiring:
∫
Ωs0
F (X, t)φ(X) dX = −
∫
Ωs0
Ps(X, t)∇Xφ(X) dX. (3.1)






φi(X)φj(X) dX = −
∫
Ωs0
Ps(X, t)∇Xφi(X) dX, (3.2)
for all φi ∈ {φ`(X)}m`=1. This yields the matrix vector equation [M][F ] = [B], in which [M] is
the d-dimensional mass matrix and [B] is the vector of all the integrals on the right-hand side of
equation (??). The matrix [M] is generally a banded SPD matrix due to the fact that many of the
basis functions will have non-overlapping support. Note that for the ith basis function in (??) we
may replace Ωs0 with Ni = supp (φi).



















Ps(Xeq , t)∇Xφi(Xeq )weq , (3.3)
in whichXeq and weq are the quadrature points and weights, respectively. Generally, (??) is constructed















in which indices I and J correspond to the local degrees of freedom (DOF). The global mass matrix
is then created through the process of assembly which maps the local DOF to the global DOF and
sums the elemental contributions. Possible choices for quadrature rules are described in Table ??
for reference elements in ξ-space. For hexahedral elements reference elements are bi-unit squares,
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whereas for triangular elements the reference elements are right triangles with vertices (0, 0), (1, 0),
and (0, 1).
Quadrature inherently introduces more error to our approximation. Specifically we approximate






















Ps(Xeq , t)∇Xφi(Xeq )weq ,+O(hQ), (3.6)
in which Q is the order of error introduced by the specific quadrature rule and h denotes the FE mesh
spacing. Despite this added error, if the quadrature rule is appropriately chosen in correspondence
with the polynomial order, convergence to the analytical solution is still expected [?].
3.2 Diagonalizing the Mass Matrix
3.2.1 Nodal Quadrature Rules
We may interpret equation (??) as a gradient recovery of ∇X ·Ps, particularly one that minimizes
the L2 error norm over the entire structural domain. Alternatively, we may choose to reconstruct
∇X · Ps via different methods, such as the superconvergent patch recovery technique introduced by
Zienkiewicz and Zhu [?]. As described by Griffith and Luo [?], the IB method spreads the Lagrangian
force from interaction points to the background grid and interpolates the Eulerian velocity onto
the interaction points. Initially, the IB method used the structural nodes as interaction points,
but the work of Griffith and Luo offered the possibility of using Gaussian quadrature points as the
interaction points. Regardless of the choice of interaction point, it is reasonable to approximate
the structural force adequately at the chosen interaction points. For example, if we wish to use the
FE nodes as the interaction points, we desire a reconstruction of F that minimizes the nodal error.
Within the IB context is necessary that the same interaction points are used for force spreading and
velocity interpolation.
A nodal representation of the force may be introduced through a nodal quadrature rule, such as
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2d Element Gaussian Closed Newton-Cotes








ξq = {(0, 0), (1, 0), (0, 1)}





















} (0, 0.5), (0.5, 0.5), (0, 1)}





















ξq = {−1, 1} × {−1, 1}





















ξq = {−1, 0, 1} × {−1, 0, 1}
Table 3.1: Gaussian and Newton-Cotes quadrature rules for two-dimensional elements in ξ-space.
Filled-in circles denote the FE nodes and open circles denote locations of Gaussian quadrature points.
Note that same rules shown for higher order elements may also be implemented for the corresponding
lower order element and vice-versa (e.g. we may use the 9-point Gaussian rule for the Q1 element
and the 4-point Gaussian rule for the Q2 element). However, using Newton-Cotes rules from one
row with elements from a different row will no longer be a nodal quadrature rule.
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the trapezoidal rule for Q1 elements and Simpson’s rule for Q2 elements. Let g(X) be a function
defined on Ωi and p be the number nodes associated to a finite element. We define a generic nodal






g(Xei ) · rei vol(Ke), (3.7)
in which Xei is the node associated to basis function φi on element e and r
e
i is the corresponding




i = 1 and that r
e
i > 0 for each element e and node i. All Newton-Cotes
rules listed in Table ?? satisfy this definition except for the rule list for P2 elements. For the rules
with positive weights we may use those for the values of rei . Quadrature rules of this form will yield
positive diagonal mass matrices because the sampling points are the FE nodes and typical Lagrange
basis function satisfy a Kronecker delta property, e.g. φi(Xj) = δij . In light of this, we apply (??)






Ps(Xei , t)∇Xφi(Xei )rei vol(Ke). (3.8)
We define vol (Ni) as vol (Ni) =
∑
Ke⊂Ni vol(K
e)rei . Note that this corresponds to a definition of F
that interpolates the average value of ∇X · Ps over the the nodal volumes. In other words, it is local
gradient recovery of ∇X · Ps that approximately averages the jumps at the nodes, as contrasted with
the global reconstruction offered by using Gaussian quadrature. In fact, as shown by Zienkiewicz
and Zu, gradient recovery based on a simple nodal averaging can perform better than global L2
projection when the elements are not of equal sizes [?].
3.2.2 Standard Lumping Techniques
Alternatively, we may turn to popular mass lumping techniques that FE practitioners have long















on the elemental mass matrices 1. The first technique (??) may sometimes yield negative or zero
mass, which may be undesirable (see e.g. [?]), whereas the second technique is always guaranteed
to yield positive entries. Specifically, when using the Newton-Cotes rule listed in Table ?? for P2
elements, we get zero entries in the diagonal of the mass matrix because it has some zero weights. It
is instructive to interpret the second technique (??) as the result of an ad-hoc nodal quadrature
rule with positive weights. In fact, for rectangular grids constructed from P1 and Q1 elements and
whose element sides are aligned with the coordinate axes (in X-space), the mass matrix produced
from technique (??) is the exact same as that produced from quadrature rules listed in the right














e) = 1p . In other words, technique (??) apportions the
elemental volume to each of the nodes equally for P1 and Q1 elements on simple meshes. This also
happens to be true for Q2 elements but not P2 elements. Note, however, that neither of the second













e) = 1 for all element types and all meshes, meaning this technique fits the
definition of nodal quadrature rule with positive weighting.
Although it is more congruous to use the same quadrature rule to approximate the entirety of
equation (??), it is interesting to explore the effects of approximating [M] and [B] independent of
one another. This allows for flexibility in using a lumped mass on the left hand side of equation
(??) and using any quadrature rule on the right. In fact, regardless of the quadrature rule use













Ps(Xeq , t)∇Xφi(Xeq )weq , (3.11)
1Hinton’s technique is called the “special lumping technique” in the work of Hughes [?]
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in which weq and Xeq may possibly refer to a non-nodal quadrature rule, such as Gaussian quadrature.
This too offers a nodal reconstruction of ∇X · Ps even if the quadrature rule is non-nodal. In fact,






Ps(Xe, t)∇Xφi(Xe) dX, (3.12)
and get a reconstruction of ∇X · P at the FE nodes.
3.3 Nodal Coupling
3.3.1 Force Spreading and Velocity Interpolation
In addition to equation (??), there are three other integral equations in the IBFE method which
may also be treated with nodal quadrature rules or mass lumping. The first equation is (??). To










q ) δh(xi− 1
2









q ) δh(xi,j− 1
2
− χh(XIP , t))wIP (3.14)
Here XIP are the interaction points and wIP are the corresponding quadrature weights.
The second equation, equation (??), is approximated as







,j − χh(XIP , t))h2, (3.15)







− χh(XIP , t))h2. (3.16)
Here we have introduced an intermediate Lagrangian velocity U IB that interpolates the Eulerian
velocity at the interaction points.
3.3.2 Velocity Projection
The remaining integral equation arises from requiring
∫
Ωs0
U(X, t)φi(X) dX =
∫
Ωs0
U IB(X, t)φi(X) dX, (3.17)
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for all φi ∈ {φ`(X)}m`=1. This equation is introduced to ensure that the Lagrangian velocity is a
linear combination of the FE basis functions, which is not necessarily guaranteed by equation (??),
and to ensure conservation of power as we map between coordinate frames (see [?]). Introducing the









U IB(X, t)φi(X) dX, (3.18)
























Note that (??) may be written in matrix-vector form as [M][U ] = [U IB]. In practice, we do not
need to approximate the function U IB but merely sample it at the quadrature points. This is
achieved via using the quadrature points in equation (??) as the interaction points XIP in equation
(??). Taking another perspective, it can hopefully now be seen that the purpose equation (??) is to
acquire a Lagrangian velocity U(X, t) such that U(XIP , t) approximates U IB(XIP , t) well.
As before, we are free to choose the interaction points used in equations (??) and (??), with
obvious choices being the Gaussian quadrature points [?], and the FE nodes [?]. If we are to use the
FE nodes as the interaction points, corresponding to a nodal quadrature rule to approximate (??),
then U IB(XIP , t) = U(XIP , t) and equation (??) is unnecessary. However, if we use the Gaussian
quadrature points as the interaction points, this equation is still necessary. Lastly, we may use a













In any case, it is only reasonable to require that F (XIP , t) provides a good approximation to
∇X · Ps(XIP , t), regardless of the choice of interaction points. In general, it is not clear that a
global reconstruction of ∇X · Ps, such as that offered by Gaussian quadrature, would approximate
∇X · Ps(XIP , t) well for all choices of XIP . Therefore, the quadrature rules and lumping strategies
used to approximate (??) must be judiciously chosen in accordance with the choice of interaction
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points.
3.4 Results from Numerical Benchmarks
To examine the effect of mass lumping and nodal quadrature rules on the IB method, we employ a
series of five benchmarks. The first two benchmarks, the compressed block and Cook’s membrane, are
standard benchmarks in testing methods for the solution of problems in quasi-static incompressible
elasticity and were shown in the previous chapter ??. The third benchmark, the torsion test, is a
similar but less ubiquitous benchmark for incompressible elasticity. Following the procedure of the
previous chapter, we immerse these structures in an incompressible fluid and study their steady state
configurations. The fourth benchmark is the Turek-Hron test, which was proposed to test methods
for the FSI between a compressible solid and an incompressible fluid. Here we augment this test
by enforcing near incompressibility in the structural domain. Finally we employ a more complex
three-dimensional FSI benchmark originally proposed by Hessenthaler [?,?].
In the majority of the benchmarks, we examine three versions of the IBFE method: the original
method as proposed by Griffith and Luo [?]; a version with a lumped Lagrangian force calculation
and FE nodes used as the interaction points; and the a version with a lumped Lagrangian force
calculation and velocity projection that uses Gaussian quadrature nodes as the interaction points.
The second method is a hybrid between using Gaussian quadrature and nodal quadrature since the
force calculation is carried out using Gaussian quadrature and the fluid-solid coupling is carried out
using nodal quadrature. Preliminary results indicated that using nodal quadrature for the force
calculation in method two made little difference in the results. Additionally, Gauss quadrature
generally uses fewer integration points than the corresponding equal order nodal rules, providing
for a more economical method. However, exploration of the quadrature rules used for the force
calculation in method two is possible area for future research.
In the work of Griffith and Luo [?], it was shown that the fluid-solid coupling is sensitive to the
kernel function employed in equations (??) and (??) as well as the relative grid spacing between
the Eulerian grid and Lagrangian mesh MFAC. Specifically, it was reported that the 3-point delta
function kernel was less sensitive to different MFAC values than the more widely used 4-point kernel
function. However, these results were based on the standard IBFE method with adaptive Gaussian
quadrature. Because this work investigates using the FE nodes as the interactions points, it will
generally not be the case that these conclusions transfer over to this nodal interaction regime. In
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fact, it may be expected that using the FE nodes as the interaction points will lead to interaction
points that are further spaced apart.
Finally it must be stated that the nodal quadrature rule used for P2 elements as implemented
in libMesh, is not the typical Newton-Cotes rule used for these elements (see e.g. [?]) and listed in
Table ??. Instead, the first order rule, as shown in Table ?? is applied to each P2 element after it
has been subdivided into four P1 elements. The advantage of this quadrature rule is that all weights
are positive, whereas the typical rule uses zero weighting for the nodes at the vertices of the triangle.
3.4.1 Compressed Block
This is the same benchmark used earlier in Chapter ??. We explore the effect of using 3-point and
4-point kernel functions and mesh factors of MFAC = 0.5, 0.75, and 1.0. Results for the displacement
of the point of interest are depicted in Figures ?? and ??. All cases appear to converge to the FE
benchmark solution under grid refinement, with the exception of lumped force and lumped velocity
projection for P2 elements. Performance of each of the lumped methods appears to improve as
MFAC is decreased, whereas the standard IBFE method performs similarly for each value of MFAC.
Between the results for the 3-point and 4-point kernels it is difficult to discern remarkable differences.
It is, however, noteworthy that the 3-point kernel does not exhibit the grid independence that was
demonstrated in the study of Griffith and Luo. Furthermore, these results indicate that both kernels
require decreasing MFAC for improved accuracy.
3.4.2 Cook’s Membrane
This benchmark is also introduced in Chapter ??. The numbers of solid DOF range from m = 25
to m = 4225. We explore the effect of using 3-point and 4-point kernel functions and mesh factors of
MFAC = 1.0, 1.5, and 2.0. Results for the displacement are depicted in Figures ?? and ??. Much like
the results for the compressed block, all method seem to converge with the exception of the lumped
force and lumped velocity projection for P2 elements. In contrast to the previous benchmark, the
behavior for the lumped force/lumped velocity is noticeably worse than the standard IBFE method
and the lumped force/nodal interaction method for P1 elements. Similar to the compressed block
test, the 3-point and 4-point tests perform comparably.
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Figure 3.1: The displacement of the compressed block using the 3-point kernel for different lumping
strategies and MFAC values. Here "None" refers to the standard elemental IBFE method, "Both"
refers to lumping both the force calculation and velocity projection, "Nodal" refers to lumping the
force and nodal coupling, and "FE(P1/P1)" refers to the stabilized FE approach for solving the
solid mechanics equations.
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Figure 3.2: The displacement of the compressed block using the 4-point kernel for different lumping
strategies and MFAC values.
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Figure 3.3: The displacement of the Cook’s membrane using the 3-point kernel for different lumping
strategies and MFAC values.
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Figure 3.4: The displacement of the Cook’s membrane using the 4-point kernel for different lumping
strategies and MFAC values.
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3.4.3 Turek-Hron
The Turek-Hron benchmark is an FSI benchmark introduced by Turek and Hron [?] and was
implemented with an IB method by Roy et al. [?]. Contrary to both these instances, our formulation
involves an incompressible fluid and nearly incompressible structure, in which incompressibility in
the structural subdomain is approximately imposed via methods described by Vadala-Roth et al. [?].
Additionally we model the beam with a modified neo-Hookean model for the elastic component and
with the same viscosity model that is used for the Newtonian fluid. This stands in contrast to the
original work which used a Saint-Venant Kirchhoff material and no viscosity model, resulting in
purely elastic deformations. This benchmark involves an elastic beam that is attached to a rigid disk,
and unlike the previous benchmarks, motion is driven by fluid forces rather than an external traction
on the solid boundary. We use a domain of [0, L]× [0, H], with L = 2.46 m and H = 0.41 m, and
place the rigid disk so that its center is at (2, 2). The remaining parameters are described in Table
??, and the configuration is depicted in Figure ??. We use parabolic inflow boundary condition with
a max inflow velocity of umax = 3.0 ms . This inflow condition was applied via h(x, t) = (h1, 0), with













, t < 2
1, t ≥ 2
(3.21)
This specification of the problem corresponds to the "FSI3" case in the original work of Turek and
Hron, which was designed to test the periodic oscillations of the immersed structure when subjected
to a relatively high inflow velocity profile. Note that we specify the dynamic viscosity µ, whereas
the original test specifies the equivalent kinematic viscosity ν (i.e. through the formula ρ · ν = µ).
For this benchmark we investigate only the standard IBFE method and the lumped force/nodal
interaction method for MFAC = 1.0, 1.5, and 2.0. Because preliminary studies indicated that
MFAC = 2.0 performs well for the standard method, in Figures ?? and ?? we overlay this case with
the lumped/nodal cases of varying MFAC values. For these tests, adaptive mesh refinement (AMR)
was used with 3 levels of refinement and finest grids of 6N ×N for N = 16, 32, and 64 (see [?,?]).
The rigid disk is discretized with P2 surface elements in all cases.
As with the previous tests, it appears that decreasing MFAC yields results with the lumped
force/nodal interaction that compare favorably with the standard method using MFAC = 2.0. Specif-
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Density ρ 1, 000 kgm3
Viscosity µ 1.0 Pa·sm2
Material model - modified neo-Hookean -
Shear modulus G 2.0 MPam2
Numerical bulk modulus κstab 18.78− 75.12 MPam2
Final time Tf 12.0 s
Load time Tl 2.0 s






u(x, t) = 0
<latexit sha1_base64="UKzps6tINXeAqZ12Vuea2WtvbAQ=">AAACGnicbVDLSgMxFM3UV62vUZdugkWoIGVGCroRim5cVrAPaIeSyaRtaCYZkoxYhvkON/6KGxeKuBM3/o2Zdha19UDIyTn3knuPHzGqtOP8WIWV1bX1jeJmaWt7Z3fP3j9oKRFLTJpYMCE7PlKEUU6ammpGOpEkKPQZafvjm8xvPxCpqOD3ehIRL0RDTgcUI22kvu32fMECNQnNlcRpZf75mJ7pU3gF5zUn7dtlp+pMAZeJm5MyyNHo21+9QOA4JFxjhpTquk6kvQRJTTEjaakXKxIhPEZD0jWUo5AoL5mulsITowRwIKQ5XMOpOt+RoFBlo5nKEOmRWvQy8T+vG+vBpZdQHsWacDz7aBAzqAXMcoIBlQRrNjEEYUnNrBCPkERYmzRLJgR3ceVl0jqvurVq7a5Wrl/ncRTBETgGFeCCC1AHt6ABmgCDJ/AC3sC79Wy9Wh/W56y0YOU9h+APrO9fiFuhyA==</latexit>






















Figure 3.5: Specifications of the Turek-Hron benchmark.
ically, the lumped force/nodal interaction method yields results which are nearly identical to the
standard method with MFAC = 2.0.
3.4.4 Torsion Test
This benchmark is again borrowed from Chapter ?? Results are presented for the two kernel
functions and MFAC = 1.0. The fluid grid was determined from the structural discretization and
choice of MFAC. Therefore, larger MFAC values correspond to finer Eulerian grids. Because of
the greater computational costs of three-dimensional tests, these cases with finer Eulerian grids
were omitted. Using the intuition of the previous benchmark results and the results from Chapter
??, which show that MFAC = 2.0 yields convergent results with the standard IBFE method, we
expect the new methods with MFAC = 1.0 will converge to the benchmark solution. Indeed, this














































































































































































































Figure 3.6: x-displacement for Turek-Hron with the 4-point kernel. Note that the column labels
correspond only to the MFAC values of the lumped force/nodal interaction method and that the






































































































































































































Figure 3.7: y-displacement for Turek-Hron with the 4-point kernel. Note that the column labels
correspond only to the MFAC values of the lumped force/nodal interaction method and that the
standard IBFE method with MFAC = 2.0 is used in each column.
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Figure 3.8: The displacement of the torsion test using the 3 and 4 point kernels for different
lumping strategies and MFAC = 1.0 values.
converge and the lumped force/lumped velocity method performs poorly for P2 elements. However,
for this benchmark the issues present with P2 elements and lumped force/lumped velocity were
more extreme than in the previous benchmarks; here, this method lead to more severe time-step
restrictions. For this reason, the results for P2 elements and lumped force/lumped velocity are not pre-
sented. Finally, both the 3-point and 4-point kernel functions perform comparably in this benchmark.
3.4.5 FSI Benchmark
This benchmark was first introduced as an experiment and then used as a benchmark for a
monolithic arbitrary Lagrangian-Eulerian (ALE) FSI scheme by Hessenthaler et al. [?, ?]. This
problem involves the FSI of an elastic beam and enclosure geometry, depicted in Figure ??, with
two parabolic inflow regions and one larger outflow region. The elastic beam is less dense than
the surrounding fluid and is thus subject to upward buoyancy forces. To adapt the the problem
to the IB framework, the enclosure and beam are placed in a cube-shaped computational domain
[0, L]3, in which L = 11.9 cm. Additionally, the enclosure has a thickness of w = 0.1 cm, whereas
the original problem featured an enclosure with no thickness (although the 3D printed enclosure in
the experiment had thickness of w = 29µm [?]).





63.0 cms · (12t2 − 16t3) y > 0, t < 0.5 s
61.5 cms · (12t2 − 16t3) y < 0, t < 0.5 s
63.0 cms y > 0, t ≥ 0.5 s
61.5 cms y > 0, t ≥ 0.5 s
(3.22)
Zero fluid traction is applied on the outflow region. Due to fluid incompressibility, this means fluid
will strictly flow out of the domain at this boundary. To correct for any spurious inflow we use a
penalty technique introduced by Bodony [?]. The original work uses techniques described in the
work of Bazilevs et al. [?], in which a fluid traction is imposed to counteract flow into the domain at
the outflow boundary. Zero velocity boundary conditions are specified for the remaining components
and boundaries.
In the original work, different densities are used for the solid and fluid, with the fluid being denser
than the solid (see Table ??). This leads to a buoyancy body force of the form FB = (ρs−ρf) ·(0, g, 0),
in which ρs is the solid density, ρf is the fluid density, and g = −980.665 cmss is the acceleration due
to gravity. We use a constant density fluid solver with density ρf, in which the momentum term
ρfDuDt (x, t) in equation (??) accounts for the momentum of whichever material is present at x, and
only account for the difference in densities through the buoyancy force.
We run the simulation until steady-state and present the displacement of the centerline of the
elastic beam in Figure ??. We use both the three and four point kernel functions for two difference
discretizations, and we use the IBFE method with lumped force and nodal coupling withMFAC = 1.0.
For the Eulerian grid, we use AMR with three levels and coarsest levels of N = 24 and N = 32.
We use P1 enclosure meshes with m = 53640 (corresponding to a coarsest level of N = 24) and
m = 74569 (N = 32) DOF’s. We use Q2 beam meshes with m = 1815 (N = 24) and m = 4615
(N = 32) DOF’s. Note the agreement between the computational and experimental results, originally
presented by Hessenthaler et al. [?,?], as shown in Figure ??. Specifically, the finer cases are in
closest to the experimental results for larger z values.
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Fluid density ρf 1163.3 gcm3
Solid density ρs 1058.3 gcm3
Viscosity µ 0.125 dyn·scm2
Material model - modified neo-Hookean -
Shear modulus G 61, 000 dyncm2
Numerical bulk modulus κstab 248, 666.667 dyncm2
Final time Tf 12.0 s
Load time Tl 0.5 s
Table 3.3: Benchmark parameters for the FSI benchmark. Note that the ρf is used for inertial
terms (e.g. ρfDuDt ) for both the solid and fluid, and the density ρ
s is only used for the buoyancy force
























z − position (mm)
Figure 3.9: The displacement of the centerline of the elastic beam for Q2 elements with both the
three and four point delta functions and using MFAC = 1.0. This uses the method with a lumped
force calculation and nodal coupling.
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(a) (b)
Figure 3.10: Shown in the subfigure a is the enclosure mesh used for the FSI benchmark, here
with 53640 DOF’s. The parabolic inflow profiles are applied to the two circle regions on the left, and





4.1 Mixed Formulation Approaches to Constrained Problems
To motivate the usage of mixed methods to solve constrained problems in continuum mechanics,
we will first start with the case of static linear elasticity, which has a similar form to equations
(??) – (??). The assumption of linearity manifests in two ways: geometric linearity, in which
displacements are assumed to be small, and material linearity, in which the relationship between
stress and strain is linear. We start by defining the displacement d = x − X. This leads to





. The assumption of small deformations implies the quadratic





. Additionally, we may assume that both domains Ωs0 and Ωst are the same,
and we thus only use the Cauchy stress  and may neglect the subscript for our differential operators.
The second form of linearity implies that we have 4th order tensor C that relates strain and strain
via  = C : ε. In the case of isotropy, this may be simplified to  = 2Gε + λtr(ε)I, in which λ is
Lame’s second parameter. Finally, we omit the inertia term ρ0 ∂
2χ
∂t2
because we are concerned with
the static case.
The solution to equations of static linear elasticity may be understood as arising from the solution







ε(d) : [C : ε(d)] dx+
∫
Ωs0
d · bext dx+
∫
∂Ωs0
d · t da
}
(4.1)
For simplicity, we define the internal energy as Πint(d) =
∫
Ωs0
ε(d) : [C : ε(d)] dx and the external
energy as Πext(d) =
∫
Ωs0
d · bext dx +
∫
∂Ωs0
d · t da. We use Π(d) to denote the total energy. The
solution to this problem is found by taking the first variation in the direction of an arbitrary test
displacement δd.
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To add a constraint to this equation, we must introduce a Lagrange multiplier variable. For




∇ · d dx (4.2)








s.t. B[d] = 0,




Πint(d) + Πext(d) +
∫
Ωs0
π (∇ · d) dx
}
(4.4)
We then take the first variation of the functional of the total energy Π(d, π) in the direction of the






ε(δd) : [C : ε(d)] dx+
∫
Ωs0




δπ (∇ · d) dx (4.6)







Finally, if equations (??) and (??) hold for all (δd, δπ) ∈ H1E0 × L2 and we have the appropriate
level of regularity for d and p, then the following strong form is satisfied
∇ ·  +∇p = bext (4.7)
∇ · d = 0 (4.8)








The specification of the strong form of the BVP is complete when Dirichlet and Neumann boundary
conditions are provided.
4.1.1 Assumed and Enhanced Strain Methods
In the previous example both stress and strain are determined directly from the displacements
by substitution. In our weak form (??) – (??), the balance of internal and external forces are what
are satisfied in a "weak" sense, but we can very well could introduce weak forms for equations
(??) and (??). This motivates two variational forms: the Hellinger-Reissner two-field weak form,
which introduces an unknown field for the stress, and the Hu-Washizu three-field weak form, which
introduces unknown fields for both the stress and strain. Collectively, methods that rely on these
variational principles are called assumed strain or assumed stress methods.







ε̄ : − ̄ : (ε̄− ε(d))
}
dx+ Πext(d), (4.11)
in which ε̄ is the assumed strain, ̄ is the assumed stress,  = C : ε̄ is the Cauchy stress, and
ε(d) is the infinitesimal strain operator applied to the displacement d. The assumed stress and
strain are the new unknown tensor fields that must be solved for in this formulation. Note that no
derivatives of the assumed quantities appear in (??), meaning they belong to L2(Ωs0). If we take the
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δ̄ : (ε̄− ε(d)) dx. (4.14)
Hopefully, the purpose of the assumed stress ̄ can now be seen when studying (??); if (??) is true
for all test stresses δ̄, then ε̄− ε(d) = 0. Therefore ̄ acts as a Lagrange multiplier to ensure that
the assumed strain equals ε(d).
In this work we focus on enhanced strain methods, in which the additional unknown quantity is
an enhancement of one of old quantities. Specifically, if we wish to enhance the strain, then we have








(ε(d) + A) : 
∣∣





(ε(d)+A) = C : (ε(d) + A). Taking the first variational of this functional but this time in





















δ̄ : A dx. (4.18)
Note that here the assumed stress ̄ now acts a Lagrange multiplier to ensure that the enhancement
satisfies A = 0, which is equivalent to ε̄− ε(d) = 0.
4.2 Enhanced Strain Approach for Finitely-Thin Structures
We have introduced the enhanced and assumed strain methods but have not yet explained their
use. Much like introducing a pressure variable to enforce incompressibility, enhanced and assumed
methods are mixed approaches that can be used to enforce auxiliary constraints. In fact, the mixed
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approach described by equations (??) – (??) can be interpreted as a special case, in which π behaves
like an assumed stress. We will next explore the context of thin structures such as beams and plates.
4.2.1 Beam, Plate, and Shell Theories
There are two widely used theories for thin beams: Timoshenko beam theory, in which shear
effects are taken into account, and Euler-Bernoulli beam theory, in which no shear effects are taken
into account. Both theories are reduced order models, in which the deformation of a one-dimensional
mid-surface (see dotted line in Figure ??) is accounted for directly and the deformation of points
away from the mid-surface are modeled through rotation of the mid-surface normal. The higher
dimensional analogues are Reissner-Mindlin plate theory, which takes into account shear effects, and
Kirchhoff-Love plate theory, which does not take into account shear effects. These plate and beam
theories may then be generalized to domains with curvature, with the specific case of plates with
curvature being called shell theories.
The equations for Timoshenko beam theory are
u1 = −yθ(x), (4.19)
u2 = w(x), (4.20)
in which θ(x) is the angle of the vector that is normal to the mid-surface in the undeformed
configuration and w(x) is displacement in the y-direction. Obviously, the deformations are restricted
to a two-dimensional plane, with no deformation in the z-direction (corresponding to a plane strain
assumption). As shown in Figure ??, τ denotes the thickness of the structure (which may be
dependent on x). Note that in Timoshenko beam theory, the normal vector may not in fact stay

























is not necessarily zero. This means that the shear strain ε12 will
be constant with respect to the y-direction. Lastly, if the infinitesimal strain operator ε(·) is applied
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to equations (??)–(??), the last component would be zero. However, in beam and plate theories, the
plane stress assumption is invoked, which means 22 = 0 (or 33 = 0 in the case of plate theories).
The term ε22 is then solved for by satisfying the plane stress assumption despite the fact this is
inconsistent with equations (??)–(??). Specifically, ε22 = −λ2G+λε11.





u2 = w(x), (4.23)
in which the angle of the normal is defined by θ(x) = ∂w∂x . For this beam theory, the shear terms




= 0. This implies the normal vector to mid-surface
maintains normality under deformation because there is no shearing. Similar to the Timoshenko case,
the plane stress assumption, 22 = 0, is also invoked. This means that, as before ε22 = −λ2G+λε11.








Both of these formulations admit weak forms, with
∫
Ωs0
{11δε11(d) + 212δε12(d)} dx+ Πext(δd) = 0, (4.25)




ext(δd) = 0, (4.26)
being the weak form of the Euler-Bernoulli theory. At this point, a FE approximation may be
introduced for each of the displacement variables, with a major difference being that we must have
w ∈ C1 for Euler Bernoulli theory. Hitherto, our FE approaches have all been C0 because continuity
is enforced across the elements and differentiability is not. In one spatial dimension, cubic Hermite
basis functions may be used for enforce differentiability at the FE nodes, but constructing a C1 FE
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approximation in higher dimensions is much more difficult.
For the weak equations of Timoshenko theory (??), the standard C0 FE approach must be used.
However, this FE formulation will be over-constrained, and much like the incompressible case a
form of locking will occur, called shear-locking. The over-constraint in this case has to do with the
limiting behavior as τ → 0. If the Euler-Bernoulli theory is the to be valid for thinner beams, then
the deformations resulting from the Timoshenko theory must approach those of the Euler-Bernoulli
theory as τ → 0. In other words, the shear energy term
∫
Ωs0
12δε12(d) dx from equation (??) must
also approach zero as τ → 0.
To see why we encounter issues under the limit τ → 0, we must first rescale our problem. The





{11δε11(d) + 212δε12(d)} dΓdy + Πext(δd) = 0, (4.27)
in which Γ is the one-dimensional mid-surface. If we substitute in the specific kinematic assumptions























































In the limit τ → 0, the second term, which is O(τ), dominates the first term, which is O(τ3).
Effectively, this formulation will energetically penalize cases in which the normal vector violates
normality under deformation. This may be deleterious for approximate solutions offered by C0 FE
methods.
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Figure 4.1: Thin beams, with Case 1 taking shear effects into account and Case 2 not taking shear
effects into account. As τ → 0, the vector n will be constrained to be at angle θ = π2 with the
midline, which is depicted by the dotted line. The









































We may separate equation (??) into (??) – (??) because of the arbitrariness of the test functions δw
and δθ. Equations (??) – (??) describe the equilibrium configuration of the thin beam.
As shown by Hughes [?], using simple FE approaches to approximate the equations of Timoshenko
beam theory, or Reissner-Mindlin plate theory, can result in shear locking when using Q1 elements.
In the next sections we will describe how to prevent shear locking for large strains with Q1 elements
through use of an enhanced strain method.
4.2.2 Enhanced Approach in the Material Frame
We may also apply the ideas from section ?? to the case of nonlinear deformations. The general
idea is the same, namely to introduce new variables for solid stress and the enhancement of the
strain. However, because we favor a the material frame for the FSI methods studied in this work, we
must either use the PK1 stress or PK2 stress. We will proceed with an enhanced approach with
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the PK2 stress because the work conjugate of P is F which is not a measure of strain. The work
conjugate of S is E, or alternatively C. We assume the decomposition C̄ = FTF + A, where A ∈ A is









dX + Πext(χ), (4.32)
in which we use the strain energy functional Ψ in place of contracting the stress and strain. Similar
to the linear case, we introduce an assumed stress S̄ to act as a Lagrange multiplier.

























δS̄ : A dX (4.35)
for all δA ∈ A, δχ ∈ X , and δS ∈ S.
If we specifically wish to enhance the shear strain, then we want A to the have the following form





This yields the following simplification for equation (??):
∫
Ωs0
δS : A dX = 2
∫
Ωs0
δS12A12 dX = 0, (4.37)
due to symmetry. Recall that the right Cauchy-green strain will have the form C̄ = FTF + A.










dX = 0. (4.38)
103
If we rearrange this equation, we see that we have a projection of the shear term (FTF)12 onto the







This must be true for all δS12 ∈ S.
Choose finite dimensional spaces Ah,Sh ⊂ C−1(Ωs0), the space of piecewise continuous functions.














Please note that the expansion of (FTF)12 is derived from the FE expansion χh =
∑
χiφi.
We are now at the point where we have choices to make in terms of approximating FE spaces for
the assumed variables. If we wish to correct for the effects of shear locking in the case of bilinear Q1
elements, we want to lower the order of the shear strain terms C̄12. Using Q1 elements implies that
the (FTF)12 term will be bilinear as well. Following the linear case, we will also project the shear
terms onto the space of piecewise constants. This means that our approximation space for A will be
space of bilinear elements with zero average. The space of assumed stresses must be chosen so that
its members are orthogonal to A. This too is the space of piecewise constant functions.
On each element Ke, we then solve the following linear equation
[M][C] = [P][C], (4.43)
in which [M]ik =
∫
Ke δSiδSk dX, [P]ik =
∫
Ke δSiψk dX, [C]k = Ck, and [C]j = Cj . As before
(FTF)12 =
∑
i=1Ciψi and C12 =
∑
i=1 Ciφi. Because we are interested in the case of piecewise
constant functions, the mass matrixM will be 1× 1, and the solution of equation (??) can be found
by simply diving through. This means that the assumed shear strain C̄12 will be the elemental
average of (FTF)12. However, this formulation allows for simple generalizations to different element
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types.







: δA dX. (4.44)
Following the formulation we have specified thus far, this equation will be satisfied for the special
case of piecewise constant assumed stresses and strains. This is because ∂Ψ(C̄)
∂C̄
is a function of C̄ and
will also be constant, and thus orthogonal to A. However, in the general case of higher order basis
functions, this may not be satisfied for general material models.
4.3 An assumed strain approach for the Fluid-Structure Interaction of Finitely
Thin Structures
We now focus on how to incorporate the enhanced strain formulation of Section ?? into the
IBFE equations. In fact this will be fairly straightforward once we redefine the Lagrangian force.
Our new definition of F satisfies
∫
Ωs0














δS̄(X) : A(X) dX, (4.46)
for all φ and δS̄. Here we have merely introduced the new way of calculating the stress from Section




(x, t) =−∇p(x, t) + µ∇2d(x, t) + f(x, t), (4.47)
∇ · d(x, t) =0, (4.48)∫
Ωs0


















∇XF (X, t) δ(x− χ(X, t)) dX, (4.51)
∂χ
∂t
(X, t) = d(X, t) =
∫
Ω
d(x, t) δ(x− χ(X, t)) dx. (4.52)
105
Density ρ 1.0 gcm3
Viscosity µ 0.16 dyn·scm2
Material model - modified neo-Hookean -
Shear modulus G 2, 000 dyncm2
Numerical bulk modulus κstab 13, 000 dyncm2
Final time Tf 500.0 s
Load time Tl 200.0 s
Table 4.1: Benchmark parameters for the thin beam benchmark.
Equations (??) – (??) may then be discretized with the same techniques described in Section ??.
Specifically, we may use finite differences to discretize the Eulerian equations and the same discrete
coupling operators. The structure may be discretized with elements as well. The key difference
lies in constructing the Lagrangian force F . This merely requires inverting a relatively small mass
matrix on each element for each time-step, as shown in equation (??).
4.4 Results from a Numerical Benchmark
We apply these methods to the thin beam benchmark of Reese et al. [?], but once again immerse
the structure in a Newtonian fluid and study its steady state configuration. The computational
domain is Ω = [0, L]2 with L = 20cm2. Specifications of the benchmark are provided in Table ??
and Figure ??. Note that the ratio between height and length is 1100 , which is a regime in which a
thin beam model may be used.
Results are presented in Figure ?? for the case with and without enhanced strain and compared
against an FE method with 235, 249 DOF’s. Notice that the enhanced strain version converges
much more quickly than the standard method. Both methods discretize the structure with Q1
elements, and the enhanced approach projects the shear terms onto piecewise constant basis functions.
4.5 Towards a steady state model of bicuspid heart valve deformation
We now propose a more complex application of the techniques described in Sections ?? and ??
involving a solid whose thin direction does not align with the coordinate axes in the undeformed









u(x, t) = 0
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Figure 4.2: The thin beam benchmark. Note that the figure is not to scale and that the height is
1
100 of the length. The point of interest is the point at the upper right hand corner.










Figure 4.3: y-displacement of the thin beam benchmark with Q1 elements.
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to account for.
The aortic valve in the human heart usually consists of three symmetric leaflets. One of the most
common cardiac defects is bicuspid aortic valves, in which two leaflets have fused together [?]. One
of the remaining leaflets closely resembles one from a typical trifleat valve, whereas the other consists
of two cusps and a fibrous ridge-like region, called a raphe, in between the cusps. BAV has been
shown to be a risk factor for aortic aneurysm (AA) and calcific aortic valve disease (CAVD) [?]. The
complications arising from BAV’s are not fully understood and are known to arise from a confluence
of genetic and bio-mechanical factors. Computational modeling may serve to determine the relative
extent of each cause, specifically the bio-mechanical factors.
4.5.1 Rotated Frames
The basic idea is to construct a local orthogonal coordinate system on each element, with one
direction aligned with the thin direction, and project the shear terms in this direction down to lower
order basis functions. These shear terms are called transverse shear. These projected shear terms
are then used instead of the original ones.
Given some orthonormal basis {N1,N2,N3} with one member aligned with the thin direction,
we may rewrite the right Cauchy-Green strain tensor as
CR = R
TCR, (4.53)
in which the basis vectors Ni are the columns of the matrix R and CR denotes C in the rotated
frame. For each material point X ∈ Ωs0, we may construct such a basis. In the discretized case, we
may use the element centroid as the location to construct the local orthonormal basis. Without loss
of generality, assume N3 is the thin direction and let CN1N3 and CN2N3 denote the transverse shear
terms in the rotated frame.
The next step is to project each shear term onto a different set of basis functions and then to
incorporate the new definition of C̄ into the stress. The first part is a straightforward application
of equation (??) to the transverse shear terms. The second part requires more rotations because
we will have to construct C̄ in the non-rotated frame by using the enhancement calculated in the
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rotated frame. We may do this via
C̄ = C + A13 (N1 ⊗N3 +N3 ⊗N1) + A23 (N2 ⊗N3 +N3 ⊗N2) . (4.54)
4.5.2 Anisotropic Material Model
We need a way to construct a local orthonormal basis. Many FE packages, such as libMesh [?]
offer a means of finding surface normals on element faces, and this may offer a means of constructing
such a basis. We will proceed by using the fiber directions of an anisotropic material model. Following
the work of Rossi et al. [?], we may solve a Poisson problem on our domain as a rule-based means of
constructing a family of fiber directions. These fiber will run tangential to the surface of the thin
structure, see Figure ??. We may then define the thin direction via the cross product: N3 := N1×N2,
in which N1 and N3 are the fiber directions arising from the solution of the Poisson problem.
There are many continuum mechanics approaches to modeling heart tissue. One such mode,
introduced by Holzapfel, Gasser, and Ogden is defined as follows [?]:
Ψ = Ψmatrix + Ψfiber + U(J) (4.55)




Here there is an underlying matrix stress Psmatrix that behaves elastically, and this is paired with the
stress that accounts for the tension of an underlying fiber architecture Psfiber. Specifically, the matrix















Figure 4.4: Shown here are the valve fiber directions.
We define an intermediate quantity Ei = κĪ1 + (1− 3κ)I4i − 1. It’s derivative is ∂Ei∂F = 2κJ−2/3 ·(
F− I13 F−T
)





























The parameter κ is often referred to as the dispersion parameter because it accounts for the extent to
which the fibers are dispersed about a mean direction. The fiber directions N1 and N2 are usually
taken to be the mean directions. Finally, the fiber component Psfiber will only contribute to the stress
if the fibers are in tension, which is determined if I4i > 1.
4.5.3 Model of Bicuspid Aortic Valves
For this model we create a mesh of a section of the aorta and bicuspid valves, see Figure ??, and
place them in a cube-shaped domain of [−L/2]2× [0, L]. The aorta section is kept rigid as a modeling
simplification, and the leaflet is modeled with strain energy and stress given by equations (??) – (??).
The fiber directions are derived from solving a Poisson problem [?], and the parameters may be fit
to bio-mechanical test data. A pressure profile of 70mmHg is prescribed downstream of the leaflets






in which h0 = (0, 0, 70). The simulation is run until it reaches steady state.
Aggarwal et al. show that fiber architecture becomes less organized near the raphe and they
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(a) (b)
Figure 4.5: Rigid aorta mesh used for simulation shown on the left and the BAV leaflets shown on
the right. Note the space between the two leaflets which is present to account for the numerical
boundary layer introduced by IB-like methods.
propose that this region may have an isotropic response [?]. Using a material model that incor-
porates fiber dispersion, such as that discussed by Gasser et al. [?], may help to mimick this fiber
disorganization. Additionally, BAV’s are typically known to induce blood flow which impinges upon






In this work we explored three different improvements to the IBFE method introduced by
Griffith and Luo [?]. In Chapter ??, we explored a simple stabilization technique to improve the
incompressibility of the solid region and tested it on benchmarks drawn from large deformation
incompressible elasticity literature. This technique, which involved adding a penalty term and using
modified tensor invariants, demonstrated drastic improvements on the volume conservation of the
immersed structure. Furthermore, omitting these changes, particularly the volumetric penalty term,
may result in extreme physical contractions of the immersed structure, as demonstrated by the
torsion test benchmark.
In Chapter ??, we studied the effect of mass lumping and nodal coupling on the IBFE method.
The conclusion of this chapter, as empirically demonstrated by the benchmarks employed, was
that nodal coupling when paired with a lumped force calculation offers results comparable to those
of the standard IBFE method for all elements studied, provided the MFAC is sufficiently reduced.
Additionally, lumping the force calculation and lumping the velocity projection with the standard
coupling techniques of the IBFE method (i.e. using the Gaussian quadrature points as the interaction
points), may also offer a competitive numerical method. The limitation of this second method, aside
from also requiring a reduction in the MFAC, is that it does not work well for P2 elements.
In Chapter ??, we introduced extra variables for the stress and strain which allows for greater
flexibility in constrained problems. Specifically, we introduced terms for the shear stress and strain
that improved the accuracy of the IBFE method for thin structures. This was tested for a simple
thin beam deflection benchmark, and the results demonstrated the enhanced approach yields faster
convergence to a solution computed via FE methods. We then proposed how to apply this to a
complex three-dimensional model of the FSI of a bicuspid aortic valve. This required extending
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the method to solid domains in which the thin direction is not aligned with one of the coordinate
directions.
5.2 Limitations and Future Work
Future directions of the incompressibility chapter involve precisely determining the values of the
stabilization parameter κstab, specifically in the case of complex material models. One may also
combine the approaches of Chapters ?? and ?? and construct a pressure like variable that is solved
for by projection at the element level. This may prevent the locking that occurs when κstab →∞.
A possible extension of the mass lumping and nodal coupling study, is more extensively exploring




[1] B. E. Griffith and X. Luo, “Hybrid finite difference/finite element immersed boundary method,”
Int J Numer Methods Biomed Eng, vol. 00, pp. 1–32, 2017.
[2] J. Bonet and R. Wood, Nonlinear Continuum Mechanics for Finite Element Analysis. Cambridge:
Cambridge University Press, 2nd ed., 2008.
[3] J. Marsden and T. Hughes, “Mathematical foundations of elasticity,” Englewood Cliffs, NJ:
Dover Publications, 1983.
[4] B. E. Griffith, “An accurate and efficient method for the incompressible Navier-Stokes equations
using the projection method as a preconditioner,” J Comput Phys, vol. 228, pp. 7565–7595,
2009.
[5] D. Boffi, L. Gastaldi, L. Heltai, and C. S. Peskin, “On the hyper-elastic formulation of the
immersed boundary method,” Comput Methods Appl Mech Eng, vol. 197, pp. 2210–2231, 2008.
[6] C. S. Peskin, “The immersed boundary method,” Acta Numer, pp. 479–517, 2002.
[7] L. Zhang, A. Gerstenberger, X. Wang, and W. Liu, “Immersed finite element method,” Comput
Methods Appl Mech Eng, vol. 193, pp. 2051–2067, 2004.
[8] P. Flory, “Thermodynamic relations for high elastic materials,” Trans Faraday Soc, vol. 57,
pp. 829–838, 1961.
[9] C. Sansour, “On the physical assumptions underlying the volumetric-isochoric split and the case
of anisotropy,” Eur J Mech A/Solids, vol. 27, pp. 28–39, 2008.
[10] J. Murphy, “Transversely isotropic biological, soft tissue must be modelled using both anisotropic
invariants,” Eur J Mech A/Solids, vol. 42, pp. 90–96, 2013.
[11] J. Merodio and R. Ogden, “Mechanical response of fiber-reinforced incompressible non-linearly
elastic solids,” Int J Non-Linear Mech, vol. 40, pp. 213–227, 2005.
[12] F. Brezzi and M. Fortin, Mix and Hybrid Finite Element Methods. Springer Science & Business
Media, 2012.
[13] H. Elman, D. Silvester and A. Wathen, Finite Elements and Fast Iterative Solvers. Oxford, UK:
Oxford University Press, 2nd ed., 2014.
[14] T. J. R. Hughes, P. Franca, and M. Balestra, “A new finite element formulation for computa-
tional fluid dynamics: V. circumventing the babuska-brezzi condition: a stable petrov-galeriun
formulation of the stokes problem accommodating equal-order interpolations,” Comput Methods
Appl Mech Eng, vol. 59, pp. 85–99, 1986.
[15] L. Franca, T. J. R. Hughes, A. Loula, and I. Miranda, “A new family of stable elements for
nearly incompressible elasticity based on a mixed Petrov-Galerkin finite element formulation,”
Numer Math, vol. 53, pp. 123–141, 1988.
[16] O. Klaas, A. Maniatty, and M. Shephard, “A stabilized mixed finite element method for finite
elasticity.: Formulation for linear displacement and pressure interpolation,” Comput Methods
Appl Mech Eng, vol. 180, pp. 65–79, 1999.
114
[17] M. Chiumenti, Q. Valverde, C. Agelet De Saracibar, and M. Cervera, “A stabilized formulation
for incompressible elasticity using linear displacement and pressure interpolations,” Comput
Methods Appl Mech Eng, vol. 191, pp. 5253–5264, 2002.
[18] A. Masud and T. Truster, “A framework for residual-based stabilization of incompressible finite
elasticity: Stabilized formulations and F methods for linear triangles and tetrahedra,” Comput
Methods Appl Mech Eng, vol. 267, pp. 359–399, 2013.
[19] S. Reese, M. Ussner, and B. Reddy, “A new stabilization technique for finite elements in
non-linear elasticity,” Int J Numer Meth Engng, vol. 44, pp. 1617–1652, 1999.
[20] R. D. Cook, “Improved two-dimensional finite element,” J. Struct. Div., vol. 100, no. ST9, 1974.
[21] P. Wriggers, J. Schröder, and F. Auricchio, “Finite element formulations for large strain
anisotropic material with inextensible fibers,” Adv Model Simul Eng Sci, vol. 3, pp. 1–18, 2016.
[22] J. Bonet, A. Gil, and R. Ortigosa, “A computational framework for polyconvex large strain
elasticity,” Comput Methods Appl Mech Eng, vol. 283, pp. 1061–1094, 2015.
[23] T. J. R. Hughes, “The Finite Element Method: Linear Static and Dynamic Finite Element
Analysis,” Mineola, NY: Dover Publications, 2000.
[24] E. Hinton, T. Rock, and O. Zienkiewicz, “A note on mass lumping and related processes in the
finite element method,” Earthq Eng Struct D, vol. 4, no. 3, pp. 245–249, 1976.
[25] D. Devendran and C. S. Peskin, “An immersed boundary energy-based method for incompressible
viscoelasticity,” J Comput Phys, vol. 231, pp. 4613–4642, 2012.
[26] O. Zienkiwicq and J. Zhu, “The superconvergent patch recovery and a posteriori error estimates.
part 1: The recovery technique,” Int J Numer Meth Engng, vol. 33, pp. 1331–1364, 1992.
[27] I. Fried and D. Malkus, “Finite element mass matrix lumping by numerical integration with no
convergence rate loss,” Int Journal Solids Structures, vol. 11, pp. 461–465, 1975.
[28] A. Hessenthaler, N. Gaddum, O. Holub, R. Sinkus, O. Rohrle, and D. Nordsletten, “Experiment
for validation of fluid-structure interaction models and algorithms,” Int J Numer Methods
Biomed Eng, vol. 33, 2017.
[29] A. Hessenthaler, O. Rohrle, and D. Nordsletten, “Validation of a non-conforming monolithic
fluid-structure interaction method using phase-contrast mri,” Int J Numer Methods Biomed
Eng, vol. 33, 2017.
[30] S. Turek and J. Hron, “Proposal for numerical benchmarking of fluid-structure interaction
between an elastic object and laminar incompressible flow,” Fluid-Structure Interaction. Lecture
Notes in Computational Science and Engineering, 2006.
[31] S. Roy, L. Heltai, and F. Costanzo, “Benchmarking the immersed finite element method for
fluid-structure interaction problems,” Comput Math with Appl, vol. 69, pp. 1167–1188, 2015.
[32] B. Vadala-Roth, S. Acharya, N. Patankar, S. Rossi, and B. Griffith, “Stabilization approaches for
the hyperelastic immersed boundary method for problems of large-deformation incompressible
elasticity,” Comput Methods Appl Mech Eng, vol. 365, 2020.
115
[33] “IBAMR: An adaptive and distributed-memory parallel implementation of the immersed bound-
ary method.” https: //github.com/IBAMR/IBAMR.
[34] B. E. Griffith, R. D. Hornung, D. M. McQueen, and C. S. Peskin, “An adaptive, formally second
order accurate version of the immersed boundary method,” J Comput Phys, vol. 223, pp. 10–49,
2007.
[35] D. Bodony, “Analysis of sponge zones for computational fluid mechanics,” J Comput Phys,
vol. 212, pp. 691–702, 2006.
[36] Y. Bazilevs, J. Gohean, T. Hughes, R. Moser, and Y. Zhang, “Patient-specific isogeometric
fluid-structure interaction analysis of thoracic aortic blood flow due to implantation of the jarvik
2000 left ventricular assist device,” Comput Methods Appl Mech Eng, vol. 198, 2009.
[37] A. Aggarwal, G. Ferrari, E. Joyce, M. J. Daniels, R. Sainger, J. H. Gorman, R. Gorman, and
M. S. Sacks, “Architectural trends in the human normal and bicuspid aortic valve leaflet and its
relevance to valve disease,” Ann Biomed Eng, pp. 986–998, 2014.
[38] K. Cao and P. Sucosky, “Computational comparison of regional stress and deformation charac-
teristics in tricuspid and bicuspid aortic valve leaflets,” nt J Numer Meth Engng, 2017.
[39] “libMesh: a C++ finite element library.” https://github.com/libMesh/libmesh.
[40] S. Rossi, T. Lassila, R. Ruiz-Baier, A. Sequeira, and A. Quarteroni, “Thermodynamically
consistent orthotropic activation model capturing ventricular systolic wall thickening in cardiac
electromechanics,” Eur J Mech A/Solids, 2013.
[41] T. C. Gasser, R. W. Ogden, and G. A. Holzapfel, “Hyperelastic modelling of arterial layers with
distributed collagen fibre orientations,” J Royal Soc Interface, pp. 15–35, 2006.
116
