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Abstract—Part I of this work [2] developed the exact dif-
fusion algorithm to remove the bias that is characteristic of
distributed solutions for deterministic optimization prob-
lems. The algorithm was shown to be applicable to a larger
set of combination policies than earlier approaches in the
literature. In particular, the combination matrices are not
required to be doubly stochastic, which impose stringent
conditions on the graph topology and communications
protocol. In this Part II, we examine the convergence and
stability properties of exact diffusion in some detail and
establish its linear convergence rate. We also show that
it has a wider stability range than the EXTRA consensus
solution, meaning that it is stable for a wider range of step-
sizes and can, therefore, attain faster convergence rates.
Analytical examples and numerical simulations illustrate
the theoretical findings.
Index Terms—distributed optimization, diffusion, con-
sensus, exact convergence, left-stochastic matrix, doubly-
stochastic matrix, balanced policy, Perron vector.
I. INTRODUCTION AND REVIEW OF PART I [2]
For ease of reference, we provide a brief review of the main
construction from Part I [2]. We consider a collection of N
networked agents working cooperatively to solve an aggregate
optimization problem of the form:
w? = arg min
w∈RM
J ?(w) =
N∑
k=1
qkJk(w), (1)
where the {qk} are positive weighting scalars, each Jk(w) is
convex and differentiable, and the aggregate cost J ?(w) is
strongly-convex. When q1 · · · = qN , problem (1) reduces to
wo = arg min
w∈RM
J o(w) =
N∑
k=1
Jk(w). (2)
Problems of the type (1)–(2) find applications in a wide
range of areas including including wireless sensor networks
[3], distributed adaptation and estimation strategies [4], [5],
distributed statistical learning [6], [7] and clustering [8].
Various algorithms have been proposed to solve problem
(2) such as [9]–[21]. These algorithms either employ doubly-
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stochastic or right-stochastic combination matrices. In Part I
[2], we derived the exact diffusion strategy (3)–(5). The matrix
Algorithm 1 (Exact diffusion strategy for agent k)
Setting: Let A = (IN +A)/2, and wk,−1 arbitrary. Set ψk,−1 = wk,−1.
Setting: Let µk = qkµo/pk .
Repeat for i = 0, 1, 2, · · ·
ψk,i = wk,i−1 − µk∇Jk(wk,i−1), (adaptation) (3)
φk,i = ψk,i + wk,i−1 − ψk,i−1, (correction) (4)
wk,i =
∑
`∈Nk
a`kφ`,i. (combination) (5)
A = [a`k] in the table refers to the combination policy with
a`k ≥ 0 denoting the weight that scales the data arriving
from agent ` to agent k. The matrix A is not required to be
symmetric but is left-stochastic, i.e.,
AT1N = 1N (6)
where 1N refers to a column vector with all entries equal
to one. It is assumed that the network graph is strongly-
connected, which translates into a primitive matrix A. This
implies, in view of the Perron-Frobenius theorem [4], that
there exists a Perron vector p satisfying
Ap = p, 1TNp = 1, p  0. (7)
Furthermore, it was argued in Eq.(11) of Part I [2] that given
q and A (and hence p), one can always adjust {µk}Nk=1 and
find a positive constant β such that
q = β diag{µ1, µ2, · · · , µN}p. (8)
Let P = diag(p), the matrix A is said to be balanced if
PAT = AP. (9)
We showed in Part I [2] that balanced left-stochastic matrices
are common in practice and that condition (9) endows A with
several useful properties that enabled the derivation of the
above exact diffusion strategy, and which will be used again
in this work to examine its convergence properties.
The structure of the exact diffusion strategy listed in (3)–
(5) is very similar to the standard diffusion implementation
[4], [5], [22], [23], with the only difference being the addition
of an extra correction step between the adaptation and com-
bination steps. We can rewrite the recursions (3)–(5) in an
aggregate form by resorting to a block vector notation. First,
we introduce the eigen-decomposition
(P −AP )/2 = UΣUT, (10)
where Σ ∈ RN×N is a non-negative diagonal matrix and U ∈
RN×N is an orthogonal matrix. Next, we select V to be the
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2symmetric square-root matrix defined as
V
∆
= UΣ1/2UT ∈ RN×N , (11)
and introduce the quantities:
A = (A+ IN )/2, A = A⊗ IM , (12)
P = P ⊗ IM , V = V ⊗ IM , (13)
Wi = col{w1,i, · · · , wN,i}, (14)
Yi = col{y1,i, · · · , yN,i}, (15)
M = diag{µ1IM , · · · , µNIM}, (16)
∇J o(W) = col{∇J1(w1), · · · ,∇JN (wN )}, (17)
∇J ?(W) = col{q1∇J1(w1), · · · , qN∇JN (wN )}. (18)
Using these variables, and was already explained in Part I
[2], the recursions (3)–(5) can be rewritten in the following
equivalent so-called primal-dual form:Wi = A
T
(
Wi−1−M∇J o(Wi−1)
)
−P−1VYi−1
Yi = Yi−1 + VWi
(19)
For the initialization, we set y−1 = 0 and W−1 to be any
value, and hence for i = 0 we haveW0 = A
T
(
W−1−M∇J o(W−1)
)
,
Y0 = VW0.
(20)
The following auxiliary lemma, which was established in Part
I [2], is used in the subsequent convergence analysis.
Lemma 1 (NULLSPACE OF V ). It holds that
null(V ) = null(P −AP ) = span{1N}, (21)
null(V) = null(P −AP) = span{1N ⊗ IM}. (22)

In this article, we will establish the linear convergence of
exact diffusion using the primal-dual form (19). This is a chal-
lenging task due to the coupled dynamics among the agents.
To facilitate the analysis, we first apply a useful coordinate
transformation and characterize the error dynamics in this
transformed domain. Then, we show analytically that exact
diffusion is stable, converges linearly, and has a wider stability
range than EXTRA consensus strategy [18]. We also compare
the performance of exact diffusion to other existing linearly
convergent algorithms besides EXTRA, such as DIGing [19]
and Aug-DGM [20], [21] with numerical simulations.
II. CONVERGENCE OF EXACT DIFFUSION
The purpose of the analysis in this section is to establish the
exact convergence of wk,i to w?, for all agents in the network,
and to show that this convergence attains an exponential rate.
A. The Optimality Condition
Lemma 2 (OPTIMALITY CONDITION). If condition (8) holds
and block vectors (W?, Y?) exist that satisfy:
ATM∇J o(W?) + P−1VY? = 0, (23)
VW? = 0. (24)
then it holds that the block entries of W? satisfy:
w?1 = w
?
2 = · · · = w?N = w? (25)
where w? is the unique solution to problem (1).
Proof: From (22), we have
VW? = 0⇐⇒ w?1 = w?2 = · · · = w?N . (26)
Next we check w?k = w
?. Since P > 0, condition (23) is
equivalent to
PATM∇J o(W?) + VY? = 0. (27)
Let I = 1N ⊗ IM ∈ RMN×M . Multiplying by IT gives
0 = IT(PATM∇J o(W?) + VY?) (a)= ITPATM∇J o(W?)
=
N∑
k=1
pkµk∇Jk(w?k) (8)=
1
β
N∑
k=1
qk∇Jk(w?k), (28)
where equality (a) holds because V is symmetric and (22).
Since β 6= 0, we conclude that ∑Nk=1 qk∇Jk(w?k) = 0, which
shows that the entries {w?k}, which are identical, must coincide
with the minimizer w? of (1).
Observe that since J ?(w) is assumed strongly-convex, then
the solution to problem (1), w?, is unique, and hence W?
is also unique. However, since V is rank-deficient, there can
be multiple solutions Y? satisfying (25). Using an argument
similar to [16], [18], we can show that among all possible Y?,
there is a unique solution Y?o lying in the column span of V .
Lemma 3 (PARTICULAR SOLUTION PAIR). When condition
(8) holds and J o(w) defined by (2) is strongly-convex, there
exists a unique pair of variables (W?, Y?o), in which Y
?
o lies in
the range space of V , that satisfies conditions (23)-(24).
Proof: First we prove that there always exist some block
vectors (W?, Y?) satisfying (23)–(24). Indeed, when J o(w) is
strongly-convex, the solution to problem (1), w?, exists and
is unique. Let W? = 1N ⊗ w?. We conclude from Lemma 1
that condition (24) holds. Next we check whether there exists
some Y? such that
P−1VY? = −ATM∇J o(W?), (29)
or equivalently,
VY? = −PATM∇J o(W?)
= −APM∇J o(W?) = − 1
β
A∇J ?(W?), (30)
where the last equality holds because
PM∇J o(W?) =
 µ1p1∇J1(w
?)
...
µNpN∇JN (w?)
 (8)=

q1
β ∇J1(w?)
...
qN
β ∇JN (w?)

(18)
=
1
β
∇J ?(W?), (31)
To prove the existence of Y?, we need to show that A∇J ?(W?)
lies in range(V). Indeed, observe that
ITA∇J ?(W?) = IT∇J ?(W?) (a)=
N∑
k=1
qk∇Jk(w?) = 0 (32)
where the equality (a) holds because of equation (18). Equality
(32) implies that A∇J ?(W?) is orthogonal to span(I), i.e.,
span(1N ⊗ IM ). With (22) we have
A∇J ?(W?) ⊥ null(V)⇔ A∇J ?(W?) ∈ range(VT)
⇔ A∇J ?(W?) ∈ range(V), (33)
where the last “⇔” holds because V is symmetric.
3We now establish the existence of the unique pair (W?, Y?o).
Thus, let (W?, Y?) denote an arbitrary solution to (25). Let
further Y?o denote the projection of Y
? onto the column span
of V . It follows that V(Y?−Y?o) = 0 and, hence, VY? = VY?o.
Therefore, the pair (W?, Y?o) also satisfies conditions (23)-(24).
Next we verify the uniqueness of Y?o by contradiction.
Suppose there is a different Y?1 lying in R(V) that also satisfies
condition (23). We let Y?o = VX?o and Y?1 = VX?1. Substituting
Y?o and Y
?
1 into condition (23), we have
ATM∇J o(W?) + P−1V2X?o = 0, (34)
ATM∇J o(W?) + P−1V2X?1 = 0. (35)
Subtracting (35) from (34) and recall P > 0, we have V2(X?o−
X?1) = 0, which leads to V(X?o − X?1) = 0⇐⇒ Y?o = Y?1. This
contradicts the assumption that Y?o 6= Y?1.
Using the above auxiliary results, we will show that (Wi, Yi)
generated through the exact diffusion (19) will converge
exponentially fast to (W?, Y?o).
B. Error Recursion
Let W? = 1N ⊗ w?, which corresponds to a block vector
with w? repeated N times. Introduce further the error vectors
W˜i = W? −Wi, Y˜i = Y?o − Yi. (36)
The first step in the convergence analysis is to examine the
evolution of these error quantities. Multiplying the second
recursion of (19) by V from the left gives:
VYi = VYi−1 + 1
2
(P − PA)Wi. (37)
Substituting (37) into the first recursion of (19), we haveA
T
W˜i=AT
(
W˜i−1+M∇J o(Wi−1)
)
+P−1VYi,
Y˜i = Y˜i−1 − VWi.
(38)
Subtracting optimality conditions (23)–(24) from (38) leads toA
T
W˜i=AT
(
W˜i−1+M
[∇J o(Wi−1)−∇J o(W?)])−P−1V Y˜i,
Y˜i = Y˜i−1 + VW˜i.
(39)
Next we examine the difference ∇J o(Wi−1)−∇J o(W?). To
begin with, we get from (17) that
∇J o(Wi−1)−∇J o(W?)=
 ∇J1(w1,i−1)−∇J1(w
?)
...
∇JN (wN,i−1)−∇JN (w?)
 (40)
When ∇Jk(w) is twice-differentiable (see Assumption 1), we
can appeal to the mean-value theorem from Lemma D.1 in
[4], which allows us to express each difference in (40) in
the following integral form in terms of Hessian matrices for
any k = 1, 2, . . . , N :
∇Jk(wk,i−1)−∇Jk(w?)=−
(∫ 1
0
∇2Jk
(
w?−rw˜k,i−1
)
dr
)
w˜k,i−1.
If we let
Hk,i−1
∆
=
∫ 1
0
∇2Jk
(
w?−rw˜k,i−1
)
dr ∈ RM×M , (41)
and introduce the block diagonal matrix:
Hi−1 ∆=diag{H1,i−1, H2,i−1, · · · , HN,i−1}, (42)
then we can rewrite (40) in the form:
∇J o(Wi−1)−∇J o(W?) = −Hi−1W˜i−1. (43)
Substituting into (39) we get{
ATW˜i=AT(IMN −MHi−1)W˜i−1 − P−1V Y˜i,
Y˜i = Y˜i−1 + VW˜i.
(44)
which is also equivalent to[
AT P−1V
−V IMN
] [
W˜i
Y˜i
]
=
[
AT(IMN −MHi−1) 0
0 IMN
] [
W˜i−1
Y˜i−1
]
. (45)
Using the relations AT = IMN+AT2 and V2 = P−PA
T
2 , it is
easy to verify that[
AT P−1V
−V IMN
]−1
=
[
IMN −P−1V
V IMN − VP−1V
]
. (46)
Substituting into (46) gives[
W˜i
Y˜i
]
=
[
AT(IMN −MHi−1) −P−1V
VAT(IMN −MHi−1) IMN − VP−1V
] [
W˜i−1
Y˜i−1
]
.
(47)
That is, the error vectors evolve according to:[
W˜i
Y˜i
]
= (B − Ti−1)
[
W˜i−1
Y˜i−1
]
(48)
where
B ∆=
[
AT −P−1V
VAT IMN − VP−1V
]
, (49)
Ti ∆=
[
ATMHi 0
VATMHi 0
]
. (50)
Relation (48) is the error dynamics for the exact diffusion
algorithm. We next examine its convergence properties.
C. Proof of Convergence
We first introduce a common assumption.
Assumption 1 (CONDITIONS ON COST FUNCTIONS). Each
Jk(w) is twice differentiable, and its Hessian matrix satisfies
∇2Jk(w) ≤ δIM . (51)
Moreover, there exists at least one agent ko such that Jko(w)
is ν-strongly convex, i.e.
∇2Jko(w) > νIM . (52)
Note that when Jk(w) is twice differentiable, condition
(51) is equivalent to requiring each ∇Jk(w) to be δ-Lipschitz
continuous [4]. In addition, condition (52) ensures the strong
convexity of J o(w) and J ?(w), and the uniqueness of wo
and w?. It follows from (51)–(52) and the definition (41) that
Hk,i−1 ≤ δIM , ∀k and Hko,i−1 ≥ νIM . (53)
The direct convergence analysis of recursion (48) is chal-
lenging. To facilitate the analysis, we identify a convenient
change of basis and transform (48) into another equivalent
4form that is easier to handle. To do that, we first let
B
∆
=
[
A
T −P−1V
V A
T
IN − V P−1V
]
∈ R2N×2N . (54)
It holds that B = B⊗IM . In the following lemma we introduce
a decomposition for matrix B that will be fundamental to the
subsequent analysis.
Lemma 4 (FUNDAMENTAL DECOMPOSITION). The matrix
B admits the following eigendecomposition
B = XDX−1, (55)
where
D =
[
I2 0
0 D1
]
(56)
and D1 ∈ R(2N−2)×(2N−2) is a diagonal matrix with complex
entries. The magnitudes of the diagonal entries satisfy
|D1(2k−3, 2k−3)| = |D1(2k−2, 2k−2)| =
√
λk(A) < 1,
∀ k = 2, 3, · · ·N. (57)
Moreover,
X =
[
R XR
]
, X−1 =
[
L
XL
]
, (58)
where XR ∈ R2N×(2N−2) and XL ∈ R(2N−2)×2N , and R
and L are given by
R=
[
1N 0
0 1N
]
∈R2N×2, L=
[
pT 0
0 1N 1
T
N
]
∈ R2×2N . (59)
Proof: See Appendix A.
Remark 1. (Other possible decompositions) The eigende-
composition (55) for B is not unique because we can always
scale X and X−1 to achieve different decompositions. In this
paper, we will study the following family of decompositions:
B = X ′D(X ′)−1, (60)
where
X ′ =
[
R 1cXR
]
, (X ′)−1 =
[
L
cXL
]
, (61)
and c can be set to any nonzero constant value. We will exploit
later the choice of c in identifying the stability range for exact
diffusion.
For convenience, we introduce the vectors:
r1 =
[
1N
0
]
, r2 =
[
0
1N
]
, `1 =
[
p
0
]
, `2 =
[
0
1
N 1N
]
, (62)
so that
R = [r1 r2], L =
[
`T1
`T2
]
. (63)
Using (55)–(63), we write
B = (X ′ ⊗ IM )(D ⊗ IM )((X ′)−1 ⊗ IM ) ∆= X ′D(X ′)−1
=
[R1 R2 1cXR]
 IM 0 00 IM 0
0 0 D1
 LT1LT2
cXL
 , (64)
where D1 = D1 ⊗ IM ,
R1 =
[ I
0
]
∈ R2NM×M , R2 =
[
0
I
]
∈ R2NM×M , (65)
L1 =
[
P
0
]
∈ R2NM×M , L2 =
[
0
1
N I
]
∈ R2NM×M , (66)
while XR = XR ⊗ IM ∈ R2NM×2(N−1)M and XL = xL ⊗
IM ∈ R2(N−1)M×2NM . Moreover, we are also introducing
I=1N ⊗ IM ∈ RNM×M , P=p⊗ IM ∈ RNM×M , (67)
where the variable P defined above is different from the earlier
variable P = P ⊗ IM ∈ RNM×NM . Multiplying both sides
of (48) by (X ′)−1:
(X ′)−1
[
W˜i
Y˜i
]
=[(X ′)−1(B − Ti−1)X ′](X ′)−1
[
W˜i−1
Y˜i−1
]
(68)
leads to X¯ iX̂ i
Xˇ i
=
 IM 0 00 IM 0
0 0 D1
− Si−1
 X¯ i−1X̂ i−1
Xˇ i−1
 , (69)
where we defined X¯ iX̂ i
Xˇ i
 ∆= (X ′)−1 [ W˜iY˜i
]
=
 LT1LT2
cXL
[ W˜i
Y˜i
]
, (70)
and
Si−1 ∆= (X ′)−1Ti−1X ′
=
LT1Ti−1R1 LT1Ti−1R2 1cLT1Ti−1XRLT2Ti−1R1 LT2Ti−1R2 1cLT2Ti−1XR
cXLTi−1R1 cXLTi−1R2 XLTi−1XR
 . (71)
To evaluate the block entries of Si−1, we partition
XR =
[ XR,u
XR,d
]
, (72)
where XR,u ∈ RNM×2(N−1)M and XR,d ∈ RNM×2(N−1)M .
Then, it can be verified that
LT1Ti−1R1 = P
TMHi−1I, (73)
LT1Ti−1R2 = 0, (74)
1
c
LT1Ti−1XR =
1
c
PTMHi−1XR,u. (75)
While
LT2Ti−1 =
[
0 1N IT
][ ATMHi−1 0
VATMHi−1 0
]
(22)
=
[
0 0
]
, (76)
Therefore, it follows that
LT2Ti−1R1 = 0, LT2Ti−1R2 = 0,
1
c
LT2Ti−1XR = 0. (77)
Substituting (71), (73)–(75) and (77) into (69), we have[
X¯ i
X̂ i
Xˇ i
]
=
IM−PTMHi−1I 0 − 1cPTMHi−1XR,u0 IM 0
−cXLTi−1R1 −cXLTi−1R2 D1−XLTi−1XR
[¯X i−1X̂ i−1
Xˇ i−1
]
(78)
From the second line of (78), we get
X̂ i = X̂ i−1. (79)
As a result, X̂ i will stay at 0 only if the initial value X̂0 = 0.
From the definition of L2 in (62) and (70) we have
X̂0 = LT2
[
W˜0
Y˜0
]
=
1
N
ITY˜0
(36)
=
1
N
IT(Y?o − Y0) (20)=
1
N
IT(Y?o − VW0). (80)
Recall from Lemma 3 that Y?o lies in the range(V), so that
Y?o−VW0 also lies in range(V). From Lemma 1 we conclude
that X̂0 = 0. Therefore, from (79) we have
X̂ i = 0, ∀i ≥ 0 (81)
5With (81), recursion (78) is equivalent to[
X¯ i
Xˇ i
]
=
[
IM−PTMHi−1I − 1cP
TMHi−1XR,u
−cXLTi−1R1 D1 −XLTi−1XR
][
X¯ i−1
Xˇ i−1
]
(82)
The convergence of the above recursion is stated as follows.
Theorem 1 (LINEAR CONVERGENCE). Suppose each cost
function Jk(w) satisfies Assumption 1, the left-stochastic ma-
trix A satisfies the local balance condition (9), and also con-
dition (8) holds. The exact diffusion recursion (19) converges
exponentially fast to (W?, Y?o) for step-sizes satisfying
µmax ≤ pkoτkoν(1− λ)
2
√
pmaxαdδ2
, (83)
where λ=
√
λ2(A)<1, τko=µko/µmax, pmax=maxk{pk} and
αd
∆
= ‖XL‖‖Td‖‖XR‖, where Td ∆=
[
AT 0
VAT 0
]
. (84)
The convergence rate for the error variables is given by∥∥∥∥[ W˜iY˜i
]∥∥∥∥2 ≤ Cρi, (85)
where C is some constant and ρ = 1−O(µmax), namely,
ρ = max
{
1− pkoτkoνµmax +
2
√
pmaxαdδ
2µ2max
1− λ ,
λ+
√
pmaxαdδ
2µmax
pkoτkoν
+
2α2dδ
2µ2max
1− λ
}
< 1. (86)
Proof: See Appendix B.
With similar arguments shown above, we can also establish
the convergence property of the exact diffusion algorithm
1’ from Part I [2]. Compared to the above convergence
analysis, the error dynamics for algorithm 1’ will now be
perturbed by a mismatch term caused by the power iteration.
Nevertheless, once the analysis is carried out we arrive at a
similar conclusion.
Theorem 2 (LINEAR CONVERGENCE OF ALGORITHM 1′).
Under the conditions of Theorem 1, there exists a positive
constant µ¯ > 0 such that for step-sizes satisfying µ < µ¯, the
exact diffusion Algorithm 1’ will converge exponentially fast
to (W?, Y?o).
Proof: See Appendix C.
III. STABILITY COMPARISON WITH EXTRA
A. Stability Range of EXTRA
In the case where the combination matrix A is symmetric
and doubly-stochastic, and all agents choose the same step-size
µ, the exact diffusion recursion (19) reduces toWi = A
(
Wi−1−µ∇J o(Wi−1)
)
−P−1VYi−1,
Yi = Yi−1 + VWi.
(87)
where P = IMN/N . In comparison, the EXTRA consensus
algorithm [18] has the following form for the same P (recall
though that exact diffusion (19) was derived and is applicable
to a larger class of balanced left-stochastic matrices and is not
limited to symmetric doubly stochastic matrices; it also allows
for heterogeneous step-sizes):{
Wei = AWei−1−µ∇J o(Wei−1)−P−1VYei−1,
Yei = Y
e
i−1 + VWei ,
(88)
where we are using the notation Wei and Y
e
i to refer to
the primal and dual iterates in the EXTRA implementation.
Similar to (20), the initial condition for (88) is{
We0 = AWe−1−µ∇J o(We−1),
Ye0 = VWe0.
(89)
Comparing (87) and (88) we observe one key difference; the
diffusion update in (87) involves a traditional gradient descent
step in the form of Wi−1−µ∇J o(Wi−1). This step starts from
Wi−1 and evaluates the graduate vector at the same location.
The result is then multiplied by the combination policy A˜.
The same is not true for exact consensus in (88); we observe
an asymmetry in its update: the gradient vector is evaluated at
Wei−1 while the starting point is at a different location given by
A˜Wei−1. This type of asymmetry was shown in [4], [5] to result
in instabilities for the traditional consensus implementation in
comparison to the traditional diffusion implementation. It turns
out that a similar problem continues to exist for the EXTRA
consensus solution (88). In particular, we will show that its
stability range is smaller than exact diffusion (i.e., the latter is
stable for a larger range of step-sizes, which in turn helps attain
faster convergence rates). We will illustrate this behavior in the
simulations in some detail. Here, though, we establish these
observations analytically. The arguments used to examine the
stability range of EXTRA consensus are similar to what we
did in Section II for exact diffusion; we shall therefore be brief
and highlight only the differences.
As already noted in [18], the optimality conditions for the
EXTRA consensus algorithm require the existence of block
vectors (W?, Y?) such that
µ∇J o(W?) + P−1VY? = 0, (90)
VW? = 0. (91)
Moreover, as argued in Lemma 3, there also exists a unique
pair of variables (W?, Y?o), in which Y
?
o lies in the range space
of V , that satisfies (90)–(91). Now we introduce the block error
vectors:
W˜ei = W
? −Wei , Y˜ei = Y?o − Yei , (92)
and examine the evolution of these error quantities. Using
similar arguments in Section II-B, and recalling the facts that
A is symmetric doubly-stochastic, andM = µIMN , we arrive
at the error recursion for EXTRA consensus (see Appendix D):[
W˜ei
Y˜ei
]
=
[ A− µHi−1 −P−1V
V(A− µHi−1) IMN − VP−1V
] [
W˜ei−1
Y˜ei−1
]
∆
= (Be − T ei−1)
[
W˜ei−1
Y˜ei−1
]
, (93)
where
Be ∆=
[ A −P−1V
VA IMN−VP−1V
]
, T ei ∆=
[
µHi 0
µVHi 0
]
. (94)
It is instructive to compare (93)–(94) with (48)–(50). These
recursions capture the error dynamics for the exact consensus
and diffusion strategies. Observe that Be = B when A is
symmetric and M = µIMN . Therefore, Be has the same
6eigenvalue decomposition as in (64)–(67). With similar argu-
ments to (55)–(82), we conclude that the reduced error recur-
sion for EXTRA consensus takes the form (see Appendix E):[
X¯ei
Xˇei
]
=
[
IM−µPTHi−1I −µcP
THi−1XR,u
−cXLT ei−1R1 D1 −XLT ei−1XR
][
X¯ei−1
Xˇei−1
]
. (95)
Following the same proof technique as for Theorem 1, we
can now establish the following result concerning stability
conditions and convergence rate for EXTRA consensus.
Theorem 3 (LINEAR CONVERGENCE OF EXTRA). Suppose
each cost function Jk(w) satisfies Assumption 1, and the
combination matrix A is primitive, symmetric and doubly-
stochastic. The EXTRA recursion (93) converges exponentially
fast to (W?, Y?o) for step-sizes µ satisfying
µ ≤ ν(1− λ)
2
√
Nαeδ2
, (96)
where λ =
√
λ2(A) < 1 and
αe = ‖XL‖‖Te‖‖XR‖, where Te =
[
IMN 0
V 0
]
. (97)
The convergence rate for the error variables is given by∥∥∥∥[ W˜eiY˜ei
]∥∥∥∥2 ≤ Cρi, (98)
where C is some constant and ρ = 1−O(µmax), namely,
ρe = max
{
1− ν
N
µmax +
2αeδ
2µ2max√
N(1− λ) ,
λ+
√
Nαeδ
2µmax
ν
+
2α2eδ
2µ2max
1− λ
}
< 1. (99)
Proof: See Appendix F.
B. Comparison of Stability Ranges
When A is symmetric and M = µIMN , from Theorem 1
we get the stability range of exact diffusion:
µ ≤ ν(1− λ)
2
√
N‖XL‖‖Td‖‖XR‖δ2
, (100)
where
Td =
[ A 0
VA 0
]
. (101)
Comparing (100) with (96), we observe that the expressions
differ by the terms ‖Te‖ and ‖Td‖. We therefore need to
compare these two norms.
Notice that
‖Te‖2 = λmax(T Te Te) = λmax(IMN + V2), (102)
‖Td‖2 = λmax(T Td Td) = λmax
(A(IMN + V2)A). (103)
It is easy to recognize that λmax(IMN+V2) = λmax(IN+V 2).
Now, since A is assumed symmetric doubly-stochastic and
P = 1N IN , we have
IN + V
2 = IN +
P − PA
2
= IN +
IN −A
2N
=
(2N + 1)IN −A
2N
, (104)
Moreover, since A is primitive, symmetric and doubly stochas-
tic, we can decompose it as
A = UΛUT, (105)
where U is orthogonal, Λ = diag{λ1(A), · · ·, λN (A)} and
1 = λ1(A) > λ2(A) ≥ · · · ≥ λN (A) > −1. (106)
With this decomposition, expression (104) can be rewritten as
IN + V
2 = U
(2N + 1)IN − Λ
2N
UT. (107)
from which we conclude that
λmax(IN + V
2) =
(2N + 1)− λN (A)
2N
(108)
Similarly, λmax(A(IMN +V2)A) = λmax(A(IN +V 2)A).
Using A = IN+A2 , and equations (105) and (107), we have
A(IN + V
2)A
=
(
IN +A
2
)(
(2N + 1)IN −A
2N
)(
IN +A
2
)
(109)
= U
(
IN + Λ
2
)(
(2N + 1)IN − Λ
2N
)(
IN + Λ
2
)
UT. (110)
Therefore, we have
λmax
(
A(IN + V
2)A
)
= max
k
{(
λk(A) + 1
2
)2(
2N + 1− λk(A)
2N
)}
(a)
≤ max
k
{(
λk(A) + 1
2
)2}
max
k
{
2N + 1− λk(A)
2N
}
(106)
=
2N + 1− λN (A)
2N
. (111)
It is worth noting that the “=” sign cannot hold in (a) because
arg max
k
{(
λk(A) + 1
2
)2}
= 1, (112)
arg max
k
{
2N + 1− λk(A)
2N
}
= N. (113)
In other words,
(
λk(A)+1
2
)2
and 2N+1−λk(A)2N cannot reach
their maximum values at the same k. As a result,
‖Td‖2 < ‖Te‖2 =⇒ αd < αe. (114)
This means that the upper bound on µ in (96) is smaller than
the upper bound on µ in (100).
We can also compare the convergence rates of EXTRA
consensus and exact diffusion when both algorithms converge.
When A is symmetric and M = µIMN , from Theorem 1 we
get the convergence rate of exact diffusion:
ρd = max
{
1− ν
N
µmax +
2αdδ
2µ2max√
N(1− λ) ,
λ+
√
Nαdδ
2µmax
ν
+
2α2dδ
2µ2max
1− λ
}
. (115)
It is clear from (115) and (99) that EXTRA consensus and
exact diffusion have the same convergence rate to first-order
in µmax, namely,
ρ̂d = 1− ν
N
µmax = ρ̂e (116)
More generally, when higher-order terms in µmax cannot be
ignored, it holds that ρd < ρe because αd < αe (see (114)). In
this situation, exact diffusion converges faster than EXTRA.
7Fig. 1. A two-agent network using combination weights {a, 1− a}
C. An Analytical Example
In this subsection we illustrate the stability of exact diffu-
sion by considering the example of mean-square-error (MSE)
networks [4]. Suppose N agents are observing streaming data
{dk(i),uk,i} that satisfy the regression model
dk(i) = u
T
k,iw
o + vk(i), (117)
where wo is unknown and vk(i) is the noise process that
is independent of the regression data uk,j for any k, j.
Furthermore, we assume uk,i is zero-mean with covariance
matrix Ru,k = Euk,iuTk,i > 0, and vk(i) is also zero-mean
with power σ2v,k = Ev2k(i). We denote the cross covariance
vector between dk(i) and uk,i by rdu,k = Edk(i)uk,i. To
discover the unknown wo, the agents cooperate to solve the
following mean-square-error problem:
min
w∈RM
1
2
∑N
k=1E
(
dk(i)− uTk,iw
)2
. (118)
It was shown in Example 6.1 of [4] that the global minimizer
of problem (118) coincides with the unknown wo in (117).
When Ru,k and rdu,k are unknown and only realizations of
uk,i and dk(i) are observed by agent k, one can employ the
diffusion algorithm with stochastic gradient descent to solve
(118). However, when Ru,k and rdu,k are known in advance,
problem (118) reduces to deterministic optimization problem:
min
w∈RM
1
2
N∑
k=1
(
wTRu,kw − 2rTdu,kw
)
. (119)
We can then employ the exact diffusion or the EXTRA
consensus algorithm to solve (119).
To illustrate the stability issue, it is sufficient to consider a
network with 2 agents (see Fig. 1) and with diagonal Hessian
matrices, i.e.,
Ru,1 = Ru,2 = σ
2IM . (120)
We assume the agents use the combination weights {a, 1−a}
with a ∈ (0, 1), so that
A =
[
a 1− a
1− a a
]
∈ R2×2, (121)
which is symmetric and doubly stochastic. The two agents
employ the same step-size µ (or µe in the EXTRA recursion).
It is worth noting that the following analysis can be extended
to N agents with some more algebra.
Under (120), we have H1 = H2 = σ2IM and H =
diag{H1, H2} = σ2I2M . For the matrix A in (121), we have
λ1(A) = 1, λ2(A) = 2a− 1 ∈ (−1, 1), (122)
and p = [0.5; 0.5], P = 0.5I2.
Let Z˜i = [W˜i; Y˜i] ∈ R2M , and Z˜ei = [W˜ei ; Y˜ei ] ∈ R2M .
The exact diffusion error recursion (48) and the EXTRA error
recursion (93) reduce to
Z˜i = QdZ˜i−1, (123)
Z˜ei = QeZ˜ei−1, (124)
where
Qd=
[
(1− µσ2)A −2V
(1− µσ2)V A A
]
︸ ︷︷ ︸
Qd
⊗IM , (125)
Qe=
[
A− µeσ2I2 −2V
V (A− µeσ2I2) A
]
︸ ︷︷ ︸
Qe
⊗IM . (126)
To guarantee the convergence of Z˜i and Z˜
e
i , we need to
examine the eigenstructure of the 4× 4 matrices Qd and Qe.
The proof of the next lemma is quite similar to Lemma 4; if
desired, see Appendix F of the arXiv version [24].
Lemma 5 (EIGENSTRUCTURE OF Qd). The matrix Qd admits
the following eigendecomposition
Qd = XQdX
−1, (127)
where
Qd =
[
1 0
0 Ed
]
(128)
and
Ed =
1− µσ
2 0 0
0 (1− µσ2)a −√2− 2a
0 (1− µσ2)a
√
1−a
2 a
 . (129)
Moreover, the matrices X and X−1 are given by
X =
[
r XR
]
, X−1 =
[
`T
XL
]
, (130)
where XR ∈ R4×3, XL ∈ R3×4, and
r =
1
2
[
0
12
]
∈ R4, ` =
[
0
12
]
∈ R4. (131)
It is observed that Qd always has an eigenvalue at 1, which
implies that Qd is not stable no matter what the step-size µ is.
However, this eigenvalue does not influence the convergence
of recursions (123). To see that, from Lemma 5 we have
Qd = XQdX−1 =
[
R XR
] [ IM 0
0 Ed
] [
LT
XL
]
(132)
where XR = XR ⊗ IM , XL = XL ⊗ IM , Ed = Ed ⊗ IM , and
R =
1
2
[
0
12 ⊗ IM
]
, L =
[
0
12 ⊗ IM
]
. (133)
Let [
Ẑi
Zˇi
]
= X−1Z˜i =
[
LTZ˜i
XLZ˜i
]
. (134)
The exact diffusion recursion (123) can be transformed into[
Ẑi
Zˇi
]
=
[
IM 0
0 Ed
] [
Ẑi−1
Zˇi−1
]
, (135)
which can be further divided into two separate recursions:
Ẑi = Ẑi−1, Zˇi = EdZˇi−1. (136)
Therefore, Ẑi = 0 if Ẑ0 = 0. Since Y0 = VW0 and Y?o ∈
range(V), we have Y˜0 = Y?o − Y0 ∈ range(V). Therefore,
Ẑ0
(134)
= LTZ˜0 =
[
0 (12 ⊗ IM )T
] [ W˜0
Y˜0
]
(22)
= 0, (137)
As a result, we only need to focus on the other recursion:
Zˇi = EdZˇi−1, where Ed = Ed ⊗ IM . (138)
8If we select the step-size µ such that all eigenvalues of Ed
stay inside the unit-circle, then we guarantee the convergence
of Zˇi and, hence, Z˜i.
Lemma 6 (STABILITY OF EXACT DIFFUSION). When µ is
chosen such that
0 < µσ2 < 2, (139)
all eigenvalues of Ed will lie inside the unit-circle, which
implies that Z˜i in (123) converges to 0, i.e., Z˜i → 0.
Proof: See Appendix G.
Next we turn to the EXTRA error recursion (124).
Lemma 7 (INSTABILITY OF EXTRA). When µe is chosen
such that
µeσ2 ≥ a+ 1, (140)
it holds that Z˜ei generated through EXTRA (124) will diverge.
Proof: See Appendix H.
Comparing the statements of Lemmas 6 and 7, and since
1 + a < 2, exact diffusion has a larger range of stability than
EXTRA (i.e., exact diffusion is stable for a wider range of
step-size values). In particular, if agents place small weights
on their own data, i.e., when a ≈ 0, the stability range for exact
diffusion will be almost twice as large as that of EXTRA.
IV. NUMERICAL EXPERIMENTS
In this section we compare the performance of the proposed
exact diffusion algorithm with existing linearly convergent
algorithms such as EXTRA [18], DIGing [19], and Aug-
DGM [20], [21]. In all figures, the y-axis indicates the
relative error, i.e., ‖Wi − Wo‖2/‖W0 − Wo‖2, where Wi =
col{w1,i, · · · , wN,i} ∈ RNM and Wo = col{wo, · · · , wo} ∈
RNM . All simulations employ the connected network topology
with N = 20 nodes shown in Fig.4 of Part I [2].
A. Distributed Least-squares
In this experiment, we focus on the least-squares problem:
wo = arg min
w∈RM
1
2
N∑
k=1
‖Ukw − dk‖2. (141)
The simulation setting is the same as Sec. VI.A of Part I [2].
In the simulation we compare exact diffusion with EX-
TRA, DIGing, and Aug-DGM. These algorithms work with
symmetric doubly-stochastic or right-stochastic matrices A.
Therefore, we now employ doubly-stochastic matrices for a
proper comparison. Moreover, there are two information com-
binations per iteration in DIGing and Aug-DGM algorithms,
and each information combination corresponds to one round of
communication. In comparison, there is only one information
combination (or round of communication) in EXTRA and
exact diffusion. For fairness we will compare the algorithms
based on the amount of communications, rather than the itera-
tions. In the figures, we use one unit amount of communication
to represent 2ME communicated variables, where M is the
dimension of the variable while E is the number of edges
in the network. The problem setting is the same as in the
simulations in Part I, except that A is generated through the
Metropolis rule [4]. In the top plot in Fig. 2, all algorithms
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Fig. 2. Convergence comparison between exact diffusion, EXTRA,
DIGing, and Aug-DGM for distributed least-squares problem (141).
In the top plot, the step-sizes for Exact diffusion, EXTRA, DIGing
and Aug-DGM are 0.013, 0.007, 0.0028 and 0.003. In the bottom
plot, all step-sizes are set as 0.04.
are carefully adjusted to reach their fastest convergence. It is
observed that exact diffusion is slightly better than EXTRA,
and both of them are more communication efficient than
DIGing and Aug-DGM. When a larger step-size µ = 0.02
is chosen for all algorithms, it is observed that EXTRA and
DIGing diverge while exact diffusion and Aug-DGM converge,
and exact diffusion is much faster than Aug-DGM algorithm.
We also compare exact diffusion with Push-EXTRA [15],
[25] and Push-DIGing [19] for non-symmetric combination
policies. We consider the unbalanced network topology shown
in Fig. 6 in Part I [2]. The combination matrix is generated
through the averaging rule. Note that the Perron eigenvector p
is known beforehand for such combination matrix A, and we
can therefore substitute p directly into the recursions of Push-
EXTRA and Push-DIGing. In the simulation, all algorithms
are adjusted to reach their fastest convergence. In Fig. 3, it
is observed that exact diffusion is the most communication
efficient among all three algorithms. This figure illustrates that
exact diffusion has superior performance for locally-balanced
combination policies.
B. Distributed Logistic Regression
We next consider a pattern classification scenario. Each
agent k holds local data samples {hk,j , γk,j}Lj=1, where
hk,j ∈ RM is a feature vector and γk,j ∈ {−1,+1} is the
corresponding label. Moreover, the value L is the number of
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Fig. 3. Convergence comparison between exact diffusion, EXTRA,
DIGing, and Aug-DGM for distributed least-squares problem (141)
with non-symmetric combination policy.
local samples at each agent. All agents will cooperatively solve
the regularized logistic regression problem:
wo = arg min
w∈RM
N∑
k=1
[ 1
L
L∑
`=1
ln
(
1+exp(−γk,`hTk,`w)
)
+
ρ
2
‖w‖2
]
.
(142)
The simulation setting is the same as Sec. VI.B of Part I [2].
In this simulation, we also compare exact diffusion with
EXTRA, DIGing, and Aug-DGM. A symmetric doubly-
stochastic A is generated through the Metropolis rule. In the
top plot in Fig. 4, all algorithms are carefully adjusted to reach
their fastest convergence. It is observed that exact diffusion is
the most communication efficient among all algorithms. When
a larger step-size µ = 0.04 is chosen for all algorithms in the
bottom plot in Fig. 4, it is observed that both exact diffusion
and Aug-DGM are still able to converge linearly to wo, while
EXTRA and DIGing fail to do so. Moreover, exact diffusion is
observed much more communication efficient than Aug-DGM.
APPENDIX A
PROOF OF LEMMA 4
Define V ′ ∆= V + 1N pT ∈ RN×N , we claim that V ′ is
a full rank matrix. Suppose to the contrary that there exists
some x 6= 0 such that V ′x = 0, i.e.,(V + 1N pT)x = V x +
(pTx)1N = 0, which requires
V x = −(pTx)1N . (143)
When pTx 6= 0, relation (143) implies that 1N ∈ range(V ).
However, from Lemma 1 we know that
null(V ) = span{1N} ⇐⇒ range(V T)⊥ = span{1N}
⇐⇒ range(V )⊥ = span{1N}, (144)
where the last “⇔” holds because V is symmetric. Relation
(144) is contradictory to 1N ∈ range(V ). Therefore, V ′x 6= 0.
When pTx = 0, relation (143) implies that V x = 0,
which together with Lemma 1 implies that x = c1N for
some constant c 6= 0. However, since pT1N = 1, we have
pTx = c 6= 0, which also contradicts with pTx = 0. As a
result, V ′ has full rank and hence (V ′)−1 exists.
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Fig. 4. Convergence comparison between exact diffusion, EXTRA,
DIGing, and Aug-DGM for problem (142). In the top plot, the
step-sizes for Exact Diffusion, EXTRA, DIGing and AUG-DGM are
0.041, 0.028, 0.014 and 0.033. In the bottom plot, all step-sizes are
set as 0.04.
With V ′ = V +1N and the fact V 1N = 0 (see Lemma 1),
we also have
V V ′ = V (V + 1N pT) = V 2 + V 1N pT = V 2, (145)
V ′(IN − 1N pT) = (V + 1N pT)(IN − 1N pT) = V. (146)
With relations (145) and (146), we can verify that
B=
[
IN 0
0 V ′
][
A
T −P−1V 2
(V ′)−1V A
T
IN−(V ′)−1V P−1V 2
][
IN 0
0 (V ′)−1
]
(a)
=
[
IN 0
0 V ′
][
A
T
A
T − IN
A
T − 1N pT AT
] [
IN 0
0 (V ′)−1
]
(147)
where in (a) we used V 2=(P−PA)/2 and AT=(IN+AT)/2.
Using A = Y ΛY −1 from Lemma 3 of Part I [2], we have
A
T
= (Y −1)TΛY T, A
T−IN =(Y −1)T(Λ−IN )Y T (148)
where Λ ∆= (IN + Λ) /2. Obviously, Λ > 0 is also a real
diagonal matrix. If we let Λ = diag{λ1(A), · · · , λN (A)}, it
holds that
λk(A) = (λk(A) + 1)/2 > 0, ∀ k = 1, · · · , N, (149)
and λ1(A) = 1. Moreover, we can also verify that
A
T − 1N pT = (Y −1)TΛ1Y T, (150)
where Λ1 = diag{0, λ2(A), · · · , λN (A)}. This is because the
vectors 1TN and p are the left- and right-eigenvectors of A.
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Combining relations (149) and (150), we have[
A
T
A
T − IN
A
T − 1N pT AT
]
=
[
(Y −1)T 0
0 (Y −1)T
] [
Λ Λ− IN
Λ1 Λ
] [
Y T 0
0 Y T
]
. (151)
With permutation operations, it holds that
[
Λ Λ− IN
Λ1 Λ
]
=Π

E1 0 · · · 0
0 E2 · · · 0
...
...
. . .
...
0 0 · · · EN
ΠT, (152)
where Π ∈ RN×N is a permutation matrix, and
E1=
[
1 0
0 1
]
, Ek=
[
λk(A) λk(A)− 1
λk(A) λk(A)
]
, ∀k = 2, · · · , N.
(153)
Now we seek the eigenvalues of Ek. Let d denote an eigen-
value of Ek. The characteristic polynomial of Ek is
d2 − 2λk(A)d+ λk(A) = 0. (154)
Therefore, we have
d =
2λk(A)±
√
4λ2k(A)− 4λk(A)
2
. (155)
Since λk(A) ∈ (0, 1) when k = 2, 3, · · · , N , it holds that
4λ2k(A) < 4λk(A). Therefore, d is a complex number, and its
magnitude is
√
λk(A). Therefore, Ek can be diagonalized as
Ek = Zk
[
dk,1 0
0 dk,2
]
Z−1k (156)
where dk,1 and dk,2 are complex numbers and
|dk,1| = |dk,2| =
√
λk(A) < 1. (157)
Define Z and X as
Z
∆
= diag{I2, Z2, Z3, · · · , ZN} (158)
X
∆
=
[
IN 0
0 V ′
] [
(Y −1)T 0
0 (Y −1)T
]
ΠZ (159)
Since each factor in X is invertible, X
−1
must exist. Com-
bining (147) and (151)–(157), we finally arrive at
B = XDX
−1
, where D =
[
I2 0
0 D1
]
, (160)
and D1 has the structure claimed in (57).
Therefore, we have established so far the form of the
eigenvalue decomposition of B. In this decomposition, each
k-th column of X is a right-eigenvector associated with the
eigenvalue D(k, k), and each k-th row of X
−1
is the left-
eigenvector associated with D(k, k). Recall, however, that
eigenvectors are not unique. We now verify that we can find
eigenvector matrices X and X
−1
that have the structure shown
in (58) and (59). To do so, it is sufficient to examine whether
the two columns of R are independent right-eigenvectors
associated with eigenvalue 1, and the two rows of L are
independent left-eigenvectors associated with 1. Let
R =
[
r1 r2
]
, where r1
∆
=
[
1N
0
]
, r2
∆
=
[
0
1N
]
. (161)
Obviously, r1 and r2 are independent. Since
Br1 = r1, Br2 = r2, (162)
we know r1 and r2 are right-eigenvectors associated with
eigenvalue 1. As a result, an eigenvector matrix X can be
chosen in the form X =
[
R XR
]
, where each k-th
column of XR corresponds to the right-eigenvector associated
with eigenvalue D1(k, k). Similarly, we let
L =
[
`T1
`T2
]
, where `1
∆
=
[
p
0
]
, `2
∆
=
[
0
1
N 1N
]
. (163)
It is easy to verify that `1 and `2 are independent left-
eigenvectors associated with eigenvalue 1. Moreover, since
LR = I2, X−1 has the structure
X−1 =
[
L
XL
]
, (164)
where each k-th row of XL corresponds to a left-eigenvector
associated with eigenvalue D1(k, k).
APPENDIX B
PROOF OF THEOREM 1
From the first line of recursion (82), we have
X¯ i=
(
IM−PTMHi−1I
)
X¯ i−1−1
c
PTMHi−1XR,uXˇ i−1. (165)
Squaring both sides and using Jensen’s inequality [26] gives
‖X¯ i‖2=
∥∥∥∥(IM−PTMHi−1I) X¯ i−1−1cPTMHi−1XR,uXˇ i−1
∥∥∥∥2
≤ 1
1− t
∥∥∥IM−PTMHi−1I∥∥∥2 ‖X¯ i−1‖2
+
1
t
1
c2
‖PTMHi−1XR,u‖2‖Xˇ i−1‖2 (166)
for any t ∈ (0, 1). Using τk = µk/µmax, we obtain
PTMHi−1I = µmax
N∑
k=1
pkτkHk,i−1
(53)
≥ µmaxpkoτkoνIM ∆= σ11µmaxIM , (167)
where σ11 = pkoτkoν. Similarly, we can also obtain
PTMHi−1I = µmax
N∑
k=1
pkτkHk,i−1
(53)
≤
(
N∑
k=1
pkτk
)
δµmaxIM
(a)
≤ δµmaxIM , (168)
where inequality (a) holds because τk < 1 and
∑N
k=1 pk = 1.
It is obvious that δ > σ11. As a result, we have
(1−δµmax)IM≤IM−PTMHi−1I ≤ (1−σ11µmax)IM (169)
which implies that when the step-size satisfy
µmax < 1/δ, (170)
it will hold that
‖IM−PTMHi−1I‖2 ≤ (1− σ11µmax)2. (171)
On the other hand, we have
1
c2
‖PTMHi−1XR,u‖2 ≤ 1
c2
‖PTM‖2‖Hi−1‖2‖XR,u‖2
(a)
≤ 1
c2
(
N∑
k=1
(τkpk)
2
)
δ2‖XR,u‖2µ2max
(b)
≤ pmax
c2
δ2‖XR,u‖2µ2max (172)
11
where inequality (b) holds because τk < 1, p2k < pkpmax
(where pmax = maxk{pk}) and
∑N
k=1 pk = 1. Inequality (a)
follows by noting that PTM = µmax[p1τ1, · · · , pNτN ]⊗ IM .
Introducing s = [p1τ1, p2τ2, · · · , pNτN ]T ∈ RN , we have
‖PTM‖2=µ2max‖sT⊗IM‖2=µ2maxλmax
(
(s⊗ IM )(sT ⊗ IM )
)
=µ2maxλmax
(
ssT ⊗ IM
)
= µ2maxλmax(ss
T)
=µ2max‖s‖2 = µ2max
N∑
k=1
(pkτk)
2. (173)
Recall (72) and by introducing E =
[
IMN 0MN
]
, we
have XR,u = EXR. Therefore, it holds that
‖XR,u‖2 ≤ ‖E‖2‖XR‖2 = ‖XR‖2. (174)
Substituting (174) into (172), we have
1
c2
‖PTMHi−1XR,u‖2≤pmaxδ
2
c2
‖XR‖2µ2max ∆= σ212µ2max (175)
where σ12
∆
=
√
pmaxδ‖XR‖/c. Notice that σ12 is independent
of µmax. Substituting (171) and (172) into (166), we get
‖X¯ i‖2≤ 1
1− t (1− σ11µmax)
2‖X¯ i−1‖2 + 1
t
σ212µ
2
max‖Xˇ i−1‖2
=(1−σ11µmax)‖X¯ i−1‖2+(σ212/σ11)µmax‖Xˇ i−1‖2 (176)
where we are selecting t = σ11µmax.
Next we check the second line of recursion (82):
Xˇ i = − cXLTi−1R1X¯ i−1 + (D1 −XLTi−1XR)Xˇ i−1
= D1Xˇ i−1 −XLTi−1(cR1X¯ i−1 + XRXˇ i−1). (177)
Squaring both sides and using Jensen’s inequality again,
‖Xˇ i‖2 =‖D1Xˇ i−1 −XLTi−1(cR1X¯ i−1 + XRXˇ i−1)‖2
≤‖D1‖
2
t
‖Xˇ i−1‖2+ 1
1− t‖XLTi−1(cR1X¯ i−1+XRXˇ i−1)‖
2
≤‖D1‖
2
t
‖Xˇ i−1‖2+ 2c
2
1− t‖XLTi−1R1‖
2‖X¯ i−1‖2
+
2
1− t‖XLTi−1XR‖
2‖Xˇ i−1‖2. (178)
where t ∈ (0, 1). From Lemma 4 we have that λ ∆= ‖D1‖ =√
λ2(A) < 1. By setting t = λ, we reach
‖Xˇ i‖2 ≤ λ‖Xˇ i−1‖2 + 2c2‖XLTi−1R1‖2‖X¯ i−1‖2/(1− λ)
+ 2‖XLT XR‖2‖Xˇ i−1‖2/(1− λ). (179)
We introduce the matrix Γ = diag{τ1IM , · · · , τNIM}, and
note that we can write M = µmaxΓ. Substituting it into (50),
Ti−1 = µmax
[
ATΓHi−1 0
VATΓHi−1 0
]
= µmax
[
AT 0
VAT 0
]
︸ ︷︷ ︸
∆
= Td
[
ΓHi−1 0
0 ΓHi−1
]
, (180)
which implies that
‖Ti−1‖2 ≤ µ2max‖Td‖2
(
max
1≤k≤N
‖Hk,i−1‖2
)
≤ ‖Td‖2δ2µ2max.
(181)
We also emphasize that ‖Td‖2 is independent of µmax. With
inequality (181), we further have
c2‖XLTi−1R1‖2≤c2µ2max‖XL‖2‖Td‖2‖R1‖2δ2 ∆= σ221µ2max
(182)
‖XLTi−1XR‖2≤µ2max‖XL‖2‖Td‖2‖XR‖2δ2 ∆= σ222µ2max
(183)
since ‖R1‖ = 1, and where σ21 and σ22 are defined as
σ21 = c‖XL‖‖Td‖δ, σ22 = ‖XL‖‖Td‖‖XR‖δ. (184)
With (182) and (183), inequality (179) becomes
‖Xˇ i‖2≤
(
λ+
2σ222µ
2
max
1− λ
)
‖Xˇ i−1‖2+2σ
2
21µ
2
max
1− λ ‖X¯ i−1‖
2. (185)
Combining (176) and (185), we arrive at the inequality recur-
sion[‖X¯ i‖2
‖Xˇ i‖2
]

[
1− σ11µmax σ
2
12
σ11
µmax
2σ221µ
2
max
1−λ λ+
2σ222µ
2
max
1−λ
]
︸ ︷︷ ︸
∆
= G
[‖X¯ i−1‖2
‖Xˇ i−1‖2
]
. (186)
Now we check the spectral radius of the matrix G. Recall the
fact that the spectral radius of a matrix is upper bounded by
any of its norms. Therefore,
ρ(G) ≤ ‖G‖1 = max
{
1− σ11µmax + 2σ
2
21µ
2
max
1− λ ,
λ+
σ212
σ11
µmax +
2σ222µ
2
max
1− λ
}
, (187)
where we already know that λ < 1. To guarantee ρ(G) < 1,
it is enough to select the step-size parameter small enough to
satisfy
1− σ11µmax + 2σ
2
21µ
2
max
1− λ < 1, (188)
λ+
σ212
σ11
µmax +
2σ222µ
2
max
1− λ < 1. (189)
To get a simpler upper bound, we transform (189) such that
λ+
σ212
σ11
µmax +
2σ222µ
2
max
1− λ
= λ+
2σ212
σ11
µmax−
(
σ212
σ11
µmax−2σ
2
22µ
2
max
1− λ
)
≤ λ+2σ
2
12
σ11
µmax,
(190)
where the last inequality holds when
µmax ≤ σ
2
12(1− λ)
2σ11σ222
. (191)
If, in addition, we let (190) be less than 1, which is equivalent
to selecting
µmax ≤ σ11(1− λ)
2σ212
, (192)
then we guarantee equality (189). Combing (188), (191) and
(192), we have
µmax ≤ min
{
σ11(1− λ)
2σ221
,
σ212(1− λ)
2σ11σ222
,
σ11(1− λ)
2σ212
}
(193)
This together with (170), i.e.
µmax < 1/δ (194)
will guarantee ‖G‖1 to be less than 1. In fact, the upper bound
in (193) can be further simplified. From the definitions of σ11,
σ12, σ21 and σ22, we have
σ11(1− λ)
2σ221
=
pkoτkoν(1− λ)
2c2‖XL‖2‖Td‖2δ2 , (195)
12
σ212(1− λ)
2σ11σ222
=
pmax(1− λ)
2pkoτkoν‖XL‖2‖Td‖2c2
, (196)
σ11(1− λ)
2σ212
=
pkoτkoν(1− λ)c2
2pmax‖XR‖2δ2 . (197)
First, notice that
σ11(1− λ)
2σ221
/σ212(1− λ)
2σ11σ222
=
(pkoτkoν)
2
pmaxδ2
< 1 (198)
because pko < pmax, τko < 1 and ν < δ. Therefore, the
inequality in (193) is equivalent to
µmax ≤ min
{
pkoτkoν(1− λ)
2c2‖XL‖2‖Td‖2δ2 ,
pkoτkoν(1− λ)c2
2pmax‖XR‖2δ2
}
=
pkoτkoν(1− λ)
2δ2
min
{
1
‖XL‖2‖Td‖2c2 ,
c2
pmax‖XR‖2
}
.
(199)
It is observed that the constant value c affects the upper bound
in (199). If c is sufficiently large, then the first term in (199)
dominates and µmax has a narrow feasible set. On the other
hand, if c is sufficiently small, then the second term dominates
and µmax will also have a narrow feasible set. To make the
feasible set of µmax as large as possible, we should optimize
c to maximize
min
{ 1
‖XL‖2‖Td‖2c2 ,
c2
pmax‖XR‖2
}
. (200)
Notice that the first term 1/(‖XL‖2‖Td‖2c2) is monotone
decreasing with c2, while the second term c2/‖XR‖2 is
monotone increasing with c2. Therefore, when
1
‖XL‖2‖Td‖2c2 =
c2
pmax‖XR‖2 ⇐⇒ c
2 =
√
pmax‖XR‖
‖XL‖‖Td‖ ,
(201)
we get the maximum upper bound for µmax, i.e.
µmax ≤ pkoτkoν(1− λ)
2
√
pmax‖XL‖‖Td‖‖XR‖δ2 . (202)
Next we compare the above upper bound with 1/δ. Recall
that for any matrix A, its spectral radius is smaller than its
2−induced norm so that
‖Td‖ ≥ ρ(Td) (180)= ρ(A) = 1. (203)
Moreover, recall from Lemma 4 that XLXR = I2(N−1), so
that XLXR = XLXR ⊗ IM = I2M(N−1), which implies that
‖XL‖‖XR‖ ≥ ‖XLXR‖ = 1. (204)
Using relations (203) and (204), and recalling that pko ≤
pmax <
√
pmax, τko < 1, 1− λ < 1 and ν < δ, we have
pkoτkoν(1− λ)
2
√
pmax‖XL‖‖Td‖‖XR‖δ2 ≤
ν
δ2
<
δ
δ2
=
1
δ
. (205)
Therefore, the upper bounds in (193), (194) are determined by
µmax ≤ pkoτkoν(1− λ)
2
√
pmax‖XL‖‖Td‖‖XR‖δ2 . (206)
In other words, when µmax satisfies (206), ‖G‖1 will be
guaranteed to be less than 1, i.e.,
‖G‖1 = max
{
1− σ11µmax + 2σ
2
21µ
2
max
1− λ ,
λ+
σ212
σ11
µmax +
2σ222µ
2
max
1− λ
}
= max
{
1− pkoτkoνµmax +
2c2‖XL‖2‖Td‖2δ2µ2max
1− λ
λ+
pmax‖XR‖2δ2
c2pkoτkoν
µmax+
2‖XL‖2‖Td‖2‖XR‖2δ2µ2max
1− λ
}
(201)
= max
{
1− pkoτkoνµmax +
2
√
pmaxαdδ
2µ2max
1− λ ,
λ+
√
pmaxαdδ
2µmax
pkoτkoν
+
2α2dδ
2µ2max
1− λ
}
< 1, (207)
where αd
∆
= ‖XL‖‖Td‖‖XR‖. Let
zi
∆
=
[ ‖X¯ i‖2
‖Xˇ i‖2
]
 0, (208)
and note from (186) that
zi  Gzi−1. (209)
Computing the 1-norm of both sides gives
‖X¯ i‖2+‖Xˇ i‖2=‖zi‖1 ≤ ‖G‖1‖zi−1‖1 = ρ(‖X¯ i−1‖2+‖Xˇ i−1‖2),
≤ρi(‖X¯0‖2+‖Xˇ0‖2), (210)
where we define ρ ∆= ‖G‖1. Inequality (210) is equivalent to∥∥∥∥[X¯ iXˇ i
]∥∥∥∥2 ≤ ρi ∥∥∥∥[X¯0Xˇ0
]∥∥∥∥2 , (211)
By re-incorporating X̂ i = 0, relation (211) also implies that∥∥∥∥∥∥
X¯ iX̂ i
Xˇ i
∥∥∥∥∥∥
2
≤ ρi
∥∥∥∥∥∥
X¯0X̂0
Xˇ0
∥∥∥∥∥∥
2
∆
= C0ρ
i. (212)
From (70) we conclude that∥∥∥∥[W˜iY˜i
]∥∥∥∥2 ≤ ‖X‖2
∥∥∥∥∥∥
X¯ iX̂ i
Xˇ i
∥∥∥∥∥∥
2
≤ Cρi, (213)
where the constant C = ‖X‖2C0.
APPENDIX C
PROOF OF THEOREM 2
We define
M′i ∆= µodiag{q1IM/z1,i(1), · · · , qNIM/zN,i(N)}. (214)
Substituting recursions (98) and (99) from Part I [2] into expre-
ssion (100) we obtain (compare with (93) from Part I [2]):
Wi=AT
[
2Wi−1−Wi−2−
(M′i∇J o(Wi−1)−M′i−1∇J o(Wi−2))] ,
(215)
which can be rewritten into a primal-dual form (compare with
(89) from Part I [2]):Wi = A
T
(
Wi−1−M′i∇J o(Wi−1)
)
−P−1VYi−1,
Yi = Yi−1 + VWi.
(216)
For the initialization, we set y−1 = 0 and W−1 to be any
value, and hence for i = 0 we haveW0 = A
T
(
W−1−M′0∇J o(W−1)
)
,
Y0 = VW0.
(217)
Recursions (216) and (217) are very close to the standard exact
diffusion recursions (19) and (20), except that the step-size
matrix M′i is now changing with iteration i. Following the
arguments (36) – (38), we haveA
T
W˜i=AT
(
W˜i−1+M′i∇J o(Wi−1)
)
+P−1VYi,
Y˜i = Y˜i−1 − VWi.
(218)
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Subtracting optimality conditions (23)–(24) from (218) leads
to
ATW˜i=AT
(
W˜i−1+M
[∇J o(Wi−1)−∇J o(W?)])−P−1V Y˜i
+AT(M′i −M)∇J o(Wi−1),
Y˜i = Y˜i−1 + VW˜i.
(219)
Comparing recursions (219) and (39), it is observed that
recursion (219) has an extra “mismatch” term, AT(M′i −
M)∇J o(Wi−1). This mismatch arises because we do not
know the perron vector p in advance. We need to run the
power iteration (see recursion (97) from Part I [2]) to learn
it. Intuitively, since M′i →M as i → ∞, we can expect the
mismatch term to vanish gradually. Let
ei
∆
= (M′i −M)∇J o(Wi−1). (220)
By following arguments (40)–(45), recursion (219) is equiva-
lent to[
AT P−1V
−V IMN
] [
W˜i
Y˜i
]
=
[
AT(IMN −MHi−1) 0
0 IMN
][
W˜i−1
Y˜i−1
]
+
[
AT
0
]
ei.
(221)
By following (46)–(50), recursion (221) can be rewritten as[
W˜i
Y˜i
]
= (B − Ti−1)
[
W˜i−1
Y˜i−1
]
+ B`ei (222)
where B and Ti are defined in (50), and
B` =
[
AT
VAT
]
(223)
Relation (222) is the error dynamics for the exact diffusion
algorithm 1′. Comparing (222) with (48), we find that algo-
rithm 1′ is essentially the standard exact diffusion with error
perturbation. Using Lemma (4) and by following arguments
from (62) to (82), we can transform the error dynamics (222)
into[
X¯ i
Xˇ i
]
=
[
IM−PTMHi−1I − 1cP
TMHi−1XR,u
−cXLTi−1R1 D1 −XLTi−1XR
][
X¯ i−1
Xˇ i−1
]
+
[
PT
cXLB`
]
ei. (224)
Next we analyze the convergence of the above recursion. From
the first line we have
‖X¯ i‖2=
∥∥∥(IM−PTMHi−1I) X¯ i−1
−1
c
PTMHi−1XR,uXˇ i−1 + PTei
∥∥∥∥2 (225)
≤ 1
1− t
∥∥∥IM−PTMHi−1I∥∥∥2 ‖X¯ i−1‖2
+
2
t
1
c2
‖PTMHi−1XR,u‖2‖Xˇ i−1‖2 + 2
t
‖PT‖2‖ei‖2
≤(1−σ11µmax)‖X¯ i−1‖2+σ
2
12µmax
σ11
‖Xˇ i−1‖2 + 2‖ei‖
2
σ11µmax
,
(226)
where the last inequality follows the arguments in (165)–(176).
From the second line of recursion (224), we have
‖Xˇ i‖2
=‖D1Xˇ i−1−XLTi−1(cR1X¯ i−1 + XRXˇ i−1) + cXLB`ei‖2
≤‖D1‖
2
t
‖Xˇ i−1‖2+ 2c
2
1− t‖XLTi−1R1‖
2‖X¯ i−1‖2
+
2
1− t‖XLTi−1XR‖
2‖Xˇ i−1‖2 + 2c
2
1− t‖XLB`‖
2‖ei‖2
≤
(
λ+
2σ222µ
2
max
1− λ
)
‖Xˇ i−1‖2+2σ
2
21µ
2
max
1− λ ‖X¯ i−1‖
2+
2c2d‖ei‖2
1− λ ,
(227)
where d ∆= ‖XLB`‖2 is independent of iteration i. Moreover,
the last inequality holds because of arguments in (177)–
(185). Combining (226) and (227), we arrive at the inequality
recursion (compare with (186)):[‖X¯ i‖2
‖Xˇ i‖2
]

[
1− σ11µmax σ
2
12
σ11
µmax
2σ221µ
2
max
1−λ λ+
2σ222µ
2
max
1−λ
]
︸ ︷︷ ︸
∆
= G
[‖X¯ i−1‖2
‖Xˇ i−1‖2
]
+
[
2
σ11µmax
2c2d
1−λ
]
‖ei‖2. (228)
Next let us bound the mismatch term ‖ei‖2. From (220) we
have
ei = (M′i −M) (∇J o(Wi−1)−∇J o(W?))
+ (M′i −M)∇J o(W?)
(43)
= −(M′i −M)Hi−1W˜i−1 + (M′i −M)∇J o(W?).
(229)
which implies that
‖ei‖2 ≤ 2δ2‖M′i −M‖2‖W˜i−1‖2 + 2‖M′i −M‖2g, (230)
where g ∆= ‖J o(W?)‖2 is a constant independent of iteration.
Recall that M = M ⊗ IM and M′i = M ′i ⊗ IM where
M = diag{µ1, µ2, · · · , µN},
M ′i = diag
{
q1µo
z1,i(1)
, · · · , qNµo
zN,i(N)
}
. (231)
Using the relation µk = qkµo/pk (see equation (13) from Part
I [2]), we have
M −M ′i
=diag
{
q1µo
p1
(
1− p1
z1,i(1)
)
, · · · , qNµo
pN
(
1− pN
zN,i(N)
)}
=diag
{
µ1
(
1− p1
z1,i(1)
)
, · · · , µN
(
1− pN
zN,i(N)
)}
=µmaxdiag
{
τ1
(
1− p1
z1,i(1)
)
, · · · , τN
(
1− pN
zN,i(N)
)}
,
(232)
where τk = µk/µmax ≤ 1.
Now we examine the convergence of 1− pk/zk,i(k). From
the discussion in Policy 5 form Part I [2], it is known that
Zi generated from the power iteration (see equation (37) from
Part I) will converge to [(1N ⊗ IN )(pT⊗ IN )]Z−1. Therefore,
Zi − [(1N ⊗ IN )(pT ⊗ IN )]Z−1
14
=
[(AT)i+1 − (1N ⊗ IN )(pT ⊗ IN )]Z−1
=
{[(
AT
)i+1 − 1NpT]⊗ IN} z−1
=
{[
AT − 1NpT
]i+1 ⊗ IN} z−1. (233)
Recall from the discussion in Policy 5 from Part I [2] that
[(1N ⊗ IN )(pT ⊗ IN )]Z−1 = col{p, · · · , p} ∈ RN2 . (234)
As a result,
|zk,i(k)− pk|2 ≤ ‖Zi − [(1N ⊗ IN )(pT ⊗ IN )]Z−1‖2
≤ ‖AT − 1NpT‖2(i+1)‖Z−1‖2
= h · ρ2(i+1)A , ∀k = 1, · · · , N. (235)
where h ∆= ‖Z−1‖2 is a constant, and ρA is the sec-
ond largest eigenvalue magnitude of matrix A, i.e., ρA =
max{|λ2(A)|, |λN (A)|}. Since A is locally balanced, we
know A is diagonalizable with real eigenvalue in (−1, 1], and
it has a single eigenvalue at 1 (see Table I from Part I [2]),
we conclude that ρA < 1. Also, recall from the discussion at
the end of Policy 5 in Part I [2] that zk,i(k) > 0 is guaranteed
when a¯kk > 0. Let
αk
∆
= min
i
{zk,i(k)} > 0, ∀ k = 1, · · · , N (236)
Combining (235) and (236), it holds that for k = 1, · · · , N ,(
1− pk
zk,i(k)
)2
≤ h
αk
ρ
2(i+1)
A = hkρ
2(i+1)
A , (237)
where we define hk
∆
= h/αk. Substituting (237) into (232),
it holds that
‖M′i −M‖2 = ‖M ′i −M‖2 ≤ µ2maxh′ρ2(i+1)A , (238)
where h′ ∆= maxk{τ2khk} is a constant independent of
iterations. Substituting (238) into (230), we have
‖ei‖2 ≤ 2δ2‖M′i −M‖2‖W˜i−1‖2 + 2‖M′i −M‖2g
≤ 2δ2µ2maxh′ρ2(i+1)A ‖W˜i−1‖2 + 2µ2maxh′gρ2(i+1)A
≤ 2δ2µ2maxh′ρ2(i+1)A
(‖W˜i−1‖2 + ‖Y˜i−1‖2)
+ 2µ2maxh
′gρ2(i+1)A . (239)
Recall from (70) that[
W˜i
Y˜i
]
= X ′
 X¯ iX̂ i
Xˇ i
 . (240)
We therefore have
‖W˜i‖2 + ‖Y˜i‖2 ≤ ‖X ′‖2
(‖X¯ i‖2 + ‖X̂ i‖2 + ‖Xˇ i‖2)
= ‖X ′‖2 (‖X¯ i‖2 + ‖Xˇ i‖2) , (241)
where the last equality holds because X̂ i = 0 for i = 0, 1, · · ·
(see (81)). Substituting (241) into (239), we have
‖ei‖2 ≤ 2δ2µ2maxh′‖X ′‖2ρ2(i+1)A
(‖X¯ i−1‖2+‖Xˇ i−1‖2)
+ 2µ2maxh
′gρ2(i+1)A (242)
Substituting (242) into (228), we have[‖X¯ i‖2
‖Xˇ i‖2
]

[
1−σ11µmax+b′µmaxρ2(i+1)A σ
2
12
σ11
µmax+b
′µmaxρ
2(i+1)
A
2σ221µ
2
max
1−λ + c
′µ2maxρ
2(i+1)
A λ+
2σ222µ
2
max
1−λ +c
′µ2maxρ
2(i+1)
A
]
·
[‖X¯ i−1‖2
‖Xˇ i−1‖2
]
+
[
d′µmaxρ
2(i+1)
A
e′µ2maxρ
2(i+1)
A
]
, (243)
where b′, c′, d′, e′ are constants defined as
b′ ∆= 4δ2h′‖X ′‖2/σ11, c′ ∆= 4δ2h′‖X ′‖2c2d/(1−λ), (244)
d′ ∆= 4h′g/σ11, e′
∆
= 4h′gc2d/(1− λ). (245)
These constants are independent of iterations. It can be verified
that when iteration i is large enough such that
ρ
2(i+1)
A ≤ min
{
σ11
2b′
,
σ212
σ11b′
,
σ221
(1− λ)c′ ,
σ222
(1− λ)c′
}
, (246)
the inequality (243) becomes[‖X¯ i‖2
‖Xˇ i‖2
]

[
1− σ11µmax2 2σ
2
12
σ11
µmax
3σ221µ
2
max
1−λ λ+
3σ222µ
2
max
1−λ
]
︸ ︷︷ ︸
G′
[‖X¯ i−1‖2
‖Xˇ i−1‖2
]
+
[
d′µmax
e′µ2max
]
ρ
2(i+1)
A , (247)
where we can prove ρ ∆= ‖G′‖1 = 1 − O(µmax) < 1 by
following arguments (207). Inequality (247) further implies
that(‖X¯ i‖2+‖Xˇ i‖2) ≤ ρ (‖X¯ i−1‖2+‖Xˇ i−1‖2)+ f ′ρ2(i+1)A (248)
where f ′ ∆= d′µmax +e′µ2max > 0. Let β = max{ρ, ρA} < 1.
Inequality (248) becomes(‖X¯ i‖2+‖Xˇ i‖2) ≤ β (‖X¯ i−1‖2+‖Xˇ i−1‖2)+f ′β2(i+1). (249)
By adding γf ′β2i+4, where γ can be any positive constant to
be chosen, to both sides of the above inequality, we get(‖X¯ i‖2 + ‖Xˇ i‖2)+ γf ′β2i+4
≤ β (‖X¯ i−1‖2 + ‖Xˇ i−1‖2)+ f ′β2i+2 + γf ′β2i+4
= β
(
‖X¯ i−1‖2 + ‖Xˇ i−1‖2 + 1 + γβ
2
β
f ′β2i+2
)
(250)
By setting
γ =
1
β − β2 > 0, (251)
it can be verified that
γ =
1 + γβ2
β
. (252)
Substituting (252) into (250), we have(‖X¯ i‖2 + ‖Xˇ i‖2)+ γf ′β2(i+2)
≤ β
(
‖X¯ i−1‖2 + ‖Xˇ i−1‖2 + γf ′β2(i+1)
)
. (253)
As a result, the quantity
(‖X¯ i‖2 + ‖Xˇ i‖2)+ γf ′β2(i+2) con-
verges to 0 linearly. Since f ′ > 0, γ > 0 and β > 0, we
can conclude that ‖X¯ i‖2 + ‖Xˇ i‖2, and hence ‖W˜i‖2 + ‖Y˜i‖2,
converges to 0 linearly.
APPENDIX D
ERROR RECURSION FOR EXTRA CONSENSUS
Multiplying the second recursion of (88) by V gives:
VYei = VYei−1 +
P − PA
2
Wei . (254)
Substituting into the first recursion of (88) gives
AWei =AWei−1−µ∇J o(Wei−1)−P−1VYei , (255)
From (255) and the second recursion in (88) we conclude that{
AW˜ei =AW˜ei−1+µ∇J o(Wei−1)+P−1VYei ,
Y˜ei = Y˜
e
i−1 − VWei .
(256)
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Subtracting the optimality condition (90)–(91) from (256)
leads to {
AW˜ei =(A−µHi−1)W˜ei−1−P−1V Y˜ei ,
Y˜ei = Y˜
e
i−1 + VW˜ei .
(257)
which is also equivalent to[ A P−1V
−V IMN
][
W˜ei
Y˜ei
]
=
[A− µHi−1 0
0 IMN
][
W˜ei−1
Y˜ei−1
]
. (258)
Using relations A = IMN+A2 and V2 = P−PA2 , it is easy to
verify that[ A P−1V
−V IMN
]−1
=
[
IMN −P−1V
V IMN − VP−1V
]
. (259)
Substituting (259) into (258) gives (93)–(94).
APPENDIX E
ERROR RECURSION IN TRANSFORMED DOMAIN
Multiplying both sides of (93) by (X ′)−1:
(X ′)−1
[
W˜ei
Y˜ei
]
= [(X ′)−1(Be − T ei−1)X ′](X ′)−1
[
W˜ei−1
Y˜ei−1
]
(260)
leads to X¯eiX̂ei
Xˇei
=
 IM 0 00 IM 0
0 0 D1
− Sei−1
 X¯ei−1X̂ei−1
Xˇei−1
 , (261)
where we defined X¯eiX̂ei
Xˇei
 ∆= (X ′)−1 [ W˜eiY˜ei
]
=
 LT1LT2
XL
[ W˜ei
Y˜ei
]
, (262)
and
Sei−1 ∆= (X ′)−1T ei−1X ′
=
LT1T ei−1R1 LT1T ei−1R2 1cLT1T ei−1XRLT2T ei−1R1 LT2T ei−1R2 1cLT2T ei−1XR
cXLT ei−1R1 cXLT ei−1R2 XLT ei−1XR
 . (263)
To compute each entry of Sei−1, we let
XR =
[ XR,u
XR,d
]
, (264)
where XR,u ∈ RNM×2(N−1)M and XR,d ∈ RNM×2(N−1)M .
For the first line of Sei−1, it can be verified that
LT1T ei−1R1 =µP
THi−1I, (265)
LT1T ei−1R2 =0, (266)
1
c
LT1T ei−1XR =
µ
c
PTHi−1XR,u. (267)
Likewise, noting that
LT2T ei−1 =
[
0 1N IT
][ µHi−1 0
µVHi−1 0
]
(22)
=
[
0 0
]
, (268)
we find for the second line of Sei−1 that
cLT2T ei−1R1 = 0, cLT2T ei−1R2 = 0, LT2T ei−1XR = 0.
(269)
Substituting (263), (265) and (269) into (261), we rewrite
(261) as[
X¯ei
X̂ei
Xˇei
]
=
IM−µPTHi−1I 0 −µcPTHi−1XR,u0 IM 0
−cXLT ei−1R1 −cXLT ei−1R2 D1 −XLT ei−1XR
[X¯ei−1X̂ei−1
Xˇei−1
]
(270)
From the second line of (270), we get
X̂ei = X̂
e
i−1. (271)
As a result, X̂ei will converge to 0 only if the initial value
X̂e0 = 0. To verify that, from the definition of L2 in (62) and
(262) we have
X̂e0 = LT2
[
W˜e0
Y˜e0
]
=
1
N
ITY˜e0
(92)
=
1
N
IT(Y?o − Ye0) (89)=
1
N
IT(Y?o − VWe0). (272)
Recall that Y?o lies in the R(V), so that Y?o − VW0 also lies
in R(V). Recall further from Lemma 1 that ITV = 0, and
conclude that X̂e0 = 0. Therefore, from (271) we have
X̂ei = 0, ∀i ≥ 0 (273)
With (273), recursion (270) is equivalent to (95).
APPENDIX F
PROOF OF THEOREM 3
From the first line of recursion (95), we have
X¯ei =
(
IM−µPTHi−1I
)
X¯ei−1−
µ
c
PTHi−1XR,uXˇei−1. (274)
Squaring both sides and using Jensen’s inequality gives
‖X¯ei‖2 =
∥∥∥(IM−µPTHi−1I) X¯ei−1 − µcPTHi−1XR,uXˇei−1∥∥∥2
≤ 1
1− t
∥∥∥IM−µPTHi−1I∥∥∥2 ‖X¯ei−1‖2
+
1
tc2
‖µPTHi−1XR,u‖2‖Xˇei−1‖2 (275)
for any t ∈ (0, 1). For the term µPTHi−1I, we have
µPTHi−1I = µ
N∑
k=1
pkHk,i−1
(53)
≥ µ
N
νIM
∆
= σe11µIM , (276)
where σ11 = ν/N . Similarly, we can obtain the upper bound
µPTHi−1I = µ
N∑
k=1
pkHk,i−1
(53)
≤
(
N∑
k=1
pk
)
δµIM
(a)
= δµIM ,
(277)
where equality (a) holds because
∑N
k=1 pk = 1. It is obvious
that δ > σe11. As a result, we have
(1−δµ)IM≤IM−µPTHi−1I ≤ (1−σe11µ)IM , (278)
which implies that when the step-size is sufficiently small to
satisfy
µ < 1/δ, (279)
it will hold that∥∥∥IM−µPTHi−1I∥∥∥2 ≤ (1− σe11µmax)2. (280)
On the other hand, we have
1
c2
‖µPTHi−1XR,u‖2
≤ µ
2
c2
‖PT‖2‖Hi−1‖2‖XR,u‖2
≤ 1
c2
(
N∑
k=1
p2k
)
δ2‖XR,u‖2µ2
=
δ2
c2N
‖XR,u‖2µ2
(174)
≤ δ
2
c2N
‖XR‖2µ2 ∆= (σe12)2µ2,
(281)
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where σe12 = δ‖XR‖/(c
√
N) and the “=” sign in the third
line holds because pk = 1/N . Notice that σe12 is independent
of µ. Substituting (280) and (281) into (275), we get
‖X¯ei‖2
≤ 1
1− t (1− σ
e
11µ)
2‖X¯ei−1‖2 +
1
t
(σe12)
2µ2‖Xˇei−1‖2
= (1− σe11µ)‖X¯ei−1‖2 +
(σe12)
2
σe11
µ‖Xˇei−1‖2, (282)
where we are selecting t = σe11µ.
Next we check the second line of recursion (95), which
amounts to
Xˇei = − cXLT ei−1R1X¯ei−1 + (D1 −XLT ei−1XR)Xˇei−1
= D1Xˇei−1 −XLT ei−1(cR1X¯ei−1 + XRXˇei−1). (283)
Squaring both sides of (283), and using Jensen’s inequality
again,
‖Xˇei‖2 =‖D1Xˇei−1 −XLT ei−1(cR1X¯ei−1 + XRXˇei−1)‖2
≤‖D1‖
2
t
‖Xˇei−1‖2+
1
1− t‖XLT
e
i−1(cR1X¯ei−1 + XRXˇei−1)‖2
≤‖D1‖
2
t
‖Xˇei−1‖2 +
2c2
1− t‖XLT
e
i−1R1‖2‖X¯ei−1‖2
+
2
1− t‖XLT
e
i−1XR‖2‖Xˇei−1‖2. (284)
where t ∈ (0, 1). From Lemma 4 we have that λ ∆= ‖D1‖ =√
λ2(A˜) < 1. By setting t = λ, we reach
‖Xˇei‖2 ≤ λ‖Xˇei−1‖2 +
2c2
1− λ‖XLT
e
i−1R1‖2‖X¯ei−1‖2
+
2
1− λ‖XLT
e
i−1XR‖2‖Xˇ2i−1‖2. (285)
From the definition of T ei−1 in (94), we have
T ei−1=µ
[ Hi−1 0
VHi−1 0
]
=µ
[
IMN 0
V 0
]
︸ ︷︷ ︸
∆
= Te
[Hi−1 0
0 Hi−1
]
, (286)
which implies that
‖T ei−1‖2 ≤ µ2‖Te‖2
(
max
1≤k≤N
‖Hk,i−1‖2
)
≤ ‖Te‖2δ2µ2.
(287)
We also emphasize that ‖Te‖2 is independent of µ. With
inequality (287), we further have
c2‖XLT ei−1R1‖2 ≤ c2µ2‖XL‖2‖Te‖2‖R1‖2δ2
∆
= (σe21)
2µ2 (288)
‖XLT ei−1XR‖2 ≤ µ2‖XL‖2‖Te‖2‖XR‖2δ2
∆
= (σe22)
2µ2, (289)
notice that ‖R1‖ = 1, σe21 and σe22 are defined as
σe21 = c‖XL‖‖Te‖δ, σe22 = ‖XL‖‖Te‖‖XR‖δ. (290)
With (288) and (289), inequality (285) becomes
‖Xˇei‖2 ≤
(
λ+
2(σe22)
2µ2
1− λ
)
‖Xˇei−1‖2 +
2(σe21)
2µ2
1− λ ‖X¯
e
i−1‖2.
(291)
Combining (282) and (291), we arrive at the inequality recur-
sion:[‖X¯ei‖2
‖Xˇei‖2
]

[
1− σe11µ (σ
e
12)
2
σe11
µ
2(σe21)
2µ2
1−λ λ+
2(σe22)
2µ2
1−λ
]
︸ ︷︷ ︸
∆
= Ge
[‖X¯ei−1‖2
‖Xˇei−1‖2
]
. (292)
From this point onwards, we follow exactly the same argument
as in (188)–(213) to arrive at the conclusion in Theorem 3.
APPENDIX G
PROOF OF LEMMA 6
It is observed from expression (129) for Ed that one of the
eigenvalues is 1−µσ2. It is easy to verify that when µ satisfies
(139), it holds that −1 < 1 − µσ2 < 1. Next, we check the
other two eigenvalues. Let θ denote a generic eigenvalue of
Ed. From the right-bottom 2×2 block of Ed in (129), we know
that θ will satisfy the following characteristic polynomial
θ2 − (2− µσ2)a θ + (1− µσ2)a = 0, (293)
where a ∈ (0, 1) is a combination weight (see the expression
for A in (121)). Solving (293), the two roots are
θ1,2 =
(2−µσ2)a±√(2−µσ2)2a2−4(1−µσ2)a
2
. (294)
Let
∆ = (2−µσ2)2a2−4(1−µσ2)a. (295)
Based on the value of µσ2 and a, ∆ can be negative, zero,
or positive. Recall from (139) that 0 < µσ2 < 2. In that
case, over the smaller interval 1 ≤ µσ2 < 2, it holds that
(1 − µσ2) ≥ 0 and, from (295), ∆ > 0. For this reason, as
indicated in cases 1 and 2 below, the scenarios corresponding
to ∆ < 0 or ∆ = 0 can only occur over 0 < µσ2 < 1:
Case 1: ∆ < 0. It can be verified that when
1− µσ2 > 0, and a < 4(1− µσ
2)
(2− µσ2)2 , (296)
it holds that ∆ < 0. In this situation, both θ1 and θ2 are
imaginary numbers with magnitude
|θ1|=|θ2|= 1
4
(
(2−µσ2)2a2+(−∆))=(1−µσ2)a < 1, (297)
where the last inequality holds because 0 < µσ2 < 1 (see
(139) and (296)) and a ∈ (0, 1).
Case 2: ∆ = 0. It can be verified that when
1− µσ2 > 0, and a = 4(1− µσ
2)
(2− µσ2)2 , (298)
it holds that ∆ = 0. In this situation, from (294) we have
θ1 = θ2 =
(2− µσ2)a
2
< 1, (299)
where the last inequality holds because 0 < µσ2 < 1 (see
(139) and (296)) and a ∈ (0, 1). Observe further that the upper
bound on a in (296) is positive and smaller than one when
0 < µσ2 < 1.
Case 3: ∆ > 0. It can be verified that when
1− µσ2 > 0, and a > 4(1− µσ
2)
(2− µσ2)2 , (300)
or when 1 ≤ µσ2 < 2, it holds that ∆ > 0. In this situation,
θ is real and
θ1 =
(2−µσ2)a+√(2−µσ2)2a2−4(1−µσ2)a
2
, (301)
θ2 =
(2−µσ2)a−√(2−µσ2)2a2−4(1−µσ2)a
2
. (302)
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Moreover, since (2−µσ2)a > 0, we have
|θ2| < |θ1| = θ1. (303)
We regard θ1 as a function of a, i.e., θ1 = f(a). It holds that
f(a) is monotone increasing with a. To prove it, note that
f ′(a) =
2− µσ2
2
+
2(2− µσ2)a− 4(1− µσ2)
4
√
∆
. (304)
Now since
∆ = (2−µσ2)2a2−4(1−µσ2)a > 0
⇐⇒ (2−µσ2)2a > 4(1−µσ2) (because a > 0)
=⇒ 2(2− µσ2)a > 4(1−µσ2), (305)
we conclude that f ′(a) > 0. Since a < 1, it follows that
θ1 = f(a) < f(1) = 1. (306)
In summary, when µ satisfies (139), for any a ∈ (0, 1) it
holds that all three eigenvalues of Ed stay within the unit-
circle, which implies that ρ(Ed) < 1, and also ρ(Ed) < 1. As
a result, Zˇi in (138) will converge to 0. Since Ẑi = 0 for any
i, we conclude that Z˜i converges to 0.
APPENDIX H
PROOF OF LEMMA 7
Similar to the arguments used to establish Lemma 5 and
(132)–(138), the EXTRA error recursion (124) can also be
divided into two separate recursions
Ẑei = Ẑ
e
i−1, and Zˇ
e
i = EeZˇei−1, (307)
where Ee = Ee ⊗ IM , and
Ee =
1− µ
eσ2 0 0
0 a− µeσ2 −√2− 2a
0 (a− µeσ2)
√
1−a
2 a
 . (308)
Also, since both Ye0 and Y
?
o lie in the range(V), it can
be verified that Ẑe0 = 0. Therefore, we only focus on the
convergence of Zˇei . Let θ
e denote a generic eigenvalue of Ee.
From the right-bottom 2 × 2 block of Ee in (308), we know
that θe will satisfy the following characteristic polynomial
(θe)2 − (2a− µeσ2) (θe) + (a− µeσ2) = 0. (309)
Solving it, we have
θe1,2 =
2a− µeσ2 ±√(2a− µeσ2)2 − 4(a− µeσ2)
2
. (310)
Now we suppose µeσ2 ≥ a + 1 as noted in (140), it then
follows that
a− µeσ2 ≤ −1 (311)
and hence both θe1 and θ
e
2 are real numbers with
θe1 =
2a−µeσ2+√(2a− µeσ2)2+4(µeσ2 − a)
2
, (312)
θe2 =
2a−µeσ2−√(2a− µeσ2)2+4(µeσ2 − a)
2
. (313)
Moreover, with µeσ2 ≥ a+ 1 we further have
2a− µeσ2 ≤ a− 1 < 0, (314)
which implies that
|θe2| =
µeσ2−2a+√(2a− µeσ2)2+4(µeσ2 − a)
2
> 1, (315)
where the last inequality holds because of (311) and (314).
Therefore, when µe is chosen such that µeσ2 ≥ 1 + a, there
always exists one eigenvalue θe such that |θe| > 1 which
implies that Zˇei diverges, and so does Z˜
e
i .
REFERENCES
[1] K. Yuan, B. Ying, X. Zhao, and A. H. Sayed, “Exact diffusion
strategy for optimization by networked agents,” in Proc.
EUSIPCO, Kos island, Greece, Sep. 2017, 5 pages.
[2] K. Yuan, B. Ying, X. Zhao, and A. H. Sayed, “Exact dffusion
for distributed optimization and learning – Part I: Algorithm
development,” Submitted for publication, Also available as
arXiv:1702.05122, Feb. 2017.
[3] P. Braca, S. Marano, and V. Matta, “Running consensus
in wireless sensor networks,” in Proc. IEEE International
Conference on Information Fusion, Cologne, Germany, 2008,
pp. 1–6.
[4] A. H. Sayed, “Adaptation, learning, and optimization over
networks,” Foundations and Trends in Machine Learning, vol.
7, no. 4-5, pp. 311–801, 2014.
[5] A. H. Sayed, “Adaptive networks,” Proceedings of the IEEE,
vol. 102, no. 4, pp. 460–497, April 2014.
[6] J. Chen, Z. J. Towfic, and A. H. Sayed, “Dictionary learning
over distributed models,” IEEE Transactions on Signal Pro-
cessing, vol. 63, no. 4, pp. 1001–1016, 2015.
[7] S. Chouvardas, K. Slavakis, Y. Kopsinis, and S. Theodoridis, “A
sparsity promoting adaptive algorithm for distributed learning,”
IEEE Transactions on Signal Processing, vol. 60, no. 10, pp.
5412–5425, Oct. 2012.
[8] X. Zhao and A. H. Sayed, “Distributed clustering and learning
over networks,” IEEE Transactions on Signal Processing, vol.
63, no. 13, pp. 3285–3300, 2015.
[9] A. G. Dimakis, S. Kar, J. M. F. Moura, M. G. Rabbat,
and A. Scaglione, “Gossip algorithms for distributed signal
processing,” Proceedings of the IEEE, vol. 98, no. 11, pp.
1847–1864, 2010.
[10] S. Sardellitti, M. Giona, and S. Barbarossa, “Fast distributed
average consensus algorithms based on advection-diffusion pro-
cesses,” IEEE Transactions on Signal Processing, vol. 58, no.
2, pp. 826–842, 2010.
[11] S. Kar and J. M. F. Moura, “Convergence rate analysis of
distributed gossip (linear parameter) estimation: Fundamental
limits and tradeoffs,” IEEE Journal of Selected Topics in Signal
Processing, vol. 5, no. 4, pp. 674–690, 2011.
[12] K. Yuan, Q. Ling, and W. Yin, “On the convergence of
decentralized gradient descent,” SIAM Journal on Optimization,
vol. 26, no. 3, pp. 1835–1854, 2016.
[13] J. F. Mota, J. M. Xavier, P. M. Aguiar, and M. Pu¨schel,
“D-ADMM: A communication-efficient distributed algorithm
for separable optimization,” IEEE Transactions on Signal
Processing, vol. 61, no. 10, pp. 2718–2723, 2013.
[14] K.I. Tsianos, S. Lawlor, and M. G. Rabbat, “Push-sum
distributed dual averaging for convex optimization,” in IEEE
Conference on Decision and Control (CDC), Maui, Hawaii,
2012, pp. 5453–5458.
[15] C. Xi and U. A. Khan, “On the linear convergence of distributed
optimization over directed graphs,” arXiv:1510.02149, Oct.
2015.
[16] W. Shi, Q. Ling, K. Yuan, G. Wu, and W. Yin, “On the
linear convergence of the ADMM in decentralized consensus
optimization,” IEEE Transactions on Signal Processing, vol.
62, no. 7, pp. 1750–1761, 2014.
[17] A. Mokhtari, W. Shi, Q. Ling, and A. Ribeiro, “DQM: Decen-
tralized quadratically approximated alternating direction method
of multipliers,” IEEE Transactions on Signal Processing,, vol.
64, no. 19, pp. 5158–5173, 2016.
18
[18] W. Shi, Q. Ling, G. Wu, and W. Yin, “EXTRA: An exact
first-order algorithm for decentralized consensus optimization,”
SIAM Journal on Optimization, vol. 25, no. 2, pp. 944–966,
2015.
[19] A. Nedic´, A. Olshevsky, and W. Shi, “Achieving geometric con-
vergence for distributed optimization over time-varying graphs,”
arXiv:1607.03218, Jul. 2016.
[20] J. Xu, S. Zhu, Y. C. Soh, and L. Xie, “Augmented distributed
gradient methods for multi-agent optimization under uncoordi-
nated constant stepsizes,” in IEEE Conference on Decision and
Control (CDC), Osaka, Japan, 2015, pp. 2055–2060.
[21] A. Nedic´, A. Olshevsky, W. Shi, and C. A. Uribe, “Geomet-
rically convergent distributed optimization with uncoordinated
step-sizes,” arXiv:1609.05877, Sep. 2016.
[22] J. Chen and A. H. Sayed, “Diffusion adaptation strategies for
distributed optimization and learning over networks,” IEEE
Transactions on Signal Processing, vol. 60, no. 8, pp. 4289–
4305, 2012.
[23] J. Chen and A. H. Sayed, “On the learning behavior of adaptive
networks—Part I: Transient analysis,” IEEE Transactions on
Information Theory, vol. 61, no. 6, pp. 3487–3517, 2015.
[24] K. Yuan, B. Ying, X. Zhao, and A. H. Sayed, “Exact dffusion
for distributed optimization and learning – Part II: Conver-
gence analysis,” Submitted for publication, Also available as
arXiv:1702.05142, Feb. 2017.
[25] J. Zeng and W. Yin, “ExtraPush for convex smooth decentral-
ized optimization over directed networks,” arXiv:1511.02942,
Nov. 2015.
[26] S. Boyd and L. Vandenberghe, Convex Optimization, Cam-
bridge university press, 2004.
