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Abstract
In this paper, the three-point boundary value problem
−u′′(t) = f (t, u(t)), 0 t  1,
u′(0) = 0, u(1) = αu(η),
and its conjugate boundary value problem
−v′′(s) = f (s, v(s)), 0 s  1, s = η,
v′(0) = 0, v′+(η) − v′−(η) = αv′(1), v(1) = 0,
are studied under some conditions concerning the same first eigenvalue of the both linear problems. By
applying the fixed point index theory, the coexistence of single and multiple positive solutions of the above
mentioned problems is verified. As an application, some examples are given to illustrate our results.
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The study of multi-point BVP for linear second-order ordinary differential equations was ini-
tiated by Il’in and Moiseev [1,2]. Since then, by using the Leray–Schauder continuation theorem,
nonlinear alternative of Leray–Schauder, coincidence degree theory and fixed point theorem in
cones, many authors studied more general nonlinear multi-point BVPs (see, e.g. [3–11]). In this
paper, we consider the second-order three-point boundary value problem (BVP)
−u′′(t) = f (t, u(t)), 0 t  1, (1.1)
u′(0) = 0, u(1) = αu(η), (1.2)
and its conjugate boundary value problem (CBVP)
−v′′(s) = f (s, v(s)), 0 s  1, s = η, (1.3)
v′(0) = 0, v′+(η) − v′−(η) = αv′(1), v(1) = 0, (1.4)
where α,η ∈ (0,1) are given constants, f : [0,1] × [0,+∞) → [0,+∞) is a continuous func-
tion. Since the Green’s function G(t, s) of BVP (1.1), (1.2) is not symmetric, it is of substantial
significance to discuss BVP (1.1), (1.2) and CBVP (1.3), (1.4) simultaneously. It is shown that
the linear problem with respect to BVP (1.1), (1.2) has the same first eigenvalue as the linear
problem with respect to CBVP (1.3), (1.4). Motivated by the idea in [13], by using the fixed
point index theory, we discuss the coexistence of single and multiple positive solutions under
some conditions concerning the first eigenvalue of the linear problem with respect to BVP (1.1),
(1.2), which is different from the previous work in the literature [7–11]. Finally, we give some
examples to illustrate our results.
2. Preliminaries
In order to state our results, we need some notations and preparatory results related to the
theory of cones in Banach spaces. We denote the closure of a set D by D, and the border of D
by ∂D. Ck[0,1] denotes the space of all k-times continuously differentiable functions on [0,1].
Throughout this paper, write Ωr = {u ∈ C[0,1]: ‖u‖ < r} (r > 0), the open ball of radius r .
It is easy to see that BVP (1.1), (1.2) is equivalent to the integral equation
u(t) =
1∫
0
G(t, s)f
(
s, u(s)
)
ds, ∀t ∈ [0,1],
and CBVP (1.3), (1.4) is equivalent to the integral equation
v(s) =
1∫
0
G(t, s)f
(
t, v(t)
)
dt, ∀s ∈ [0,1],
where G(t, s) is Green’s function of the following form
G(t, s) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1−αη
1−α − s, 0 s  η, 0 t  s,
1−s
1−α , η s  1, 0 t  s,
1−αη
1−α − t, 0 s  η, s  t  1,
1−αs − t, η s  1, s  t  1.
(2.1)1−α
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Lemma 2.1.
(1) G(t, s) is a nonnegative continuous function on [0,1] × [0,1];
(2) G(t, s)G(t,0); α(1−η)1−αη G(0, s)G(t, s)G(0, s),0 t  1, 0 s  1;
(3) G(t, s) (1 − η)G(t,0),0 t  1, 0 s  η;
(4) min0t1
∫ 1
0 G(t, s) ds = α(1−η
2)
2(1−α) , max0t1
∫ 1
0 G(t, s) ds = 1−αη
2
2(1−α) ,
min0sη
∫ η
0 G(t, s) dt = η(1−η)1−α ,max0s1
∫ 1
0 G(t, s) dt = 1+α−2αη2(1−α) .
Let E = C[0,1]. In Banach space E, the norm and a positive cone P in E are defined by
‖u‖ = max0t1 |u(t)| and P = {u ∈ E: u(t) 0, t ∈ [0,1]} respectively. The cone P induces
a partial ordering  in E defined by u v iff v − u ∈ P . Next, for positive real numbers α,η ∈
(0,1), write
Q =
{
u ∈ P : min
0t1
u(t) α(1 − η)
1 − αη ‖u‖
}
, (2.2)
and
Q∗ =
{
v ∈ P : min
0sη
v(s) (1 − η)‖v‖
}
. (2.3)
It is obvious that Q and Q∗ are cones in E. We define A :P → E and A∗ :P → E respectively
by
(Au)(t) =
1∫
0
G(t, s)f
(
s, u(s)
)
ds, ∀u ∈ P, (2.4)
and
(
A∗v
)
(s) =
1∫
0
G(t, s)f
(
t, v(t)
)
dt, ∀v ∈ P. (2.5)
Lemma 2.2. BVP (1.1), (1.2) has a solution u(t) if and only if u is a fixed point of A. CBVP
(1.3), (1.4) has a solution v(s) if and only if v is a fixed point of A∗.
Proof. The proof of this lemma is straightforward, and omitted here. 
Remark 2.1. The solution of CBVP (1.3), (1.4) in E is
v(s) =
{
v1(s), 0 s  η,
v2(s), η s  1,
where v1 ∈ C2[0, η] is a solution of the problem
−v′′ = f (s, v(s)), 0 s  η,
v′(0) = 0,
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−v′′ = f (s, v(s)), η s  1,
v(1) = 0,
such that v′2(η) − v′1(η) = αv′2(1).
Lemma 2.3.
(i) A defined by (2.4) is a completely continuous operator, and A(Q) ⊂ Q;
(ii) A∗ defined by (2.5) is a completely continuous operator, and A∗(Q∗) ⊂ Q∗.
Proof. We only show A∗(Q∗) ⊂ Q∗, and the proof of A(Q) ⊂ Q is similar.
For any v ∈ Q∗, we have A∗v ∈ P by (2.5). For any s ∈ [0, η], y ∈ [0,1], it follows from
Lemma 2.1 that
(
A∗v
)
(s) =
1∫
0
G(t, s)f
(
t, v(t)
)
dt
 (1 − η)
1∫
0
G(t,0)f
(
t, v(t)
)
dt
 (1 − η)
1∫
0
G(t, y)f
(
t, v(t)
)
dt
= (1 − η)(A∗v)(y)
which yields
min
0sη
(
A∗v
)
(s)(1 − η) max
0y1
(
A∗v
)
(y) = (1 − η)∥∥A∗v∥∥.
Hence, A∗v ∈ Q∗. Consequently, A∗(Q∗) ⊂ Q∗.
From continuity of f and G, it is immediate that A and A∗ are completely continuous opera-
tors. 
Based on the knowledge of linear differential equations, it is easy to verify the following
conclusion.
Lemma 2.4. The linear problem corresponding to BVP (1.1), (1.2)
−u′′ = λu, 0 t  1,
u′(0) = 0, u(1) = αu(η),
has the same first eigenvalue λ as its conjugate linear problem corresponding to CBVP
(1.3), (1.4)
−v′′ = λv, 0 s  1, s = η,
v′(0) = 0, v′+(η) − v′−(η) = αv′(1), v(1) = 0,
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Their positive eigenfunctions corresponding to the first eigenvalue λ are respectively
h(t) = cos√λt (2.6)
and
h∗(s) =
{
(tan
√
λ − tan√λη) cos√λs, 0 s  η,
(tan
√
λ − tan√λs) cos√λs, η s  1. (2.7)
Remark 2.2. If x0 is the positive root of the equation cosx = x, then π/8 < x0 < π/4. Therefore,
for any 0 < α  x0, we have α2 < λ < π2/4.
For any u,v ∈ E, define K :E → E, and K∗ :E → E respectively by
(Ku)(t) =
1∫
0
G(t, s)u(s) ds,
and
(
K∗v
)
(s) =
1∫
0
G(t, s)v(t) dt.
With the use of Lemmas 2.2 and 2.4, we have the following results.
Lemma 2.5.
h(t) = λ(Kh)(t), h∗(s) = λ(K∗h∗)(s),
where λ is the first eigenvalue of the linear problem corresponding to BVP (1.1), (1.2).
To prove our main results, we need the following lemma (see [12]).
Lemma 2.6. Let E be a real Banach space, P ⊂ E be a cone in E, Ω be a bounded open set
in E, θ ∈ Ω be the zero element in E. If A :P ∩ Ω → P is a completely continuous operator,
then:
(i) If u ∈ P ∩ ∂Ω and Au = δu imply that δ < 1, then the fixed point index i(A,P ∩Ω,P ) = 1;
(ii) If there exists u0 ∈ P \ {θ} such that u−Au = σu0, for all σ  0, u ∈ P ∩ ∂Ω , then the fixed
point index i(A,P ∩ Ω,P ) = 0.
3. Main results
In this section, we study the coexistence of single and multiple positive solutions to BVP
(1.1), (1.2) and CBVP (1.3), (1.4). Set
f 0 = lim inf
x→0+
min
0t1
f (t, x)
x
, f 0 = lim sup
x→0+
max
0t1
f (t, x)
x
,
f ∞ = lim inf
x→+∞ min0t1
f (t, x)
x
, f ∞ = lim sup
x→+∞
max
0t1
f (t, x)
x
.
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(H1) f 0 < λ < f ∞,
(H2) f ∞ < λ < f 0,
where λ is the first eigenvalue of the linear problem corresponding to BVP (1.1), (1.2), then both
BVP (1.1), (1.2) and CBVP (1.3), (1.4) have at least a positive solution.
Proof. Firstly, suppose that (H1) holds. We prove that BVP (1.1), (1.2) has at least a positive
solution.
Since f 0 < λ, there exist positive numbers δ1 and R1 such that
f (t, x) λ(1 − δ1)x, ∀t ∈ [0,1], ∀x ∈ [0,R1]. (3.1)
For any u ∈ Q ∩ ∂ΩR1 , we have from (3.1) that
f
(
t, u(t)
)
 λ(1 − δ1)u(t), ∀t ∈ [0,1], (3.2)
since 0  u(t)  ‖u‖ = R1. Assume μAu = u for some μ ∈ [0,1]. It is obvious that μ > 0. If
μ = 1, u is a positive solution of BVP (1.1), (1.2). In the case of μ ∈ (0,1), it follows from (3.2)
and Lemma 2.5 that
1∫
0
u(t)h∗(t) dt = μ
1∫
0
(Au)(t)h∗(t) dt

1∫
0
( 1∫
0
G(t, s)f
(
s, u(s)
)
ds
)
h∗(t) dt
=
1∫
0
( 1∫
0
G(t, s)h∗(t) dt
)
f
(
s, u(s)
)
ds
=
1∫
0
(
K∗h∗
)
(s)f
(
s, u(s)
)
ds
= 1
λ
1∫
0
h∗(s)f
(
s, u(s)
)
ds
 (1 − δ1)
1∫
0
u(s)h∗(s) ds,
whence δ1
∫ 1
0 u(t)h
∗(t) dt  0. Since u ∈ Q ∩ ∂ΩR1 and δ1 > 0, we know from (2.2) and
(2.7) that δ1
∫ 1
0 u(t)h
∗(t) dt > 0, which is a contradiction. By Lemma 2.6, we have the equal-
ity i(A,Q ∩ ΩR1,Q) = 1.
On the other hand, due to f ∞ > λ, there exist positive numbers δ2 and X such that
f (t, x) λ(1 + δ2)x, ∀t ∈ [0,1], ∀x ∈ (X,+∞). (3.3)
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f (t, x) λ(1 + δ2)x − C1, ∀t ∈ [0,1], ∀x ∈ [0,X].
This, together with (3.3), implies that
f (t, x) λ(1 + δ2)x − C1, ∀t ∈ [0,1], ∀x ∈ [0,+∞). (3.4)
If we write
R2 = max
{
2R1, 1 + C1(1 − αη)
αλδ2(1 − η)
}
,
then R2 > R1. Take u0(t) ≡ 1 ∈ Q \ {θ}. If there exist u ∈ Q ∩ ∂ΩR2 and σ  0 such that
u = Au + σu0, then u(t) (Au)(t). It follows from (3.4) and Lemma 2.5 that
1∫
0
u(t)h∗(t) dt 
1∫
0
(Au)(t)h∗(t) dt
=
1∫
0
( 1∫
0
G(t, s)f
(
s, u(s)
)
ds
)
h∗(t) dt
=
1∫
0
( 1∫
0
G(t, s)h∗(t) dt
)
f
(
s, u(s)
)
ds
=
1∫
0
(
K∗h∗
)
(s)f
(
s, u(s)
)
ds
 1
λ
1∫
0
h∗(s)
[
λ(1 + δ2)u(s) − C1
]
ds
= (1 + δ2)
1∫
0
u(s)h∗(s) ds − C1
λ
1∫
0
h∗(s) ds,
and hence
1∫
0
u(t)h∗(t) dt  C1
λδ2
1∫
0
h∗(t) dt. (3.5)
For any u ∈ Q ∩ ∂ΩR2 , u(t) ‖u‖ = R2, we have from (2.2) that
u(t) min
0t1
u(t) α(1 − η)
1 − αη ‖u‖ =
α(1 − η)R2
1 − αη , ∀t ∈ [0,1],
which implies that
1∫
u(t)h∗(t) dt  α(1 − η)R2
1 − αη
1∫
h∗(t) dt. (3.6)0 0
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α(1 − η)R2
1 − αη
1∫
0
h∗(t) dt  C1
λδ2
1∫
0
h∗(t) dt.
Hence, we have from
∫ 1
0 h
∗(t) dt > 0 that
R2 
C1(1 − αη)
αλδ2(1 − η) , (3.7)
which contradicts the definition of R2. By Lemma 2.6, we have i(A,Q∩ΩR2 ,Q) = 0. Therefore
i
(
A,Q ∩ (ΩR2 \ ΩR1),Q
)= i(A,Q ∩ ΩR2,Q) − i(A,Q ∩ ΩR1,Q) = −1.
Then A has at least a fixed point on ΩR2 \ΩR1 . Now it follows from Lemma 2.2 that BVP (1.1),
(1.2) has at least a positive solution.
Secondly, suppose that (H1) holds. We show that CBVP (1.3), (1.4) has at least a positive
solution.
Since f 0 < λ, there exist positive numbers δ1 and R1 such that
f (s, x) λ(1 − δ1)x, ∀s ∈ [0,1], ∀x ∈ [0,R1].
Following the same reasoning as in the previous proof, we can obtain the equality
i
(
A∗,Q∗ ∩ ΩR1,Q∗
)= 1.
Meanwhile, due to f ∞ > λ, there exist δ2 > 0 and C1 > 0 such that
f (s, x) λ(1 + δ2)x − C1, ∀s ∈ [0,1], ∀x ∈ [0,+∞).
If we write
R2 = max
{
2R1, 1 + C1 sin
√
λ
λδ2(1 − η) sin
√
λη
}
,
then R2 > R1. Take v0(s) ≡ 1 ∈ Q∗ \ {θ}. If there exist v ∈ Q∗ ∩ ∂ΩR2 and σ  0 such that
v = A∗v + σv0, then v(s) (A∗v)(s). Similar to the proof of the inequality (3.5), we can get
1∫
0
v(s)h(s) ds  C1
λδ2
1∫
0
h(s) ds. (3.8)
For any v ∈ Q∗ ∩ ∂ΩR2 , due to v(s) ‖v‖ = R2, we know from (2.3) that
v(s) min
0sη
v(s) (1 − η)‖v‖ = (1 − η)R2, ∀s ∈ [0, η],
whence
η∫
0
v(s)h(s) ds  (1 − η)R2
η∫
0
h(s) ds,
η∫
v(s)h(s) ds 
1∫
v(s)h(s) ds  C1
λδ2
1∫
h(s) ds. (3.9)0 0 0
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R2 
C1
∫ 1
0 h(s) ds
λδ2(1 − η)
∫ η
0 h(s) ds
= C1 sin
√
λ
λδ2(1 − η) sin
√
λη
, (3.10)
which contradicts the definition of R2. By Lemma 2.6, we have i(A∗,Q∗∩ΩR2,Q∗) = 0. There-
fore
i
(
A∗,Q∗ ∩ (ΩR2 \ ΩR1),Q∗
)= i(A∗,Q∗ ∩ ΩR2,Q∗)− i(A∗,Q∗ ∩ ΩR1,Q∗)= −1.
Then A∗ has at least a fixed point on ΩR2 \ ΩR1 . It follows from Lemma 2.2 that CBVP (1.3),
(1.4) has at least a positive solution.
Thirdly, suppose that (H2) holds. We prove that CBVP (1.3), (1.4) has at least a positive
solution.
Since f 0 > λ, there exist positive numbers δ3 and R3 such that
f (s, x) λ(1 + δ3)x, ∀s ∈ [0,1], ∀x ∈ [0,R3]. (3.11)
For v ∈ Q∗ ∩ ∂ΩR3 , due to v(s) ‖v‖ = R3, it follows from (3.11) that
f
(
s, v(s)
)
 λ(1 + δ3)v(s), ∀s ∈ [0,1]. (3.12)
Take v0(s) ≡ 1 ∈ Q∗ \ {θ}. If there exist v ∈ Q∗ ∩ ∂ΩR3 and σ  0 such that v = A∗v + σv0,
then
v(s)
(
A∗v
)
(s) =
1∫
0
G(t, s)f
(
t, v(t)
)
dt  λ(1 + δ3)
1∫
0
G(t, s)v(t) dt.
By (3.12) and Lemma 2.5,
1∫
0
v(s)h(s) ds  λ(1 + δ3)
1∫
0
( 1∫
0
G(t, s)v(t) dt
)
h(s) ds
= λ(1 + δ3)
1∫
0
( 1∫
0
G(t, s)h(s) ds
)
v(t) dt
= λ(1 + δ3)
1∫
0
(Kh)(t)v(t) dt
= (1 + δ3)
1∫
0
h(t)v(t) dt,
whence δ3
∫ 1
0 h(t)v(t) dt  0.
Noticing that v ∈ Q∗ ∩ ∂ΩR3 and δ3 > 0, we obtain δ3
∫ 1
0 v(t)h(t) dt > 0 by (2.6) and (2.3),
which is a contradiction. By Lemma 2.6, we have i(A∗,Q∗ ∩ ΩR3,Q∗) = 0.
In addition, since f ∞ < λ, there exist positive numbers δ4 and X such that
f (t, x) λ(1 − δ4)x, ∀t ∈ [0,1], ∀x ∈ (X,+∞). (3.13)
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f (t, x) C2, ∀t ∈ [0,1], ∀x ∈ [0,X]. (3.14)
Combining (3.13) and (3.14) leads to
f (t, x) λ(1 − δ4)x + C2, ∀t ∈ [0,1], ∀x ∈ [0,+∞). (3.15)
Write
R4 = max
{
2R3,1 + C2 sin
√
λ
λδ4(1 − η) sin
√
λη
}
.
Clearly, R4 > R3. If there exist v ∈ Q∗ ∩ ∂ΩR4 and μ ∈ (0,1) such that v = μA∗v, then from
(3.15) and Lemma 2.5, we get successively
1∫
0
v(s)h(s) ds = μ
1∫
0
( 1∫
0
G(t, s)f
(
t, v(t)
)
dt
)
h(s) ds

1∫
0
( 1∫
0
G(t, s)f
(
t, v(t)
)
dt
)
h(s) ds
=
1∫
0
( 1∫
0
G(t, s)h(s) ds
)
f
(
t, v(t)
)
dt
=
1∫
0
(Kh)(t)f
(
t, v(t)
)
dt
= 1
λ
1∫
0
h(t)f
(
t, v(t)
)
dt
 1
λ
1∫
0
h(t)
[
C2 + λ(1 − δ4)v(t)
]
dt
= C2
λ
1∫
0
h(t) dt + (1 − δ4)
1∫
0
h(t)v(t) dt,
and thus
1∫
0
h(t)v(t) dt  C2
λδ4
1∫
0
h(t) dt. (3.16)
Noticing that v ∈ Q∗ ∩ ∂ΩR4 , for t ∈ [0, η], similar to the proof of (3.10), we can derive
R4 
C2
∫ 1
0 h(t) dt
λδ (1 − η) ∫ η h(t) dt = C2 sin
√
λ√ ,
4 0 λδ4(1 − η) sin λη
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result,
i
(
A∗,Q∗ ∩ (ΩR4 \ ΩR3),Q∗
)= i(A∗,Q∗ ∩ ΩR4,Q∗)− i(A∗,Q∗ ∩ ΩR3,Q∗)= 1.
Then A∗ has at least a fixed point on ΩR4 \ ΩR3 . Now it follows from Lemma 2.2 that CBVP
(1.3), (1.4) has at least a positive solution.
Finally, suppose that (H2) holds. We show that BVP (1.1), (1.2) has at least a positive solution.
Since f 0 > λ, there exist positive numbers δ3 and R3 such that
f (t, x) λ(1 + δ3)x, ∀t ∈ [0,1], ∀x ∈ [0,R3].
Following the similar reasoning as in the previous proof yields
i(A,Q ∩ ΩR3,Q) = 0.
On the other hand, by means of the inequality f ∞ < λ, we can find δ4 > 0 and C2 > 0 such
that
f (t, x) λ(1 − δ4)x + C2, ∀t ∈ [0,1], ∀x ∈ [0,+∞).
Set
R4 = max
{
2R3,1 + C2(1 − αη)
αλδ4(1 − η)
}
.
Then R4 > R3. If there exist u ∈ Q ∩ ∂ΩR4 and μ ∈ (0,1) such that u = μAu, we have
1∫
0
h∗(t)u(t) dt  C2
λδ4
1∫
0
h∗(t) dt.
Since u ∈ Q ∩ ∂ΩR4 , for t ∈ [0,1], similar to the proof of (3.7), we obtain
R4 
C2(1 − αη)
αλδ4(1 − η) ,
which contradicts the definition of R4. By Lemma 2.6, we have that i(A,Q ∩ ΩR4,Q) = 1.
Moreover,
i
(
A,Q ∩ (ΩR4 \ ΩR3),Q
)= i(A,Q ∩ ΩR4,Q) − i(A,Q ∩ ΩR3,Q) = 1.
Consequently, A has at least a fixed point on ΩR4 \ΩR3 , and thus BVP (1.1), (1.2) has at least a
positive solution by Lemma 2.2. 
Theorem 3.2. Suppose that one of the following is satisfied:
(H3) f 0 > λ, f ∞ > λ, and there exists a constant r1 > 0 such that
f (t, x) <
2(1 − α)r1
1 + α − αη , ∀x ∈ [0, r1], ∀t ∈ [0,1]; (3.17)
(H4) f 0 < λ, f ∞ < λ, and there exists a constant r2 > 0 such that
f (t, x) > (1 − α)r2ε1, ∀t ∈ [0,1], ∀x ∈
[
ε2(1 − η)r2, r2
]
, (3.18)
where
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{
2
α(1 − η2) ,
1
η(1 − η)
}
, ε2 = min
{
1,
α
1 − αη
}
, (3.19)
λ is the first eigenvalue of the linear problem corresponding to BVP (1.1), (1.2). Then both BVP
(1.1), (1.2) and CBVP (1.3), (1.4) have at least two positive solutions.
Proof. Firstly, suppose that (H3) holds. We show that BVP (1.1), (1.2) has at least two positive
solutions.
By f 0 > λ and f ∞ > λ, there exist positive numbers δ1 and r < r1 such that f (t, x) λ(1 +
δ1)x for x ∈ [0, r] and there exist positive numbers δ2 and C1 such that f (t, x) λ(1+δ2)x−C1
for x ∈ [0,+∞). Write
R1 = max
{
2r1,1 + C1(1 − αη)
αλδ2(1 − η)
}
.
Then R1 > r1 > r . We have from the proof of Theorem 3.1 that
i(A,Q ∩ Ωr,Q) = 0, i(A,Q ∩ ΩR1,Q) = 0.
For any u ∈ Q ∩ ∂Ωr1 , due to u(t) ‖u‖ = r1, we derive from (3.17),
f
(
t, u(t)
)
<
2(1 − α)r1
1 + α − 2αη , ∀t ∈ [0,1].
Hence, by Lemma 2.1, we have
(Au)(t) =
1∫
0
G(t, s)f
(
s, u(s)
)
ds
<
2(1 − α)r1
1 + α − 2αη
1∫
0
G(t, s) ds
 2(1 − α)r1
1 + α − 2αη max0t1
1∫
0
G(t, s) ds
= 2(1 − α)r1
1 + α − 2αη ·
1 − αη2
2(1 − α)
= (1 − αη
2)r1
1 + α − 2αη
< r1 = ‖u‖,
which yields ‖Au‖ < ‖u‖ for u ∈ Q ∩ ∂Ωr1 . Hence, if Au = μu, ‖Au‖ = μ‖u‖ < ‖u‖, then
μ < 1. By Lemma 2.6, i(A,Q ∩ Ωr1,Q) = 1 holds. Moreover,
i
(
A,Q ∩ (Ωr1 \ Ωr),Q
)= i(A,Q ∩ Ωr1,Q) − i(A,Q ∩ Ωr,Q) = 1,
i
(
A,Q ∩ (ΩR1 \ Ωr1),Q
)= i(A,Q ∩ ΩR1,Q) − i(A,Q ∩ Ωr1,Q) = −1.
Therefore A has at least two fixed points on Ωr1 \Ωr and ΩR1 \Ωr1 . This means that BVP (1.1),
(1.2) has at least two positive solutions.
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solutions.
By the condition f 0 > λ and f ∞ > λ, there exist positive numbers δ1 and r < r1 such that
f (s, x) λ(1+δ1)x for x ∈ [0, r] and there exist positive numbers δ2 and C1 such that f (s, x)
λ(1 + δ2)x − C1 for x ∈ [0,+∞). Let
R1 = max
{
2r1,1 + C1 sin
√
λ
λδ2(1 − η) sin
√
λη
}
.
Then R1 > r1 > r . We have from the proof of Theorem 3.1 that
i
(
A∗,Q∗ ∩ Ωr,Q∗
)= 0, i(A∗,Q∗ ∩ ΩR1,Q∗)= 0.
For any v ∈ Q∗ ∩ ∂Ωr1 , v(s) ‖v‖ = r1, by (3.17), we obtain
f
(
s, v(s)
)
<
2(1 − α)r1
1 + α − 2αη , ∀s ∈ [0,1].
By Lemma 2.1,
(
A∗v
)
(s) =
1∫
0
G(t, s)f
(
t, v(t)
)
dt
<
2(1 − α)r1
1 + α − 2αη
1∫
0
G(t, s) dt
 2(1 − α)r1
1 + α − 2αη max0s1
1∫
0
G(t, s) dt
= 2(1 − α)r1
1 + α − 2αη ·
1 + α − 2αη
2(1 − α)
= r1 = ‖v‖,
which indicates ‖A∗v‖ < ‖v‖ for v ∈ Q ∩ ∂Ωr1 . Hence, if A∗v = μv, ‖A∗v‖ = μ‖v‖ < ‖v‖,
then μ < 1. Applying Lemma 2.6 leads to i(A∗,Q∗ ∩ Ωr1,Q∗) = 1. Hence,
i
(
A∗,Q∗ ∩ (Ωr1 \ Ωr),Q∗
)= i(A∗,Q∗ ∩ Ωr1,Q∗)− i(A∗,Q∗ ∩ Ωr,Q∗)= 1,
i
(
A∗,Q∗ ∩ (ΩR1 \ Ωr1),Q∗
)= i(A∗,Q∗ ∩ ΩR1,Q∗)− i(A∗,Q∗ ∩ Ωr1,Q∗)= −1.
In other words, A∗ has at least two fixed points on Ωr1 \ Ωr and ΩR1 \ Ωr1 , which means that
CBVP (1.3), (1.4) has at least two positive solutions.
Thirdly, suppose that (H4) holds. We show that BVP (1.1), (1.2) has at least two positive
solutions.
By means of f 0 < λ and f ∞ < λ, we can find positive numbers δ1 and r < r2 such that
f (t, x)  λ(1 − δ1)x for x ∈ [0, r] and positive numbers δ2 and C2 such that f (t, x)  λ(1 −
δ2)x + C2 for x ∈ [0,+∞). Let
R2 = max
{
2r2,1 + C2(1 − αη)
}
.αλδ2(1 − η)
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i(A,Q ∩ Ωr,Q) = 1, i(A,Q ∩ ΩR2,Q) = 1.
For any u ∈ Q ∩ ∂Ωr2 , u(t) ‖u‖ = r2, applying (2.2) and (3.19) yields
u(t) min
0t1
u(t) α(1 − η)
1 − αη ‖u‖ =
α(1 − η)
1 − αη r2  ε2(1 − η)r2.
It follows from (3.18) that
f
(
t, u(t)
)
> (1 − α)r2ε1, ∀t ∈ [0,1].
By (3.19) and Lemma 2.1, we have that
(Au)(t) =
1∫
0
G(t, s)f
(
s, u(s)
)
ds
> (1 − α)r2ε1
1∫
0
G(t, s) ds
> (1 − α)r2ε1 min
0t1
1∫
0
G(t, s) ds
= (1 − α)r2ε1 · α(1 − η
2)
2(1 − α)
 2r2(1 − α)
α(1 − η2) ·
α(1 − η2)
2(1 − α) = r2 = ‖u‖,
which indicates ‖Au‖ > ‖u‖ for u ∈ Q ∩ ∂Ωr2 . Setting u0(t) ≡ 1 ∈ Q \ {θ}. If there exist u ∈
Q∩ ∂Ωr2 and σ  0 such that u = Au+σu0, then ‖u‖ ‖Au‖, which is a contradiction. Hence
it follows from Lemma 2.6 that i(A,Q ∩ Ωr2,Q) = 0. Moreover,
i
(
A,Q ∩ (Ωr2 \ Ωr),Q
)= i(A,Q ∩ Ωr2,Q) − i(A,Q ∩ Ωr,Q) = −1,
i
(
A,Q ∩ (ΩR2 \ Ωr2),Q
)= i(A,Q ∩ ΩR2,Q) − i(A,Q ∩ Ωr2,Q) = 1.
That is to say, A has at least two fixed points on Ωr2 \ Ωr and ΩR2 \ Ωr2 . This means that BVP
(1.1), (1.2) has at least two positive solutions.
Finally, we prove CBVP (1.3), (1.4) has at least two positive solutions provided that (H4)
holds.
It follows from f 0 < λ and f ∞ < λ that there exist positive numbers δ1 and r < r2 such
that f (s, x)  λ(1 − δ1)x for x ∈ [0, r] and there exist positive numbers δ2 and C2 such that
f (s, x) λ(1 − δ2)x + C2 for x ∈ [0,+∞). Set
R2 = max
{
2r2,1 + C2 sin
√
λ
λδ2(1 − η) sin
√
λη
}
,
then R2 > r2 > r , we have from the proof of Theorem 3.1 that
i
(
A∗,Q∗ ∩ Ωr,Q∗
)= 1, i(A∗,Q∗ ∩ ΩR2,Q∗)= 1.
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v(s) min
0sη
v(s) (1 − η)‖v‖ = (1 − η)r2  ε2(1 − η)r2, ∀s ∈ [0, η].
Moreover, it follows from (3.18) that
f
(
s, v(s)
)
> (1 − α)r2ε1, ∀s ∈ [0, η], ∀v ∈ Q∗ ∩ ∂Ωr2 .
By Lemma 2.1 and (3.19), we have that
(
A∗v
)
(s) =
1∫
0
G(t, s)f
(
t, v(t)
)
dt

η∫
0
G(t, s)f
(
t, v(t)
)
dt
> (1 − α)r2ε1 · min
0sη
η∫
0
G(t, s) dt
= (1 − α)r2ε1 · η(1 − η)1 − α
 r2(1 − α)
η(1 − η) ·
η(1 − η)
1 − α = r2 = ‖v‖,
which yields ‖A∗v‖ > ‖v‖, for v ∈ Q∗ ∩ ∂Ωr2 . Setting v0(s) ≡ 1 ∈ Q∗ \ {θ}, if there exist
v ∈ Q∗ ∩ ∂Ωr2 and σ  0 such that v = A∗v +σv0, then ‖v‖ ‖A∗v‖, which is a contradiction.
It follows from Lemma 2.6 that i(A∗,Q∗ ∩ Ωr2,Q∗) = 0. Moreover,
i
(
A∗,Q∗ ∩ (Ωr2 \ Ωr),Q∗
)= i(A∗,Q∗ ∩ Ωr2,Q∗)− i(A∗,Q∗ ∩ Ωr,Q∗)= −1,
i
(
A∗,Q∗ ∩ (ΩR2 \ Ωr2),Q∗
)= i(A∗,Q∗ ∩ ΩR2,Q∗)− i(A∗,Q∗ ∩ Ωr2,Q∗)= 1.
Therefore A∗ has at least two fixed points on Ωr2 \ Ωr and ΩR2 \ Ωr2 . This means that CBVP
(1.3), (1.4) has at least two positive solutions. 
4. Some examples
In this section, in order to illustrate our results, we consider some examples.
Example 4.1. Consider the BVP
−u′′ = 3te
t−1u
100
+ 3u
3
1 + u2
(
sin
πu
1 + 2u
)2
, 0 t  1, (4.1)
u′(0) = 0, u(1) = π
16
u(η), (4.2)
and the CBVP
−v′′ = 3se
s−1v
100
+ 3v
3
1 + v2
(
sin
πv
1 + 2v
)2
, 0 s  1, s = η, (4.3)
v′(0) = 0, v′+(η) − v′−(η) =
π
v′(1), v(1) = 0. (4.4)
16
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α = π
16
, 0 < η < 1, f (t, x) = 3te
t−1x
100
+ 3x
3
1 + x2
(
sin
πx
1 + 2x
)2
.
Then
max
0t1
f (t, x)
x
= 3
100
+ 3x
2
1 + x2
(
sin
πx
1 + 2x
)2
,
min
0t1
f (t, x)
x
= 3x
2
1 + x2
(
sin
πx
1 + 2x
)2
.
Hence f 0 = 3100 , f ∞ = 3.
Since π8 < x0 <
π
4 and 0 < α = π16 < π8 < x0, we have ( π16 )2 < λ < (π2 )2,
f 0 = 3
100
<
(
π
16
)2
< λ <
(
π
2
)2
< 3 = f ∞,
which implies that the condition (H1) holds, where x0 is the root of the equation cosx = x.
Hence, by Theorem 3.1, both BVP (4.1), (4.2) and CBVP (4.3), (4.4) have at least a positive
solution.
Example 4.2. Consider the BVP
−u′′ = te
t−1u
50
+ u(5 + 2u
2)
2 + 200u2 , t ∈ [0,1], (4.5)
u′(0) = 0, u(1) = π
16
u(η), (4.6)
and the CBVP
−v′′ = se
s−1v
50
+ v(5 + 2v
2)
2 + 200v2 , 0 s  1, s = η, (4.7)
v′(0) = 0, v′+(η) − v′−(η) =
π
16
v′(1), v(1) = 0. (4.8)
Set α = π16 , η ∈ (0,1),
f (t, x) = te
t−1x
50
+ x(5 + 2x
2)
2 + 200x2 .
Then
max
t∈[0,1]
f (t, x)
x
= 1
50
+ 5 + 2x
2
2 + 200x2 , mint∈[0,1]
f (t, x)
x
= 5 + 2x
2
2 + 200x2 .
Hence f ∞ = 3100 , f 0 = 52 . Since x0 ∈ (π8 , π4 ) and 0 < α = π16 < π8 < x0, then ( π16 )2 < λ < (π2 )2,
f ∞ = 3
100
<
(
π
16
)2
< λ <
(
π
2
)2
<
5
2
= f 0,
which implies that the condition (H2) holds, where x0 is the root of equation cosx = x. Hence,
by Theorem 3.1, both BVP (4.5), (4.6) and CBVP (4.7), (4.8) have at least a positive solution.
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−u′′ = f (t, u(t)), 0 t  1, (4.9)
u′(0) = 0, u(1) = 1
3
u
(
1
2
)
, (4.10)
and the CBVP
−v′′ = f (s, v(s)), 0 s  1, s = 1
2
, (4.11)
v′(0) = 0, v′+
(
1
2
)
− v′−
(
1
2
)
= 1
3
v′(1), v(1) = 0. (4.12)
Set
α = 1
3
, η = 1
2
, r1 = 1, f (t, x) =
{
1, 0 x  1,
x2, x > 1.
Then
2(1 − α)
1 + α − αη =
8
7
, min
0t1
f (t, x)
x
=
{
1/x, 0 < x  1,
x, x > 1,
and f 0 = f ∞ = +∞ > λ. By putting r1 = 1, we have, for t ∈ [0,1], x ∈ [0, r1],
f (t, x) = 1 < 2(1 − α)r1
1 + α − αη ,
which implies that the condition (H3) holds. Hence, by Theorem 3.2, both BVP (4.9), (4.10) and
CBVP (4.11), (4.12) have at least two positive solutions.
Example 4.4. Consider the BVP
−u′′ = tu
10
+ 240u2e−u, 0 t  1, (4.13)
u′(0) = 0, u(1) = 1
3
u
(
1
3
)
, (4.14)
and the CBVP
−v′′ = sv
10
+ 240v2e−v, 0 s  1, s = 1
3
, (4.15)
v′(0) = 0, v′+
(
1
3
)
− v′−
(
1
3
)
= 1
3
v′(1), v(1) = 0. (4.16)
Let
α = η = 1
3
, f (t, x) = tx
10
+ 240x2e−x.
Then
max
f (t, x) = 1 + 240xe−x,0t1 x 10
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root of the equation cosx = x. Thus
ε1 = max
{
2
α(1 − η2) ,
1
η(1 − η)
}
= 27
4
, ε2 = min
{
1,
α
1 − αη
}
= 3
8
.
By putting r2 = 1, then [ε2(1 − η)r2, r2] = [ 14 ,1], (1 − α)r2ε1 = 92 . For t ∈ [0,1], x ∈ [ε2(1 −
η)r2, r2],
f (t, x) 240x2e−x  min
x∈[1/4,1] 240x
2e−x > 15e−1 > 5 > (1 − α)r2ε1,
which implies that the condition (H4) holds. By Theorem 3.2, both BVP (4.13), (4.14) and CBVP
(4.15), (4.16) have at least two positive solutions.
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