We propose a new kind of inexact scheme for a family of generalized proximal point methods for the monotone complementarity problem. These methods, studied by Auslender, Teboulle and Ben-Tiba, converge under the sole assumption of existence of solutions. We prove convergence of our new scheme, as well as discuss its implementability.
Introduction
Let C ⊂ R N be a closed and convex set, and T : R N ⇒ R N a maximal monotone point-to-set operator. Consider the problem:
Findx such that ∃v ∈ Tx, v, y −x ≥ 0 ∀ y ∈ C.
(
This problem is called the variational inequality problem associated to T and C, and will be denoted by V IP (T, C). In the particular case in which C = R N + , this problem is called the monotone complementarity problem. Problem (1) can be reformulated as:
Findx such that 0 ∈ (T + N C )x, where N C : R N ⇒ R N is the normality operator associated with C:
The operator T + N C results monotone and, under some regularity assumption, it is maximal monotone. In this way, V IP (T, C) can be solved using methods for finding zeroes of maximal monotone operators. A classical approach for finding a zero of an arbitrary maximal monotone operatorT is the well-known proximal point algorithm (see, e.g., [19] , [17] ). Given x k−1 , this method defines x k by the inclusion:
where λ k ≥ λ > 0. WhenT = T + N C , all the subproblems remain restricted to the set C. For eliminating this drawback, many recent works consider generalized versions of (2) , in which the regularization term is replaced by some functional ρ(x k , x k−1 ) that incorporates the restriction set C in such a way that all the subproblems have solutions in the interior of C. For this reason, these methods are called interior proximal methods. Well-known examples of these regularizing functionals are the Bregman distances (see, e.g. [1] , [6] , [10] , [11] , [16] and [22] ), and ϕ-divergences ( [24] , [5] , [13] , [15] , [14] , [25] and [26] ). Until now, the generalized methods induced by these families converge under restrictive assumptions on the problem, as pseudoand paramonotonicity of T (see e.g. [6] , [12] ; in [22] , the pseudomonotonicity assumption has been removed). Recently, Auslender, Teboulle and Ben-Tiba proposed a generalized proximal method which uses a different family of regularizing functionals when C = {x ∈ R N | x i ≥ 0 ∀i = 1, . . . , N } =: R N + . In [4, 2] these authors define the following iterative method:
where λ k is a sequence of positive numbers and
The function ϕ is a strictly convex function with derivative diverging at 0 + . This property forces the sequence {x k } to remain in the interior of the positive orthant. Additional properties of ϕ will be discussed later on. Method (3)-(4) has a strong theoretical advantage: it converges under the sole hypotheses of nonemptyness of the solution set. Furthermore, for a particular choice of ϕ (the so-called log-quadratic), the regularizing term is self-concordant (see [18] ), which opens the way for solving the subproblems efficiently using Newton's method. The specific form of D ϕ in (4) appears for the first time in the works of Tseng and Bertsekas [26] and Ben-Tal and Zibulevsky [5] , who considered proximal methods with dynamic updates of the penalty parameters.
In [2] , the authors apply (3) to solve the convex optimization problem, i.e., when T is the subdifferential of a convex function. The case in which T is an arbitrary maximal monotone operator was considered in [4] , when ϕ is the log-quadratic. However, their convergence proof still applies if one takes a generic ϕ in the mentioned family. In this sense, the scheme (3)-(4) has been essentially proposed in [2] , but the convergence proof is scattered in [2] and [4] .
Solving exactly (3) is not feasible or practical in general applications. To be implementable, the method should deal with approximated solutions of the generalized proximal subproblem. In [2] , where the convex optimization problem was considered, the inexact algorithm is given by
under the assumption ∞ k=1 ε k < ∞ on the sequence {ε k }. In [4] , for the V IP (T, R N + ), the inexact iterates satisfy:
where
The aim of this paper is to replace this kind of error tolerance by a relative error criteria which is the same for all iterations. In the formulation of approximate inclusions in (5), the concept of ε-subdifferential becomes important. In a very similar way, we make use in our analysis of an extension T ε of a maximal monotone operator T , introduced in [7] (see [9] and [8] for more details on T ε ), which allows to consider an approximated inclusion in (7). Even if v k is chosen in T (x k ), approximated solutions of (8) can give raise to elements in T ε (x k ). This idea has been explored by Solodov and Svaiter in [23] . In Sections 5 and 6, we show that approximated solutions of (7)- (8) give raise to approximated solutions in which the inclusion (7) holds "approximately".
In order to get convergence within this new error tolerance, an extragradientlike step will be introduced, in the spirit of [21, 22] . The paper is organized as follows. In Section 2 we give some basic definitions and properties of the family of regularizations. In the same section, the extension T ε is reviewed, together with its elementary features. In Section 3, we introduce a new inexact version of (7)- (8) . In Section 4 we prove convergence of this scheme. Implementability of the method is discussed in Sections 5 and 6.
Basic assumptions and properties
We collect next a few definitions about point-to-set operators. A point-toset valued map T : R N ⇒ R N is an operator which associates to each point x ∈ R N a set (possibly empty) T (x) ⊂ R N . The domain and the graph of a point-to-set valued map T are defined as:
A point-to-set operator T is said to be monotone if
A monotone operator is said to be maximal when its graph is not properly contained in the graph of another monotone operator. We describe below the family of regularizations we will use. From now on, the function ϕ : R → (−∞, ∞] is given by
where h is a closed and proper convex function satisfying the following additional properties:
1. h is twice continuously differentiable on int(dom h) = (0, +∞), 2. h is strictly convex on its domain.
Items (1-4) and items (1-5) were used in [2] to define respectively the families Φ and Φ 2 . The positive parameters ν, µ shall satisfy the following inequality
Recall that the generalized distance D ϕ (x, y), defined for x, y ∈ R N ++ is given by
The following lemma, which has a crucial role in the convergence analysis, has been established in [4, Lemma 3.4] .
where α := h (1).
The following result was proved in [4, Proposition 2.1], and guarantees existence of a unique solution of (8) .
The next tool is essential for an approximate formulation of the inclusion in (7) . We approximate the inclusion v k ∈ T (x k ) using the ε-extension of the operator T [7] : Given T a monotone operator, define
This extension has many useful properties, similar to the ε-subdifferential of a proper closed convex function f . Indeed, when T = ∂f , we have (see [7] )
For an arbitrary maximal monotone operator T , the relation
holds trivially. Furthermore, for ε ≥ ε ≥ 0, we have
In particular, for each ε ≥ 0,
If the domain of T is contained in R N + , there is a simple way to generate "nontrivial" elements of T ε (x).
Proof. Take a pair (u, y) such that u ∈ T (y). By (11), we shall prove that
Indeed,
where we used monotonicity in the first inequality, and the assumptions on ε and on the domain of T in the second one. Hence, (12) is established. In view of Proposition 2.1, we assume from now on that
An important consequence of (13) 
The Inexact Version
From now on, C = R N + . The (generalized) proximal iteration (3) is equivalent to the "proximal system": Given λ k > 0 and
To deal with approximations, we will relax the inclusion and the equation of the above system to
In the exact solution, we have ε = 0 and e = 0. At an approximated solution, we shall have ε and e "small". DEFINITION 1. Let σ ∈ [0, 1) and γ > 0. We say thatx,ṽ, ε as in (15) is an approximated solution of system (14) with tolerance σ and γ if for
it holds
Remark 3.1
is the exact solution of (14), then x, v, 0 is an approximated solution of system (14) with tolerance σ, γ for any σ ∈ [0, 1), γ > 0. It is clear that in this case e = 0.
Reciprocally, ifx,ṽ, ε is an approximated solution of system (14) with tolerance σ = 0 and γ > 0 arbitrary, then we must have ε = 0 and (x,ṽ) = (x, v) the exact solution of system (14) .
(iv) Since we assumed Dom T ∩ R N ++ = ∅, by Proposition 2.1, system (7)-(8) with e k = 0 and ε = 0 has a solution. Hence, it has a fortiori approximated solutions. Now we are ready to define our method. We will call it Hybrid Interior Proximal-Extragradient Method (HIPEM).
1. Take λ k ≥λ and findx k ,ṽ k , ε k an approximated solution of system (14) with tolerance σ, γ.
Set
We recall that by Remark 3.1(iv) and (13), algorithm (14) with approximating criteria (17)- (18) is well defined.
From now on, {x k }, {x k }, {ṽ k } {ε k } (and {λ k }) are sequences generated by algorithm (14) with approximating criteria (17)- (18) . The main result we shall prove is that the sequence {x k } converges to a solution of (1) under the only condition that the solution set of (1) is nonempty.
Convergence Analysis
Recall that, for k = 1, 2, . . . we havẽ
from Definition 1, we also have
To simplify the notation, call
Note that, by (10), β > 0. The next proposition is the key part of the convergence analysis. It is a consequence of Lemma 2.1 and the error criteria of Definition 1.
Proposition 4.1 Let z be a solution of problem (1). Then, for k = 1, 2, . . .
++ and z is a solution of problem (1), there exists some w ∈ T z such that
Combining the two inequalities above, we obtain
Adding and subtracting x k in the second factor of the inner product, and rearranging the resulting expression, we get
Multiplying the last expression by λ k and using (21), we obtain
On the other hand, use (20) and Lemma 2.1, to get
Combining (25) and (24), we obtain
Dividing the above inequality by (ν + αµ)/2, using the definition of β and rearranging the resulting expression, the desired result follows.
Corollary 4.1 Suppose that the solution set of problem (1) is not empty. Then
(ii)
Proof. Items (i) and (ii) follow directly from Proposition 4.1, and the fact that β > 0. By (22) and (ii), item (iii) trivially holds. Item (iv) is a consequence of (i) and (iii). 
As a consequence, each cluster point of {x k } is a solution of problem (1).
Proof. For proving (26) , take y ∈ R N + . By (20) ,
Using Lemma 2.1,
Combining (28) and (29), we get
From Corollary 4.1(i)(ii), we have that {x k } is bounded and lim k x k − x k−1 = 0. Using also the identity
we conclude that
As λ k ≥λ > 0, (and again
Combining this fact with (30), we obtain (26). Now we prove (27). Take w ∈ (T + N R N + )(y). Hence there exist u, γ such that
Therefore,
As u ∈ T (y) andṽ
Combining (31) with (32), using (21)- (22) and Cauchy-Schwarz inequality, we obtain
Using again the fact that lim k x k − x k−1 = 0 and λ k ≥λ > 0, (27) follows. To end the proof, takex a cluster point of {x k } and let {x k j } be a subsequence converging tox. For each (y, w) ∈ G(T + N R N + ),
On the other hand,
where (26) and (27) were also used. Combining the above inequalities we conclude that y −x, w − 0 ≥ 0.
Since by (13), T +N R N + is maximal monotone, it holds that 0 ∈ (T +N R N + )(x).
Now we are in conditions to establish our convergence result. (1) is not empty, then {x k } converges to a solution of (1).
Proof. We are assuming that the solution set of problem (1) is not empty. From Corollary 4.1(1), we know that {x k } is bounded, so this sequence has a cluster point, sayx. By Proposition 4.2,x is a solution of problem (1). Using Proposition 4.1, we conclude that { x k −x } is nonincreasing. Since a subsequence of {x k } converges tox, the whole sequence must converge tō x.
We point out that when the solution set of problem (1) is empty, a standard technique (in the same spirit of the one that appears in [19] ), can be used to prove that the sequence is unbounded.
On the implementation of HIPEM
We discuss in this section the computational feasibility of algorithm HIPEM. The following fact is essential in our analysis. Problem (1), i.e., V IP (T, R 
because they have the same solution set. So, we may apply algorithm HIPEM to (1) or to (33), in order to get a solution of (1) .
If algorithm HIPEM is applied to (33), the k-th proximal system is
As the domain of
, the exact solutions of (14) and (34) coincide. For each x ∈ R N ++ ,
Then the set of approximated solutions (in the sense of Definition 1) of (34) is "potentially" bigger than the corresponding set for (14) . Moreover, Lemma 2.2 provides a practical method for generating elements in (T + N R N + ) ε (x). The computational feasibility of HIPEM amounts then to the practical computation of approximated solutions of (34) in the sense of Definition 1.
Consequently, the following analysis will focus on the computation of such an approximated solution. For brevity, an approximated solution in the sense of Definition 1 will be called in this section an approximated solution.
At each iteration of HIPEM, two computations must be performed. The first one is to findx,ṽ, ε an approximated solution of system (14) or (34). The second computation is the extragradient-like step, i.e., to obtain
These two computations are interconnected because (∇ 1 D ϕ (·, x k−1 )) −1 (−λ kṽ ) is needed to verify whetherx,ṽ, ε satisfies the error criteria (17) (18).
To simplify our analysis, let us assume that T is point-to-point. Then,
is an exact solution of system (14)- (34), and trivially
In this case, x k−1 is the solution of Problem (1) and the algorithm may stop here. So, assume that x k−1 is not a solution of Problem (1), i.e.,
For solving the problem
there are many algorithms, which generate sequences {x k,j } j∈N satisfying
Therefore, for δ > 0, it is computationally feasible to obtain a pointx satisfying
Likewise, givenx, the equation
may be solved inexactly. This amounts to solving N scalar equations in x 1 , . . . , x N :
where [·] i stands for the i-th component. Take η > 0 as an error tolerance. The system of N scalar inequalities
is computationally solvable, since ϕ is strictly increasing, onto and continuously differentiable. Altogether, given δ, η > 0, we conclude that it is computationally feasible to obtainx, x satisfying (36), (39). We claim that this is all we need for computing an approximated solution of (34). Suppose thatx, x satisfy (36), (39). The residue on (37) is
From (39), ρ ≥ 0. Applying Lemma 2.2 we conclude that, forv ∈ R N , ε ≥ 0, defined asv
it holds thatv
By the definition ofv,
If (x,v), ε is an approximated solution of (34), the extragradient step has been already computed. To verify whether or not (x,v), ε is an approximated solution of (34), it is enough to check conditions (17) (18) . To end the proof of our claim, we will show that, if δ, η are small enough, then (x,v), ε is an approximated solution of (34).
then, forv, ε as in (41), (40), (42), it holds that (x,v), ε is an approximated solution of (34).
Proof. In order to establish the theorem, take {δ j }, {η j } strictly positive sequences converging to zero. Take also {x j }, {x j } such that:
Define
It is enough to show that for j large enough, (x j ,v j ), ε j is an approximated solution of (34). As discussed before, ρ j ≥ 0,
, and
Therefore, for (x j ,v j ), ε j to be an approximated solution of (34), it must hold that
Let x * k be the exact solution of (35), i.e.,
Note that F k is ν-strongly monotone, and hence
Using also the definition of x * k and Cauchy-Schwarz inequality, we get
Subtracting F k (x j ) from both sides of (44), we get
Combining this with the fact that
Applying Cauchy-Schwarz inequality and triangular inequality, we conclude that
By (43) and (44)
. . , N . Therefore, {ρ j } converges to 0, and lim
Using this fact and (50), lim
Hence, lim
where we used also (49). Combining (52) with (51), we conclude that inequality (48) holds for j large enough. Since {ρ j } converges to zero and {x j } converges to x * k , it follows by (45) and (46) that lim
Therefore, lim
where we used also (51). Combining (53) with (52), we conclude that (47) must also hold for j large enough. Let us discuss briefly the approximated solution of (37) in the particular case in which, as in [4, 3] ,
Following the same steps as in [2, eq. 7.4-7.6 ], equations (38) become
with x i > 0. This is equivalent to the quadratic equations on x i , i = 1, . . . , N :
(55) The negative root is extraneous and has been discarded. Besides trivial arithmetic operations, the evaluation of x i involves only a square root.
A Simplified Version
In this section, we will discuss a simplified version of HIPEM. This version has the advantage of making clear another way in which HIPEM can become an implementable method. Moreover, it eliminates the computation (37). A new error criterion is needed. DEFINITION 2. We say thatx is a positive residue approximated solution, with tolerance σ ∈ [0, 1) of
As we discussed before, the implementability of HIPEM amounts to the practical computation of an approximated solution (in the sense of Definition 1) of system (34) and the evaluation of the extragradient-like step. We claim thatx, a positive residue approximated solution of (56) provides an approximated solution (in the sense of Definition 1) of (34), in which the extragradient-like step is exactlyx. 
Then (x,v), ε is an approximated solution of (34) in the sense of Definition 1 and the corresponding extragradient-like step is
Proof. By (57) there exist someṽ ∈ T (x) such that
As ρ ≥ 0, by Lemma 2.2 and (59),
By (58) and (60),v =ṽ − 1/λ k . Therefore,
Trivially, by (58),
Hence, we only have to check if (x,v), ε is an approximated solution in the sense of Definition 1. Using the above equation and (16),x = x and (18) holds trivially. The criterion (17) becomes
Using (59) and (57) we conclude that (17) also holds. Now we claim that the error criterion of Definition 2 is computationally implementable. Suppose again that T is point-to-point. If
is a solution of Problem (1) and the algorithm may stop here. So, assume that
Consider the perturbed proximal subproblem
where g(x) = − N i=1 log x i and t > 0. We will show that, if t > 0 is small enough, approximations to the solution of (61) will satisfy the error criteria of Definition 2. Before proceeding, we shall define which approximations to the solution of (61) are to be considered.
Take θ ∈ (0, 1), x is an acceptable approximation of the solution of (61) if
where [F k,t (x)] i stands for the i-th component of F k,t (x). We claim that if x is an acceptable approximation of (61), then it has a positive residue. Suppose that x satisfies (62). The residue of x for (56) (recall that T is point-to-point) is given by
Using also (62) we conclude that ρ ≥ 0. Proposition 6.2 Take σ ∈ (0, 1). For t > 0 small enough, each acceptable approximation of (61) satisfies the approximation criteria of Definition 2.
Proof. Suppose that the Proposition is false. Then there exist a sequence t m ↓ 0 and a sequence of acceptable approximations {z m } such that
and z m does not satisfies the error tolerance of Definition 2. Set, for m = 1, 2, . . .
Note that ρ m ≥ 0. As z m does not satisfy the approximation criterion of Definition 2 (see (57)), it follows that
Using the two above inequalities, we get
Hence, lim m→∞ z m = x k−1 ∈ R N ++ and from (64) we also get lim m→∞ ρ m = 0. This implies that T (x k−1 ) = 0, contradicting our assumption. Now we claim that it is possible to compute an acceptable approximation of (61). For solving problem (61), i.e., F k,t (x) = 0, there is a number of iterative algorithms. These algorithms generate sequences {x k,j } j∈N such that lim j→∞ F k,t (x k,j ) = 0.
Therefore, given δ > 0, it is computationally feasible to find some x satisfying F k,t (x) ≤ δ.
Proposition 6.3 Take θ ∈ (0, 1) and t > 0. There exists δ > 0 such that, if
then x is an acceptable approximation of (61), in the sense of (62).
Proof. It is enough to prove that, if a sequence {x k,j } satisfies
then, for j large enough,
< θt, i = 1, . . . , N.
Take {x k,j } a sequence satisfying (65). Let x * k (t) be the solution of (61):
F k,t (x * k (t)) = 0.
As F k,t is ν-strongly monotone, x k,j −x * k (t) ≤ (1/ν) F k,t (x k,j ) . Therefore, lim j→∞ x k,j = x * k (t). Therefore, (66) holds for j large enough. Now we may discuss a procedure for obtaining a positive residue approximation of (56). It starts with θ ∈ (0, 1) and some t > 0. One shall obtain by some iterative algorithmx, an acceptable approximated solution of (61), satisfying (62). One may test if this point satisfies the error criteria of Definition 2, for ρ = λ k T (x) + ∇ 1 D ϕ (x, x k−1 ). If this does not hold, the value of t is halved and the procedure repeated. If x k−1 ∈ R N ++ is not a solution of Problem (1), by Proposition 6.2, eventually a positive residue approximation will be found.
As remarked by one of the referees, in the above analysis, instead of g(x) = − . Initial experiments with a simple implementation of HIPEM, for very small problems showed that this method performs well, when compared with the method with summable error criterion. Nevertheless, we acknowledge the preliminary nature of the experiments and note that practical implementation of HIPEM for solving realistic problems is presently not available.
