Abstract. We explore the use of eye movements as a source of implicit relevance feedback information. We construct a controlled information retrieval experiment where the relevance of each text is known, and test usefulness of implicit relevance feedback with it. If perceived relevance of a text can be predicted from eye movements, eye movement signal must contain information on the relevance. The result is that relevance can be predicted to a considerable extent with discriminative hidden Markov models, and clearly better than randomly already with simple linear models of time-averaged data.
Introduction
A search engine could be improved by an algorithm which models the interests of a user. Such an algorithm would be proactive; it would predict the needs of the user and adapt its own behavior accordingly [1] . The usual way to learn the interests of the user would be to ask, after each document, whether the user found it relevant, and to learn the user's preferences from the answers. However, giving this kind of explicit feedback is laborious.
Alternatively, relevance can be inferred from implicit feedback derived traditionally from document reading time, or by monitoring other behavior of the user (such as saving, printing, or selecting of documents). The problem with the traditional sources is that the number of feedback events is relatively small.
In this paper we explore whether the traditional sources of implicit relevance information could be complemented with eye movements. We construct an experimental information retrieval setup where relevance of the texts is known. The measured eye movement data corresponding to each text will then have a known label, and the data can be used as a learning data set for machine learning methods. Machine learning will be used for selecting a good set of features and for learning time series models to predict relevance of new measurements.
We make an assumption that human attention patterns correlate with relevance; at the simplest, people tend to pay more attention to objects they find relevant or interesting. The reason why gaze direction provides an indicator of the focus of attention lies in the physiology of the eye. Accurate viewing is possible only in the central fovea area (only 1-2 degrees of visual angle) where the density of photoreceptive cells is highly concentrated. A scene needs therefore to be inspected with a sequence of alternating saccades (rapid eye movements) and fixations (the eye is fairly motionless). Information on the environment is mostly gathered during fixations, and fixation duration is known to be correlated with the complexity of the object under inspection. A simple physiological reason for this is that the amount of information the visual system is capable of processing is limited. In other words, we assume that (visual) attention lies there where the amount of gathered information is larger. This is justified in a multitude of psychological experiments [2] .
Related Work. Eye movements have traditionally been exploited as an alternative input modality in user interfaces, for instance in eye typing (cf. [3] ). Another increasingly popular application area is usability studies, where the goodness of a user interface or a web page is evaluated by monitoring natural behavior of the users. This form of implicit feedback information gathered from eye movements has been analyzed using features computed for larger areas of interest [4] , such as images or captions of text.
As far as we know, eye movements have been used in information retrieval applications in only two previous studies. The first is our earlier preliminary work [5, 6] , which is extended in this paper by thorough experiments with a large number of subjects, better equipment that solves our earlier calibration problems, and more detailed analysis of the results. The goal of the second related work [7] was different: to investigate with quantitative measures how users behave in a real, less-controlled information retrieval task.
Information retrieval experiment
In a typical information retrieval setup the user types in keywords to a search engine and is then given a list of results, for instance titles of scientific articles, that possibly contain the information the user is looking for. Some of the proposed titles may be totally irrelevant, some of them handle the correct topic, and only few are links to articles that the user eventually reads. Our experimental setting for collecting eye movement data was designed to simulate this natural situation, with the difference that in our case the relevance is known.
The subject was first shown a question, and then a list of ten sentences, one of which contained the correct answer (C). Five of the sentences were known to be irrelevant (I), and four relevant to the question (R). The task of the subject was to identify the correct answer, press 'enter' (this ended the eye movement measurement), and then type in the associated number in the following display. Each of the eleven test subjects carried out 50 assignments. The assignments were in Finnish, the mother tongue of the subjects. Eye movements were measured with a Tobii 1750 eye tracker with a screen resolution of 1280x1024 and a sampling rate of 50 Hz.
Preprocessing. The raw eye movement data (x and y coordinates of the gaze direction) was segmented into a sequence of fixations and saccades by a windowbased algorithm (software from Tobii).
3 Each fixation was first assigned to the nearest word. A set of 22 features were computed from the eye movement trajectory for each word [10] ; similar features are used in psychological studies of reading [2] . The resulting feature vector sequence was then segmented to subsequences corresponding to different sentences, and a label was assigned to each subsequence according to the known class of the sentence.
Sentence-specific averages of the features was then computed. Linear Discriminant Analysis (LDA) was applied to the averaged features in order to select the set of features that best predict relevance for left-out data. The LDA also provided a baseline classification accuracy.
In the time-series models, described in more detail below, the resulting set of features were modeled with the following exponential family distributions: (1) One or many fixations within the word (binomial). (2) Logarithm of total fixation duration on the word (assumed Gaussian). (3) Reading behavior (multinomial): skip next word, go back to already read words, read next word, jump to an unread line, or last fixation in an assignment. 4 
Models
The simplest method to classify the eye movement data is to disregard the time dependency between data samples and compute averages of the eye movement features. This gives sentence-specific feature vectors, one per sentence. In this paper, the averaged vectors were classified with Linear Discriminant Analysis. More fine-grained cues of relevance can be sought with models that take into account the time series nature of the eye movement data.
Hidden Markov Models. The simplest model that takes the sequential nature of data into account is a two-state hidden Markov model (HMM). A separate model was optimized individually for each class, by maximizing the log-likelihood of the data Y given the model and its parameters Θ, that is, log p(Y |Θ). The HMMs are trained with the Baum-Welch (BW) algorithm [8] . In a prediction task the models of different classes were combined into a maximum a posteriori (MAP) prediction.
Discriminative Hidden Markov Models. In speech recognition, where HMMs have been extensively used for decades, the current state-of-the-art HMMs are discriminative. Discriminative models aim to predict the relevance B = {I, R, C} of a sentence, given the observed eye movements Y . Formally, we optimize log p(B|Y, Θ). In discriminative HMMs, a set of states or a certain sequence of states is associated with each class. This specific state sequence then gives the probability of the class, and the likelihood is maximized for the teaching data, versus all the other possible state sequences in the model [9] . The parameters of the discriminative HMM can be optimized with an extended Baum-Welch (EBW) algorithm, which is a modification of the original BW algorithm.
We model eye movements with a two-level discriminative HMM, where the first level models transitions between sentences, and the second level transitions between words within a sentence. Viterbi approximation is used to find the most likely path through the second level model (transitions between words in a sentence), and then the discriminative Extended Baum-Welch optimizes the full model.
Voting. The HMMs produce probabilities for the relevance classes (I, R, C) for each viewed sentence. However, the users may look at a sentence several times, and the resulting probabilities need be combined in a process we call voting.
We constructed a log-linear model for combining the predictions. Assume that the sentence-specific probability distribution, p(B|Y 1...K ), can be constructed from the probability distributions of the kth viewings of the sentence, P (B|Y k ) (obtained as an output from a Markov model) as a weighted geometric average,
α Bk , where Z is a sentence-specific normalization factor and the parameters α Bk are non-negative real numbers, found by optimizing the prediction for the training data. The predicted relevance of a sentence is then the largest of p(I), p(R) and p(C).
It is also possible to derive a simple heuristic rule for classification by assuming that decision of relevance is made only once while reading the sentence. We will call this rule maxClass, since for each sequence we will select the maximum of the predicted relevance classes (with ordering I < R < C). A simple baseline for the voting schemes is provided by classifying all the sequences separately (i.e., no voting).
Results
The prediction accuracy was assessed with 50-fold cross validation, in which each of the assignments was in turn used as a test data set. In order to test how the method would generalize to new subjects, we also ran an 11-fold cross validation where each of the subjects was in turn left out. Table 1 lists the classification accuracies, that is, the fraction of the viewed sentences in the test data sets for which the prediction was correct. The methods generalize roughly equally well both to new assignments and to new subjects. The performance of the two different voting methods (log-linear and maxClass) seem to be nearly equal, with log-linear voting having a slight advantage. Table 2 shows the confusion matrix of the discriminative HMMs. Correct answers (C) are separated rather efficiently. Most errors result from misclassifying Table 1 . Prediction accuracies of different models. The baseline is given by the the "dumb model," which classifies all sentences to the largest class I. Differences between LDA and dumb classifier, and simple HMMs and LDA, tested significant (P < 0.01, McNemar's test), as well as the difference between discriminative HMM and simple HMMs in the case of leave-one-assignment-out validation (with log-linear voting). Left column: obtained by 50-fold cross-validation where each of the assignments was left out in turn as test data. Right column: Obtained by 11-fold cross-validation where each of the subjects was in turn left out to be used as test data. relevant sentences (R) as irrelevant (I). It is also possible to compute precision and recall measures commonly used in information retrieval by treating correct answers as the relevant documents. The resulting precision rate is 90.1 %, and recall rate 92.2 %. 
Method

Conclusion
Our results show that relevance information can be inferred from eye movement signals. Both the time series nature of the data and the discriminative nature of the task should be taken into account when constructing models for eye movements. An interesting topic for further research would be to inspect whether the HMM is capable of differentiating cognitive processes associated with reading.
