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Povzetek
V diplomskem delu je predstavljen nov nacˇin programiranja Maxelerjevih
enot za podatovno-pretokovno racˇunanje. Obstojecˇa orodja omogocˇajo pro-
gramiranje v prilagojeni razlicˇici Jave. Verjamemo, da so za to nalogo bolj
primeri funkcijski programski jeziki.
V ta named definiramo MaxHs, nov programski jezik za programiranje
sˇcˇepcev, ki se izvajajo na podatkovno-pretokovnih enotah. MaxHs temelji
na idejah programskega jezika Haskell. Predstavimo tudi mozˇnosti uporabe
MaxHs v povezavi s Haskellom. Na vzorcˇnih programih primerjamo nasˇo
resˇitev z obstojecˇimi orodji za programiranje.
V zadnjem delu predstavimo nacˇin prevajanja nasˇega jezika v grafno vme-
sno kodo. Elementi grafne vmesne kode odrazˇajo vozliˇscˇa, ki jih ponuja
Maxelerjeva arhitektura. Poleg prevajanja v grafno vmesno kodo predsta-
vimo tudi, kako omogocˇimo povezavo s Haskellom.
Kljucˇne besede: podatkovno-pretokovno racˇunanje, funkcijski programski
jeziki, prevajalnik.

Abstract
A new method for programming Maxeler’s dataflow engines is presented. The
existing tools allow programmers to program dataflow engines in Java. We
belive that functional programming languages might provide a more suitable
alternative.
We define a new programming language called MaxHs for programming
dataflow engine kernels. In addition, we present a way of interfacing MaxHs
programs with programs written in Haskell. With the help of simple example
programs we compare our solution with existing tools.
In the last part we present a method for compiling MaxHs into a graph-
based intermediate code. The elements of the intermediate code are based
on the nodes supported by Maxeler’s dataflow engines. We also outline how
the support for interfacing with Haskell is achieved.
Keywords: dataflow computing, functional programming languages, com-
piler.

Poglavje 1
Uvod
Zaradi tehnolosˇkih omejitev pri proizvodnji procesorjev je za hitrost racˇunal-
niˇskih programov vedno bolj pomembno, da izkoriˇscˇajno razlicˇne mozˇnosti
vzporednega racˇunanja. V obicˇajnih racˇunalniˇskih sistemih zˇe prevladu-
jejo vecˇjedrni procesorji, za katere lahko programerji piˇsejo vzporedne apli-
kacije. Kljub temu so zahteve po hitrosti izvajanja sˇe mnogo vecˇje, zato
snovalci racˇunalniˇskih sistemov iˇscˇejo nove mozˇnosti za pohitritev aplikacij.
Najocˇitnejˇsa mozˇnost je dodajanje razlicˇnih enot za racˇunanje, izmed katerih
je vsaka namenjena razlicˇnim opravilom, ki jih lahko izvrsˇi veliko hitreje kot
obicˇajni procesorji.
Primer taksˇnih posebnih enot so denimo graficˇne kartice, ki so namenjene
izrisovanju graficˇnih elementov in zato primerne tudi za resˇevanje racˇunsko
intenzivnih problemov. V obicˇajnem racˇunalniˇskem sistemu tako najdemo
centralno procesno enoto, ki je prilagojena izvajanju zaporednih ukazov in
primerna za vecˇino osnovnih nalog racˇunalnika, poleg nje pa sˇe graficˇne kar-
tice, ki izvedejo operacije, v katerih so ucˇinkovitejˇse od centralne procesne
enote.
Racˇunalniˇskim sistemom, ki za racˇunanje izkoriˇscˇajo vecˇ razlicˇnih enot,
pravimo tudi heterogeni racˇunalniˇski sistemi. Najpogosteje so sestavljeni iz
centralne procesne enote, ki usmerja delovanje, in posebnih enot, ki ucˇinko-
vito izvajajo dolocˇene vrste operacij. Pogosto so prilagojene vzporednemu
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racˇunanju na veliki kolicˇini podatkov, saj so tu obicˇajni procesorji najbolj
prikrajˇsani.
Za programerje, ki zˇelijo izkoristiti prednosti heterogenih sistemov, po-
gosto predstavlja veliko tezˇavo nacˇin programiranja, ki je potreben za iz-
koriˇscˇanje posebnih enot, kajti lahko se zelo razlikuje od klasicˇnega progra-
miranja.
V tem diplomskem delu se bomo ukvarjali s programiranjem posebnih
enot za vzporedno racˇunanje, ki jih proizvaja podjetje Maxeler Technolo-
gies. Predstavili bomo alternativo obstojecˇemu nacˇinu programiranja, ki bo
temeljila na idejah iz funkcijskega programskega jezika Haskell.
Poglavje 2
Podatkovno-pretokovno
racˇunanje
Vecˇina obicˇajnih racˇunalniˇskih sistemov je zasnovana po Von Neumannovi
arhitekturi. V svojem delu na racˇunalniku EDVAC je Von Neumann opisal
splosˇno zasnovo, kateri bi morali slediti racˇunalniˇski sistemi.
Von Neumannovo arhitekturo sestavljajo centralna procesna enota, spo-
minska enota in vhodno-izhodne enote (slika 2.1). Racˇunanje na taksˇni arhi-
tekturi poteka z zaporednim izvajanjem ukazov, ki se nahajajo na dolocˇenem
mestu v pomnilniku racˇunalnika. Centralna procesna enota vsebuje kon-
trolno enoto, ki skrbi za pridobivanje ukazov iz pomnilnika in njihovo inter-
pretacijo. Poseben register v kontrolni enoti – programski sˇtevec – dolocˇa
polozˇaj naslednjega ukaza, ki ga mora racˇunalnik izvesti. Ob izvedbi vsakega
ukaza se programski sˇtevec povecˇa in s tem povzrocˇi izvajanje naslednjega
ukaza.
Ker je izvajanje na taksˇnih racˇunalnikih vodeno z zaporedjem ukazov,
jim pravimo tudi ukazno-pretokovni racˇunalniki. Dogajanje v racˇunalniku je
dolocˇeno s tokom ukazov, ki jih racˇunalnik izvaja enega za drugim.
Taksˇen nacˇin delovanja je primeren za veliko sˇtevilo problemov, vendar
pa obstajajo tudi problemi, pri katerih odpove. Osnovna lastnost Von Neu-
mannove arhitekture je, da izvaja ukaze enega za drugim ne glede na to, ali
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Slika 2.1: Shema Von Neumannove arhitekture [1].
je to zares potrebno. Dolocˇene probleme bi lahko brez tezˇav razdelili na pod-
probleme, ki se jih da resˇiti neodvisno. Za ucˇinkovito implementacijo bi bilo
dobro, da med seboj neodvisne podprobleme resˇujemo socˇasno. Ker pa Von
Neumannova arhitektura zahteva, da izvajanje ukazov sledi programskemu
sˇtevcu, moramo ukaze vseeno razporediti linearno. Na ta nacˇin v program
vnesemo odvecˇno strukturo, saj vrstni red ukazov ni tako natancˇno dolocˇen,
kot je zapisano v programu. Zaradi tega je izvajanje pocˇasnejˇse.
Poleg zgoraj opisanega problema se pri Von Neumannovi arhitekturi po-
javi tudi tezˇava v komunikaciji med centralno procesno enoto in pomnilnikom.
Ukazi racˇunalniku opisujejo spremembo stanja, ki se mora zgoditi ob njiho-
vem izvajanju. Vecˇina sprememb se nanasˇa na spremembe v pomnilniku,
saj se tam nahajajo podatki. Tako mora centralna procesna enota ob izva-
janju ukaza pridobiti podatke iz pomnilniˇske enote, na njih izvesti dolocˇeno
operacijo in jih zapisati nazaj v pomnilnik [2].
Opisane omejitve razvijalci racˇunalniˇskih sistemov resˇujejo na razlicˇne
nacˇine. Ena mozˇnost so majhne izboljˇsave klasicˇnih procesorjev, kot so ce-
vovodi in prerazporejanje ukazov ali vecˇjedrni procesorji. Druga mozˇnost, ki
je tema tega diplomskega dela, je podatkovno-pretokovno racˇunanje.
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2.1 Osnovne lastnosti podatkovno-pretokov-
nih arhitektur
Za razliko od Von Neumannove arhitekture podatkovno-pretokovni racˇunal-
niki ne vsebujejo programskega sˇtevca, ki bi dolocˇal vrstni red ukazov, temvecˇ
je izvajanje odvisno od toka podatkov. Cilj taksˇnih racˇunalnikov je, da v
program za resˇevanje problema ne vnasˇamo nepotrebne strukture. Izvajanje
ukaza se mora zgoditi takoj, ko so na voljo vsi njegovi vhodni podatki, in
lahko se izvaja vecˇ ukazov hkrati. Taksˇna arhitektura dobro podpira vzpo-
redno racˇunanje.
Podatkovno-pretokoven program ni opisan s seznamom ukazov temvecˇ s
potjo, ki jo opravijo vhodni podatki skozi razlicˇne operacije. Taksˇne pro-
grame lahko predstavimo kot graf, kjer v vozliˇscˇih nastopajo operacije, po-
vezave pa povezujejo rezultat ene operacije z vhodom druge.
Skozi cˇas se je razvilo vecˇ razlicˇnih podatkovno-pretokovnih arhitektur,
vendar danes sˇe nobena ne more nadomestiti Von Neumannove arhitekture
v klasicˇnih racˇunalnikih. Pri vsaki aplikaciji, kjer je hitrost velikega po-
mena in izkazuje visoko mero vzporednosti, pa lahko izkoristimo prednosti
podatkovno-pretokovnih arhitektur tako, da kose programa izvedemo na po-
sebnih enotah za podatkovno-pretokovno racˇunanje.
Navadno so deli programa, primerni za izvajanje na podatkovno-preto-
kovni arhitekturi, majhni in morajo sodelovati s programom, ki tecˇe na cen-
tralni procesni enoti. Tu se pokazˇe prednost heterogenega sistema, kjer lahko
vecˇino aplikacije izvajamo na centralni procesni enoti, racˇunsko zahtevne dele
pa prepustimo posebnim enotam, namenjenim podatkovno-pretokovnemu
racˇunanju.
Arhitektura racˇunalniˇskega sistema seveda tudi mocˇno vpliva na nacˇin
programiranja, ki ga zahteva. Imperativno programiranje je primerno prav
za programe namenjene Von Neumannovi arhitekturi, saj vsak imperativen
program natancˇno dolocˇa zaporedje ukazov, ki se bodo izvedli na centralni
procesni enoti. Cˇe bi zˇeleli v imperativnem programskem jeziku napisati pro-
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gram za podatkovno-pretokovno arhitekturo, bi naleteli na velike tezˇave. V
podatkovno-pretokovni arhitekturi namrecˇ koncepta spremenljivk in spremi-
njanja vrednosti v pomnilniku nimata pravega pomena. Opisati je potrebno,
kako se rezultat neke operacije povezuje z drugimi in ne kam ga zˇelimo shra-
niti [3].
V tem diplomskem delu bomo zasnovali programski jezik, namenjen pro-
gramiranju podatkovno-pretokovne arhitekture, ki jo v svojih produktih upo-
rablja podjetje Maxeler Technologies. Pred tem si bomo ogledali njene
osnovne lastnosti in obstojecˇi nacˇin programiranja.
2.2 Podatkovno-pretokovne enote podjetja
Maxeler Technologies
Podjetje Maxeler Technologies ponuja resˇitve za visoko zmogljivo racˇunanje
(angl. high-performance computing), ki v veliki meri vkljucˇujejo podatkovno-
pretokovno racˇunalniˇsko tehnologijo. Razvili so vecˇ razlicˇnih enot za podat-
kovno-pretokovno racˇunanje, ki so namenjene razlicˇnim aplikacijam, vendar
si delijo skupne lastnosti in nacˇin programiranja. Opis delovanja teh enot
presega obseg tega diplomskega dela, natancˇneje si bomo ogledali le okolje
za programiranje aplikacij, ki izkoriˇscˇajo Maxelerjeve tehnologije.
2.2.1 Osnovni gradniki aplikacije za Maxelerjevo po-
datkovno-pretokovno enoto
Sistem, ki izkoriˇscˇa Maxelerjevo tehnologijo za podatkovno-pretokovno ra-
cˇunanje, je sestavljen iz klasicˇenga racˇunalniˇskega sistema, ki izvaja vecˇino
operacij po Von Neumannovem modelu in za racˇunsko zahtevne dele izkoristi
dodatne enote, ki se imenujejo podatkovno-pretokovne enote (angl. dataflow
engine, DFE).
Programiranje aplikacije za Maxelerjev DFE sestoji iz pisanja programa,
ki bo tekel na CPE, ter opisa sˇcˇepca za podatkovno-pretokovno enoto in
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Slika 2.2: Primerjava klasicˇne racˇunalniˇske arhitekture (levo) z Maxelerjevo
(desno) [4].
nacˇina prenosa podatkov znotraj nje. Sˇcˇepec (angl. kernel) predstavlja im-
plementacijo racˇunskega postopka in je opisan s podatkovno-pretokovnim
grafom.
Program, ki tecˇe na CPE, pripravi potrebne podatke in klicˇe posebno
funkcijo, ki povzrocˇi prenos podatkov na DFE. Znotraj DFE-ja podatki tecˇejo
iz spomina skozi vrsto artimeticˇnih enot in na koncu nazaj v spominsko enoto.
Iz spominske enote se podatki prenesejo na racˇunalnik, kjer program na CPE
prevzame nadzor in nadaljuje svoje delo.
2.2.2 Opis DFE sˇcˇepca
Kot smo zˇe omenili, razporeditev enot znotraj podatkovno-pretokovne enote
opiˇsemo z grafom. Na voljo imamo vecˇ razlicˇnih tipov vozliˇscˇ, ki jih lahko
pri tem uporabimo:
• racˇunska vozliˇscˇa opisujejo aritmeticˇne ali logicˇne operacije nad to-
kom podatkov – ;
• vrednostna vozliˇscˇa vsebujejo dolocˇeno vrednost, ki je lahko kon-
stantna ali pa dolocˇena s strani aplikacije, ki tecˇe na CPE – ;
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Slika 2.3: Preprosti primeri grafov za Maxelerjeve podatkovno-pretokovne
enote.
• vozliˇscˇa za odmik predstavljajo zamik toka podatkov za dolocˇeno
sˇtevilo mest – ;
• multiplekserji predstavljajo izbor med seznamov vhodnih tokov po-
datkov na osnovi kontrolnega toka – ;
• sˇtevci predstavljajo tok podatkov, ki se zacˇne z neko vrednostjo in se
ob vsakem prehodu ure spreminja – ;
• vhodno-izhodna voliˇscˇa predstavljajo tokove podatkov, ki prihajajo
v DFE ali odhajajo iz njega – / .
Vozliˇscˇa lahko med seboj povezujemo in tako sestavimo zˇeleni graf. Preprosti
primeri grafov so prikazani na sliki 2.3.
2.2.3 Programiranje aplikacij za Maxelerjevo arhitek-
turo
Za uporabo Maxelerjevih podatkovno-pretokovnih enot je potrebno napisati
program, ki bo tekel na centralni procesni enoti, in sestaviti opis grafa za
podatkovno-pretokovno enoto. Programiranje navadno poteka v spremenjeni
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razlicˇici razvojnega okolja Eclipse, ki podpira vse Maxelerjeve razsˇiritve, ime-
novani MaxIDE.
Program, ki tecˇe na CPE, je lahko napisan v razlicˇnih programskih jezikih.
Najbolje je podprt programski jezik C, ostale mozˇnosti pa so sˇe Matlab, R
in Python. Ogledali si bomo primer v C-ju.
Za izvajanje operacij na DFE-ju moramo v C programu klicati funkcije, ki
sestavljajo Maxelerjev Simple Live CPU (SLiC) API. Klic teh funkcij pov-
zrocˇi, da se podatki prenesejo na podatkovno-pretokovno enoto in se tam
izvede racˇunski postopek. Pred tem moramo seveda tudi sestaviti opis grafa
za podatkovno-pretokovno enoto — to si bomo ogledali malo kasneje. Re-
zultat prevajanja opisa grafa je konfiguracijska datoteka (koncˇnica .max),
ki pravzaprav vsebuje C izvorno kodo, v kateri so definirane funkcije SLiC
API-ja. Te funkcije poskrbijo za konfiguracijo podatkovno-pretokovne enote
in prenos podatkov nanjo. Poleg .max datoteke se nahaja sˇe C zaglavna
datoteka (koncˇnica .h), v kateri so funkcije SLiC API-ja deklarirane, tako da
jih lahko vkljucˇimo v nasˇ C program. V glavnem programu na mestu, kjer
zˇelimo uporabiti DFE, samo pripravimo vhodne podatke in prostor za izho-
dne ter s klicem prave funkcije SLiC API-ja izvajanje prenesemo na DFE, ki
nam izhodne podatke vrne na podano mesto.
2.2.4 Programiranje grafa za podatkovno-pretokovno
enoto
Kot smo omenili v prejˇsnjem razdelku, moramo za uporabo podatkovno-
pretokovne enote pripraviti datoteko z opisom grafa. Ta vsebuje konfigu-
racijo podatkovno-pretokovne enote in je rezultat prevajanja opisa grafa, ki
ga zapiˇsemo v programskem jeziku Java z uporabo Maxelerjevih knjizˇnic.
Za lazˇje programiranje uporablja okolje MaxIDE namesto standardne Jave
razsˇirjeno razlicˇico MaxJ, ki podpira vecˇpomenske (angl. overloaded) opera-
torje. Prevajalnik v Maxelerjevem razvojnem okolju se imenuje MaxCompi-
ler.
Opis grafa zapiˇsemo v izvorni kodi MaxJ tako, da iz osnovnih konstruk-
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Slika 2.4: Interakcija med programskimi komponentami (levo) in arhitektura
sistema s podatkovno-pretokovno enoto (desno) [5].
tov, ki jih ponuja Maxelerjeva knjizˇnica, sestavimo zˇeleni graf. V knjizˇnici
najdemo razlicˇne vrste objektov, ki predstavljajo vozliˇscˇa opisana v razdelku
2.2.2.
Osnovni podatkovni tip, ki ga uporabljamo pri programiranju sˇcˇepca,
je DFEVar. Vrednosti tega tipa predstavljajo tokove podatkov, operacije nad
njimi pa sestavljanje vecˇjih delov grafa. Za vsako od osnovnih vozliˇscˇ obstaja
v Maxelerjevi knjizˇnici metoda, s katero ga lahko ustvarimo. Natancˇen opis
Maxelerjeve knjizˇnice za to diplomsko delo ni zelo pomemben, saj se bomo
kasneje ukvarjali le s prevajanjem novega jezika za opis grafov v vmesno
kodo, ki bo temeljila na konstruktih iz razdelka 2.2.2.
V naslednjem razdelku si bomo ogledali primer programiranja preprostega
sˇcˇepca za podatkovno-pretokovno enoto in C programa, ki jo uporablja.
2.2.5 Primer aplikacije
Preprost primer aplikacije, ki uporablja podatkovno-pretokovno enoto, je
izracˇun tekocˇega povprecˇja zaporedja sˇtevil. Ta primer je povzet po [5].
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Slika 2.5: Graf sˇcˇepca
za izracˇun tekocˇega
povprecˇja.
Tekocˇe povprecˇje zaporedja sˇtevil definiramo kot
zaporedje povprecˇji sosednjih treh vrednosti v za-
poredju. Na primer za zaporedje 1, 2, 1, 3, 1 dobimo
rezultat 1, 4
3
, 2, 5
3
, 5
3
. Definicija je jasna za cˇlene za-
poredja, ki niso na zacˇetku ali koncu. Tako smo
dobili vrednosti 1+2+1
3
= 4
3
, 2+1+3
3
= 2 in 1+3+1
3
= 5
3
.
Za robne cˇlene zaporedja pa dolocˇimo posebni pra-
vili: pred prvim cˇlenom zaporedja nastopa vrednost
0, zadnjemu cˇlenu zaporedja pa sledi sˇtevilo enako
zadnjemu. Tako dobimo sˇe 0+1+2
3
= 1 in 3+1+1
3
= 5
3
.
Taksˇno definicijo smo izbrali, ker je na ta nacˇin im-
plementacija v MaxJ najkrajˇsa (in je zato ta primer
dovolj enostaven in kratek). Graf, ki ga zˇelimo opi-
sati, je prikazan na sliki 2.5.
Za implementacijo tega sˇcˇepca v MaxJ najprej
napiˇsemo razred MovingAverageKernel (program
2.1 na strani 13).
V konstruktorju razreda najprej definiramo spremenljivko x, ki predsta-
vlja vhodni tok podatkov. Z metodo stream.offset nato ustvarimo sˇe dve
novi spremenljivki prev in next. Vrednost teh spremenljivk je ob vsakem
prehodu ure ravno eno nazaj ali naprej od spremenljivke x. V naslednji vr-
stici izracˇunamo vsoto prejˇsnjih treh spremenljivk, jo delimo s 3 in rezultat
povezˇemo na izhod sˇcˇepca.
Vsota dveh spremenljivh tipa DFEVar v resnici predstavlja le ustvarjanje
novega objekta razreda DFEVar, ki predstavlja vozliˇscˇe za racˇunanje vsote z
vhodoma, povezanima na operanda vsote.
Poleg implementacije sˇcˇepca moramo poskrbeti tudi za upravitelja (angl.
manager), ki skrbi za prenos podatkov, vendar je ta v enostavnih primerih
vedno enak, zato ga tu ne bomo izpostavljali.
Drugi pomembni del nasˇe aplikacije je program, ki bo tekel na CPE (pro-
gram 2.2). Ta program napiˇsemo v programskem jeziku C in v njem upora-
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bimo funkcije, ki jih ponuja SLiC API za nasˇ sˇcˇepec. Kot rezultat prevajanja
sˇcˇepca (program 2.1) z MaxCompilerjem dobimo konfiguracijsko datoteko
(.max) in zaglavno datoteko (.h) z deklaracijami funkcij SLiC API-ja, ki
jih lahko uporabimo v programu za CPE. V nasˇem primeru sta to datoteki
MovingAverage.max in MovingAverage.h.
Znotraj teh datotek najdemo razlicˇne funkcije za povezovanje s podat-
kovno-pretokovno enoto. Mi bomo uporabili najpreprostejˇso. Tej kot argu-
mente podamo dolzˇino vhodnega toka, kazalec na polje vhodnih podatkov in
kazalec na prostor pripravljen za izhodne podatke.
Funkcija MovingAverage je definirana v datoteki MovingAverage.max, ki
jo je za nas pripravil prevajalnik MaxCompiler iz opisa sˇcˇepca v MovingA-
verageKernel.maxj.
Prevajanje celotnega projekta s prevajalnikom MaxCompiler poteka na
sledecˇi nacˇin:
• prevajanje MaxJ datotek z razsˇirjenim Java prevajalnikom,
• izvajanje razrednih datotek, ki ustvarijo konfiguracijsko datoteko in
pripadajocˇo zaglavno datoteko,
• prevajanje C izvorne kode, ki uporablja funkcije definirane v konfigu-
raciji.
Rezultat je izvedljiva datoteka, ki z uporabo SLiC API-ja komunucira s
podatkovno-pretokovno enoto.
Nacˇin programiranja sˇcˇepcev je torej grajenje grafa iz osnovnih objek-
tov v Maxelerjevi Java knjizˇnici, ki se ob izvajanju izpiˇse v konfiguracijsko
C datoteko. Funkcije iz konfiguracijske datoteke lahko nato uporabljamo v
svojih programih, saj so pripravljene tako, da ob klicu podane vhodne po-
datke prenesejo na podatkovno-pretokovno enoto in zacˇnejo njeno izvajanje.
Ob vrnitvi iz funkcije pa prenesejo rezultate iz podatkovno-pretokovne enote
nazaj na podano mesto.
2.2. MAXELERJEVE PODATKOVNO-PRETOKOVNE ENOTE 13
Program 2.1 MovingAverageKernel.maxj
import com.maxeler.maxcompiler.v2.kernelcompiler.Kernel;
import com.maxeler.maxcompiler.v2.kernelcompiler.KernelParameters;
import com.maxeler.maxcompiler.v2.kernelcompiler.types.base.DFEVar;
class MovingAverageKernel extends Kernel {
MovingAverageKernel(KernelParameters parameters) {
super(parameters);
DFEVar x = io.input("x", dfeFloat(8, 24));
DFEVar prev = stream.offset(x, -1);
DFEVar next = stream.offset(x, 1);
DFEVar sum = prev + x + next;
DFEVar result = sum / 3;
io.output("y", result, dfeFloat(8, 24));
}
}
Program 2.2 MovingAverage.c
#include "MovingAverage.h"
#include <MaxSLiCInterface.h>
float dataIn[5] = { 1, 2, 1, 3, 1 };
float dataOut[5];
int main()
{
MovingAverage(5, dataIn, dataOut);
for (int i = 0; i < 5; i++)
printf("dataOut[%d] = %f\n", i, dataOut[i]);
return 0;
}
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2.2.6 Mozˇne izboljˇsave
Programiranje Maxelerjevih podatkovno-pretokovnih enot od programerja
zahteva grajenje grafa v prilagojeni razlicˇici Jave in nato uporabo dobljenih
funkcij v programu, ki bo tekel na CPE.
Na drugih podatkovno-pretokovnih arhitekturah se za opisovanje podat-
kovno-pretokovnih grafov pogosto uporablja funkcijske programske jezike.
Funkcije brez stranskih ucˇinkov lahko namrecˇ zelo dobro opisujejo zgradbo
podatkovno-pretokovnega grafa [6].
V nadaljevanju si bomo ogledali osnovne lastnosti funkcijskih jezikov in
predstavili nov nacˇin programiranja za Maxelerjevo arhitekturo, ki bo teme-
ljil na funkcijskem programskem jeziku Haskell. Taksˇen nacˇin lahko progra-
merju olajˇsa delo, saj bo moral obvladati samo en nacˇin programiranja, ki bo
zadostoval za programe na centralni procesni enoti in za opis grafa sˇcˇepca.
Poleg tega bo opisani nacˇin v veliki meri zmanjˇsal potrebo programerja
po razresˇevanju podrobnosti na nivoju arhitekture in mu s tem omogocˇili
koncentracijo na resˇevanje problema.
Poglavje 3
Funkcijski programski jeziki
Funkcijsko programiranje je paradigma programiranja, v kateri se delovanje
programa opiˇse s cˇistimi funkcijami (brez stranskih ucˇinkov). Odsotnost
stranskih ucˇinkov pomeni, da v funkcijskih jezikih ne opisujemo sprememb
stanja, ki bi nas vodile do rezultata, temvecˇ je program sestavljen le iz izrazov,
ki jih ob izvajanju izracˇunamo [7].
Danes funkcijski programski jeziki postajajo cˇedalje pogosteje upora-
bljeni, saj programerjem omogocˇajo lazˇje sklepanje o delovanju programov.
Ker je vsak kos programa le funkcija brez stranskih ucˇinkov, je testiranje
posameznih enot zelo olajˇsano. Pogosto so funkcijski jeziki tudi mocˇno tipi-
zirani in na ta nacˇin omogocˇajo hitrejˇse odkrivanje napak.
Eden prvih funkcijskih programskih jezikov – LISP se je pojavil zˇe v
50-ih letih prejˇsnjega stoletja. Osnovna podatkovna struktura v LISP-u je
seznam, saj je delo s seznami v funkcijskih jezikih pogosto zelo preprosto. Za-
radi tega je tudi v modernejˇsih funkcijskih jezikih seznam ena izmed glavnih
podatkovnih struktur.
Kasneje bomo videli, da je delo s seznami kljucˇnega pomena tudi za nasˇ
programski jezik, kajti Maxelerjeve podatkovno-pretokovne enote so name-
njene ravno izvajanju operacij na toku (seznamu) velike kolicˇine podatkov.
Pred tem si bomo ogledali sˇe lambda racˇun, ki je sluzˇil kot teoreticˇna
osnova za razvoj skoraj vseh funkcijskih programskih jezikov.
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3.1 Lambda racˇun
Lambda racˇun je formalen sistem, ki ga je v tridesetih letih prejˇsnjega sto-
letja razvil matematik Alonzo Church, da bi lahko formalno opisal nacˇin
izracˇunavanja matematicˇnih funkcij. Sistem je precej uporaben kot model
racˇunanja, saj je ekvivalenten Turingovemu stroju.
Natancˇnejˇsi uvod v lambda racˇun se nahaja v [8, 9].
3.1.1 Izrazi lambda racˇuna
Lambda racˇun definira jezik sestavljen iz λ-izrazov in mnozˇico pravil za nji-
hovo preoblikovanje. Najprej definirajmo veljavne λ-izraze.
Definicija 3.1 (Lambda izrazi). Za neskoncˇno mnozˇico spremenljivk V =
{v, v′, v′′, . . .} je mnozˇica vseh veljavnih λ-izrazov Λ definirana induktivno s
pravili:
x ∈ V =⇒ x ∈ Λ (3.1)
M,N ∈ Λ =⇒ (MN) ∈ Λ (3.2)
M ∈ Λ, x ∈ V =⇒ (λx.M) ∈ Λ (3.3)
Pravilo 3.2 se imenuje aplikacija, pravilo 3.3 pa abstrakcija. Primeri ve-
ljavnih λ-izrazov so x, (λx.x), (λx.(λy.x)), (λx.z), ((λx.y)z).
Spremenljivke, ki nastopajo v λ-izrazih, so lahko proste ali vezane.
Definicija 3.2 (Proste spremenljivke). V λ-izrazu M ∈ Λ je mnozˇica prostih
spremenljih FV(M) definirana kot
FV(M) =

x ; cˇe M = x, x ∈ V
FV(N) ∪ FV(O) ; cˇe M = (NO), N,O ∈ Λ
FV(N) \ {x} ; cˇe M = (λx.N), N ∈ Λ, x ∈ V
Cˇe spremenljivka v izrazu ni prosta, je vezana.
Proste spremenljivke v λ-izrazih lahko nadomestimo z drugimi λ-izrazi.
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Definicija 3.3 (Substitucija). Rezultat zamenjave proste spremenljivke x z
izrazom N v izrazu M je nov λ-izraz, ki ga oznacˇimo z M [x := N ], in je
definiran s pravili:
x[x := N ] = N (3.4)
y[x := N ] = y ; cˇe y 6= x (3.5)
(M1M2)[x := N ] = (M1[x := N ]M2[x := N ]) (3.6)
(λy.M)[x := N ] = λy.(M [x := N ]) (3.7)
V vseh kontekstih, kjer se pojavi vecˇ λ-izrazov M1, . . . ,Mn, privzamemo,
da so njihove proste spremenljivke drugacˇne od vezanih. Brez te predpo-
stavke bi morali pri pravilu (3.7) uposˇtevati sˇe dodaten pogoj y 6= x in
y /∈ FV(N) ter v primeru, da ni izpolnjen, ustrezno preimenovati spremen-
ljivke.
Zdaj lahko zapiˇsemo aksiome lambda racˇuna in s tem zakljucˇimo njegovo
definicijo.
Definicija 3.4 (Shema aksiomov lambda racˇuna).
λx.M = λy.M [x := y] (α)
(λx.M)N = M [x := N ] (β)
λx.(Mx) = M (η)
Prvo pravilo imenujemo α-preimenovanje, saj pravi, da pomen λ-abstra-
kcije ostane enak, cˇe v njej zamenjamo spremenljivko, ki jo vezˇe. Drugo
pravilo dolocˇa pomen aplikacije in mu pravimo β-redukcija. Izraz, ki ga do-
bimo z β-redukcijo je telo λ-abstrakcije, kjer so vse pojavitve spremenlljivke,
ki jo vezˇe, zamenjane z izrazom na desni. Tretje pravilo odpravi odvecˇne
λ-abstrakcije.
Pri definicijah smo uposˇtevali predpostavko, ki zagotavlja, da se imena
spremenljivk ne prekrivajo.
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3.1.2 Redukcija
Na lambda racˇun lahko gledamo tudi kot na model izracˇunavanja funkcij.
Vsaka λ-abstrakcija predstavlja anonimno funkcijo z enim argumentom, β-
redukcija pa klic funkcije. Na podlagi tega lahko definiramo relacije nad
λ-izrazi, ki povedo, ali je nek izraz mozˇno poenostaviti v drugega.
Definicija 3.5. Relacijo →β definiramo induktivno:
(λx.M)N →β M [x := N ]
M →β N =⇒ (ZM)→β (ZN), (MZ)→β (NZ), (λy.M)→β (λy.N)
Relacija β je tranzitivna ovojnica →β.
Podobno naredimo tudi za η-konverzijo.
Definicija 3.6. Relacija →η je definirana s pravili:
λx.(Mx)→η M
M →η N =⇒ (ZM)→η (ZN), (MZ)→η (NZ), (λy.M)→η (λy.N)
Njena tranzitivna ovojnica je η.
Definicija 3.7. Za izraza M in N velja M → N , cˇe M →β N ali M →η N .
Tranzitivna ovojnica te relacije je .
Definicija 3.8. (i) β-redeks je izraz oblike (λx.M)N .
η-redeks je izraz oblike λx.(Mx).
Izraz je redeks, cˇe je β-redeks ali η-redeks.
(ii) Izraz je v normalni obliki, cˇe ne vsebuje nobenega redeksa.
(iii) Izraz M ima normalno obliko, cˇe obstaja taksˇen izraz N , da velja M 
N in je N v normalni obliki.
V kontekstu programskih jezikov so lambda racˇunu pogosto dodane sˇe
konstante (vrednosti in vgrajene funkcije), ki so podrejene svojim pravilom
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redukcije. Taksˇna pravila lahko obravnavamo kot dodatne aksiome, katerim
recˇemo δ-konverzije.
Redukcija do normalne oblike v programskih jezikih pogosto ni potrebna
ali ucˇinkovita, zato definiramo sˇe eno obliko izrazov [10].
Definicija 3.9. Izraz je v sˇibki korenski normalni obliki (angl. weak head
normal form, WHNF), cˇe je oblike
(((MN1)N2) · · ·Nn)
in je M spremenljivka, vrednost ali vgrajena funkcija, za katero velja
∀m ≤ n : (((MN1)N2) · · ·Nm) ni β ali δ-redeks
Opomba. Sˇibka korenska normalna oblika (WHNF) pomeni, da je popolnoma
reduciran samo izraz na najviˇsjem nivoju. Na primer izraz λx.((λy.y)x) je v
WHNF.
Vsak izraz v normalni obliki je tudi v sˇibki korenski normalni obliki.
Obratno ne velja.
3.1.3 Vrstni red izracˇuna izrazov
λ-izraze izracˇunamo tako, da nad njimi opravimo vse mozˇne redukcije. Na ta
nacˇin lahko pridemo do izraza v normalni obliki, ki je (cˇe obstaja) enolicˇno
dolocˇen.
Izrek 3.1 (Church-Rosser). Cˇe velja M  N1 in M  N2, potem obstaja
taksˇen izraz N3, da N1  N3 in N2  N3.
Vendar izrazi lahko vsebujejo tudi vecˇ redeksov. Vrstni red njihovega
izracˇunavanja je pomemben, saj ne vodi vsaka stragtegija do normalne oblike.
Za primer si oglejmo izraz (λx.(xx))(λx.(xx)). Opravimo lahko le β-
redukcijo in dobimo (λx.(xx))(λx.(xx)) →β (λx.(xx))(λx.(xx)) →β · · · . Ta
izraz torej nima normalne oblike. Oznacˇimo ga z M .
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Uporabimo M v izrazu (λx.y)M . Na voljo imamo vecˇ poti redukcije.
Lahko najprej poskusimo reducirati M , vendar smo ravno prej videli, da
tako ne pridemo nikamor. Cˇe pa izvedemo β-redukcijo
(λx.y)M →β (λx.y)[x := M ] = y
, dobimo izraz v normalni obliki.
Izrek 3.2. Cˇe izraz M ima normalno obliko, potem zaporedna redukcija naj-
bolj levega redeksa v izrazu pripelje do izraza v normalni obliki.
Opomba. Za strategijo, ki vsak izraz z normalno obliko pripelje do normalne
oblike, pravimo, da izraze normalizira. V zgornjem izreku nastopa primer
taksˇne strategije.
V implementacijah lambda racˇuna najdemo vecˇ razlicˇnih strategij reduk-
cije.
1. Normalna redukcija - najprej reduciramo redeks, ki se nahaja najbolj
zunaj najbolj levo v izrazu. ((λx.y)((λx.x)z)→ y)
2. Call-by-name redukcija - podobno kot normalna, vendar ne reduci-
ramo redeksov, ki se nahajajo znotraj λ-abstrakcij.
3. Call-by-need redukcija - kot call-by-name, vendar v implementa-
ciji argument pri β-redukciji ovrednotimo samo enkrat in ga v telesu
abstrakcije (za razliko od call-by-name) ne podvajamo.
4. Aplikativna redukcija - najprej reduciramo redeks, ki se nahaja naj-
bolj znotraj najbolj levo v izrazu. ((λx.y)((λx.x)z)→ (λx.y)z)
5. Call-by-value redukcija - najprej ovrednotimo najbolj zunanji re-
deks, vendar pred β-redukcijo najprej popolnoma poenostavimo argu-
ment.
Izmed zgornjih normalizira le normalna redukcija. Call-by-name in call-by-
need pripeljeta do WHNF. Aplikativna in call-by-value redukcija ne redu-
cirata vseh izrazov do WHNF ali normalne oblike, kajti lahko generirata
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neskoncˇen niz redukcij (v kontekstu racˇunalniˇstva to pomeni, da se program
nikoli ne koncˇa).
Glede na nacˇin izracˇunavanja funkcij locˇimo programske jezike na striktne
in ne-striktne. V striktnih jeziki je mozˇno definirati le funkcije, katerih argu-
menti bodo izracˇunani pred izracˇunom funkcije (call-by-value). Ne-striktni
dovoljujejo tudi definicijo funkcij, katerih argumenti niso izracˇunani pred
vstopom v funkcijo (call-by-need).
3.2 Haskell
Programski jezik Haskell [11] je eden najpopularnejˇsih funkcijskih jezikov.
Osnovan je na tipizirani razlicˇici lambda racˇuna z vecˇ dodatki. Odlikujejo ga
zelo lepe teoreticˇne lastnosti, kot sta cˇistost funkcij in ne-striktna semantika.
Cˇistost funkcij pomeni, da nobena funkcija nima stranskih ucˇinkov in njen
rezultat ni odvisen od globalnega stanja programa.
Sintaksa Haskella je precej podobna sintaksi lambda racˇuna. Vkljucˇuje
vecˇ konstruktov, s katerimi olajˇsa programiranje in povecˇa berljivost progra-
mov.
Sintaksa funkcij v Haskellu izgleda tako:
f :: Int -> Int -- deklaracija tipa
f x = x + 1 -- definicija funkcije
f 3 -- klic funkcije
(\x -> x + 1) -- lambda abstrakcija
V prvi vrstici dolocˇimo tip funkcije, v drugi pa njeno telo. Deklaracija tipa
ni obvezna, saj lahko Haskell prevajalnik o tipih sklepa sam. Sintaksa klica
funkcije je taksˇna kot sintaksa aplikacije v lambda racˇunu. Kot v lambda
racˇunu lahko funkcijo zapiˇsemo tudi z λ-abstrakcijo.
Funkcije z vecˇ argumenti zapiˇsemo v curryirani (angl. curried) obliki.
g :: Int -> Int -> Int
g x y = xˆ2 + y
g x = \y -> xˆ2 + y -- ekvivalentna definicija
g = (\x y -> xˆ2 + y) -- ekvivalentna definicija
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g 3 5 -- klic
(g 3) 5 -- ekvivalenten klic
Nekaj dodatnih sintaksnih konstruktov:
• Let: let v = B in E predstavlja povezavo imena z vrednostjo. Pov-
sod znotraj izraza E, kjer se pojavi spremenljivka v, bo uporabljena ista
vrednost, ki se izracˇuna ob prvi uporabi (call-by-need). Znotraj enega
izraza ‘let’ lahko definiramo tudi vecˇ spremenljivk.
• Where: E where v = B ima podoben pomen kot let, vendar ni izraz,
temvecˇ je vezan na oklepajocˇi sintaksni konstrukt (npr. deklaracijo
funkcije).
• If : if E then A else B je izraz, katerega vrednost je A, cˇe E == True,
in B, cˇe E == False.
• Case: Haskell podpira primerjanje vzorcev. Vzorec je lahko spremen-
ljivka, konstanta ali izraz sestavljen iz konstruktorjev in spremenljivk.
Izraz ‘case’ je
case E of
P1 -> E1
P2 -> E2
...
, kjer so P1,P2, ... vzorci, E, E1, E2, ... pa izrazi.
Cˇe se vrednost izraza E ujema z vzorcem Pi (in nobenim pred njim),
potem je vrednost izraza ‘case’ Ei.
Haskell uporablja call-by-need strategijo izracˇunavanja izrazov. Imple-
mentaciji taksˇne strategije se pogosto recˇe leno ovrednotenje (angl. lazy eva-
luation). Zato lahko v Haskellu implementiramo tudi neskoncˇne sezname:
ones = 1 : ones
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3.3 Opis sˇcˇepca v funkcijskem jeziku
V prejˇsnjem poglavju smo si ogledali osnovne tipe vozliˇscˇ, ki lahko nastopajo
v grafih Maxelerjevih sˇcˇepcev. Omenili smo tudi, da bi bili funkcijski jeziki
lahko zelo primerni za opise taksˇnih grafov. Tu bomo predstavili idejo, kako
s cˇistimi funkcijami opisati vse tipe vozliˇscˇ. V naslednjem poglavju na pod-
lagi te ideje definiramo nov programski jezik MaxHs, ki sluzˇi programiranju
sˇcˇepcev za Maxelerjeve podatkovno-pretokovne enote.
Tok podatkov
Temeljni koncept pri programiranju podatkovno-pretokovnih enot je tok po-
datkov. V jeziku MaxJ ga predstavljajo objekti razreda DFEVar.
Za opis tokov podatkov v funkcijskem jeziku uporabimo sezname, kate-
rih elemente omejimo na vrednosti atomarnih tipov (tipov, s katerimi lahko
operira DFE).
Omejitev na atomarne tipe je potrebna, ker lahko Maxelerjeva arhitektura
izvaja operacije le nad vrednostmi atomarnih tipov. Za predstavitev toka
podatkov zato uporabimo poseben tip, ki se obnasˇa kot seznam, vendar so
njegovi elementi zagotovo atomarne vrednosti.
Kompozicija funkcij
V funkcijskem programiranju je kompozicija eden glavnih konstruktov. V
podatkovno-pretokovnem grafu se kompozicija funkcij, ki delujeta nad to-
kovi podatkov, prevede v povezavo med dvema vozliˇscˇema. Izhod koncˇnega
vozliˇscˇa prve funkcije je ravno vhod v zacˇetno vozliˇscˇe druge.
Racˇunska vozliˇscˇa
Racˇunske operacije, ki jih podpirajo Maxelerjeve podatkovno-pretokovne
enote, lahko v nasˇem funkcijskem jeziku predstavimo z nekaj vgrajenimi
operatorji, katerih argumenti so vrednosti atomarnih tipov.
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Racˇunska vozliˇscˇa nad dvema vhodnima tokoma izvedejo dolocˇeno racˇun-
sko operacijo, katere rezultat je njihov izhod. Operacije nad tokovi, ki jih
podpira Maxelerjeva arhitektura, lahko v funkcijskem jeziku predstavimo s
funkcijama za procesiranje tokov:
map op stream
zipWith op stream1 stream2
Njun pomen ja taksˇen, kot za podobni funkciji v Haskellu. Funkcija map apli-
cira podano funcijo na vsaki komponenti vhodnega toka. Funkcija zipWith
pa operacijo izvede na vsakem paru komponent dveh vhodnih tokov.
Cˇe kot operacijo funkciji zipWith podamo enega izmed osnovnih operator-
jev, to odrazˇa natanko del podatkovno-pretokovnega grafa, kjer dva tokova
tecˇeta v racˇunsko vozliˇscˇe.
Vrednostna vozliˇscˇa
Vrednostna vozliˇscˇa predstavljajo ravno konstante uporabljene v funkcijskem
opisu grafa.
Vozliˇscˇa za odmik
Zamik toka podatkov lahko predstavimo kot funkcijo offset off stream.
Rezultat te funkcije je nov tok, kjer so vrednosti zamaknjene za podano
sˇtevilo mest. V Maxelerjevi arhitekturi to predstavlja zakasnitev toka po-
datkov v cˇasu.
Multiplekserji
Tudi multiplekser je lahko predstavljen kot funkcija nad tokovi podatkov.
Njeni argumenti so kontrolni tok ter vecˇ vhodnih tokov, rezultat pa nov tok,
v katerem so vhodni tokovi zdruzˇeni na podlagi kontrolnega.
Sˇtevci
Sˇtevci predstavljajo narasˇcˇajocˇe zaporedje celih sˇtevil.
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counter max step
Vsak sˇtevec se zacˇne z vrednostjo 0 in narasˇcˇa do vrednosti prvega argu-
menta, po tem se vrne na 0. Korak narasˇcˇanja je dolocˇen z drugim argumen-
tom.
Zanke v grafih sˇcˇepcev
Nekateri programi, ki jih zˇelimo izvajati na podatkovno-pretokovnih enotah,
zahtevajo uporabo zank. Zanka se v podatkovno-pretokovnem grafu pojavi,
kadar za izracˇun elementov nekega toka podatkov potrebujemo prejˇsnje ele-
mente istega toka.
V ne-striktnem funkcijskem programskem jeziku lahko taksˇno zanko pred-
stavimo z rekurzivno definicijo vrednosti, na primer
ys = zipWith (+) xs (offset (-1) ys)
V zgornji definiciji se spremenljivka ys pojavi v telesu svoje definicije. To
odrazˇa tok podatkov, ki v podatkovno-pretokovnem grafu tecˇe v prejˇsnjo
fazo lastnega izracˇuna.
+
x
y
-1
Slika 3.1: Podatkovno-pretokovni graf z zanko.
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Poglavje 4
Programski jezik MaxHs
V tem poglavju definiramo nov programski jezik, ki je namenjen progra-
miranju Maxelerjevih podatkovno-pretokovnih enot. Sintaksa in semantika
sta podobni sintaksi in semantiki Haskella, vendar podpira zelo majhen del
njegovih zmogljivosti. Temelji na idejah opisanih v razdelku 3.3.
Rezultat prevajanja programa v MaxHs je Haskellov modul, ki ga lahko
uporabimo za klicanje Maxelerjevih podatkovno-pretokovnih enot iz Ha-
skella.
Poleg Haskellovega modula je rezultat sˇe konfiguracijska datoteka (.max),
s pomocˇjo katere lahko glavni program napiˇsemo v drugih jezikih.
4.1 Struktura programa
Sˇcˇepec za Maxelerjevo podatkovno-pretokovno enoto predstavlja neko ope-
racijo nad tokovi podatkov. Vhodnih in izhodnih tokov je lahko vecˇ. V
funkcijskem jeziku je sˇcˇepec za podatkovno-pretokovno enoto funkcija, ka-
tere argumenti so tokovi podatkov, rezultat pa terka (angl. tuple) tokov:
kernel :: Stream a -> Stream b -> ...
-> (Stream c , Stream d , ...)
V jeziku MaxHs je vsak sˇcˇepec opisan v svoji datoteki. Program se zacˇne
z opisom modula, iz katerega izvozimo funkcijo, ki predstavlja sˇcˇepec:
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module Kernel(kernel) where { ... }
V tem primeru je ime modula Kernel, ime funkcije pa kernel.
V telesu modula se mora pojaviti definicija funkcije, ki je izvozˇena, in
njen tip mora biti primeren za Maxelerjevo podatkovno-pretokovno enoto,
tj. Stream a -> Stream b -> ... -> (Stream c, Stream d, ...).
4.2 Sintaksa in semantika
Sintaksa jezika MaxHs je skladna s Haskellovo, vendar ne vkljucˇuje njegovih
zapletenejˇsih konstruktov, ki za programiranje podatkovno-pretokovnih enot
niso tako pomembni.
Spodaj bomo opisali sintakso jezika MaxHs. Vmesni simboli so zapisani
kurzivno, koncˇni pa v pisavi pisalnega stroja. Celotna sintaksa je opisana
v dodatku A.
Vsak program je zapisan v svojem modulu.
module → module modid exports where body
Sintaksa sicer dovoljuje vecˇ izvozˇenih funkcij, vendar jezik dovoljuje natanko
eno – funkcijo sˇcˇepca.
exports → 
| ( vars )
Telo modula je sestavljeno iz deklaracij.
body → { decls }
decls → decl
| decl ;decls
4.2.1 Deklaracije
Deklaracije lahko opisujejo tip spremenljivk, funkcijo ali spremenljivko.
4.2. SINTAKSA IN SEMANTIKA 29
decl → gendecl
| funlhs rhs
| var rhs
gendecl → vars :: type
funlhs → var args
rhs → = exp
| = exp where { decls }
Za vsako deklaracijo spremenljivke ali funkcije mora obstajati pripadajocˇa
deklaracija tipa.
Simbol rhs predstavlja desno stran deklaracije, v kateri nastopa izraz, ki
dolocˇa vrednost spremenljivke ali funkcije. S konstruktom ‘where’ v program
vpeljemo lokalne definicije, ki so veljavne le znotraj sintaksnega konstrukta,
ki ga predstavlja simbol rhs. Trenutno je ‘where’ prakticˇno enakovreden
izrazu ‘let’, definiranem na sledecˇih straneh.
Jezik MaxHs dovoljuje definicijo ne-striktnih funkcij. Vrstni red deklaracij
ni pomemben in definicije so lahko vzajemno rekurzivne.
Definicije simbolov vars, type in args so zapisane v dodatku A, kar velja
tudi za vse izpusˇcˇene definicije od tod dalje.
4.2.2 Izrazi
Izrazi so lahko sestavljeni iz vgrajenih operatorjev, katerih mocˇ vezave je
dolocˇena v gramatiki. Najˇsibkeje vezˇe operator za bitni ali (|), sledi mu
bitni ekskluzivni ali (ˆ) in tako dalje. Pri vsakem izrazu lahko zapiˇsemo tudi
njegov tip.
exp → bit or exp :: type
| bit or exp
bit or exp → bit or exp | bit xor exp
| bit xor exp
...
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Vgrajeni operatorji v jeziku MaxHs so |, ˆ, &, ===, !==, <, >, <=, >=, <<,
>>, +, -, *, / in unarni -. Nasˇteti so po narasˇcˇajocˇi mocˇi vezave, kjer so si
med seboj enakovredni primerjalni operatorji ter pari operatorjev (<<, >>),
(+, -) in (*, /).
Mocˇneje kot vsi operatorji vezˇejo izraz ‘let’, izraz ‘if’ in klic funkcije.
...
pre exp → - epx10
| exp10
exp10 → let { decls } in exp
| if exp then exp else exp
| fexp
Izraz ‘let’ predstavlja izraz, znotraj katerega lahko definiramo lokalne
spremenljivke in funkcije. Uporabimo ga lahko povsod, kjer bi uporabili
konstrukt ‘where’, in tudi kjerkoli znotraj izrazov.
Izraz ‘if’ v jeziku MaxHs ni prevecˇ uporaben, saj bomo kasneje zaradi
boljˇsega prevoda na Maxelerjevo arhitekturo njegov tip omejili na izkljucˇno
atomarne tipe.
Simbol fexp lahko predstavlja neko spremenljivko, vrednost ali klic funk-
cije, kjer so njeni argumenti locˇeni s presledki.
fexp → aexp
| fexp aexp
aexp → var
| literal
| ( exps )
| [ exps ]
var → varid
Leksikalna pravila so sledecˇa: vsa imena so sestavljena iz znakov a–z,
A–Z, 0–9 ali . Imena spremenljivk (varid) se zacˇnejo z malo zacˇetnico ali
, imena tipov in ime modula pa z veliko.
Literali so lahko cela sˇtevila zapisana v desetiˇskem sistemu, decimalna
realna sˇtevila ter konstanti True in False.
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4.3 Sistem tipov
Ena najpomembnejˇsih lastnosti Haskella je njegov sistem tipov. Pri progra-
miranju nam pomaga odkriti velik delezˇ napak, ki bi jih sicer nasˇli sˇele pri
testiranju.
Sistem tipov jezika MaxHs je veliko preprostejˇsi od Haskellovega in vecˇi-
noma odrazˇa tipe, s katerimi lahko racˇunajo Maxelerjeve podatkovno-preto-
kovne enote.
4.3.1 Atomarni tipi
V jeziku MaxHs smo za atomarne tipe izbrali 32-bitna cela sˇtevila, sˇtevila s
plavajocˇo vejico v dvojni natancˇnosti in logicˇni tip. V Maxelerjevi arhitekturi
sicer lahko definiramo tudi druge velikosti sˇtevil s fiksno ali plavajocˇo vejico,
vendar smo se zaradi enostavnosti omejili na ta dva tipa. Kasneje bo brez
vecˇjih tezˇav mozˇno vpeljati tudi druge.
32-bitna sˇtevila predstavimo z vrednostmi tipa Int, sˇtevila s plavajocˇo
vejico z Double. Logicˇni tip se imenuje Bool.
4.3.2 Tip toka podatkov
Tok podatkov predstavimo z vrednostjo tipa Stream a, kjer je a eden izmed
atomarnih tipov.
Mozˇni tokovi so torej Stream Int, Stream Double in Stream Bool. Za-
radi omejitev Maxelerjeve arhitekture lahko vrednosti tipa Stream Bool upo-
rabljamo le znotraj implementacije sˇcˇepca, argumenti in rezultati pa morajo
biti tipa Stream Int ali Stream Double.
4.3.3 Tipi funkcij
Funkcije imajo tip a -> b, kjer sta a in b lahko poljubna tipa (ne nujno
atomarna). V MaxHs-ju lahko definiramo tudi funkcije viˇsjega reda.
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Ena izmed trenutnih omejitev jezika MaxHs je odsotnost polimorfnih
funkcij. Znotraj jezika ni mogocˇe definirati polimorfnih funkcij, vseeno pa
so polimorfne nekatere vgrajene funkcije, ki jih bomo opisali v naslednjem
razdelku.
V kasnejˇsih razsˇiritvah jezika bo mozˇno brez vecˇjih sprememb dodati tudi
podporo polimorfnim funkcijam.
4.3.4 Terke in seznami
V Haskellu so terke in seznami uporabljeni zelo pogosto. V MaxHs-ju vlogo
seznamov vecˇinoma nadomestijo tokovi podatkov (Stream), pravi seznami
pa so potrebni za uporabo nekaterih vgrajenih funkcij. Te so tudi edine, ki
lahko s seznami operirajo. Obicˇajne funkcije za delo s seznami iz Haskella v
MaxHs-ju ne obstajajo.
Terke so uporabljene le za rezultat izvozˇene funkcije – funkcije sˇcˇepca.
Ker MaxHs ne podpira primerjanja vzorcev in ne vsebuje funkcij za delo s
terkami, jih znotraj programa ni mogocˇe uporabljati.
4.4 Vgrajene funkcije
Za opis sˇcˇepcev potrebujemo v jeziku MaxHs sˇe nekaj vgrajenih funkcij, ki
predstavljajo funkcionalnosti, ki jih ponuja Maxelerjeva arhitektura. Taksˇne
funkcije smo predstavili zˇe v razdelku 3.3. Tu bomo podali njihovo na-
tancˇnejˇso definicijo in sˇe nekaj dodatnih funkcij.
Naslednje definicije med drugim vsebujejo tudi tipe vgrajenih funkcij.
Nekatere izmed njih so polimorfne, pri taksˇnih v definicji njihovega tipa upo-
rabimo spremenljivke a, b, . . . , ki vedno predstavljajo enega izmed atomarnih
tipov.
Ker jezik MaxHs ne podpira uporabniˇsko definiranih polimorfnih funkcij,
taksˇne definicije znotraj programov niso veljavne.
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4.4.1 Map in zipWith
Funkciji map in zipWith predstavljata izvajanje dolocˇene operacije nad vho-
dnimi tokovi podatkov.
map :: (a -> b) -> Stream a -> Stream b
Prvi argument map je funkcija, ki predstavlja operacijo nad vrednostjo ato-
marnega tipa. Klic map povzrocˇi, da se operacija izvede nad vsemi elementi
podanega toka.
zipWith :: (a -> b -> c) -> Stream a -> Stream b -> Stream c
Podobno kot pri map je prvi argument operacija, s katero v tem primeru
zdruzˇimo dva toka podatkov.
4.4.2 Offset
offset :: Int -> Stream a -> Stream a
Rezultat te funkcije je tok podatkov, zamaknjen za sˇtevilo mest, podano v
prvem argumentu. Cˇe je vrednost prvega argumenta negativna se tok zama-
kne v desno, sicer levo. Vrednosti, ki se ob zamiku dodajo, so nedefinirane.
Omejitev je, da mora biti vrednost zamika znana zˇe ob cˇasu prevajanja, ker
vozliˇscˇe za odmik v Maxelerjevi arhitekturi predstavlja staticˇen odmik.
4.4.3 Mux
mux :: Stream Int -> [Stream a] -> Stream a
Funkcija mux predstavlja multiplekser. Prvi argument je kontrolni tok sˇtevil,
drugi pa seznam vhodnih tokov. Sˇtevila v kontrolnem toku dolocˇajo, element
katerega izmed vhodnih tokov se preslika na izhod.
Na ta nacˇin s funkcijo mux zdruzˇimo vhodne tokove na podlagi kontrolnega
toka.
4.4.4 IntToDouble in doubleToInt
intToDouble :: Int -> Double
doubleToInt :: Double -> Int
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Ti dve funkciji sluzˇita pretvarjanju tipov. Cˇe zˇelimo pretvoriti tok podatkov,
lahko seveda uporabimo map intToDouble ali map doubleToInt.
4.4.5 Counter in counterChain
Sˇtevec je neskoncˇen tok celih sˇtevil, ki se zacˇnejo pri 0 in narasˇcˇajo po
dolocˇenem koraku do najvecˇje vrednosti, pri kateri se vrnejo na 0.
counter :: Int -> Int -> Stream Int
Prvi argument je najviˇsja vrednost, drugi pa korak narasˇcˇanja.
Sˇtevce lahko v Maxelerjevi arhitekturi zdruzˇujemo v verige. To pomeni,
da sˇtevec, ki nastopa pred drugim sˇtevcem v verigi, narasˇcˇa pocˇasneje. Nje-
gova vrednost se spremeni sˇele, ko sˇtevec za njim opravi cel krog.
counterChain :: [(Int, Int)] -> [Stream Int]
Ta funkcija predstavlja ustvarjanje verige sˇtevcev. Argument je seznam
najviˇsjih vrednosti in korakov za vsak sˇtevec. Rezultat je seznam sˇtevcev, v
katerem prvi narasˇcˇa najpocˇasneje, zadnji najhitreje.
Za dostop do sˇtevcev iz verige imamo na voljo funkcijo , ki iz seznama
vrne zˇeleni tok: at :: Int -> [Stream a] -> Stream a.
Verigo sˇtevcev lahko uporabimo na sledecˇi nacˇin:
let
{ cc = counterChain [(4,2), (3,1)]
; c1 = at 0 cc
; c2 = at 1 cc
}
in
zipWith add c1 c2
Vrednost tega izraza je tok sˇtevil
0, 1, 2, 2, 3, 4, 0, 1, 2, 2, 3, 4, ...
, saj sta vrednosti c1 in c2
c1 = 0, 0, 0, 2, 2, 2, 0, 0, 0, 2, 2, 2, ...
c2 = 0, 1, 2, 0, 1, 2, 0, 1, 2, 0, 1, 2, ...
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4.5 Povezava s Haskellom
Sˇcˇepec opisan v programskem jeziku MaxHs se prevede v Haskellov modul, iz
katerega je izvozˇena funkcija za uporabo Maxelerjeve podatkovno-pretokovne
enote.
V MaxHs-ju ima izvozˇena funkcija tip
Stream a -> Stream b -> ... -> (Stream c, Stream d, ...)
, kjer a, b, c in d predstavljajo Int ali Double.
V Haskellu predstavimo tip Stream z Data.Vector.Storable.Vector, saj
nam to omogocˇa hiter prenos podatkov na podatkovno-pretokovno enoto.
Tip Int v Haskellu ustreza tipu Int32, Double pa ima enak pomen. Modul
Data.Vector.Storable bomo od zdaj naprej oznacˇevali s SV.
Zgornji tip je v Haskellu torej
SV.Vector a -> SV.Vector b -> ...
-> (SV.Vector c , SV.Vector d , ...)
, kjer so a, b, c in d lahko Int32 ali Double.
Tip Data.Vector.Storable.Vector v Haskellu omogocˇa preprost prenos
polj v C funkcije. Za delo z vrednostmi tega tipa imamo na voljo funkcije za
pretvorbo v C kazalce in iz njih. Te operacije so hitre in nam zato omogocˇajo
ucˇinkovit prenos polja vrednosti v C funkcijo, kar je v nasˇem primeru po-
membno. Za komunikacijo s podatkovno-pretokovno enoto imamo namrecˇ
na voljo le C funkcije.
4.6 Omejitve jezika MaxHs
Definicija jezika MaxHs mocˇno temelji na konstruktih, ki nam jih ponuja
Maxelerjeva arhitektura. Ker ima vsak od teh konstruktov svoje omejitve,
jih moramo uposˇtevati tudi v definiciji nasˇega jezika.
V Maxelerjevi arhitekturi vecˇino operacij izvajamo nad tokovi atomarnih
vrednosti. Zato smo definirali tip Stream a drugacˇe kot tip seznama. Seznam
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lahko vsebuje elemente poljubnega tipa, Stream pa le elemente atomarnih
tipov.
Sami seznami v jeziku MaxHs nimajo pomembne vloge, saj pri progra-
miranju sˇcˇepca vedno opisujemo operacije nad tokovi podatkov (Stream).
Vseeno smo vkljucˇili tudi tip seznam, ker nam je pomagal pri definicije ne-
katerih vgrajenih funkcij. V Maxelerjevi arhitekturi splosˇnega seznama ne
moremo ucˇinkovito predstaviti, zato je podpora operacijam nad seznami zelo
omejena. Nad njimi delujejo le vgrajene funkcije mux, counterChain in at.
Podobno kot seznamov tudi terk ne moremo ucˇinkovito predstaviti v
podatkovno-pretokovnem grafu. V definiciji jezika jih vseeno potrebujemo
pri tipu glavne funkcije sˇcˇepca in pri funkciji counterChain. V koncˇnem
podatkovno-pretokovnem grafu ne seznami ne terke niso eksplicitno predsta-
vljivi, zato jih funkcije, ki nad njimi delujejo, zˇe v cˇasu prevajanja razstavijo
na posamezne komponente.
Programski jezik MaxHs smo nekoliko omejili tudi z izbiro osnovnih vo-
zliˇscˇ. Maxelerjeva arhitektura jih namrecˇ ponuja vecˇ. Primer vozliˇscˇa, ki
ni vkljucˇeno v nasˇ izbor, je vozliˇscˇe za dinamicˇen odmik, pri katerem je za-
mik dolocˇen s tokom sˇtevil in ne konstanto. Konstanta pri vgrajeni funkciji
offset mora biti zaradi nasˇe izbire znana zˇe v cˇasu prevajanja, saj offset
predstavlja vozliˇscˇe s staticˇnim odmikom.
Nacˇin prevajanja, ki je predstavljen v tem diplomskem delu, je neodvisen
od izbire osnovnih vozliˇscˇ. Tako bo v prihodnosti mozˇno dodati tudi preostale
tipe vozliˇscˇ.
Poglavje 5
Programiranje z MaxHs
V 2. poglavju smo si ogledali primer programiranja aplikacije za Maxeler-
jeve podatkovno-pretokovne enote z uporabo obstojecˇih orodji. Zdaj bomo
predstavili implementacijo istega primera v jeziku MaxHs.
Program, tako kot prej, sestoji iz dveh delov. Prvi del je opis grafa sˇcˇepca
za podatkovno-pretokovno enoto, ki bo zdaj zapisan v MaxHs. Drugi del pa
je program za CPE, katerega bomo napisali v Haskellu.
5.1 Programiranje grafa sˇcˇepca
Implementirati zˇelimo sˇcˇepec, ki izracˇuna tekocˇe povprecˇje treh cˇlenov v
zaporedju. Glavna funkcija sˇcˇepca je
movingAverage :: Stream Double -> Stream Double
movingAverage xs = ...
Problema se lotimo tako, da najprej izracˇunamo zaporedje vsot vsake
trojice cˇlenov in na koncu elemente tega zaporedja delimo s 3. Za izracˇun
zaporedja vsot moramo po komponentah sesˇteti vhodni tok s seboj, zama-
knjenim za eno mesto v desno, ter nato sˇe s seboj, zamaknjenim v levo. Za
zamik toka uporabimo funkcijo offset, za sesˇtevanje po komponentah pa
zipWith z operacijo sesˇtevanja add.
Prva vsota se torej glasi:
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s1 :: Stream Double
s1 = zipWith add xs (offset (-1) xs) xs
in druga:
s2 :: Stream Double
s2 = zipWith add s1 (offset 1 xs)
Spremenljivka s2 predstavlja zaporedje vsot, katerega elemente moramo
deliti s 3:
map div3 s2
Funkcija div3 predstavlja deljenje s 3.
Celotna izvorna koda je zapisana spodaj v programu 5.1.
Program 5.1 MovingAverage.maxhs
module MovingAverage(movingAverage) where
{ movingAverage :: Stream Double -> Stream Double
; movingAverage xs =
let
{ s1 :: Stream Double
; s1 = zipWith add (offset (-1) xs) xs
; s2 :: Stream Double
; s2 = zipWith add s1 (offset 1 xs)
}
in
map div3 s2
; add :: Double -> Double -> Double
; add x y = x + y
; div3 :: Double -> Double
; div3 x = x / 3.0
}
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5.2 Programiranje glavne CPE aplikacije v
Haskellu
Rezultat prevajanja programa 5.1 je Haskellov modul, iz katerega je izvozˇena
funkcija
movingAverage :: Data.Vector.Storable.Vector Double
-> Data.Vector.Storable.Vector Double
Ta funkcija uporabi Haskellov sistem za klicanje tujih funkcij (angl. Foreign
Function Interface, FFI), s katerim poklicˇe C funkcjo, ki jo pripravi zadnji
del prevajalnika za MaxHS (ta ni del diplomskega dela).
V glavnem programu (5.2) jo lahko uporabimo kot katerokoli drugo funk-
cijo, cˇeprav v resnici povzrocˇi prenos izvajanja na DFE.
Program 5.2 MovingAverageMain.hs
module MovingAverageMain where
import MovingAverage
import qualified Data.Vector.Storable as SV
main =
let
xs = SV.fromList [1.0,2.0,1.0,3.0,1.0]
out = movingAverage xs
in
print out
5.3 Izracˇun tekocˇe vsote
Prednost uporabe jezika MaxHs za programiranje DFE-jev se v prejˇsnjem
primeru pokazˇe v tem, da lahko programer CPE aplikacijo in opis sˇcˇepca za
DFE sprogramira v podobnih jezikih. Z uporabo funkcijskega jezika za opis
sˇcˇepcev pa ne pridobimo samo tega. MaxHs nam ponuja tudi konstrukte,
ki jih je v Javi (ali MaxJ) tezˇko realizirati. V sledecˇem primeru si bomo
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ogledali izracˇun tekocˇe vsote zaporedja, ki jo definiramo kot zaporedje delnih
vsot vhodnega zaporedja.
Najprej bomo predstavili nacˇin programiranja, ki bi ga lahko uporabili
tudi v programskem jeziku MaxJ, kasneje pa sˇe drugacˇno resˇitev, ki je bolj
prilagojena funkcijskemu programskemu jeziku in bi jo v MaxJ veliko tezˇje
realizirali.
5.3.1 Osnoven pristop
Glavna funkcija nasˇega sˇcˇepca je
rollingSum :: Stream Double -> Stream Double
Tekocˇo vsoto zaporedja lahko izracˇunamo tako, da vsakemu cˇlenu zapo-
redja priˇstejemo delno vsoto cˇlenov, ki se pojavijo pred njim. V MaxHs lahko
to zapiˇsemo tako:
rollingSum :: Stream Double -> Stream Double
rollingSum xs = ys
where
{ ys :: Stream Double
; ys = zipWith add xs (offset (-1) ys)
}
V definiciji spremenljivke ys se nanjo tudi sklicujemo, to lahko naredimo, ker
ima MaxHs ne-striktno semantiko. Tok ys je tok podatkov, ki ga dobimo
s sesˇtevanjem komponent tokov xs in offset (-1) ys, to pomeni, da vsaki
komponenti vhodnega toka priˇstejemo prejˇsnjo delno vsoto v zaporedju.
Na podoben nacˇin bi lahko ta sˇcˇepec opisali tudi v MaxJ, cˇeprav bi imeli
z opisom zanke veliko vecˇ dela. V MaxHs pa lahko to resˇitev z uporabo
funkcij viˇsjega reda sˇe posplosˇimo.
5.3.2 Boljˇsi pristop
V funkcijski programskih jezikih so zelo pogosto uporabljene funkcije viˇsjega
reda. To so funkcije, v katerih kot argument ali rezultat prav tako nastopa
funkcija.
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V definiciji jezika MaxHs smo zˇe srecˇali dve funkciji viˇsjega reda: map
in zipWith. Vendar MaxHs dovoljuje tudi uporabniˇsko definirane funkcije
viˇsjega reda. To lahko izkoristimo in posplosˇimo primer tekocˇe vsote.
Zgoraj smo tekocˇo vsoto izracˇunali z definicijo rekurzivne vrednosti
ys = zipWith add xs (offset (-1) ys)
, kjer smo kot argument zipWith podali operacijo sesˇtevanja (add). Namesto
tega lahko definiramo novo funkcijo, ki ji lahko podamo poljubno operacijo in
nam vrne zaporedje delnih rezultatov, dobljenih z uporabo podane operacije
na elementih vhoda. Taksˇno funkcijo poimenujemo scan in seveda je viˇsjega
reda, saj je njen argument neka operacija.
scan :: (Double -> Double -> Double) -> Stream Double
-> Stream Double
scan op xs = ys
where
{ ys = zipWith op xs (offset (-1) ys)
}
Zdaj lahko to funkcijo uporabimo za razlicˇne namene. V primeru izracˇuna
tekocˇe vsote izgleda tako:
rollingSum :: Stream Double -> Stream Double
rollingSum xs = scan add xs
To definicijo lahko sˇe polepsˇamo, saj lahko izkoristimo MaxHs-jevo pod-
poro delno apliciranim funkcijam. Pomen izraza scan add xs je zaradi
leve asociativnosti aplikacije pravzaprav (scan add) xs. Tu opazimo, da
bi lahko definicijo rollingSum zapisali brez argumenta (tako, da opravimo
η-redukcijo). Koncˇna definicija je
rollingSum :: Stream Double -> Stream Double
rollingSum = scan add
Vsi programi so v celoti zapisani v dodatku B.
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Poglavje 6
Prevajanje v grafno vmesno
kodo
Celoten prevajalnik za programski jezik MaxHs deluje na podoben nacˇin kot
Maxelerjev MaxCompiler. Vhodni program je sestavljen iz glavnega pro-
grama v Haskellu ter opisa sˇcˇepca v MaxHs. Prevajanje poteka tako, da iz
opisa sˇcˇepca najprej zgradimo podatkovno-pretokovni graf na osnovi vozliˇscˇ,
ki jih podpira Maxelerjeva arhitektura. Zadnji del prevajalnika na podlagi
grafne vmesne kode generira kodo sˇcˇepca v jeziku MaxJ, ki jo potem prevede
z Maxelerjevim prevajalnikom.
Poleg prevoda v grafno vmesno kodo moramo v prednjem delu preva-
jalnika poskrbeti sˇe za povezavo s Haskellom, kar dosezˇemo z generiranjem
Haskellovega modula, ki s pomocˇjo Haskellove razsˇiritve za podporo klicem
tujih funkcij (angl. Foreign Function Interface) klicˇe C funkcijo, ki jo pri-
pravi zadnji del prevajalnika. Na koncu sˇe prevedemo glavni Haskell program
ter ga povezˇemo s C programom za uporabo DFE-ja. Postopek prevajanja
je prikazan na sliki 6.1.
Zadnji del prevajalnika je obravnavan v diplomskem delu Mihe Elersˇicˇa
“Prevajanje grafne vmesne kode za Maxelerjeve podatkovno-pretokovne eno-
te” [12]. Tu se bomo osredotocˇili na prevod iz jezika MaxHs v grafno vmesno
kodo ter na pripravo Haskell modula.
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Kernel.maxhs
Kernel.hs
Main.hs
Graf
Kernel.maxj
Manager.maxj
.max
.h
CpuCode.c CpuCode.o
Main.o Main
Diplomsko delo
MaxCompiler
MaxCompiler
GHC GHC
Slika 6.1: Postopek prevajanja.
Prevajalnik je implementiran v programskem jeziku Java. Izvorno kodo
najprej pretvori v zaporedje besed, nato sintaksni analizator iz zaporedja be-
sed zgradi abstraktno sintaksno drevo. Implementacija prvih faz prevajanja
sledi opisu v knjigi [13].
Nad abstraktnim sintaksnim drevesom opravimo analizo tipov in nato
v zadnji, najpomembnejˇsi fazi na podlagi abstraktnega sintaksnega drevesa
zgradimo podatkovno-pretokovni graf, ki je vhod v zadnji del prevajalnika.
6.1 Sintaksna analiza
V fazi sintaksne analize na podlagi zaporedja besed zgradimo abstraktno
sintaksno drevo. Kasnejˇse faze prevajanja izvajajo operacije samo sˇe nad
abstraktnim sintaksnim drevesom.
6.1.1 Abstraktno sintaksno drevo
Abstraktno sintaksno drevo sestavljajo razlicˇna vozliˇscˇa, ki predstavljajo kon-
strukte uporabljene v izvornem programu. Spodaj so predstavljeni vsi mozˇni
6.1. SINTAKSNA ANALIZA 45
tipi vozliˇscˇ tako, kot so implementirani v nasˇem prevajalniku. Vsak razred
je zapisan v obliki Razred (atribut1: tip1, ...). Zamik vrstice pomeni,
da je razred v tisti vrstici izpeljan iz razreda nad njim z manjˇsim zamikom.
Vsi razredi so izpeljani iz abstraktnega razreda ASNode. Povsod je izpusˇcˇena
predpona AS.
Module (modid: String, exports: Exports, body: Body)
Body (decls: Decls)
Exports (exports: List<VarExp>)
Decls (decls: List<Decl>)
Decl ()
ADecl (varid: String)
VarDecl (exp: Exp)
ArgDecl ()
FunDecl (args: List<ArgDecl>, exp: Exp)
StdLibDecl ()
TypeDecl (vars: List<String>, type: Type)
Type ()
AType ()
AtomType (type: AtomType.Type)
TupleType (elements: List<Type>)
ListType (type: Type)
StreamType (type: Type)
FunType (arg: Type, result: Type)
Exp ()
FExp ()
AExp ()
VarExp (varid: String)
LiteralExp (type: LiteralExp.Type, literal: String)
TupleExp (elements: List<Exp>)
ListExp (elements: List<Exp>)
FunExp (fun: Exp, arg: Exp)
BinExp (operator: BinExp.Operator, exp1: Exp, exp2: Exp)
IfExp (condExp: Exp, thenExp: Exp, elseExp: Exp)
LetExp (decls: Decls, exp: Exp)
WhereExp (decls: Decls, exp: Exp)
ExpWithType (exp: Exp, type: Type)
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Celoten modul je predstavljen z objektom razreda ASModule, ki vsebuje
svoje ime in povezavi na vozliˇscˇi razredov ASExports ter ASBody. ASExports
vsebuje seznam imen izvozˇenih funkcij, ASBody pa predstavlja telo modula
in vsebuje seznam deklaracij.
Deklaracije so predstavljene z vozliˇscˇi tipov ASVarDecl, ASFunDecl ter
ASTypeDecl. ASVarDecl in ASFunDecl predstavljata deklaracijo neke spre-
menljivke, kjer ASVarDecl nima argumentov, ASFunDecl pa vsebuje sˇe pove-
zave na deklaracije argumentov ASArgDecl. Deklaracija tipa vsebuje pove-
zave na imena spremenljivk ter na vozliˇscˇe, ki opisuje tip teh spremenljivk.
Poleg deklaracij, ki se lahko pojavijo v izvorni datoteki, imamo sˇe deklara-
cije vgrajenih funkcij, ki jih predstavimo z razredom ASStdLibDecl. Taksˇne
deklaracije se v izvorni datoteki seveda ne pojavijo.
Deklaracije spremenljivk ali funkcij vsebujejo sˇe povezavo na izraz, ki
dolocˇa njihovo vrednost. Izrazi so predstavljeni z vozliˇscˇi razreda ASExp.
Najpreprostejˇsi primeri so ASVarExp (spremenljivka), ASLiteralExp (literal),
ASTupleExp (terka) in ASListExp (seznam).
ASFunExp predstavlja aplikacijo funkcije. Njegov levi otrok je funkcija,
desni pa argument.
Ostala vozliˇscˇa izrazov so ASBinExp, ki predstavlja izraz z vgrajenim bi-
narnim operatorjem, ter ASIfExp, ASLetExp in ASWhereExp, ki predstavljajo
istoimenske konstrukte jezika MaxHs. Izrazi lahko vsebujejo tudi eksplicitno
dolocˇen tip, za kar uporabimo vozliˇscˇe razreda ASExpWithType.
6.2 Razresˇevanje imen in analiza tipov
Pred grajenjem podatkovno-pretokovnega grafa moramo poskrbeti sˇe za vse
povezave med uporabami imen (ASVarExp) in njihovimi definicijami, ki so
lahko ASVarDecl, ASFunDecl, ASArgDecl ali ASStdLibDecl.
Da zagotovimo veljavnost dolocˇenih operacij v naslednji fazi ter do neke
mere preverimo pravilnost programa, pred nadaljevanjem preverimo sˇe skla-
dnost tipov.
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module Kernel(kernel) where
{ kernel :: Stream Int
-> Stream Int
; kernel xs = map addOne xs
}
Module("Kernel")
Exports
VarExp("kernel")
Body
Decls
FunDecl("kernel")
ArgDecl("xs") FunExp
VarExp("xs")
VarExp("addOne")VarExp("map")
FunExp
TypeDecl("Kernel") FunType
StreamType
AtomType(INT)
StreamType
AtomType(INT)
Slika 6.2: Primer prevoda programa v abstraktno sintaksno drevo.
Rezultat faze razresˇevanja imen je tabela povezav med uporabami imen
ter njihovimi definicijami, ki jo potrebujemo v fazi grajenja grafa. Pri analizi
tipov pa zgradimo tabelo, ki vsakemu izrazu priredi tip.
6.3 Grajenje grafa
Vhod v to fazo prevajanja je abstraktno sintaksno drevo skupaj s tabelo
razresˇenih imen in tabelo tipov. Izhod je podatkovno-pretokovni graf, sesta-
vljen iz osnovnih gradnikov, ki jih dolocˇa Maxelerjeva arhitektura.
Osnovne gradnike smo opisali zˇe v razdelku 2.2.2. Znotraj prevajalnika
so predstavljeni z razredi prikazanimi na sliki 6.3. Vsi so izpeljani iz abstrak-
tnega razreda MaxNode.
Tu nastopata sˇe dva gradnika, ki ju do zdaj nismo opisali. MaxCast
sluzˇi pretvarjanju tipov, v MaxHs ga predstavljata funkciji intToDouble in
48 POGLAVJE 6. PREVAJANJE V GRAFNO VMESNO KODO
...
MaxInput MaxOutput MaxValue MaxCounter MaxOffset
MaxComputation MaxCast Max3If MaxMux
Slika 6.3: Razredi vmesne kode.
doubleToInt. Max3If je podoben multiplekserju, vendar ima natanko dva
vhodna toka in kontrolni tok sestavljen iz logicˇnih vrednosti.
Atributi predstavljenih razredov so:
• MaxInput
– name : String ime vhodnega toka
• MaxOutput
– input : MaxNode vozliˇscˇe iz katerega prihaja vhodni tok podatkov
– name : String ime izhodnega toka
• MaxValue
– value : String vrednost konstante
• MaxCounter
– max : int najvecˇja vrednost sˇtevca
– increment : int korak sˇtevca
• MaxOffset
– offset : int sˇtevilo mest zamika
6.3. GRAJENJE GRAFA 49
– input : MaxNode vozliˇscˇe, iz katerega prihaja tok podatkov, ki ga
zamika
• MaxComputation
– operator : Operator eden izmed vgrajenih binarnih operatorjev
– input1 : MaxNode vozliˇscˇe prvega vhodnega toka
– input2 : MaxNode vozliˇscˇe drugega vhodnega toka
• MaxCast
– type : MaxType tip v katerega spreminja (INT ali DOUBLE)
– input1 : MaxNode vozliˇscˇe vhodnega toka
• Max3If
– control : MaxNode vozliˇscˇe kontrolnega toka
– input1 : MaxNode vozliˇscˇe prvega vhodnega toka
– input2 : MaxNode vozliˇscˇe drugega vhodnega toka
• MaxMux
– control : MaxNode vozliˇscˇe kontrolnega toka
– inputs : List<MaxNode> seznam vhodnih tokov
Vsako izmed vozliˇscˇ vsebuje tudi podatek o tipu, kajti ta je potreben v
zadnjem delu prevajalnika. Mozˇni tipi so INT, DOUBLE ali BOOLEAN.
6.3.1 Funkcija sˇcˇepca
Podatkovno-pretokovni graf je znotraj MaxHs izvorne datoteke opisan s funk-
cijo, ki je izvozˇena (v primeru module Kernel(kernel) where {...} je to
funkcija kernel). V fazi preverjanja tipov prevajalnik preveri, ali tip te funk-
cije ustreza nekemu podatkovno-pretokovnemu grafu. To pomeni, da je tip
izvozˇene funkcije oblike
Stream a -> Stream b -> ... -> (Stream c, Stream d, ...)
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Vsak izmed argumentov ustreza nekemu MaxInput vozliˇscˇu, tokovi v rezul-
tatu pa MaxOutput vozliˇscˇem. Nasˇa naloga zdaj je, da na podlagi telesa funk-
cije sˇcˇepca zgradimo pravilen graf ter ga povezˇemo z vhodnimi in izhodnimi
vozliˇscˇi. V nadaljevanju s kernel vedno oznacˇimo funkcijo, ki predstavlja
sˇcˇepec (je izvozˇena iz modula).
6.3.2 Redukcija izrazov
Izgradnja grafa poteka na podoben nacˇin kot redukcija λ-izrazov. Iz dela ab-
straktnega sintaksnega drevesa, ki predstavlja telo funkcije kernel, zgradimo
podatkovno-pretokovni graf, sestavljen iz zgoraj opisanih vozliˇscˇ.
Abstraktno sintaksno drevo sestavljajo vozliˇscˇa tipa ASNode. Preko re-
dukcije na njihovi podlagi zgradimo graf iz vozliˇscˇ MaxNode. Redukcija je
dolocˇena z mnozˇico pravil, ki povedo, kako se vsak izraz v abstraktnem sin-
taksnem drevesu prevede v kos podatkovno-pretokovnega grafa.
Funkcijo, ki izrazu v abstraktnem sintaksnem drevesu (ASNode) priredi
kos grafa (MaxNode), poimenujemo eval. Pravila za redukcijo so podana kot
eval(ASNode node) = MaxNode(...).
Preprosti izrazi
Zdaj zˇe lahko zapiˇsemo nekaj preprostih pravil.
eval(ASLiteralExp litExp) = MaxValue(litExp.literal)
eval(ASBinExp binExp) = MaxComputation( binExp.operator
, eval(binExp.exp1)
, eval(binExp.exp2)
)
eval(ASWhereExp where) = eval(where.exp)
eval(ASLetExp let) = eval(let.exp)
eval(ASExpWithType exp) = eval(exp.exp)
eval(ASIfExp if) = Max3If( eval(if.condExp)
, eval(if.thenExp)
, eval(if.elseExp)
)
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BinExp(+)
exp1 exp2
+
eval(exp1) eval(exp2)
eval(condExp)
eval(thenExp)eval(elseExp)
IfExp
condExp thenExp elseExp
Slika 6.4: Preprosta pravila redukcije.
Spremenljivke
Kadar se v izrazu pojavi spremenljivka moramo poiskati njeno definicijo. Ker
pa imamo na voljo tebelo razresˇenih imen iz prejˇsnje faze, to ni tezˇka naloga.
Naj funkcija declOf predstavlja preslikavo med imeni in deklaracijami. Tako
lahko definiramo redukcijo za izraze ASVarExp:
eval(ASVarExp varExp) = eval(declOf(varExp))
Deklaracija spremennljivke je lahko ASVarDecl, ASFunDecl, ASArgDecl ali
ASStdLibDecl.
Pred pravili za redukcijo deklaracij si oglejmo sˇe redukcijo klica funkcije.
Klic funkcije
Klic funkcije je v abstraktnem sintaksnem drevesu predstavljen z vozliˇscˇem
ASFunExp. Vsak klic ima samo en argument, funkcije z vecˇ argumenti so
zapisane kot vecˇ zaporednih klicev.
Argumenti so lahko poljubnega tipa — lahko so tudi funkcije. Tu se
pojavi problem, saj samih funkcij v grafni vmesni kodi ne moremo predstaviti.
Funkcija namrecˇ predstavlja nepopoln kos grafa, ker lahko vsebuje povezave
brez zacˇetnih vozliˇscˇ (slika 6.5) ali pa celo nima nikakrsˇne predstavitve.
Ker pa vemo, da je funkcija kernel tipa
Stream a -> Stream b -> ... -> (Stream c, Stream d, ...)
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f :: Double -> Double
f x = x + 1.0
1.0
+
?
Slika 6.5: Funkcija v podatkovno-pretokovnem grafu.
in imajo njeni argumenti pomen vhodnih vozliˇscˇ MaxInput, smo lahko pre-
pricˇani, da koncˇni graf ne bo vseboval povezav brez zacˇetnih vozliˇscˇ. Za
pravilen prevod v graf moramo samo reducirati izraze v taksˇnem vrstnem
redu, da neapliciranih funkcij nikoli ne poskusˇamo prevesti v graf. Taksˇen
nacˇin redukcije je natanko call-by-name, saj pri njem argumente v telo funk-
cije vedno vstavimo nereducirane in jih reduciramo po potrebi.
V implementaciji prevajalnika za prenasˇanje argumentov poskrbimo z glo-
balnim skladom, na katerega se med prevajanjem ob vsakem klicu nalozˇi ar-
gument (predstavljen kot nek ASExp), ob vstopu v telo vsake funkcije pa se
s sklada odstrani in povezˇe s pravim argumentom (ASArgDecl).
Sklad argumentov se torej med prevajanjem spreminja in pomen redukcije
je od njega odvisen. Spremembe stanja na skladu ob klicu funkcije eval
oznacˇimo z oglatimi oklepaji.
eval(ASNode node) = eval(node.c1) [ stack.push(node.c2) ]
Zapis zgoraj pomeni, da pred redukcijo v eval(node.c1) na sklad nalozˇimo
node.c2.
Zdaj lahko dolocˇimo pravilo za klic funkcije:
eval(ASFunExp funExp) = eval(funExp.fun)
[ stack.push(funExp.arg) ]
Pri klicu funkcije se skrajno levo vedno pojavi vozliˇscˇe tipa ASVarExp
(VarExp("f") na sliki 6.6), ki predstavlja ime klicane funkcije. Z zapore-
dno redukcijo izrazov ASFunExp pridemo do tega vozliˇscˇa, kjer uporabimo zˇe
znano pravilo eval(ASVarExp varExp) = eval(declOf(varExp))
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Telo funkcije
Vstop v telo funkcije se zgodi, ko naletimo na vozliˇscˇe tipa ASFunDecl. Pred
redukcijo izraza v telesu moramo sˇe pravilno nastaviti argumente za funkcijo,
ki se trenutno nahajajo na skladu.
eval(ASFunDecl funDecl) = eval(funDecl.exp)
[ funDecl.arg1 <- stack.pop()
, funDecl.arg2 <- stack.pop()
, ...
]
Prvi argument se nahaja na vrhu sklada, ker smo ga pri redukciji klicev
dosegli zadnjega.
Ob nastavljanju argumentov moramo sˇe shraniti njihove prejˇsnje vredno-
sti, saj se lahko klic neke funkcije pojavi vecˇkrat znotraj redukcije enega
izraza. Ob vrnitvi argumentom povrnemo stare vrednosti.
V primeru na sliki 6.6 na strani 54 je prikazana reukcija klica funkcije
f 3 5, kjer je f x y = x + y. V prvih korakih na sklad nalozˇimo argumente
in jih povezˇemo z lokalnimi imeni v telesu funkcije. Z redukcijo telesa funk-
cije nato zgradimo del podatkovno-pretokovnega grafa, ki ga predstavlja klic
funkcije.
Deklaracije spremenljivk in argumentov
Pri deklaraciji spremenljivke ASVarDecl moramo samo reducirati njeno telo.
Poseben primer je le, cˇe je spremenljivka tipa Stream a, v tem primeru mo-
ramo poskrbeti sˇe, da se lahko na vrednost te spremenljivke sklicujemo tudi
v njenem telesu. Na ta nacˇin ustvarimo zanko v podatkovno-pretokovnem
grafu.
Cˇe tip spremenljivke ni Stream a, velja pravilo:
eval(ASVarDecl varDecl) = eval(varDecl.exp)
sicer:
eval(ASVarDecl varDecl) = MaxConnect(eval(varDecl.exp))
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FunDecl("f")
ArgDecl("x")
ArgDecl("y")
BinExp(+)
VarExp("x") VarExp("y") LiteralExp("5")
LiteralExp("3")
VarExp("f") LiteralExp("5")
LiteralExp("3")
LiteralExp("3")VarExp("f")
FunExp
LiteralExp("5")
FunExp
LiteralExp("5")
LiteralExp("3")VarExp("f")
FunExp
FunDecl("f")
ArgDecl("x")
ArgDecl("y")
BinExp(+)
VarExp("x") VarExp("y")
LiteralExp("3")
LiteralExp("5")
BinExp(+)
VarExp("x") VarExp("y")
+
3 5
eval(ArgDecl("x")) eval(ArgDecl("y"))
+
Slika 6.6: Redukcija klica funkcije f 3 5, kjer je f x y = x + y.
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Vozliˇscˇe MaxConnect predstavlja samo zacˇasno vrednost, ki nam omogocˇa,
da jo v telesu definicije uporabimo. V implementaciji zato vedno ob vstopu
v vozliˇscˇe ASVarDecl preverimo, cˇe smo mu zˇe dodelili zacˇasno vrednost in
jo v primeru, da je to res, vrnemo brez ponovnega reduciranja telesa.
Redukcija argumenta (ASArgDecl) povzrocˇi redukcijo vozliˇscˇa, ki je bilo
nanj povezano ob vstopu v funkcijo. Preslikava med argumentom in vo-
zliˇscˇem, ki je nanj povezano, je oznacˇena z nodeOf.
eval(ASArgDecl argDecl) = eval(nodeOf(argDecl))
Vgrajene funkcije
Za vgrajene funkcije veljajo posebna pravila redukcije. Vstop v vgrajeno
funkcijo se zgodi, ko naletimo na vozliˇscˇe tipa ASStdLibDecl. Za vsako vgra-
jeno funkcijo podamo svoje pravilo.
eval(ASStdLibDecl map) = eval(f) [ f <- stack.pop() ]
eval(ASStdLibDecl zipWith) = eval(f) [ f <- stack.pop() ]
Ti dve funkciji predstavljata izvajanje ene operacije na vse komponentah ali
parih komponent nekih tokov. Ker Maxelerjeva arhitektura ne pozna razlike
med tokom podatkov in atomarno vrednostjo, povzrocˇita le redukcijo podane
funkcije z argumenti, ki se seveda zˇe nahajajo na skladu.
eval(ASStdLibDecl offset) = MaxOffset(off, stream)
[ off <- eval(stack.pop()).value
, stream <- eval(stack.pop())
]
Funkcija offset ustvari MaxOffset vozliˇscˇe tako, da reducira oba argumenta
ter vrednost zamika vzame iz reducirane vrednosti prvega (, za katero vemo,
da je tipa MaxValue).
eval(ASStdLibDecl mux) = MaxMux(control, s1, s2, ...)
[ control <- eval(stack.pop())
, { s1, s2, ... } <- eval(stack.pop())
]
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eval(MaxStdLibDecl intToDouble) = MaxCast(DOUBLE, eval(s))
[ s <- stack.pop() ]
eval(MaxStdLibDecl doubleToInt) = MaxCast(INT, eval(s))
[ s <- stack.pop() ]
eval(ASStdLibDecl counter) = MaxCounter(max, increment)
[ max <- eval(stack.pop()).value
, increment <- eval(stack.pop()).value
]
eval(ASStdLibDecl counterChain) =
{ MaxCounter(max1, inc1)
, MaxCounter(max2, inc2)
, ...
}
[ {(max1, inc1), (max2, inc2), ...} <- eval(stack.pop()) ]
Funkcija counter ustvari vozliˇscˇe MaxCounter tako, da iz vrednosti MaxValue,
dobljenih pri redukciji argumentov, prebere konstanto.
Pri pravilih za redukcijo funkcij mux in counterChain smo uporabili dva
pomozˇna konstrukta: seznam {} in terko (), ki ju ob redukciji razstavimo
na posamezne komponente.
Vsako verigo sˇtevcev shranimo sˇe v dodaten seznam, ki podatek o verigi
prenese v zadnji del prevajalnika.
Seznami in terke
Seznami in terke so v prevajalniku predstavljene z zacˇasnimi objekti razredov
MaxList in MaxTouple. Taksˇna vozliˇscˇa se nikoli ne pojavijo v koncˇnem grafu,
saj jih prevajalnik vedno razstavi na posamezne komponente, kot smo to
zapisali pri pravilih za redukcijo funkcij mux in counterChain.
Za dostop do elementov v seznamu imamo na voljo vgrajeno funkcijo at.
eval(ASStdLibDecl at) = el [ idx <- eval(stack.pop()).value
, el <- eval(stack.pop()).get(idx)
]
6.3. GRAJENJE GRAFA 57
Za delo s terkami nimamo na voljo nobene funkcije (razen counterChain) in
preverjanje tipov nam zagotovi, da taksˇnih vrednosti tudi nikjer napacˇno ne
uporabimo.
Terka se lahko pojavi sˇe kot rezultat funkcije kernel. V taksˇnem primeru
jo po koncˇani redukciji razpakiramo in vsak element povezˇemo na svoje iz-
hodno vozliˇscˇe MaxOutput.
Pravili za redukcijo izrazov s seznami in terkami sta
eval(ASListExp listExp) = { eval(listExp.el1)
, eval(listExp.el2)
, ...
}
in
eval(ASTupleExp tupleExp) = ( eval(tupleExp.el1)
, eval(tupleExp.el2)
, ...
)
Zdruzˇevanje v celoto
Prevajanje abstraktnega sintaksnega drevesa se, kot smo zˇe omenili, zacˇne
z redukcijo izvozˇene funkcije (kernel). Pred njeno redukcijo na sklad argu-
mentov nalozˇimo pravo sˇtevilo vhodnih vozliˇscˇ MaxInput, ki jih prevajalnik
ob redukciji vkljucˇi v graf. Sˇtevilo argumentov razberemo iz tipa funkcije
kernel.
Po koncˇani redukciji glavne funkcije dobimo rezultat, ki je lahko en sam
tok podatkov ali pa jih je vecˇ zdruzˇenih v terko. Vsak izhodni tok povezˇemo
na eno izhodno vozliˇscˇe MaxOutput in koncˇamo gradnjo podatkovno-preto-
kovnega grafa.
6.3.3 Call-by-need redukcija
V prejˇsnjem razdelku smo opisali postopek za redukcijo izrazov abstraktnega
sintaksnega drevesa v grafno vmesno kodo. Uporabili smo call-by-name stra-
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tegijo redukcije, ki je za ta problem zelo primerena, vendar ustvari tudi eno
tezˇavo.
Osnovna lastnost call-by-name redukcije je, da se argumenti funkcij v
njihovem telesu podvajajo in izracˇunajo vecˇkrat. V lambda racˇunu se na
primer izraz (λx.((yx)x))((λz.z)w) po strategiji call-by-name reduira tako:
(λx.((yx)x))((λz.z)w)
→(y((λz.z)w))((λz.z)w)
→(yw)((λz.z)w)
→(yw)w
Z uporabo strategije call-by-value, bi se reduciral tako:
(λx.((yx)x))((λz.z)w)
→(λx.((yx)x))w
→(yw)w
Podoben problem se pojavi pri prevajanju jezika MaxHs, vendar tu zaradi
tezˇav pri implementaciji funkcij viˇsjega reda ne zˇelimo uporabiti strategije
call-by-value.
Poglejmo si izraz
let { ys = map addOne xs } in (ys, ys)
, kjer je addOne x = x + 1.
Redukcijo zacˇnemo pri paru (ys, ys). Najprej reduciramo prvi element
in se podamo v deklaracijo spremenljivke ys, v kateri sestavimo prvi kos
grafa. Po vrnitvi iz deklaracije ys zacˇnemo reducirati drugi element para, ki
je sicer enak prvemu, vendar reducirane vrednosti prvega argumenta nimamo
nikjer shranjene in zato spet nadaljujemo v deklaraciji ys in zgradimo sˇe en
enak kos grafa. Rezultat je prikazan na sliki 6.7 (levo).
Podvajanje lahko odpravimo tako, da namesto strategije call-by-name
uporabimo strategijo call-by-need. V tem primeru si reducirane izraze shra-
nimo in pri vseh naslednjih pojavitvah uporabimo zˇe izracˇunano vrednost.
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xs
1
++
1
ys ys
xs
1
+
ys ys
Slika 6.7: Primerjava med strategijo call-by-name (levo) in call-by-need (de-
sno).
Shranimo lahko vse izraze, ki jih je mogocˇe predstaviti v grafni vmesni kodi.
Funkcije moramo ponovno reducirati ob vsaki uporabi, saj ob razlicˇnih ar-
gumentih predstavljajo razlicˇne dele grafa.
Pozorni moramo biti sˇe na obmocˇja vidnosti, ki jih dolocˇimo v fazi ra-
zresˇevanja imen, in ob prehodih ponastaviti vrednosti izrazov, ki niso vecˇ
veljavni.
S taksˇno strategijo dobimo graf prikazan na sliki 6.7 (desno).
6.4 Generiranje Haskell modula
Na podlagi grafne vmesne kode zadnji del pravajalnika pripravi C funkcijo,
s katero lahko izvedemo racˇunski postopek na podatkovno pretokovni enoti.
Glavna funkcija v opisu sˇcˇepca je: (a, b, c, d so Int ali Double)
kernel :: Stream a -> Stream b -> ...
-> (Stream c , Stream d , ...)
Zadnji del prevajalnika na podlagi opisa grafa pripravi C funkcijo, ki
ustreza tipu funkcije kernel. To funkcijo lahko uporabimo za prenos podat-
kov na DFE.
Prototip C funkcije je: (a, b, c, d so int32_t ali double)
void kernel( int size_in0, int size_in1, ...
, a *in0, b *in1, ...
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, int *p_size_out0, int *p_size_out1, ...
, c **p_out0, d **p_out1, ...
)
Argumenti size_in predstavljajo velikosti vhodnih tokov in. Vhodni tokovi
in so kazalci na prve elemente polj, v katerih so shranjeni vhodni tokovi.
Rezultat funkcija vrne v argumentih p_out tako, da alocira dovolj veliko
polje in vanj zapiˇse izhodni tok DFE-ja. Velikosti zapiˇse na naslove podane
v argumentih p_size_out.1
Cˇe zˇelimo taksˇno funkcijo klicati iz Haskella moramo uporabiti razsˇiritev
jezika za klice tujih funkcij (angl. Foreign Function Interface, FFI) [11].
Oblika modula, ki ga zgeneriramo, je predstavljena v programu 6.1 na strani
62.
Uvoz C funkicje je zapisan na vrsticah 5–10. V 5. vrstici Haskell pre-
vajalniku povemo, kje se nahaja prototip tuje funkcije in kasˇno konvencijo
klicanja naj uporabi; ccal pomeni, da uporabi konvencijo C prevajalnika na
sistemu, kjer modul prevajamo. Vrstice 6–10 opisujejo, kako tujo funkcijo
uporabimo znotraj Haskella. Podamo ji novo ime (c_kernel) in tip. Ker
ima funkcija stranske ucˇinke – alocira kos pomnilnika, je njen rezultat tipa
IO ().
V 11. vrstici se zacˇne definicija funkcije, ki jo izvozimo in predstavlja
glavno funkcijo za prenos izvjanja iz Haskella na DFE. Njen tip je
SV.Vector a -> SV.Vector b -> ...
-> (SV.Vector c , SV.Vector d , ...)
Telo funkcije kernel se zacˇne z izrazom ‘let’, kjer dolocˇimo dolzˇine vho-
dnih tokov. Telo izraza ‘let’ je klic funkcije unsafePerformIO. Ta funkcija
nam omogocˇa, da iz IO operacije vrnemo rezultat, ne da bi ga ovili v IO mo-
nado. Potrebna je zato, ker klic funkcije c_kernel vrne IO operacijo — saj
alocira pomnilnik. Kljub temu zˇelimo, da funkcija kernel ne vrne IO opera-
cije, saj so izhodni tokovi vedno enaki, ne glede na to, kam v pomnilniku se
1Trenutno prevajalnik podpira le vhodne in izhodne tokove enakih dolzˇin. Argumentov
za dolzˇino tokov je vecˇ zaradi mozˇnosti razsˇiritev v prihodnosti.
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shranijo.
V 20. vrstici s pomocˇjo funkcije SV.unsafeWith vhodni tok pretvorimo
v predstavitev, primerno za klicanje C funkcije. V nadaljnih vrsticah sˇe
alociramo prostor za kazalce, ki predstavljajo rezultat.
Vrstice 28-41 zajemajo klic C funkcije in pretvorbo rezultatov v primerno
obliko. Funkcija peek prebere vrednost kazalca.
Rezultate out ustvarimo s funkcijo SV.unsafeFromForeignPtr0, ki iz C
polja, na katerega kazˇe kazalec fp_out, ustvari SV.Vector. Pri tem upo-
rabimo kazalec tipa ForeignPtr, saj je bil prostor, kamor kazˇe, alociran v
tuji funkciji. S klicem newForeignPtr finalizerFree p_out0 ga ustvarimo
iz navadnega kazalca in povemo, da naj ob cˇiˇscˇenju pomnilnika Haskell na
njem klicˇe funkcijo free().
Generiranje modula poteka tako, da prevajalnik najprej iz tipa funkcije,
izvozˇene iz MaxHs modula, razbere sˇtevilo in tipe vhodnih ter izhodnih tokov.
Nato zgradi Haskell modul v opisani obliki, ki ustreza prebranemu tipu.
Modul in izvozˇeno funkcijo poimenuje tako, kot sta poimenovani v izvorni
MaxHs datoteki.
S tem zakljucˇimo delo v prednjem delu prevajalnika.
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Program 6.1 Oblika Haskell modula, ki ga ustvari prevajalnik.
1 module Kernel(kernel) where
2 import Foreign
3 import System.IO.Unsafe (unsafePerformIO)
4 import qualified Data.Vector.Storable as SV
5 foreign import ccall unsafe "../CPUCode/CpuStreamCpuCode.c kernel"
6 c_kernel :: Int -> Int -> ...
7 -> Ptr a -> Ptr b -> ...
8 -> Ptr Int -> Ptr Int -> ...
9 -> Ptr (Ptr c) -> Ptr (Ptr d) -> ...
10 -> IO ()
11 kernel :: SV.Vector a -> SV.Vector b -> ...
12 -> (SV.Vector c , SV.Vector d , ...)
13 kernel in0 in1 ... =
14 let
15 size_in0 = SV.length in0
16 size_in1 = SV.length in1
17 ...
18 in
19 unsafePerformIO $
20 SV.unsafeWith in0 $ \p_in0 ->
21 SV.unsafeWith in1 $ \p_in1 ->
22 ...
23 alloca $ \p_size_out0 ->
24 alloca $ \pp_out0 ->
25 alloca $ \p_size_out1 ->
26 alloca $ \pp_out1 ->
27 ...
28 do
29 c_kernel size_in0 size_in1 ...
30 p_in0 p_in1 ...
31 p_size_out0 p_size_out1 ...
32 pp_out0 pp_out1 ...
33 size_out0 <- peek p_size_out0
34 p_out0 <- peek pp_out0
35 fp_out0 <- newForeignPtr finalizerFree p_out0
36 let out0 = SV.unsafeFromForeignPtr0 fp_out0 size_out0
37 size_out1 <- peek p_size_out1
38 p_out1 <- peek pp_out1
39 fp_out1 <- newForeignPtr finalizerFree p_out1
40 let out1 = SV.unsafeFromForeignPtr0 fp_out1 size_out1
41 ...
42 return (out0, out1, ...)
Poglavje 7
Sklepne ugotovitve
V diplomskem delu smo predstavili nov nacˇin programiranja Maxelerjevih
podatkovno-pretokovnih enot. Definirali smo na Haskellu temeljecˇ program-
ski jezik MaxHs.
MaxHs je funkcijski jezik, namenjen opisovanju podatkovno-pretokovnih
grafov. V njem smo definirali osnovne konstrukte, s katerimi lahko zgra-
dimo poljubne konfiguracije vozliˇscˇ podatkovno-pretokovnih grafov. Mnozˇico
osnovnih vozliˇscˇ smo dolocˇili na podlagi Maxelerjeve arhitekture.
V nasˇem jeziku smo implementirali preproste primere sˇcˇepcev za Maxe-
lerjeve podatkovno-pretokovne enote. V primerjavi z obstojecˇim nacˇinom
programiranja smo pri njih lahko dosegli vecˇjo mero abstrakcije, saj smo
uporabljali konstrukte, ki nam jih ponuja funkcijski jezik. Primer taksˇne ab-
strakcije so funkcije viˇsjega reda, ki bi jih v obstojecˇem nacˇinu programiranja
veliko tezˇje predstavili.
Za jezik MaxHs smo implementirali prevajalnik v grafno vmesno kodo.
Prevajanje temelji na redukciji izrazov v abstraktnem sintaksnem drevesu.
Na osnovi pravil za redukcijo izrazov lambda racˇuna smo za prevajanje je-
zika MaxHs dolocˇili pravila za redukcijo izrazov v abstraktnem sintaksnem
drevesu v dele podatkovno-pretokovnih grafov. Grafna vmesna koda predsta-
vlja most med prednjim in zadnjim delom prevajalnika, opisanim v diplom-
skem delu Mihe Elersˇicˇa “Prevajanje grafne vmesne kode za Maxelerjeve
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podatkovno-pretokovne enote” [12].
Najvecˇje mozˇnosti za izboljˇsavo jezika so v razsˇiritvah standardne knji-
zˇnice. Vgrajene funkcije v jeziku MaxHs vecˇinoma predstavljajo vozliˇscˇa, ki
jih ponuja Maxelerjeva arhitektura. Ta pa vsebuje sˇe veliko drugacˇnih tipov
vozliˇscˇ, ki bi jih lahko z dodajanjem vgrajenih funkcij podprli tudi v jeziku
MaxHs. Predstavili smo splosˇen nacˇin prevajanja MaxHs v grafno vmesno
kodo, ki bi deloval tudi na dodanih vgrajenih funkcijah.
Na predstavljenih primerih smo prikazali, kako jezik MaxHs olajˇsa delo
programerja. Omogocˇa programiranje Maxelerjevih podatkovno-pretokovnih
enot, ne da bi moral programer poznati podrobnosti ciljne arhitekture. V
prihodnosti bi lahko programiranje sˇe olajˇsali s podporo polimorfnim funkci-
jam in avtomatskemu sklepanju o tipih, kakor to omogocˇa programski jezik
Haskell.
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Dodatek A
Gramatika jezika MaxHs
module → module modid exports where body
exports → 
| ( vars )
body → { decls}
decls → decl
| decl ;decls
decl → gendecl
| funlhs rhs
| var rhs
gendecl → vars :: type
vars → var
| var , vars
type → btype
| btype -> type
btype → atype
| btype atype
atype → conid
| (types)
| [ type ]
types → type
| type , types
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funlhs → var args
args → var
| var args
rhs → = exp
| = exp where { decls }
exp → bit or exp :: type
| bit or exp
bit or exp → bit or exp | bit xor exp
| bit xor exp
bit xor exp → bit xor exp ˆ bit and exp
| bit and exp
bit and exp → bit and exp & comp exp
| comp exp
comp exp → shift exp === shift exp
| shift exp !== shift exp
| shift exp < shift exp
| shift exp > shift exp
| shift exp <= shift exp
| shift exp >= shift exp
| shift exp
shift exp → shift exp << add exp
| shift exp >> add exp
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add exp → add exp + mul exp
| add exp - mul exp
| mul exp
mul exp → mul exp * pre exp
| mul exp / pre exp
| pre exp
pre exp → - epx10
| exp10
exp10 → let { decls } in exp
| if exp then exp else exp
| fexp
fexp → aexp
| fexp aexp
aexp → var
| literal
| ( exps )
| [ exps ]
var → varid
exps → exp
| exp , exps
Dodatek B
Primeri programov v MaxHs
Program B.1 MovingAverage.maxhs
module MovingAverage(movingAverage) where
{ movingAverage :: Stream Double -> Stream Double
; movingAverage xs =
let
{ s1 :: Stream Double
; s1 = zipWith add (offset (-1) xs) xs
; s2 :: Stream Double
; s2 = zipWith add s1 (offset 1 xs)
}
in
map div3 s2
; add :: Double -> Double -> Double
; add x y = x + y
; div3 :: Double -> Double
; div3 x = x / 3.0
}
69
70 DODATEK B. PRIMERI PROGRAMOV V MAXHS
Program B.2 RollingSum.maxhs (osnovna razlicˇica)
module RollingSum (rollingSum) where
{ rollingSum :: Stream Double -> Stream Double
; rollingSum xs = ys
where
{ ys :: Stream Double
; ys = zipWith add xs (offset (-1) ys)
}
; add :: Double -> Double -> Double
; add x y = x + y
}
Program B.3 RollingSum.maxhs (izboljˇsana razlicˇica)
module RollingSum (rollingSum) where
{ rollingSum :: Stream Double -> Stream Double
; rollingSum = scan add
; scan :: (Double -> Double -> Double) -> Stream Double
-> Stream Double
; scan f xs = ys
where
{ ys :: Stream Double
; ys = zipWith f xs (offset (-1) ys)
}
; add :: Double -> Double -> Double
; add x y = x + y
}
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