Target is separated by the morphology differences between target and background. Random projection is used to reduce the redundant information in time domain. The RX filter is adopted to extract the target trajectory from clutter background. The proposed method works efficiently and robustly with low false alarm. a r t i c l e i n f o 
Introduction
Infrared search and tracking system (IRST) is widely used in modern defense, where infrared small moving target detection technology plays a crucial role [1] . Generally, small moving target appears as a point without any shape and structure information, since it is far away from the imaging system. Moreover, infrared small target is often submerged in complicated background with low signal-to-clutter ratio (SCR). Thus, the accurate detection of infrared small moving target is considered as a difficult and challenging work. To accurately detect small target, various methods have been proposed over the past few years and they are mainly divided into the single-frame detection method and the sequential detection method [2, 3] .
Single-frame detection methods could be further classified into background estimation based methods and target extraction based methods. For the former methods, they focus on designing a filter to well estimate background, and the target is detected by subtracting the estimated background from the original image, such as max-mean/max-median filter [4] , two-dimensional least mean square filter [5] , top-hat transform [6] , hit-or-miss transform [7] , and toggle contrast operator [8] . In addition, Gu et al. [9] introduced a kernel-based nonparametric regression method to estimate the background. Bae et al. [10] worked to predict clutter background by using an edge directional 2D least-mean squares filter. These methods use the fixed-scaled masks to predict the background, which makes they cannot efficiently detect the targets with changing sizes in real cases. What's more, these methods are also sensitive to the various heavy clutter background. For the latter methods, they directly detect the targets via extracting targets feature. Sun and Kwak [11] proposed the center-surround difference operation with adaptive threshold to detect targets.
Inspired by the contrast mechanism of human vision system, a local contrast method for small infrared target detection has been presented in [12] . Zhao et al. [13] proposed an infrared small target detection method via using the over-complete target dictionary produced by two-dimensional Gaussian model to represent sparsely target. Gao et al. [14] proposed a sparse ring represent method to detect infrared small targets, which based on local selfsimilarity descriptor according to the local characteristics of small target. Furthermore, a new method based on second-order directional derivative filter and Boolean map visual theory is applied to achieve small target detection [15] . These methods can usually work well, but may become less effective for the complicated background because of high false alarm rates.
In sequential detection methods, in general, they deal with several frames to estimate backgrounds or extract targets according to the continuity and regularity of moving targets in temporal domain. Many typical methods have been widely used in application, such as triple temporal filter [16] , Mexican hat continuous wavelet transform [17] , infinite impulse response [18] and threedimensional matched filtering [19] . With the development of geometric theory, a lot of new methods have been proposed. Such as, Liu et al. [20] proposed a small moving target detection method using the temporal profile based on the connecting line of the stagnation points; Li et al. [21] employed tensor locality preserving projection to detect the moving point target in the infrared image sequence. These methods can obtain relative good effect under static background. However, they fail to detect the targets on a nonstationary background and also still have higher false alarm rates. To further improve the detection performance under complicated background, some new detection methods based on spatial-temporal information have been proposed. Such as, a moving point target detection method based on three-dimensional spatiotemporal anisotropic diffusion model is presented in [22] ; Chen et al. [23] proposed a novel spatial-temporal detection method based on bi-dimensional empirical mode decomposition and time-domain differential filtering; Bae [24] introduced a spatial and temporal bilateral filter for target detection, which uses spatial bilateral filter to extract spatial target information and applies temporal bilateral filter to extract temporal target information. These methods are more effective compared with the traditional detection methods. Nevertheless, the detection results of these methods are hard to satisfy, when they handle the images with heavy clutter background or non-moving target.
To cope with the images with heavy clutter background or nonmoving target, a new spatiotemporal detection method using morphological component analysis (MCA) based on sparse representation is proposed in this paper. According to the morphological feature diversity of target and background [25] , small target with the isotropic structure is sparsely represented by spectral graph wavelet transform (SGWT) [26] , meanwhile complicated piecewise smooth background is efficiently represented by nonsubsampled shearlet transform (NSST) [27] . In the proposed method, the small target is separated from the clutter background for several frames, and a group of target images are obtained. Subsequently, random projection [28] is employed to reduce the redundancy of information in target images, and a small number of target images are generated. Finally, the target trajectory can be extracted by the RX filter [29] from these target images according to the continuity of moving target in temporal domain. Several experimental results show that the proposed method can not only efficiently enhance the small target and suppress the clutter background, but also improve the detection performance for small moving target compared with other existing methods.
The rest of this paper is organized as follows. In Section 2, a sparse decomposition method for infrared image containing small target is described. Section 3 presents the proposed small moving target detection method. Section 4 performs experiments for several infrared image sequences to show the effectiveness of the proposed method. Finally, we conclude this paper in Section 5.
Sparse decomposition of infrared image
Generally, the infrared image sequence containing small target and clutter background can be modeled as the linear superposition of target and background: xði; j; kÞ ¼ x T ði; j; kÞ þ x B ði; j; kÞ; ð1Þ where xði; j; kÞ is the intensity of image x at pixel ði; jÞ in the kth ðk 2 f1; 2; . . . ; KgÞ frame. x, x T and x B denote infrared image, target image and background image, respectively. In this paper, the small moving target detection problem is converted into a sparse decomposition problem of infrared image. Namely, the pixel xði; j; kÞ is decomposed into target pixel x T ði; j; kÞ and background pixel x B ði; j; kÞ based on the diversity of morphological features between target and background.
Morphological component analysis
To achieve image sparse decomposition, the MCA theory is introduced in this paper. As shown in Fig. 1 , the MCA is applied to the original infrared image x to separate the components x T and x B . In theory, the MCA assumes that each morphological component of an image can be sparse represented by an associated dictionary. Thus, in this paper, the target component x T and background component x B can be represented as follows:
where W T and W B represent the dictionaries of target component and background component, respectively. h T and h B are the sparse coefficient vectors of target and background in the corresponding dictionaries, respectively. Thus, the dictionary W which can sparsely represent image x can be built by amalgamating target dictionary and background dictionary ½ W T W B .
where h is a sparse vector consisting of the vectors h T and h B . In general, the morphological features of the target and the background are different. Thus, they can be distinguished by different dictionaries. But these dictionaries must be incoherent. Specifically, if x is a target, it cannot be sparsely represented by the background dictionary W B . In this case, h B is a zero vector and h T is a sparse vector; and vice versa [25, 30] . Generally, the nonzero coefficients in the sparse vector h contains key information of infrared image x. However, the dictionary W ¼ ½ W T W B provides an overcomplete representation of x. In this case, the underdetermined system x ¼ Wh can be solved and morphological components x T and x B can be recovered by solving the following constrained optimization problem:
where k Á k 1 , i.e., l 1 -norm, denotes the sum of absolute value of nonzero elements. In essence, the total variation of an image is the l 1 -norm of the gradient. Thus, a total variation (TV) penalty is added to the background component force the component x B to have a sparse gradient, and to be closer to a piecewise smooth component.
Here, q is a regularization factor controlling the smoothness degree of the TV correction.
The choice of dictionaries
The choice of dictionaries W T and W B is a crucial step in image sparse decomposition process. Since the dictionaries used in the MCA model determine the image sparse and relevant decomposition ability of MCA. In other words, if unsuitable dictionaries be applied to the MCA model, it will lead to non-sparse and irrelevant decomposition of the different component in an image.
The target appears as point-like structures in infrared images. In general, point-like feature corresponding to the isotropic structures of data. To efficiently represent isotropic structures, wavelet transform has been chosen and produces good effect [25] . However, the small moving target does not appear as complete isotropic structures when it move in complicated clutter background. In this case, wavelet transform cannot efficiently represent the small moving target. Coincidentally, spectral graph wavelet (SGWT) [24] has a better flexibility, scale-invariance and local adaptivity than those of wavelet transform, which can efficiently represent isotropic structures and incomplete isotropic structures. Thus, in this paper, it is selected as the W T dictionary to efficiently and completely extract target features.
The background components can be considered as piecewise smooth components and anisotropic (such as edges), so they can be separated from targets according to their locality and orientation. Thus, the efficient representation of background components requires a multi-scale directional transform which is optimal for representing piecewise smooth and anisotropic features in the infrared image (atoms are well-correlated with anisotropic feature). For many directional representation methods, nonsubsampled shearlet transform (NSST) has an extensive list of desirable properties. NSST can provide a nearly optimal approximation for a piecewise smooth function. It can also offer a multi-scale and excellent local characteristic representation of the image content, and have flexible directional selectivity and shift invariance. In this paper, NSST is selected as the W B dictionary to represent background components of infrared images.
Therefore, the dictionaries used in the MCA are composed of the NSST dictionary W NSST and the SGWT dictionary W SGWT . The MCA algorithm is used to separate target from clutter background in an infrared image, summarized in Algorithm 1. In practice, hard thresholding leads to better results, since the use of hard thresholding is likely to provide the l 0 -sparsest solution [25] . Hard thresholding in the algorithm is expressed as component-wise thresholding: hardðh; lÞ ¼ h, if jhj > l, and it is equal to zero otherwise. In this paper, the stopping threshold l max is automatically set by using the maximum absolute value of the input image, i.e., l max ¼ kxk 1 
Sequential detection in random projection
In this section, we present the proposed small moving target detection method in details. The flowchart of the proposed method is shown in Fig. 2 . In fact, small moving target detection is regarded as performing target enhancement and extraction in spatial and temporal domains, respectively. First, the target is enhanced by the sparse decomposition based on MCA as discussed in the previous section, and a group of target images x T ði; j; 1Þ; x T ði; j; 2Þ; . . . ; x T ði; j; KÞ are obtained from K frames original infrared image sequence with the size of M Â N. To more efficiently and accurately extract temporal target information, random projection is introduced to obtain a low-dimensional target space.
As illustrated in Fig. 3 , each target image x T 2 R MÂN is represented as a row vector in R 1ÂMN , and arrange these vectors as a high-dimensional target matrix X ¼ ðX 1 ; X 2 ; . . . ; X K Þ T 2 R KÂH , where H = MN, is the total number of pixels in single target image. Then a sparse random matrix U 2 R LÂK is applied to project X into where the compressed ratio L/K < 1. The sparse random matrix U can approximately preserve the target information in X. Such matrix is binary and sparse, i.e., only has a fixed small number of ones in each row, and all the other entries are equal to zero [28] . The computational load is very small, and we only need to store few nonzero entries in U (as shown in Fig. 3) . From Fig. 4 , it can be seen that the target information in temporal domain is represented effectively in a low-dimensional projection space. Subsequently, the RX filter, is originally used to measure the degree of anomaly for hyperspectral images [29] , is adopted to extract the target trajectory from the low-dimensional target
The filter is defined as follows:
where g and C are the column vector mean and covariance matrix of Y, respectively. The specific implementation process of RX filter is shown as Algorithm 2. And the resulting image Z, including target trajectory, can be obtained by Algorithm 2. Finally, an adaptive threshold is employed to segment the target trajectory:
where w is a positive value between 0 and 1, which depend on the false alarm rate ðF a Þ. Actually, the larger w is chosen, the larger thresholding for each pixel will be. If a lower F a is needed, the thresholding should be larger. w is usually set as 0.6-0.8, which is quite suitable in our work. The final target trajectory can be detected according to threshold TH as follows: target trajectory if Zði; jÞ P TH;
background clutter if Zði; jÞ < TH:
4. Experiments
Experiment scheme and evaluation metrics
In this section, four kinds of experiments are performed to evaluate the performance of the proposed small moving target detection method. Four real infrared image sequences (Seq 1, Seq 2, Seq 3 and Seq 4) with different background are tested, which are shown in Fig. 5 . The details of these infrared image sequences and the small targets used in the experiments are described in Table 1 . We carry out the first experiment to demonstrate the effects of free parameters on detection performance in the proposed method. The second experiment is performed to illustrate the clutter background suppression performance using three metrics. The detection probability and false alarm rate are used for evaluating the detection performance in the last one.
In order to objectively evaluate the background suppression and target enhancement performance of different methods, three evaluation metrics: signal-to-clutter ratio (SCR), signal-to-clutter ratio gain (SCRG) and background suppress factor (BSF) are adopted [10, 23] . They are defined as follows:
where l t is the average of target region intensity; l and r are the average and the standard deviation of whole image intensity, respectively. And the subscripts 'in' and 'out' denote the input original image and the output resulting image, respectively. To further evaluate the target detection performance of different methods, the receiver operating characteristic (ROC) curve is also used in this paper, which is an effective method that has been widely used to evaluate the quality of target detection results [3, 9] . ROC reflects the varying relationship between the detection probability P d and the false alarm rate F a ; which are defined as following:
F a ¼ number of false detections number of targets : ð14Þ To evaluate the proposed method, we use the following four baseline methods for comparison: (1) max-median filter-based method (Max-median) [4] , (2) the morphological method (Tophat) [6] , (3) spatiotemporal anisotropic diffusion-based method (STAPD) [22] and (4) Chen's method [23] . The first two method regard as the case of single frame and the others aim at dealing with moving target detection. Through do such comparison based our experiments; we can clearly present the superior performance of the proposed method. The parameter settings of all baseline methods are as follows: the filter window size is set to 9 Â 9 for Maxmedian, and the structural element of Top-hat is set as a square template with radius of 4, which are approximately selected according to target sizes in test images. In addition, the default parameters given by the authors are adopted for STAPD and Chen's method. There are several free parameters needed in the proposed method, so we analyze the effects of the parameters in the following section.
Parameters analysis and setting
The proposed target detection algorithm has three key free parameters which are (1) the maximum iteration t max in MCA, (2) TV regularization parameter c and (3) the compressed ratio L/K in random projection. And other parameters are set to J = 6 (the decomposition level in SGWT) and D = 4 (the decomposition direction number in NSST). In this subsection, we apply the three detection quality metrics, i.e., SCRG, BSF and ROC curve to evaluate the influences of these key free parameters on target detection performance. For each metric, the Seq 1 shown in Fig. 5(a) is used for evaluation.
First, we fix the TV regularization parameter c = 0.024 and the compressed ratio L/K = 0.5, when assessing the influence of the maximum iteration. Then, when investigating the influence of the TV regularization factor, the maximum iteration and the compressed ratio are fixed to 20 and 0.5, respectively. Finally, when evaluating the impact of the compressed ratio, the maximum iteration and the TV regularization parameter are set to 20 and 0.024, respectively.
Figs. 6 and 7 give the analysis results. From Fig. 6 , it can be found that when the maximum iteration t max is larger than 16 and c 2 ð0:018; 0:051Þ, the proposed method can obtain a stable output.
From Fig. 7 , we can clearly see that when the compressed ratio L/ K = 0.5, the propose method has the best detection performance. Thus, in this paper, the default parameters are set as t max ¼ 20, c ¼ 0:024 and L/K = 0.5. This fixed parameter setting can obtain the best results for all test image sequences in this paper.
Background suppression experiment
The background suppression experiment are carried out on four test infrared images (A, B, C and D), all of which are randomly selected from four infrared sequences: Seq1, Seq2, Seq3 and Seq4, respectively. Fig. 8 shows original infrared images containing small targets under various clutter background and the background suppression results obtained by Max-median, Top-hat, STAPD, Chen's method and the proposed method, respectively. From Fig. 8(a) , it can be seen that the backgrounds have various heavy clutter which is difficult to be suppressed. Obviously, Maxmedian cannot well enhance the target region, and the resulting images have many clutter background in Fig. 8(b) . Top-hat and STAPD methods can enhance the target region, but some strong clutter still remain in resulting images as shown in Fig. 8 (c) and (d). In addition, Chen's method works better than other baseline methods in background suppression because it used the time-domain difference (see Fig. 8(e) ). However, this method only fits the slow-changing background and depends much on the target speed; thus, it cannot process the infrared images containing non-moving targets (such as image D). By contrast, the proposed method can efficiently suppress different clutter background, as shown in Fig. 8(f) . What's more, the proposed method is more robust than other baseline methods in both clutter background suppression and target enhancement.
For quantitative evaluation and comparison, the aforementioned metrics SCR, SCRG, BSF are adopted to measure the performance of all the methods. Table 2 gives the experiment results of the four types of infrared small target images with different backgrounds. From Table 2 , it can be seen that the proposed method generates the largest SCRG, compared to other baseline methods. For image A, the SCRG of the proposed method is 30.38 and is greater than 25.68, 17.27, 27.26 and 23.6, respectively, provided by Max-median, Top-hat, STAPD and Chen's method. Similar results can be found for images B, C and D. We can observe, from Table 2 , that the proposed method has larger BSF than other baseline methods. As to image A, the BSF of the proposed method is 7.01 and is greater than 5.49, 4.04, 6.14 and 2.08, respectively, offered by Max-median, Top-hat, STAPD and Chen's method. Similar results can be found for images B, C and D. Although the BSF of Chen's method is a little greater than the proposed method for image B, this method works badly for other images. Therefore, from Table 2 , we can conclude that the proposed method outperforms other baseline methods.
Infrared small target detection experiment
In this experiment, four real infrared small target image sequences, Seq1, Seq2, Seq3 and Seq4 as shown in Fig. 6 , are employed to test different detection methods. Then, ROC curves of the detection results are employed to illustrate detection performance about the proposed method and the four baseline methods. In this paper, the adaptive threshold TH in Eq. (8) is used to segment the target. The weighting factor w controls the ratio of target and background to evaluate an ROC curve. It is chosen from 0 to 1 with step length 0.02 to compute the detection probability P d and the false alarm rate F a . Fig. 9 shows the ROC curves of different methods for four infrared image sequences.
From Fig. 9 , it can be clearly seen that the P d value of the proposed method is always the largest for all the test image sequences under the same false alarm rate F a . That is to say, the proposed method is more accurate than baseline methods for target detection. Thus, the proposed method has good performance and robustness for infrared small moving target detection under various complicated backgrounds.
Conclusions
In this paper, we presented a new small moving target detection method using sparse decomposition based on morphological component analysis and random projection. The proposed method utilized the morphological component analysis based on NSST and SGWT is used to enhance targets in the sparse decomposition process. And the RX filter in random projection domain is applied to extract the temporal target trajectory. Extensive experiments on four infrared image sequences were conducted. According the detection results, it was observed that the proposed method out- performs the four representative small target detection methods, especially for the complicated backgrounds.
In the future study, we will optimize the sparse decomposition based on MCA with learning strategies, to reject more clutter background, and further improve the flexibility and adaptivity of our method to adapt to more complicated and various backgrounds.
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