Automatic analysis of learners' questions can be used to improve their level and help teachers in addressing them. We investigated questions (N=6457) asked before the class by 1st year medicine/pharmacy students on an online platform, used by professors to prepare their on-site Q&A session. Our long-term objectives are to help professors in categorizing those questions, and to provide students with feedback on the quality of their questions. To do so, first we manually categorized students' questions, which led to a taxonomy then used for an automatic annotation of the whole corpus. We identified students' characteristics from the typology of questions they asked using KMeans algorithm over four courses. The students were clustered by the proportion of each question asked in each dimension of the taxonomy. Then, we characterized the clusters by attributes not used for clustering such as the students' grade, the attendance, the number and popularity of questions asked. Two similar clusters always appeared: a cluster (A), made of students with grades lower than average, attending less to classes, asking a low number of questions but which are popular; and a cluster (D), made of students with higher grades, high attendance, asking more questions which are less popular. This work demonstrates the validity and the usefulness of our taxonomy, and shows the relevance of this classification to identify different students' profiles.
INTRODUCTION
Studying learners' questions while they learn is essential, not only to understand their level and thus help them learn better [16] , but also to help teachers in addressing these questions. In this paper, we are interested in whether the type of questions asked by students on an online platform can be related to their performance and their overall learning behavior. We investigate this question in the context of an hybrid curriculum (like [12] ), in which every week students have to ask questions regarding the online material they studied at home (following a flipped classroom approach), before the class, to help professors prepare their Q&A session. More precisely, our goal was to answer to 3 research questions: (RQ1) Is it possible to define a taxonomy of questions to analyze students' questions? (RQ2) Can identification of students' questions be automatized? (RQ3) Are annotated questions asked by a student related to their profile, i.e. is there a relationship between the type of questions asked by a student and their characteristics, in particular in terms of performance?
RELATED WORK
The first part of our work consists in the definition of a taxonomy of questions. Question taxonomies have been proposed in different application domains. Graesser and Person [9] proposed a question taxonomy based on their study which investigated the questions asked during tutoring sessions on college research methods and algebra. They developed this taxonomy to be used for automatic question generation. Although developed independently, we noticed a posteriori some overlap between their taxonomy and ours, in particular for categories "verification", "example" and "definition". However, in our case, beyond the taxonomy of questions, we focus on identifying students' characteristics and the relationships between questions type and their behavior. Bouchet [2] proposed a taxonomy of assistance requests made to an assistant conversational agent, which was distinguishing direct and indirect assistance requests, but which is too coarse-grained for our needs here. Work has also been done by Chin et al. [6] [7] to identify which questions are indicative of deep vs. shallow learning for middle school students learning about science in a classroom context. Efron et al. [8] developed a taxonomy of questions asked on the microblogging service "Twitter" and found that people used Twitter as an informal social service, asking questions for factual information or clarification, which is considered as one of the most difficult categories to identify. Their taxonomy is applicable for spontaneous interactions, which is not relevant for our context.
The second part of this article is relative to the automatization of question identification. A domain in which questions have been particularly studied, although not directly related to education, is question answering (QA). In general, question answering systems' objective is to improve answer quality and to decrease human efforts by extracting from a large set of documents the most relevant information to answer to a given question. Therefore, QA systems provide a general framework for parsing questions, searching documents, and retrieving relevant answers. For instance, the automated system AskHERMES [5] helps physicians extract and articulate multimedia information especially in response to complex clinical questions. Some QA systems use semantic-based and ontology-based approaches [11] . Behind the scene, machine learning techniques are used to generate helpdesk responses, for instance with clustering techniques [13] or through supervised machine learning approaches [17] . Finally, our last step consists in characterizing students based on the questions they ask. In online learning, much research has focused on analyzing student learning behaviors in online communications. Various frameworks have been proposed for characterizing and analyzing computer-mediated communications in the context of e-mail and chat exchanges [4] , collaborative discussions [14] , and knowledge sharing [15] , but none to identify students' behavior from a given typology of questions. Closer from our work, using natural language processing techniques, Kim et al. [10] helped students participating in online discussions by retrieving useful messages, and then used supervised machine learning approaches 1 paces.medatice-grenoble.fr to classify students' messages as questions or answers to analyze the distribution of student participation by gender.
RESEARCH METHODOLOGY

Data Considered
The dataset is made of questions asked in 2012 by 1st year medicine/pharmacy students from a major public French university (Université Joseph-Fourier). The Faculty of Medicine and Pharmacy has a specific hybrid training system (part of work is done remotely and the other part in classroom) for their 1st year students. The 1st year (called PACES) takes place over a year divided into two semesters. Each semester ends with a competitive exam (January and May) on the content studied during the period. A proportion of the students who failed in the competitive exam is allowed to retake the year only once. Each course is made of 4 to 6 4-week sequences on the PACES 1 platform, as illustrated in In every sequence, the first week consists in studying the course on a DVD-ROM or on the website Medatice (slides + videos from the professor). The second week is dedicated to the Online Formulation of Questions (OFQ) for teachers: these questions relate exclusively to the multimedia courses studied the previous week. Students can see questions asked by other students in their group and vote for them if they also want an answer to that question, but cannot answer to them. At the end of the week, the questions are sent to the adjunct professors intervening during the third week, who use them to structure their interactive classroom teaching sessions. During these sessions, the professor answers to some of the questions asked by students from the online form. The fourth week is dedicated to tutoring sessions in order to test the knowledge acquired during the training sequence through self-testing using MCQ, which are then corrected with an adjunct professor. There are two tutoring sessions of 2 hours/week (about 48 sessions/year and 40 MCQ/session). Each student can individually check their grades and rankings relatively to the overall promotion. These tutoring results allow students to assess the quality of their learning. Therefore, for each of the 13 courses we have 4 to 6 sets of questions asked by 429 students (6457 questions overall) during the 2 nd week of each period. Not all courses received the same number of questions: in particular, courses from the 1 st semester received more questions, because some students are forced to quit at the end of the 1 st semester, based on their results in the exam. The questions distribution per course is shown in Table 1 . 
Categorization of questions
To answer to RQ1, we took a sample of 800 questions (12% of the corpus size) from two courses (biochemistry [BCH], the histology & developmental biology [HBDD] ), considered by the pedagogical team to be among the most difficult ones and had the highest number of questions asked (cf. Table 1 ). This sample was randomly divided into 4 sub-samples of 200 questions to apply 4 categorization steps: (1) a discovery step, (2) a consolidation step, (3) a validation step and (4) an evaluation step.
(1) The discovery step consisted in empirically grouping sentences with similarities to extract significant concepts. Although students were instructed to ask simple questions (i.e. centered on a single topic, avoiding questions such as "Could you re-explain X? Also, Y wasn't clear"), we found that a significant subset of the questions could be broken down into several independent questions in 40% of the cases. Once sentences were segmented into so-called simple questions, we grouped questions that appeared similar in structure (e.g. "what is X?" and "what is Y?") and in meaning (e.g. "what is X? and "could you define X?"). Groups of questions were then given "labels" (e.g. "definition of a concept") which could be grouped into higher level categories. Then we identified mutual exclusion between labels (e.g. a simple question cannot be both verification and a request for a reexplanation), and conversely, labels that could co-occur (e.g. both a verification and a re-explanation could be relative to the final exam). This led us to define a set of what we called dimensions, each of them containing a set of categories (the mutually exclusive labels), providing the values associated to the dimension. It was then possible to associate keywords or idiomatic expressions to each value in each dimension (e.g. Dimension1, value Re-explain: re-explain, restate, redefine, retry, repeat, revise, retake, resume, etc.). Each simple question can then be associated with an annotation, i.e. the unique value associated to it according to each dimension (cf. Fig. 2 for an example of annotation showing how certain keywords are used to lead to a representation of a question as a vector).
(2) The consolidation step consisted in annotating the second sub-sample to validate the dimensions and values previously identified. This led to various adjustments to the dimensions to make sure they were indeed independent from each other (e.g. addition of the value "correction" in Dim2, not previously identified).
(3) In the validation step, we performed a double annotation to validate the generality of our categories on the third sub-sample of 200 sentences (previously segmented to work on the same subset of sentences). Two human annotators used as a unique reference the taxonomy created at the end of the previous step. They made two separate and independent annotations of each dimension, and their agreement was evaluated using Cohen's Kappa (K1=0.72, K2=0.62 where K1 and K2 correspond respectively to the Kappa for Dim1 and Dim2). Dim3 was created after this step and therefore was not annotated and the questions annotated in Dim4 were not similar for the both annotators because it is optional. Then they met to discuss and resolve the disagreements, which mostly corresponded to ambiguous cases. This led to a final refinement to the categories (e.g. separation of categories Dim1 and Dim4, addition of category Dim3).
Eventually the entire sample (600 sentences) was entirely reannotated to consider the changes and to provide a grounded truth to which the automatic annotation could be compared to. This final version of the taxonomy is provided in Table 2 , with the four final dimensions.
(4) Finally, in the evaluation step, the last sub-sample of 200 sentences was annotated manually by the two expert annotators (with an increased kappa of 0.83 on Dim1, 0.76 on Dim2 and 0.47 on Dim3). This sub-sample, not used for the training of the automatic annotator was used for its testing (cf. section 3.3). To annotate automatically the rest of the data, some rules were established from the manual annotation:
─ All the questions must be simple (i.e. combined questions have to be segmented into several simple ones).
─ The annotation must be unique on each dimension (i.e. a simple question can correspond to the category "deepen a concept" or to "re-explain a concept", but not both) ─ Dimension 4 is annotated only for the questions identified as verification on dimension 1. This dimension is the most difficult one to identify automatically because it would ideally require some form of semantic analysis.
AUTOMATIC ANNOTATION
To answer to RQ2 and to annotate the whole corpus (and on the long term, to use it online to analyze the questions collected), we have chosen to use NLTK (Natural Language Toolkit), a major library in Python to handle natural language data. The main challenge was the lack of a French corpus in the medical area studied here.
First, we identified keywords representative of each value in each dimension (cf. Fig. 2 ). Then we developed an automatic tagger which identifies for each question the main value associated to each dimension and tag the question as such, aggregating thereafter the values within the same dimension to have a binary annotation vector (as seen in the example of Fig. 2 ). To resolve the problem of ambiguity of the automatic annotation (e.g. in the example in the Fig. 2 , the subcategories dim3-1 and dim3-5 annotated in the same question) within the dimension, we attributed different weights to keywords of each dimension (e.g. explain: 7, what/how: 3). However, there were questions (about 1% of the corpus) that were still ambiguous after this annotation (cf. Fig. 2 , the words "definition" and "differences between" had the same weight (2) within dimension 3). In this case, the question was considered annotated in each subcategory separately.
Finally, we used the sample of 200 questions from the evaluation step (cf. section 3.2) to evaluate the automatic tagger. The Kappa values per dimension are given in Table 3 for the annotations coming from both expert annotators. We consider that the kappa values obtained (between 0.61 and 0.71) were high enough to apply the automatic annotator to the full corpus, although this type of decision is always partially arbitrary [1] . Moreover, those values include unannotated sentences (tagged as '0' by the annotator in all dimensions because they did not match any of the known patterns). For instance, without unannotated questions, the kappa values on dimension 1 are between 0.82 and 0.88, for both human annotators.
Overall, we have therefore positively answered to RQ1 and 2: not only have we successfully defined a taxonomy of questions relevant for our goal, but we have been able to automatize the annotation of questions using this taxonomy, thus allowing us to automatically annotate all the sentences in the corpus (and potentially annotate future students' questions).
IDENTIFYING LINKS BETWEEN QUESTIONS AND BEHAVIOR
Our goal is now to try to address RQ3, which is to know if the questions asked by a student can be informative of their characteristics. Ideally, we would also want to identify characteristics that are generic enough, i.e. not specific to only one particular course, so we decided to consider 4 of the courses that had received the most questions: BCH, HBDD, BCE and ANT (the latter being the only course of the 2 nd semester to have received a large number of questions). One of the most obvious students' characteristic is the students' level, as indicated by their grade in the final exam at the end of the year. We decided to distinguish two types of students: the good students (whose rank in the final exam is superior to 200 th -which corresponds to the students allowed to move up to the 2 nd year of PACES) and the average ones (whose rank is between 200 th and 600 th ). The students with a rank superior to 600 th generally did not ask enough questions to be considered here. Moreover, teachers usually consider that students over rank 600 th do not really have a chance to pass the final exam, even with their assistance, and generally want to focus more on average students.
Are the proportions of questions characteristics of students' level?
First, we assumed that good and average students would be asking significantly different questions, which led us to specify our RQ3 into RQ3.1: "are there questions that are characteristics of good or average students?". Unfortunately, a visual exploration of the data for each dimension across the 4 courses did reveal any clear trend (cf. Fig. 3 ), which quickly led us to reply negatively to RQ3.1 without the need for advanced statistical comparisons between the two populations.
4.2 Is the dynamics of questions asked characteristic of the students' level?
Our second hypothesis was that the dynamics of questions asked by the students could be indicative of their level. For instance, we could assume that good students would tend to ask more complex questions towards the end of the course, because they have already acquired a solid understanding of the basic concepts during the first weeks. This led us to formulate RQ3.2 as "are there temporal patterns of questions asked that are characteristics of good or average students?". To investigate this question, we started again by a visual data exploration, comparing the proportion of questions asked by students each week in each dimension. An example of such a visualization is shown in Fig. 4 .
In particular, we were looking for opposite patterns between good and average students -in our previous example, we could think that contrary to good students, the proportion of complex questions asked by average students would not increase towards the last weeks. Table 4 presents a systematic overview of the difference in trends between the categories of students. Unfortunately, the results showed that even if some dimensions seemed to be important in distinguishing good from average students (for instance dimension 4-3, i.e. verification question about the exams), and that there may exist ways to distinguish good from average students based on the type of questions they asked (e.g. an increase in questions about a deeper explanation for good students in ANT, whereas a decrease was observed for average students), the trends were different across the courses. Therefore, the answer to our RQ3.2 was that such patterns may exist, and it is then necessary to consider not only the raw proportion of questions of each type, but also their dynamics across the course. However, this dynamic seems to be very course-related, which led us to perform our following analyses separately on each course, instead of trying to group questions across the courses.
Are students' characteristics related to the questions they asked?
Our third and final hypothesis was that students' questions may indicate something subtler than their mere level (good vs. average), such as whether they were regularly missing courses or whether they were taking this course for the 2 nd time. Moreover, it may be a combination of questions and not only a single dimension that needs to be considered. This led us to reify RQ3.3 as "do students who ask the same patterns of questions share similar profile characteristics?". To answer to this question, we performed an analysis in 2 steps, similar to [3] , where we started by extracting clusters of students, and then we tried to identify the characteristics distinguishing each of them. First, we performed four separate clustering analyses using the K-Means algorithm (with k between 2 and 10) over four datasets: students who asked questions in the BCH (1227 questions by N1=244 students), HBDD (979 questions by N2=201 students), BCE (685 questions by N3=114 students), and ANT courses (649 questions by N4=75 students). We performed the clustering using as features for each student the proportion of each question asked in each dimension (e.g. the proportion of questions with value 1 in dimension 1) asked (a) overall, (b) during the first half of the course and (c) during the second half of the course (44 features overall). Distinguishing (b) and (c) in addition to (a) allowed us to take into account the dynamics of questions (as suggested by our answer to RQ3.2), more than the overall distribution. We obtained 4 clusters for BCH and HBDD and 3 clusters for BCE and ANT, which centroids are provided in Table  5 .
We have also tried to reduce the number of features for the clustering using a feature selection technique to show up most important and discriminant features for all courses (although a Principal Component Analysis could also lead to that result, the difficulty to interpret the dimensions extracted is an issue when the aim is to present them to teachers). Because of the differences across courses, we performed this on each course individually (e.g. the feature prop_d1-1 is more important for BCH than BCE especially in the 1 st half of the course -cf. Table 5 ) We obtained 4 new clusters for BCH, HBDD, BCE and ANT with a number of features selected varying between 7 and 14. To compare these new clusterings with the previous ones, we used the silhouette coefficient which a measure of consistency within the clusters (between -1 and 1), where a high value indicates that an element is well matched to is own cluster and poorly matched to neighboring clusters. When calculating the silhouette coefficient for the four clusterings to measure the cohesion and the quality of the new clusters, the values varied between .23 and .34 (vs. between .19 and .23 for the clusterings with 44 features). Due to the modest increase in the quality of clusters and the additional difficulty of reporting different dimensions for each course, we therefore focus in the remainder of this paper on the original clusterings using 44 features.
The second step consisted in characterizing the clusters by considering seven attributes not used for the clustering: (a) students' average grade (AvgGrd) on the weekly tutoring sessions (out of 20) and (b) grade in the final exam (FinGrd) on this course (out of 20), (c) global attendance ratio (over the 2 semestersGlbAtt) and (d) attendance for the considered course (CouAttfrom 0 (never there) to 1 (always there)), (e) the proportion of students who were retaking the year (RetStu), (f) the number of questions asked in this course (NbQst) and (g) the number of votes from other students on their questions in this course (NbVot). Descriptive statistics for these variables and for each of the four courses are provided in Table 6 -cluster naming has been chosen to match the similar characteristics identified further.
For the two variables relative to grades (AvgGrd and FinGrd), the two variables relative to attendance (GlbAtt and CouAtt) as well as for the variables relative to the questions (NbQst) and votes (NbVot), not all distributions followed a normal law (p < .05 in some cases when testing with Shapiro-Wilk), which led us to perform Kruskal-Wallis H tests on ranks instead of one-way ANOVAs for the clusterings associated to the four courses considered.
In terms of grades, for BCH there was a statistically significant difference between clusters for the average grade (χ 2 (3) = 14.29, p < .005) and for the final grade (χ 2 (3) = 17.93, p < .001). This was In terms of attendance, for BCH there was a statistically significant difference for CouAtt (χ 2 (3) = 10.51, p = .015), but not for GlbAtt. For HBDD, the test showed a statistically significant difference for GlbAtt (χ 2 (3) = 9.33, p = .03) but not for CouAtt. For BCE, there was a statistically significant difference for CouAtt (χ 2 (2) = 13.69, p = .001), but not for GlbAtt. For ANT, there was a statistically significant difference for GlbAtt (χ 2 (2) = 6.19, p = .045) and CouAtt (χ 2 (2) = 12.04, p = .002).
In terms of number of questions/votes, for BCH there was a statistically significant difference for NbQst (χ 2 (3) = 42.12, p < .001) and NbVot (χ 2 (3) = 8.29, p = .04). For HBDD, the differences were also statistically significant for NbQst (χ 2 (3) = 33.20, p < .001) and NbVot (χ 2 (3) = 16.76, p < .001). For BCE, a difference for NbQst (χ 2 (2) = 9.85, p = .007) but none for NbVot. For ANT, no statistically significant differences were found for NbQst and NbVot. Follow- .90 Prop_dx-y: the proportion of questions asked overall with value y in dimension x P_dx-y_S1: the proportion of questions asked during the first half of the course with value y in dimension x PropQ_S1: the proportion of questions asked during the first half of the course for all the dimension *: Non significant feature (not discriminant in either of the four clusterings) up post hoc comparisons using Dunn's test with Holm-Bonferroni correction are summarized in Table 7 . Finally, for the variable indicating whether the student was retaking the year (RetStu), we performed a Chi-square test which revealed a significant difference between the clusters in BCH (χ 2 (3) = 14.43, p = .002) and HBDD (χ 2 (3) = 23.72, p < .001), and no difference in BCE nor in ANT.
Discussion
Cluster A represents 18 to 29% of the students and is characterized by grades lower than average (both in the considered course and overall), and a course and global attendance that is always lower -sometimes significantly -than the one from students in other clusters. The students in this cluster are in majority (86% on average) taking the course for the first time, they asked less questions than average, but their questions received more votes than average and were therefore fairly popular. Their questions are mainly about re-explanation or deepening a concept specifically a request for definition (dim1-1, dim1-2 & dim3-1) and often asked during the first half of the course. This cluster therefore correspond to struggling passive students who need basic re-explaining, that many students could benefit from.
On the other end of the spectrum, cluster D represents 14 to 25% of the students in the first semester (and 40% in the second semester, an increased proportion that can be linked to a decrease in the activity from other students) and is characterized by course and final grades significantly higher than others (and almost always statistically significantly higher than students from cluster A), who tend to be attending most of classes. Another distinctive characteristic of this cluster is the fact it contains an important proportion of students taking the course for the second time (42% on average), who ask more questions than average but whose questions are less popular, with less votes overall. We can assume these must be very precise questions that already require a good understanding of the content of the course, and are thus not deemed as important by other students. Indeed, they mainly asked questions of verification to check for a mistake or contradiction in the course (dim1-3 & dim4-1) and less questions on the link between concepts (dim3-5). Interestingly, when comparing the proportion of questions asked in the first vs. second half of the class, they are the only students who asked more questions in the 2 nd half of the sequences than in the 1 st half, presumably because the concepts presented at the beginning were simpler and easier for them to understand. This cluster therefore corresponds to nitpicking active students, who understand well the basics and point out potential mistakes on advanced concepts -sometimes even to confuse others, according to the pedagogical team (because of the competitive nature of the courses).
Cluster B represents 36 to 40% of students, whose grades, attendance and number of questions asked are similar to cluster D. However, the proportion of students taking the course for the second time is lower than D (31% on average), and their questions are more popular. Overall, their questions are mostly verification of knowledge and on link between concepts (dim1-3, dim4-2 & dim 3-5), but only in the 1 st half of the class. They correspond to students who are in the process of actively building their understanding of the course.
Cluster C (only for BCH and HBDD courses) tend to be an intermediate cluster which always lies in between clusters A and D.
Therefore, we can say that our clustering (based on the question dimensions only) and the follow-up inferential statistical analyses (using students' characteristics) allow us to positively answer to RQ3.3: the proportion and dynamics of questions asked by students is strongly linked to some of their characteristics (their performance, their attendance, the number of questions they asked, the number of votes they received, and whether they were following this course for the first time or not). Moreover, although the 4 clusterings were performed separately, and contrary to our previous analyses, the fact that three very similar clusters systematically appeared in the 4 courses considered is indicative that the relationships identified are not dependent on the courses.
CONCLUSION
We have developed a taxonomy of questions asked by students in a blended learning environment and shown how an automatic annotation of questions allowed us to identify profile of students, only based on the proportions of the type of questions they asked and their evolution in time. Two extreme clusters (lower than average students with popular questions, and higher than average students with unpopular questions) always appeared, with sometimes an intermediary one (higher than average students with popular questions).
One of the limits of this work lies in the fact we have considered a single dataset (even if we considered several courses): it would therefore be interesting to apply this taxonomy in a different type of environment such as a MOOC, and check if correlations found between students' characteristics and the type of questions they ask remain the same. It would also be necessary to replicate this work on the same courses across different years in order to check whether the same clusters always appear in each course, and whether it is possible to apply the model trained on a year over the following one.
Overall, this work not only proves the interest of the proposed taxonomy, but also opens up perspectives to identify students' level online during the year, and whether they improve or not, based on the type of questions they ask in new courses. Moreover, from the teachers' perspective, the automatic annotation could be helpful to organize the questions they answer to during their weekly Q&A session. In particular, it could provide them with additional information that the mere votes, to make sure they answer to questions that can benefit to different categories of students: not only to the popular questions but also to the precise (less popular) questions asked by the "good" students.
For the research community, we believe the provided taxonomy should be reusable (and is not language-dependent). Indeed, the sample of 200 questions from the evaluation step was also annotated by a novice untrained human annotator not involved in the creation of the taxonomy who was only provided with Table 2 , and we obtained kappa values between novice and expert annotators of [0.59-0.67] on Dim1, 0.38 on Dim2 and [0.33-0.39] on Dim3. We think it would be particularly interesting to apply this taxonomy to annotate questions (manually or automatically) in other contexts (such as MOOCs) to evaluate its generalizability for different applications, as we expect some dimensions to be more or less relevant depending on the context. 
