We prove that every locally finite, congruence modular, minimal variety is minimal as a quasivariety. We also construct all finite, strictly simple algebras generating a congruence distributive variety, such that the set of unary term operations forms a group. Lastly, these results are applied to a problem in algebraic logic to give a sufficient condition for a deductive system to be structurally complete. 
In the last section, we present an application of these results to algebraic logic. To every so-called algebraizable deductive system, there corresponds a quasivariety of algebras. This quasivariety is minimal if and only if the deductive system is maximal. That is, the addition of a new rule of inference will yield a logic in which every formula is provable. Similarly, the quasivariety generates a minimal variety if the logic is maximal with respect to the addition of new logical axioms. Thus our main theorem implies that these two notions of maximality coincide on those deductive systems whose associated quasivarieties are locally finite and congruence modular.
Preliminaries
The variety generated by an algebra A, denoted V(A), is equal to the class HSP(A) of all homomorphic images of subalgebras of direct powers of A. Similarly, the quasivariety generated by A, Q(A), is equal to SPPu(A), the class of algebras isomorphic to subalgebras of products of ultrapowers of A. If A is finite, this latter class reduces to SP(A).
An algebra A is called strictly simple if it is simple (implying \A\ > 1) and has no proper non-trivial subalgebras. It is obvious that every non-trivial, locally finite variety contains a strictly simple member, (namely a non-trivial algebra of minimal cardinality) thus every minimal, locally finite variety is generated by a strictly simple algebra. [3] Minimal varieties and quasivarieties 135
PROOF. Let y = V(A). Suppose y is a minimal quasivariety. Then by Lemma 1, y -SP(A) and A embeds into every non-trivial member of y , so in particular into every non-trivial subalgebra of A x A. So we consider the converse.
Assume y = SP(A) and A e S(D) for every D < A x A with \D\ > 1. Let B be a non-trivial member of y . To apply Lemma 1 we need to show that B extends A. y is generated by a finite algebra, so it is locally finite. Therefore, we may assume that B is finite, so B < A" for some n > 0. We prove by induction on n that B extends A. The cases n = 1 and n = 2 are included among the assumptions.
So suppose that the required result is true for all n < k for a certain integer k > 2. Let B < A k , \B\ > 1. Let B o and Bi be the projections of B into the product of the first A:-1 copies of A, and into the last copy of A, respectively. If Bo is trivial, then B = Bi and the desired conclusion follows. Assume that Bo is non-trivial. Then by the induction assumption, there exists an algebra C < Bo, C = A. Letting D be the subalgebra of B consisting of all elements whose projection into A*" 1 belongs to C, we have that D < B, D projects onto C, and D e S(A 2 ). Thus by induction (« = 2) D embeds A and we are done.
We now focus our attention on congruence modular varieties. For an extensive development of the structure theory of these varieties, we direct the reader to [3] . For our purposes we require only the notion of an Abelian algebra. An algebra A (generating a congruence modular variety) is Abelian if there is a congruence on A 2 which has the diagonal of A (i.e., the set {(x,x): x e A }) as a congruence class. An Abelian algebra can be shown to be polynomially equivalent to a module over a ring. LEMMA PROOF. By minimality, "V is finitely generated, and by [3, 10 .15], A is finite; moreover, y = V(A). Suppose that A is Abelian. Then by [3, Theorem 12.4], every algebra in y is a Boolean power of A, so y = SP(A). Furthermore, every subalgebra of A x A will be isomorphic to either A or A x A. Therefore, by Theorem 3, ^ is a minimal quasivariety. Now assume that A is non-Abelian. Then by [3, Theorem 12 .1] y is congruence distributive. By Jonsson's version of the Birkhoff subdirect product use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700035266 [4] theorem [5] , A is, up to isomorphism, the only subdirectly irreducible member of 'V. The result now follows from Theorem 3.
By Lemma 4, our analysis of minimal, congruence modular varieties reduces to the congruence distributive case. For this, we will need the wellknown Jonsson terms.
LEMMA 5 [5] . Let A be an algebra. V(A) is congruence distributive if and only if there are ternary terms t\(x,y, z),... , t n (x,y, z) for some n > 1 in the language of A such that these equations are true in A:
2. The monoid of unary terms SOME DEFINITIONS. Let A be an algebra. Clo (A) denotes the set of term operations of A, and Pol (A) the set of polynomial operations of A (that is, operations built up from the basic and constant operations on A). For a natural number n, Clo,, (A) and Pol,, (A) denote the sets of n-ary members of Clo (A) and Pol (A) respectively. An element e of A is idempotent if {e} is a subuniverse of A.
Observe that Cloi(A) is a monoid acting on the set A. We say that the action of a monoid M on a set is regular if no non-identity element of M has a fixed point. When no confusion will result, we simply call the monoid regular. Our immediate goal is to characterize those A (strictly simple and generating a congruence distributive variety) such that Cloi(A) is a group.
The next lemma is well-known. LEMMA PROOF. Suppose that M fails to be a group. Then M contains an operation a which is not a permutation of A. By Lemma 7, there exists an n such that a" = a 2 ". Then for any a e A, a n (a) is a fixed point of a", but a" is a non-identity element of M. Now assume that M is a group. If M is a trivial group, then there is nothing to prove, so assume M is non-trivial. Therefore there is an element a e A which is not idempotent. Choose any b e A. Since A is strictly simple, b lies in the subalgebra generated by a, so for some aGM, b = a(a), whence a = a~l(b). Since M is a group, a" 1 e M. Therefore b is not idempotent either, and we conclude that A contains no idempotent elements. Furthermore, M acts transitively on A. Now, for any subset X of A, we put
Let X be the collection of all sets X c A such that |FixX| > 1, and let U\,..., U/c be a list of the distinct maximal members of Z. Then define
Observe that each G, is a subgroup of M and, for any a € M and 1 < i < k, there is j < k such that a o G , o a " ' = Gj and a(C/,) = Uj. Finally, define T to be the subgroup of M generated by (J* =1 Gi- Let t\,...,t n be Jonsson terms for A. We proceed to show that for every 1 < / < n we have tt(b,c,d) -ti+\ (b,c,d) . Then from Lemma 5 it will follow that b = d. This is the contradiction that will establish the claim. First assume that / is odd, so that we have for all x,y e A. Then define
a{x) = tj (x, 8y(x), 8(x)) and =
Clifford Bergman and Ralph N^cKenzie [6] Notice that a(x) = P(x) = x for all x e U t by Lemma 5(ii). Also, a(a) = P(a) by 5(iii). Thus the function fi~l o a e M fixes all points of C/, U {a}. Since Ui is maximal in Z, it follows that a = p. In particular we have
Now assume that i is even. In this case put
a{x) = tt (x, y{x), S(x)) and P(x) = t i+1 {x,y(x),S(x)).
It follows from Lemma 5 (ii) and (iv) that a and /? agree on the set (7, U {a}. Thus, just as above, we conclude that a -p and
This concludes the proof of the claim. Let 0 be the equivalence relation on A whose classes are the orbits under the action of T. Then 0 is a congruence on A. To show this, by Lemma 6, it is enough to prove that if (a, b) € 0 and / € Poli(A) then {f(a),f(b)) e 0. Furthermore, by the definition of T, we may assume that b = y{a) for some y e G t and 1 < / < k.
There is a term * e Clo(A) and ci,C2,...,c n e A such that f(x) = s(x, ci,...,c n ).
Then by the transitivity of M, f(x) = h(x, a) for some binary term h. We define two members of M:
a{x) = h(x,x) and 0(x) -h(y(x),x).
Thus we need to show that (a(a),P(a)) e 0.
Since y eG,, a and /? agree on f/,. Thus p oa~l €Gj, some j < k. Since (P o al )(a(a)) = P(a), it follows that (a(a),P(a)) e 0 as desired. Now the group T is in all events a group of more than one element, since there is at least one set U, (which may, conceivably, be the empty set). Thus 0 ^ 0 A . Therefore by the simplicity of A, 0 = \ A , equivalently, T acts transitively. Then by the Claim, each set [/, must be either empty or identical to A. As the definition of [/, precludes its equality with A, we must have k = 1 and U\ = 0 . That is, M is regular.
The referee has offered an alternate proof of Theorem 8. As it is equally interesting, (and markedly different) we sketch the argument. Assume that M is a group and A has no idempotent elements. M is a subuniverse of A 4 . Let F denote the subalgebra of A with universe M. For any subset Z of A, let r\ z be the projection congruence on F corresponding to Z . Observe that (a,P) Srj z <*a- r\ a V r\ b = lp. Let X be any subset of A which is a union of -classes and Y = A -X. We claim that X is a subuniverse of A. By the distributivity of ConF, t\ x v r\ Y = lp. Hence, by taking a Maltsev chain, we see that the group M is generated by the subset Fix X u Fix Y. Since the elements of Fix Y preserve X, (and the elements of Fix X certainly preserve X) X is a subuniverse of A.
Finally, since A has no proper subalgebras, we conclude that either \A\ -2, or any two elements of A are equivalent modulo ~. In either case, M is regular.
It is possible to construct all of the algebras satisfying the conditions of Theorem 8. In [7] , [8] and [9] , A. Szendrei analyzes the clones of strictly simple algebras. We can apply those results to characterize, up to term equivalence, all finite, strictly simple algebras A generating a congruence distributive variety, and whose clone of unary terms forms a group.
Let A be a non-empty set. (6) (A, G), where \A\ is prime and G is a regular, transitive (hence cyclic) permutation group on A.
The proof of [8, Theorem 1] shows that the algebras of type (1), (3) and (4) generate congruence distributive varieties. In fact, those of type (1) and (4) are quasi-primal. The algebras of type (2) (and (5)) all generate congruence modular, abelian varieties. Those of type (6) are essentially unary, and do not generate a congruence modular variety.
COROLLARY 10. Let A be a finite, strictly simple algebra generating a congruence distributive variety and such that Cloi (A) is a group.
(
1) If A has an idempotent, then A is an idempotent algebra and, if\A \ > 2 then A is term-equivalent to an algebra as described in Theorem 9(1) or (3) above. (2) If A has no idempotents, then A is term equivalent to the algebra (A, £l A (G)), where G is the automorphism group of A.
PROOF. Suppose first that A has an idempotent. Then that element is a fixed point of every member of Cloi(A). By Theorem 8, Cloi(A) is regular, so must be trivial. Therefore every member of A is idempotent. If \A\ > 2, then we can apply Theorem 9. Case 9(2) cannot occur here, since it implies that A is Abelian.
Assume now that A has no idempotent elements. For any element (a, b) of A 2 , the subalgebra of A 2 generated by (a, b) is equal to
{(a(a),a(b)): a eCl Oi (A)},
which by Theorem 8 is isomorphic to A under each of the coordinate projections. Thus it is the graph of an automorphism of A. It follows that Aut(A) acts transitively on A. Furthermore, the set of fixed points of an automorphism is a subalgebra of A. Therefore, the action is regular as well. Applying Theorem 9, A is term equivalent to one of the algebras in categories (4)- (6) . However as noted above, only those of type (4) generate a congruence distributive variety. Thus A is term equivalent to {A, <<% A (G)) for some group G acting on A in a transitive, regular manner.
By transitivity and regularity, we have \G\ = \A\ = | Aut(A)|. Furthermore, since the action of G preserves every operation of A, there is a natural group use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700035266 embedding of G into Aut(A). It follows that we may take G equal to Aut(A) in the Corollary. PROOF. Let A be a strictly simple algebra generating the variety 2^. By Lemma 4(2), we must show that A can be embedded into every non-trivial subalgebra of A 2 . Let us assume that this is false and derive a contradiction. Without loss of generality, we may assume that A is a counterexample of minimal cardinality. That is A is a strictly simple algebra generating a congruence distributive variety; there is a minimal, non-trivial subalgebra R of A 2 such (*) that A £ S(R); and for every strictly simple algebra B generating a congruence distributive variety (of any type), if \B\ < \A\ then every non-trivial subalgebra of B 2 extends B.
Observe that R is non-trivial and is not of the form {e} x A or A x {e} (since R ^ A), so R must be a subdirect square of A. Furthermore, it can not be the graph of a function, since then it would be an automorphism of A, and we would have R = A again. Therefore , b), (a, c) }) C R, contradicting A £ S(R). Thus E = 0 , i.e., A has no idempotents.
Let M = Cloi (A). Since A has no idempotents and R is a minimal subalgebra, R is generated by any one of its elements. Therefore, M acts transitively on R, and of course, on A. Furthermore, R is irreflexive, since {x,x) e R implies A = Sg R ({(.x,;c)}) = R, a contradiction. Suppose that M were a group. Then by Theorem 8, the action of M would be regular. Since M acts transitively on R, there is a e M with (aa,ab) = {a,c) by (t). But then by regularity, a must be the identity map, contradicting the fact that b ^ c.
Since M is not a group, there is a e M such that a(A) ^ A. By Lemma 7, we can assume that a = ao a. Let B = a(A). Observe that B = {x e A: ax = x}. We define an algebra B = (B,F) by taking F to be the set of all operations (a o g)\ B where g e Clo(A). We define S = RnB 2 ; then it is clear that 5 is a subuniverse of the algebra B 2 . We shall finish the proof of the theorem by showing that B is a strictly simple algebra, that V(B) is congruence distributive, and that S is a non-trivial subalgebra of B 2 which does not embed B-thus we will have contradicted our assumption (*).
First, note that B is non-trivial; if B = {x} for some x e A, then choosing any (M, V) e R we have that (x, x) = (aw, av) e R, contradicting the irreflexivity of R. Moreover, V(B) is congruence distributive by Lemma 5: ift\,...,t n are Jonsson terms for A, and if we choose a term s(x) so that a = s A , then s (ti(x,y,z) The variety y in this example is locally finite, since it is generated by a finite member. But of course it is not congruence modular. Our second example shows that the assumption of local finiteness is necessary in Corollary 13. In fact, the variety in this example will be arithmetical, that is, both congruence distributive and permutable. It was provided to us by H. Andreka and I. Nemeti, who have kindly allowed us to include it here. We only outline the proof. EXAMPLE 
(Andreka-Nemeti). There is a minimal, arithmetical variety that is not minimal as a quasivariety.
PROOF. Let C be the full to-dimensional cylindric set algebra on a 3-element base. (See [4] for the relevant definitions.) Let y = V(C). Then y is the desired example, y is arithmetical, since every cylindric algebra is an expansion of a boolean algebra. The minimality of y as a variety is proved in [6, Corollary 3.15] .
Let M be the subalgebra of C generated by 0. M is a non-trivial algebra since C contains infinitely many distinct diagonal elements, each of which has a name in the language. Then it turns out that M satisfies the quasi-identity
while C does not. Therefore this quasi-identity defines a proper, non-trivial subquasivariety of y .
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700035266
An application to algebraic logic
In order to apply our results to algebraic logic, we need to outline some of the basic notions of that subject. We follow the treatment in [2] . We direct the reader to that monograph for additional references.
A deductive system is a pair S? = (L, C), in which L is a prepositional language {i.e., a set of prepositional connectives) and C is an algebraic, structural closure operator on the set Fm of formulas of L in the prepositional variables '=o' is an equivalence relation on the set of deductive systems over a fixed language. C(0) can be thought of as the set of tautologies of S?.
The main results in [2] are directed towards developing the notion of an algebraizable deductive system. The definition is too involved to reproduce here. Intuitively, a deductive system S? is algebraizable if and only if it can be associated with a quasivariety 5^ of algebras whose basic operation symbols are those of L. Under this association, the tautologies of S? correspond to the identities of &**, and the rules of inference to the quasi-identities. Furthermore, if both S? and &" are algebraizable, then & < <9" <*• 5^ 2 c5*' Q . Not every deductive system is algebraizable. But from [2, Corollary 4.9] we have that every extension of an algebraizable deductive system is algebraizable.
For a fixed language L, let A denote the set of all algebraizable deductive systems over L, and write A for the poset (A, <). By a maximal (respectively, use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700035266
