In order to study the effect of mutation rate heterogeneity on patterns of DNA polymorphism, we simulated samples of DNA sequences with gamma-distributed nucleotide substitution rates in stationary and expanding populations. We find that recent population expansions and mutation rate heterogeneity have similar effects on several polymorphism indicators, like the shape and the mean of the observed pairwise difference distribution, or the number of segregating sites. The inferred size of population expansion thus appears overestimated if nucleotides have dissimilar substitution rates. Interestingly, population expansion and uneven mutation rates have contrasting effects on Tajima's D statistic when acting separately, and the consequence on the associated test of selective neutrality is investigated. The patterns of polymorphism of several human populations analyzed for the mitochondrial control region are examined, mainly showing the difficulty in quantifying the respective contribution of past demographic history and uneven mutation rates from a single sampled evolutionary process. However, substitution rates appear more heterogeneous in the second hypervariable segment of the control region than in the first segment.
Introduction
New molecular data are providing information that is qualitatively different from that previously available, as the number of evolutionary steps separating a given pair of genes can be estimated. The number of observed differences between two gene copies is indicative of the amount of time since these genes diverged (Watterson 1975; Tajima 1983; Hudson 1990; Slatkin 1995) , and can be used to infer different aspects of the natural history of extant populations (Avise 1994) . For instance, the genetic structure of populations can be inferred from the distribution of observed pairwise differences (Excoffier, Smouse, and Quattro 1992) , the amount of gene flow between populations can be estimated from molecular phylogenies (Slatkin and Maddison 1989) , and a star phylogeny is consistent with a population expansion after a bottleneck (Slatkin and Hudson 1991) . More recently, a series of papers have investigated the possibility of inferring the occurrence, the timing, and the level of past demographic expansions in finite populations by examining the shape of the distribution of observed pairwise differences (also called the mismatch distribution) (Rogers and Harpending 1992; Harpending et al. 1993; Rogers and Jorde 1995) . This new methodology was introduced after the observation that many such distributions were unimodal in the mitochondrial control region of human populations (Di Rienzo and Wilson 1991) . Such a distribution shape is indeed very unlikely under population stationarity, because the distribution of pairwise differences among genes reflects the shape of the gene genealogy, which may considerably differ between several outcomes of the same evolutionary process (Slatkin and Hudson 1991 , and see figure 2, column 1). A unimodal distribution is, however, expected after a sudden and large demographic expansion (Slatkin and Hudson 1991; Rogers and Harpending 1992; Marjoram and Donnelly 1994) . The analytical model developed by Rogers and Harpending (1992) to infer past population bottlenecks assumes a random substitution process and equal mutation rates for all nucleotide positions. Both assumptions have been shown to be violated for mitochondrial DNA (mtDNA). First, there is a well-known substitution bias in favor of transitions in mammalian mtDNA (Brown et al. 1982) . Second, the uniform mutation rate model has been recently challenged. Several studies have shown that the number of substitutions per site was not Poisson distributed as expected under the uniform model in the mitochondrial control regions (Kocher and Wilson 199 1; Hasegawa et al. 1993; Wakeley 1993) . It rather followed a negative binomial distribution, suggesting (but not necessarily implying) that the mutation rates varied from site to site according to a gamma distribution (Uzzel and Corbin 1971) . Although the exact underlying molecular mechanisms are unknown, it means that a few sites are the target of most mutation events and therefore act as mutational hot spots, whereas a majority of sites are not variable. Mutation rate heterogeneity and transition bias should therefore result in a reduced number of observed differences between pairs of genes. The effects of gammadistributed mutation rates have been previously studied when estimating the amount of transition bias (Wakeley 1994 ) and nucleotide substitution rates (Tamura and Nei 1993; Rzhetsky and Nei 1994) , but their effect on either the shape of the distribution of observed pairwise differences or on other indices of DNA polymorphism at the population level are largely unknown. Although it has been claimed that gamma-distributed rates would not significantly affect the number of differences between random pairs of genes (Rogers 1992) , analytical work has shown that unimodal distributions of pairwise differences may be obtained when a given fraction of nucleotide sites are mutating much faster than the other sites (Lundstrom, Tavare, and Ward 1992) . Bertorelle and Slatkin (1995) have also recently shown that other indices of polymorphism, such as the number of segregating sites or Tajima's D statistic (Tajima 1989a) , could be also affected if nucleotide sites were discretely distributed between slow-and fast-evolving sites. In this paper, we use a Monte Carlo approach to simulate uneven substitution rates in stationary and expanding populations. The effects of sudden demographic expansions and uneven mutation rates on the pattern of DNA polymorphism are then compared. The problem of distinguishing between these two effects, and thus of inferring past demographic events from molecular data, is discussed in the context of human mtDNA sequence polymorphism.
Material and Methods

Simulation Model
Samples of 100 DNA sequences with a length of 300 base pairs (bp) were generated in stationary and expanding populations, with or without mutation rate heterogeneity and with transitional bias using a Monte Carlo approach.
Gene genealogies (topologies and branch lengths) were first built using a coalescent simulation model based on a continuous time approximation and described in Hudson (1990) . Under this model, the time t during which the sample has j distinct lineages is approximately exponentially distributed with mean (jo -1)/2)-l. Time is expressed here in units of M generations, where A4 is equal to the present population inbreeding effective size N for haploids, or 2N for diploids. Episodes of rapid population growth (sudden expansions) were reflected on the genealogy by resealing the length of the branches by a factor equal to Ml/M, where M, is the size before the expansion (Hudson 1990 ). In our simulations, all expansions occurred t = O.lM generations ago. As our application deals with human mtDNA, the time of expansion was chosen in order to approximately match the known demographic history of human populations. The human effective female population size has been estimated from mtDNA sequence polymorphism to be around 5,000 females (Vigilant et al. 1989; Graven et al. 1995) . In this case, a time of 0.1 A4 generations is equal to 10,000 years, assuming a generation time of 20 years. This date corresponds approximately to the beginning of the Neolithic expansion. We have simulated an independent substitution process occurring on the branches of the genealogy, starting from an arbitrary ancestor sequence of DNA, as a twostep process. The number of substitutions occurring on each branch of the genealogy was first assumed to follow a Poisson distribution of parameter W2, where 0 = 2A4u, u is the mean substitution rate for the whole sequence, and t is the branch length expressed in units of A4 generations.
Substitutions were then randomly allocated to sites using the conditional gamma probability distribution described below and shown in figure 1, which allows for uneven substitution rates. Upon mutation, the target nucleotide was randomly chosen depending on a given transition/transversion ratio. The probability of a mutation being a transition was then set to 95%, in agreement with estimates obtained from human mtDNA (Brown et al. 1982; Horai and Hayasaka 1990; Graven et al. 1995) . The final states of the sequences in the sample were recorded, as well as the actual number of mutations having occurred between all pairs of sequences.
Generation of Gamma-distributed Mutation Probabilities
Analytical studies of uneven mutation rates become extremely complex when there are more than two classes of mutation rates (Lundstrom, Tavare, and Ward 1992) . We have therefore chosen to study the effect of gamma-distributed mutation rates on the observed pattern of sequence polymorphism by simulating gammadistributed hit probabilities.
A hit probability is defined as the conditional probability for a given site to be the target of a substitution knowing that a mutation event has occurred. It is obtained by drawing random gammadistributed numbers, a procedure described below.
The probability density of a gamma-distributed variate X is described by
(1) where I(s) is the standard gamma function, (Y = %/V(X), p = x/V(X), J% is the mean and V(X) is the variance. For simplification purposes, we arbitrarily set the parameter B to 1, a value very close to those estimated by Wakeley (1993) for human mtDNA control region sequences. This simplification has no major consequence on the shape of the gamma distribution as it is primarily controlled by the parameter (Y, but it implies that the mean is equal to the variance, as in the Poisson distribution. A gamma-distributed variate yi is then found by numer- ically solving the incomplete gamma distribution (see Press et al. 1992) 
Thus, a gamma-distributed variate yi is defined such that the area under the incomplete gamma distribution curve before yi is equal to a given number P(yi, a). The values of P(ui, (x) can be randomly drawn from a uniform distribution between zero and one, but in order to uniformly cover the variation range of the Yi'S, we have set the P(yi, CX) equal to i/(m + l), i varying between 1 and m, m being the length of the sequence. The conditional gamma probability distributions shown in figure 1 were finally obtained for different (x values by normalizing the yi as zi = y/~"yi. Thus, for each cx value, the mutation rates are different for all sites. They are, however, assumed to be constant throughout time at each site, and unchanged over all simulated gene genealogies. These deterministic mutation rates introduce less variation than a completely random mutation process that would require much more computing time under our simulation scheme, but both mutation models should lead to identical expectations.
The shape parameter cx has been previously estimated from different human mtDNA sequence data sets by fitting the distribution of the number of substitutions per site estimated on most-parsimonious phylogenetic trees to a negative binomial (Johnson and Kotz 1973, p. 131) . It was found to vary between 0.11 (Kocher and Wilson 1991; Tamura and Nei 1993) and 0.47 (Wakeley 1993) . The smaller cx values indicate larger departures from uniform mutation rates ( fig. 1 ). Note that these estimated values may be overestimated since the principles of parsimony or minimum evolution used in most phylogenetic reconstruction techniques are violated when variable mutation rates are allowed. In order to study the effect of increasing departure from the uniform model, we have used four different 01 values (0.4, 0.1, 0.05, and 0.01) in our simulations.
Molecular Polymorphism Statistics
The consequence of sudden population expansion and variable mutation rates has been studied for several statistics of population sequence polymorphism, such as the number of observed sequences in the sample (k), the observed number of polymorphic sites (S), the mean number of nucleotide differences between pairs of sequences (T), and Tajima's (1989~) D statistic, defined as (3) where 8, = 7~ and ob = Sal-' i-l. Note that Tajima's D is commonly used as a selective neutrality test statistic under the infinite-site model (Watterson 1975) . Its confidence intervals may be found in table 2 of Tajima's paper (Tajima 1989~~) for different sample sizes. The distribution of each statistic under each condition was obtained from 500 simulations. In the following, the estimators will be differentiated from the parameters by a hat sign (e.g., 8), and the average: will be a bar above the estimators (e.g., D).
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Results
Heterogeneity of Mutation Rates
Hit probability distributions are shown in figure 1 for the uniform model and for different amounts of mutation rate heterogeneity. With an cx value of 0.4, slightly more than 200 out of 300 sites have a non-negligible probability of being the target of a mutation, whereas for lower cx values of 0.1 and 0.01 the numbers of potential polymorphic sites are considerably smaller and are approximately equal to 100 and 20, respectively. In the latter case, it means that all mutations will practically occur on less than 10% of the sites. Among these only two or three sites will be hit most of the time and thus act like mutational hot spots. Note that the sites are arranged on the x axis in figure 1 by order of increasing conditional probability. This will not affect our interpretations since no population statistic depends on site locations in the 300-bp sequence.
Distribution of Observed Pairwise Differences
Six random examples of distributions of observed pairwise differences are presented on figure 2 for different combinations of population expansion and mutation rate heterogeneities.
Each distribution represents a single outcome of a simulated evolutionary process. -Distributions of observed pairwise differences obtained under different simulation conditions. Each curve represents a single evolutionary outcome. Six random outcomes are presented for each simulation condition. The x-axis represents the number of pairwise differences and ranges from 0 to 25. The empirical probability of observing a pair of sequences differing by a given number is shown on the y-axis. Its range varies between 0 and 0.3. even mutation rates or population expansions lead to predominantly unimodal distributions. Heterogeneity of mutation rates appears to have basically the same effect on the observed pairwise difference distribution as a sudden population expansion, by shifting the mode of the distribution toward lower values and reducing the variance. Moreover, their effect is synergetic when acting together. It thus appears difficult to infer correctly the demography of a population from the distribution of pairwise differences alone without taking into account a possible heterogeneity of mutation rates. For instance, a sudden lOO-fold expansion leads to distributions having essentially the same shape and the same mode as those resulting from a mere lo-fold expansion with a mutation rate heterogeneity defined by an alpha value of 0.1 (fig. 2 ).
Mean Number of Nucleotide Differences between Pairs of Sequences (7~)
The averages of 500 simulated distributions of observed mean pairwise differences (6) are reported in table 1 , and compared to the present generation mutation parameter 8 for different simulation conditions. Under the infinite-site model and population stationarity, E(T) is equal to 8 (Tajima 1989) . This relationship approximately holds for the stationary finite-site model in our simulations ($)/O = 0.932, $ = 9.32, SD [+] = 13.19), but with increasing mutation rate heterogeneity, the mode and the mean of the distributions move toward much lower values (table 1 and fig. 2 ). The same trend may be observed in all cases when a population has been expanding. The present day population parameter 8 is thus increasingly underestimated from the distribution of observed pairwise differences for smaller cx values (more uneven mutation rates). As expected, the effect of sudden population growth on 6 is very similar under the finite site model. We see that G values are shifted toward lower values for larger expansion factors, reaching a value of approximately T = 0t for very large expansion factors (2100) (Rogers and Harpending 1992; Slatkin and Hudson 199 1) .
Number of Alleles (k)
We also compared the average number of alleles obtained for the simulations to their expectation under the infinite-allele model for the present generation. Interestingly, the expected number of alleles was not found very sensitive to either population expansion or mutation rate heterogeneity, unless the latter took rather extreme values (a less than 0.05). Although & estimated from the number of alleles (Ewens 1972 ) can be considered as an estimator of the long-term mutation parameter 8 (Ewens 1983) , our simulations showed that it is essentially unbiased when population expansions have occurred as recently as O.lM generations ago. It confirms that the population diversity in terms of the number of alleles is rapidly reaching its equilibrium value in large samples (Griffiths 1979 ).
Number of Polymorphic Sites (S)
In table 2, we show the average number of polzmorphic sites obtained over 500 simulated samples (S), compared to those expected under the infinitE-site model and population stationarity. As expected, S decreases rapidly with (Y, because mutations are restricted to a smaller number of potentially polymorphic sites for smaller 01 values (see fig. 1 ). Even under stationarity and an even mutation process, the observed number of polymorphic sites is only 91% of its expectation under the infinite-site model. Here again, population expansion and mutation rate heterogeneity act synergistically on S. Note, however, that for the same present mutation parameter 8 = 100, the number of polymorphic sites decreases with increasing expansion factors. For instance, in the finite site model 3 = 152.162 for a lo-fold expansion, whereas it is only 134.73 after a l,OOO-fold expansion. This is due to the fact that, given the same present population size, the ancestral population size was much smaller for the largest expansions. In this case, it implies that most polymorphic sites have emerged after the expansion, whereas an important fraction of the polymorphic sites did accumulate before the smallest expansions. Compared to its expectation under the infinite site model, 3 is, however, increasingly biased with expansion size. As shown by the coefficient of variation, the number of polymorphic sites is more constrained for larger expansions and more uneven mutation rates.
Tajima's D
The average D values (6) over 500 simulations tabulated in table 3 agree with Tajima's (1989a Tajima's ( , 1989b suggestion that a sudden expansion leads to negative D values. Under the finite-site model, a lOO-fold population expansion is indeed sufficient to move the observed D value outside the 95% confidence interval derived for a neutral locus and population stationarity. Interestingly, mutation rate heterogeneity has the opposite effect on D, shifting it toward more positive values for more uneven mutation rates. This effect had already been recognized by Bertorelle and Slatkin (1995) in the case of a finite-site two-rate mutation model. Note also that population expansions have opposite effects on the variance of D, as large population expansions lead to smaller variances, whereas more uneven mutation rates increase the variance. These contrasting effects of population expansion and rate heterogeneity have important consequences on the test of selective neutrality proposed by Tajima (1989~) . In table 4, we show the probability of rejecting the hypothesis of selective neutrality and population stationarity under different simulation conditions. Under the finite-site model and with even mutation rates, selective neutrality is rejected at the 5% level in more than 95% of the cases for population expansions larger than lOO-fold. It is, however, rejected in much less than 5% of the cases at stationarity for several combinations of small population expansions and reasonable CY values, as well as for large expansions and extreme (Y values. This seemingly complex behavior can be understood by considering figure 3 , where we have plotted the distributions of Tajima's D for a few cases, as well as the limits of the neutrality 95% confidence interval given by Tajima (1989a, table 2 ). Under stationarity and even mutation rates, the distribution is fitting well to the theoretical confidence interval. However, a 1 ,OOO-fold expansion both shifts the distribution toward large negative values, well outside the neutrality range, and considerably reduces its variance. Adding mutation rate heterogeneity will both shift the distribution rightward toward less negative values and also increase its variance. However, in the latter case and for 01 = 0.1, the distribution is completely within the neutrality range. Tajima's test cannot reject the null hypothesis of neutrality and is thus overly conservative after a large population expansion combined with mutation rate heterogeneity.
Application to Human mtDNA Control Region Polymorphism
Four human population samples chosen because they had characteristics similar to those used in our simulations (large sample size and about 300 bp sequenced in a noncoding region) were examined for their polymorphism in the mtDNA control region. A summary of their sequence polymorphism is shown in table 5 and figure 4. All four population samples analyzed for the first hypervariable segment (HVS I) of the control region show negative D statistics, whereas the Mandenka sample analyzed for the second hypervariable segment (HVS II) shows a positive D statistic (table 5). All five samples show a major peak in their distributions of pairwise differences ( fig. 4) , although only the Japanese sample presents a strict unimodal distribution. The shapes of the distributions of pairwise differences were analyzed using the program "mmest" written by A. Rogers to infer the size and the age (7) of possible demographic expansions, as well as the present day mutation parameter (0,) under the infinite-site model (see Rogers and Harpending 1992) . Considering only HVS I, Rogers and Harpending's procedure suggests that the Sardinian, the Nootka, and the Mandenka populations have recently expanded by about a lo-fold factor, whereas the Japanese population would have undergone a much larger l,OOO-fold expansion. Note that the mutation parameters estimated by Rogers and Harpending's (1992) method (4) the significant negative D value, and the unimodal distribution of pairwise differences are in good agreement with the occurrence of a sudden and large expansion in the Japanese population and a homogeneous mutation process in HVS I. The picture is less obvious for the other three populations. The Nootka and the Mandenka populations present a mild expansion size in agreement with negative, but nonsignificant, b statistics and bimodal pairwise difference distributions.
The slightly negative B value and the small number of polymorphic sites in the Nootka population is compatible with the joint action of a mild expansion and mutation rate heterogeneity. For HVS I, the polymorphism of the Mandenka population seems to have been mainly affected by a mild demographic expansion rather than by high amounts of mutation rate heterogeneity.
The Sardinian population presents a highly significant b value quite incompatible both with the 1 l-fold inferred expansion factor and with mutation rate heterogeneity.
Its mean number of nucleotide differences (+) is smaller than in other populations, although having approximately the same number of segregating sites (9 (fig. 4, table 5 ). As S is more dependent on the present day population size and 7~ is more strongly influenced by the size of the original population (Tajima 1989b) , the Sardinian population could have grown to an approximately similar effective size to the Japanese and the Mandenka, but from a much smaller ancestral population. Alternatively, the expansion could have been much more recent, as suggested by Rogers and Hat-pending's (1992) parameters (table 4, ;i = 2.6), but the effect of varying amount of time since the expansion was not studied here.
The pattern of polymorphism in Mandenka's HVS II is strikingly different from that inferred from HVS I. Although having slightly more alleles (58 vs. 53), the second segment shows less than half the segregating sites observed in HVS I (27 vs. 58). This result combined with the smaller lir value and the positive B value suggests the occurrence of a stronger heterogeneity of mutation rates in HVS II than in HVS I.
Discussion
We have simulated a heterogeneous mutation rate process by using gamma-distributed conditional probabilities of a site being hit by a mutation ( fig. l) , which are a close approximation of gamma-distributed mutation rates. The main goal of this study was to investigate the consequences of uneven mutation rates on patterns of DNA sequence polymorphisms compared to the uniform rate model and to contrast them with the effects of sudden population expansions.
We have shown that both processes were leading to unimodal distributions of pairwise differences and were reducing the number of segregating sites in the sample. Although they have opposite effects on Tajima's D statistic, their respective contributions to the observed pattern of DNA polymorphism appear difficult to quantify. Only significantly negative fi values can be tentatively interpreted as the signature of large expansions alone, whereas nonsignificant values (either positive or negative) are expected either in the absence or in the simultaneous presence of population expansion and rate heterogeneity (table 4, fig. 3 ). We therefore recommend that the use of Tajima's test, as a means to assess selective neutrality, should be restricted to loci with even mutation rates and to stationary populations.
If only a few sites can be polymorphic, Rogers and Harpending's (1992) procedure will tend on average to severely overestimate the size of the expansion and underestimate its age, as the distribution of observed pairwise differences will have a smaller mean and variance than in the case of a pure expansion model. Figure 2 indeed shows that the size of an expansion could be underestimated by an order of magnitude with a plausible (Y value of 0.1, such as found by Tamura and Nei (1993) for the human mtDNA control region. This results is in clear contrast with Rogers' (1992) study considering the possible effect of Gamma-distributed mutation rates on the shape of the pairwise difference distribution.
Comparing the observed number of differences between pairs of sequences to the actual number of mutations having occurred since their divergence, Rogers (1992) concluded that the relative error on the modal values of the distribution would be only about 3% with an (Y parameter of the gamma distribution equal to 0.11. However, the effect of uneven mutation rates will be larger for nonmodal, more divergent pairs of sequences in the distribution.
The relative error for a large number of differences should therefore be larger as well. In fact, as one of the main consequences of mutation rate heterogeneity is to reduce the number of possible polymorphic sites, this process will affect the mode and the shape of the distribution of observed pairwise differences whenever the polymorphic sites are saturated, which can occur in several circumstances (e.g., for a very low CY value or for a moderate (Y value in a large population at or close to equilibrium).
Inferring past demographic events from DNA sequence polymorphism in the presence of mutation rate heterogeneity remains challenging. No single statistic reviewed here seems sufficient to reveal the respective contribution of the mutation pattern and the demographic history of a population sample. Only the Japanese sample shown in table 4 presented a pattern of polymorphism compatible with a large expansion model. The pattern of polymorphism in HVS I for the other population samples was best explained by the joint action of both mild expansions and mild mutation rate heterogeneity, whereas the pattern of polymorphism in HVS II could be attributed to strong uneven mutation rates in the Mandenka population. The observation of variable amounts of mutation rate heterogeneities between physically adjacent loci underlines the necessity to study several loci before drawing any conclusion on the history of any population. This added level of variation combines with the large stochasticity of the genealogical process ( fig. 2) (Slatkin and Hudson 1991; Marjoram and Donnelly 1994) . If a single cause may lead to different outcomes, one must also be aware that a given observation can be the outcome of quite different evolutionary processes as many parameters (e.g., the level of mutation rate heterogeneity, the time and the factor of population expansion, the population size, or the mutation rate) can affect the pattern of DNA polymorphism.
Our present simulation study has tackled only a small amount of the vast array of different possible situations, and more realistic conditions could be envisioned. For instance, a completely stochastic muta-tion process, where mutation rates would vary between generations, could increase the variance of our estimates of sample polymorphism.
Population expansions taking the form of a more realistic exponential growth would certainly lead to results similar to ours for sufficiently large population size increases (at least two orders of magnitude, Rogers and Harpending 1992) , but smoother demographic transitions of lower magnitude would certainly have less impact on the sample polymorphism than those presented here. Further studies involving analytical developments such as those initiated by LundStrom, TavarC, and Ward (1992) are needed to fully understand the complex process of DNA change in nonstationary populations with mutation rate heterogeneities.
