Abstract. We consider the free boundary problem for the incompressible elastodynamics equations. At the free boundary moving with the velocity of the fluid particles the columns of the deformation gradient are tangent to the boundary and the pressure vanishes outside the flow domain. We prove the local existence of a unique smooth solution of the free boundary problem, under the mixed type stability condition that some regions of the initial free boundary satisfy the Rayleigh-Taylor sign condition, while the remaining boundary satisfy the non-collinearity condition. In particular, we solve an open problem proposed by Y. Trakhinin in the paper [31] .
1. Introduction 1.1. Eulerian formulation. In this paper we consider the local solutions to the free boundary problem for the incompressible elastodynamics equations:
in Ω(t).
(1.1)
In the equations (1.1), u is the velocity field, G = G ij is the deformation tensor, G T = G ji denotes the transpose of the matrix G, and p is the pressure function of the fluid which occupies the moving bounded domain Ω(t). Here
We require the following boundary conditions on the free surface Γ(t) := ∂Ω(t):
V (Γ(t)) = u · n on Γ(t), (1.2) and p = 0, G T · n = 0 on Γ(t).
(1.
3)
The equation (1.2) is called the kinematic boundary condition which states that the free surface Γ(t) moves with the velocity of the fluid, where V (Γ(t)) denote the normal velocity of Γ(t) and n denotes the outward unit normal of Γ(t). Finally, we impose the initial condition (u, G) = (u 0 , G 0 ) on Ω(0), and Ω(0) = Ω.
( 1.4) 1.2. Lagrangian reformulation. We transform the Eulerian problem (1.1)-(1.4) on the moving domain Ω(t) to be one on the fixed domain Ω by the use of Lagrangian coordinates. Let η(x, t) ∈ Ω(t) denote the "position" of the fluid particle x at time t, i.e., ∂ t η(x, t) = u(η(x, t), t), t > 0, η(x, 0) = x.
(1.5)
We assume that η(·, t) is invertible and define the Lagrangian unknowns on Ω:
v(x, t) = u(η(x, t), t), F (x, t) = G(η(x, t), t), F(x, t) = ∂η(x, t) ∂x and q(x, t) = p(η(x, t), t). Here the matrix A = A(η) := F −T = (∇η) −T , the differential operators ∇ A := (∂ A 1 , ∂ A 2 , ∂ A 3 ) with ∂ A i = A ij ∂ j and div A g = A ij ∂ j g i . n = AN/ |AN |, where N is the outward unit normal of Γ. Note that the kinematic boundary condition (1.2) is automatically satisfied by the first equation in (1.7). We shall find out the conserved quantities for the system (1.7). These quantities will help us reformulate the system in a proper way, and the reformulation will be more suitable for our construction of solutions. To begin with, we denote J = det(∇η), the Jacobian of the coordinate transformation. Then we have ∂ t J = 0, which implies J = 1. Next, by the fourth equation of (1.7), we obtain
hence, we have F = FG 0 .
(1.9)
It can be directly verified that div A F T = 0 in Ω and F T · n = 0 on Γ if div G T 0 = 0 in Ω and G T 0 · N = 0 on Γ. That is, we must regard these two conditions as the restriction on the initial data.
Consequently, (1.9) motivates us to eliminate F from the system (1.7). Indeed, we have:
(1.10)
Then the system (1.7) can be reformulated equivalently as a free-surface incompressible Euler system with a forcing term induced by the flow map:
in Ω, q = 0 on Γ, (η, v) | t=0 = (Id, v 0 ).
( 1.11) In the system (1.11), the initial deformation tensor G 0 can be regarded as a parameter vector that satisfies div G Remark 1.1. It is possible to derive the a priori estimates for the original formulation (1.7), however, as one will see, it is crucial for us to work with the equivalent reformulation (1.11), which enables us to construct approximate solutions that are asymptotically consistent with the a priori estimates.
Previous works.
Free boundary problems in fluid mechanics have important physical background and have been studied intensively in the mathematical community. There are a huge amount of mathematical works, we will not attempt to address exhaustive reference in this paper. In the following, let us mention two closely related systems. One is free boundary problem for the incompressible Euler equations: Without the deformation gradient G, problem (1.1) becomes the free boundary problem for the incompressible Euler equations, this problem was studied by many authors in recent decades, see, for example [1, 5, 7, 8, 9, 10, 15, 16, 17, 19, 20, 22, 25, 32, 33, 34, 35, 36, 37] , and the references therein. In those paper, the local in time existence of smooth solutions was proved under the Rayleigh-Taylor sign condition,
The other is the free boundary problems for the ideal MHD models. In this case, the deformation gradient G is replaced by the magnetic field B. It attracts many research interests, but up to now only few well-posedness theory for the nonlinear problem could be found. For the general plasma-vacuum interface model, the well-posedness of the nonlinear compressible problem was recently proved in Secchi and Trakhinin [24] by the Nash-Moser iteration based on the previous results on the linearized problem [23, 30] . The well-posedness of the linearized incompressible problem was proved by Morando, Trakhinin and Trebeschi [21] , the nonlinear problem was sloved by Sun, Wang and Zhang [27] very recently. Recall that [21, 23, 24, 27, 30] require that the magnetic fields on either side of the interface are not collinear. The non-collinearity condition appears as the requirement that the symbol associated to the interface is elliptic; this yields a gain of 1/2 derivative regularity of the interface, which is crucial for closing the energy estimates. Under the assumptions of the Taylor sign condition of the total pressure and that the strength of the magnetic field is constant on the free surface, Hao and Luo [13] proved the a priori estimates for the MHD problem by adopting a geometrical point of view [5] , but the solution was not constructed. Recently, Gu and Wang [11] constructed local solutions to the free boundary problems for the ideal MHD under the Taylor sign condition and for axially MHD equations, Gu [12] proved local-wellposedness under a more "general" stability condition, which provided that the Rayleigh-Taylor sign condition is satisfied at all those points of the initial interface where the non-collinearity condition fails. We also mention some works about the current-vortex sheet problem, which describes a velocity and magnet field discontinuity in two ideal MHD flows. The nonlinear stability of compressible current-vortex sheets was solved independently by Chen and Wang [3] and Trakinin [29] by using the Nash-Moser iteration. For incompressible current-vortex sheets, Coulombel, Morando, Secchi and Trebeschi [6] proved an a priori estimate for the nonlinear problem under a strong stability condition, and Sun, Wang and Zhang [26] solved the nonlinear stability very recently.
While for the case of incompressible elastic fluid with constant density it was studied by Hao and Wang in [14] where a priori estimates in Sobolev norms of solutions were derived through a geometrical point of view of [5] under the fulfilment of the Rayleigh-Taylor sign condition (1.13). Very recently, Li, Wang and Zhang [18] estabilished the local well-posedness for both two free boundary problems in incompressible elastodynamics under a natural stability condition by using the method developed in [26] . For elastodynamics equations, the elasticity plays a stabilization role, see, for instance [4, 31] . In [31] , Trakhinin showed that the Rayleigh Taylor sign condition (1.13) is not necessary for well-posedness. If the Rayleigh Taylor sign condition (1.13) fails, Trakhinin proved the local in time existence under the non-collinearity condition (3.19) . And in [31] , Trakhinin proposed an open problem: For the most general "stability" assumption for the initial data, if we just only require the fulfilment of the Rayleigh-Taylor sign condition at all those point of Γ where the non-collinearity condition fails, is there local in time solution? In this paper, we will show that this is indeed the case. This paper is organized as follows: The main result is introduced in Section 2, and in Section 3 we will introduce some notations and recall some useful lemmas which are necessary for the proof of our theorem. Then in Section 4 we will introduce the approximation system of (1.11) and then derive the uniform estimates for the approximate solutions. and the proof of Theorem 2.1 is presented in Section 5.
Main results
To avoid the use of local coordinate charts necessary for arbitrary geometries, for simplicity, we assume that the initial domain is given by
where T 2 denotes the 2-torus. This permits the use of one global Cartesian coordinate system. The boundary of Ω is then given by the horizontally flat bottom and top:
We denote N by the outward unit normal vector of Γ:
N = e 3 when x 3 = 1, and N = −e 3 when x 3 = 0.
Before stating our results of this paper, we may refer the readers to our notations and conveniences in Section 3.1.
Given the data
We define the initial pressure function q 0 as the solution to the elliptic problem
Denote Γ = Γ 1 ∪ Γ 2 , and we assume initially
We define the higher order energy functional
Then the main result in this paper is stated as follows.
Theorem 2.1. Suppose that the initial data v 0 ∈ H 4 (Ω) with div v 0 = 0 and G 0 ∈ H 4 (Ω) satisfies (1.12) and that the boundary condition (2.5), (2.6) holds initially. Then there exists a T 0 > 0 and a unique solution (v, q, η) to (1.11) on the time interval [0, T 0 ] which satisfies
where P is a generic polynomial.
Remark 2.2. Our approach in this paper is inspired by the recent work of [11] , where the authors constructed local solutions to the free boundary problems for the ideal MHD under the Taylor sign condition. Notice that, when we transform the Eulerian problem (1.1)-(1.4) on the moving domain Ω(t) to be one on the fixed domain Ω by the use of Lagrangian coordinates, the final system (1.11) is similar with the system studied in the paper [11] : in [11] the forcing term is (b 0 · ∇) 2 η, b 0 is a vector, while in our case, the forcing term is (G T 0 · ∇) 2 η, G 0 is a matrix. Hence, we can obtained the similar estimates. Our main innovation in this paper is the treatment of the non-collinearity case, we notice that if the initial data G 0 satisfy the so-called non-collinearity condition, then we have estimate (3.20) , which yields a gain of one derivative regularity, and help us to deal with the non-collinearity case-an open problem proposed by Y. Trakhinin in the paper [31] . Remark 2.3. As stated in [18, Remark 1.3] , the authors claim they can also deal with the mixed type stability condition using the method developed in [18] . However, our approach is quite different from their framework.
2.1. Strategy of the proof. The strategy of proving the local well-posedness for the inviscid free boundary problems consists of three main parts: the a priori estimates in certain energy functional spaces, a suitable approximate problem which is asymptotically consistent with the a priori estimates, and the construction of solutions to the approximate problem.
In the usual derivation of the a priori tangential energy estimates of (1.11) in the H 4 setting, one deduces 1 2
where l.o.t. denotes integrals consisting of lower-order terms. In this paper, we consider the mixed type stability condition on the boundary, we split the boundary into two parts Γ = Γ 1 ∪Γ 2 . Rayleigh-Taylor sign condition (2.5) is satisfied on Γ 1 , and on Γ 2 , non-collinearity condition (2.6) is satisfied. As a consequence, if the boundary satisfy the Rayleigh-Taylor sign condition, since
Under the Rayleigh-Taylor condition, one gets that∂ 4 η · n ∈ L 2 (Γ 1 ) which is 1/2 higher regular than v. For the incompressible Euler equations, through a careful study of the vorticity equation, it can be shown that curl η ∈ H 4−1/2 (Ω) which leads to η ∈ H 4+1/2 (Ω) (and hence q ∈ H 4+1/2 (Ω)), and thus R Q and R Q can be controlled, which in turn closes the a priori estimates in the energy functional of v 2 4 + η 2 4+1/2 , see [7, 8] . However, for the incompressible elastodynamics equations, we cannot prove that curl η ∈ H 4−1/2 (Ω) due to the presence of the force term. Indeed, in the study of the vorticity equation, if one wishes to show curl η ∈ H 4−1/2 (Ω), then one needs to estimate
which is out of control since one does not have∂
As a consequence, we can only hope to close the a priori estimates in the energy functional E(t) defined by (2.7). However, this yields a loss of derivatives in estimating R Q and R Q . Our idea to overcome this difficulty is, motivated by [20, 32] , to use Alinac's good unknowns V =∂ 4 v −∂ 4 η · ∇ A v and Q =∂ 4 q −∂ 4 η · ∇ A q, which derives a crucial cancellation observed by Alinhac [2] , i.e., when considering the equations for V and Q, the terms R Q and R Q disappear. On the boundary Γ 2 , in this case, as G T 0 N = 0 on Γ, hence we have G 03l = 0, l = 1, 2, 3. By trace theorem and the boundary satisfy the non-collinearity condition, we have
, which yields a gain of one derivative regularity, hence in this case, there is no derivative lose and we can use (H −1/2 , H 1/2 ) dual estimate. Combining all those estimates, the tangential energy estimates can be finished. Doing the divergence and curl estimates is somehow standard and combining with the tangential energy estimates, this allows us to close the a priori estimates of (1.11) in E(t).
After we obtaining the a priori estimates, we construct approximate system to (1.11), which is asymptotically consistent with the a priori estimates for the original system. This is highly nontrivial. Recalling that, under the Rayleigh-Taylor sign condition, the a priori estimates relies heavily on the geometric transport-type structure of the nonlinear problem, which will lost during the linearization approximation. Hence, we apply the nonlinear κ-approximation developed in [11] and we can derive κ-independent a priori estimates. What now remains in the proof of the local well-posedness of (1.11) is to constructing solutions to the nonlinear κ-approximate problem (4.1). This solvability can be obtained by the viscosity vanishing method used in [11, Section 5.1] . Consequently, the construction of solutions to the incompressible elastodynamics equations (1.11) is completed.
3. Preliminary 3.1. Notation. Einstein's summation convention is used throughout the paper, and repeated Latin indices i, j, etc., are summed from 1 to 3, and repeated Greek indices α, β, etc., are summed from 1 to 2. We will use the Levi-Civita symbol
3.2. Sobolev spaces on Ω. For integers k ≥ 0 and a smooth, open domain Ω of R 3 , we define the Sobolev space
, for a multi-index a ∈ Z 3 + , with the standard convention that |a| = a 1 +a 2 +a 3 . For real numbers s ≥ 0, the Sobolev spaces H s (Ω) and the norms · s are defined by interpolation. We will write H s (Ω) instead of H s (Ω; R 3 ) for vector-valued functions. And the Sobolev spaces W m,p can be defined similarly. For functions u ∈ H k (Γ), k ≥ 0, we set
for a multi-index α ∈ Z 2 + . For real s ≥ 0, the Hilbert space H s (Γ) and the boundary norm |·| s (or |·| H s (Γ) ) is defined by interpolation. The negative-order Sobolev space H −s (Γ) are defined via duality: for real
We will on occasion also refer to the Banach space
We use D to denote the spatial derives,∂ to denote the tangential derivatives, ∆ to denote the Laplacian on Ω and ∆ * to denote the Laplacian on Γ. We also use Ω f , Γ f as the integrals abbreviation of Ω f dx, Γ f dx * , with x * = (x 1 , x 2 ).
We use C to denote generic constants, which only depends on the domain Ω and the boundary Γ, and use f g to denote f ≤ Cg. We use P to denote a generic polynomial function of its arguments, and the polynomial coefficients are generic constants C.
3.3.
Product and commutator estimates. We recall the following product and commutator estimates.
Then we have
Proof. See, for instance [11] .
We will also use the following lemma. 
3.5. Normal trace estimates. For our use of the above Hodge-type elliptic estimates, we also need the following normal trace estimates.
Proof. The estimates are well-known and follow from the identity −∆ω = curl curl ω − ∇ div ω. We refer the reader to Section 5.9 of [28] .
3.6. Horizontal convolution-by-layers and commutation estimates. As [7, 8] , we will use the operation of horizontal convolution-by-layers which is defined as follows. Let 0 ≤ ρ(x * ) ∈ C ∞ 0 (R 2 ) be a standard mollifier such that spt(ρ) = B(0, 1) and
By standard properties of convolution, the following estimates hold:
The following commutator estimates play an important role in the boundary estimates.
Lemma 3.5. For κ > 0, we define the commutator
Our energy estimates require the use of the following:
Proof. See, for instance [8] .
Definition 3.7. Non-collinearity condition: Denote F j = (F 1j , F 2j , F 3j ) the vector field corresponding to the jth column of the matrix F , we say F satisfy the so-called non-collinearity condition if among the three vectors F 1 , F 2 , and F 3 there are two which are non-collinear at each point of the initial free boundary, i. e.,
where δ is a fixed constant.
Lemma 3.8. Let G 0 satisfy the non-collinearity condition (2.6) and G T 0 · N = 0 on the initial boundary, then we have
Proof. On the boundary
If non-collinear condition (2.6) is satisfied, then the following matrix is full rank,
and
then, one of them must be bigger than
3 , without the loss of generality, suppose
23)
Then, we have
hence, we have ∂
3.7. Geometric identities. We recall some useful identities which can be checked directly. For a nonsingular matrix F, we have the following identities for differentiating its determinant J and A = F −T : 27) where ∂ can be D,∂ and ∂ t operators. Moreover, we have the Piola identity
4. Nonlinear κ-approximate problem
Our goal of this section is to introduce our approximation of (1.11) and then derive the uniform estimates for the approximate solutions.
4.1. The nonlinear approximate κ-problem. For κ > 0, we consider the following sequence of approximate problems:
Here the matrix A κ = A(η κ ) (and J κ , etc.) with η κ the boundary smoother of η defined as the solution to the following elliptic equation
In the first equation of (4.1) we have introduced the modification term ψ κ = ψ κ (η, v) as the solution to the following elliptic equation
where Pf = f − T 2 f and ∆ −1 * is the standard inverse of the Laplacian ∆ * on T 2 . Remark 4.1. Note that the modification term ψ κ → 0 as κ → 0. The introduction of ψ κ is to eliminate two troublesome terms arising in the tangential energy estimates, which combinedly vanish as κ → 0 but are out of control when κ > 0.
Remark 4.2. Note that our definition of η κ is different from Λ 2 κ η used in [7, 8] , it only smooths η on the boundary Γ but not smooths horizontally in the interior Ω. Though, it is sufficient to restore the nonlinear symmetric structure on the boundary in the tangential energy estimates since our η κ still equals to Λ 2 κ η on Γ. On the other hand, our definition of η κ enables us to have the control of G T 0 · ∇η κ 4 which arises in the curl and divergence estimates, while G T 0 · ∇Λ 2 κ η 4 is out of control due to the bad commutator term [G T 0 · ∇, Λ 2 κ ]η 4 since generally G 03i = 0, i = 1, 2, 3 and the commutator estimates (3.16) and (3.17) only work in tangential directions.
4.2. κ-independent energy estimates. For each κ > 0, we can show that there exists a time T κ > 0 depending on the initial data and κ > 0 such that there is a unique solution (v, q, η) = (v(κ), q(κ), η(κ)) to (4.1) on the time interval [0, T κ ]. For notational simplification, we will not explicitly write the dependence of the solution on κ. The purpose of this section is to derive the κ-independent estimates of the solutions to (4.1), which enables us to consider the limit of this sequence of solutions as κ → 0.
We take the time T κ > 0 sufficiently small so that for t ∈ [0, T κ ],
We define the high order energy functional:
. (4.6)
We will prove that E κ remains bounded on a time interval independent of κ, which is stated as the following theorem.
Theorem 4.3. There exists a time T 1 independent of κ such that 
12)
Proof. First, the standard elliptic regularity theory on the problem (4.2), the trace theorem and the estimate (3.12) yield
which implies (4.8). To prove (4.9), we apply G T 0 · ∇ to (4.2) to find that, since
We then have, since H 2 is a multiplicative algebra and by (4.8),
Here we have used the estimates (3.17) to estimate
This proves (4.9).
We now turn to prove (4.11) . By the boundary condition in (4.3) and the elliptic theory, we obtain, using the identity (3.27), the a priori assumption (4.5) and the estimates (4.8),
. This proves (4.11) by using further the elliptic theory and the trace theorem.
Finally, the estimate (4.10) can be obtained similarly as (4.8) by applying ∂ t to (4.2) and then using the equation ∂ t η = v + ψ κ and the estimate (4.11). The estimates (4.12) and (4.13) could be achieved similarly as (4.9) and (4.10) by applying G T 0 · ∇ and ∂ t to (4.3) and using the estimates (4.8)-(4.11). This concludes the lemma.
4.2.2.
Transport estimates of η. The transport estimate of η is recorded as follows.
Proof. It follows by using ∂ t η = v + ψ κ and the estimate (4.11).
Pressure estimate.
In the estimates in the later sections, one needs to estimate the pressure q. For this, applying J κ div A κ to the second equation in (4.1), by the third equation and the Piola indentity (3.28), one gets
where the matrix E = J κ (A κ ) T A κ and the function G is given by
Note that by (4.5) the matrix E is symmetric and positive. We shall now prove the estimate for the pressure q.
Proposition 4.6. The following estimate holds:
Proof. Multiplying (4.15) by q and then integrating by parts over Ω, since q = 0 and G 0 satisfies (1.12), one obtains
By the Poincaré inequality q , Dη
Next, applying∂ ℓ with ℓ = 1, 2, 3 to the equation (4.15) leads to
Then as for (4.21), we obtain
We then estimate the right hand side of (4.23). By the estimates (4.8)-(4.10), we may estimate
For the last commutator term, by the Hölder inequality, we estimate for each ℓ = 1, 2, 3,
By (3.27), (4.5) and (4.8) imply E 3 ≤ P ( η 4 ), plugging the estimates (4.24)-(4.27) into (4.23), we obtain
On the other hand, the equation (4.15) gives
This implies that we can estimate the normal derivatives of q in terms of those q terms with less normal derivatives. Hence, using the equation (4.29) and the estimates (4.21) and (4.28), inductively on ℓ, we obtain q
We now estimate ∂ t q. Applying ∂ t to the equation (4.15) leads to
By arguing similarly as for (4.30), we can obtain
Here we have used the estimates (4.8)-(4.13) and noted that by using the second equation in (4.1) and the estimates (4.30):
Consequently, the estimates (4.30) and (4.32) give (4.18).
Tangential energy estimates.
We start with the basic L 2 energy estimates.
Proof. Taking the L 2 (Ω) inner product of the second equation in (4.1) with v yields 1 2
By the integration by parts and using the third equation and the boundary condition q = 0 on Γ, using the pressure estimates (4.18), we have
Since G 0 satisfies (1.12), by the integration by parts and using ∂ t η = v + ψ κ , we obtain
Then (4.35)-(4.37) implies, using the estimates (4.11),
Integrating directly in time of the above yields (4.34).
In order to perform higher order tangential energy estimates, one needs to compute the equations satisfied by (∂ 4 v,∂ 4 q,∂ 4 η), which requires to commutate∂ 4 with each term of ∂ A κ i . It is thus useful to establish the following general expressions and estimates for commutators. It turns out that it is a bit more convenient to consider the equivalent differential operator∂ 2 ∆ * so that we can employ the structure of ∆ * ψ κ on Γ. For i = 1, 2, 3, we havē
By the identity (3.27), we have that
It then holds that∂
where the commutator C i (f ) is given by
It was first observed by Alinhac [2] that the highest order term of η will be cancelled when one uses the good unknown∂ 2 ∆ * f −∂ 2 ∆ * η κ · ∇ A κ f , which allows one to perform high order energy estimates.
The following lemma deals with the estimates of the commutator C i (f ).
Lemma 4.8. The following estimate holds:
Proof. First, by the commutator estimates (3.7) and the estimates (4.8), we have
Next, by the estimates (4.8) again, we get
Finally, by the commutator estimates (3.4) and the estimates (4.8), we obtain
Consequently, the estimate (4.43) follows by collecting (4.44)-(4.46).
We now introduce the good unknowns
Applying∂ 2 ∆ * to the second and third equations in (4.1), by (4.41), one gets
Note that q = 0 on Γ implies,
We shall now derive the∂ 4 -energy estimates.
Proposition 4.9. For t ∈ [0, T ] with T ≤ T κ , it holds that
Proof. Taking the L 2 (Ω) inner product of (4.48) with V yields 1 2 .18), by the definition of V, we have
(4.53)
We now estimate the second and third terms on the left hand side of (4.52). By the definition of V and recalling that v = ∂ t η − ψ κ , we have that for the third term
Here we have used the commutator estimates (3.4), the estimates (4.8), (4.9) and (4.12). Now for the second term, by the integration by parts and using the equation (4.49) and the boundary condition (4.50), we obtain
By the definition of Q and V and the estimates (4.18), (4.43) and (4.8), we have
(4.56)
Estimates Γ 1 under the fulfilment of the Rayleigh-Taylor sign condition By the definition of V, since η κ = Λ 2 κ η on Γ and v = ∂ t η − ψ κ , we have
Note that
(4.58) Therefore, we obtain
(4.59)
We now estimate I 1 -I 5 . By the estimates (4.18), we deduce
By the identity (3.27), we have
As usual, we obtain
On the other hand, using ∂ t η = v + ψ κ we have
To estimate I 2c , the difficulty is that one can not have an κ-independent control of ∂ 2 ∆ * Λ κ η i 0 . Our observation is that since ψ κ → 0 as κ → 0, this motives us to deduce the following estimates:
Indeed, we can rewrite the boundary condition in (4.3) as
By using Morrey's inequality and the Sobolev embeddings and the trace theorem,
we obtain
(4.67)
Then by the elliptic estimate and the Sobolev embeddings, we deduce
which proves (4.64). Hence, by (4.64) together with (3.13), we have
(4.69)
Note that the term I 2b is out of control by an κ-independent bound alone. For I 3 , by the commutator estimates (3.17), (3.8), (4.18), (4.8) and (4.11), we obtain
To control I 4 , similarly as (4.61), we write
By the commutator estimates (3.16), we have
Then we obtain
Note that the term I 4b is also out of control by an κ-independent bound alone. Now we take care of I 2b and I 4b . Notice that I 2b and I 4b are cancelled out in the limit κ → 0, however, it is certainly not the case when κ > 0. This is most involved thing in the tangential energy estimates. Note also that we can not use the commutator estimate to interchange the position of the mollifier operator Λ κ in each of two terms since ∂ 2 ∆ * η L ∞ is out of control. The key point here is to use the term I 5 , by the definition of the modification term ψ κ , to kill out both I 2b and I 4b ; this is exactly the reason that we have introduced ψ κ . By the boundary condition in (4.3), we deduce
By doing estimates as usual and using (4.72) again, we have
(4.75)
We rewrite the first term as
By arguing similarly as (4.70) for I 3 , we have 
Estimates Γ 2 under the fulfilment of the non-collinearity condition By the definition of V, since η κ = Λ 2 κ η on Γ and v = ∂ t η − ψ κ , we have
(4.79)
Using Lemma 3.8, we have
80) 
(4.82) Integrating (4.82) directly in time, by the a priori assumption (4.4), we have
By the definition of V, using (4.83) and (4.14), using the fundamental theorem of calculous, we get
We thus conclude the proposition.
Collecting the estimates above, we obtain the Proposition 4.9.
4.2.5. Curl and divergence estimates. In view of the Hodge-type elliptic estimates, we can control one vector's all derivatives just by its curl, divergence and normal trace. Thus, we now derive the curl and divergence estimates. We begin with the curl estimates. we then conclude the proposition.
We now derive the divergence estimates. Consequently, we conclude the proposition by the estimates (4.102) and (4.106).
4.2.6. Synthesis. We now collect the estimates derived previously to conclude our estimates and also verify the a priori assumptions (4.4) and (4.5). That is, we shall now present the The proof of Theorem 4.3 is thus completed.
Proof of Theorem 2.1
Proof of Theorem 2.1. For each κ > 0, we can construct the solutions to the κ-approximate system (4.1) by a similar way in [11, Section 5] . Briefly, we linearized the κ-approximate system and solve the linearized system by an aritifial viscosity method. Then a contract map method tells the existence of solutions to κ-approximate system (4.1). Then the the existence of solutions to (1.11) follows by taking κ → 0. We omit the details here.
