Abstract. A computational procedure based on a divergence-free H(div) method is presented for the Stokes and Navier-Stokes equations in this article. This method is designed to find velocity approximation in an exact divergence-free subspace of the corresponding H(div) finite element space. That is, the continuity equation is strongly enforced a priori and the pressure is eliminated from the calculation. A strength of this approach is that the saddle point problem for Stokes equations is reduced to a symmetric positive definite problem in a subspace for which basis functions are readily available. The resulting discrete system can then be solved by using existing sophisticated solvers. The aim of this article is to demonstrate the efficiency and robustness of H(div) finite element methods for Stokes and Navier-Stokes equations. The results not only confirm the existing theoretical predictions, but also reveal additional advantages of the method in dealing with discontinuous boundary conditions. Key words. finite element methods, divergence-free, Stokes problem, Navier-Stokes equations AMS subject classifications. Primary, 65N15, 65N30, 76D07; Secondary, 35B45, 35J50
1. Introduction. One of the main difficulties in solving Navier-Stokes equations is that the velocity and the pressure variables are coupled in a mixed system with saddle point properties. Recent study has resulted in several efficient methods (e.g., projection methods and Uzawa type iterative methods) in order to overcome this difficulty. In this article, we are concerned with a divergence -free approach which essentially decouples the variables by computing an approximate velocity solution of the Stokes and Navier-Stokes equations in a divergence-free subspace, weakly or exactly. The main objective of this article is to demonstrate the efficiency and numerical robustness for a newly developed H(div) finite element methods [30, 31] .
In standard finite element methods for Navier-Stokes equations, both pressure and velocity variables are approximated simultaneously [15] by using finite element functions satisfying a stability condition -known as the inf-sup condition. This method, known as primitive variable approach, results in a large saddle point problem for which most existing numerical solvers are less effective and robust than for definite systems. While such saddle-point systems can be reduced to definite problems for the velocity unknown defined in weakly divergence-free subspaces, it is generally challenging, if not impossible, to construct computationally feasible bases for the resulting (weakly) divergence-free subspaces. This difficulty significantly limited the advantages of divergence-free approach in solving Stokes and Navier-Stokes equations.
In addition to the primitive variable approach with Standard Galerkin methods, attention was recently paid to numerical methods by using discontinuous finite ele-ments [6, 7, 16, 24, 25, 26, 34] . But, once again, most of them result in a numerical scheme in which the velocity is approximated in a weakly divergence-free subspace. Furthermore, the construction of computationally feasible basis functions was only possible for some special elements with certain particular orders [17, 18, 19, 21, 22, 32, 33, 35] . To the author's knowledge, there is no systematic approach for constructing basis functions for (weakly) divergence-free finite element subspaces in the literature.
An alternative way in approximating Stokes and Navier-Stokes equations is to use H(div) conforming finite elements [7, 30, 31] . The main motivation and advantage of using H(div) conforming elements for fluid flow problems is that the discrete velocity field will be globally exactly divergence-free, assuming that one is approximating the incompressible Stokes or Navier-Stokes equations. Since exactly divergence-free functions can be written as the curl of a potential/stream function, divergence-free subspaces can then be constructed from taking curl of corresponding potential spaces. In two dimensional space, the potential functional space, also called stream functions, is well understood with basis functions readily available for computational purposes. In three dimensional space, vector potentials need to be considered and a large kernel of the curl operator adds to the complexity of the problem. In this paper, we focus on two-dimensional problems, with possible extension to three-dimensional cases.
Another important feature in using H(div) conforming elements is that the discrete space has only normal continuity and lacks the tangential continuity required by the velocity. To solve this problem, a discontinuous Galerkin approach will be employed on the tangential components along internal edges [30] . On the boundary, the normal component of the velocity is set as essential boundary conditions and is strongly enforced, but the tangential component of the velocity is treated as a natural boundary condition and is weakly imposed. This approach empowers the H(div) method for problems with discontinuous boundary conditions (e.g., a lid driven cavity flow problem as numerically studied in this paper).
This paper is organized as follows. In section 2, we introduce some standard notation for Sobolev spaces. A variational formulation is given for the Stokes problem. In section 3, we present a divergence-free H(div) finite element method by using the variational formulation developed previously. A detailed description of the divergencefree subspaces for H(div) conforming elements in two and three dimensions is also given. An extension to Navier-Stokes equations is discussed in Section 4. Finally in Section 5, we present some numerical results for several test problems, including a lid driven cavity problem.
Preliminaries.
We start from a Stokes problem: find the velocity u and the pressure p such that
where ∆, ∇, and ∇· denote the Laplacian, gradient, and divergence operators, respectively; Ω ⊂ R d is the region occupied by the fluid;
d is the unit external volumetric force acting on the fluid at x ∈ Ω. Discussion for inhomogeneous boundary problems will be given in Section 3.
For simplicity, the method will be presented for two-dimensional problems only. Extension to three-dimensional problems is straight forward. Furthermore, we assume that Ω is a plane polygonal domain without cracks. Throughout the paper, we adopt the convention that a bold-face character denotes a vector. Define H(div; Ω) as the space of vector-valued functions by
and with the norm
Let K ⊂ Ω be a triangle or quadrilateral. For any smooth vector-valued functions w and v, it follows from the divergence theorem that
where ds represents the boundary element, n K is the outward normal direction on ∂K, and
Let τ K be the tangential direction to ∂K so that n K and τ K form a right-hand coordinate system. It follows from the representation
2.2. A variational formulation. To solve the Stokes system (2.1)-(2.3), A discontinuous Galerkin type formulation and finite element discretization was introduced in [30] . We follow their idea and for the reader's convenience, some details extracted from their paper are given in below.
Let T h be a quasi-uniform triangulation of Ω with characteristic mesh size h. Define finite element spaces V h and W h for the velocity and pressure, respectively, by
where n is the outward normal direction on the boundary of Ω, (V k (K), W k (K)) can be any existing H(div) conforming finite element pairs with order k ≥ 1. For example, the Raviart-Thomas element of order k (RT k ) [27] or the Brezzi-DouglasMarini element of order k (BDM k ) [3] . Three new H(div) conforming elements have been obtained by Wang and Ye [30] . They were created specially to solve the Stokes and Navier-Stokes equations. In this paper, we focus on the RT k and BDM k elements. Both of them satisfy the discrete inf-sup condition (LBB condition) [4] . Details of these elements are skipped since they can be found in numerous sources.
Multiplying equation (2.1) by any test function v ∈ V h , then using integration by parts and equation (2.4), we get
Since v ∈ V h , its normal component v · n K is continuous across each interior edge. Therefore, it follows from (2.5) that
By defining (∇ h u, ∇ h v) = K∈T h (∇u, ∇v) K and substituting the above equation into (2.6), we obtain
We now reformulate the boundary integrals in (2.7). Let e be an interior edge shared by two elements K 1 and K 2 . Denote unit normal vectors n 1 , n 2 and tangential directions τ 1 , τ 2 , respectively, on e for K 1 and K 2 (as shown in Figure 2 
For boundary edge e = ∂K 1 ∩ ∂Ω, the above two operations must be modified by
Let E h be the set of all edges, including boundary edges, in T h . For sufficiently smooth u (e.g., u ∈ H 3 2 + (Ω) for some > 0), it is not hard to see that
Substituting the above into (2.7), we get
This gives the first equation in the variational form. For the second, testing (2.2) against any q ∈ W h yields (2.9)
(Ω). With the conditions specified in this paper, it can be proved that the exact solution (u; p) of the Stokes problem in 2D belongs to V (h) for some s > 3 2 . Readers are referred to [8, 9, 20, 25] for details. As a result, it follows from (2.8) and (2.9) that the exact solution of the 2D Stokes problem satisfies the following variational equations:
3. Divergence-free finite element method. In this section, divergence-free finite element schemes based on the weak formulation (2.12)-(2.13) will be presented.
3.1. Finite element discretization and error estimates. First, we introduce a symmetric and a skew symmetric bilinear forms on V (h) × V (h) as follows:
where α > 0 is a parameter, and h e is the length of the edge e. Then the discrete problem can be written as [30] : The well-posedness of Algorithm 1 comes from the well-known discrete inf-sup condition [4] and the following lemma [30] :
Lemma 3.1. The symmetric bilinear form a s (·, ·) is coercive for sufficiently large α, and the skew symmetric bilinear form a ns (·, ·) is coercive for any α > 0.
Error estimates for Algorithm 1 are also given in [30] . We first introduce two norms ||| · ||| 1 and ||| · ||| on V (h) as follows:
where |v|
Furthermore, if the Stokes problem has the [H
3.2. Divergence-free scheme. The Algorithm 1, as described in the previous section, introduces a coupled saddle point system. In order to solve this system efficiently, next, we will focus on decoupling it by using the divergence-free finite element method. Define the divergence-free subspace
By properties of the BDM k and RT k finite element spaces, we have ∇ · V h = W h [4] . Therefore, it is easy to see that
In other words, D h is globally exactly divergence-free. We point out that this is usually not true for H 1 conforming velocity discretizations, and functions in D h will then only be weakly divergence-free.
By taking the test function in D h , the discrete formulation (3.1)-(3.2) can be reduced into the following divergence-free finite element scheme:
Problem (3.7) is symmetric positive definite if we choose a(v, w) = a s (v, w), which brings great advantage in numerical simulation since it can be solved by the efficient conjugate gradient method. Also, developing preconditioners for symmetric positive definite equations is considerably easier than for other systems.
Next, we give a computable basis for the divergence-free subspace D h by using the potential from Helmholtz decomposition. In two-dimension, a divergence-free vector v admits a potential function φ and
The 2D potential φ is usually called the stream-function in literature. The Helmholtz decomposition also holds for most 2D H(div) conforming finite element spaces [4, 12, 13] . For the Raviart-Thomas (RT) and Brezzi-Douglas-Marini (BDM) elements, the following result is well-known [4, 12, 13] 
According to the theorem, one can simply take curl of the nodal basis of P k+1 or Q k+1 conforming spaces, and derive a computable basis for D h .
In three-dimension, the divergence-free vector field can similarly be identified as the curl of a vector potential. Here curl is the usual vector curl which maps 3D vectors into 3D vectors. Let V h be the Raviart-Thomas discretization of H(div) with order k and S h be the Nedelec edge discretization of H(curl) with order k. The following result is well known [2] :
The three-dimensional case is significantly more complicated since the 3D curl operator has a fairly large kernel containing all gradient vectors. Hence it is usually not practical to derive a basis of D h from a basis of S h in three dimension. Although there are some results in this direction [5, 28] , they are either complicated or carrying many limitations.
For three-dimensional problem, another possible solution is to solve the problem directly on curl{φ h }, where {φ h } is a basis for S h . Notice that curl{φ h } is linearly dependent and hence is not a basis for D h . Discretization using a linearly dependent spanning set leads to a singular linear algebraic system. However, we know that many Krylov subspace iterative solvers can handle singular systems well as long as the right-hand side and the initial guess is orthogonal to the null space of the matrix. With careful design, the problem may still be solvable using Krylov subspace solvers.
3.3. Inhomogeneous boundary conditions. In practical computation, many Stokes problems are imposed with inhomogeneous boundary conditions for the velocity. Here we generalize the divergence-free finite element method to the following problem:
The boundary data can be separated into two parts:
The normal component u · n part will be posed as an essential boundary condition.
In other words, we seek for discrete solutions from the following finite element spacẽ
where I h (g · n) is a suitable nodal value interpolation on ∂Ω, based on the degrees of freedom of the discrete space for v · n on ∂Ω. The tangential component u · τ will be treated as a natural boundary condition, that is, it will be imposed weakly through boundary integrals. Let E B h be the set of all boundary edges in T h , then Algorithm 1 should be modified as:
where the minus is taken when using the symmetric form a s (·, ·) and the plus for a ns (·, ·). As usual in treating inhomogeneous boundary problems, the test space should still carries the homogeneous boundary condition, which means v is in V h instead ofṼ h . Similar changes need to be made when using the divergence-free scheme. The right-hand side in algorithm 2 should be modified consequently. Furthermore, since the computational basis of D h is derived from S h , we need to be careful when imposing the essential boundary condition u·n = g·n. Indeed, we impose the essential boundary condition on S h . Let u ∈ D h and φ ∈ S h satisfies u = curlφ. Then
Therefore, one only needs to impose the following essential boundary condition on S h and compute the basis accordingly:
For incompressible Stokes problems, we have from ∇ · u = 0 that ∂Ω g · n ds = ∂Ω u · n ds = 0. It follows that the following essential boundary condition should be imposed on the stream function:
4. Extension to Navier-Stokes equations. The goal of this section is to apply the divergence-free finite element method on the following 2D Navier-Stokes equations:
where ν is the fluid viscosity, and u · ∇u should be viewed as a row vector u times a matrix ∇u from left with
Multiply equation (4.1) by any v ∈ V h and use integration by parts, we obtain
We present a treatment of the nonlinear term K∈T h (u · ∇u, v) K by adding some stabilization terms. Define a trilinear form
It is skew symmetric in the last two variables. Through a straight forward use of integration by parts, one arrives at the following identity (see, e.g. [11] ):
Since v = 0 on the boundary of Ω, we have
where E 0 h is the collection of all interior edges, n is a fixed orientation of e ∈ E 0 h , w L is the trace of w on e as seen from the left, and w R is the trace of w on e as seen from the right. More precisely, w L and w R are defined as follows:
Substituting the above into (4.5) yields
which, together with (4.4), implies
for any w ∈ V h and u, v ∈ (H 1 0 (Ω)) 2 with ∇ · u = 0. The right-hand side of (4.6) can be further stabilized as follows:
where γ > 0 is a stabilization parameter. The right-hand side of (4.7) provides a suitable weak form for the nonlinear inertial term of the Navier-Stokes equations. We denote it by a 1 (u, v, w). Then the finite element scheme for (4.1)-(4.3) can be presented as:
where a(v, w) and b(v, q) are defined in (3.1) and (2.11) respectively.
Similarly, the divergence-free finite element approximation for the Navier-Stokes equations can be written as:
Numerical experiments for the Stokes equation.
Numerical results for two dimensional Stokes equations are presented in this section. The divergence-free finite element scheme introduced in Algorithm 2 is used. The main objective here is to numerically examine the accuracy and efficiency of the H(div) scheme.
For simplicity, a rectangular computational domain with uniform rectangular grids are used in this numerical study. The Raviart-Thomas finite element of order k = 1 (RT 1 ) is employed in the finite element discretization. Only the symmetric bilinear formulation a s (·, ·) is tested. The discrete system is solved efficiently by the conjugate gradient method with relative residual ε = 1.0e − 8.
Let u be the exact velocity and u h be its divergence-free finite element approximation obtained from Algorithm 2. The error is calculated by computing various norms or semi-norms of P h u − u h where P h is the nodal value interpolation into Q 2 conforming finite element spaces. This provides an accurate and effective method for computing the error under various norms. To be more precise, we introduce the following notations
.
Clearly, we have
The domain is given by Ω = (0, 1) × (0, 1) which is partitioned into uniform rectangular grids along the x-and y-axes. Only the symmetric formulation a s (·; ·) is used in this numerical study, with various values for the stabilization parameter α.
Some numerical results for test problem 1. The test problem 1 is a Stokes equation with exact solution given as follows:
It is clear that homogeneous boundary condition is satisfied by this velocity. figure 5 .1. It also shows that E 2 and E 3 , which are related to the jump on internal edges, are Table 5 .3 Numerical performance for test problem 2, using the symmetric formulation as with α = 100. usually of higher order accuracy than the discrete semi H 1 -norm E 1 . This phenomena was not predicted by any existing convergence theory. Furthermore, the L ∞ norm of the error seems to be of order O(h 2 ) accuracy, though no theoretical proof can be seen in any existing literature.
Some numerical results for test problem 2. The test problem 2 is a Stokes equation with exact solution given as follows:
It is not hard to see that the following natural boundary conditions are satisfied by this velocity:
Note that the second boundary condition (along the tangential direction) only indicates that a natural boundary condition should be imposed for this problem when using the H(div) finite element methods. One would need to compute u · τ | ∂Ω from the representation of the velocity u in the numerical test. The error information and rate of convergence for the numerical scheme are illustrated in Tables 5.3 iter. 
The following essential boundary conditions are satisfied by this velocity:
Again, one would need to compute u · n| ∂Ω from the representation of this velocity in doing numerical computation. The convergence and error profile for different mesh configuration are illustrated in Tables 5.5 and 5.6. We also tested how the condition number of the discrete system and the error depend on various values of the stabilization parameter α. The existing theory predicted that the numerical method is stable and accurate for sufficiently large values of α. Since the discrete system is symmetric and positive definite, the condition number of the discrete system can be conveniently calculated using estimates for extreme eigenvalues from the conjugate gradient (Lanczos-type) process. To this end, we solve the test problem 1 with different values of α, and compare the results in Table 5 .7. The condition number seems to depend linearly on α. The error seems not to be effected much by α when α is large enough. . Numerical experiments for a lid driven cavity problem. In this section, we report some numerical results on a lid driven cavity problem, for which the exact solution is not known. The 2D lid driven cavity problem describes the flow in a rectangular container which is driven by the uniform motion of one lid [29] . The lid driven cavity problem is one of the most popular benchmark problems for testing numerical schemes in fluid flow. One of the main difficulties of this problem is that it has a discontinuous velocity boundary condition and the standard primitive Galerkin methods have difficulty in dealing with such discontinuities without a further approximation of the boundary data. In two dimensional case, this boundary condition results in corner singularities for the solution. The 2D lid driven cavity problem was formulated in Ω = (0, 1) 2 , with boundary condition u = (1, 0) t on the top lid and u = (0, 0) t elsewhere. In most direct numerical simulations of this problem, one has to choose explicitly the essential boundary data on two top corners. Popular choices are the "leaky" type, where u = (1, 0) t ; the "non-leaky" type, where u = (0, 0) t ; and the "regularized" type, where the boundary data on the top lid is replaced by a smooth function which vanishes at two corners. We emphasize that, in our divergence-free H(div) method, the boundary data discontinuity no longer cause any difficulty in the numerical scheme. This is so because, as pointed out earlier, only the normal component of the boundary data u · n (which equals zero and is thus continuous) is imposed as the essential boundary condition. The tangential component u · τ , which carries the discontinuity, is imposed weakly through boundary integrals. Therefore, the H(div) finite element method is a natural fit to the lid driven cavity problem (of cause the method was not motivated by the lid driven cavity problem).
The computational results for the two-dimensional lid driven cavity problem are obtained by using a uniform 32 × 32 rectangular mesh with both symmetric and nonsymmetric finite element formulations. We are especially interested in seeing how the .5, and 6.6. While we would like to leave readers to draw conclusions, we do like to point out the following obvious phenomena:
• The symmetric scheme is non-stable when values of α are not sufficiently large. For example, the CG method did not converge for the linear system with α = 1. This means that the required positive definiteness of the linear system may fail to be valid for this case.
• The nonsymmetric scheme is stable regardless the value of α. Of course, the system's coercivity gets weaker and weaker when the parameter α is getting close to zero from positive. For small values of α, the continuity of the velocity approximation is less enforced. This can be seen from the numerical solution in Figures 6.4 and 6.5. But the discontinuity is suppressed when the value of α gets large as shown in Figure 6 .6. • In the streamline portrait, the primary eddy and two corner eddies are clearly visible. 
