Introduction
Let N 1 be an integer and let SL N (Z) be the modular group of integral matrices with determinant one. Our goal is to compute its cohomology groups with trivial coefficients, i.e. H q SL N (Z), Z). The case N = 2 is well-known and follows from the fact that SL 2 (Z) is the amalgamated product of two finite cyclic groups ( [21] , [6] , II.7, Ex.3, p.52). The case N = 3 was done in [23] : for any q > 0 the group H q SL 3 (Z), Z is killed by 12. The case N = 4 has been studied by Lee and Szczarba in [14] : modulo 2, 3 and 5-torsion, the cohomology group H q SL 4 (Z), Z is trivial whenever q > 0, except that H 3 SL 4 (Z), Z = Z. In Theorem 7.3 below, we solve the cases N = 5, 6 and 7.
For these calculations we follow the method of [14] , i.e. we use the perfect forms of Voronoï. Recall from [25] and [15] that a perfect form in N variables is a positive definite real quadratic form h on R N which is uniquely determined (up to a scalar) by its set of integral minimal vectors. Voronoï proved in [25] that there are finitely many perfect forms of rank N, modulo the action of SL N (Z). These are known for N 8 (see §2 below).
Voronoï used perfect forms to define a cell decomposition of the space X * N of positive real quadratic forms, the kernel of which is defined over Q. This cell decomposition (cf. §3) is invariant under SL N (Z), hence it can be used to compute the equivariant homology of X * N modulo its boundary. On the other hand, this equivariant homology turns out to be isomorphic to the groups H q SL N (Z), St N , where St N is the Steinberg module (see [5] and §3.4 below). Finally, Borel-Serre duality [5] asserts that the homology H * SL N (Z), St N is dual to the cohomology H * SL N (Z), Z (modulo torsion).
To perform these computations for N 7, we needed the help of a computer. The reason is that the Voronoï cell decomposition of X * N gets soon very complicated when N increases. For instance, when N = 7, there are more than two million orbits of cells of dimension 18, modulo the action of SL N (Z) (see Figure 2 below) . For this purpose, we have developed a C library [18] , which uses PARI [17] for some functionalities. The algorithms are based on exact methods. As a result we get the full Voronoï cell decomposition of the spaces X * N for N 7 (with either GL N (Z) or SL N (Z) action). Those decompositions are summarized in the figures and tables below. The computations were done on several computers using different processor architectures (which is useful for checking the results) and for N = 7 the overall computational time was more than a year.
The paper is organized as follows. In §2, we recall the Voronoï theory of perfect forms. In §3, we introduce a complex of abelian groups that we call the "Voronoï complex" which computes the homology groups H q SL N (Z), St N . In §4, we explain how to get an explicit description of the Voronoï complex in rank N = 5, 6 or 7, starting from the description of perfect forms available in the literature (especially in the work of Jaquet [13] ). In Figures 1 and 2 we display the rank of the groups in the Voronoï complex and in Tables 1-5 we give the elementary divisors of its differentials. The homology of the Voronoï complex (hence the groups H q (SL N (Z), St N ) ) follows from this. It is given in Theorem 4.3.
We found two methods to test whether our computations are correct. First, checking that the virtual Euler characteristic of SL N (Z) vanishes leads to a mass formula for the orders of the stabilizers of the cells of X * N (cf. §4.5). Second, the identity d n−1 • d n = 0 for the differentials in the Voronoï complex is a non-trivial equality when these differentials are written as explicit (large) matrices.
In §5 we give an explicit formula for the top homology group of the Voronoï complex (Theorem 5.1). In §6 we prove that the Voronoï complex of GL 5 (Z) is a direct factor of the Voronoï complex of GL 6 (Z) shifted by one. Finally, in §7 we explain how to compute the cohomology of SL N (Z) and GL N (Z) (modulo torsion) from our results on the homology of the Voronoï complex in §4. Our main result is stated in Theorem 7.3. Some of these results had already been announced in [9] .
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Notation: For any positive integer n we let S n be the class of finite abelian groups the order of which has only prime factors less than or equal to n.
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2. Voronoï's reduction theory 2.1. Perfect forms. Let N 2 be an integer. We let C N be the set of positive definite real quadratic forms in N variables. Given h ∈ C N , let m(h) be the finite set of minimal vectors of h, i.e. vectors v ∈ Z N , v 0, such that h(v) is minimal. A form h is called perfect when m(h) determines h up to scalar: if h ∈ C N is such that m(h ) = m(h), then h is proportional to h.
Example 2.1. The form h(x, y) = x 2 + y 2 has minimum 1 and precisely 4 minimal vectors ±(1, 0) and ±(0, 1). This form is not perfect, because there is an infinite number of positive definite quadratic forms having these minimal vectors, namely the forms h(x, y) = x 2 + axy + y 2 where a is a non-negative real number less than 1. By contrast, the form h(x, y) = x 2 + xy + y 2 has also minimum 1 and has exactly 6 minimal vectors, viz. the ones above and ±(1, −1). This form is perfect, the associated lattice is the "honeycomb lattice".
Denote by C * N the set of non-negative real quadratic forms on R N the kernel of which is spanned by a proper linear subspace of Q N , by X * N the quotient of C * N by positive real homotheties, and by π :
The group Γ acts on C * N and X * N on the right by the formula
N , where h is viewed as a symmetric matrix and γ t is the transpose of the matrix γ. The classification of perfect forms of rank 8 was achieved by Dutour, Schürmann and Vallentin in 2005 [8] , [20] . They have also shown that in rank 9 there are at least 500000 classes of perfect forms. The corresponding classification for rank 7 was completed by Jaquet in 1991 [13] , for rank 6 by Barnes [1] , and by Voronoï for the other dimensions. We refer to the book of Martinet [15] for more details on the results up to rank 7.
where (v | x) is the scalar product of v and x. The convex hull in X * N of a finite subset B ⊂ Z N − {0} is the subset of X * N which is the image under π of the quadratic forms j λ jv j ∈ C * N , where v j ∈ B and λ j 0. For any perfect form h, we let σ(h) ⊂ X * N be the convex hull of the set m(h) of its minimal vectors. Voronoï proved in [25] , § §8-15, that the cells σ(h) and their intersections, as h runs over all perfect forms, define a cell decomposition of X * N , which is invariant under the action of Γ. We endow X * N with the corresponding CW-topology. If τ is a closed cell in X * N and h a perfect form with τ ⊂ σ(h), we let m(τ) be the set of vectors v in We denote by Σ n = Σ n (Γ) a set of representatives, modulo the action of Γ, of those cells of dimension n in X * N which meet X N , and by Σ n = Σ n (Γ) ⊂ Σ n (Γ) the cells σ for which any element of the stabilizer Γ σ of σ in Γ preserves the orientation. Let V n be the free abelian group generated by Σ n . We define as follows a map
For each closed cell σ in X * N we fix an orientation of σ, i.e. an orientation of the real vector space R(σ) of symmetric matrices spanned by the formsv with v ∈ m(σ). Let σ ∈ Σ n and let τ be a face of σ which is equivalent under Γ to an element in Σ n−1 (i.e. τ neither lies on the boundary nor has elements in its stabilizer reversing the orientation). Given a positive basis B of R(τ ) we get a basis B of R(σ) ⊃ R(τ ) by appending to B a vectorv, where v ∈ m(σ) − m(τ ). We let ε(τ , σ) = ±1 be the sign of the orientation of B in the oriented vector space R(σ) (this sign does not depend on the choice of v).
Next, let τ ∈ Σ n−1 be the (unique) cell equivalent to τ and let γ ∈ Γ be such that τ = τ · γ. We define η(τ, τ ) = 1 (resp. η(τ, τ ) = −1) when γ is compatible (resp. incompatible) with the chosen orientations of R(τ) and R(τ ).
Finally we define
where τ runs through the set of faces of σ which are equivalent to τ.
3.2.
A spectral sequence. According to [6] , VII.7, there is a spectral sequence E r pq converging to the equivariant homology groups H Γ p+q (X * N , ∂X * N ; Z) of the homology pair (X * N , ∂X * N ), and such that
where Z σ is the orientation module of the cell σ and, as above, Σ p is a set of representatives, modulo Γ, of the p-cells σ in X * N which meet X N . Since σ meets X N , its stabilizer Γ σ is finite and, by Lemma 7.1 in §7 below, the order of Γ σ is divisible only by primes p N + 1. Therefore, when q is positive, the group
When Γ σ happens to contain an element which changes the orientation of σ, the group H 0 (Γ σ , Z σ ) is killed by 2, otherwise H 0 (Γ σ , Z σ ) Z σ ). Therefore, modulo S 2 , we have E
and the choice of an orientation for each cell σ gives an isomorphism between E 1 n 0 and V n .
hal-00443899, version 3 -20 Sep 2011
3.3. Comparison. We claim that the differential
coincides, up to sign, with the map d n defined in 3.1. According to [6] , VII, Prop. (8.1), the differential d 1 n can be described as follows. Let σ ∈ Σ n and let τ be a face of σ. Consider the group Γ στ = Γ σ ∩ Γ τ and denote by
be the map induced by the natural map Z σ → Z τ , together with the inclusion Γ στ ⊂ Γ τ . Finally, let τ ∈ Σ n−1 be the representative of the Γ-orbit of τ , let γ ∈ Γ be such that τ = τ · γ, and let
be the isomorphism induced by γ. Then the restriction of d 1 n to H * (Γ σ , Z σ ) is equal, up to sign, to the sum
where τ runs over a set of representatives of faces of σ modulo Γ σ .
To compare d 1 n with d n we first note that, when τ ∈ Σ n−1 ,
is the multiplication by η(τ, τ ), as defined in §3.1. Next, when σ ∈ Σ n , the map
is the multiplication by ε(τ , σ), up to a sign depending on n only. Finally, the transfer map
Multiplying the sum (2) by this number amounts to the same as taking the sum over all faces of σ as in (1) . This proves that d n coincides, up to sign, with d 1 n on E 1 n 0 = V n . In particular, we get that d n−1 • d n = 0. Note that this identity will give us a non-trivial test of our explicit computations of the complex.
Notation: The resulting complex (V • , d • ) will be denoted by Vor Γ , and we call it the Voronoï complex.
3.4.
The Steinberg module. Let T N be the spherical Tits building of SL N over Q, i.e. the simplicial set defined by the ordered set of non-zero proper linear subspaces of Q N . The reduced homologyH q (T N , Z) of T N with integral coefficients is zero except when q = N − 2, in which casẽ
is by definition the Steinberg module [5] . According to [22] , Prop. 1, the relative homology groups H q (X * N , ∂X * N ; Z) are zero except when q = N − 1, and
From this it follows that, for all m ∈ N, [22] , §3.1). Combining this equality with the previous sections we conclude that, modulo S N+1 ,
4. The Voronoï complex in dimensions 5, 6 and 7
In this section, we explain how to compute the Voronoï complexes of rank N 7.
4.1. Checking the equivalence of cells. As a preliminary step, we develop an effective method to check whether two cells σ and σ of the same dimension are equivalent under the action of Γ. The cell σ (resp. σ ) is described by its set of minimal vectors m(σ) (resp. m(σ )). We let b (resp. b ) be the sum of the formsv with v ∈ m(σ) (resp. m(σ )). If σ and σ are equivalent under the action of Γ the same is true for b and b , and the converse holds true since two cells of the same dimension are equal when they have an interior point in common.
To compare b and b we first check whether or not they have the same determinant. In case they do, we let M (resp. M ) be the set of numbers b(x) with x ∈ m(σ) (resp. b (x) with x ∈ m(σ )). If b and b are equivalent, then the sets M and M must be equal.
Finally, if M = M we check if b and b are equivalent by applying an algorithm of Plesken and Souvignier [19] (based on an implementation of Souvignier).
4.2.
Finding generators of the Voronoï complex. In order to compute Σ n (and Σ n ), we proceed as follows. Fix N 7. Let P be a set of representatives of the perfect forms of rank N. A choice of P is provided by Jaquet [13] . Furthermore, for each h ∈ P, Jaquet gives the list m(h) of its minimal vectors, and the list of all perfect forms h γ (one for each orbit under Γ σ(h) ), where h ∈ P and γ ∈ Γ, such that σ(h) and σ(h )γ share a face of codimension one. This provides a complete list C 1 h of representatives of codimension one faces in σ(h). From this, one deduces the full list F 1 h of faces of codimension one in σ(h) as follows: first list all the elements in the automorphism group Γ σ(h) ; this can be obtained by using a second procedure implemented by Souvignier [19] which gives generators for Γ σ(h) . We represent the latter generators as elements in the symmetric group S M , where M is the cardinality of m(h), acting on the set m(h) of minimal vectors. Using those generators, we let GAP [11] list all the elements of Γ σ(h) , viewed as elements of the symmetric group above.
The next step is to create a shortlist F 2 h of codimension 2 facets of σ(h) by intersecting all the translates under S M of codimension 1 facets with each member of C 1 h and only keeping those intersections with the correct rank (=d(N) − 2). The resulting shortlist is reasonably small and we apply the procedure of 4.1 to reduce the shortlist to a set of representatives C 2 h of codimension 2 facets. We then proceed by induction on the codimension to define a list
h be a set of representatives for the action of Γ. We then let F p+1 h be the set of cells ϕ ∩ τ, with ϕ ∈ F 2 h , and τ ∈ C p h . As a result, we get directly the cellular structure of the quotient space (X * N , ∂X * N )/Γ without computing the full cellular structure of X * N which is not required (and of greater computational complexity). Figure 1 . Cardinality of Σ n and Σ n for N = 5, 6 (empty slots denote zero). Figure 2 . Cardinality of Σ n and Σ n for GL 7 (Z) .
Next, we let Σ n be a system of representatives modulo Γ in the union of the sets
, h ∈ P. We then compute generators of the stabilizer of each cell in Σ n with the help of another algorithm developed by Plesken and Souvignier in [19] , and we check whether all generators preserve the orientation of the cell. This gives us the set Σ n as the set of those cells which pass that check.
Proposition 4.1. The cardinality of Σ n and Σ n is displayed in Figure 1 for rank N = 5, 6 and in Figure 2 for rank N = 7. Table 2 ). The running time for the computation of the cell structure (with the differentials and the checking) for N = 7 using [18] was 18 months on several servers including quadri-processors computers, while for N = 6 this can be done in a few seconds.
4.3. The differential. The next step is to compute the differentials of the Voronoï complex by using formula (1) above. In Table 3 , we give information on the differentials in the Voronoï complex of rank 6. For instance the second line, denoted d 11 , is about the differential from V 11 to V 10 . In the bases Σ 11 and Σ 10 , this differential is given by a matrix A with Ω = 513 non-zero entries, with m = 46 = card(Σ 10 ) rows and n = 163 = card(Σ 11 ) columns. The rank of A is 42, and the rank of its kernel is 121. The elementary divisors of A are 1 (multiplicity 40) and 2 (multiplicity 2).
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A 
(Z).
A The cases of SL 4 (Z), GL 5 (Z) and SL 6 (Z) are treated in Table 1, Table 2 and Table 4, respectively.
Our results on the differentials in rank 7 are shown in Table 5 . While the matrices are sparse, they are not sparse enough for efficient computation. They have a poor conditioning with some dense columns or rows (this is a consequence of the fact that the complex is not simplicial and non-simplicial cells can have a large number of non-trivial intersections with the faces). We have obtained full information on the rank of the differentials. For the computation of the elementary divisors complete results have been obtained in the case of matrices of d n except for n = 19. For this case, the computational cost is currently too high. The computations have required a full year on a parallel computer (including checking). For n = 19 alone, the computational cost is equivalent to 3 CPU-years on a current processor. See [7, 24] for a detailed description of the computations.
The homology of the Voronoï complexes.
From the computation of the differentials, we can determine the homology of Voronoï complex. Recall that if we have a complex of free abelian groups
with f and g represented by matrices, then the homology is H n (Vor GL 5 (Z) ) Z, if n = 9, 14 , H n (Vor GL 6 (Z) ) Z, if n = 10, 11, 15 , while in the case SL 6 (Z) we get, modulo S 7 , that Notice that, if N is odd, SL N (Z) and GL N (Z) have the same homology modulo S 2 . Notice also that, for simplicity, in the statement of the theorem we did not use the full information given by the list of elementary divisors in Tables 1-5 . 
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4.5.
Mass formulae for the Voronoï complex. Let χ(SL N (Z)) be the virtual Euler characteristic of the group SL N (Z). It can be computed in two ways. First, the mass formula in [6] gives
where E is a family of representatives of the cells of the Voronoï complex of rank N modulo the action of SL N (Z), and Γ σ is the stabilizer of σ in SL N (Z). Second, by a result of Harder [12] , we know that
A non-trivial check of our computations is to test the compatibility of these two formulas, and the corresponding check for rank N = 5 had been performed by Batut (cf. [2] , where a proof of an analogous statement, for any N, but instead pertaining to well-rounded forms, which in our case are precisely the ones in Σ • , is attributed to Bavard [3] 
where σ runs through the perfect forms of rank N and the orientation of each cell is inherited from the one of X N /Γ.
Proof. The first assertion is clear since, by (3) above and (6) below we have
In order to prove the second claim, write the differential between codimension 0 and codimension 1 cells as a matrix A of size n 1 ×n 0 , with n i = |Σ d(N)−i (Γ)| denoting the number of codimension i cells in the Voronoï cell complex. It can be checked that in each of the n 1 rows of A there are precisely two non-zero entries. Moreover, the absolute value of the (i, j)-th entry of A is equal to the quotient |Γ σ j |/|Γ τ i | (an integer), where σ j ∈ Σ d(N) (Γ) and τ i ∈ Σ d(N)−1 (Γ). Finally, one can multiply some columns by −1 (which amounts to changing the orientation of the corresponding codimension 0 cell) in such a way that each row has exactly one positive and one negative entry. Table  3 ) is represented by the matrix 
Its kernel is generated by 
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where we denote the standard basis vectors in R 5 by e i , and we put e i j = e i + e j , e i j = −e i +e j and e i jk = e i +e j +e k +e , as well as u = e 5 −e 1 −e 4 and v = e 5 −e 2 −e 3 .
6. Splitting off the Voronoï complex Vor N from Vor N+1 for small N In this section, we will be concerned with Γ = GL N (Z) only and we adapt the notation Σ n (N) = Σ n (GL N (Z)) for the sets of representatives.
6.1. Inflating well-rounded forms. Let A be the symmetric matrix attached to a form h in C * N . Suppose the cell associated to A is well-rounded, i.e., its set of minimal vectors S = S (A) spans the underlying vector space R N . Then we can associate to it a formh with matrixÃ
, where m(A) denotes the minimum positive value of A on Z N . The setS of minimal vectors ofÃ contains the ones from S , each vector being extended by an (N + 1)-th coordinate 0. Furthermore,S contains the additional minimal vectors ±e N+1 = ±(0, . . . , 0, 1), and hence it spans R N+1 , i.e.,Ã is well-rounded as well. In the following, we will call forms likeÃ as well as their associated cells inflated.
The stabilizer of h in GL N (Z) thereby embeds into the one ofh inside GL N+1 (Z) (at least modulo ±Id) under the usual stabilization map.
Note that, by iterating the same argument r times, A induces a well-rounded form also in Σ • (N + r) which, for r 2, does not belong to Σ • (N + r) since there is an obvious orientation-reversing automorphism of the inflated form, given by the permutation which swaps the last two coordinates. o j j j j j j j j j j j j j j j j j j j j j j j j j j j j j j g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g g 6 :
Here the nodes in line j (marked on the left) represent the elements in Σ d(N)− j (5), i.e. we have 3, 2, 0, 1, 6, 7 and 1 cells in codimensions 0, 1, 2, 3, 4, 5 and 6, respectively, and arrows show incidences of those cells, while numbers attached to arrows give the corresponding incidence multiplicities. Since entering the multiplicities relating codimensions 4 and 5 would make the graph rather unwieldy, we give them instead in terms of the matrix corresponding to the differential d 10 connecting dimension 10 to 9 (columns refer, in this order, to σ 1 5 , . . . , σ 7 5 , while rows refer to σ 1 4 , . . . , σ 6 4 )
As is apparent from the picture, there are two connected components in that graph. The corresponding graph for GL 6 (Z) has three connected components, two of which are "isomorphic" (as weighted graphs with levels) to the one above for GL 5 (Z), except for a shift in codimension by 5 e.g. codimension 0 cells in Σ • (5) correspond to codimension 5 cells in Σ • (6) , i.e. a shift in dimension by 1.
In fact, it is possible, after appropriate coordinate transformations, to identify the minimal vectors (viewed up to sign) of any given cell in the two inflated components of Σ • (6) alluded to above with the minimal vectors of another cell which is inflated from one in Σ • (5), except precisely one minimal vector (up to sign) which is fixed under the stabilizer of the cell.
Let us illustrate this correspondence for the top-dimensional cell σ of the perfect form P 1 5 ∈ Σ 14 (5), also denoted P(5, 1) in [13] and D 5 in [14] , with the list m(P 1 5 ) of minimal vectors given already at the end of §5.2.
Using the algorithm described in §4.1, the corresponding inflated cell σ in Σ 15 (6) can be found to be, in terms of its 21 minimal vectors of the perfect form P 1 6 in Jaquet's notation (see [13] and §5.2 for the full list m(P 1 6 )), 
The transformation
sends v 1 to (0, 0, 0, 0, 0, 1) and sends each of the other vectors to the corresponding one of the form (v, 0) where v is the corresponding minimal vector for P 1 5 (in the order given above).
One can verify that the other two perfect forms P 2 5 and P 3
5
(denoted by Voronoï A 5 and ϕ 2 , respectively) give rise to a corresponding inflated cell in Σ 15 (6) in a similar way.
Concerning the cells of positive codimension in Σ • (5), it turns out that these all have a representative which is a facet in σ. Furthermore, the matrix γ induces an isomorphism from the subcomplex of Σ • (6) spanned by σ and all its facets to the complex obtained by inflation, as in §6.1 above, from the complex spanned by σ 5 and all its facets. Finally, one can verify that the cells attached to P 2 5 and P 3 5 are conjugate, after inflation, to cells in Σ 15 (6) , and that the differentials for Vor GL 5 and Vor GL 6 agree on these. This ends the proof of the theorem. 6.3. Other cases. A similar situation holds for Σ • (3) and Σ • (4), but as Σ • (3) consists of a single cell only, the picture is far less significant.
For N = 4, there is only one cell leftover in Σ • (4), in fact in Σ 6 (4), and it is already inflated from Σ 5 (3). Hence its image in Σ 7 (5) will allow an orientation reversing automorphism and hence will not show up in Σ 7 (5) . This illustrates the remark at the end of 6.1.
Finally, for N = 6, the cells in the third component of the incidence graph for GL 6 (Z) mentioned in the proof of Theorem 6.1 above appear, in inflated form, in the Voronoï complex for GL 7 (Z) which inherits the homology of that component, since in the weighted graph of GL 7 (Z), which is connected, there is only one incidence of an inflated cell with a non-inflated one. Therefore we do not have a splitting in this case. For m = 8, we get H 8 (SL 7 (Z), Q) = 0 .
For the proof of the final statement on integral cohomology (modulo S 7 ) we use the fact that there are no primes p > 7 that divide the elementary divisors of the corresponding differentials (except possibly for d 19 which corresponds to m = 8) and the fact that none of the stabiliser orders of the cells in Σ 27−m are divisible by p. Note that computational evidence from Table 4 suggests that we should have H 8 (SL 7 (Z), Z) = 0 modulo S 7 .
Remark 7.4. Morita asks in [16] whether the class of infinite order in H 5 (GL 5 (Z), Z) survives in the cohomology of the group of outer automorphisms of the free group of rank five.
Remark 7.5. It was shown by A. Borel [4] that, for N large enough, H 5 (SL N (Z), Q) has dimension one. In view of Theorem 7.3 it is tempting to believe that the restriction map from H 5 (SL N (Z), Q) to H 5 (SL 5 (Z), Q) is an isomorphism. We have been unable to show that. An analogous statement holds, by the same results, for H 9 (SL N (Z), Q). Theorem 7.3 would seem to suggest that the non-trivial cohomology class already occurs for N = 6 and 7, i.e., in the "non-stable range".
