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CHOI-DAVIS-JENSEN’S INEQUALITY WITHOUT CONVEXITY
JADRANKA MIC´IC´, HAMID REZA MORADI, AND SHIGERU FURUICHI
Abstract. We give the Choi-Davis-Jensen type inequality without using convexity. Applying
our main results, we also give new inequalities improving previous known results. In particular,
we show some inequalities for relative operator entropies and quantum mechanical entropies.
1. Introduction
We assume that the reader is familiar with basic notions about operator theory.
Davis [4] and Choi [3] showed that if Φ : B(H) → B(K) is a unital positive linear map and
if f is an operator convex function on an interval I, then the so-called Choi-Davis-Jensen’s
inequality (in short C-D-J inequality)
(1.1) f (Φ (A)) ≤ Φ (f (A))
holds for every self-adjoint operator A on H whose spectrum is contained in I.
The inequality (1.1) can break down when the operator convexity is dropped. For instance,
taking
A =
 4 1 −11 2 1
−1 1 2
 , Φ((aij)1≤i,j≤3) = (aij)1≤i,j≤2 and f (t) ≡ t4.
By a simple computation, we have(
325 132
132 61
)
= Φ4 (A) ≮ Φ
(
A4
)
=
(
374 105
105 70
)
.
This example shows that the inequality (1.1) will be false if we replace the operator convex
function by a general convex function. In [11, Theorem 1], Mic´ic´ et al. pointed out that the
inequality (1.1) holds true for real valued continuous convex functions with conditions on the
bounds of the operators.
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1
2 Choi-Davis-Jensen’s inequality without convexity
The purpose of this paper is to obtain the C-D-J inequality for non-convex functions. Ap-
plying our main results, we give new inequalities improving previous known results such as the
Kantorovich inequality, and bounds for relative operator entropies and quantum mechanical
entropies.
2. Main results
In this section we give our main results.
Theorem 2.1. Let f : I → R be continuous twice differentiable function such that α ≤ f ′′ ≤ β
where α, β ∈ R and let Φ : B(H)→ B(K) be unital positive linear map. Then
(2.1) f (Φ (A)) ≤ Φ (f (A)) + β − α
2
{(M +m) Φ (A)−Mm} + 1
2
(
αΦ(A)2 − βΦ (A2)) ,
and
(2.2) Φ (f (A)) ≤ f (Φ (A)) + β − α
2
{(M +m) Φ (A)−Mm} + 1
2
(
αΦ
(
A2
)− βΦ(A)2) ,
for any self-adjoint operator A on H with the spectrum Sp (A) ⊆ [m,M ] ⊂ I.
In order to prove Theorem 2.1, we need the following lemma.
Lemma 2.1. Let f : I → R be continuous twice differentiable function such that α ≤ f ′′ ≤ β
on I, where α, β ∈ R, and let Φ : B(H) → B(K) be unital positive linear map. If A is a
self-adjoint operator on H with Sp (A) ⊆ [m,M ] ⊂ I for some m < M , then
(2.3) Φ (f (A)) ≤ L (Φ (A))− α
2
{
(M +m) Φ (A)−Mm− Φ (A2)} ,
(2.4) Φ (f (A)) ≥ L (Φ (A))− β
2
{
(M +m) Φ (A)−Mm− Φ (A2)} ,
(2.5) f (Φ (A)) ≤ L (Φ (A))− α
2
{
(M +m) Φ (A)−Mm− Φ(A)2} ,
(2.6) f (Φ (A)) ≥ L (Φ (A))− β
2
{
(M +m) Φ (A)−Mm− Φ(A)2} ,
where
(2.7) L (t) :=
M − t
M −mf (m) +
t−m
M −mf (M) ,
is the line that passes through the points (m, f (m)) and (M, f (M)).
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Proof. Since α ≤ f ′′ ≤ β, then the function gα (x) := f (x)− α2x2 is convex. So,
gα((1− λ)a + λb) ≤ (1− λ)gα(a) + λgα(b),
holds for any 0 ≤ λ ≤ 1 and a, b ∈ I. It follows that
f((1− λ)a+ λb) ≤ (1− λ)f(a) + λf(b)− α
2
λ(1− λ)(a− b)2.
Since any t ∈ [m,M ] can be written in the form t = M−t
M−mm+
t−m
M−mM , and putting λ =
t−m
M−m ,
a = m and b = M in the above inequality we have
(2.8) f (t) ≤ L (t)− α
2
(
(M +m)t−mM − t2) .
Now, by using the standard calculus of a self-adjoint operator A to (2.8) and next applying an
unital positive linear map Φ we obtain
Φ(f(A)) ≤ Φ(L(A))− α
2
{
(M +m)Φ(A)−Mm− Φ(A2)} ,
which gives the desired inequality (2.3).
By applying (2.8) on Φ(A) we obtain (2.5). Using the same technique as above for a convex
function gβ (t) :=
β
2
x2 − f (x) we obtain
L (t)− β
2
(
(M +m)t−mM − t2) ≤ f (t) ,
which gives (2.4) and (2.6). 
From Lemma 2.1 we can derive Theorem 2.1:
Proof of Theorem 2.1. Let m < M . We obtain (2.1) after combining (2.5) with (2.4) and we
obtain (2.2) after combining (2.3) with (2.6). 
Remark 2.1. The inequality (2.2) is a converse of C-D-J inequality f(Φ(A)) ≤ Φ(f(A)) for a
non-convex function. The second term in (2.2) is always non-negative, while the sing of third
term in (2.2) is not determined.
Example 2.1. To illustrate Theorem 2.1 works properly, let Φ (A) = 〈Ax, x〉, where x =
1√
3
1√
3
1√
3
, A =
 1 0 −10 3 1
−1 1 2
 and f (t) = t3. Of course we can choose m = 0.25 and M = 3.8.
So after some calculations we see that
8 = f (Φ (A))
 Φ (f (A)) +
β − α
2
{(M +m) Φ (A)−Mm} + 1
2
(
αΦ(A)2 − βΦ (A2)) ≃ 27.14,
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and
24 = Φ (f (A))
 f (Φ (A)) +
β − α
2
{(M +m)Φ (A)−Mm} + 1
2
(
αΦ
(
A2
)− βΦ(A)2) ≃ 43.54.
Theorem 2.2. Let A be a self-adjoint operator with Sp (A) ⊆ [m,M ] ⊂ I for some m < M . If
f : [m,M ] → (0,∞) is a continuous twice differentiable function such that α ≤ f ′′ on [m,M ],
where α ∈ R, and if Φ : B (H)→ B (K) is unital positive linear map, then
(2.9)
1
K (m,M, f)
{
Φ (f (A)) +
α
2
[
(M +m) Φ (A)−Mm − Φ (A2)]}
≤ f (Φ (A))
≤ K (m,M, f)Φ (f (A))− α
2
[
(M +m) Φ (A)−Mm− Φ(A)2] ,
where
(2.10) K(m,M, f) = max
{
1
f(t)
(
M − t
M −mf(m) +
t−m
M −mf(M)
)
: t ∈ [m,M ]
}
.
Proof. By using (2.5), we have (see [16, Corollary 4.12])
f (Φ (A)) ≤ L (Φ (A))− α
2
[
(M +m) Φ (A)−Mm− Φ(A)2]
≤ K (m,M, f)Φ (f (A))− α
2
[
(M +m) Φ (A)−Mm− Φ(A)2] ,
which gives RHS inequality of (2.9). Also, by using (2.3) and given that 0 < m ≤ Φ(A) < M ,
we obtain
Φ(f(A)) ≤ K(m,M, f)f(Φ(A))− α
2
[
(M +m)Φ(A)−Mm− Φ(A2)] .
Since K(m,M, f) > 0 it follows
f(Φ(A)) ≥ 1
K(m,M, f)
{
Φ(f(A)) +
α
2
[
(M +m)Φ(A)−Mm − Φ(A2)]} ,
which is LHS inequality of (2.9). 
Remark 2.2. Let A and Φ be as in Theorem 2.2. If f : [m,M ]→ (0,∞) is a continuous twice
differentiable function such that f ′′ ≤ β, where β ∈ R, then by using (2.4) and (2.6), we can
obtain the following result
k (m,M, f)Φ (f (A))− β
2
[
(M +m) Φ (A)−Mm− Φ(A)2]
≤ f (Φ (A))
≤ 1
k (m,M, f)
{
Φ (f (A)) +
β
2
[
(M +m) Φ (A)−Mm− Φ (A2)]} ,
where k(m,M, f) = min
{
L(t)
f(t)
: t ∈ [m,M ]
}
and L(t) is defined by (2.7).
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In the next corollary we give a refinement of converse of C-D-J inequality (see e.g. [16])
1
K(m,M, f)
Φ(f(A)) ≤ f(Φ(A)) ≤ K(m,M, f)Φ(f(A)),
for every strictly convex function f on [m,M ], where K(m,M, f) > 1 is defined by (2.10).
Corollary 2.1. Let the assumptions of Theorem 2.2 hold and f be strictly convex on [m,M ].
Then
1
K (m,M, f)
Φ (f (A))
≤ 1
K (m,M, f)
{
Φ (f (A)) +
α
2
[
(M +m) Φ (A)−Mm− Φ (A2)]}
≤ f (Φ (A))
≤ K (m,M, f)Φ (f (A))− α
2
[
(M +m) Φ (A)−Mm− Φ(A)2]
≤ K (m,M, f)Φ (f (A)) ,
where K(m,M, f) > 1 is defined by (2.10).
Proof. Since f is strictly convex, then 0 < α ≤ f ′′ on [m,M ]. Given that (M + m)Φ(A) −
Mm− Φ(A2) ≥ 0 is valid, the desired result follows by applying Theorem 2.2. 
3. Some applications
The non-commutative perspective of the continuous function f is defined by
Pf (A|B) := A 12 f
(
A−
1
2BA−
1
2
)
A
1
2 ,
for every self-adjoint operator B and strictly positive operator A on a Hilbert space H (see
[6]). This notion is a generalization of the notion of the commutative perspective considered by
Effros [7]. Similar studies have been done in [8].
The following result providing upper and lower bounds for the non-commutative perspec-
tive holds (for similar result see [5, Theorem 1]). We use the notation A♮pB to mean that
A
1
2
(
A−
1
2BA−
1
2
)p
A
1
2 , p ∈ R.
Proposition 3.1. Let A ∈ B (H) be strictly a positive operator and let B ∈ B (H) be a positive
operator which satisfies in the sandwich condition mA ≤ B ≤ MA where 0 < m < M . If f is
twice continuously differentiable such that α ≤ f ′′ ≤ β, then
β
2
(A♮2B +MmA − (M +m)B) ≤ Pf (A|B)− Lf (A|B)
≤ α
2
(A♮2B +MmA− (M +m)B) ,
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where
Lf (A|B) = 1
M −m {(B −mA) f (M) + (MA− B) f (m)} .
Proof. Since α ≤ f ′′ ≤ β, so two functions gα (x) ≡ f (x) − α2x2 and gβ (x) ≡ β2x2 − f (x) are
convex. Hence Jensen’s inequality works for gα (x) and gβ (x). After substitution one obtains
for any t ∈ [m,M ],
L (t)− β
2
(t−m) (M − t) ≤ f (t) ,
and
f (t) ≤ L (t)− α
2
(t−m) (M − t) ,
where
L (t) ≡ 1
M −m {(t−m) f (M) + (M − t) f (m)} .
Thus we have
α
2
(t−m)(M − t) ≤ L(t)− f(t) ≤ β
2
(t−m)(M − t).
Replacing t with the positive operator A−
1
2BA−
1
2 and then multiplying both sides by A
1
2 we
deduce the desired result. 
The following is a simple consequence of Proposition 3.1.
Remark 3.1. If we take fp(t) =
1−tp
p
for −1 ≤ p ≤ 1 with p 6= 0 in Proposition 3.1, then we
have the bounds of Tsallis relative operator entropy [17] defined by
Tp (A|B) := A♮pB − A
p
, for − 1 ≤ p ≤ 1 and p 6= 0,
as follows. Since f ′′p (t) = (1 − p)tp−2 ≥ 0 for −1 ≤ p ≤ 1, we have (1 − p)Mp−2 ≤ f ′′p (t) ≤
(1− p)mp−2 for 0 < m ≤ t ≤M so that we can take α = (1− p)Mp−2 and β = (1− p)mp−2 in
Proposition 3.1. In addition, we obtain the following inequaliteis by the use of Proposition 3.1
with simple calculations
−α
2
(A♮2B +MmA− (M +m)B)
≤ Tp(A|B) + 1
p(M −m) {(B −mA)(1−M
p) + (MA− B)(1−mp)}
−β
2
(A♮2B +MmA − (M +m)B) .
Thus we have the inequalities with simple calculations
L˜m,M,p (A |B )− (1− p)
2M2−p
Km,M (A,B) ≤ Tp (A |B ) ≤ L˜m,M,p (A |B )− (1− p)
2m2−p
Km,M (A,B) ,
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where {
L˜m,M,p (A |B ) = −1p(M−m) {(M −m+Mm (Mp−1 −mp−1))A− (Mp −mp)B} ,
Km,M (A,B) = A♮2B +MmA− (M +m)B.
Taking the limit p→ 0, we have the bounds of relative operator entropy [15] defined by
S (A|B) := A 12 log
(
A−
1
2BA−
1
2
)
A
1
2 ,
as
L˜m,M (A|B)− 1
2M2
Km,M (A,B) ≤ S (A|B) ≤ L˜m,M (A|B)− 1
2m2
Km,M (A,B) ,
where
L˜m,M (A |B ) = 1
(M −m) {(B −mA) logM + (MA− B) logm} ,
due to limp→0 Tp(A|B) = S(A|B) and limp→0 fp(t) = − log t.
Proposition 3.2. Let A,B ∈ B (H) be two positive operators which satisfy the sandwich con-
dition mA ≤ B ≤ MA where m < M and Φ : B(H) → B(K) be unital positive linear map on
B (H). If f is twice continuously differentiable such that α ≤ f ′′ ≤ β, then
α− β
2
{(M +m)Φ (B)−MmΦ (A)}+ 1
2
(β (Φ (A) ♮2Φ (B))− αΦ (A♮2B))
≤ Pf (Φ (A) |Φ (B))− Φ (Pf (A|B))
≤ β − α
2
{(M +m) Φ (B)−MmΦ (A)}+ 1
2
(α (Φ (A) ♮2Φ (B))− βΦ (A♮2B)) .
Proof. In the inequalities of Proposition 3.1, we replace Φ(A), Φ(B) with A,B, then we have
β
2
(Φ(A)♮2Φ(B) +MmΦ(A) − (M +m)Φ(B))
≤ Pf(Φ(A)|Φ(B))− Lf (Φ(A)|Φ(B)
≤ α
2
(Φ(A)♮2Φ(B) +MmΦ(A) − (M +m)Φ(B)) .
Taking Φ in the both sides of the inequalities of Proposition 3.1, we have
β
2
(Φ(A♮2B) +MmΦ(A)− (M +m)Φ(B))
≤ Φ (Pf(A|B))− Φ(Lf (A|B))
≤ α
2
(Φ(A♮2B) +MmΦ(A) − (M +m)Φ(B)) .
Thus we have the desired result since Lf (Φ(A)|Φ(B) = Φ(Lf (A|B)).

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Let ρ be strictly positive operator with unit trace. (Such an operator is often called a density
operator in quantum physics [12].) Then von Neumann entropy (quantum mechanical entropy)
[2, Section 4.3], [12] is defined by S(ρ) := −Tr[ρ log ρ]. In addition, the quantum Tsallis entropy
[13, 14] is defined by Sp(ρ) :=
Tr[ρ1−p−ρ]
p
for −1 ≤ p ≤ 1 with p 6= 0. They have a non-negativity
S(ρ) ≥ 0 and Sp(ρ) ≥ 0. The Tsallis relative entropy [13] in quantum mechanical system is
also defined by
Dp(ρ|σ) := Tr[ρ− ρ
1−pσp]
p
,
for two density operators ρ and σ, and a parameter p such that |p| ≤ 1 with p 6= 0.
Remark 3.2. If we take two density operators ρ and σ, Φ(ρ) ≡ Tr[ρ] and fp(t) = 1−tpp for
−1 ≤ p ≤ 1 with p 6= 0 in Proposition 3.2, then we have the following inequalities by the similar
way to Remark 3.1,
(1−p)
2
(Mp−2 −mp−2) (M +m−Mm) + (1−p)
2
(
mp−2 −Mp−2Tr
[
ρ
(
ρ−1/2σρ−1/2
)2])
≤ Tr [Tp (ρ |σ )]
≤ (1−p)
2
(mp−2 −Mp−2) (M +m−Mm) + (1−p)
2
(
Mp−2 −mp−2Tr
[
ρ
(
ρ−1/2σρ−1/2
)2])
.
It is known the relation Dp(ρ|σ) ≤ −Tr[Tp(ρ|σ)] for 0 < p ≤ 1 in [13, Theorem 2.2], so that
we obtain the following inequality for 0 < p ≤ 1:
Dp (ρ|σ)
≤ (1− p)
2
(
mp−2 −Mp−2) (M +m−Mm) + (1− p)
2
(
Mp−2Tr
[
ρ
(
ρ−
1
2σρ−
1
2
)2]
−mp−2
)
.
We have the following corollary which improves the non-negativity of quantum entropy and
quantum Tsallis entropy.
Corollary 3.1. For a density operator ρ > 0 and −1 ≤ p ≤ 1 with p 6= 0, we have
Sp(ρ) ≥ (1− p)(M
p+1 −mp+1)(1−M)(1 −m)
2mp+1Mp+1
≥ 0.
Proof. We take Φ(ρ) ≡ Tr[ρ] = 1 and fp(t) = t−t1−pp for −1 ≤ p ≤ 1 with p 6= 0 on (0,∞) in
(2.2). Since the spectrum Sp(ρ) = (0, 1), we take the interval [m,M ] such that 0 < m ≤M ≤ 1.
Then α = 1−p
Mp+1
and β = 1−p
mp+1
. Since Tr[ρ2] ≤ 1, the inequality (2.2) gives
Tr [ρ− ρ1−p]
p
≤ (1− p)
2
(
1
mp+1
− 1
Mp+1
)
(M +m−Mm) + (1− p)
2
(
1
Mp+1
Tr
[
ρ2
]− 1
mp+1
)
≤ (1− p) (M
p+1 −mp+1) (M − 1) (1−m)
2mp+1Mp+1
≤ 0,
which implies the desired inequality. 
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Remark 3.3. Taking the limit p→ 0 in Corollary 3.1, we have
S(ρ) ≥ (M −m)(1−M)(1 −m)
2mM
≥ 0,
which improves the non-negativity of von Neumann entropy.
Now, we apply Corollary 2.1 on a power function f(t) = tr, t ∈ (0,∞), r ∈ R. If r ∈
(−∞, 0)∪ (1,∞), then γ > 0. Moreover, if r ∈ [−1, 0]∪ [1, 2] then f(t) = tr is operator convex,
but if r ∈ [0, 1] then f(t) = −tr is operator convex. Taking this into account, we obtain the
following results. Details of the proof are left to the interested reader.
Corollary 3.2. Let A be a self-adjoint operator with Sp (A) ⊆ [m,M ] ⊂ I for some scalars
0 < m < M and let Φ : B (H)→ B (K) be a unital positive linear map.
(i) If r ∈ (−∞,−1) ∪ (2,∞), then
1
K (m,M, r)
Φ (Ar)
≤ 1
K (m,M, r)
{
Φ (Ar) +
γ
2
[
(M +m) Φ (A)−Mm− Φ (A2)]}
≤ Φ(A)r
≤ K (m,M, r) Φ (Ar)− γ
2
[
(M +m) Φ (A)−Mm− Φ(A)2]
≤ K (m,M, r) Φ (Ar) ,
where
γ = r(r − 1) ·min{mr−2,M r−2} ,
and K(m,M, r) is a generalized Kantorovich constant
K(m,M, r) :=
(mM r −Mmr)
(r − 1)(M −m)
(
r − 1
r
M r −mr
mM r −Mmr
)r
, r ∈ R.
Of course, K(m,M, 0) = K(m,M, 1) = 1.
(ii) If r ∈ [−1, 0] ∪ [1, 2], then
(3.1)
1
K (m,M, r)
Φ (Ar)
≤ 1
K (m,M, r)
{
Φ (Ar) +
γ
2
[
(M +m) Φ (A)−Mm− Φ (A2)]}
≤ Φ(A)r
≤ Φ (Ar) .
The last inequality is due to [9, Corollary 1.22].
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(iii) If r ∈ [0, 1], then
(3.2)
1
K (m,M, r)
Φ (Ar)
≥ 1
K (m,M, r)
{
Φ (Ar) +
r (1− r)
2M2−r
[
(M +m) Φ (A)−Mm− Φ (A2)]}
≥ Φ(A)r
≥ Φ (Ar) .
The last inequality is due to [9, Corollary 1.22].
Remark 3.4. The inequalities (3.1) and (3.2) strengthens some well-known inequalities [1,
Theorem 1]. For example our result for r = −1:
(3.3) Φ(A−1) ≤ (M +m)
2
4Mm
Φ(A)−1 − (M +m)Φ(A)−Mm− Φ(A
2)
M3
,
improves the Kantorovich inequality
(3.4) Φ(A−1) ≤ (M +m)
2
4Mm
Φ(A)−1,
given in [10] (see also [2, Proposition 2.7.8]).
Let us give an explicit simple example.
Example 3.1. We take the function f(t) = 1
t
on 0 < m ≤ t ≤ M . For a positive operator X
on a Hilbert space H, we also take Φ (X) ≡ 1
dimHTr [X ], and
A =
(
3 −2
−2 7
)
.
The eigenvalues of A are 5± 2√2 so that we take m = 2 and M = 8. Then we have
(M +m)2
4Mm
(
Tr[A]
2
)−1
− Tr[A
−1]
2
=
5
272
,
and
(M +m)2
4Mm
(
Tr[A]
2
)−1
−
(M +m)
(
Tr[A]
2
)
−Mm−
(
Tr[A2]
2
)
M3
− Tr[A
−1]
2
=
143
8704
.
Since 5
272
− 143
8704
= 1
512
, this example shows our inequality (3.3) is better than the inequality
(3.4).
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