Abstract-The explosion of enhanced applications such as live video streaming, video gaming and Virtual Reality calls for efforts to optimize transport protocols to manage the increasing amount of data traffic on future 5G networks. Through bandwidth aggregation over multiple paths, the Multi-Path Transmission Control Protocol (MPTCP) can enhance the performance of network applications. MPTCP can split a large multimedia flow into subflows and apply a congestion control mechanism on each subflow. Segment Routing (SR), a promising source routing approach, has emerged to provide advanced packet forwarding over 5G networks. In this paper, we explore the utilization of MPTCP and SR in SDN-based networks to improve network resources utilization and end-user's QoE for delivering multimedia services over 5G networks. We propose a novel QoE-aware, SDN-based MPTCP/SR approach for service delivery. In order to demonstrate the feasibility of our approach, we implemented an intelligent QoE-centric Multipath Routing Algorithm (QoMRA) on an SDN source routing platform using Mininet and POX controller. We carried out experiments on Dynamic Adaptive video Steaming over HTTP (DASH) applications over various network conditions. The preliminary results show that, our QoEaware SDN-based MPTCP/SR scheme performs better compared to the conventional TCP approach in terms of throughput, link utilization and the end-user's QoE.
I. INTRODUCTION
Future networks (e.g., 5G) are expected to support and provide an End-to-End over-the-air latency of less than 1ms, transmission reliability of 99.999% and approximately 100% services availability [1] . 5G is set to provide access to any service with better quality to end-users at anytime, anywhere through reliable and cost effective communications, over any medium and across multi-operator domains using different technologies, such as Software Defined Networking (SDN). Reliable transmission protocols with high transmission efficiency in wireless environments are required in order to support a multi-variety of services (e.g, live video streaming and video gaming) in 5G networks. Requirements such as high throughput, resilience and reliability, consistency and service availability, ultra low-latency have to be archived, for 5G to support these applications [1] . Efficient transfer of large data, especially multimedia traffic flows is crucial to the performance of 5G multi-rooted topology networks where multiple paths exist between pair of hosts.
In order to provide an optimal throughput for large flows and cope with the explosive growth of multimedia traffic, new transfer protocols have been designed. The aim has been to increase network reliability, availability and make a timely response to end-user's requests as well as improving end-user's Quality of Experience (QoE).
Multi-Path TCP (MPTCP) is a recent effort of the Internet Engineering Task Force (IETF) towards standardizing a transport layer protocol that improves network connectivity and provides end-users with higher data rates. MPTCP was proposed as an extension of TCP with the main idea of splitting a large flow into multiple subflows. The subflows originating from the same MPTCP connection are then sent to their destinations through different disjointed paths in the network [2] . MPTCP is a promising approach to improve performance and reliability of video streaming services in 5G networks. The only limitation of MPTCP, is the burden of maintaining large number of subflows which may cause overhead since it has no control over the network or transmission routes used by each subflow from source to destination. Controlling the number of subflows using emerging technologies such as SDN is crucial to the performance of this transport protocol [3] .
However, as an implementation for route look-up, packet classification and fast packet forwarding, SDN switches are integrated with a ternary content-addressable memory (TCAM) which practically supports a limited size of 2k-20k rules [4] . SDN-based MPTCP solutions require a larger number of flow rules to be installed in each of the SDN switches along the delivery path and thereby increasing the load at the SDN switches and the controller. The requirement of more TCAM resource consumption can be eliminated by Segment Routing (SR) [5] , a new approach that greatly reduces the number of forwarding rules by encoding routing information into packet header as an ordered list of labels. SR improves the scalability problem of SDN since there is no path state maintenance required in each switch or router along the service delivery path.
In this paper, we propose a novel QoE-aware, SDN-based MPTCP approach for 5G networks that dynamically controls the number of subflows and uses the available network resources efficiently by forwarding the network traffic through multiple disjointed paths. Taking the fact that, TCAM is an extremely expensive resource to build and consumes a 978-1-5386-3180-5/18/$31.00 ©2018 European Union lot of power, we make joint use of MPTCP and SR to reduce the deployment cost, increase flexibility, reliability and scalability as well as improving the end-users QoE in SDNbased virtualized IP networks.
The contributions of this paper are three-fold,
• We present promising implementation mechanisms of MPTCP and SR as a solution for Traffic Engineering (TE) management in 5G SDN-based networks.
• we propose a QoE-aware SDN-based MPTCP/SR framework to enhance the QoE for multimedia services delivery over 5G networks.
• We further propose an intelligent QoE-centric Multipath Routing Algorithm (QoMRA) that dynamically controls the number of subflows using an SDN controller and performs source routing to these subflows using SR paradigms. The proposed QoE-aware MPTCP/SR scheme was implemented in an SDN testbed based on Mininet and POX controller. The Dynamic Adaptive Video Streaming over HTTP (DASH) service was applied to test the performance of the proposed scheme and compared with the conventional TCP approach. DASH server was based on Apache and DASH client was based on VLC-DASH plugin [6] . Video clips were segmented based on GPAC MP4Box [7] with five video representations. Preliminary results show that, our QoE-aware SDN-based MPTCP/SR scheme performs better compared to the conventional TCP approach in terms of throughput, link utilization of above 50%. Our approach also greatly reduces the number of video quality switches, startup delays and therefore improving the end-users QoE.
The rest of this paper is organized as follows: Section II provides related work. Section III presents backgrounds on MPTCP and SR and their collaborative implementations for TE management in 5G SDN-based networks. Section IV describes the proposed QoE-aware, SDN-based, MPTCP/SR controller architecture along with our intelligent QoE-centric multipath routing algorithm (QoMRA). Section V presents the implementation and performance evaluation of the proposed system. Finally, Section VI concludes the paper.
II. RELATED WORK
To pinpoint out our motivation, we first discuss related work that implement MPTCP using SDN and then explore the applicability of SR for traffic engineering solutions in 5G SDN-based networks. In [2] a proposal that uses MPTCP in OpenFlow-enabled networks to guarantee subflows of the same MPTCP connection to be sent through disjointed paths is given. A QAMO-SDN, QoS-aware MPTCP-based solution that can provide and support service differentiation in SDN optical networks is presented in [8] . The concept of SDN is invoked in [9] to establish a large-scale measurement framework on top of GEANT and PlanetLab Europe where multiple paths can be configured dynamically, and MPTCP experiments can be orchestrated in a flexible manner. A recent MPTCPaware SDN controller that uses packet inspection to provide deterministic subflow assignment to paths and facilitates an alternative routing mechanism for the MPTCP subflows is described in [3] . Faster download speed and improved QoE is reported in [10] , where SDN is used to add or remove MPTCP paths in order to reduce large number of out-of-order packets which may cause poor performance and degrade the end-users' QoE. A responsive MPTCP approach that employs a centralized SDN controller for calculating the forwarding paths of subflows is presented in [11] .
Although these SDN MPTCP-based approaches are intended to improve throughput, but they rely on installing a larger number of flow rules at the SDN switches and thereby increasing the load at the SDN switches. Such limitation can be easily eliminated using the SR technology as we show from section III A in this paper. Another drawback of the above approaches, is the lack of an efficient routing and an adaption mechanism to control the number of subflows based on the network changing conditions. In addition, some of proposals do not consider on how MPTCP can improve QoE in the aspects of future IP networks for media-rich services delivery.
While recent proposals, [12] , [13] attempt to achieve the optimal quality of real-time video streaming using MPTCP, authors do not consider the global control features that SDN can offer in their implementations. Such solutions are likely to suffer from congestions when large flows are transfered from source to destinations and therefore degrading the end-user's QoE. Indeed, SDN-based SR implementations can efficiently manage resources and provide better TE solutions in multidomain 5G networks [5] . For example, an SDN-based solution for assigning TE paths with SR, based on Multi-Protocol Label Switching (MPLS) forwarding is proposed in [14] while efficient routing mechanisms for SDN with SR that meet bandwidth requirements of routing requests are described in [15] . Motivated by previous observations of SR to reduce the amount of forwarding rules in OpenFlow switches, this paper, takes advantages of MPTCP and SR to speed up network transmission, increase network throughput, reduce overhead and further improve user's QoE for multimedia services in SDN-based networks.
III. A MULTIFLOW SDN-BASED APPROACH

A. A MPTCP over SDN-based Networks
As shown in Fig 1, suppose that, an MPTCP connection consists of 3 subflows: sf1:1, sf1:2, sf1:3 where sf is the subflow and the indexes indicate the number of a subflow of a particular MPTCP connection. In order to guarantee the end-users QoE-fairness level and performance requirements of 5G networks, the SDN controller checks the available capacity of all connected paths and selects the shortest paths to transmit the subflows of the same MPTCP connection. As shown in Fig 1, sf1 will be transmitted via path, S1→S2→S3→S4, sf2 via path S1→S7→S8→S4 and sf3 will take path S1→S5→S6→S4.
Such paths can be expressed by the segment routing strategy into SR paths, using the segment label list. We explain the SR operation and mapping of MPTCP subflow paths into SR paths in the next subsections. 
B. Traffic Engineering with Segment Routing in SDN
With SR, a host or an edge router is able to steer a packet through the network using an ordered list of processing/forwarding functions called segments. A segment can be a logical or a physical element such as a network node (e.g., OpenFlow Switch or router), network link or a packet filter. The SR path is formed by the chain of these elements which are identified by a list of segment identifiers (SIDs). The SIDs can be defined globally with domain wide significance such that it is recognized by all network nodes or it can be defined locally within a node processing the packet [15] . In this paper, we give our attention to the centralized control plane of SR approach to implement our idea. When an MPTCP client requests a new traffic from the MPTCP server, SDN controller calculates the transmission path P sf 1 ={S1→S2→S3→S4} based on the required constraints (e.g., delay and bandwidth of a link). This path is mapped as the segment label list and returned to the ingress switch S1 which then stores it in the packet header. The segment list consists of only the label that identifies the destination node in the SR domain such that, SL={S4}. The forwarding table of the ingress OpenFlow switch S1 is then configured by the SDN controller with this segment list labels. The switch will modify the packet by encoding the segments as MPLS label stacks to the packet header [15] .
The packets of a subflow are then forwarded from S1 to S4 through intermediate nodes without any modification to the segment list. The top label is popped when the packets arrive at the intermediate nodes. The packets are then forwarded to the destination point using the segment node that represents the next label. SR can support and provide dynamic traffic recovery in multi-domain 5G SDN-based networks during network node or link failure [5] . For example, when link S2→S3 fails, then the SDN controller which continuously monitors the network topology can redirect the traffic on the backup path S1→S2→S7→S8→S4} with the associated SL={S2,S4}. At node S2, the top label is popped and the packet is transmitted to S7 via its Adjacency SID 3. At S7, the packet follows a path to its destination using its Adjacency SID at interface 2.
C. Mapping of Subflows Paths to SR Paths
Consider a multimedia flow that is to be requested by the MPTCP client from the MPTCP server. Given the link capacity, l c and the video bit rate b r , our first task is to split a large flow into subflows and find the multiple disjointed paths for the subflows. The second task is to map these subflows paths into SR paths and perform source routing based on QoS/QoE requirements. In order to achieve the first task, a MPTCP-based flow manager as described in the next subsection is introduced as a module running in the SDN controller. The mapping of subflow paths to SR paths is performed by finding the shortest list of SIDs that allows the packet to follow a given route, the detailed implementation will be covered in the next section.
IV. QOE-AWARE MPTCP SDN-BASED SR ADAPTATION FRAMEWORK
The framework consists of the following modules: The MPTCP-flow manager, SR, QoE Management, Databases, Network information collector and the Configuration module which are integrated within the SDN controller. Fig 3 shows the function modules and interfaces of the proposed QoE-aware, MPTCP SDN-based SR framework. When the SDN controller receives a new request from the MPTCP client, it performs the path calculation through the MPTCP module and allocates the subflows to transmission paths. It then maps these subflow paths to SR paths as described in the previous subsection. The SR path of the new subflow is stored in the database. The SDN controller allocates and configures the SR path to the ingress switch node using the segment label list. The SDN controller communicates with switches in the data plane through the SouthBound Interface (SBI), using the OpenFlow protocol [2] . The OpenFlow protocol describes message exchanges that take place between the controller and an OpenFlow switch. When a heavy flow arrives at the switch, the Packet-In Message is sent to the SDN controller. These messages are sent during state change or flow setup to reduce the CPU utilization and control traffic in OpenFlow switches and SDN controllers [9] . The Packet-Out Message enables the controller to manage the logical state of the switch, including its configuration and details of flows.
A. SDN Controller
The controller maintains the database where all SR subflow paths are stored with their QoE requirements. When a new subflow of a MPTCP connection is uploaded to the SDN controller, the module queries in the database if there exists Fig. 3 . A QoE-aware, MPTCP SDN-based SR Architecture a path corresponding to this MPTCP connection. If the path exists, the subflow is allocated to a specific path of a previously assigned subflow's path of the same MPTCP connection, otherwise a new path computation for this subflow is performed using the MPTCP-flow manager/module. The new path is mapped to the SR paths and stored in the database so that it can be used later by subflows of the same MPTCP connection. The proposed SDN controller architecture can provide network programmability capabilities which allows third parties (e.g., 5G virtual network operators) and other players in the QoE provisioning chain to set-up their specific QoS/QoE control strategies.
1) MPTCP-Flow Manager:
This module computes the shortest paths and then performs path allocations to the subflows (see Fig 3) . In order to minimize the influences of link congestion to data transmission quality and the enduser's QoE, the MPTCP module employs admission control for media delivery, such that, the flow is admissible only if on each link, the sum of the rates of the allocated subflows does not exceed the link capacity (l c ). In that case, the MPTCP module dynamically controls the number of generated subflows at the ingress source node. Based on the collected link information, the MPTCP module communicates with the QoE management module so that resources can be assigned to the calculated paths of subflows to meet their QoE requirements.
Instead of installing these subflow paths in SDN switches as forwarding rules, we rely on SR approach where the forwarding table of the ingress switch is configured with an ordered list of segments [14] . The ingress switch then adds labels with an ordered list of segments to a packet header and forwards it to its destination point. This novel approach improves greatly the scalability, avoids link congestions and enables the deployment of effective multi-domain TE solutions in SDN-based 5G networks at a minimum cost.
2) Segment Routing Module: The computed subflow paths by the controller using the MPTCP-based flow manager have to be mapped to SR paths. We introduce the segment routing module that enhances greatly the SDN controller such that future 5G applications can exploit its features through the NorthBound Interface (NBI). We consider the SR assignment algorithm presented in [14] which finds the minimal-length of SR paths to be mapped to the subflow paths. The SR path is the shortest list of SIDs that allows the packet to follow a given route. The list of SIDs consists of network nodes (e.g., node segments) or specific interface node (e.g., adjacency node). The source codes of this algorithm can be found at [14] . For example, given a multimedia flow f requested by an MPTCP client whose ingress node is OpenFlow switch S4 and the engress node is switch S1, then the complete path for subflow sf 1 with intermediate nodes {S 2 ,..S N −1 } is: P sf 1 ={S1→S2→S3→S4}. With reference to Fig 2, the algorithm takes this path and the graph of the topology as inputs. It maps the specific path of the subflow and returns the segment list as an output of the assigned SR paths. In this case, the ingress switch node S1 of the subflow path and the egress switch S4 are first considered. We make an assumption that, all links may have different cost. If there exists only one shortest path and it equals to the subflow path from S1 to S4, then the engress node is used as the SID node from S1 to S4 and the mapping of this subflow path to SR path ends (see Fig 2) . When a link failure occurs or it happens that the shortest path to be mapped is not equal to the subflow path or there exists more than one equal-cost shortest path, then other node segments can be considered.
3) QoE-Management Module: Based on the specific QoE requirements for a service as defined at the network level QoS parameters, the QoE management module is to manage network resources dynamically for a certain multimedia flow application. Our proposed solution can handle various sessions of multimedia applications through efficient QoE-centric control-based routing algorithms that redistribute the available network resources among the competing flows according to the end-user QoE requirements.
B. QoE-Centric Multipath Routing Algorithm (QoMRA)
The QoMRA is implemented on an SDN source routing platform using Mininet and POX controller. The aim of QoMRA is to enable service providers to route network traf- fic through explicit multiple disjointed bandwidth-satisfying paths that meet specific service QoE guarantees. Based on clients request, QoMRA should maintain an efficient use of network resources, reduce the potential for rejecting trafficflow demands and network congestion. We define the trafficflow demand in this paper as the request from the source s ∈V to destination d ∈V with requested TCP bandwidth B w . In order to select k multiple shortest paths for the subflows from source to destination, the algorithm considers important information for video streaming such as the available link's bandwidth, delay, packet loss rate, jitter and link criticality. The link criticality parameter c(l) is used for predicting the future traffic load of subflows on the link e. We use c(l) [15] to improve the routing performance based on the current load of each link e. The c(l) is computed and updated by the SDN controller after every time interval t. The intent of c(l) is to choose the links that can balance the loads across the network and avoid bottleneck links between pairs of communication nodes. The link criticality c(l) can be defined using equation 1.
P st (c)/h is the occurrence rate of link e in the first h shortest paths whereas T D is the traffic demand that is recorded and stored in the database in every time T . We define a link as a bottleneck when it provides a data rate that is lower than the required bitrate of a subflow to be transmitted through it. Table I shows the required TCP throughput for a specific video resolution which is selected by QoMRA when an MPTCP server receives a request from an MPTCP client. In case of buffering events due to congestion or link failure the algorithm can choose another routing path for a specific subflow as described in section III A. We mitigate the link failure or congestion by introducing a link congestion index k(i), a function that increases sharply when the amount of traffic flow passing through the link e approaches its capacity. The idea behind k(i) is to make use of paths with less link utilization during network congestion. When the link utilization grows beyond a certain threshold, QoMRA is able to capture the congestion state based on the information provided by the link utilization. However, QoMRA causes less overhead imposed by SR and MPTCP-flow manager modules during QoS parameters measurement that are to be used for shortest paths calculations. Once all the subflows paths are computed based on the link constraints and are assigned to SR paths, then an MPTCP connection can be established. The video player on an MPTCP client can then start to report the QoE metrics as the video streaming continues. We give the overall steps of our proposal in Algorithm 1. 
path adding request for f new ; 10 end if; 11 end if; 12 end for; 13 Continue transmission as long as the l c is greater or equal to the required TCP bandwidth; 14 Use the link criticality and congestion index to avoid congestion
V. IMPLEMENTATION AND EVALUATION A. Experimental Setup
In order to demonstrate the feasibility of our approach, two VMs installed with Linux (Ubuntu V16.04 LTS) and MPTCP v0.92 were used. The Mininet V2.2.2 was installed in one VM and used to model a scenario of a 5G datacenter network. As shown in Fig 4, our topology consists of three levels with 8, 4 and 2 OpenFlow switches at the edge, aggregation and core layers, respectively. One MPTCP client is attached at each access switch. The network consists of redundant links at each level in order to accommodate subflows splitted by the MPTCP module. We extended the POX controller running in the second VM with an implementation of MPTCP-flow manager and the SR module. The SR module was implemented following a customization of source codes available at [14] . For effective evaluation of our proposal, both TCP and MPTCP are supported in our testbed. We installed Apache Server on two MPTCP server machines and attached them on mininet network. The DASH client was based on VLC-DASH plugin [6] . Before starting our experiments, we make sure that client and server sides support MPTCP. Throughout our experiments, we use the video sequence "Big Buck Bunny" with a resolution of 1920x1080 pixels of 9 minutes and 56 Fig. 4 . Experimental Testbed seconds. 5 representations of the selected video sequence with a minimum of 325Kb/s to a maximum of 5Mb/s were encoded using ffmpeg version 3.3.4 with the libx265 and segmented based on GPAC MP4Box [7] . The video clips were then stored in the Apache Server. Such representations reflect the recommended and a typical video streaming rates used by YouTube. The video was further segmented into segments of sizes 2, 4, 6, 8 and 10 seconds. For a good compromise between encoding efficiency and flexibility for stream adaption to bandwidth changes, we use a segment size of 6 sec to compare the throughput, link utilization, quality switches and startup delays of the two approaches. We set the bandwidth and delay limits of (1Mb/s, 15µs), (2Mb/s, 20µs) and (3Mb/s, 30µs) for links in the edge, aggregation and core layers respectively. We considered a packet loss rate of (<3%) at the core and aggregation links and set the edge links free from packet loss. When the MPTCP is enabled, we keep the default configurations of MPTCP V0.92 and configure the MPTCP path manager to a full-mesh that creates multiple subflows for each pair of IP addresses. This way, we limit each MPTCP connection to have only 3 MPTCP subflows. The video transmission is repeated 40 times from MPTCP client to MPTCP server. We compare our proposal with the MPTCP and regular TCP in terms of throughput, link utilization and the end-users-QoE.
B. Experimental Results
1) System Throughput:
Throughput is the total size of successfully transferred data in a temporal time interval. It is calculated based on a Payload bits/download time; where a Payload bits indicates the number of extracted bits of the video content per single unit time. Fig 5 shows the system throughput when an MPTCP client issues a video request from the server. We observe that, between 0-50sec, the regular TCP and our QoE-aware approach give almost similar performance. As the transmission of a video stream continues, the background traffic was introduced in the network using the Iperf tool. We note that, our QoE-aware MPTCP SDN-based SR approach exploits multipath and segment routing features to increase the system throughput. Conversely, the regular TCP that uses single path for transmission performs poorly. It is also clear from Fig 5 that , the throughput of a regular TCP drops from 100sec. At this point, the user experiences rebuffering events due to throughput reduction problem while our approach maintains a good viewing experience to the user. 2) Link Utilization: The link utilization is computed from the amount of used bandwidth by a video content in a particular link over the total link capacity. Fig 6 compares the link utilization for the two approaches. Our QoE-aware proposal can maintain the link utilization above 50% for the whole duration of a video streaming due to multiple paths transmission using MPTCP and SR. As the transmission continues, the link utilization of a regular TCP starts to drop at 300sec. This is so because it uses a single path for data transmission such that when the requests increases, the load of OpenFlow switches also increases making TCP unable to react quickly to congestion in the link. 3) The Impact of Segment Length on Throughput: Fig 7 shows the impact of segment length of 2, 4, 6, 8 and 10sec on media throughput. Due to the influence of the network delay and the overhead produced by the client requests, the regular TCP performs poorly compared to our QoE-aware MPTCP SDN-based SR approach. The throughput of a segment duration with 6 seconds shows an improved performance compared to that shown in Fig 5 because there is no background traffic imposed in this experiment. Shorter segments perform better in terms of throughput. However, when longer segments are used, the MPTCP client is unable to adjust quickly and flexibly resulting into poor performance. Although the bitrate adaptation process is enhanced for shorter segments and the buffer underflows is reduced but the server load is increased due to the fact that, segments requests are issued more often by the MPTCP clients. Table II shows the selected QoE comparison results of regular TCP and our approach after performing a video request from the MPTCP server three times using a 6sec segment length. We record the startup delays, number of quality switches and the success rate of the two approaches. We define the success rate as the percentage of segments at maximum bitrate over all segments used during a video streaming session. The quality switches defines how many times the video quality changes from one bitrate to another during transmission due to change in bandwidth or delays in the networks. Low startup delays and few video quality switches provides a good user's watching experience with an improved video quality. It is clear from table II that, our QoE-aware MPTCP SDN-based SR proposal performs better compared to the regular TCP in all three experiments.
VI. CONCLUSION
Efficient transfer of large flows, especially multimedia traffic is crucial to the performance of 5G multi-rooted topology networks where multiple paths exist between pair of hosts. In an attempt to address the challenges of transmitting and delivering high-demanding multimedia applications such as UHD videos with high QoE in 5G SDN-based networks, we propose a novel QoE-centric multipath routing algorithm (QoMRA) to dynamically control the number of subflows using SDN controller and perform source routing to these subflows using SR paradigms. we make joint use of MPTCP and SR to improve the performance of SDN-based virtualized 5G networks. Compared to the conventional TCP approach, our QoE-aware MPTCP SDN-based SR shows better performance in terms of increased network throughput, link utilization and the end-users QoE.
