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ÓPTIMA UBICACIÓN DE GENERACIÓN 
DISTRIBUIDA EN REDES DE DISTRIBUCIÓN 




En el presente trabajo se desarrolla el 
entrenamiento de redes neuronales 
artificiales por medio del software 
MATLAB simulink, con la finalidad de 
encontrar la óptima ubicación de 
unidades de generación distribuida 
(potencia reactiva) en el sistema de 
distribución IEEE de 34 barras. Para la 
creación y entrenamiento de las redes 
neuronales artificiales de utilizará el 
sistema de prueba del IEEE de 33 
barras. 
Posteriormente, a este sistema se le 
añade o añaden una o dos unidades de 
generación con valores especificados 
en el planteamiento del problema; se 
tendrá las variables de interés (voltajes 
en las barras) las cuales se utilizará 
como datos para el entrenamiento de la 
red. 
Una vez realizado el entrenamiento de 
la RNA se procede a valorar en el 
sistema de distribución IEEE de 34 
barras, permitiendo identificar cual es 
la ubicación óptima de UGD para la 
mejora de perfiles de voltaje. 
Finalmente se presentan algunos 
resultados de los casos de estudios 
propuestos, como el tiempo que tarda 
en entrenarse la RNA, la mejor 
validación, la efectividad del 
entrenamiento de la red entre otros 
parámetros. 
 
Palabras clave: Redes neuronales, 




In the present work, artificial neural 
network training is developed by 
means of the MATLAB simulink 
software, in order to find the optimal 
location of distributed reactive power 
generation units in the IEEE 34-bus 
distribution system. For the creation 
and training of artificial neural 
networks, the IEEE 33-bar test system 
will be used. 
Subsequently, to this system one or two 
generation units are added or added 
with values specified in the problem 
statement; we will have the variables of 
interest (voltages in the bars) which 
will be used as data for the training of 
the network. 
Once the ANN training has been 
carried out, the IEEE 34-bar 
distribution system is evaluated, 
allowing the identification of the 
optimal location of the UGD for the 
improvement of voltage profiles. 
Finally, some results of the proposed 
case studies are presented, such as the 
time it takes to train the ANN, the best 
validation, the effectiveness of the 
network training, among other 
parameters. 
 
Keywords: Neural networks, reactive 







En el siguiente artículo se va a realizar 
una investigación acerca de la óptima 
ubicación de compensadores de 
potencia utilizando redes neuronales en 
sistemas de distribución, tomando 
como prueba el sistema de 33 y 34 
nodos de la IEEE para encontrar el 
mejor lugar en donde se pueden ubicar. 
Se definen conceptos claves como la 
compensación activa y reactiva que se 
realizan en los sistemas, tratando de 
compensar valores de potencia y a su 
vez tratando de dar una estabilidad al 
sistema en parámetros como frecuencia 
y voltaje [1], [31]. 
 Además, se detallan los tipos de 
compensación y con el siguiente 
análisis evaluar en qué lugar es lo más 
óptimo colocar compensadores de 
potencia y el tipo de compensadores 
que se deben colocar utilizando un flujo 
de redes neuronales. [2]. 
Se detallan y se analizan métodos 
para encontrar la óptima ubicación de 
compensación de reactivos en los 
cuales estará incluido el análisis de 
redes neuronales en donde se requiere 
encontrar que a través de las redes 
neuronales es más factible encontrar el 
lugar más adecuado para la 
implementación de redes neuronales, 
tomando en cuenta el tipo de red 
neuronal en los casos de estudios 
variando el voltaje y la potencia de cada 
sistema. 
Al detallar una red neuronal se halla 
que la red neuronal se la define por tres 
factores importantes, los cuales son la 
arquitectura de red, función de 
transferencia y ley de aprendizaje. 
Estos factores están definidos siempre 
en función del problema. 
Algo que destacar para la 
comprensión de las redes neuronales 
son los tres elementos básicos de una 
red neuronal los cuales son la capa de 
entrada, ocultas y la de salida, en donde 
la función que realiza la capa de entrada 
es de recibir información desde el 
exterior, la función de las capas ocultas 
es la comunicación entre la capa de 
entrada y de salida, la función de la 
capa de salida es brindar los resultados 
al exterior [21]. 
Además, existen dos topologías 
principales en las redes neuronales las 
cuales son mono capa y multicapa, en 
donde las redes mono capa realizan 
conexiones pertenecientes a la misma 
capa o en palabras más simples realizan 
una auto conexión, en cambio las redes 
multicapa tienen un conjunto agrupado 
de neuronas en distintas capas y para 
distinguir el nivel al que pertenece la 
neurona, se realiza un análisis de las 
señales que llegan a la capa de entrada. 
Todos estos parámetros de una red 
neuronal van a ayudar a encontrar la 
óptima ubicación para la 
implementación de compensadores 
reactivos, ya sea agrupando entre datos 
de la misma capa o haciendo 
agrupaciones de distintas capas y 
realizando otra agrupación entre los 
datos que tengan una similitud o una 
igualdad [22]. 
Motivo por el cual se realiza una 
subagrupación es debido a la 
frecuencia con la que datos de 
diferentes grupos tienen mucha 
similitud, una vez que se realizan estas 
agrupaciones la subdivisión más 
cercana a la realidad se le da como el 
punto más óptimo para la ubicación de 
compensadores de potencia [23]. 
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2 Marco Teórico. 
2.1 Compensación de Potencia 
Activa y Reactiva. 
La compensación de energía es un 
proceso en el cual se encarga de 
disminuir o eliminar por 
completamente la energía reactiva de 
las redes, ya que esta energía reactiva 
aparece por diferentes formas tales 
como el efecto capacitivo que existe en 
las redes de transmisión, la inducción 
que existe en los bobinados de motores 
y transformadores, equipos que 
inyectan energía reactiva entre otras 
formas [1]. 
La compensación de energía 
reactiva es a través de un proceso o 
sistema eléctrico en el cual consiste la 
instalación de capacitores o filtros 
armónicos a la red, esto se lo realiza 
para incrementar o subir el valor de la 
potencia reactiva con relación a la 
potencia activa nominal, la finalidad 
del sistema eléctrico planteado es que 
el factor de potencia debería llegar a un 
valor aproximado de 1, esto quiere 
decir que toda la potencia entregada a 
la red sería una potencia útil o eficaz 
[2]. 
Cuando se habla acerca de 
compensación de energía es porque 
existe un problema en el suministro de 
energía, con lo cual se da a entender 
que la potencia reactiva entregada da 
como consecuencia un mayor 
incremento de corriente. 
 esto en comparación a la potencia 
activa se puede deducir que el valor de 
corriente es muy elevada, enfocados en 
transmisión la corriente que pasa por 
las líneas es muy alta por lo cual se 
debe tomar en cuenta otros factores 
como el calibre del conductor [3], [4], 
protecciones entre otras cosas, por lo 
cual para evitar el cambio de todo lo 
antes mencionado se realiza la 
compensación de energía. 
Para aclarar el problema de una 
cantidad de energía reactiva 
considerable daremos como ejemplo un 
factor de potencia de 0.7 las pérdidas 
que se producen serían del 100 %, en 
cambio con un factor de potencia de 0.9 
las pérdidas se reducen a un 25 %, con 
lo cual se puede decir que la 
compensación de energía es muy útil en 
sistemas eléctricos [5], [6]. 
También se destaca la realidad de 
una cierta necesidad que exista energía 
reactiva debido a componentes en los 
cuales la energía reactiva es útil como 
la inducción, pero lo ideal entonces 
sería que la energía suministrada tenga 
un factor de potencia que se acerque 
considerablemente a uno [7].  
La compensación de energía se da 
tanto para transmisión y para 
distribución, en transmisión se lo 
realiza de manera que la potencia 
reactiva no tenga un nivel muy alto 
debido a que el efecto capacitivo que 
existe en las líneas pueda ocasionar 
algún accidente de descarga con otra 
línea por diferentes factores como: la 
oscilación del viento entre otros 
problemas esporádicos, [8], [9].  
 
En cambio, la compensación de 
energía en distribución se da para que 
en nivel de consumidor tenga un buen 
servicio y no exista falla en equipos o 
en sistemas, por ejemplo, en redes 
soterradas a lo largo de un tramo 
también se da un efecto capacitivo, si el 
nivel de la potencia reactiva es muy alto 
podría ocasionar calentamiento y 
disminuiría la vida productiva del 




2.2 Tipos de Compensación. 
Según las empresas eléctricas 
encargadas de la distribución de 
energía, tienen identificado un 
problema muy grande el cual es el costo 
de pérdidas en servicios operativos y 
las perdidas en la red de distribución. 
Por lo cual se ha realizado una 
búsqueda de métodos y herramientas 
que ayuden a solucionar los problemas 
anteriormente mencionados [12], se 
describirán a continuación algunos 
métodos para solucionar aquellos 
problemas. 
 
2.2.1 Compensación reactiva 
paralelo pura.  
La función principal de este método es 
aumentar la eficiencia del factor de 
potencia, ya que en base a las fórmulas 
cuando la corriente disminuye existe 
una menor potencia por lo tanto una 
menor perdida, además mejorara los 
niveles de tensión [13]. 
 
2.2.2 Compensación reactiva en 
serie.  
Cuando se utiliza el método de 
compensación reactiva en serie, se 
disminuye en un gran margen la 
variación de voltaje y las perdidas en la 
red eléctrica de distribución. Esto se da 
por la conexión en serie de la parte 
capacitiva a la red. Es el resultado de la 
compensación en serie ya que al estar 
conectado como su nombre mismo lo 
indica se da una auto-regulación de 
potencia reactiva la que está 
directamente proporcional a la 
corriente [14]. 
 
2.2.3 Maquinas Sincrónicas.  
La generación de potencia reactiva en 
kVAr es proporcional a la excitación de 
la generadora, para abastecer la 
demanda de potencia reactiva y poder 
transferir a la red eléctrica de 
distribución se necesita realizar una 
sobreexcitación de la máquina. Por este 
medio la maquina o el motor tendrá que 
funcionar con un rango muy amplio de 
regulación, también un nombre que se 
le da a este método es el de 
condensador sincrónico. 
El campo eléctrico depende 
exclusivamente del nivel de excitación 
para que la amplitud del rango sea 
suficiente tanto para la parte capacitiva 
como inductiva. Es necesario indicar 
que el método de las maquinas 
sincrónicas tiene dos principales 
funciones: la primera es la que trabaja 
con capacitores a la cual se la denomina 
el método de sobre-excitación y la 
segunda función es aquella en la cual 
intervienen bobinas o una parte 
inductiva, por lo tanto, se la conoce 
como sub-excitación [14], [15]. 
 
En este método siempre existirá dos 
configuraciones, cuando esté sub-
excitado se limitará por la estabilidad 
con la cual funciona la máquina, 
mientras que cuando este sobre-
excitado la potencia va a disminuir en 
función de la temperatura. 
 
2.2.4 SVC.  
Compensador estático de potencia 
reactiva o SVC, su funcionamiento se 
determina por el uso de tiristores, 
inductancias y capacitancias, por lo 
cual son elementos principales en la 
electrónica de potencia.  
 
Entrándose un poco más en el 
campo de la electrónica de potencia se 
la puede denominar una alternativa 
para problemas que ocurren en 
sistemas de transmisión como en 
sistemas de distribución [16]–[18]. Una 
gran diferencia del método SVC con 
los métodos mencionados 
anteriormente, los cuales solo se 
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encargan de absorber o generar 
potencia reactiva por medio de 
semiconductores conectados en serie o 
en paralelo a la red eléctrica de 
distribución o transmisión sin ser 
objetos que se puedan desplazar.  
 
Este método se realiza en el sistema 
de compensación ya que aumenta o 
disminuye el valor y el margen de los 
niveles del condensador estático de 
kVAr [19], [20]. 
 
2.3 Métodos Para Encontrar la 
Óptima Ubicación de 
Compensación.  
2.3.1 Algoritmo de búsqueda 
exhaustiva.  
Es un algoritmo particular que se aplica 
para encontrar elementos con 
particularidades, por lo general se 
encuentran estos objetos en 
combinaciones o permutaciones. En el 
método general se basa en una lista de 
todas las posibles soluciones en una 
forma sistemática, también se revisan 
las mejores soluciones, apartando a las 
soluciones que no se puedan ejecutar, 
una vez finalizada la búsqueda se 
regresa a la solución más apta 
encontrada anteriormente [21]. 
 
2.3.2 Algoritmo K-NN (K Nearest 
Neighbourst). 
El siguiente algoritmo se encarga de 
clasificar cada dato que aparezca en un 
grupo, también calcula la distancia del 
nuevo elemento con sus vecinos k y 
ordena las distancias de menor a mayor, 
se encontrara un grupo con mayores 
coincidencias y con distancias muy 
cortas, este algoritmo es de aprendizaje 
supervisado. 
 
2.3.3 Función Multiobjetivo. 
En el tipo de optimización 
multiobjetivo, las funciones objetivo 
presentan un costo para optimizar, estas 
tienen como restricciones n 
parámetros, con estos parámetros 
deben optimizar m aptitudes y el 
problema general está dado por (1). 
 
2.3.4 Redes Neuronales. 
Una red neuronal eléctrica en un 
concepto abreviado es un modelo 
matemático dedicado a simular la 
estructura neuronal del ser humano, por 
lo cual por medio de esta red va a pasar 
información, también por su capacidad 
se la utiliza para realizar test, 
evaluaciones o pronosticar lo que pasa 
o va a pasar en las redes eléctricas [21]. 
 
2.4  Redes Neuronales.  
Se realizaron los primeros estudios de 
redes neuronales en 1943 por Warren 
McCulloch y Walter Pitts, gracias a la 
demostración y valides de las redes 
neuronales hoy en día también se 
aplican en los sistemas eléctricos por 
las ventajas que se obtienen de las 
mismas, como su eficiente tiempo al 
implantarlas, diagnóstico de fallas, 
adaptación de tecnología VSLI 
(Integración a muy gran escala). 




Una red neuronal se la define por 
tres factores importantes, los cuales son 
la arquitectura de red, función de 
transferencia y ley de aprendizaje. 
Estos factores están definidos siempre 
en función del problema. 
Además, existen tres elementos 
básicos de una red neuronal los cuales 
son la capa de entrada, ocultas y la de 
salida, en donde la función que realiza 
la capa de entrada es de recibir 
información desde el exterior, la 
función de las capas ocultas es la 
comunicación entre la capa de entrada 
y de salida, la función de la capa de 
salida es brindar los resultados al 
exterior [22]. 
 
2.5 Topologías de Redes 
Neuronales.  
Existen dos topologías principales en 
las redes neuronales las cuales son 
mono capa y multicapa, en donde las 
redes mono capa realizan conexiones 
pertenecientes a la misma capa o en 
palabras más simples realizan una auto 
conexión. 
 
Figura 3. Red neuronal monomodo  
Por otro lado, las redes multicapa 
tienen un conjunto agrupado de 
neuronas en distintas capas y para 
distinguir el nivel al que pertenece la 
neurona, se realiza un análisis de las 
señales que llegan a la capa de entrada.  
 
Figura 4. Red neuronal multimodo 
 
2.6 Tipos de redes neuronales.  
En las redes neuronales existen dos 
tipos de mecanismo de aprendizaje, los 
cuales son redes con aprendizaje 
supervisado y con aprendizaje no 
supervisado [23]. 
 
2.6.1 Redes con aprendizaje 
supervisado.  
El aprendizaje supervisado se 
desarrolla por una enseñanza 
controlado o supervisada como su 
nombre mismo lo dice, por lo cual se 
desarrolla una respuesta que se genera 
en la entrada o al inicio de la red. 
 
Figura 5. Red neuronal aprendizaje supervisado. 
 
Existe una subdivisión en las redes 
de aprendizaje supervisado las cuales 
son tres, la primera es el aprendizaje 
por corrección de error 
(backpropagation) la cual es la 
encargada de ajustar los pesos entre las 
conexiones a través de un indicador de 
error entre el valor esperado y el valor 
de salida, para encontrar dicho error se 
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realizan cuatro ecuaciones, las cuales 











𝐿 es la expresión de medir rápido el 
coste de la función de salida. 
𝑑𝑗
𝐿 mide la variación de activación d. 
 d= ((𝑤𝑙+1)𝑇 d1𝑙+1). ℴ𝑙(𝑧𝐿) (2) 
Donde:  
(𝑤𝑙+1)𝑇 es la transposición de la matriz 
de peso.  
d∗ 1𝑙+1 es el error. 









𝑙  es el error. 
𝑑𝐶
𝑑𝑏𝑗





𝑙−1 − d∗ 1𝑗
𝑙) (4) 
 
El segundo es el aprendizaje por 
refuerzo el cual es un poco más lento, 
pero consta de un supervisor el cual 
indica a través de una señal de refuerzo 
si el resultado de salida se ajusta al 
valor esperado en la salida. 
El tercero es un aprendizaje 
estocástico el cual se encarga de 
realizar una serie de cambios aleatorios 
en los pesos y con cada cambio realiza 
una evaluación en el efecto causado 
tomando en consideración el objetivo 
al que se quiere alcanzar [24], [25].  
2.6.2 Redes con aprendizaje no 
supervisado.  
Como su nombre lo indica esta no 
necesita ninguna influencia externa 
para realizar ajustes en los pesos de las 
conexiones de las neuronas, el principal 
objetivo de estas redes es encontrar 
características, categorías, 
correlaciones, regularidades e 
irregularidades que se pueden 
manifestar en los datos de la entrada 
[26]. 
Figura 6. Red neuronal con aprendizaje no 
supervisado. 
En las redes de aprendizaje no 
supervisado también existe dos 
subdivisiones para una mejor 
especificación.  
La primera es el aprendizaje 
Hebbiano el cual se encarga de extraer 
familiaridades o características de los 
valores de la entrada, esta subdivisión 
se encarga de ajustar los pesos en base 
a la correlación de los valores con los 
cuales se realizan la activación de un 
numero de neuronas entrelazadas [27].  
Al segundo se lo determina 
aprendizaje cooperativo o competitivo 
el cuál es el encargado de la 
competición de las neuronas con la 
finalidad de alcanzar un objetivo 
dispuesto, también se puede decir que 
las neuronas compiten entre ellas para 
activarse por lo que se puede 
determinar que las neuronas perdedoras 
van a tener valores de respuestas muy 
pequeños [28].  
Además, existen diversos tipos de 
redes neuronales más relevantes que se 
aplican en el sector eléctrico, las cuales 
se describirán a continuación.  
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2.6.3 Redes neuronales de 
predicción.  
Las redes neuronales de predicción 
forman un principal instrumento para 
una aproximación casi exacta de 
ecuaciones no lineales.  
Figura 7. Red neuronal de predicción. 
El uso de las redes neuronales de 
predicción es específicamente útil 
cuando se modelan fenómenos 
complejos, en donde no existen 
relación con funciones no lineales entre 
sus variables. Una de las ventajas de la 
red neuronal de predicción es la 
metodología con la que se aplica, la 
cual consiste en eliminar hipótesis 
lineales [29].  
Cuando existen bases de datos que 
almacenan demasiada información 
privada o cifrada que evita que la red 
neuronal tome una decisión basada en 
esa información. La red neuronal de 
predicción o clasificación es una 
manera de analizar datos los cuales, los 
cuales se usan para identificar un 
método o algoritmo que permita la 
clasificación de los datos más 
relevantes, con lo cual se puede 
determinar cómo sería el 
comportamiento en un futuro 
inmediato de los mismos [30]. 
3 Planteamiento del Problema. 
3.1 Sistemas de Prueba.  
En los sistemas en los cuales se va a 
basar el planteamiento del problema 
son sistemas diseñados especialmente 
para pruebas de flujos de potencia, pero 
en este caso el uso de los sistemas de 33 
y 34 barras se los usara para el 
desarrollo de encontrar la ubicación 
optima y la aplicación de redes 
neuronales en estos sistemas. 
3.1.1 Sistema IEEE de 34 Barras. 
En la figura 7 se puede visualizar el 
sistema de distribución de 34 barras en 
el cual se analizará la óptima ubicación 
para la compensación de potencia 
utilizando además algoritmos de redes 
neuronales y encontrar las diferencias 
entre los sistemas de transmisión de 33 
barras y el sistema de distribución de 34 
nodos.  
Figura 8. Sistema de prueba de 34 barras. 
 
3.1.2 Sistema IEEE de 33 Barras. 
En la figura 8 se puede visualizar el 
sistema de transmisión de 33 barras en 
el cual se analizará la óptima ubicación 
para la compensación de potencia 
utilizando además algoritmos de redes 
neuronales y encontrar las diferencias 
entre los sistemas de transmisión de 33 
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barras y el sistema de distribución de 34 
nodos. 
Figura 9. Sistema de prueba de 33 barras. 
3.2 Generación Distribuida  
Como bien se sabe la implementación 
de la generación distribuida se da en 
base al cambio energético o tratando de 
implantar la idea de que cada 
consumidor de energía puede 
abastecerse, de esta idea se empiezan a 
dar casos en donde se implementan 
paneles fotovoltaicos en viviendas, se 
detallara a continuación los parámetros 
más importantes en un panel 
fotovoltaico. 
La metodología se divide en tres 
partes, la primera es la recolección de 
datos en la cual se añaden todos los 
datos como la radiación, la 
temperatura, la potencia generada, el 
promedio de energía consumida 
durante un periodo y se detalla una 
resistencia variable. 
 La segunda fase es el 
procesamiento de la información, 
tomar cada variable y realizar un 
sistema de prueba en donde se 
encuentran variables tales como la 
radiación y temperatura realizando 
pequeños ajustes en los parámetros 
para encontrar la potencia ideal del 
panel. 
La tercera fase es la simulación y el 
análisis del panel solar en donde se van 
a desarrollar pruebas y se ejecutaran 
para encontrar la corriente de 
saturación que se va a producir y esto 
se determina a través de las siguientes 
ecuaciones. los parámetros más 
importantes en un panel fotovoltaico. 
 𝐼𝑐𝑒𝑙 = 𝐼𝑝ℎ − 𝐼𝑑 − 𝐼𝑠ℎ (5) 
 
Donde: 
𝐼𝑐𝑒𝑙 es la corriente generada  
𝐼𝑝ℎ es la corriente fotogenerada 
 
 𝑐𝑒𝑙 = 𝐼𝑝ℎ − 𝐼𝑜 [𝑒
𝑞(𝑉 + 𝐼𝑐𝑒𝑙𝑅𝑠)
𝐾𝑇𝑐𝐴
− 1] (6) 
Donde: 
𝐼𝑜 es la corriente de saturación.  
𝑞 es la carga del electrón.  
𝑉 es el voltaje de la celda solar.  
𝐾 es la constante de Boltzmann.  
𝑇𝑐 temperatura de operación de la 
celda. 
𝐴 es el factor de idealidad.  
Los valores utilizados en el presente 
trabajo de potencia reactiva de las 
unidades de generación (panel 
fotovoltaico) son los representa en la 
tabla1: 
Tabla 1. Datos de potencia de unidades de 
generación  
3.3 Óptima Ubicación Mediante 
Redes Neuronales. 
Para determinar la óptima ubicación de 
unidades de generación distribuida en 
un sistema de distribución IEEE 
mediante el método de redes 
neuronales, en necesario el uso del 




Panel fotovoltaico 1 





se simulará los sistemas de distribución 
IEEE de 33 y 34 barras. 
Se agregará la unidad o unidades de 
generación con su respectiva potencia, 
en cada número de barra dependiendo 
el caso de estudio. 
3.3.1 Descripción del algoritmo con 
una sola unidad de generación. 
En este caso de estudio se agrega una 
unidad de generación en la barra 1 del 
sistema de distribución IEEE, 
obteniendo los primeros 33 valores de 
voltaje de las barras. El proceso se 
repite en cada una de las barras hasta 
completar todas las barras obteniendo 
una matriz de 33x33. 
Con la obtención de nuestros valores pu 
de voltajes y con una desviación 
objetivo de valor 1, se determina la 
desviación estándar y nuestro CERO 
(con la cual se realizará la 
clasificación) en cada uno de los casos 
en que se va agregando la unidad de 
generación. 
3.3.2 Descripción del algoritmo con 
dos unidades de generación. 
Para este caso de estudio se escogen 8 
barras con los valores de voltaje más 
bajos, a los cuales se realizan 
combinaciones de dos unidades de 
generación (UDG) en el sistema de 
distribución IEEE por cada caso. 
El proceso realizado en este caso de 
estudio será idéntico al mencionado 
anteriormente con una sola unidad de 
generación, con la diferencia que en 
esta ocasión tendremos una matriz de 
29x33 debido al número de 
combinaciones. 
Tabla 2. Óptima ubicación de UDG en sistemas de 
distribución mediante RNA en MATLAB 
Tabla 3. Parámetros de la red neuronal en MATLAB 
Paso 1 
Ingreso y lectura de inputs 
(valores de perfiles de voltaje en 
pu). Clasificados en: excelente, 
bueno, regular, malo y nulo. 
Paso 2 
Ingreso y lectura de targets (la 
cantidad total de subcasos en 
cada clasificación será el número 
de salidas correspondientes).   
Paso 3 
Ingreso de todos los parámetros 
de la red neuronal (Tabla3). 
Paso 4 Análisis de resultados. 
Paso 5 Fin. 
Parámetros Descripción 












                         
Épocas 





fallas      










que permite ingresar 
el número de 
neuronas y se 
entrenan para 
clasificar los inputs. 
 
Es el algoritmo de 
retropropagación que 
actualiza los valores 
de los pesos. 
 
Se crea el número 




Escoge el valor 
mínimo global del 
error.
 
Es el error mínimo 
permitido al que 
puede llegar la red. 
 
 Factor de 




La Tabla 3 presenta los principales 
parámetros dentro de una red neuronal 
artificial para su entrenamiento y 
correcto funcionamiento. 
4 Casos de estudio.  
La ecuación que se utiliza para 
encontrar los valores de categoría de 
clasificación se describe como:  
Donde: 
𝐵 = Valores de los voltajes de las barras 
en pu. 
𝐵′ = Desviación objetivo 
Para la resolución del problema 
utilizaremos 𝐵′=1 
Para identificar el tipo de 
clasificación en el software MATLAB 
se realizará de la siguiente manera: 
Clase 1: nulo 
Clase 2: malo 
Clase 3: regular 
Clase 4: bueno 
Clase 5: excelente 
Esta explicación ayuda a entender 
cómo se clasifica los resultados de una 
red neuronal en lo cual se determina la 
más adecuada a través de un código 
binario. 
4.1 Escenario con una sola 
generación. 
4.1.1 Caso 1:  
Óptima ubicación de una unidad de 
generación (panel fotovoltaico) de 
200kW en un sistema de distribución 
IEEE de 33 barras. 
Paso 1 Se realiza la lectura 
de perfiles de 
voltajes sin agregar 
generación.  
Paso 2 Se agrega la unidad 
de generación en 
una barra PV, 
obtenemos los 
valores de voltajes 
en cada barra. 
Paso 3 Obtención de datos 
para la entrada de la 
red neuronal. 
 
Paso 4 Obtención de datos 
de salida de la red 
neuronal según la 
cantidad total de 
subcasos en cada 
clasificación. 
  
Tabla 4. Obtención de datos del sistema de 
distribución IEEE de 33 barras 
Los pasos de la tabla 4 se repiten en 
todos los casos de estudio, cambiando 
las características de las redes 
neuronales en cada caso. 
Las principales características de la 
red neuronal para el presente caso de 
estudio son: 
Tabla 5. Parámetros de la óptima ubicación Caso 1 
La tabla 5 muestra los parámetros 
que se utilizó para una efectividad 
excelente en el entrenamiento de la red 
para este caso de estudio. 
4.1.2 Caso2: 
Óptima ubicación de una unidad de 
generación (panel fotovoltaico) de 
 ∑ = |(𝐵 − 𝐵′)| (7) 
Parámetros Valor  
Número de neuronas 
para la capa oculta 
 
Número de épocas 
 
Número para la 
verificación de fallas 
 




                               
 
48 
       
25 
 




300kW en un sistema de distribución 
IEEE de33 barras. 
Las principales características de la 
red neuronal para el presente caso de 
estudio son: 
 Tabla6. Parámetros de la óptima ubicación Caso 2. 
La tabla 6 muestra los parámetros 
que se utilizó para una efectividad 
excelente en el entrenamiento de la red 
para este caso de estudio. 
4.2 Escenario con dos generaciones. 
4.2.1 Caso3: 
Óptima ubicación de dos unidades de 
generación de 200kW en un sistema de 
distribución de 33 barras. 
Las principales características de la 
red neuronal para el presente caso de 
estudio son:  
 Tabla 7. Parámetros de la óptima ubicación Caso 3. 
La tabla 7 muestra los parámetros 
que se utilizó para una efectividad 
excelente en el entrenamiento de la red 
para este caso de estudio. 
4.2.2 Caso4: 
Óptima ubicación de dos unidades de 
generación de 300kW en un sistema de 
distribución de 33 barras.  
Las principales características de la 
red neuronal para el presente caso de 
estudio son: 
Tabla8. Parámetros de la óptima ubicación Caso 4. 
La tabla 8 muestra los parámetros 
que se utilizó para una efectividad 
excelente en el entrenamiento de la red 
para este caso de estudio. 
5 Análisis de resultados. 
 A continuación, se presenta los 
diferentes resultados paro los casos de 
estudios realizados en este artículo, 
donde se puede apreciar diferentes 
parámetros como el porcentaje de 
efectividad de entrenamiento, el error 
cuadrático medio, mejor validación, 
etc.  
5.1 Caso 1 
En la figura 9 de puede determinar que 
existió un lapso muy pequeño hasta la 
época 5 de subidas y bajadas de error 
cuadrático medio, luego se aprecia un 
desplome del error hasta llegar a la 
Parámetros Valor  
Número de neuronas 
para la capa oculta 
 
Número de épocas 
 
Número para la 
verificación de fallas 
 




                               
 
 
42       
 
9 
                                   
         1e-29  
Parámetros Valor  
Número de neuronas 
para la capa oculta 
 
Número de épocas 
 








                                
 
58       
 
26 




Parámetros Valor  
Número de neuronas 
para la capa oculta 
 
Número de épocas 
 








                               
 
70      
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mejor validación que fue en la época 47 
con un error cuadrático medio de 
3.0542e-21. 
Figura 10. Sistema de prueba 33 barras a 200kV 
En la figura 10 se observa que el 
gradiente de error llego hasta un valor 
de 1.4613e-20 en la época 48, quiere 
decir que el error no alcanzo a llegar 
hasta el error máximo permitido que es 
de 1e-29 y se validó en la iteración 1 ya 
que en las demás iteraciones el error va 
incrementando. 
Figura 10. Estado del entrenamiento de 33 barras a 
200Kv. 
En la matriz de entrenamiento figura 
11 se puede destacar que la red tuvo 
una eficiencia del 100% de 
entrenamiento y clasificación, 
observando así que: en la clase 1 existió 
un 45.5% de clasificación de 
aprendizaje de todos los inputs, en la 
clase 2 un 33.3% de aprendizaje, en la 
clase 3 una clasificación de aprendizaje 
de 12.1%, en la clase 4 un aprendizaje 
del 3% y en la clase 5 existió un 
aprendizaje del 6.1%, llegando a un 
aprendizaje total del 100% en nuestro 
sistema de 33 barras a 200kV. 





























[0 0 0 0 1] 
[1 0 0 0 0] 
[0 0 0 1 0] 
[0 0 0 1 0] 
[1 0 0 0 0] 
Tabla9. Comprobaciones de los subcasos de un 
sistema IEEE de 34 barras 
En la tabla 9 comprobamos que la 
RNA propuestas previamente en el 
sistema IEEE de 33 barras; en el 
sistema distribución IEEE de 34 barras, 
cumple con su función objetivo. 
Obteniendo me manera satisfactoria 





Figura 12. Clasificación realizada por RNA de 33 barras a 
200 kV 
Finalmente, la figura 12 muestra un 
escenario total de todas clasificaciones, 
obteniendo así: clase 1 con 15 subcasos, la 
clase 2 con 11 subcasos, la clase 3 con 4 
subcasos, para la clase 4 tenemos 1 solo 
subcaso y para la clase 5 con 2 subcasos. 
5.2 Caso 2 
En la figura 13 de puede determinar que 
existió un lapso muy pequeño hasta la época 
11 de subidas y bajadas de error cuadrático 
medio, luego se aprecia un desplome del 
error hasta llegar a la mejor validación que 
fue en la época 37 con un error cuadrático 
medio de 2.0551e-16. 
Figura 12. Sistema de prueba 33 barras a 300kV 
En la figura 14 se observa que el 
gradiente de error llego hasta un valor de 
1.7038e-19 en la época 42, quiere decir que 
el error no alcanzo a llegar hasta el error 
máximo permitido que es de 1e-29 y se 
validó en la iteración 5 ya que en las demás 
iteraciones el error va incrementando 
Figura 14. Estado del entrenamiento de 33 barras a 
300Kv. 
Figura 15. Matriz de entrenamiento de 33 
barras a 300kV 
En la matriz de entrenamiento figura 
15 se puede destacar que la red tuvo 
una eficiencia del 100% de 
entrenamiento y clasificación, 
observando así que: en la clase 1 existió 
un 12.1% de clasificación de 
aprendizaje de todos los inputs, en la 
clase 2 un 30.3% de aprendizaje, en la 
clase 3 una clasificación de aprendizaje 
de 9.1%, en la clase 4 un aprendizaje 
del 18.2% y en la clase 5 existió un 
aprendizaje del 30.3%, llegando a un 
aprendizaje total del 100% en nuestro 




Tabla10. Comprobaciones de los subcasos de un 
sistema IEEE de 34 barras 
En la tabla 10 comprobamos que la 
RNA propuestas previamente en el 
sistema IEEE de 33 barras; en el 
sistema distribución IEEE de 34 barras, 
cumple con su función objetivo. 
Obteniendo me manera satisfactoria 
todas las clases esperadas mediante su 
clasificación. 
Figura 16. Clasificación realizada por RNA de 33 
barras a 300 kV 
Finalmente, la figura 16 muestra un 
escenario total de todas clasificaciones, 
obteniendo así: clase 1 con 4 subcasos, 
la clase 2 con 10 subcasos, la clase 3 
con 3 subcasos, para la clase 4 tenemos 




5.3 Caso 3. 
En la figura 17 de puede determinar que 
existió un lapso muy pequeño hasta la 
época 18 de subidas y bajadas de error 
cuadrático medio, luego se aprecia un 
desplome del error hasta llegar a la 
mejor validación que fue en la época 43 
con un error cuadrático medio de 
2.0117e-19. 
Figura 17. Sistema de prueba 33 barras a 300kV 
En la figura 18 se observa que el 
gradiente de error llego hasta un valor 
de 1.4197e-18 en la época 58, quiere 
decir que el error no alcanzo a llegar 
hasta el error máximo permitido que es 
de 1e-29 y se validó en la iteración 15 
ya que en las demás iteraciones el error 
va incrementando. 






























[1 0 0 0 0] 
[0 0 0 0 1] 
[0 1 0 0 0] 
[0 0 1 0 0] 
[0 1 0 0 0] 
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En la matriz de entrenamiento figura 
19 se puede destacar que la red tuvo 
una eficiencia del 100% de 
entrenamiento y clasificación, 
observando así que: en la clase 1 existió 
un 17.2% de clasificación de 
aprendizaje de todos los inputs, en la 
clase 2 un 10.3% de aprendizaje, en la 
clase 3 una clasificación de aprendizaje 
de 10.3%, en la clase 4 un aprendizaje 
del 31% y en la clase 5 existió un 
aprendizaje del 31%, llegando a un 
aprendizaje total del 100% en nuestro 
sistema de 33 barras a 200kV 
combinado. 
Figura 19. Matriz de entrenamiento de 33 barras a 
200kV combinado 
Tabla11. Comprobaciones de los subcasos de 
un sistema IEEE de 34 barras 
En la tabla 11 comprobamos que la 
RNA propuestas previamente en el 
sistema IEEE de 33 barras; en el 
sistema distribución IEEE de 34 barras, 
cumple con su función objetivo. 
Obteniendo me manera satisfactoria 
todas las clases esperadas mediante su 
clasificación. 
Figura 20. Clasificación realizada por RNA de 33 
barras a 200 kV combinada 
Finalmente, la figura 20 muestra un 
escenario total de todas clasificaciones, 
obteniendo así: clase 1 con 5 subcasos, 
la clase 2 con 3 subcasos, la clase 3 con 
3 subcasos, para la clase 4 tenemos 9 
subcasos y para la clase 5 con 9 
subcasos. 
5.4 Caso 4 
En la figura 21 de puede determinar que 
existió un lapso muy pequeño hasta la 
época 12 de subidas y bajadas de error 
cuadrático medio, luego se aprecia un 
desplome del error hasta llegar a la 
mejor validación que fue en la época 49 

































[1 0 0 0 0] 
[0 0 0 0 1] 
[0 0 0 0 1] 
[0 0 0 1 0] 
[0 0 1 0 0] 
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Figura 21. Sistema de prueba 33 barras a 300kV 
combinado 
En la figura 22 se observa que el 
gradiente de error llego hasta un valor 
de 4.4985e-21 en la época 70, quiere 
decir que el error no alcanzo a llegar 
hasta el error máximo permitido que es 
de 1e-29 y se validó en la iteración 3 ya 
que en las demás iteraciones el error va 
incrementando. 
Figura 22. Estado de entrenamiento de 33 barras a 
300kV combinado 
En la matriz de entrenamiento figura 
23 se puede destacar que la red tuvo 
una eficiencia del 100% de 
entrenamiento y clasificación, 
observando así que: en la clase 1 existió 
un 17.2% de clasificación de 
aprendizaje de todos los inputs, en la 
clase 2 un 10.3% de aprendizaje, en la 
clase 3 una clasificación de aprendizaje 
de 6.9%, en la clase 4 un aprendizaje 
del 37.9% y en la clase 5 existió un 
aprendizaje del 27.6%, llegando a un 
aprendizaje total del 100% en nuestro 
sistema de 33 barras a 300kV 
combinado. 
Figura 23. Matriz de entrenamiento de 33 barras a 
300kV combinado 
Tabla12. Comprobaciones de los subcasos de un 
sistema IEEE de 34 barras 
En la tabla 12 comprobamos que la 
RNA propuestas previamente en el 
sistema IEEE de 33 barras; en el 
sistema distribución IEEE de 34 barras, 
cumple con su función objetivo. 
Obteniendo me manera satisfactoria 































[0 0 0 0 1] 
[1 0 0 0 0] 
[1 0 0 0 0] 
[0 0 0 1 0] 
[0 0 0 1 0] 
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Figura 24. Clasificación realizada por RNA de 33 
barras a 300 kV combinada 
Finalmente, la figura 20 muestra un 
escenario total de todas clasificaciones, 
obteniendo así: clase 1 con 5 subcasos, 
la clase 2 con 3 subcasos, la clase 3 con 
2 subcasos, para la clase 4 tenemos 11 
subcasos y para la clase 5 con 8 
subcasos. 
6 Conclusiones  
Se puede llegar a la conclusión que en 
los sistemas de distribución IEEE tanto 
de 33 y 34 barras se comprueba a través 
del software Matlab la efectividad del 
método utilizado para determinar la 
óptima ubicación de unidades de 
generación dejando en claro que el 
método de redes neuronales artificiales 
es uno de los métodos más viables para 
la óptima ubicación ya que se logró 
crear una matriz de efectividad del 
100%.  
 
Para obtener una excelente 
efectividad de entrenamiento de la red 
neuronal en este artículo, depende de 
tres parámetros fundamentales: el 
número de neuronas de 3 a 5, número 
de épocas de 40 a 70 y número de 
verificación de fallas de 5 a 30. Cuyos 
valores son modificables y distintos 
dependiendo el caso de estudio o 
problema propuesto para el 
entrenamiento de la red.  
En el análisis de resultados se 
observa una diferencia notable en las 
clasificaciones que realiza la red 
neuronal en los distintos casos de 
estudio al ir aumentando la potencia 
activa, determinando así que en el caso 
de estudio 1: las clases 4 (Bueno) tiene 
1 subcaso, la clase 5 (Excelente) tiene 
2 subcasos. Y en el caso de estudio 2 
donde se añade una mayor potencia se 
observa la mejora de subcasos: clase 4 
(Bueno) con 6 subcasos y la clase 5 
(Excelente) con 10 subcasos. 
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