Introduction
Many of the methods commonly used by applied demographers to estimate subnational population have been subjected to peer review through discussions and evaluations in the academic literature (Bogue 1950; Bousfield 1977; Cannan 1895; Eldridge 1947; Erickson 1974; Hamilton 1964; Krotki 1978; Land & Hough 1986; Mandell & Tayman 1982; McVey 1974; Morrison 1982; Namboodiri 1972; Namboodiri & Lalu 1971; O'Hare 1976 O'Hare , 1980 Purcell & Kish 1980; Rives et al. 1989; Roe et al. 1992; Rosenberg 1968; Schmitt 1952; Schmitt & Crosetti 1954 , Schmitt & Grier 1966 Shryock 1938; Siegel et al. 1954; Smith & Lewis 1980; Smith & Cody 1994; Smith et al. 2002; Snow 1911 , Spar & Martin 1979 Starsinic & Zitter 1968; Swanson 1980; Swanson & Tedrow 1984; Zitter & Shryock 1964 ; U.S. Bureau of the Census 1949).
Unfortunately, there have been and remain some methods used for subnational population estimation that have not been subject to the quality control process available though traditional academic peer review. Some practitioners at the state and local level simply use, develop, and refine methods that are never evaluated in this manner. While these methods are not necessarily unsound, they are subject to a higher level of uncertainty in regard to their validity and reliability, especially if they are developed and used by analysts without much or any formal training in the methods of applied demography. The uncertainty surrounding the validity and reliability of these ''fugitive'' methods is not a trivial matter. In most states, annual postcensal population estimates are used to allocate resources, and there often are questions about these estimates that lead to conflict in the form of appeals and even legal actions.
As a recent case in point, take the method developed for use in Nevada subsequent to the 2000 census to estimate the total population of Nevada's counties (City of Las Vegas 2002). It can be considered fugitive in that this method -known as the Nevada Regression Modelrepresents a regression-based method used to allocate resources without the benefit of the quality control provided by academic peer review. This paper provides for the first time just such peer review. It evaluates the Nevada Regression Model (NRM) using as a case study the use of the model's estimate of the population of Clark County, Nevada, in 2002. Not surprisingly, this evaluation was initially generated by conflict over the use of this model that generated an appeal of the numbers it produced by the City of Las Vegas (2002) .
The evaluation reveals statistical and methodological shortcomings in the model. This leads to the development of an alternative model, one not subject to these shortcomings and, importantly, with a direct link to the standard forms of regression models used for subnational population estimation. The case study serves to illustrate how the discussion of the use of such fugitive methods as the NRM can lead not only to a wider understanding of methods on the part of practitioners, but the advancement of methodological development and evaluation through the corrective process of peer review.
Background
In Nevada, the state demographer produces annual estimates for the Department of Taxation, the agency responsible for certification of annual estimates and allocation of funds tied to them. In December of 2002, the city of Las Vegas initiated an appeal against the 2002 population estimate derived for Clark County because this estimate impacted the estimate for the City of Las Vegas, which is within Clark County (City of Las Vegas 2002).
As stated earlier, appeals by local governments of estimates generated by a state demographer are not uncommon within the world of state and local demography because, as is the case in Nevada, many states use current population estimates in formulas that allocate funds to local governments. This is precisely why Las Vegas appealed the 2002 numbers produced by the NRM (City of Las Vegas 2002). The methodological heart of the conflict between the city of Las Vegas and the Nevada Department of Taxation centered on the particular regression model that the state demographer used to generate an estimate for Clark County and for which the city had deep reservations, based in part on empirical evidence (City of Las Vegas 2002). The essence of the NRM, as applied to Clark County, is found in the following regression equation (City of Las Vegas 2002: 14): b P ¼ À145; 379 þ 8; 500:326 Ã GOVT þ 578:312 Ã RESADJLF þ599:404 Ã LABOR r 2 ¼ 0:999 s:e:e ¼ 13; 210:166
ð1Þ
The model described in equation (1) and presented by the Nevada State Demographer to the city of Las Vegas was developed using the SPSS ''stepwise regression'' procedure using the data shown in Table 1 . The variable names shown in Table 1 are pretty much self-evident (e.g., POPULATI ¼ p ¼ total population of Clark County, GOVT ¼ government employment in Clark County; RESADJLF ¼ residentially adjusted Labor Force for Clark County, and LABOR ¼ Labor Force in Clark County), as are the coefficients and other model characteristics.
Before proceeding with the evaluation, it is important to note that Nevada regulations largely define the NRM. This is found in section 360.340 of the Nevada Administrative Code (NAC). Additionally, in section 360.365, the NAC also directs the Department of Taxation to use the NRM on an equal basis with the housing unit method for estimating the population of the state as a whole and the counties in Nevada. Further, the NAC states in section 360.370 that, in essence, the estimate for an incorporated place (e.g., the city of Las Vegas) must be ''controlled'' to the estimate of the county in which it is located. This means that the NRM is an important component in determining the population of an incorporated place such as Las Vegas.
In terms of the NRM, NAC 360.340 states, ''Nevada Regression Model means a method, as determined by the department and the demographer employed by the department, by which the population of an area is estimated using population as a dependent variable and employment, labor force, school enrollment, and any other relevant data as independent variables.'' We will return to this description during the course of the evaluation because of the restrictions it places on the methods that can be used in Nevada to estimate county populations (and indirectly, the populations of subcounty areas).
The first step in evaluating the model presented in equation (1) was to replicate it. However, even using the same SPSS ''stepwise regression'' procedure and the data provided by the Nevada State Demographer to the City of Las Vegas, the resulting model was slightly different, as is shown in equation (2) There are some minor differences in the corresponding coefficients found in equations (1) and (2). They may represent rounding differences or some minor adjustments to data. However, the two models were deemed sufficiently close to continue with the analysis. As such, the model given in equation (2) is referred to throughout the remainder of this paper as the Nevada State Demographer's model.
Using the model described in equation (2) 
Critical analysis
The second step in the evaluation was to examine the regression model itself. A major component of the evaluation of any regression model is to determine how well it meets the major assumptions underlying multiple regression, which, if violated, can lead to various problems, some of which bias the regression coefficients, some of which affect statistical inference, and some of which do both (Schroeder et al. 1986; Lewis-Beck 1980) . In regard to these major assumptions, the Nevada State Demographer's model was found to have problems in regard to high collinearity: Tolerance values are close to zero (0.005 for GOVT, 0.008 for LABOR, and 0.008 for RESADJLF) for each of the three independent variables, which means not only that the standard errors estimated for the coefficients are likely to be artificially inflated, but that the computations can lose numerical accuracy and, importantly, that the estimate of a variable's regression coefficient is ''unstable'' (SPSS 1999: 220-221) .
2 This violation alone suggests that the model is a member of the ''inadequate set'' of possible regression equations that could be generated using the available data and the regulations governing the development of the NRM. However, as is discussed later, this is not the only evidence that suggests this model is inadequate.
The statistical evaluation of the model must also be complemented by a logical evaluation and, although there are several additional statistical grounds on which the regression model can be criticized, 3 the logical evaluation led to the identification of a fundamental methodological shortcoming. This shortcoming lies in the fact that the model's unit of observation is essentially ordered by time, yet the model, as implemented, reveals a failure to understand (and take advantage of) the temporal data that were used to construct it. This methodological shortcoming is manifested in two major ways. The first is that the standard goodness-of-fit measure (r 2 ) used to construct an optimum regression model using these data is inappropriate. The second is that the model uses cross-sectional observations inherently ordered by time in a manner that disregards important temporal information and can, consequently, result in a mis-specified model (Hanke et al. 2001: 294-298) .
The goodness-of-fit manifestation of the methodological shortcoming
In examining the goodness-of-fit issue it is important to understand what the coefficient of determination (r 2 ) does and the nature of the ''benchmark'' estimator from which r 2 is calculated. Almost everybody who uses a regression model understands that r 2 measures the proportionate reduction in error provided by the regression model, such that 0 £ r 2 £ 1. However, many regression users do not fundamentally understand that the benchmark against which the regression model is judged is in fact the mean of the dependent variable. That is, r 2 measures how much proportionate reduction in error one gets by using the regression model as opposed to using the mean of the dependent variable as the estimator (Draper & Smith 1981: 17-22) . This can be illustrated by portraying the data found in Table 1 in graphic form ( Figure 1) .
As found from the data shown in Table 1 , over the years from 1980 to 2001, the mean population (POPULATI) of Clark County is 861,184.55, with a standard deviation of 327,430.83. It is the mean value of 861,184.55 (rounded here for discussion purposes to 861,185) that is the ''estimator'' against which the regression model's precision is being judged (in this case of a multiple regression model, it is measured by the multiple coefficient of determination, r 2 ). Using the mean as the estimator for POPULATI yields an average error of 327,430 (i.e., the standard deviation) over the 22 observations from 1980 to 2001. The average error in using the mean as an estimator is, not surprisingly, quite high. This is because in using the mean, one is not taking into account the fact that population values exhibit a monotonic, nearly linear increase from 1980 to 2001. This point is graphically illustrated in Figure 1 , which shows annual population values, the linear trend and It is should be clear that the mean population value is not an estimator that would be realistically considered as a viable possibility. Yet, this is precisely what the model implicitly does. The incredibly high r 2 (0.999) is largely obtained because the regression model's precision is benchmarked against using this very same mean as an estimator. This extremely high r 2 is both unrealistic and deceptive. It is unrealistic because this level of goodness of fit is rarely, if ever, seen in a regression model used to estimate population; it is deceptive because it overstates the actual precision of the model. This is the first manifestation of the fundamental methodological shortcoming in the model. Unfortunately, this shortcoming was viewed as a source of strength in the NRM by the Nevada State Demographer (City of Las Vegas 2002).
The ''temporal ordering'' manifestation of the methodological shortcoming
The second manifestation of the methodological shortcoming is based on the manner in which the symptomatic indicators and population data were structured to construct a regression model. It fails to take into account the temporal ordering of the entire set of data, as exhibited in Table 1 . Instead, the model uses cross-sectional observations as if the observations were independent of time, which disregards information to an adequately specified regression model. This oversight can be seen in several ways. The most obvious is from an evaluation of the presence of autocorrelation. This condition is common in time series data, where successive values of a variable are correlated with previous values (Hanke et al. 2001: 294-298) . While the Durbin-Watson (d) statistic calculated for the Nevada Regression Model was inconclusive at p ¼ 0.05 (Hanke et al. 2001: 298-300) 66) , it is clear from the plot of the residuals (lagged one time period) shown in Figure 2 that positive autocorrelation is present in this model and would be even more pronounced in the absence of a single outlying observation. Thus, Figure 2 strongly suggests that the model is adversely affected by the fact it is not allowing for the inherent time series nature of the data. This again points to the inadequacy of the model in that there are several problems that autocorrelation can cause, including spurious regressions and invalid statistical inference (Hanke et al. 2001: 296-297 ).
Yet another indicator of the inadequacy of the NRM is the plot of residuals shown in Figure 3 . The patterned nature (complex curvilinear) of this plot indicates that the model is mis-specified and would benefit from variable transformation (Goodall 1983: 232) .
Instead of taking each year as a case and the data for each year as the values of the variables for each case, it would be more logical to construct variables that take into account annual changes, such as a ratio or a difference. Doing so would have taken advantage of the temporal ordering of the data. And would, moreover, be consistent with the autocorrelation indicated for a 1-year lag. Let us take ratios as an example. The use of ratios as a measure of change has a long history in the use of regression models for subnational population estimation and variations on it are widely used (Erickson 1974 ; Namboodiri & Lalu . It has an advantage over the difference method in that as a measure of change it is more independent of absolute population size (Swanson 1978) . It is also suitable to use where there are not extremely small or zero-values observations (Swanson 1978) . These are all characteristics important for Clark County, given the growth in its population between 1980 and 2001 and the absolute size of its population and the symptomatic indicators. In the implementation of the ratio approach used here, the variables for a given year are formed by finding the ratio between the current year and the preceding year. In the case of 2001, instead of taking the information given in Table 1 Table 2 shows how the data from Table 1 would appear if annual ratios were used to take advantage of the inherent temporal ordering in the data.
Using the data in Table 2 , one could construct a regression model using annual ratios in the symptomatic indicators to estimate annual changes in population. Of the symptomatic indicators available, a reasonable starting selection would include school enrollment, government employment and residentially adjusted labor force. While they are correlated both with population change and with one another, they each capture slightly different aspects of population change and as such represent a better choice than the variables selected by the stepwise procedure. These were formed by taking annual ratios of the data in Table 1 .
ADVANCING METHODOLOGICAL KNOWLEDGE
An example of such a regression model to estimate RPOP using ratios of the same three symptomatic indicators (RSCHOOL, RGOVT, and RRESADJL) found in equation (2) (as well as in equations (1) and (3) (4) than that found in the model developed by the Nevada State Demographer: 0.673 vs. 0.999. This is largely because the average annual ratio of population change (1.05638) is far more accurate as an estimator of the ratio of change in a given year than the average population (861,184.55) is as an estimator of the population of Clark County in a given year. This can be seen by comparing Figures 1 and 4 and, also, by examining the coefficient of variation for each of these two estimators. 4 In the case of POPULATI, the coefficient of variation is 0.38 ¼ (327,430.83/ 861,184.55); in the case of RPOP, it is much lower, 0.02 ¼ (0.016756/ 1.05638). The coefficient of variation for POPULATI is 19 times the size of the coefficient of variation for RPOP. This means that the average of POPULATI has 19 times more error in it as an estimator than does the average of RPOP. Because the average annual ratio of change is much more accurate, there is far less variance (i.e., error) to be explained in the regression model using ratios. Hence, it has an r 2 of 0.673 as op- posed to the r 2 of 0.999 found in the Nevada State Demographer's stepwise model. This is a case where ''less'' is better -a subtle point, but an important one to understand in this case study. Again, a comparison of Figure 1 with Figure 4 illustrates this point.
Unlike the Nevada State Demographer's model, the model described by equation (4) does not suffer from high collinearity: for each of the three independent variables, the tolerance values range from 0.660 to 0.798, a range well above zero. This means that the model's computational precision is reliable and that the estimates of its regression coefficients are stable (SPSS 1999: 220-221) . Moreover, unlike the NRM shown in equations (1) or (2), the model shown in equation (4) meets other important assumptions underlying multiple regression analysis, including (1) the residuals do not exhibit any pattern that suggests model mis-specification (see Figure 5 ) 5 ; and (2) in the form of ratios, the data are now stationary, unlike the data in the form used by the state demographer. As proof, note that the Durbin-Watson statistic (d ¼ 1.851) clearly shows that no autocorrelation is likely to be affecting the model shown in equation (4) Step 1 The model given in equation (4) provides a far more realistic picture of precision by taking into account the inherent temporal ordering of the data not taken into account by the Nevada State Demographer's model. It also uses symptomatic indicators that in the professional judgment of many demographers represent a better choice than those selected by the Nevada State Demographer's stepwise procedure. 6 Not only is it a member of the adequate set of potential regression models, it also could be used in conjunction with the other methods allowed under Nevada's statues and regulations to generate an alternative estimate of Clark County's 2002 population. One other method that can be used under the Nevada regulations in informing estimates of Clark County and the statistical and administrative units within it is the Housing Unit Method (Roe et al. 1992; Smith & Lewis 1980) . Estimates resulting from this method formed the empirical framework within which the city of Las Vegas decided to appeal the initial estimate generated by use of the NRM.
Another highly desirable characteristic of the model given by equation (4) not found in the Nevada State Demographer's model is that each coefficient represents the approximate weight of the effect of change in each symptomatic indicator on changes in population. Note that the sum of coefficients is approximately 1.00 (in actual fact, the sum is approximately 1.03, where 1.03 » 0.415 + 0.328 + 0.17 + 0.114). Thus, one can view the estimated change in population as a weighted average of the changes in the symptomatic indicators. This is a typical (and highly desirable) characteristic of a regression-based model that uses ratios to estimate population (Prevost & Swanson 1985) . Even the intercept term has this interpretation when you realize that it can be interpreted as the weight given to no change in population from last year, which is represented as 0.415 ¼ (0.415 Ã 1.00) in Step 1, above (Prevost & Swanson 1985) . There is no corresponding substantive interpretation for any of the coefficients in the Nevada State Demog-rapher's model. Thus, it is not as adequate as the model given by equation (4) in terms of several additional areas important for the evaluation of population models, including face validity, plausibility and explanatory ease. These criteria are listed as important for the evaluation of population projections by Smith et al. (2001: 280-299 ), but they apply equally to the evaluation of population estimates.
Clearly, additional refinements could be made to the Clark County regression-based model illustrated by equation (4). However, these refinements are constrained not only by the statutes and regulations governing the development of estimates in Nevada, but by commonly accepted practice within the state. In the case of the latter, it appears that it is commonly accepted practice to develop regression models that are specific to each county. This is, perhaps, unique among states in that this practice does not allow the use of the commonly used ratio-correlation model, which uses counties, not time points within a given county, as the observations. However, given the constraints imposed by statues, regulations, and practice, additional refinements are possible. They could include (1) looking at lagged observations (Swanson & Beck 1994) ; (2) considering the use of rates instead of ratios (Swanson & Tedrow 1984) ; (3) considering the development of confidence intervals around the estimates (Swanson 1989) ; (4) paying even closer attention to regression diagnostics; (5) developing a better understanding of the relationship between values of the dependent variable and earlier versions of the regression model; and (6) examining historical changes in symptomatic indicators and population levels from a substantive perspective (McKibben & Swanson 1997) . However, without belaboring the point, it is clear from this analysis that three fundamental corrections should be made to the existing NRM: (1) explicitly incorporate the inherent temporal ordering exhibited in the data; (2) forego the use of a stepwise procedure that is not itself subject to standard evaluations of regression adequacy beyond the most basic criteria such as r 2 and statistical significance; and (3) consider conventional approaches to developing regression-based population estimates (e.g., ratio-correlation and its variations using counties as the units of observation) instead of applying multiple regression to a single county using a historical time series based on annual numbers, which, in part, are based on estimated values of the dependent variable, which, in turn, are at least partly derived from the regression model itself. These suggestions appear to be consistent with the statues and regulations governing the use of the NRM.
Concluding remarks
As stated at the outset of this paper, much of the academic literature dealing with state and local demography involves the development and evaluation of methods for estimating population. The quality control in regard to validity and reliability afforded these methods by the peer review process embedded in the academic literature is important because, among other things, it serves to reduce the high potential for conflict that exists when resources are at stake. There are, however, methods being used by state and local demographers that have not been subject to peer review. While not necessarily unsound, these fugitive methods serve to keep the potential for conflict high because of the uncertainty regarding their validity and reliability. The Nevada Regression Model examined in this paper illustrates these points. Moreover, its examination illustrates the importance of subjecting fugitive methods to peer review in that in this case the method in question has been found to suffer from serious shortcomings. The shortcomings, once identified, led directly to a regression model that does not suffer from them. This case study is designed to illustrate how this type of analysis and discussion can lead to a wider understanding of methods on the part of practitioners through the corrective process of peer review. It also suggests that states in which estimates are used to allocate resources would be well-served by subjecting new methods being considered for use to peer review before they are adopted.
This case study also serves as an affirmation of the benefits provided by the Schmitt and Crosetti (1954) ratio-correlation method that, among other positive features, serve to free it from the presence of autocorrelation, an adverse condition to which any regression model using time-ordered data is particularly at risk. Whether or not Robert Schmitt and Al Crosetti were consciously aware of this and other positive features, it is a testament to their judgment and insights that led them to develop a regression-based estimation method that avoids the autocorrelation problem inherent in the Nevada Regression Model. The illustration of the very real problems that may affect a regression-based population estimation model that strays too far from the ratio-(and difference-) correlation logic should serve as a clear example of the benefits to be gained by understanding a method that has had 50 years of use, evaluation, and refinements, much of which is in the academic literature. Clearly, the feedback and communication provided by this exposure has provided a large measure of quality control in regard to the use of ratio-correlation model and its variants and has contributed to its widespread use and satisfactory performance. This was made possible because Robert Schmitt and Al Crosetti subjected their idea to peer review at its inception. The Nevada Regression Model would have been equally well-served by the same initial course of action, as would other fugitive estimation methods already employed or under consideration by state and local demographers.
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