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ON THE PAUCITY OF SOLUBLE SUPERELLIPTIC EQUATIONS
ASHVIN A. SWAMINATHAN
Abstract. Let F ∈ Z[x, z] be a homogeneous polynomial of degree 2n+ 1 ≥ 5. A result
of Darmon and Granville known as “Faltings plus epsilon” states that when F is separable,
the superelliptic equation y2 = F (x, z) has finitely many primitive integer solutions. In
this paper, we prove an asymptotic version of “Faltings plus epsilon” which states that in
families of superelliptic equations of sufficiently large degree and having a fixed non-powerful
leading coefficient, a positive proportion of members have no primitive integer solutions, and
moreover that a positive proportion of members that have solutions over Zp for every prime
p do not have any solutions over Z and thus fail the Hasse principle. Our result can be
viewed as an analogue for superelliptic equations of Bhargava’s result that most even-degree
hyperelliptic curves over Q have no rational points.
1. Introduction
Let F ∈ Z[x, z] be a homogeneous binary form of degree N ≥ 5, and consider the equation
y2 = F (x, z). When N = 2n is even, this equation cuts out a subscheme CF of the weighted
projective plane P2Q(1, n, 1). We say that CF is a hyperelliptic curve if it is smooth and
geometrically irreducible, and in this case, Faltings’ Theorem (see [Fal83]) states that the
curve CF has finitely many rational points. In [Bha13, Theorem 1], Bhargava proved the
following “strong asymptotic form” of Faltings’ Theorem: when the family of binary forms
over Z of fixed even degree 2n is enumerated by height, the density of forms F such that the
equation y2 = F (x, z) has a rational solution is o(2−n).
The objective of this paper is to prove an asymptotic version of Faltings’ Theorem for
superelliptic equations y2 = F (x, z), where F is of odd degree N = 2n+ 1 ≥ 5. In this case,
the problem of studying rational solutions is trivial: given any (x0, z0) ∈ Q2, the triple
(1) (x, y, z) = (x0 · F (x0, z0), F (x0, z0)n+1, z0 · F (x0, z0))
is readily seen to be a rational solution to y2 = F (x, z). This triviality can be expressed
in geometric terms as follows: the equation y2 = F (x, z) cuts out a subscheme SF of the
weighted projective plane P2Q(2, 2n+1, 2), and the rational map P
2
Q(2, 2n+1, 2)! P
1
Q sending
[x : y : z] 7! [x : z] restricts to an isomorphism SF
∼
−! P1Q.
As is evident from (1), what makes the problem of studying rational solutions to the
superelliptic equation y2 = F (x, z) trivial is that the coordinates of a solution are allowed
to have common factors. Indeed, the problem of studying primitive integer solutions —
i.e., triples (x0, c, z0) ∈ Z3 such that c2 = F (x0, z0) and gcd(x0, z0) = 1 — is considerably
more interesting. In [DG95, Theorem 1′], Darmon and Granville prove that y2 = F (x, z)
has finitely many primitive integer solutions when F is separable of degree 2n + 1 ≥ 5 (see
also [Dar97], where Darmon dubs this result “Faltings plus epsilon”). Given this analogue of
Faltings’ Theorem, it is natural to expect that an analogue of Bhargava’s asymptotic version
holds for primitive integer solutions to superelliptic equations.
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1.1. Main Results. Our results concern families of superelliptic equations y2 = F (x, z)
having fixed leading coefficient f0 ∈ Z \ {0} (by “leading,” we mean the coefficient of x2n+1
in F (x, z)). For a prime number p ∈ Z, let νp denote the usual p-adic valuation. A prime
p | f0 is said to be a unitary prime divisor if νp(f0) = 1. Let U(f0) be the set of unitary
prime divisors of f0, and suppose throughout this section that f0 is non-powerful, i.e., that
U(f0) 6= ∅, unless otherwise specified. Let
µf0 :=
∏
p∈U(f0)
2p− 1
p2
,
and let νf0 denote the number of prime divisors of f0. Let F2n+1(f0) ⊂ Z[x, z] denote the set
of all binary forms of degree 2n + 1 ≥ 3 having leading coefficient equal to f0. The height
H(F ) of a form F (x, z) =
∑2n+1
i=0 fix
2n+1−izi ∈ F2n+1(f0) is defined as follows
H(F ) := max{|f i−10 fi|2n(2n+1)/i : i = 1, . . . , 2n+ 1}.
Given this setup, we prove:
Theorem 1. For all sufficiently large n, a positive proportion of members F ∈ F2n+1(f0),
when enumerated by height, have the property that the equation y2 = F (x, z) has no primitive
integer solutions. More specifically:
(a) When 2 ∤ f0, the upper density of members F ∈ F2n+1(f0) such that y2 = F (x, z) has
a primitive integer solution is at most µf0 + o(2
−n).
(b) When 2 | f0, the upper density of members F ∈ F2n+1(f0) such that y2 = F (x, z)
has a primitive integer solution is at most µf0 + O(2
−ε1nε2 ) for some real numbers
ε1, ε2 > 0.
Remark. The proportion 1−µf0 , which is (almost) a lower bound on the density of insoluble
superelliptic equations with leading coefficient f0 in the large n limit, becomes quite close to
1 as soon as f0 has a few unitary prime divisors, as demonstrated in Table 1. Furthermore,
the error term o(2−n) can be made explicit, and so the phrase “for all sufficiently large n”
in Theorem 1 can be made precise, at least when 2 ∤ f0. Indeed, we show that a positive
proportion of superelliptic equations with leading coefficient f0 are insoluble as soon as
n > 10 + 2 · νf0 when 2 ∤ f0.1 Finally, the method used to prove Theorem 1 can be easily
adapted to obtain a similar result when the family F2n+1(f0) is restricted to any subfamily
defined by congruence conditions modulo finitely many prime powers.
A primitive integer solution (x, y, z) = (x0, c, z0) to y
2 = F (x, z) can also be thought of
as an integral point on the odd-degree genus-n hyperelliptic curve CF,z0 with affine equation
y2 =
∑2n+1
i=0 fiz
i
0x
2n+1−i. Observe that for z0 6= 0, the curves CF,z0 are quadratic twists of each
other. We say that an integral point (x, y) = (x0, c) ∈ Z2 on CF,z0 is good if gcd(x0, z0) = 1.
In this context, we obtain the following immediate corollary of Theorem 1:
Corollary 2. For all sufficiently large n, a positive proportion of members F ∈ F2n+1(f0),
when enumerated by height, have the property that no curve in the quadratic twist family of
hyperelliptic curves CF,z0 has any good integral points.
When F is separable of even degree and y2 = F (x, z) defines a hyperelliptic curve CF , the
rational solutions to y2 = F (x, z) can be equivalently thought of as points in CF (Q) (i.e.,
1When 2 | f0, the error term O(2−ε1nε2 ) can also be made explicit, but it becomes small only for extremely
large values of n.
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U(f0) ⊃ {2} {3} {7} {3, 7} {2, 3, 7} {2, 3, 5, 7} {2, 3, 5, 7, 11}
1− µf0 > 25.0% 44.4% 73.4% 85.2% 88.9% 96.0% 99.3%
Table 1. A table demonstrating the strength of the limiting lower bound on
the density of insoluble superelliptic equations given by Theorem 1. The first
row stipulates a set of primes that U(f0) contains, and the second row gives
the value of 1− µf0 as a percentage, rounded down to the tenths place.
morphisms SpecQ! CF that are defined over Q). It is natural to seek a similar geometric
description for primitive integer solutions to the superelliptic equation y2 = F (x, z) when F
is separable of odd degree. To this end, consider the punctured affine surface
S˜F := V (y
2 = F (x, z)) ⊂ A3Z \ {(0, 0, 0)}.
For any Z-algebra R, the multiplicative group scheme Gm acts on points (x0, c, z0) ∈ S˜F (R)
as follows: λ · (x0, c, z0) = (λ2 · x0, λ2n+1 · c, λ2 · z0) for any λ ∈ Gm(R) = R×. The map
S˜F ! P
1
Z defined by (x, y, z) ! [x : z] is Gm-equivariant, and the field of Gm-invariant
rational functions on S˜F is generated by x/z, so the scheme quotient S˜F/Gm is isomorphic
to P1Z. The associated stack quotient SF := [S˜F/Gm] is a stacky curve
2 with coarse moduli
space P1Z. The Gm-action on S˜F can only have a nontrivial stabilizer isomorphic to the group
scheme µ2 if and only if y = 0, so the stack SF has a
1
2
-point at each of the distinct roots
α1, . . . , α2n+1 of F in P
1
Z(Q). The set of primitive integer solutions to y
2 = F (x, z) is precisely
the same as the set SF (Z) of morphisms SpecZ! SF defined over Z. In what follows, we
abuse notation by writing SF (Z) for the set of primitive integer solutions to y
2 = F (x, z)
regardless of whether F is separable.
The genus of a stacky curve can be computed using the general formula for the Euler
characteristic of an orbifold curve (see [Dar97]). In their forthcoming paper [BP19], Bhargava
and Poonen prove that all (suitably defined) stacky curves S of genus less than 1
2
satisfy the
Hasse principle; i.e., if S(R) 6= ∅ and S(Zp) 6= ∅ for every prime p ∈ Z, then S(Z) 6= ∅.
On the other hand, there is no guarantee that a stacky curve of genus at least 1
2
satisfies the
Hasse principle: Bhargava and Poonen also construct an explicit example of a stacky curve
of genus 1
2
that fails the Hasse principle.
For any separable F ∈ Z[x, z] of homogeneous degree 2n+1 ≥ 3, the genus of the associated
stacky curve SF is given by
2n+1
4
> 1
2
. The following corollary of Theorem 1 shows that the
Hasse principle often fails to be satisfied in families of superelliptic equations having fixed
leading coefficient:
Corollary 3. For all sufficiently large n, a positive proportion of members F ∈ F2n+1(f0),
when enumerated by height, are such that the stacky curve SF fails the Hasse principle.
Proof. Let F ∈ F2n+1(f0), and note that by (1), we have SF (R) 6= ∅. Now suppose that
the set of integers represented by F has greatest common divisor equal to 1, and note that
this is equivalent to stipulating that there is no prime p < 2n + 1 such that F (x0, z0) = 0
for every [x0 : z0] ∈ P1(Z/pZ). Then for any prime p, there exists a pair (x0, z0) ∈ Z2
such that gcd(x0, z0) = gcd(F (x0, z0), p) = 1, so (x0 · F (x0, z0), F (x0, z0)n+1, z0 · F (x0, z0)) ∈
SF (Zp). The density of members F ∈ F2n+1(f0) having the property that the set of integers
2In [Dar97], Darmon calls the stack SF an M-curve.
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represented by F has greatest common divisor equal to 1 and having the property that F
is separable modulo some prime p ∈ U(f0) is positive. It then follows from the proof of
Theorem 1 that a positive proportion of members F ∈ F2n+1(f0) are such that SF (R) 6= ∅
and SF (Zp) 6= ∅ for every prime p but SF (Z) = ∅. 
Since Theorem 1, Corollary 2, and Corollary 3 are subject to the condition that U(f0) 6= ∅,
it is natural to ask what happens in the case where, say, f0 = 1. In this case, every
F ∈ F2n+1(1) has the property that y2 = F (x, z) has a trivial primitive integer solution
given by (x, y, z) = (1, 1, 0). The presence of this trivial solution makes it harder to describe
SF (Z), because one cannot simply show that SF (Z) = ∅ using local methods. It is natural
to expect that for most members F ∈ F2n+1(1), the equation y2 = F (x, z) has no primitive
integer solutions other than the trivial one. Indeed, such results were proven for monic
hyperelliptic curves using the method of Chabauty-Coleman-McCallum by Poonen and Stoll
in [PS14] (the odd degree case) and by Shankar and Wang in [SW18] (the even degree case).
In a forthcoming paper [Par19], Park applies the method of Chabauty-Coleman-McCallum
to Sym2CF,1 to deduce that a positive proportion of members F ∈ F2n+1(1) are such that
CF,1 has no nontrivial quadratic points (i.e., points on CF,1 that are defined over a quadratic
extension of Q and that are not contained in the “special set” of CF,1 as defined in [Lan91,
§ 1.3]). Because a primitive integer solution to y2 = F (x, z) can be thought of as an integral
point on a quadratic twist of the odd-degree hyperelliptic curve CF,1, it follows from Park’s
result that a positive proportion of members F ∈ F2n+1(1) are such that #SF (Z) = 1.
1.2. Method of Proof. At the macroscopic level, our strategy should be familiar to ex-
perts in arithmetic invariant theory: tranform the Diophantine problem of counting solu-
ble superelliptic equations into one of counting integral orbits of a certain representation.
Along these lines, we prove in § 3 that a primitive integer solution to y2 = F (x, z) =∑2n+1
i=0 fix
2n+1−izi naturally gives rise to an integral orbit T of a representation V of the
split odd special orthogonal group G, where the invariant polynomial of T is equal to the
monicized form Fmon(x, 1) :=
∑2n+1
i=0 fif
i−1
0 x
2n+1−i. The fact that the invariant polynomial
of T is not the original form F (x, 1) but the monicized form Fmon(x, 1) is why we restrict
our consideration to superelliptic equations having fixed leading coefficient.
In § 2, we discuss the basic properties of the representation of G on V , which was utilized
by Bhargava and Gross in [BG13] to study rational points on monic odd hyperelliptic curves.
In § 4, we describe the orbits of this representation over fields, and we use this description
for two key purposes: (1) explain why we can only get a limiting lower bound of 1 − µf0
(as opposed to 1) on the density of insoluble equations; and (2) bound the p-adic density
of the set of elements in V (Zp) that arise from primitive p-adic integral solutions via the
construction in § 3 for each prime p. Finally, in § 5, we prove Theorem 1 by combining these
p-adic density calculations with geometry-of-numbers results about the representation of G
on V due to Bhargava and Gross (see [BG13, § 10]).
2. A Representation of the Split Odd Special Orthogonal Group
In this section, we recall various facts about a representation of the split odd special
orthogonal group that we require in the balance of this paper.
2.1. Definitions and Properties. Let W be a free abelian group of rank 2n+1 equipped
with a nondegenerate symmetric bilinear form [−,−] : W × W ! Z that has signature
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(n + 1, n) after extending scalars to R. By [Ser73, Chapter V]), the lattice W is unique up
to isomorphism over Z. Thus, there is a Z-basis
(2) W = Z〈e1, . . . , en, u, f1, . . . , fn〉
such that [ei, ej] = [fi, fj] = [ei, u] = [fi, u] = 0, [ei, fj] = δij, and [u, u] = 1 for all relevant
pairs (i, j). We denote by A0 the matrix of [−,−] with respect to the basis (2).
For a Z-algebra R, let WR := W ⊗Z R. If k is a field of characteristic not equal to 2, the
k-vector space Wk equipped with the bilinear form [−,−] is called the split orthogonal space
over k of dimension 2n + 1 and determinant (−1)n. By [MH73, § 6], such an orthogonal
space is unique up to isomorphism over k. The reason why Wk is called “split” is that it is a
nondegenerate quadratic space containing a maximal isotropic subspace (defined over k) for
the bilinear form [−,−]. Indeed, in terms of the basis (2), it is easy to check that the k-vector
subspace k〈e1, . . . , en〉 ⊂Wk is isotropic for [−,−] and has the maximum possible dimension
(namely, n) for an isotropic subspace of a nondegenerate quadratic space of dimension 2n+1.
Let T ∈ EndR(WR). Recall that the adjoint transformation T † ∈ EndR(WR) of T with
respect to the form [−,−] is determined by the formula [Tv, w] = [v, T †w] for all v, w ∈ WR,
and that T is called self-adjoint if T = T †. If T is expressed as a matrix with respect to the
basis (2), then T is self-adjoint with respect to the form [−,−] if and only if T TA0 = A0T .
Let V be the affine space defined over SpecZ whose R-points are given by
V (R) = {T ∈ EndR(WR) : T = T †}
for any Z-algebraR. Observe that there is a bijection between V (R) and the space Sym2R
2n+1
of (2n + 1) × (2n + 1) symmetric matrices with entries in R that is given as follows: send
T ∈ V (R) to the matrix −A0T , which is symmetric because it is the matrix of the bilinear
form −[−, T (−)] with respect to the basis (2), and send B ∈ Sym2R2n+1 to the matrix
−A−10 B, which is evidently self-adjoint with respect to the form [−,−].
An R-automorphism g ∈ AutR(WR) is called orthogonal with respect to the form [−,−]
if [g(v), g(w)] = [v, w] for all v, w ∈ WR. If g is expressed as a matrix with respect to the
basis (2), then g is orthogonal with respect to the form [−,−] if and only if gTA0g = A0.
Let G := SO(W ) be the group scheme defined over SpecZ whose R-points are given by
G(R) = {g ∈ AutR(WR) : g is orthogonal with respect to [−,−] and det g = 1}
for any Z-algebra R. The group scheme G is known as the split odd special orthogonal
group of the lattice W , and it acts on V by conjugation: for g ∈ G(R) and T ∈ V (R),
the map gTg−1 ∈ EndR(WR) is readily checked to be self-adjoint with respect to [−,−] and
is therefore an element of V (R). We thus obtain a linear representation G ! GL(V ) of
dimension dimV = 2n2 + 3n+ 1.
Let k be a field of characteristic not equal to 2. Since G acts on V by conjugation, the
characteristic polynomial
(3) ch(T ) := det(x · id−T ) = x2n+1 +
2n+1∑
i=1
cix
2n+1−i ∈ k[x]
is an invariant of the G(k)-orbit of T for each T ∈ V (k). By [Bou75, § 8.3, Part (VI) of
§ 13.2], the coefficients c1, . . . , c2n+1, which have degrees 1, . . . , 2n + 1, respectively, freely
generate the ring of G(k)-invariant functions on V (k). We call the polynomial in (3) the
invariant polynomial of (the G(k)-orbit of) T .
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Remark. The representation of G on V described above was studied in great detail by Bhar-
gava and Gross in [BG13] and [BG14]. In the latter of these two papers, they prove that
the average size of the 2-Selmer group of the Jacobian in families of monic odd hyperelliptic
curves over Q is equal to 3 by showing that 2-Selmer elements naturally give rise to orbits
of G(Z) on V (Z). We prove in § 3.2 that the orbits of G(Z) on V (Z) can also be used to
parametrize primitive integer solutions to superelliptic equations.
2.2. Distinguished Orbits. Throughout this section, let k be a field of characteristic not
equal to 2, and let ksep be the separable closure of k.
2.2.1. The Definition. Let f ∈ k[x] be a separable monic polynomial of degree 2n + 1, and
let Kf := k[x]/(f). Let T ∈ V (k) with invariant polynomial f , and suppose that there exists
an n-dimensional k-vector subspace X ⊂Wk such that X is isotropic for the form [−,−] and
TX ⊂ X⊥. Then for any g ∈ G(k), we have that gX is an n-dimensional isotropic subspace
for [−,−], and (gTg−1)(gX) ⊂ (gX)⊥. In this situation, we say that the G(k)-orbit of T is
distinguished. By [BG13, Proposition 4.1 and subsequent discussion on p. 10], there exists
a unique distinguished orbit of G(k) on V (k) such that the invariant polynomial of any
representative is equal to f . By [BG13, Proposition 4.3], the group G(ksep) acts transitively
on the set of elements T ∈ V (ksep) having invariant form f .
2.2.2. A Geometric Aside. We now describe how distinguished orbits can be interpreted
geometrically; the content of this section is not necessary for the proof of Theorem 1 but
is useful for providing intuition. For any T ∈ V (k) with characteristic polynomial f , the
symmetric bilinear forms [−,−] and [−, T (−)] respectively cut out a pair of quadric hy-
persurfaces Q0 and QT in P
2n
k that are defined over k. Let FT denote the Fano scheme
parametrizing (n− 1)-dimensional linear spaces contained in the base locus Q0 ∩QT of the
pencil of quadric hypersurfaces spanned by Q0 and QT . Then by [Wan18, Corollary 2.5],
as long as we assume that k has enough elements, the Fano scheme FT can be naturally
realized as a torsor over k of the 2-torsion subgroup J [2] of the Jacobian J of the monic
odd hyperelliptic curve y2 = f(x). In particular, FT is finite of order 2
2n over ksep. The
G(k)-orbit of T is distinguished if and only if FT is the trivial torsor of J [2] — i.e., the
scheme FT has a point over k, so that there is an (n−1)-dimensional linear space contained
in Q0 ∩QT that is defined over k.
Let Q1 and Q2 be generically chosen quadric hypersurfaces in P
2n+1
C , and let F be the
Fano scheme parametrizing (n−1)-dimensional linear spaces in the base locus of the pencil of
quadric hypersurfaces spanned by Q1 and Q2. In [Rei72, Theorem 4.8], Reid shows that F is
isomorphic (non-canonically over C) to the Jacobian of the hyperelliptic curve y2 = F (x, z),
where F ∈ C[x, z] is a homogeneous degree-(2n + 2) form whose zeros in P1C correspond to
the singular fibers of the pencil. Subsequently, in [Wan18], Wang refined Reid’s result by
showing that if Q1 and Q2 are defined over a field k of characteristic not equal to 2, then F
is in fact a torsor over k of the Jacobian of y2 = F (x, z). This fact is of central importance in
the work of Bhargava and Gross on counting 2-Selmer elements of monic odd hyperelliptic
curves (see [BG13]) and in the work of Bhargava, Gross, and Wang on counting rational
points on even-degree hyperelliptic curves over odd-degree extensions (see [BGW17]). The
following proposition states that an analogous fact holds for superelliptic equations:
Proposition 4. Let T ∈ V (k) with separable invariant polynomial f . Let F (x, z) ∈ k[x, z]
be the unique homogeneous degree-(2n+ 1) form such that f(x) = F (x, 1). Then FT can be
naturally realized as a torsor over k of the Jacobian of the stacky curve SF .
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Proof. One way to define the Jacobian of a stacky curve X is as the 0th-degree com-
ponent Div0(X ) of the group Div(X ) of divisors on X modulo principal divisors. Let
α1, . . . , α2n+1 ∈ P1ksep be the roots of F . Applying the correspondence between line bundles
and divisors to [CC17, Proof of Proposition 2.2] yields that Div0(SF ) is the group generated
by the divisors (1
2
αi− 12αj) subject to the relations 2 · (12αi− 12αj) = 0 for 1 ≤ i < j ≤ 2n+1;
i.e., we have that
Div0(SF ) = (Z/2Z)〈(12αi − 12αj) : 1 ≤ i < j ≤ 2n+ 1〉.
There is a natural action of the absolute Galois group Gk := Gal(ksep/k) on Div
0(SF ): for
σ ∈ Gk, we have σ · (12αi − 12αi) = (12(σ · αi) − 12(σ · αj)). To show that FT is a torsor
of Div0(SF ), it suffices by [Wan18, Corollary 2.5] to show that there is a Gk-equivariant
isomorphism Div0(SF ) ≃ J [2]. But this is clear: the divisors (αi−αj) for 1 ≤ i < j ≤ 2n+1
form a basis of J [2] over Z/2Z. 
Note that the G(k)-orbit of T is distinguished if and only if FT is the trivial torsor of the
Jacobian of SF , which happens if and only if FT (k) 6= ∅. It remains open as to whether
the result of Proposition 4 can be used to study primitive integer solutions to superelliptic
equations, just like the corresponding fact for hyperelliptic curves was used to study rational
points in [BG13] and [BGW17].
We conclude this section by explaining how to visualize the simply transitive action of
Div0(SF ) on FT (ksep) from Proposition 4. For each i ∈ {1, . . . , 2n + 1}, let Qi be the
singular fiber lying over the point αi ∈ P1ksep in the pencil of quadrics spanned by Q0 and QT .
Suppose that T is generic, so that each of the quadrics Qi is a simple cone with cone point qi.
Let FT (ksep) = {p1, . . . , p22n}, and for each ℓ ∈ {1, . . . , 22n}, let pℓ denote the corresponding
linear subspace of P2nksep . We illustrate this setup in the case where n = 1 in Figure 1.
We define an action of Div0(SF ) on FT (ksep) by first defining an action of Div(SF ) on
FT (ksep). Since Div(SF ) is generated by the degree-
1
2
divisors (1
2
α1), . . . , (
1
2
α2n+1), it suffices
to specify how each (1
2
αi) acts on FT (ksep), for then the action of Div(SF ) is obtained by
extending Z-linearly. Let Liℓ ⊂ P2nksep be the linear span of the (n − 1)-plane pℓ and the
point qi for each pair (i, ℓ). By [Rei72, Theorem 3.8], there exists precisely one element
pi(ℓ) ∈ FT (ksep) \ {pℓ} such that pi(ℓ) ⊂ Liℓ. For each i, let (12αi) act on FT by swapping
pℓ and pi(ℓ) for each ℓ. Then for each pair (i, j), the degree-0 divisor (
1
2
αi − 12αj) acts on
FT by swapping pℓ with pi(j(ℓ)) = pj(i(ℓ)) for each ℓ. When n = 1, for example, the divisor
(1
2
α1 − 12α2) acts on FT by sending (p1, p2, p3, p4) to (p3, p4, p1, p2), as displayed in Figure 1.
3. Construction of an Integral Orbit from a Primitive Integer Solution
Let n ≥ 1, and let
F (x, z) =
2n+1∑
i=0
fix
2n+1−izi ∈ Z[x, z]
be a binary form of degree 2n + 1 having leading coefficient f0 ∈ Z \ {0}. We define the
monicized form of F to be the binary form
Fmon(x, z) :=
1
f0
F (x, f0z) =
2n+1∑
i=0
fif
i−1
0 x
2n+1−izi ∈ Z[x, z],
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Q0
QT
q3q1
q2
p1
p2 p3
p4
Figure 1. The pencil of conics spanned by Q0 and QT in P
2
ksep
, with singular
fibers Q1 (red), Q2 (brown), and Q3 (blue) having cone points q1, q2, and q3,
respectively. In this case, FT (ksep) = Q0 ∩ QT = {p1, p2, p3, p4}. The dashed
gray arrows display the action of the degree-0 divisor (1
2
α1 − 12α2) on FT .
and note that Fmon(x, z) has leading coefficient equal to 1. In this section, we demonstrate
that a primitive integer solution to the equation y2 = F (x, z) naturally gives rise to an orbit
of G(Z) on V (Z) having invariant polynomial Fmon(x, 1).
Remark. That primitive integer solutions produce orbits with invariant polynomial equal to
the monicized form constitutes an important departure from the case of hyperelliptic curves,
and it is the reason why we fix the leading coefficient f0 in the statement of Theorem 1.
Indeed, in [Bha13], the orbits naturally arising from rational points or fake 2-Selmer elements
of hyperelliptic curves y2 = F (x, z) (where F has even degree) all have the property that
their invariant binary forms are equal to H , as opposed to Fmon.
3.1. Rings Associated to Binary Forms. Before we describe our orbit construction, we
need some facts about rings associated to binary forms; although we state these facts for
forms of odd degree, everything in this section works for forms of even degree too.
Suppose that F is separable, and consider the e´tale Q-algebra
KF := Q[x]/(F (x, 1)).
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Let θ denote the image of x in KF . To the binary form F , there is a naturally associated
free Z-submodule RF ⊂ KF having rank 2n+ 1 and Z-basis given by
(4) RF := Z〈1, ζ1, ζ2, . . . , ζ2n〉, where ζi :=
i−1∑
j=0
fjθ
i−j for each i ∈ {1, . . . , 2n}.
The module RF is of significant interest in its own right and has been studied extensively in
the literature. In [BM72, Proof of Lemma 3], Birch and Merriman proved that the discrim-
inant of F is equal to the discriminant of RF , and in [Nak89, Proposition 1.1], Nakagawa
proved that RF is actually a ring (and hence an order in KF ) having multiplication table
(5) ζiζj =
min{i+j,2n+1}∑
k=j+1
fi+j−kζk −
i∑
k=max{i+j−(2n+1),1}
fi+j−kζk,
where 1 ≤ i ≤ j ≤ 2n and we take ζ0 = 1 and ζ2n+1 = −f2n+1 for the sake of convenience.
(To be clear, these results of Nakagawa are stated for the case of irreducible F , but as noted
in [Woo11, § 2.1], their proofs continue to hold when F is not irreducible.)
Also contained in KF is a natural family of free Z-modules I
k
F of rank 2n + 1 for each
k ∈ {0, . . . , 2n}, having Z-basis given by
(6) IkF := Z〈1, θ, . . . , θk, ζk+1, . . . , ζ2n〉.
Note that I0F = RF is the unit ideal. By [Woo11, Proposition A.1], each I
k
F is an RF -module
and hence a fractional ideal of RF ; moreover, the notation I
k
F makes sense, because I
k
F is
equal to the kth power of I1F for each k. By [Woo11, Proposition A.4], the ideals I
k
F are
invertible precisely when the form F is primitive, in the sense that gcd(f0, . . . , f2n+1) = 1.
Given a free Z-submodule I ⊂ KF of rank 2n+ 1 having a specified basis, the norm of I,
denoted by N(I), is defined to be the determinant of the Q-linear transformation taking the
basis of I to the basis of RF in (4). It is easy to check that N(I
k
F ) = f
−k
0 for each k. The
norm of κ ∈ K×F is N(κ) := N(κ · I0F ) with respect to the basis 〈κ, κ · ζ1, . . . , κ · ζ2n〉 of κ · I0F .
Note that we have the multiplicativity relation
(7) N(κ · I) = N(κ) · N(I)
for any κ ∈ K×F and free Z-submodule I ⊂ KF of rank 2n+ 1.
We now briefly discuss how the objects KF , RF , and I
k
F transform under the action of
γ ∈ SL2(Z) on binary forms of degree 2n + 1 defined by γ · F = F ((x, z) · γ). If F ′ = γ · F ,
then it is clear that KF ′ and KF are naturally isomorphic, and it turns out that the rings
RF ′ and RF are identified under this isomorphism (see [Nak89, Proposition 1.2] for a direct
proof and [Woo11, § 2.3] for a geometric argument). On the other hand, the ideals IkF and IkF ′
are isomorphic as RF -modules but may not necessarily be identified under the isomorphism
KF ≃ K ′F . Indeed, as explained in [Bha13, (7)], these ideals are related by the following
explicit rule: if γ =
[
a b
c d
]
, then for each k ∈ {0, . . . , 2n}, the composition
(8) IkF KF KF ′
φk,γ ∼
is an injective map of RF -modules having image equal to I
k
F ′, where φk,γ sends each δ ∈ IkF
to (−bθ + a)−k · δ ∈ KF . Note that when k = 0, we recover the identification of RF = I0F
with RF ′ = I
0
F ′ from (8).
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3.2. The Orbit Construction. Let (x0, c, z0) ∈ SF (Z) satisfying c 6= 0. To use this point
to produce an orbit of G(Z) on V (Z) having invariant form Fmon, it suffices to construct a
pair (A,B) ∈ Z2⊗ZSym2 Z2n+1 of symmetric (2n+1)×(2n+1) matrices with integer entries
such that the invariant form det(x ·A+z ·B) of the pair (A,B) is equal to ±Fmon(x, z)3 and
such that A defines a quadratic form that is split over Q. For then there exists g ∈ GL2n+1(Z)
such that gAgT = ±A0 (by the uniqueness statement in the first paragraph of § 2.1), and
the desired G(Z)-orbit is that of the matrix T = (gT )−1 · −A−1B · gT , which is self-adjoint
with respect to the matrix A0 and has invariant polynomial Fmon.
Let γ =
[
z0 b
−x0 d
]
∈ SL2(Z) be such that (x0, z0) · γ = (0, 1) (which exists because
gcd(x0, z0) = 1), let
F ′(x, z) = F ((x, z) · γ−1) =
2n+1∑
i=0
f ′ix
iz2n+1−i ∈ Z[x, z],
and note that f ′2n+1 = c
2. Let θ′ = (−x0 + θz0)/(d+ θb) be the root of F ′(x, 1) in KF ′, and
consider the Z-submodule
(9) I ′ = Z〈c, θ′, . . . , θ′n, ζ ′n+1, . . . , ζ ′2n〉 ⊂ KF ′.
From the fact that InF ′ is a fractional ideal of RF ′ that is free of rank 2n + 1 as Z-module
and has norm N(InF ′) = f
′
0
−n, it follows immediately that I ′ is a fractional ideal of RF ′ that
is free of rank 2n+ 1 as Z-module and has norm N(I ′) = cf ′0
−n.
Lemma 5. We have that I ′2 ⊂ θ′ · I2n−1F ′ .
Proof. Recall from (6) that the fractional ideal I2n−1F ′ has the Z-basis
I2n−1F ′ = Z〈1, θ′, . . . , θ′2n−1, ζ ′2n〉.
It suffices to show that when each of the pairwise products of the basis elements of I ′ in (9)
is divided by θ′, the resulting number is contained in I2n−1F ′ . We check this as follows:
• c2/θ′ = −(f ′0θ′2n + · · ·+ f ′2n) = −ζ ′2n − f ′2n ∈ I2n−1F ′
• (c · θ′i)/θ′ = cθ′i−1 ∈ I2n−1F ′ for each i ∈ {1, . . . , n− 1}
• (c · ζ ′i)/θ′ = cζ ′i−1 + cf ′i−1 ∈ I2n−1F ′ for each i ∈ {n+ 1, . . . , 2n}
• (θ′i · θ′j)/θ′ = θ′i+j−1 ∈ I2n−1F ′ for each i, j ∈ {1, . . . , n}
• (θ′i · ζ ′j)/θ′ = θ′i−1ζ ′j ∈ I2n−1F ′ for each i ∈ {1, . . . , n− 1}
• (ζ ′i · ζ ′j)/θ′ = ζ ′iζ ′j−1 + f ′j−1ζ ′i ∈ I2n−1F ′ for each i, j ∈ {n+ 1, . . . , 2n}
where in the last two points above, we used the fact that ζ ′i ∈ RF ′ for each i ∈ {0, . . . , 2n+1}
together with the fact that I2n−1F ′ is closed under multiplication by elements in RF ′. 
We now transform I ′ back from RF ′ to RF . Recall from (8) that
InF = φn,γ(I
n
F ′) = (−bθ′ + z0)−n · InF ′.
3Note that if the pair of matrices (A,B) has the property that det(x · A+ z · B) = −Fmon(x, z), we can
make the replacement (A,B) (−A,−B) to ensure that det(x · A+ z · B) = Fmon(x, z).
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Since I ′ resembles InF ′, except that the basis element 1 ∈ InF ′ is scaled by a factor of c in I ′,
it makes sense to consider the fractional ideal
(10) I = φn,γ(I
′) = (−bθ′ + z0)−n · I ′ = (d+ θb)n · I ′,
which has norm given by
(11) N(I) = N((d+ θb)n · I ′) = N(d+ θb)n · N(I ′) = (f ′0f−10 )n · cf ′0−n = cf−n0 ,
where we used the multiplicativity relation (7). It then follows from Lemma 5 that
(12) I2 ⊂ −θ
′
−bθ′ + z0 ·
I2n−1F ′
(−bθ′ + z0)2n−1 = (x0 − θz0) · I
2n−1
F ,
where in the last step above, we used the fact that
I2n−1F = φ2n−1,γ(I
2n−1
F ′ ) = (−bθ′ + z0)−(2n−1) · I2n−1F ′ .
Lemma 6. The fractional ideal I is well-defined, in the sense that it does not depend on the
choice of γ ∈ SL2(Z) satisfying (x0, z0) · γ = (0, 1).
Proof. Any other γ˜ ∈ SL2(Z) satisfying (x0, z0) · γ˜ to (0, 1) is a right-translate of γ by an
element of the stabilizer of (0, 1), which is the group of unipotent matrices Mk =
[
1 k
0 1
]
for k ∈ Z. So let
γ˜ = γ ·Mk =
[
z0 b+ kz0
−x0 d− kx0
]
for any k ∈ Z, let F˜ (x, z) = F ((x, z) · γ˜−1), and let θ˜ be the root of F˜ (x, 1) in KF˜ . Just as we
associated an ideal I ′ ∈ KF ′ to γ′ satisfying I ′2 ⊂ θ′ · I2n−1F ′ (see Lemma 5), we can associate
an ideal I˜ to γ˜ satisfying I˜2 ⊂ θ˜ · I2n−1
F˜
. To prove the lemma, it suffices to show that
φn,γ(I
′) = φn,γ˜(I˜),
which is equivalent to showing that
(13)
(
−bθ′ + z0
−(b+ kz0)θ˜ + z0
)n
· I˜ = I ′.
Using the fact that θ˜ = θ
′
1+kθ′
, we see that the term in parentheses in (13) is equal to 1+ kθ′.
Now, notice that we can express the ideals I ′ and I˜ as
(14) I ′ = Z〈c, θ′ · In−1F ′ 〉 and I˜ = Z〈c, θ˜ · In−1F˜ 〉.
It follows from combining (13) and (14) that
(1 + kθ′)n · I˜ = 〈(1 + kθ′)n · c, ((1 + kθ′)θ˜) · ((1 + kθ′)IF˜ )n−1〉
= 〈(1 + kθ′)n · c, θ′ · In−1F ′ 〉 = I ′,
where the last equality above follows from the fact that θ′i ∈ I ′ for each i ∈ {0, . . . , n}. 
Proposition 7. Suppose that KF is a number field and that RF is the ring of integers of
KF . Then the containment in (12) is an equality; i.e., I
2 = (x0− θz0) · I2n−1F . In particular,
the ideal class of IF in the class group of RF is a perfect square.
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Proof. To prove this, it suffices to show that N(I2) = N((x0−θz0)·I2n−1F ), since a containment
of fractional ideals having equal norm is an equality. Using (11), we find that
N(I2) = N(I)2 = (cf−n0 )
2 = (c2f−10 ) · (f−(2n−1)0 )
= N(x0 − θz0) ·N(I2n−1F ) = N((x0 − θz0) · I2n−1F ). 
Remark. The result of Proposition 7 first appears in [Sim08, Corollary 4], where Simon (using
rather different notation) proves a general result implying that if (x, y, z) = (x0, c, z0) ∈ Z3
is a primitive integer solution to the mth-order superelliptic equation ym = F (x, z), where
m ≥ 2 and F is both primitive and irreducible, then (x0 − θz0) · I−1F is a perfect mth-power.
Simon deduces that mth-order superelliptic equations possess “class group obstructions” to
having primitive integer solutions, in the sense that the class of I−1F in the ideal class group
of RF must be a perfect m
th-power for a solution to exist. This result gives a convenient
strategy for ruling out specific superelliptic equations as insoluble.
Consider the symmetric bilinear form
(15) 〈−,−〉 : I × I ! KF , (α, β) 7! 〈α, β〉 = (x0 − θz0)−1 · αβ.
By (12), the form 〈−,−〉 has image contained in I2n−1F . Let π2n−1, π2n ∈ HomZ(I2n−1F ,Z) be
the maps defined on the Z-basis (6) of I2n−1F by
π2n−1(θ
2n−1)− 1 = π2n−1(ζ2n) = π2n−1(θi) = 0 for each i ∈ {0, . . . , 2n− 2}, and
π2n(ζ2n) + 1 = π2n(θ
i) = 0 for each i ∈ {0, . . . , 2n− 1}.
Let A and B respectively denote the matrices representing the symmetric bilinear forms
π2n ◦ 〈−,−〉 : I × I ! Z and π2n−1 ◦ 〈−,−〉 : I × I ! Z with respect to any chosen Z-basis
of I, and observe that A and B are symmetric of dimension (2n + 1) × (2n + 1) and have
integer entries. Then the following important result holds:
Theorem 8. We have the following three points:
(1) det(x ·A + z ·B) = ±Fmon(x, z);
(2) The matrix A defines a split quadratic form over Q; and
(3) The stabilizer in GL2n+1(Z) of the pair (A,B) ∈ Z2⊗ZSym2 Z2n+1 contains a subgroup
isomorphic to the 2-torsion subgroup R×F [2].
Proof. Observe that Fmon(x, 1) is the characteristic polynomial of f0θ ∈ KF . The idea for
proving point (1) is to show that the characteristic polynomial of the matrix −BA−1 is
equal to the characteristic polynomial of the number f0θ. We carry this out through a pair
of lemmas as follows.
Lemma 9. We have that detA = ±1, so in particular, A is invertible, and the characteristic
polynomial of −BA−1 is given by det(x · id−(−BA−1)) = ± det(x · A+B).
Proof of Lemma 9. First, notice that detA is equal to the determinant of the bilinear form
Φ: I × ((x0− θz0)−1 · I)! Z defined by (α, β) 7! π2n(αβ) (note that we can invert x0 − θz0
because we assumed that F is separable and that c 6= 0). Next, consider the bilinear form
Ψ: I2nF × I2nF ! Q defined by (α, β) 7! π2n(αβ). We claim that it suffices to show that
detΨ = ±f−(2n+1)0 . Indeed, note that Φ is obtained from Ψ by changing the Q-basis of the
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left-hand factor from I2nF to I and of the right-hand factor from I
2n
F to (x0−θz0)−1 · I. These
changes of basis imply that
| det Φ| = | detΨ| · N(I)
N(I2nF )
· N(I)
N(x0 − θz0) · N(I2nF )
= | detΨ| · cf
−n
0
f−2n0
· cf
−n
0
c2f−10 · f−2n0
= | detΨ| · f 2n+10 ,
thus proving the claim.
That detΨ = ±f−(2n+1)0 is a consequence of the following claim: the matrix representing
Ψ with respect to the basis of I2nF given in (6) (namely, I
2n
F = Z〈1, θ, . . . , θ2n〉) is lower
antitriangular, with each antidiagonal entry equal to −f−10 :
0 0 · · · 0 −f−10
0 0 · · · −f−10 ∗
...
...
. . .
...
...
0 −f−10 · · · ∗ ∗
−f−10 ∗ · · · ∗ ∗

But this claim is easy to check: for i, j ∈ {0, . . . , 2n− 1}, we have that Ψ(θi, θj) = π2n(θi+j),
which is equal to 0 when i+ j ≤ 2n− 1 and is equal to −f−10 when i+ j = 2n. 
To show that the characteristic polynomials of f0θ and −BA−1 are equal, it suffices to
show that the actions of f0θ and −BA−1 by right-multiplication on I are equal. It follows
from Lemma 9 that the form π2n ◦ 〈−,−〉 is nondegenerate, in the sense that the map
I ! HomZ(I,Z) that sends α ∈ I to the functional π2n(〈α,−〉) is an isomorphism. Thus, it
suffices to prove the following:
Lemma 10. We have that π2n(〈α · f0θ, β〉) = π2n(〈α · −BA−1, β〉).
Proof of Lemma 10. We claim that π2n(〈α · f0θ, β〉) = −π2n−1(〈α, β〉). Notice that it suffices
to prove this claim, because we have the equalities
−π2n−1(〈α, β〉) = α · −B · β = α · −BA−1A · β = π2n(〈α · −BA−1, β〉).
To prove the claim, it suffices to prove the more general statement that π2n(r · f0θ) =
−π2n−1(r) for any r ∈ KF . By [Woo14, Corollary 2.2], we have that π2n(r·f0θ) = −a, where a
is the coefficient of ζ2n−1 when r·f0 is expressed in terms of the basis 〈1, θ, . . . , θ2n−2, ζ2n−1, ζ2n〉.
It is clear that a = f−10 · π2n−1(r · f0) = π2n−1(r), as desired. 
To prove point (2), it suffices to exhibit an n-dimensional isotropic space X over Q for the
quadratic form defined by A. We claim that
X = Q〈x0 − θz0, θ(x0 − θz0), . . . , θn−1(x0 − θz0)〉 ⊂ KF
does the job. Indeed, we have that dimQX = n because the powers θ
0, . . . , θn−1 are linearly
independent over Q and because the map of multiplication by x0 − θz0 is invertible (again,
because F is separable and c 6= 0). Moreover, notice that
π2n(〈θi(x0 − θz0), θj(x0 − θz0)〉) = π2n(x0θi+j − z0θi+j+1) = 0
for any i, j ∈ {0, . . . , n− 1}.
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To prove point (3), observe that any r ∈ R×F [2] acts on the chosen Z-basis of I via an
element gr ∈ GL2n+1(R). Since r2 = 1, we have that 〈r · −, r · −〉 = 〈−,−〉, so we conclude
that grAg
T
r = A and grBg
T
r = B. This concludes the proof of Theorem 8. 
Remark. Our argument in the proof of Theorem 8 is inspired by [Woo14], where Wood proves
a similar type of result in which the multiplication table of an ideal of RF gives rise to a
pair of symmetric matrices with invariant form equal to F . In [Bha13, § 2], Bhargava uses
Wood’s result to prove that a rational point on a hyperelliptic curve y2 = F (x, z) (where F
has even degree) naturally gives rise to a pair of symmetric matrices with invariant form F .
While the pair of matrices (A,B) is dependent on the choice of basis of the ideal I that
we made in the paragraph immediately preceding Theorem 8, the GL2n+1(Z)-orbit of (A,B)
does not depend on this choice. So, a primitive integer solution to y2 = F (x, z) naturally
gives rise to a pair (A,B) ∈ Z2 ⊗Z Sym2 Z2n+1 having invariant form ±Fmon and such that
A defines a split quadratic form, as desired.
Example 11. Explicitly writing down the pair of matrices (A,B) produced by the above
construction is in general too complicated to be a worthwhile exercise, but it is feasible when
n = 1 (i.e., the case where F is a binary cubic form). In this case, we have that
A =
 −1 0 00 0 −1
0 −1 −d2ρ1 − b2ρ2
 and
B =


−f1 + (2d− d
2z0)ρ1 − b
2z0ρ2 bc −cd(df0 − bf1)
bc −z0 −dρ1
−cd(df0 − bf1) −dρ1 (df0 + bf1)f2 − 2bf0f3 + (−d
2f1 − bdf2 + b
2f3)ρ1 − b
2f1ρ2


where we have put ρ1 = f0x0 + f1z0 and ρ2 = f2x0 + f3z0 so that the matrix B will fit
on the page. Note that if one tries to compute det(x · A + z · B) by na¨ıvely substituting
the above matrices into a computer algebra system, the resulting binary cubic form will
not immediately look like Fmon(x, z); one must simplify the result by applying the relations
dz0 + bx0 = 1 and c
2 = F (x0, z0) = f0x
3
0 + f1x
2
0z0 + f2x0z
2
0 + f3z
3
0 to obtain Fmon(x, z).
We conclude by making two important observations that we shall utilize in § 4:
• The construction of a pair (A,B) ∈ Z2 ⊗Z Sym2 Z2n+1 having invariant form Fmon
and satisfying the property that A defines a split quadratic form goes through when
the base ring Z is replaced by any principal ideal domain (in particular, any field).
• Furthermore, that the invariant form of the pair (A,B) is equal to Fmon and that the
stabilizer of (A,B) contains a subgroup isomorphic to R×F [2] hold formally. Thus,
over any base ring R, if F ∈ R[x, z] is any homogeneous form of degree 2n + 1,
any R-primitive solution (x, y, z) = (x0, c, z0) ∈ R3 to the superelliptic equation
y2 = F (x, z) — where R-primitive means that Rx0 +Rz0 = R — gives rise to a pair
(A,B) ∈ R2 ⊗R Sym2R2n+1 such that the invariant form is Fmon and such that the
stabilizer in GL2n+1(R) contains a subgroup isomorphic to R
×
F [2].
4 Note in particular
4The construction in § 3.1 of a ring RF and ideals IkF associated to a binary form was stated in the case
where F ∈ Z[x, z] is separable, but as explained in [Woo14, § 2], this construction actually works over an
arbitrary base ring and when F is not separable, although we can no longer call the ideal IkF “fractional”
and we must take caution before inverting elements of RF .
ON THE PAUCITY OF SOLUBLE SUPERELLIPTIC EQUATIONS 15
that this holds even if we do not restrict to the case where f0 6= 0, F is separable, and
c 6= 0, even though we used all three of these restrictions to derive the construction.
4. Orbits over Fields
Let k be a field, and let f ∈ k[x] be a separable monic polynomial of degree 2n + 1. In
this section, we recall a parametrization of orbits of G(k) on V (k) having invariant form f
from [BG13, § 4.2], and we use this to (1) describe when orbits arising from primitive integer
solutions via the construction in § 3.2 are distinguished in the case k = Q, and (2) describe
orbits arising from solutions over the arithmetic fields R, Z/pZ, or Qp for a prime p.
4.1. Parametrization of Orbits over k. Let Stab(Tf) ⊂ G be the subgroup stabilizing an
operator Tf ∈ V (k) having invariant polynomial f such that the orbit of Tf is distinguished.
Then by [BG13, Last paragraph of § 4.2], the Galois cohomology group H1(Gk, Stab(Tf )) is
isomorphic by Kummer theory to the group
(K×f /K
×2
f )N≡1 := {x ∈ K×f /K×2f : N(x) ∈ k×2}.
Consider the composite map η : (K×f /K
×2
f )N≡1
∼
−! H1(Gk, Stab(Tf )) ! H
1(Gk, G), where
the second map in the composition is the map of pointed sets induced by the inclusion of
Stab(Tf ) in G. With this setup, we have the following parametrization:
Proposition 12 ([BG13, Proposition 4.5]). The orbits of G(k) on V (k) having invariant
polynomial f are in natural bijection with elements of ker η. Under this bijection, the class
of 1 ∈ (K×f /K×2f )N≡1 corresponds to the distinguished orbit.
The bijection in Proposition 12 is given as follows. For the forward direction, take
T ∈ V (k) with invariant form f . Because the G(ksep)-orbit of T is distinguished, there
exists some g ∈ G(ksep) such that gTg−1 = Tf . For any σ ∈ Gk, the assignment σ 7!
g−1(σ · g) defines a 1-cocycle on Gk with values in Stab(Tf)(ksep), and the class of this co-
cycle in H1(Gk, Stab(Tf )), which depends only on the G(k)-orbit of T , lies in the kernel
of H1(Gk, Stab(Tf)) ! H
1(Gk, G). For the reverse direction, take δ ∈ (K×f /K×2f )N≡1, and
consider the symmetric bilinear form
〈−,−〉δ : Kf ×Kf ! Kf , (α, β) 7! 〈α, β〉δ = δ−1 · αβ.
Let φ be the image of x in Kf = k[x]/(f), and ψ2n ∈ Homk(Kf , k) be the map defined on
the basis k〈1, φ, . . . , φ2n〉 of Kf by
ψ2n(φ
2n) + 1 = ψ2n(φ
i) = 0 for each i ∈ {0, . . . , 2n− 1}.
The form 〈−,−〉δ ◦ψ2n : Kf ×Kf ! k is easily checked to be split over k and of determinant
(−1)n, so with respect to some basis of KF , its matrix is given by A0. We then let T =
−A−10 B, where B is the matrix of the symmetric bilinear form −〈−, φ·−〉◦ψ2n : Kf×Kf ! k
with respect to the same basis of KF .
Now, let F ∈ k[x, z] be a separable homogeneous form of degree 2n + 1 having nonzero
leading coefficient f0. The following proposition tells us what the parametrization in Propo-
sition 12 yields in the case of orbits arising from points of SF (k).
Proposition 13. Let (x0, c, z0) ∈ SF (k) with c 6= 0. The associated G(k)-orbit is identified
via the correspondence in Proposition 12 with the class of f0(x0 − θz0) ∈ (K×F /K×2F )N≡1.
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Proof. Let f = Fmon(x, 1), φ = f0θ, and δ = f0(x0 − θz0). Let (Aδ, Bδ) ∈ k2 ⊗k Sym2 k2n+1
be the pair of matrices representing 〈−,−〉δ ◦ ψ2n and −〈−, f0θ · −〉δ ◦ ψ2n with respect to
the same basis of KF that we used to define the pair of matrices (A,B) obtained via the
construction in § 3.2.
To prove the proposition, it suffices to show that (Aδ, Bδ) and (A,B) belong to the same
GL2n+1(k)-orbit. For any α, β ∈ KF , one checks that we have the equalities
ψ2n(〈α, β〉δ) = ψ2n(δ−1 · αβ) = f−2n0 · π2n(〈α, β〉), and
ψ2n(〈α, f0θ · β〉δ) = ψ2n(δ−1 · (f0θ · αβ)) = f−2n0 · π2n(〈α · f0θ, β〉) = −f−2n0 · π2n−1(〈α, β〉),
where the last equality above follows from the proof of Lemma 10. Thus, Aδ = f
−2n
0 ·A and
that Bδ = f
−2n
0 ·B, so (Aδ, Bδ) and (A,B) must belong to the same GL2n+1(k)-orbit. 
Observe in particular that if (x0, c, z0) ∈ SF (Z) with c 6= 0, then theG(Q)-orbit containing
the associated G(Z)-orbit is identified with the class of f0(x0− θz0) ∈ (K×F /K×2F )N≡1 via the
correspondence in Proposition 12.
4.2. Distinguished Solutions. We say that a point (x0, c, z0) ∈ SF (Z) is distinguished
(resp., non-distinguished) if its associated G(Q)-orbit is distinguished (resp., not distin-
guished). Proposition 13 provides us with a test for determining whether a point (x0, c, z0) ∈
SF (Z) with c 6= 0 is distinguished: check if the number f0(x0−θz0) is a square in K×F . In this
section, we use this test to obtain conditions for when points in SF (Z) can be distinguished.
When |f0| is a perfect square, every polynomial F ∈ F2n+1(f0) is such that y2 = F (x, z) has
a trivial primitive integer solution, namely (sign(f0),
√
|f0|, 0). Since f0(1−θ ·0) = f0 ∈ K×2F ,
the orbits associated to these trivial solutions are always distinguished:
Lemma 14. If f0 is a perfect square, then the point (1, f0, 0) ∈ SF (Z) is distinguished.
Remark. Note that whether the orbit associated to a primitive integer solution is dis-
tinguished is not necessarily invariant under replacing F with an SL2(Z)-translate. In-
deed, suppose (x0, c, z0) ∈ SF (Z), take γ ∈ SL2(Z) such that (x0, z0) · γ = (1, 0), and
let F ′(x, z) = F ((x, z) · γ−1) ∈ Z[x, z]. Then by Lemma 14, the G(Q)-orbit associated
to (1, c, 0) ∈ SF ′(Z) is distinguished, regardless of whether the G(Q)-orbit associated to
(x0, c, z0) ∈ SF (Z) is distinguished. Nevertheless, whether the associated orbit is distin-
guished is always preserved under replacing F with a translate by a unipotent matrix of the
form MTk for k ∈ Z.
When |f0| is not a perfect square but has at least one unitary prime divisor, we use the test
provided by Proposition 13 to prove the following result, which states that for a primitive
integer solution to be distinguished, the binary form F must fail to be separable modulo
every unitary prime divisor of f0.
Theorem 15. Suppose that F is irreducible over Q, and let (x0, c, z0) ∈ SF (Z). Suppose that
U(f0) 6= ∅, let p ∈ U(f0), and suppose that F is separable modulo p. Then the G(Q)-orbit
associated to (x0, c, z0) is non-distinguished.
Proof. Let OKF denote the ring of integers of the number field KF . The assumption that F
is separable modulo p implies that p ∤ disc(F ). As explained in [Sim01, Lemma 1 and § 2],
we have that disc(F ) = [OKF : RF ]2 · disc(KF ), where the index [OKF : RF ] is an integer
because RF ⊂ OKF . Thus, p is unramified in OKF and splits as (p) =
∏k
i=1 pi into distinct
prime ideals pi ⊂ OKF of inertia degree ei ≥ 1.
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Suppose that the point (x0, c, z0) is distinguished (we keep this as a standing assumption
throughout the entire proof). Then f0(x0−θz0) is a square in K×F , and in particular, we have
that νpi(f0(x0 − θz0)) ≡ 0 (mod 2) for every i ∈ {1, . . . , k}. Moreover, because νpi(p) = 1
for every i, it follows that νpi(x0 − θz0) ≡ 1 (mod 2) for every i.
For convenience, put
Σ+ := {pi | (p) : νpi(θ) > 0} and Σ− := {pi | (p) : νpi(θ) < 0},
and notice that Σ− ( Σ := {pi : i ∈ {1, . . . , k}} because νp(N(θ)) = νp(f2n+1f−10 ) ≥ −1.
Also observe that because f0θ ∈ OKF , we know that νpi(θ) = −1 for every pi ∈ Σ−.
We now split into five cases depending on whether p | c, p | x0, or p | z0:
Case 1: p ∤ x0, p | z0. Notice that for any pi ∈ Σ \ Σ−, we have that νpi(x0 − θz0) =
min{νpi(x0), νpi(θ) + νpi(z0)} = 0, contradicting the fact that νpi(x0 − θz0) ≡ 1 (mod 2) for
each pi ∈ Σ. Thus, the orbit cannot be distinguished in this case.
Case 2: p ∤ cx0z0. First suppose Σ
+ 6= ∅. Then observe that we have νpi(x0 − θz0) =
min{νpi(x0), νpi(θ)+νpi(z0)} = 0 for each pi ∈ Σ+, which is impossible because νpi(x0−θz0) ≡
1 (mod 2).
Now suppose Σ+ = ∅. Then Σ− = ∅ or Σ− = {pj} for some pj ∈ Σ with inertia degree
ej = 1 because νp(N(θ)) ≥ −1. Notice that νpi(x0− θz0) ≥ min{νpi(x0), νpi(θ) + νpi(z0)} = 0
for each pi ∈ Σ \ {pj}, so in fact νpi(x0 − θz0) ≥ 1 since νpi(x0 − θz0) ≡ 1 (mod 2) for each
pi ∈ Σ \ {pj}. However, this implies that
νp(N(x0 − θz0)) =
∑
pi∈Σ\{pj}
ei · νpi(x0 − θz0) ≥
∑
pi∈Σ\{pj}
ei = 2n,
contradicting the fact that νp(N(x0 − θz0)) = −1. Thus, the orbit cannot be distinguished
in this case.
Case 3: p ∤ c, p | x0, p ∤ z0. Let x′0 = x0 − z0 and let θ′ = θ − 1. Then x′0 − θ′z0 = x0 − θz0,
and p ∤ x′0. It follows by the argument for Case 2 above that f0(x
′
0 − θ′z0) = f0(x0 − θz0)
cannot be a square in K×F , so the orbit cannot be distinguished in this case. (In other words,
we can replace the binary form F with the unipotent translate F ′(x, z) = F ((x, z) ·MT1 ).
Correspondingly, we can replace the point (x0, c, z0) ∈ SF (Z) with the point (x′0, c, z0) ∈
SF ′(Z). Because the orbits of G(Q) on V (Q) arising from each of these two points are the
same, it suffices to work with the point (x′0, c, z0) ∈ SF ′(Z), which satisfies the conditions of
Case 2 above.)
Case 4: p | c, p ∤ x0, p ∤ z0. Suppose Σ+ 6= ∅. Then for any pi ∈ Σ+, we have that
νpi(x0−θz0) = min{νpi(x0), νpi(θ)+νpi(z0)} = 0, contradicting the fact that νpi(x0−θz0) ≡ 1
(mod 2). Thus, Σ+ = ∅, and the fact that νp(N(θ)) ≥ −1 implies that Σ− = ∅ or Σ− = {pj}
for some pj ∈ Σ with inertia degree ej = 1.
Let a ∈ {1, . . . , p− 1} be such that x0 − az0 ≡ 0 (mod p). Observe that
νp(F (a+ p · r, 1)) = νp(f0 · N((a+ p · r)− θ))
≥ 1− ej +
∑
pi∈Σ\{pj}
ei · νpi((a+ p · r)− θ) ≥ 2n,
for any r ∈ Z. It follows that each of the p2n−1 > 1 distinct lifts of a ∈ Z/pZ to Z/p2nZ is
a root of F (x, 1) modulo p2n. This contradicts Hensel’s Lemma, which says that there can
18 ASHVIN A. SWAMINATHAN
only be one such lift because we assumed that F has no repeated roots. Thus, the orbit
cannot be distinguished in this case.
Case 5: p | c, p | x0, p ∤ z0. As in Case 3, we can replace F with F ′ and (x0, c, z0) with
(x′0, c, z0), where F
′(x, z) = F ((x, z) ·MT1 ) and x′0 = x0 − z0. Making these replacements
reduces this case to that of Case 4. Thus, the orbit cannot be distinguished in this case. 
Theorem 15 implies that primitive integer solutions are often non-distinguished — a re-
sult that is crucial for the proof of Theorem 1, because the geometry-of-numbers results
from [BG13, § 9] that we use to count orbits of G(Z) on V (Z) in § 5 only give us a count
of the non-distinguished orbits. It is for this reason that Theorem 1 is stated with the as-
sumption that U(f0) 6= ∅; otherwise, like when f0 = 1, we cannot rule out the possibility
that many members of F2n+1(f0) might have numerous distinguished solutions.
We now explain why Theorem 15 implies that primitive integer solutions are often non-
distinguished. To begin with, note that 100% of members of F2n+1(f0) are irreducible over
Q, so we can restrict our consideration to only irreducible members of F2n+1(f0). Given this
restriction, Theorem 15 states that for the equation y2 = F (x, z) to have a distinguished
solution, F must fail to be separable modulo p for every prime p ∈ U(f0). The density of
members that are not separable modulo p ∈ U(f0) is 2p−1p2 by Carlitz’s Theorem (see [Car32]).
By [DI71, Proposition II.2.1.13], the events of being separable modulo distinct primes are
independent, and so the density of members that have a distinguished solution is at most
(16)
∏
p∈U(f0)
2p− 1
p2
.
Also, note that it is not too costly to discard polynomials F such that f0 has no unitary
prime divisors (i.e., νp(f0) ≥ 2 for every prime p | f0). Numbers satisfying this property are
known as powerful numbers, and as shown in [Gol70, (4)–(6)], the number P (X) of powerful
numbers between 1 and X has the asymptotic formula
P (X) ∼ ζ(3/2)
ζ(3)
·X1/2.
Thus, 100% of homogeneous degree-(2n+ 1) polynomials F ∈ Z[x, z] (ordered by the maxi-
mum of the absolute values of the coefficients) have leading coefficient f0 with at least one
unitary prime divisor. Moreover, it is not hard to check that the number P ′(X) of integers
between 1 and X that have a unique unitary prime divisor satisfies P ′(X) = Θ(X/ logX), so
100% of polynomials F ∈ Z[x, z] have leading coefficient f0 with at least two distinct unitary
prime divisors. Therefore, the quantity in (16) is often small (see Table 1).
4.3. Orbits over R. For each m ∈ {0, . . . , n}, let
I(m) ⊂
{
x2n+1 +
2n+1∑
i=1
cix
2n+1−i : (c1, . . . , c2n+1) ∈ R2n
}
denote the space of monic degree-(2n + 1) polynomials over R having exactly 2m + 1 real
roots and nonzero discriminant.
Let F ∈ F2n+1(f0), and let f(x) = Fmon(x, 1). Suppose that f ∈ I(m) and has real roots
given in increasing order by λ1 < · · · < λ2m+1, where m ∈ {0, . . . , n}. We now compute
the number of orbits of G(R) on V (R) having invariant polynomial f that arise from real
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solutions to y2 = F (x, z) via the construction in § 3.2.5 Just as in Proposition 13, the G(R)-
orbit associated to a point (x0, c, z0) ∈ SF (R) with c 6= 0 is identified via the correspondence
in Proposition 12 with the class of f0(x0 − θz0) ∈ (K×F /K×2F )N≡1, which is represented by a
sequence of the form
(17) (f0(x0 − λ1z0), . . . , f0(x0 − λ2m+1z0), b1, . . . , bn−m) ∈ R2m+1 × Cn−m ≃ KF .
The class in (K×F /K
×2
F )N≡1 of the sequence in (17) is given by the sequence of signs of its
first 2m + 1 terms. Because N(bj) > 0 for every j, the condition that N(f0(x0 − θz0)) is a
square in R× is equivalent to the condition that
∏2m+1
i=1 f0(x0− λiz0) > 0. We now split into
cases based on the signs of f0 and z0:
Case 1a: f0 > 0, z0 > 0. In this case, the sign of f0(x0 − λiz0) is equal to the sign of
(x0/z0)− λi. The possible sequences of signs of the f0(x0 − λiz0) are therefore
(18) +−−− · · ·−, +++− · · ·−, . . . , ++++ · · ·+,
giving a total of m + 1 orbits. We label the sign sequences in (18) from left to right by an
index τ that runs from 1 up to m+ 1.
Case 1b: f0 > 0, z0 < 0. In this case, the sign of f0(x0 − λiz0) is equal to the opposite of
the sign of (x0/z0)− λi. The possible sequences of signs of the f0(x0 − λiz0) are therefore
(19) + + + · · ·++, −−+ · · ·++, . . . , −− · · · −+,
giving a total of m + 1 orbits. We label the sign sequences in (19) from left to right by an
index τ that runs from m+ 1 up to 2m+ 1. (Note that the first sign sequence in (19) is the
same as the last sign sequence in (18), which is why the share the same value of τ .)
Case 2a: f0 < 0, z0 > 0. The possible sign sequences are the same as in (19), and we likewise
label them from left to right by an index τ that runs from m+ 1 up to 2m+ 1.
Case 2b: f0 < 0, z0 < 0. The possible sign sequences are the same as in (18), and we likewise
label them from left to right by an index τ that runs from 1 up to m+ 1.
We conclude that there are exactly 2m+1 orbits of G(R) on V (R) that arise from points
(x0, c, z0) ∈ SF (R) with c 6= 0. It suffices for our purpose to ignore points with c = 0,
because in § 5, we restrict our consideration to orbits of G(Z) on V (Z) arising from points of
SF (Z) where F ∈ F2n+1(f0) is irreducible. For each m ∈ {0, . . . , n} and τ ∈ {1, . . . , 2m+1},
we define V (m,τ) ⊂ V (R) to be the space of operators T such that the invariant polynomial
of T lies in I(m) and such that the G(R)-orbit of T gives rise (via the correspondence in
Proposition 12 and the above discussion) to the sign sequence having index equal to τ .
4.4. Orbits over Z/pZ for p ∤ f0. Let p be a prime. In this section, we compute an upper
bound on the p-adic density of the set Pp ⊂ V (Zp) of elements arising from points of SF (Zp)
for homogeneous polynomials F ∈ Zp[x, z] of degree 2n+1 and having leading coefficient f0
via the construction in § 3.2. To do this, we split into cases based on whether p is even:
Case 1: 2 6= p ∤ f0. Let Ip(m) denote the set of monic polynomials in (Z/pZ)[x] having m
distinct irreducible factors over Z/pZ. Let Σ
sol
f ⊂ V (Z/pZ) denote the space of operators T
having invariant polynomial f and having the property that the G(Z/pZ)-orbit of T arises
5As explained in [BG13, § 6.3], one can give a complete description of the orbits of G(R) on V (R) having
invariant polynomial f for any separable f , but we do not require this description in what follows.
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from a point in SF (Z/pZ), where F ∈ (Z/pZ)[x, z] is the unique polynomial with leading
coefficient f0 such that Fmon(x, 1) = f(x). Then the p-adic density of Pp is at most
(20)
2n+1∑
m=1
∑
f∈Ip(m)
#Σ
sol
f
pdimV
=
2n+1∑
m=1
∑
f∈Ip(m)
∑
T∈G(Z/pZ)\Σ
sol
f
#O(T )
p2n2+3n+1
,
where for each T ∈ V (Z/pZ), we denote by O(T ) the G(Z/pZ)-orbit of T . Let Stab(T ) ⊂
G(Z/pZ) denote the stabilizer of T . Substituting #O(T ) = #G(Z/pZ)/#Stab(T ) into (20)
yields that the p-adic density of Pp is at most
(21)
2n+1∑
m=1
∑
f∈Ip(m)
∑
T∈G(Z/pZ)\Σ
sol
f
1
#Stab(T )
· #G(Z/pZ)
p2n2+3n+1
.
Because G is smooth over Zp, the map G(Zp)! G(Z/pZ) is surjective, so we have that
(22)
#G(Z/pZ)
pdimG
=
#G(Z/pZ)
p2n2+n
= Vol(G(Zp)).
It is well-known (see [BG13, § 6.1]) that
(23) #G(Z/pZ) = pn
2 ·
n∏
i=1
(p2i − 1) ≤ p2n2+n.
The following lemma gives a uniform lower bound for #Stab(T ) that is independent of f :
Lemma 16. For T ∈ Σsolf , we have that #Stab(T ) ≥ 2m−1.
Proof. Consider the pair of matrices (A0,−A0T ) ∈ (Z/pZ)2 ⊗Z/pZ Sym2(Z/pZ)2n+1. Then
Stab(T ) is equal to the stabilizer of (A0,−A0T ) in SL2n+1(Z/pZ) under the action defined
by g · (A,B) = (gAgT , gBgT ). By the second observation at the end of § 3.2, this stabilizer
contains a subgroup isomorphic to K×f [2]N≡1 := {ε ∈ K×f : ε2 = 1 and N(ε) = 1}.
Let f split over Z/pZ as f(x) =
∏m
i=1 fi(x)
ni , where the fi are distinct and irreducible.
Then Kf ≃
∏m
i=1(Z/pZ)[x]/(f
ni
i ), and K
×
f [2] contains the 2
m elements of the form
(±1, . . . ,±1) ∈
m∏
i=1
(Z/pZ)[x]/(fnii ).
Exactly half of these elements have norm 1, so #Stab(T ) ≥ #K×f [2]N≡1 ≥ 2m−1. 
Note that because SF (Z/pZ) = P
1(Z/pZ), the number of G(Z/pZ)-orbits that arise
from points of SF (Z/pZ) is at most #P
1(Z/pZ) = p + 1. Combining this observation
with (21), (22), and Lemma 16 yields that the p-adic density of Pp is at most
(24)
2n+1∑
m=1
p+ 1
2m−1
· Vol(G(Zp)) · #Ip(m)
p2n+1
.
Remark. For small values of m, note that the factor (p+1)/2m−1 in (24) can be greater than
1, so since the p-adic density of Pp is at most 1, the bound in (24) may be too large. In this
case, we can just replace (24) by the trivial bound of 1.
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Case 2: 2 = p ∤ f0. In this case, it turns out to be ineffective to work over Z/2Z or even over
Z/4Z; we shall instead work over Z/8Z.
Let F ∈ Z2[x, z] be homogeneous of degree 2n + 1 and have leading coefficient f0, and
let q ∈ SF (Z2). By the construction in § 3.2, q naturally gives rise to an orbit of G(Z2)
on V (Z2) having invariant polynomial equal to Fmon. By reducing modulo 8, we obtain an
orbit of H8(Z/8Z) on V (Z/8Z), where H8 denotes the image of the map G(Z2)! G(Z/8Z),
which is not surjective since G is not smooth over Z2. Let q ∈ SF (Z/8Z) denote the mod-8
reduction of q. While distinct lifts of q to SF (Z2) may give rise to distinct orbits of H8 on
V (Z/8Z), the following lemma states that the G(Z/8Z)-orbit is independent of the lift:
Lemma 17. Let q, q′ ∈ SF (Z2) be such that their mod-8 reductions are equal. Then the
orbits of G(Z/8Z) on V (Z/8Z) arising from q and q′ are the same.
Proof. The assumption that q, q′ have the same mod-8 reductions implies that the pairs
(A,B), (A′, B′) ∈ Z22 ⊗Z2 Sym2 Z2n+12 produced from q, q′ via the construction in § 3.2 are
congruent modulo 8. Let g ∈ GL2n+1(Z2) be such that gAgT = ±A0. Then gA′gT is
congruent to ±A0 modulo 8, so if h ∈ GL2n+1(Z2) is such that hgA′gThT = ±A0, then the
image of hT in GL2n+1(Z/8Z) lies in G(Z/8Z). The G(Z2)-orbit on V (Z2) arising from q is
that of the operator T = (gT )−1 · −A−1B · gT , and the G(Z2)-orbit on V (Z2) arising from
q is that of the operator T ′ = (gThT )−1 · −A−1B · gThT . Thus, T ′ = (hT )−1ThT , implying
that the mod-8 reductions of T ′ and T belong to the same G(Z/8Z)-orbit. 
Let P2 ⊂ V (Z2) denote the set of all elements arising from points of SF (Z2) for homo-
geneous polynomials F ∈ Z2[x, z] of degree 2n + 1 and having leading coefficient f0. Let
Σ
sol
f ⊂ V (Z/8Z) denote the space of operators T having invariant polynomial f and such
that T is the mod-8 reduction of some element of P2. Let I8(m) denote the set of monic
polynomials in (Z/8Z)[x] having m distinct irreducible factors over Z/2Z. Then the 2-adic
density of P2 is at most
(25)
2n+1∑
m=1
∑
f∈I8(m)
#Σ
sol
f
8dimV
=
2n+1∑
m=1
∑
f∈I8(m)
∑
T∈G(Z/8Z)\Σ
sol
f
#O(T )
82n2+3n+1
,
where for each T ∈ V (Z/8Z), we denote by O(T ) the G(Z/8Z)-orbit of T . Let Stab(T ) ⊂
G(Z/pZ) denote the stabilizer of T . Substituting #O(T ) = #G(Z/8Z)/#Stab(T ) into (25)
yields that the 2-adic density of P2 is at most
(26)
2n+1∑
m=1
∑
f∈I8(m)
∑
T∈G(Z/8Z)\Σ
sol
f
1
#Stab(T )
· #G(Z/8Z)
82n2+3n+1
.
The following lemma gives a uniform lower bound for #Stab(T ) that is independent of f :
Lemma 18. For T ∈ Σsolf , we have that #Stab(T ) ≥ 22n+m−1.
Proof. Consider the pair of matrices (A0,−A0T ) ∈ (Z/8Z)2 ⊗Z/8Z Sym2(Z/8Z)2n+1. Then
Stab(T ) is equal to the stabilizer of (A0,−A0T ) in SL2n+1(Z/8Z) under the action defined
by g · (A,B) = (gAgT , gBgT ). By the second observation at the end of § 3.2, this stabilizer
contains a subgroup isomorphic to R×F [2]N≡1 := {ε ∈ R×F : ε2 = 1 and N(ε) = 1}, where
F ∈ (Z/8Z)[x, z] is the polynomial with leading coefficient f0 such that Fmon(x, 1) = f(x).
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Let f split over Z/8Z as f(x) =
∏m
i=1 fi(x), where the fi have the property that their mod-
2 reductions are powers of distinct irreducible polynomials. Then RF ≃
∏m
i=1(Z/8Z)[x]/(fi)
because f0 ∈ (Z/8Z)×, and R×F [2] contains the 22n+m+1 elements of the form(
. . . , ε0 +
di−1∑
j=1
εjθ
j
i , . . .
)
∈
m∏
i=1
(Z/8Z)[x]/(fnii ),
where ε0 is any element of (Z/8Z)
× and εj is any element of {0, 4} ⊂ Z/8Z for each j, θi
is the image of x in (Z/8Z)[x]/(fi), and di = deg fi for each i. At least
1
4
of these elements
have norm 1, so #Stab(T ) ≥ #R×F [2]N≡1 ≥ 22n+m−1. 
Let OG be the split odd orthogonal group scheme, defined in the same way as G but with-
out the determinant-1 condition. We now compute #OG(Z/8Z) via two distinct methods:
Proposition 19. We have that
#OG(Z/8Z) = 25n
2+3n+3 · (2n − 1) ·
n−1∏
i=1
(22i − 1)
when n ≥ 1, and #OG(Z/8Z) = 4 when n = 0.
Proof. The first proof utilizes the recursive formula for computing sizes of orthogonal groups
modulo 8 given in [Rei56, § 4.1.3]. The first step is to put the matrix A0 in diagonal form.
It is not difficult to check that there exists g1 ∈ GL2n+1(Z) such that g1A0gT1 is equal to
the diagonal matrix with first n + 1 diagonal entries equal to 1 and remaining n diagonal
entries equal to −1. By [Jon44, Proof of Lemma 3], there exists g2 ∈ GL2n+1(Z2) such that
g2g1A0g
T
1 g
T
2 is equivalent modulo 8 to the following diagonal matrix:
(27)

1 · · · 0 0 0 0
...
. . .
...
...
...
...
0 · · · 1 0 0 0
0 · · · 0 a1 0 0
0 · · · 0 0 a2 0
0 · · · 0 0 0 a3

, where (a1, a2, a3) =

(1, 1, 1) if 2n+ 1 ≡ 1 (mod 8)
(1, 1, 7) if 2n+ 1 ≡ 3 (mod 8)
(1, 3, 3) if 2n+ 1 ≡ 5 (mod 8)
(3, 3, 7) if 2n+ 1 ≡ 7 (mod 8)
Using (27) together with the recursive formula displayed in [Rei56, § 4.1.3] yields that
(28) #OG(Z/8Z) =
2n+1∏
j=1
(
8j+4j+1 ·f(u2n+1−j)+2(4
√
2)j ·cos(π
4
K2n+1−j)−8 ·4jh(u2n+1−j)
)
,
where the functions f and h are defined by
f(ui) =

1 if ui ≡ 0 (mod 8)
−1 if ui ≡ 4 (mod 8)
0 otherwise
and h(ui) =
{
1 if i < 2n and ui ≡ 0 (mod 8)
0 otherwise
and where the quantities ui and hi can be calculated according to the type in (27) and are
given as follows:
Case 1: (a1, a2, a3) = (1, 1, 1). We have that
(29) u2n+1−j = j − 1 and K2n+1−j = j − 2.
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Case 2: (a1, a2, a3) = (1, 1, 7). We have that
(30) u2n+1−j =
{
j + 5 if j ≥ 2
0 if j = 1
and K2n+1−j =
{
j − 4 if j ≥ 2
−15 if j = 1
Case 3: (a1, a2, a3) = (1, 3, 3). We have that
(31) u2n+1−j =

j + 3 if j ≥ 3
3 if j = 2
0 if j = 1
and K2n+1−j =

j − 6 if j ≥ 3
−8 if j = 2
−7 if j = 1
Case 4: (a1, a2, a3) = (3, 3, 7). We have that
(32) u2n+1−j =

j + 9 if j ≥ 4
10 if j = 3
7 if j = 2
0 if j = 1
and K2n+1−j =

j − 8 if j ≥ 4
−9 if j = 3
−8 if j = 2
−15 if j = 1
Substituting (29), (30), (31), and (32) into (28) and simplifying the result yields the formula
in the proposition statement.
We now sketch a second, more indirect, proof of the proposition. Although this alternative
proof uses more machinery, it is considerably cleaner: we compute #OG(Z/8Z) by comparing
two different formulas for a quantity known as “the 2-adic density of the quadratic lattice”
defined by the matrix A0, which is up to some constant factors the same as Vol(G(Z2)). We
denote this quantity by α2. One of the two formulas for α2 is given in [Cho15], where Cho
provides an explicit construction of a smooth model of the group scheme G over Z2. Let
G˜ denote the special fiber of this smooth model. Then one can show by applying [Cho15,
Lemma 4.2, Remark 4.3, and Theorem 5.2] that we have
(33) α2 = 2 · 2−2n2−n ·#G˜(Z/2Z) = 2−2n2+n+3 ·#G(Z/2Z).
To be precise, α2 is defined in [Cho15] to be 1/2 of the quantity in (33) (to account for the
number of connected components of G in OG). However, we have removed this factor of 1/2
to make the definition of α2 consistent with the one given by Conway and Sloane in [CS88,
§ 12], who define α2 by
(34) α2 =
#OG(Z/2rZ)
(2r)2n2+n
for any sufficiently large positive integer r. It follows from [Kit93, Proposition 5.6.1(ii) and
Proof of Lemma 5.6.5] that we can take r = 3 in (34). Comparing (33) and (34) yields that
#OG(Z/8Z) = 24n
2+4n+3 ·#G(Z/2Z) = 25n2+3n+3 · (2n − 1) ·
n−1∏
i=1
(22i − 1),
where we have used the well-known fact that #G(Z/2Z) = 2n
2−n · (2n − 1) ·∏n−1i=1 (22i − 1)
when n ≥ 1 (see [Cho15, § 6]). 
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Notice that the determinant map det : OG(Z/8Z) ! (Z/8Z)× is surjective: indeed, for
each σ ∈ (Z/8Z)×, the diagonal matrix with row-(n + 1), column-(n + 1) entry equal to σ
and all other diagonal entries equal to 1 is manifestly orthogonal with respect to the matrix
A0 and has determinant σ. Taking this observation together with Proposition 19 yields that
(35)
#G(Z/8Z)
82n2+n
=
#OG(Z/8Z)
4 · 82n2+n = 2 ·
(2n − 1) ·∏n−1i=1 (22i − 1)
2n2
≤ 2 · 1 = 2.
Remark. Notice that the strategy for the second proof of Proposition 19 can likewise be used
to obtain a formula for #OG(Z/2rZ) for each r ≥ 3.
We now combine the above results to produce the desired upper bound on the 2-adic
density of P2. The number of G(Z/8Z)-orbits that arise from elements of P2 is at most
#P1(Z/8Z) = 12. Combining this observation with (26), Lemma 18, Proposition 19, and (35)
yields that the 2-adic density of P2 is at most
(36)
2n+1∑
m=1
12
22n+m−1
· 2 · #I8(m)
82n+1
.
4.5. Orbits over Qp for p | f0. Unlike the case where p ∤ f0, it is difficult to estimate the
p-adic density of Pp in V (Zp) when p | f0 by working modulo powers of p. Indeed, when
p | f0, the coefficient of xi in Fmon(x, 1) is divisible by pi−1 for each i ≥ 1, so one would
need to work modulo p2n to obtain a useable estimate. This issue is further complicated
by the fact that the polynomial Fmon(x, 1) fails to be separable modulo p, which makes it
difficult to compute the number of elements in V (Z/p2nZ) having invariant polynomial equal
to Fmon(x, 1). For these reasons, it turns out to be more effective to work over Qp when p | f0.
Suppose that F ∈ Zp[x, z] is homogeneous of degree 2n + 1, has leading coefficient f0, is
separable, and splits into m distinct irreducible factors. By [BG13, § 6.2], the size of the
stabilizer in G(Qp) of any orbit of G(Qp) on V (Qp) having invariant polynomial Fmon(x, 1)
is equal to 2m−1. The following lemma provides an upper bound on the number of orbits of
G(Qp) on V (Qp) arising from points of SF (Zp):
Lemma 20. Let p be an odd (resp., even) prime. There are at most 2m+1 (resp., 2n+m+2)
orbits of G(Qp) on V (Qp) arising from points of SF (Zp) via the construction in § 3.2.
Proof. By Proposition 13, it suffices to bound the number of elements of (K×F /K
×2
F )N≡1 of
the form f0(x0 − θz0) where (x0, c, z0) ∈ SF (Zp) and c2 = F (x0, z0).
Fix z0 ∈ Zp, and consider the monic odd hyperelliptic curve CF,z0 of genus n over Qp
defined by the affine equation
CF,z0 : y
2 = Fmon(x, z0).
Notice that CF,z0 is a quadratic twist of CF,1 and that for z
′
0 ∈ Zp, the curves CF,z0 and
CF,z′0 are isomorphic over Qp when z0 and z
′
0 represent the same class in Q
×
p /Q
×2
p . Let
{ζ1, . . . , ζℓ} ⊂ Zp denote a complete set of representatives of elements of Q×p /Q×2p , and note
that we can take ℓ = 4 when p is odd and ℓ = 8 when p = 2. Then each CF,z0 is isomorphic
to one of CF,ζ1, . . . , CF,ζℓ.
Let (x0, c, z0) ∈ SF (Zp). Then the point (f0x0, c) is a Qp-rational point on the curve CF,z0
and hence is identified with a Qp-rational point (x
′
0, c
′) on one of the curves CF,ζi. In [BG13,
§ 5], Bhargava and Gross show that points in CF,ζi(Qp) naturally give rise to orbits of G(Qp)
on V (Qp) having invariant polynomial Fmon(x, ζi). Let θ
′ ∈ KF be the image of x under the
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identification of Qp[x]/Fmon(x, ζi) ≃ KF . Under the construction of Bhargava and Gross,
the point (x′0, c
′) ∈ CF,ζi gives rise to the G(Qp)-orbit that maps via the correspondence
in Proposition 12 to the class (x′0 − θ′ζi) ≡ f0(x0 − θz0) ∈ (K×F /K×2F )N≡1. On the other
hand, the class in (K×F /K
×2
F )N≡1 corresponding to (x0, c, z0) ∈ SF (Zp) is also equal to
f0(x0− θz0). Thus, the number of elements of (K×F /K×2F )N≡1 of the form f0(x0− θz0), where
(x0, c, z0) ∈ SF (Zp) and c2 = F (x0, z0), is bounded above by the total number of G(Qp)-
orbits arising from Qp-rational points on any one of the finitely many curves CF,ζ1, . . . , CF,ζℓ.
By [BG13, § 6.2], the number of G(Qp)-orbits arising from each CF,ζi is at most 2mi−1 when
p is odd (resp., 2n+mi−1 when p = 2), where mi is the number of distinct irreducible factors
of Fmon(x, ζi). But clearly mi = m for each i, so we get the desired upper bound of ℓ · 2m−1
when p is odd (resp., 2n+m−1 when p = 2). 
We use Lemma 20 to estimate the relevant p-adic densities for primes p | f0 in 5.
5. Proof of Theorem 1
For a monic polynomial f ∈ Z[x] of degree 2n + 1, let the height of f be defined by
H(f) = H(F ), where F ∈ Z[x, z] is the unique homogeneous polynomial of degree 2n + 1
and having leading coefficient 1 such that f(x) = F (x, 1). For an element T ∈ V (Z), let
the height of (the G(Z)-orbit of) T be defined by H(T ) = H(ch(T )). We say that (the
G(Z)-orbit of) T is irreducible if ch(T ) has nonzero discriminant and the G(Q)-orbit of T is
non-distinguished.
5.1. Counting Irreducible Integral Orbits of Bounded Height. In this section, we
give a count of the number of irreducible orbits of G(Z) on V (Z) of bounded height. We use
this count in § 5.2, where we sieve to those orbits that arise from solutions.
Recalling the notation defined in § 4.3, fix m ∈ {0, . . . , n} and τ ∈ {1, . . . , 2m + 1}. For
any G(Z)-invariant set S ⊂ V (Z)(m,τ) := V (m,τ) ∩ V (Z), let N(S;X) denote the number of
G(Z)-orbits of irreducible elements T ∈ S satisfying H(T ) < X . Then we have the following
adaptation of [BG13, Theorem 10.1 and (10.27)]:
Theorem 21. There exists a nonzero constant J ∈ Q such that
N(V (Z)(m,τ);X) = |J | · Vol(G(Z)\G(R)) ·
∫
(c1,...,c2n+1)∈I(m)
H(c1,...,c2n+1)<X
dc1 · · · dc2n+1 + o(X n+12n ).
Proof. In [BG13], Bhargava and Gross work with the subrepresentation V ′ ⊂ V consisting
of the traceless operators in V . Such traceless operators have invariant polynomial with the
coefficient c1 of the term x
2n equal to 0. They prove that N(V ′(Z)(m,τ);X) is given by a
formula (see [BG13, Theorem 10.1 and (10.27)]) that is almost identical to the formula in
the statement of Theorem 21, except that the value of J may be different and the integral
runs over (0, c2, . . . , c2n+1) ∈ I(m). By simply lifting the restriction that c1 = 0, it is not
hard to check that the proof of [BG13, Theorem 10.1 and (10.27)] carries over with minimal
modifications to prove Theorem 21. 
In the following lemma, we derive an upper bound on the constant |J | in Theorem 21:
Lemma 22. We have that J is a power of 2 and |J | ≤ 22n+1 ·Vol(G(Z2)).
Proof. Let R = C, R, or Zp where p is a prime. Let R ⊂ R2n+1 be any open subset, and let
s : R! V (R) be a continuous function such that the invariant polynomial of s(c1, . . . , c2n+1)
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is given by x2n+1 +
∑2n+1
i=1 cix
2n+1−i for every (c1, . . . , c2n+1) ∈ R. The constant J arises as
a multiplicative factor in the following change-of-measure formula:
Proposition 23. For any measurable function φ on V (R), we have that
∫
T∈G(R)·s(R)
φ(T )dT = |J | ·
∫
R
∫
G(R)
φ(g · s(c1, . . . , c2n+1))ω(g)dr,
where we regard G(R) · s(R) as a multiset, the absolute value sign | − | denotes the standard
absolute value on R, dT is the standard additive measure on V (R), ω is a differential that
generates the rank-1 module of top-degree differentials of G over Z, and dr is the restriction
to R of the standard additive measure on R2n+1.
Proof of Proposition 23. The proof is identical to that of [BS15, Proposition 3.11]. 
In particular, the constant J is independent of the choices of R = C, R, or Zp and of
the region R and the functions s and φ. Thus, to compute |J |, we can make the following
convenient choices: take R = Zp, so that | − | = | − |p; take
R =
{
(c1, . . . , c2n+1) ∈ Z2n+1p : x2n+1 +
2n+1∑
i=1
cix
2n+1−i ≡ f (mod p)
}
for a fixed monic irreducible degree-(2n + 1) polynomial f ∈ (Z/pZ)[x]; take s to be any
continuous right-inverse to the function that sends T ∈ Σf to the list of coefficients of its
invariant polynomial, where Σf ⊂ V (Zp) is the set of operators T with invariant polynomial
congruent to f modulo p; and take φ to be the function that sends T ∈ Σf to 1#Stab(T ) , where
Stab(T ) ⊂ G(Zp) is the stabilizer of T , and sends T ∈ V (Zp) \ Σf to 0. The right-inverse s
exists because, for example, there is always a G(Zp)-orbit with any given monic irreducible
degree-(2n+1) invariant polynomial f ′ ∈ Zp[x] that is distinguished over Qp: take the orbit
associated to the solution (1, 1, 0) ∈ SF ′(Zp), where F ′ ∈ Zp[x, z] is such that F ′(x, 1) = f ′.
Because φ is G(Zp)-invariant, Proposition 23 yields that for the above convenient choices,
we have on the one hand that
Vol(Σf ) =
∫
T∈G(Zp)·s(R)
1
#Stab(T )
dT
= |J |p · Vol(G(Zp)) ·
∫
f ′≡f (mod p)
∑
T∈G(Zp)\Σf
1
#Stab(T )
dr.(37)
First suppose p 6= 2. Then recall from (22) that
Vol(G(Zp)) =
#G(Z/pZ)
p2n2+2n
.
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We now compute the sum in the integrand in (37). Let F ′ ∈ Zp[x, z] be a monic polynomial
such that F ′(x, 1) ≡ f (mod p). Because we chose f to be irreducible over Z/pZ, the ring
RF ′ is the maximal order in the field KF ′, and it is in fact the unique local ring of rank 2n+1
over Zp having residue field Fp2n+1 (hence RF ′ does not depend on the choice of F
′). Then
by [BG13, Proposition 8.2 and Corollary 8.3], the orbits of G(Zp) with invariant polynomial
F ′(x, 1) are in bijection with elements of the unit subgroup (R×F ′/R
×2
F ′ )N≡1 ⊂ (K×F ′/K×2F ′ )N≡1,
and the stabilizer of any such orbit is isomorphic to R×F ′[2]N≡1. Moreover, because F
′ is
irreducible, we have by [BG13, § 6.2] that #(R×F ′/R×2F ′ )N≡1 = 1, and we also have that
R×F ′[2]N≡1 = {1}. Thus, we find that∑
T∈G(Zp)\Σf
1
#Stab(T )
=
#(R×F ′/R
×2
F ′ )N≡1
#R×F ′[2]N≡1
=
1
1
= 1.(38)
Combining (22), (37), and (38) yields that
Vol(Σf ) = |J |p · #G(Z/pZ)
p2n2+n
·
∫
f ′≡f (mod p)
dr = |J |p · #G(Z/pZ)
p2n2+3n+1
(39)
Let Σf ⊂ V (Z/pZ) be the set of operators T with invariant polynomial equal to f . Then
the mod-p reduction map Σf ! Σf is surjective, and we have by [BG13, § 6.1] that #Σf =
#G(Z/pZ). Thus, we have on the other hand that
Vol(Σf ) =
#Σf
pdimV
=
#G(Z/pZ)
p2n2+3n+1
.(40)
Equating (39) and (40) yields that
(41) |J |p = 1
when p 6= 2.
Now suppose p = 2. Then G is not smooth over Z2, so computing Vol(G(Z2)) is far more
complicated (see [Cho15]), but we do not need to know the value of Vol(G(Z2)) for our
purpose. We now derive an upper bound on the sum in the integrand in (37). As before,
let F ′ ∈ Z2[x, z] be a monic polynomial such that F ′(x, 1) ≡ f (mod 2). Then by [BG13,
discussion after Proposition 8.7], the orbits of G(Z2) with invariant polynomial F
′(x, 1) are
in bijection with a subset of (R×F ′/R
×2
F ′ )N≡1. Thus, the number of such orbits is bounded
above by #(R×F ′/R
×2
F ′ )N≡1, which is equal to 2
2n by [BG13, discussion after Proposition 8.7].
The size of the stabilizer of any such orbit is at least #R×F ′[2]N≡1 = 1, so we find that
(42)
∑
T∈G(Zp)\Σf
1
#Stab(T )
≤ #(R
×
F ′/R
×2
F ′ )N≡1
#R×F ′[2]N≡1
=
22n
1
= 22n.
Combining (37) and (42) yields that
(43) Vol(Σf ) ≤ |J |2 · Vol(G(Z2)) ·
∫
f ′≡f (mod 2)
22ndr = |J |2 · Vol(G(Z2)) · 1
22n+1
· 22n
Let Σf ⊂ V (Z/2Z) be the set of operators T with invariant polynomial equal to f . Then
the mod-2 reduction map Σf ! Σf is surjective, so we have on the other hand that
(44) Vol(Σf ) =
#Σf
2dimV
=
#Σf
22n2+3n+1
.
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We now have the following lemma, which computes a lower bound on #Σf :
Lemma 24. We have that #Σf = #G(Z/2Z).
Proof of Lemma 24. For the purpose of this lemma, we need only assume that f is sepa-
rable over Z/2Z, as opposed to irreducible. Let Φ: Σf ! (Z/2Z)
2 ⊗Z/2Z Sym2(Z/2Z)2n+1
be the (evidently injective) map that sends T to the pair of matrices (A0,−A0T ). Then
the stabilizer of an operator T ∈ Σf under the action of G(Z/2Z) is equal to the stabilizer
of the pair of matrices Φ(T ) under the action of SL2n+1(Z/2Z). By [Bha13, Theorem 7],
the action of SL2n+1(Z/2Z) on pairs of matrices (A,B) ∈ (Z/2Z)2 ⊗Z/2Z Sym2(Z/2Z)2n+1
having a given separable invariant polynomial is simply transitive. In particular, the sta-
bilizer of any element is trivial, so Φ(Σf ) is the union of finitely many G(Z/2Z)-orbits,
each of which has size #G(Z/2Z). Let T ∈ Σf , let O(Φ(T )) denote the G(Z/2Z)-orbit
of Φ(T ), and let g1, . . . , gℓ be a list of coset representatives of SL2n+1(Z/2Z)/G(Z/2Z).
Then the SL2n+1(Z/2Z)-orbit of Φ(T ), which is given by
⋃ℓ
i=1 gi · O(Φ(T )), must contain
Φ(Σf). Moreover, (gi · O(Φ(T ))) ∩ Φ(Σf ) 6= ∅ if and only if gi ∈ G(Z/2Z). It follows that
O(Φ(T )) = Φ(Σf), so #Σf = #Φ(Σf ) = #O(Φ(T )) = #G(Z/2Z), as desired. 
It follows from combining (43), (44), and Lemma 24 that
(45) |J |−12 ≤ 22n · Vol(G(Z2)) ·
22n
2+n
#G(Z/2Z)
The value of #G(Z/2Z) is given in [Cho15, Equation preceding Theorem 6.2] to be
#G(Z/2Z) = 2n
2 ·
n∏
i=1
(22i − 1),
so it follows that
(46)
22n
2+n
#G(Z/2Z)
=
n∏
i=1
(1− 2−2i)−1 <
∞∏
i=2
(1− i−2)−1 = 2.
Applying the identity
(47) |J | ·
∏
prime p
|J |p = 1
to (41), (45), and (46) completes the proof of Lemma 22. 
5.2. Sieving to Orbits Arising From Solutions Everywhere Locally. Let F sep2n+1(f0)
be the subset consisting of all members F ∈ F2n+1(f0) that are separable modulo at least
one prime p ∈ U(f0). Let δ be the upper density of members of F sep2n+1(f0), enumerated by
height, such that SF (Z) 6= ∅. Notice that we can bound δ as follows:
(48) δ ≤ lim
X!∞
#{G(Q)-classes of good G(Z)-orbits having height < X}
#{F ∈ F sep2n+1(f0) : H(F ) < X}
,
where we say that (the G(Z)-orbit of) an element T ∈ V (Z) is good if it is irreducible, if
ch(T ) is the monicized form of an element of F sep2n+1(f0), if the sign sequence associated to the
G(R)-orbit of T is one of the 2m + 1 sequences identified in § 4.3 as arising from solutions
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(where 2m+ 1 is the number of real roots of ch(T )), and if T ∈ Pp for every prime p. The
denominator of the right-hand side of (48) is given by
(49) #{F ∈ F sep2n+1(f0) : H(F ) < X} = (1− µf0) · f−2n
2−n
0 ·X
n+1
2n + o(X
n+1
2n ).
We now bound the numerator of the right-hand side of (48). To do this, we need a version
of Theorem 21 that allows us to count elements satisfying certain infinite sets of congruence
conditions. The following adaptation of [BG13, Theorem 10.12] gives a weighted count of
the integral orbits of bounded height satisfying any finite set of congruence conditions:
Theorem 25. Let p1, . . . , pℓ be distinct prime numbers. For j = 1, . . . , ℓ, let φj : V (Z)! R
be a G(Z)-invariant function such that φj(x) depends only on the congruence class of x
modulo p
ej
j for some ej ≥ 0, and let φ˜j : V (Zpj )! R denote the obvious continuous extension
of φ. Let Nφ(V (Z)
m,τ ;X) denote the number of G(Z)-orbits of irreducible elements T ∈ S
satisfying H(T ) < X, where each orbit G(Z) · T is counted with weight φ(T ) :=∏ℓj=1 φj(T ).
Then we have that
Nφ(V (Z)
(m,τ);X) = N(V (Z)(m,τ);X) ·
ℓ∏
j=1
∫
T∈V (Zpj )
φ˜j(T )dT + o(X
n+1
2n ),
where the implied constant in the error term depends only on the functions φj.
Proof. As with Theorem 21, the proof carries over from that of [BG13, Theorem 10.12] with
minimal modifications. 
The next theorem extends Theorem 25 to obtain an upper bound on the count of integral
orbits of bounded height satisfying certain infinite sets of congruence conditions:
Theorem 26. Let φ : V (Z)! [0, 1] ⊂ R be a function such that for all primes p, there exist
functions φp : V (Zp)! [0, 1] satisfying the following conditions:
• For all T ∈ V (Z), the product ∏
prime p φp(T ) converges to φ(T ); and
• For each prime p, the function φp is locally constant outside a closed set Sp ⊂ V (Zp)
of measure 0.
Then with notation as in Theorem 25, we have that
Nφ(V (Z)
(m,τ);X) ≤ N(V (Z)(m,τ);X) ·
∏
prime p
∫
T∈V (Zp)
φp(T )dT + o(X
n+1
2n ).
Proof. The proof is identical to the first half of the proof of [BS15, Theorem 2.21], the idea
being that Theorem 25 can be applied with more and more congruence conditions while
keeping the error term small enough. Note that in [BS15, Theorem 2.21], the function φ is
assumed to be acceptable, meaning that φp(T ) = 1 for every sufficiently large prime p given
any fixed T ∈ V (Z). However, this assumption is only needed to obtain a lower bound on
Nφ(V (Z)
(m,τ);X), and the upper bound in Theorem 26 does not rely on this assumption. 
To apply Theorem 26 to bound the numerator of (48), we need to choose the weight
function φ. We want to count the G(Z)-orbit of each T ∈ V (Z) with a weight of 1/n(T ),
where n(T ) denotes the number of G(Z)-orbits in the G(Q)-orbit of T . We claim that it
actually suffices to count the G(Z)-orbit of each T ∈ V (Z) with a weight of 1/m(T ), where
m(T ) :=
∑
T ′∈O(T )
#StabQ(T
′)
#StabZ(T ′)
=
∑
T ′∈O(T )
#StabQ(T )
#StabZ(T ′)
,
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where O(T ) denotes a set of orbit representatives for the action of G(Z) on the G(Q)-class
of T in V (Z), and where StabQ(T
′) and StabZ(T
′) respectively denote the stabilizers of T ′ in
G(Q) and G(Z). The claim holds because [BG13, Proposition 10.8] can be readily adapted
to show that all but o(X
n+1
2n ) of irreducible G(Z)-orbits with height less than X have trivial
stabilizer in both G(Z) and G(Q), which is negligible compared to (49).
The reason why it is more effective to use the weight function m(T ) instead of the function
n(T ) is thatm(T ) can be expressed as a product over primes p of local weightsmp(T ). Indeed,
as stated in [BG13, (11.3)], we have that
(50) m(T ) =
∏
prime p
mp(T ), where mp(T ) :=
∑
T ′∈Op(T )
#StabQp(T )
#StabZp(T
′)
,
where Op(T ) denotes a set of orbit representatives for the action of G(Zp) on the G(Qp)-class
of T in V (Zp), and where StabQp(T
′) and StabZp(T
′) respectively denote the stabilizers of
T ′ in G(Qp) and G(Zp).
For each prime p 6∈ U(f0), let ψp : V (Zp) ! {0, 1} ⊂ R be the indicator function of
elements T ∈ Pp such that ch(T ) has nonzero discriminant. Let S be the finite set given by
S =
f = (fp)p∈U(f0) ∈ ∏
p∈U(f0)
(F2n+1(f0)/p) : ∃p such that fp is separable
 ,
where F2n+1(f0)/p denotes the set of binary forms in (Z/pZ)[x, z] of degree 2n+1 with leading
coefficient f0. For each prime p ∈ U(f0) and class f ∈ S, let ψp,f : V (Zp) ! {0, 1} ⊂ R be
the indicator function of elements T ∈ Pp such that ch(T ) has nonzero discriminant and
is the monicized form of a binary form F ∈ Zp[x, z] with leading coefficient f0 such that
F ≡ fp (mod p). Then upon taking φp = ψp/mp for each prime p 6∈ U(f0) and φp = ψp,f/mp
for each prime p ∈ U(f0) and summing over f ∈ S, Theorem 26 tells us that the numerator
of (48) is bounded above by
n∑
m=0
2m+1∑
τ=1
N(V (Z)m,τ ;X)·(51) ∑
f∈S
∏
p∈U(f0)
∫
T∈V (Zp)
ψp,f(T )
mp(T )
dT
 · ∏
prime p 6∈U(f0)
∫
T∈V (Zp)
ψp(T )
mp(T )
dT + o(X
n+1
2n ).
In the following proposition, we give a formula for the integrals over V (Zp) in (51):
Proposition 27. Let p be a prime and let ψ be a continuous G(Qp)-invariant function on
V (Zp) such that every element T ∈ V (Zp) in the support of ψ has nonzero discriminant.∫
T∈V (Zp)
ψ(T )
mp(T )
dT =
|J |p · Vol(G(Zp)) ·
∫
(c1,...,c2n+1)∈Z
2n+1
p
∑
T∈G(Qp)\V (Zp)
ch(T )=x2n+1+c1x2n+···+c2n+1
ψ(T )
#StabQp(T )
dc1 · · · dc2n+1,
where J ∈ Q is the same constant that appears in Theorem 21.
Proof. The proof is identical to that of [BG13, Corollary 11.3]. 
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Recall from § 4.4 that for odd primes p ∤ f0, we obtained the upper bound (24) on the
p-adic density of Pp in V (Zp) by working over Z/pZ. To be able to use the bound (24), we
simply eliminate mp(T ) (which is always greater than or equal to 1) from the denominator
of the integral over V (Zp) for each odd prime p ∤ f0. Then for such primes we have
(52)∫
T∈V (Zp)
ψp(T )
mp(T )
dT ≤
∫
T∈V (Zp)
ψp(T )dT ≤ min
{
1,
2n+1∑
m=1
p+ 1
2m−1
·Vol(G(Zp)) · #Ip(m)
p2n+1
}
If 2 = p ∤ f0, then we can use (36) to similarly deduce that
(53)
∫
T∈V (Z2)
ψ2(T )
m2(T )
dT ≤
2n+1∑
m=1
12
22n+m−1
· 2 · #I8(m)
82n+1
.
For the primes p | f0, recall from § 4.5 that it was more effective to work over Qp. Using
Lemma 20 and Lemma 22 together with Proposition 27 and the fact that #StabQp(T ) = 2
m−1
when ch(T ) is separable and hasm irreducible factors, we find that for odd primes p ∈ U(f0),∫
T∈V (Zp)
ψp,f(T )
mp(T )
dT ≤ |J |p · Vol(G(Zp)) ·
∫
~c=(c1,...,c2n+1)∈Z
2n+1
p
pi−1|ci for every i
f~c(x)≡fp(x,1) (mod p)
2m(~c)+1
2m(~c)−1
dc1 · · · dc2n+1,
= 4 · Vol(G(Zp)) · 1
p2n2+n
· 1
p2n+1
,(54)
where m(~c) is the number of irreducible factors of
f~c(x) =
1
p2n
·
(
(p · x)2n+1 +
2n+1∑
i=1
ci · (p · x)2n+1−i
)
∈ Zp[x].
When p = 2 ∈ U(f0), Lemma 20 and Proposition 27 tell us that
(55)
∫
T∈V (Z2)
ψ2,f(T )
m2(T )
dT ≤ 8 · 2n · |J |2 · Vol(G(Z2)) · 1
22n2+n
· 1
22n+1
.
Combining (54) and (55) with the fact that #S = (1−µf0) ·
∏
p∈U(f0)
p2n+1, we deduce that
∑
f∈S
∏
p∈U(f0)
∫
T∈V (Zp)
ψp,f(T )
mp(T )
dT ≤ (1− µf0) ·
(
8 · 2n · |J |2 · Vol(G(Z2)) · 1
22n2+n
)†
·(56)
∏
p∈U(f0)
p>2
4 · Vol(G(Zp)) · 1
p2n2+n
,
where the † indicates that factor for p = 2 on the right-hand side of (56) should be omitted
if 2 6∈ U(f0). When p | f0 but p 6∈ U(f0), we deduce in a similar way that∫
T∈V (Zp)
ψp(T )
mp(T )
dT ≤ 4 · Vol(G(Zp)) · 1
p2n2+n
, and(57) ∫
T∈V (Z2)
ψ2(T )
m2(T )
dT ≤ 8 · 2n · |J |2 · Vol(G(Z2)) · 1
22n2+n
.(58)
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5.3. The Final Step. By [Lan66], the Tamagawa number of G is equal to 2, so we have
(59) Vol(G(Z)\G(R)) ·
∏
prime p
Vol(G(Zp)) = 2.
Combining Theorem 21, Lemma 22, (47), (48), (49), (51), (52), (53), (56), (57), (58), and (59),
we draw the following conclusions:
Case 1: 2 ∤ f0. When 2 ∤ f0, we have that
δ ≤ 2 ·
(
n∑
m=0
22n+1 · 2m+ 1
2n+m
· µ(I(m))
)
·
 ∏
prime p|f0
4
 ·
(60)
(
2n+1∑
m=1
12
22n+m
· 2 · #I8(m)
82n+1
)
·
 ∏
prime p∤f0
p>2
min
{
Vol(G(Zp))
−1,
2n+1∑
m=1
p+ 1
2m−1
· #Ip(m)
p2n+1
}
where µ(I(m)) := (22n+1 ·X n+12n )−1 ·∫(c1,...,c2n+1)∈I(m)
H(c1,...,c2n+1)<X
dc1 · · ·dc2n+1 denotes the probability that
a monic degree-(2n+ 1) polynomial over R has 2m+ 1 real roots. In (60), the archimedean
factor is O(2n), the factor at primes dividing f0 is O(1), and the factor at 2 is O(2
−2n).
We now bound the factor at odd primes not dividing f0. The following lemma allows us
to bound the factors at primes less than a small power of the degree 2n+ 1:
Lemma 28. We have for each fixed A ∈ (0, 1/3) ⊂ R that
∏
prime p
3≤p≤(2n+1)A
2n+1∑
m=1
p+ 1
2m−1
· #Ip(m)
p2n+1
≪ 2−ε1nε2 ,
where ε1, ε2 > 0 are real numbers that may depend on A.
Proof. We first estimate each factor in the product over primes. We split the sum at the
prime p into two ranges, one for m ≤ 1
2
log(2n+1) and one for m > 1
2
log(2n+1). We bound
the sum over m > 1
2
log(2n + 1) as follows:∑
1
2
log(2n+1)<m≤2n+1
p+ 1
2m−1
· #Ip(m)
p2n+1
≤
∑
1
2
log(2n+1)<m≤2n+1
p + 1
2m−1
(61)
≤ 2√
2n+ 1
− 1
22n+2
≤ 2√
2n+ 1
.
For the sum over m < 1
2
log(2n+ 1), we rely on the following result of Afshar and Porritt:6
6Note that a result of this type was first proven by Car in [Car82], although the dependence of the error
term on the prime p was only made explicit in [AP19].
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Theorem 29 ([AP19, Remark 2.11]). Let p be a prime, and let 1 ≤ m ≤ log(2n+1). Then
we have the following uniform estimate:
#Ip(m)
p2n+1
=
1
(2n+ 1)
· (log(2n+ 1))
m−1
(m− 1)! ·
(
Dp
(
m− 1
log(2n+ 1)
)
+O
(
m
(log(2n+ 1))2
))
where the implied constant in the big-O is absolute (i.e., does not depend on p), and where
the function Dp is defined as follows. Letting I ⊂ (Z/pZ)[x] denote the set of all monic
irreducible polynomials, we have that
Dp(z) =
E(1/p, z)
Γ(1 + z)
, where E(x, z) =
∏
f∈I
(
1 +
zxdeg f
1− xdeg f
)
· (1− xdeg f )z.
We now turn the very careful estimate in Theorem 29 into a more easily usable form.
First, notice that for any x ∈ (0, 1/2) ⊂ R and z ∈ (0, 1) we have
(62)
(
1 +
zx
1− x
)
· (1− x)z ≤
(
1 +
zx
1− x
)
· (1− zx) = 1 + (z − z
2)x2
1− x ≤ 1 + x
2.
By Carlitz’s Theorem (see [Car32]), there are exactly pd−1 monic separable polynomials of
degree d over Z/pZ, and hence at most pd−1 monic irreducible polynomials of degree d over
Z/pZ. Using this together with (62), we deduce that
(63) E(1/p, z) ≤
∏
f∈I
(1 + p−2 deg f) ≤
∞∏
d=1
(1 + p−2d)p
d−1
.
To estimate the right-hand side of (63), we take its logarithm and apply the obvious bound
log(1 + x) ≤ x (which holds for x > −1):
(64) log
(
∞∏
d=1
(1 + p−2d)p
d−1
)
=
∞∑
d=1
pd−1 · log(1 + p−2d) ≤
∞∑
d=1
pd−1 · p−2d = 1
p(p− 1) .
Taking p = 2 in (64) and using the fact that Γ(1 + z) > 1/2, we have for any prime p, any
1 ≤ m ≤ log(2n+ 1), and all sufficiently large n that
(65) Dp
(
m− 1
log(2n + 1)
)
+O
(
m
(log(2n+ 1))2
)
≤ 2√e+O
(
m
(log(2n+ 1))2
)
≤ 4,
where e denotes the usual base of the natural logarithm. Upon combining (61), (65), and
Theorem 29, we find for all sufficiently large n that
2n+1∑
m=1
p+ 1
2m−1
· #Ip(m)
p2n+1
≤ 2√
2n+ 1
+
∑
1≤m≤ 1
2
log(2n+1)
4(p+ 1)
(2n+ 1)
· (
1
2
log(2n + 1))m−1
(m− 1)!(66)
≤ 2√
2n+ 1
+
4(p+ 1)
2n+ 1
· e 12 log(2n+1) = 4p+ 6√
2n+ 1
≤ 6p√
2n+ 1
,
where we have used the fact that
∑N
i=0
xi
i!
≤ ex for any x > 0 and integer N ≥ 0. By
Erdo˝s’ proof of Bertrand’s Postulate, we have that
∏
prime p<N < 4
N for any N ≥ 3. By
the Prime Number Theorem, for any ε > 0, there exists an integer N > 0 such that for all
N ′ > N , the number of primes less than or equal to N ′ is at least (1 − ε) · N ′
logN ′
and is at
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most (1 + ε) · N ′
logN ′
. Combining this fact with (66), we find for any fixed A < 1/3 and all
sufficiently large n (where “large” depends on A and ε) that
∏
prime p
3≤p≤(2n+1)A
2n+1∑
m=1
p+ 1
2m−1
· #Ip(m)
p2n+1
≤ 6
(1+ε)·
(2n+1)A
A log(2n+1) · 4(2n+1)A
(
√
2n+ 1)(1−ε)·
(2n+1)A
A log(2n+1)
≪ 2−ε1nε2 ,
for some real numbers ε2, ε2 > 0. 
The following lemma allows us to bound the factors at the remaining primes:
Lemma 30. We have that ∏
prime p>2
Vol(G(Zp))
−1 ≪ 1,
where the implied constant does not depend on n.
Proof. From (23), it follows that
(67) log Vol(G(Zp))
−1 =
n∑
i=1
− log(1− p−2i) ≤ 2 ·
n∑
i=1
p−2i ≤ 2
p2 − 1 ,
where we have applied the bound − log(1− x) ≤ 2x, which holds for x ∈ (0, 1/2) ⊂ R. It is
not hard to check (by comparing derivatives) that 2
p2−1
≤ log(1+ p− 32 ) for each p ≥ 5. Thus,∏
prime p>2
Vol(G(Zp))
−1 ≤ e
1
4
(1 + 2−
3
2 )(1 + 3−
3
2 )
·
∏
prime p
(1 + p−
3
2 )
=
e
1
4
(1 + 2−
3
2 )(1 + 3−
3
2 )
· ζ(3/2)
ζ(3)
≪ 1. 
It follows from Lemmas 28 and 30 that the factor at the odd primes not dividing f0 is
O(2−ε1n
ε2 ) for some real numbers ε1, ε2 > 0, so δ = o(2
−n) in this case. Thus, the upper
density of superelliptic equations y2 = F (x, z), as F runs through F sep2n+1(f0) where 2 ∤ f0,
that have primitive integer solutions is o(2−n). Part (a) of Theorem 1 then follows from (16).
The bound in (60) is explicit, so it can in theory be computed for any given values of f0
and n. The following coarser bound on δ is easier to estimate in closed-form:
δ ≤ 2 ·
(
n∑
m=0
22n+1 · 2m+ 1
2n+m
)
·
 ∏
prime p|f0
4
 ·(2n+1∑
m=1
12
22n+m
· 2
)
·
( ∏
prime p>2
Vol(G(Zp))
−1
)
≤ 997 · 22·νf0−n.
Thus, δ < 1 as long as n > 10 + 2 · νf0 .
Case 2: 2 | f0. When 2 | f0, we have that
δ ≤ 2 ·
(
n∑
m=0
2m+ 1
2n+m
· µ(I(m))
)
· (8 · 2n) ·
 ∏
prime p|f0
p>2
4
 ·(68)
 ∏
prime p∤f0
min
{
Vol(G(Zp))
−1,
2n+1∑
m=1
p+ 1
2m−1
· #Ip(m)
p2n+1
}
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In (68), the archimedean factor is O(2−n), the factor at 2 is O(2n), and the factor at primes
dividing f0 is O(1). It follows from Lemmas 28 and 30 that the factor at the primes not
dividing f0 is O(2
−ε1nε2 ) for some real numbers ε1, ε2 > 0, so δ = O(2
−ε1nε2 ) in this case.
Thus, the upper density of superelliptic equations y2 = F (x, z), as F runs through F sep2n+1(f0)
where 2 | f0, that have primitive integer solutions is O(2−ε1nε2 ). Part (b) of Theorem 1 then
follows from (16).
Remark. In [DPSZ02], it is shown that the density of real degree-N polynomials (not neces-
sarily monic) having fewer than log(N +1)/ log log(N +1) real zeros is O((N +1)−b+o(1)) for
some absolute constant b > 0. As suggested to us by two of the authors of [DPSZ02], there
may be a way to imitate the proof of this density result to obtain a similar result for monic
polynomials. If such an analogue is proven, it may be possible to improve (albeit modestly)
the bounds on δ that we obtained above by bounding the probability µ(I(m)).
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