ABSTRACT It is desirable for alarm packets to be forwarded to the sink as quickly as possible in wireless sensor networks. In this paper, we initially analyze the theory of the relationships between network configurations and network lifetime as well as transmission delay. Then, we propose an approximate optimization approach to minimize the end-to-end delay with a reduced complexity of configuration under the condition that the network lifetime remains greater than the specified target value. A local forwarding approach named Fast data collection for nodes Far away from the sink and slow data collection for nodes Close to the Sink (FFSC) is proposed. This approach is energy efficient. Moreover, it can further reduce the end-to-end delay. Both the comprehensive theoretical analysis and the experimental results indicate that the performance of FFSC is better than the methods proposed by previous studies. Relative to the direct forwarding strategy, the FFSC approach can reduce the delay by 7.56%-23.16% and increase the lifetime by more than 25%. It can also increase the energy efficiency as much as 18.99%. Relative to the single fixed threshold strategy, the FFSC approach can reduce the delay by 4.16%-9.79% and increase the energy efficiency by 19.28% while still guaranteeing the same lifetime as those previous methods.
I. INTRODUCTION
Wireless Sensor Networks (WSNs), as key components of the Internet of Things [1] - [4] , are emerging as promising platforms that enable a wide range of applications in both military and civilian domains [5] - [8] . The specific incidents sensed by sensor nodes may trigger ''alarm'' packets, which should be routed to the sink for appropriate action [9] . For example, human intrusion detection or fire detection at a large scale in WSNs might trigger such an alarm packet [9] . In these situations, it is crucial to rapidly transfer the alarm message to the sink so that corresponding measures can be taken to respond to the emergencies; tardy information can result in severe consequences such as casualties or property losses [8] - [10] . Because replacing or recharging the batteries of sensor nodes is extremely difficult, sensor nodes are inherently resource-constrained. Energy efficiency is another vital issue in data collection [11] - [14] . To save energy when few events are occurring, it would be better if the nodes were assigned a sleep-wake cycle so they could execute their tasks periodically [9] , [15] . Asynchronous sleep-wake cycling appears to be a good method [14] - [18] , in which the sleeping or awake state of each node is time-random and independent [17] - [20] .
Numerous studies have shown that event report delays and energy efficiency have a trade-off [21] . When a node i needs to forward packets, all the nodes in its transmission range closer to the sink than itself are in the candidate forwarding set denoted as f i . In asynchronous sleep-wake cycling networks, nodes are randomly asleep or awake; therefore, the f i nodes are able to relay packets only when they are in the active state.
We denote the available set of nodes in f i that are active in time slot k as A k i (A k i ⊆ f i ). It can clearly be observed that the nodes in the available set A k i vary at different times. When a node must forward data and an available node is the closest to the sink, the one-hop transmission distance is the longest, but the information can be sent to the sink with fewer hops. In that case, the energy efficiency is optimal [9] , [19] , [20] . However, in most cases, the first available node is not the closest to the sink when the node needs to forward data. In this situation, the node transmits immediately as soon as any nodes are available. Although transmission delay is reduced using this scheme, it is difficult to guarantee that each hop will progress quickly toward the sink. Consequently, many more hops may be required to transfer the data to the sink. Moreover, the total delay is not always reduced, and the energy efficiency is not necessarily high. In contrast, when a node decides to wait for the optimal node to be active, which may make it to ensure greater forward progress and improve the energy efficiency. However, the per-hop delay is increased because of the extra waiting time; thus, the total delay can also be longer.
Most earlier routing policies adopted a no-wait forwarding routing policy [8] ; that is, forwarding occurs immediately as long as there is one active node nearer to the sink than the sending node. However, this policy does not fully consider the problems of optimizing energy efficiency and delay. Some studies [9] have stipulated that when a node has a transmission range r, next-hop nodes could be selected when they can progress at least r 0 toward the sink. This sort of approach takes energy efficiency and delay into account with the goal of achieving an optimization between the energy efficiency and the network delay of the system using a selective r 0 [9] . However, the trade-off between energy efficiency and transmission delay is, in fact, far from ideal in the above research.
(1) Firstly, the energy efficiency and delay optimization of previous studies is often achieved for single nodes, but not achieved at the system level; therefore, optimizations achieved at the single-node level are not always realized system-wide. For example, the optimization strategy of achieving the minimum delay for a single node does not necessarily obtain the minimum system delay because the strategy may result in hop count increases from the original node to the sink, resulting in end-to-end delay increases instead. Thus a careful optimization of network configuration is needed to achieve a good result at the system level. This type of system-level optimization has not yet appeared in current research. (2) Secondly, the existing studies are not comprehensive enough. Optimizing network latency and energy efficiency not only involves optimizing the minimum per-hop forwarding distance r 0 but also involves optimizing the transmission range r and the node density ρ as well as the duty cycle. Clearly, an approach that considers only the r 0 of nodes is a simplification of the problem and does not necessarily acquire an optimal system performance. At the system level, the overall energy efficiency is reflected in an important indicator-network lifetime. Due to the ''many-toone'' data collection characteristic of WSNs, hotspot areas exist in the region near the sink that affect network lifetime. Consequently, to maximize the network lifetime, a more important issue involves reducing and optimizing energy consumption in the hotspot region. The approaches in the current research do not fully reflect this point. (3) Finally, determining how to achieve further network delay reductions while extending network lifetime is another important challenge.
In this paper, we theoretically analyze a comprehensive optimization of network lifetime and transmission delay. As a result, we obtain the tradeoff relationship between network configuration, lifetime and delay and propose a configuration method for optimizing network lifetime and minimizing delay. Then, we put forward an approach called Fast data collection for the node Farthest away from the sink and Slow data collection for the node Closest to the Sink (FFSC) that can reduce network delay and improve energy efficiency while extending the network lifetime. Significantly, the FFSC approach achieves better results for both energy efficiency and network delay than previous methods. In summary, the main contributions of this study are as follows:
(1) We work on optimizing network lifetime and transmission delay from a theoretical point of view and obtain the relationships between the transmission range r, the minimum per-hop forwarding distance r 0 , the node density ρ and the duty cycle that impact the node load and network lifetime as well as the network delay. This analysis results in a tradeoff in network configuration between lifetime and delay. The network configuration method that maximizes lifetime and minimizes delay is given as well.
(2) A novel FFSC approach is proposed to improve energy efficiency and minimize the end-to-end delay. In earlier routing strategies, a large amount of surplus energy could not be used because of smaller node loads in regions that are far from the sink. In contrast, in the FFSC approach, we adopt a direct forwarding routing strategy for those nodes far away from the sink as soon as forwarding nodes are available. Although this strategy consumes more energy than previous strategies, it has no effect on the network lifetime because those areas typically have residual energy remaining. Instead, this strategy enhances the effective utilization rate of energy. In the region near the sink, in the FFSC approach, because this area has higher energy constraints, data should be forwarded only after selecting the optimal relay node to save energy and ensure a longer network lifetime. From an overall perspective, the FFSC approach results in an effectively improved energy utilization rate that also reduces network delay. Thus the situation in the original strategies, which optimized one performance while degrading another, has been improved.
(3) The optimization parameters are discussed and calculated in the FFSC approach from a theoretical viewpoint in this paper, which also includes selection of the duty cycle. The performance of FFSC is theoretically compared with previous methods as well. Then, through an extensive simulation study, we demonstrate that the FFSC approach proposed in this paper can enhance both event report delay and energy efficiency simultaneously. Compared with the existing relay selection approaches [9] , the event report delay can be reduced by as much as 10% to 23%. More importantly, the FFSC approach improves the performance measures described above without harming the network lifetime, which has been difficult to achieve in past studies.
The rest of this paper is organized as follows: Section 2 reviews related works. The system model is described in Section 3. In Section 4, a comprehensive analysis of energy and delay is presented for sleep-wake cycling WSNs. The novel FFSC approach as well as its performance analysis is provided in Section 5. Section 6 discusses the results of experiments and comparisons, and Section 7 concludes the paper.
II. RELATED WORK
WSNs are often deployed for use in battles, in fire-prone areas, for rare animal protection, emergency monitoring, and so on [22] , [23] . In such application scenarios, the sensed data are valid only for a limited time. Hence, information obtained by the sensor nodes must be delivered as quickly as possible; delays may result in significant damage or disasters [9] , [22] , [23] . Therefore, numerous studies have attempted to achieve satisfactory levels of data transmission delays while making a tradeoff between delay and other network performance measures (such as network lifetime and energy efficiency) [5] .
In WSNs, data are transmitted to the sink by a routing scheme. Most of the schemes to minimize delay are improvements on the original routing strategies. One natural method to reducing network delay is for each node to choose a next-hop node nearest to the sink when determining a relay node; thus, the hops required to reach the sink are minimized and network delay is reduced. Based on this idea, Naveen and Kumar [19] proposed a Tunable LocallyOptimal Geographical Forwarding policy (T-LOGF). The T-LOGF policy forwards data using a one-step-look-ahead rule. It always selects the next-hop node closest to the sink to transmit the data; therefore, the minimum number of hops as well as a favorable tradeoff between end-to-end packet delay and the number of hops in the forwarding path can be achieved. In fact, many existing routing algorithms have the purpose of minimizing network delay. The existing routing algorithms can be divided into distributed routing algorithms and centralized routing algorithms. In distributed routing algorithms, the relay node selection depends only on local information. In centralized routing algorithms, the nodes need global information to assist relay node selection. In both distributed algorithms and centralized algorithms, the network is usually abstracted as a graph G = (V , E), where V stands for the sensor node set and E is the communication link set of sensor nodes. Then, a corresponding target optimization function is used to transform the optimization objective into a target value. When the node is ready to transmit data, it selects a relay node from the calculated forwarding set according to the value of the optimal objective function. This optimization goal can be hop count, delay, energy consumption, reliability and so on. The optimized functions are calculated differently for different optimization goals. For example, in T-LOGF, the target function actually calculates the distance from the relay node to the sink to reduce the delay, while in a routing scheme whose main objective is to balance energy consumption, the objective function maximizes the residual energy of the forwarding set [8] .
These types of studies are all based on the prerequisite assumption that all nodes are working after deployment, allowing the use of a constant network topology graph to represent the network. But in practice, most sensor network nodes use a sleep-wake cycle approach to save energy. As a result, the network topology of the nodes does not necessarily remain the same at different times; it changes over time. The network topology at any given time is composed of all the nodes that are in the awake state at that moment. Such a situation leads to a larger delay when the node closest to sink as a relay node is in a sleep state.
Lai and Ravindran [24] consider the least-latency routing problem over duty-cycled wireless sensor networks [25] using the sleep-wake cycle scheme. In [24] , the link cost is defined as the delay between the times when data are dispatched, which is the earliest point at which a sender wakes up for data transmission, and the arrival time of that data at the receiver. This type of problem can be abstracted as a time-dependent shortest path problem (or TDSP) [26] , [27] in the field of time-dependent graphs [28] . Research has shown that the general TDSP problem is at least NP-hard. The distributed algorithm proposed in [24] constructs all-toone shortest paths with polynomial message and time complexity, while [24] mainly aims to build a path to the sink and rarely considers the energy consumption of the strategy (the network lifetime, etc.).
The studies above discuss routing based on graph theory. The complexity is higher for routing with minimum delay in a time-dependent network topology [28] . Naveen et al. solved the relay selection problem of delay minimization from another perspective [9] by abstracting the relay selection problem of the sleep-wake cycle in WSNs to an Asset Selling Problem (ASP) [29] . In an ASP, a Seller wishes to sell his asset with the highest prices. A Buyer, referred to as an offer, randomly arrives and negotiates with the seller. In this way, node i, which needs to send data, is analogous to the seller and its forwarding set resembles the offers, for the nodes in the forwarding set that are awake sequentially over discrete time slots. As a relay node awakes, node i must decide whether to send data to that relay node or wait for future available nodes. Node i has to pay a cost (in delay) to wait for the next offer. Moreover, previous offers cannot be recalled. Node i may wait for some delay period until the relay node closest to the sink awakes, but it is possible that subsequent offers (relay nodes) will be even further away from the sink than the current offer. In addition, [9] also fails to take the energy consumption into account.
The foregoing solutions involve competitive channels. Sahoo and Chilukuri [31] presented a contention-free TDMA-based integrated MAC and routing protocol named DGRAM. Huang et al. [32] proposed a centralized scheduling algorithm with a delay bound of 23 + R + 18 time slots, where R is the network radius and is the maximum node degree. Xu et al. [33] theoretically proved that the delay of the aggregated schedule generated by their algorithm is at most 16 + R − 14 time slots.
Energy efficiency is another crucial requirement for WSNs due to the energy constraints of sensors [34] . Achieving a good tradeoff between delay and energy efficiency is both a challenge and a critical issue. Li et al. proposed the First Forwarding Nodes (FFNs) and the Second Forwarding Nodes (SFNs) schemes to solve the problem of void paths and reduce the time overhead for processing isolated nodes, as well as prolong the network lifetime [35] .
Network lifetime is another important performance metric that needs to be considered in all studies of WSNs. There has been a great deal of research on this topic [7] , [8] , [34] . Although network lifetime is usually associated with energy savings, reducing the energy consumption does not necessarily increase the lifetime, which is defined as the time at which the first node dies. Only by reducing the energy consumption of nodes in the hotspot region can the network lifetime effectively be improved. There are also a number of studies on delay minimization; however, studies that combine minimum delay with maximum lifetime in sleep-wake cycle WSNs are still rare. Based on our in-depth research for WSNs, we first analyze a theoretical delay minimization problem. Then, we show that the FFSC approach, which can both reduce the delay and prolong the network lifetime, performs no lower than the existing research, which is of great significance.
III. THE SYSTEM MODEL AND PROBLEM STATEMENT A. THE SYSTEM MODEL
The network model is similar to the model in [9] . In this network, N sensors are deployed in a circular area with a radius of R to continuously detect events [9] such as fire surveillance, pollution detection and radiation monitoring. When such events are detected, the corresponding active nodes nearby will report data periodically to the sink node. Events are sparse in this type of network. The data sensed by sensor nodes will not cause congestion during the routing process, and the sensed data will not be lost due to large numbers of data packets loading the nodes. Absent an event, the nodes do not need to transmit data most of the time; consequently, they save energy by using the sleep-wake cycle approach. Events are randomly and uniformly distributed throughout the entire network. Therefore, the probabilities of an event being detected at any network location are equal. Likewise, the probabilities of generating data are also equal.
B. ENERGY CONSUMPTION MODEL AND RELATED DEFINITIONS
Sensor nodes adopt an asynchronous duty cycle mode, namely, the nodes are allowed to operate on separate sleep-wake cycles, waking up periodically to perform their tasks. The duty cycle of a sensor node is defined as its active/working period [31] , [32] . The duty cycle is denoted as ς in Eq. (1) below:
where t is the duty cycle time and t a is the duration when the node is active. A node can detect events and communicate with other nodes when it is in the active state. The symbol t off represents the sleep duration of a node. When a node enters the sleep state, it shuts down the communication unit and cannot either communicate or detect events. The power consumption notations mainly include: (1) the power that is used to send or receive a packet, denoted as ω T and ω R , respectively; (2) the power required to perform the Low-Power Listening (LPL) operations, denoted as ω LPL ; and (3) the power consumed in the sleep state, denoted as ω s . When data needs to be communicated, nodes in the active state handle the sending and receiving operations. When there is no data to transmit, the node will convert to LPL mode to save energy. Obviously, the time required for high energy consuming operations such as sending and receiving data is longer when the node loads a huge amount of data for forwarding. Because t a is fixed during each cycle, the corresponding LPL operation is short; therefore, the energy consumption of nodes that load larger amounts of data is relatively greater. The main parameters of the system model adopted in this paper are similar to those in [36] . The device-specific values are taken from the internal data-sheet of a prototype sensor node in [36] . The values of those parameters are listed in Table 1 .
C. PROBLEM STATEMENTS
When data are sensed, they are sent to the sink via multihop routing. The question addressed by this paper is as follows: How can each node select a relay node based on local independent information so that packets move through each hop in a manner that minimizes the delay, maximizes the network lifetime and is energy efficient? The event report routing of WSNs can be characterized by several performance indicators as explained below:
(1) The end to end delay for event report (denoted as D e2e ) refers to the time from the generation of the event report packet until its arrival at the sink. Let d i stand for the delay in the packets' arrival at the i th hop of multi hop routing to the sink. Then, the end-to-end delay minimization can be expressed as follows:
(2) The effective energy utilization (denoted as ζ e ) refers to the ratio of energy efficiently utilized and the total energy in the network, which can be expressed as the formula below, where e i stands for the energy consumption of node i, while E i is the initial energy of node i:
(3) The network lifetime (denoted as ) is defined (as in [5] , [7] , [8] , and [34] ) as the time at which the first node in the network dies. Here, e i is the energy consumption of node i. In this paper we guarantee that the network lifetime is larger than the minimum lifetime 0 required by the application; that is, we ensure that the maximum energy consumption is less than E 0 . Therefore, the constraints of the optimization goal are as shown below:
Obviously, then, the goal of the relay selection approach can be stated as follows:
IV. COMPREHENSIVE ANALYSIS FOR ENERGY AND DELAY TRADEOFF A. THE ANALYSIS OF EXPECTED DELAY
This section mainly analyzes the delay that occurs during the process of forwarding data. Both the factors that affect delays of data forwarded by nodes and the relationship between these factors and delay are explained. These will help us reduce the delay in the design of data forwarding by using the optimal parameters in our strategy. Definition 1 (Forwarding Set): For any node i, if its neighbor node is within communication range of a forwarding node and is nearer to the destination node than is node iitself, then such nodes belong to the forwarding set (FS). The nodes in FS are called the relay nodes of node i.
Theorem 1: Considering that the duty length is τ , the duty cycle of each node in the network is 1 τ . The number of FS nodes for a node is m. Data are forwarded immediately when any relay node is available; therefore, the expected delay of the node is:
Proof: First, the states of sleep and wake-up are random for a node, but the first state affects the latter-that is to say, once a node is awake, its delay is fixed and it no longer needs to wait during the same duty cycle. Therefore, the event of delay cannot be regarded as a binomial distribution. In fact, the delay varies from 0 to 1/τ −1. And the probability density function of the delay in each slot is
Moreover, in the τ -th time slice, the probability has changed because the relay node must be woken up at least once during a duty cycle. Here, the delay time is τ − 1. Thus, the expectation has been proved. According to Theorem 1, the relationship of node delay, duty length and number of FS nodes can be obtained in the direct forwarding strategy. As shown by Eq. (6), as the duty length τ increases, the expected node forwarding delay also increases (see Fig. 1 ). The result of our analysis is consistent with the actual situation, because the longer the duty length τ is, the longer the wait time for the node to become active and able to forward data will be. Thus the delay increases as the duty length τ increases. At the same time, the delay for data forwarding also changes due to the number of nodes in FS. Because each node has an independent sleep-wake cycle in asynchronous WSNs, the greater the number of FS nodes is, the shorter the waiting time will be for an awake forwarding node after it has data to transmit; consequently, the expected delay will be smaller as well (see Fig. 2 ; this can also be observed from Fig. 1) . 
Corollary 1:
If the node density is ρ, the transmission range is r, and the duty cycle is 1 τ , then, for the nodes at a distance of d to the sink using the direct forwarding strategy, the one-hop expected delay can be calculated as Eq. (7).
where
Proof: We can obtain the expected node delay by knowing the number of FS nodes m according to theorem 1. For nodes at a distance of d to the sink, the number of FS nodes m d = ρ * the area of the forwarding region. The area of forwarding region, S, is the fan-shaped OBAD area plus ABCD minus the area of the quadrilateral ABCD (see Fig. 3 ). It can be determined in Eq. (8) .
Therefore, m d = ρS r d is derived, which can be proved by substituting it into Eq. (6).
Corollary 2: Suppose that the node density is ρ, the transmission range is r, and the duty cycle is 1 τ . If a node conducts a forwarding operation only when the progress is greater than r 0 , then the one-hop expected delay for nodes at a distance of d to the sink is:
Proof: Nodes conduct forwarding only when the progress is greater than r 0 . Here, the number of FS nodes is the number of nodes within the hatched section in Fig. 4 Fig. 4 , which can be calculated as follows: d is also derived, which can be proved by substituting it into Eq. (6).
Corollary 2 is the method for computing the delay in data forwarding where the qualified FS includes only nodes closer to the sink r 0 (r 0 ≤ r) than node i. It is clear that, when r 0 = 0, the number of FS nodes is the highest; therefore, the delay is the smallest. On the other hand, the delay becomes larger as r 0 increases (see Fig. 5 ). Moreover, given the same r 0 , the number of FS nodes that are closer to the sink is also smaller; consequently the delay becomes larger as the contrast becomes smaller (see Fig. 5 ). In contrast, the size of the FS area is determined by the geometric cross-sections of nodes at different distances away from the sink (see Fig. 4 ). 
Definition 2 (Reward ξ ):
The vertical distance that a relay node can offer from the source node to destination node.
Here, ξ represents the distance from the selected relay node to the sink when node i forwards data (see Fig. 6 ). Because the transmission range is r, 0 < ξ ≤ r, The obvious choice is the relay node that can maximize ξ . However, the relay node with the maximum ξ is not always awake when a node has data to transmit, but there may be some relay nodes awake that have a smaller ξ . Then, the delay accruing to a node will be smaller even without a maximum ξ when choosing the direct forwarding strategy, while the delay will be larger if it waits until the node with the maximum ξ wakes up. Therefore, there is a tradeoff relationship between choosing a suitable relay node to minimize the delay and maximize the forwarding distance ξ . This section first analyzes the value of ξ using different forwarding strategies, laying the foundation for later optimization.
Theorem 2: Considering that the distance from the source node to the sink is d and the communication range is r, the expected reward of one-hop ξ r d under the direct forwarding strategy is Proof: As shown in Fig. 7 , the distance from the source to the sink is d. According to [4] , the probability density function (PDF) of the reward at a distance of d from node to the sink is
.
The expected ξ r d can be obtained after an integration, i.e.,
Thus, it has been proved. Theorem 3: If forwarding is allowed when the advancing distance (reward) of nodes is greater than r 0 , then the single hop expected reward is as shown in the following equation:
Proof: If forwarding is allowed when the reward of nodes is greater than r 0 , then the area of FS is the area VOLUME 4, 2016 of A r 0 d in Corollary 2, the PDF of the reward at a distance of d from node to the sink is
The expected reward, ξ
FIGURE 8. The expected reward, ξ , increases as r grows. According to Theorem 2, the reward ξ under different r values using the direct forwarding strategy is given in Fig. 8 . The reward ξ increases with the growth of r. When specifying that the forwarding distance is greater than r 0 , the single hop expected reward is shown in Fig. 9 . As can be observed, the node whose reward is greater than r 0 is stored and waited on until it wakes. Therefore, in the strategy where the required reward ξ is greater than r 0 , the reward (when r = 80) is greater than that of the direct forwarding strategy.
Theorem 4: Here, we consider networks with a sparse event incidence and overlook possible communication conflicts.
The total delay on the way to the sink can be considered as the sum of one-hop delays. Therefore, if the required reward ξ for forwarding is greater than r 0 (r 0 = 0 is the direct forwarding strategy), the total delay attributable to a node at a distance of X to the sink will be . 10 provides the delays of nodes at different distances from the sink when using the forwarding strategy whose available reward is greater than r 0 , according to Theorem 4. As Fig. 10 shows, the further the distance is, the longer the one-hop delay will be. The delay increases as r 0 .increases. When the forwarding distance is specified as greater than r 0 , the end-to-end delay values for networks with different radii are shown in Fig. 11 . It can be observed that the required number of hops is reduced when the advance distance is greater than r 0 ; consequently, a larger r 0 causes less total delay in this strategy.
Theorem 5: If we require the entire network to use the same r 0 and forward data only when the reward is greater than r 0 , then the expected delay of the entire network can be calculated as follows:
Proof: According to Corollary 3, we can obtain the delay D r 0 X of a node at distance X from the sink. Taking any fanshaped area with an angle of d θ for analysis, the sector width, d X , is very small. Therefore, the area of this part can be calculated as same as a rectangle in differential calculus, whose length is its arc length (i.e., d θ X ) and whose width is d X , making the area of the fan-shaped region d θ Xd X . Because the sector is very small, the delay of all nodes within this region can be considered as D r 0 X . Then, the total delay can be obtained after an integration for the whole network:
B. ANALYSIS OF ENERGY CONSUMPTION
This section is mainly concerned with an analysis of energy consumption. The energy consumption of nodes at different distances from the sink can be calculated. In the following calculation, the transmission radius is replaced by the actual forwarding distance r X . The amount of data at nodes varies from area to area; hotspot nodes have to receive and forward more data packets. Suppose that the node at X m apart from sink has ϕ X T packets to be transmitted in a cycle t and ϕ X R packets to be received. E X TOT denotes the total power consumed by the operations of the nodes at X m away from the sink in a given cycle, t. According to the description of the X-MAC protocol in [16] , there are three possible states in the energy consumption E X TOT : (i) transmission, (ii) reception, and (iii) LPL.
Corollary 3: Assuming that the distance from node to sink is X , the data amount will be
where z is an integer such that X + zr X is less than R. Theorem 6: The total energy consumption, E X TOT , of the node at X m from the sink in the network can be calculated by
Proof: Here, X LPL is the required power of the LPL operations, X R is the power used to receive a packet, and X T is the power used for transmitting an alarm packet. The average power X T for transmitting an alert packet can be calculated as
The first term on the right side of the above equation, ε t S d , is the energy used to transmit a packet of data. To notify the receiving node of the packet's arrival, the second term corresponds to the energy consumption required for the periodic preamble transmission [36] .
The power used to receive a packet can be calculated as
where ε r S d is the energy spent for receiving a packet and ε r S p + ε t S al is the energy used for the reception of the preamble and the transmission of the Ack message [36] . According to [36] , the power associated with LPL operations can be calculated as follows
Subtracting φ X T and φ X R from X LPL is necessary because in the active state, part of the energy is used for data transmission and reception. This part of the energy is calculated in Eqs. (23) and (24) . Obviously, the nodes closer to the sink will load more data, meaning that the time they require to send and receive data is greater, and their LPL operation time is shorter. Therefore, X LPL will become smaller as φ X T and φ X R increase. According to [6] , φ X T can be calculated as follows:
and according to [25] , φ X R can be calculated as
Eq. (19) calculates the total energy consumption. Based on the above discussion, we can calculate the energy consumption of nodes at different distances X from the sink. Referring to the analysis above, the detailed proof of the following theorem is given below.
Theorem 7: In a network of radius R, if the node used for forwarding has a reward greater than r 0 , the energy consumption of nodes at the distance X to the sink are calculated as follows:
Proof: With a node density of ρ, a transmission range of r, and when requiring a reward greater than r 0 , the expected one-hop reward is r X (on the basis of Theorem 3 above). Therefore, it can be calculated that the node at a distance X from the sink loads an amount of data as follows:
2X .
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Then, E r 0 X can be proved based on the above analysis. Theorem 8: When requiring the entire network to use the same r 0 and forward data only when the reward is greater than r 0 , the total energy consumption of the entire network is
Proof: The energy consumption E r 0 X of a node at a distance of X from the sink can be obtained based on Theorem 7. Taking any fan-shaped area with an angle of d θ for analysis, the sector width, d X , is very small. Therefore, the area of this part can be calculated as same as a rectangle in differential calculus, whose length is its arc length (i.e., d θ X ) and whose width is d X . Therefore, the area of the fanshaped region is d θ Xd X . Because the sector is very small, the energy consumption of all the nodes within this region can be considered as E r 0 X , and, then, the total energy consumption can be obtained after performing an integration for the entire network:
Based on Theorem 7, Fig. 12 shows the energy consumption of nodes with different r values when using the forwarding strategy whose available reward is greater than r 0 . Because the nodes near the sink consume more energy, it can be observed from Fig. 12 that the energy consumption of nodes decreases as the distance from the sink increases. When specifying a forwarding node with a reward greater than r 0 , the energy consumption is as shown in Fig. 13 , which shows that the greater r 0 is, the smaller the hop count is; consequently, the energy consumption is reduced accordingly. At the same time, the energy consumption also decreases as the distance from the sink increases. 
C. ENERGY AND DELAY TRADEOFF OPTIMIZATION
From the above analysis, there exists a tradeoff between the lifetime and delay. In this section, an optimization algorithm is presented as follow to minimize the delay while keeping the lifetime greater than . As a result of the above analysis, we provide theoretical details on the various aspects of the performance in node relaying, which can provide theoretical guidance to related research and makes good sense. Our main analytical results are as follows: (1) (6) the analysis of the energy consumption of a node at different distances from the sink under distinct network parameters, as well as the energy consumption of the entire network (see Corollary 3 and Theorems 6, 7 and 8).
According to the above analysis, there is a complex relationship between the network's r, r 0 , duty cycle τ , one-hop delay and end-to-end delay. This complexity is reflected in the following aspects: (1) there are optimized tradeoffs in these multiple parameters rather than linear relationships. For example, the one-hop reward is greater when r 0 is larger; consequently, data from nodes far from the sink can reach the sink in fewer hops. But the one-hop delay may increase as r 0 increases; thus, a specific analysis is required to determine whether the total end-to-end delay is reduced or increased. The relationship between end-to-end delay and hop count is a ceiling, as shown in Eq. (15), rather than a pure linear variation. (2) Because the multiple parameters affect From Theorems 1-8 and Corollaries 1-3 it can be observed that complex interactions, influences, and integrals exist among these parameters, making it difficult to obtain the optimized analytic solution. Thus, we propose a heuristic optimization algorithm to optimize the network. The requirements for network optimization are as follows: for the network lifetime and radius r required by the application, provide the optimized duty cycle τ and the minimum reward r 0 for relay nodes that create the minimum delay while keeping the lifetime above . The algorithm is shown in Algorithm 1. It is able to reach an approximation of the optimal network parameters after completing the search. From Fig. 14 it can be observed that the delay is not monotonous even with the same duty cycle τ ; the optimal values may occur at a large scale. Consequently, the heuristic search algorithm used in this paper is a quick approximate optimal method to reach a solution.
V. DESIGNING THE FFSC APPROACH A. THE MOTIVATION FOR THE FFSC APPROACH
Based on the results of the previous in-depth theoretical analysis for node forwarding, a method called Fast data collection for nodes Far away from the sink and Slow data collection for nodes Close to the Sink (FFSC) is proposed to further improve the performance of the network. The motivation for this FFSC approach is based on the following observation. We can see from the energy consumption analysis in 4.3 that if we adopt the same measure for choosing relay nodes throughout the entire network, the so-called ''energy hole'' would appear, resulting in early death because the nodes near the sink load a larger amount of data, leading to a higher energy consumption in this region than in other regions. According to the relevant research, as much as 90% of the total network energy can remain unused when the network dies because of this ''energy hole''. The analysis results in Figs. 12 and 13 in Section 4.3 also indicate that energy consumption is very high in the region near the sink, while as the distance from the sink increases, node energy consumption decreases rapidly. Based on the above analysis, we propose the FFSC approach.
The core of the FFSC approach lies in 2 aspects: (1) the node non-hotspot regions-using those optimum parameters-can reduce the delay without taking energy consumption into account. There is no need to consider the energy consumption of these nodes when they have data to relay because there is surplus energy in the non-hotspot regions; therefore, the delay can be effectively minimized by using the optimal network parameters. (2) Optimal parameters that can reduce the energy consumption are used in the hotspot region for data relay. Because the energy consumption in the hotspot region determines the lifetime of the network, the lifetime can be increased by reducing the energy consumption and optimizing the network parameters in this region. Combining these 2 points, the FFSC approach is intended to reduce the delay while keeping the network lifetime the same as in the proposed optimal strategy. Figs. 15 and 16 show the experimental results of the effectiveness of our proposed approach. Fig. 15 shows the energy consumption using the FFSC approach. As shown, the energy consumption of the network remains unbalanced even adopting our approach, but the energy consumption of nodes in non-hotspot regions is higher. This indicates that although the new approach has increased the energy consumption in the non-hotspot regions, it is still not enough to balance the whole network energy consumption. The energy consumption increase using the FFSC approach is not high; in practice, the method does not need to consider how energy consumption will affect the network lifetime at all. Compared with the earlier analysis results, we can see from Fig. 16 that the FFSC approach can effectively reduce the network delay.
B. THE FORMAL SPECIFICATION OF THE FFSC APPROACH
This section provides the algorithmic description for the FFSC approach. The main idea is to introduce optimized parameters in the hotspot region to maximize the network lifetime while using a search method similar to Algorithm 1 to find the parameters that result in the smallest delay in the non-hotspot regions. Specifically, we consider a network with a given duty cycle τ . Then, we consider how to select a suitable r 0 and network lifetime as well as a delay, D min , under such a parameter in hotspot and non-hotpot regions separately.
Proof: In a network with uneven demand for r 0 , the delay of the relay nodes far away from sink is required to be shorter than those that are close to the sink. To effectively reduce the delay between far away nodes in the network, we define that the r X 0 of relay nodes varies with their distance to the sink. In fact, the expected delay of the relay nodes is a variable related to X . In accordance with Algorithm 1, the r X 0 of a node any distance away from the sink can be specified. The remaining proof is the same as Corollary 2.
Theorem 11: In the FFSC approach, if forwarding is allowed when the reward of nodes X m away from sink is greater than r X 0 , then the expected reward of that area is 3786 VOLUME 4, 2016 confined to
Proof: When the reward required is larger than r X 0 , the expectation is to integrate vf d (v) from r X 0 to r. The remaining proof is the same as Theorem 3.
Theorem 12: In the FFSC approach, when specifying that the forwarding reward of nodes X m away from sink is greater than r X 0 , then the total expected delay from that area to the sink is confined as follows: 
VI. EXPERIMENTAL RESULTS
We used the OMNET++ simulator for experimental verification [37] . When not specified, the network parameters are set to: R = 500m, r = 80m (for other experimental parameters and symbols, see Table 1 ).
A. ENERGY CONSUMPTION AND NETWORK LIFETIME
In this section we focus on the energy consumption of the network and the network lifetime. First, Figs. 17-19 show, respectively, the vertical energy consumption of each node in the network under different approaches, while Figs. 20-22 are the horizontal. As described in Section 1, the direct forwarding strategy requires a node to forward data instantly as soon as a neighbor node is awake whose distance to the sink is shorter than itself. That is to say, the value of the threshold r 0 is zero. However, the single fixed threshold strategy is adopted in [2] , which means that all the nodes in the network use only one minimum reward r 0 as their threshold. Nodes are able to relay as soon as the reward they are offered is equal to or greater than this value. Of course, this value is determined by the other network parameters and changes with different transmission ranges r. In our FFSC strategy, there is no fixed threshold; instead, there are various reward requirements according to the different distances to the sink. We compute the results of Algorithms 1 and 2 and make use of the optimal parameters. As shown in Figs. 17-22, the FFSC takes advantage of the energy within non-hotspot areas better compared to the other 2 strategies. It can be observed from Figs. 20-22 that when using the FFSC, the maximum energy used is relatively equal to that of the other strategies, which means that the network lifetime is not decreased when using the residual energy of nodes in non-hotspot areas. This is an obvious indication of the effectiveness of the FFSC.
Figs. 23 and 24 show the vertical diagrams of residual energy under different parameters; these reflect the energy that has not been used in the network. It can be observed from these two figures that when adopting the FFSC approach, the energy utilization of the network has been increased by 18.99% and 19.28%, respectively, compared with the direct forwarding strategy and by 6.76% and 5.76% (r = 80m), respectively, compared with the single fixed threshold strategy.
The lifetime contrast of the 3 strategies are shown in Figs lifetime compared with the direct forwarding strategy by 25%-50%. Relative to the single fixed threshold strategy, the network lifetime of the FFSC approach remains unchanged. Although the direct forwarding strategy has the no-wait feature, it may lead to more hops than the other strategies. However, in this case, there is no doubt that it results in a shorter lifetime than the other approaches. 
B. END-TO-END DELAY
In contrast to earlier research, we discuss the end-to-end delay from the perspective of large-scale networks and report the delay introduced by the node in each segment of the network. These types of statistics can reflect the reliability of the simulation and offer a revealing glance at the performance of these different approaches. Therefore, we have sampled as much data as possible to achieve the results closest to a realistic scenario. Figs. 27∼31 provide the end-to-end delays VOLUME 4, 2016 of different strategies under distinct network parameters. Relative to the direct forwarding strategy, the FFSC approach can reduce the end-to-end delay by 7.56%-23.16%, while compared to the single fixed threshold strategy, it can reduce the end-to-end delay by 4.16%-9.79% while keeping the network lifetime the same. In addition, the weighted average delay is shown in Fig. 34 , which reflects the universality of the reduced delay when using the FFSC approach. Relative to the direct forwarding strategy, the FFSC approach reduces the weighted delay by 15.09%-27.75%, while compared to the single fixed threshold strategy, it can reduce the weighted delay by 4.34%-5.45%. Obviously, the proposed approach is far better than the other strategies from an end-to-end delay aspect, especially for non-hotspot nodes.
C. EFFECT OF PARAMETERS ON THE PERFORMANCE
We have shown the validity of the FFSC approach in energy consumption and end-to-end delay by experimental results in the previous sections. In this section, we continue to discuss how the performance of the network can be influenced by other parameters such as node density and duty cycle. Here, we can take for granted that no matter how the parameters change, the results are constant because the FFSC strategy is a successful improvement on the existing strategies and has good stability. Figs. 33-36 show the lifetimes and end-to-end delays of the different strategies under different node densities. It is clear that-compared with the direct forwarding strategy as well as the single fixed threshold strategy-the FFSC approach is more effective and results in a shorter end-to-end delay than either of those strategies.
In addition, duty cycle is another important parameter we are concerned with in this paper. A lifetime comparison of the 3 strategies is shown in Fig. 37 . It can be observed that the FFSC approach does not reduce the network lifetime beyond that of the other 2 methods. Figs. 38 and 39 , respectively, show the end-to-end delay with duty cycles of 0.3 and 0.7, indicating that the delay has been considerably reduced compared to the other strategies. These results have confirmed our ideas and show an optimistic trend for the FFSC strategy.
VII. CONCLUSIONS
Green communications are one of the most critical functions in WSNs. The problem of how to transfer data to the sink as fast as possible while maintaining energy efficiency is challenging. Although there have been numerous studies concerning how to select an optimized relay node to achieve the minimum delay, to our knowledge, a theoretical study of end-to-end delay and energy efficiency has not hitherto been performed because these goals are related to a plurality of network parameters. In this paper we first theoretically analyze the relationships between the end-to-end delay and network parameters such as r 0 , the duty length τ , and energy consumption. Then, we propose an optimization algorithm that can act as a theoretical guide for delay minimization. On the basis of this theoretical analysis, we propose the FFSC approach to further reduce the end-to-end delay by taking advantage of the large amount of surplus energy in nonhotspot areas while still guaranteeing a network lifetime that is no less than the existing methods. Both our theoretical analysis and experimental results have proved the validity of the FFSC approach. In the future, our work may involve ''cloud computing'' [38] . JIE LI (M'96-SM'03) received the B.E. degree in computer science from Zhejiang University, Hangzhou, China, the M.E. degree in electronic engineering and communication systems from the China Academy of Posts and Telecommunications, Beijing, China, and the Dr.Eng. degree from the University of Electro-Communications, Tokyo, Japan. He is currently with the Faculty of Engineering, Information and Systems, University of Tsukuba, Japan, where he is also a Professor. He has been a Visiting Professor with Yale University, USA, and Inria, France. His current research interests are in mobile distributed computing and networking, big data and cloud computing, IoT, OS, modeling and performance evaluation of information systems. He is a Senior Member of ACM and a member of Information Processing Society of Japan. VOLUME 4, 2016 
