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Abstract
By investigating the behaviour of potential escapers in evolutionary models of globular
clusters, I make a prediction for the kinematics in the outskirts and develop a simple, static
model which includes the effect s of potential escapers and can be fit to observational data.
I investigate the behaviour of potential escapers in N-body models to determine if a
unique signal exists that can discriminate between alternative theories to explain the pe-
culiarities in observations of GCs outskirts. By running a series of N-body simulations
of globular clusters, with varying IMF, galactic potential and orbital eccentricity, I make
a prediction for the lower limit of the velocity dispersion profile the velocity dispersion
anisotropy and the rotation in the cluster if the outskirts dynamics are primarily deter-
mined by the existence of PEs. And as these observables depend on the galactic potential,
can also provide a means of inferring properties of the host galaxy.
Further to this, I begin a method of including the effects of potential escapers (PEs) as
a static, distribution function based model, which can be quickly fit to observational data
to scan a wide range of parameters. This model, the spherical potential escaper stitched
model (SPES), is able to accurately fit the velocity dispersion and density profiles in
outskirts of MW GCs where existing models can fail. This is especially pertinent with
the wealth of new data of stars in the outskirts of GCs provided by the Gaia mission.
Additionally, it is useful to include the effects of the galactic potential in the model for
two reasons 1) to be able to fit on the slope of the enclosed mass profile 2) to accurately
reproduce the critical energy of the system. Therefore I present a method of including both
the effects of PEs and the galactic potential in the aspherical potential escapers stitched
model (APES).
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Chapter 1
Introduction
Globular clusters, which are self-gravitating systems of millions of stars orbiting around
galaxies, have long been considered to be simple systems that can be modelled by rel-
atively simple assumptions (Woolley, 1954). For example, for a long time the models
proposed by King (1966) have been the touchstone for analysis of observational data of
star clusters. These models provide a good basic description of the structural properties
of these systems, capturing in particular the shape and size of their cores (Trager et al.,
1995). However, the simple assumptions driving their definition fail to represent the more
complex features that have been unveiled by recent observations. In particular King mod-
els are not able to represent the decreasing of the density at the edge of the cluster as
shaped by the interaction with the external Galactic tidal field (McLaughlin and van der
Marel, 2005). However, the benefit of the simplicity of these models is the speed afforded
to scan a range of parameters to determine the best fit model and is the reason the use of
these models persist to this day.
On December 19, 2013, the European Space Agency (ESA) successfully launched the
Gaia spacecraft. After three weeks and a few complex orbital adjustments, the Gaia space
telescope reached its desired location at 1.5 million kilometres away in the L2 Lagrange
point. There, Gaia began its ambitious mission to measure the proper motions of a billion
Milky Way (MW) stars (Gaia Collaboration et al., 2016b). This mission required unpar-
alleled engineering feats to be able to measure the motions of stars on the sky down to
microarcsecond scale. This precision is achieved thanks to the adopted observation mode:
the satellite is continuously spinning around its axis, scanning the entire sky repeatedly
and observing the same stars multiple times. The data obtained during the first 14 months
of observations were published on September 14, 2016 in the First Gaia Data Release
(Gaia Collaboration et al., 2016a), and the Second Gaia Data Release (Gaia Collaboration
et al., 2018) on April 25, 2018 made available data collected over 22 months, including
proper motions for 1.3 billion stars. This unprecedented astrometric catalogue includes
stars belonging to star clusters, and has opened up the possibility to study the dynamics
of these systems in great detail. To accurately interpret this data, especially in studies of
star clusters, we must have a theoretical understanding to a level which is worthy of the
feats required to obtain the data and models that accurately reflect the complexity of these
systems.
This Thesis work consists of an attempt to further develop upon the history of models
defined by a distribution function (DF), of which the King model is just one important
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example, and an attempt to make a step forward towards a more complex and realistic
description of globular clusters. Indeed, even though it is certainly important to be able
to provide a simple, zeroth-order description of these stellar systems, in order to fully
understand complex systems we must use complex models.
1.1 Historical context
The Milky Way is home to over 150 self-gravitating stellar systems known as globular
clusters (GCs) (Djorgovski and Meylan, 1993; Hurt et al., 2000; Koposov et al., 2007).
Due to their brightness, these objects have been some of the oldest studied astronomical
bodies with one of the first catalogues of the Milky Way GCs gathered by William Her-
schel in 1789, wherein he coined their name. GCs are conglomerations of about a million
stars, with masses ranging from 104 M to 106 M, sizes of about 2-20 pc, and densities
among the highest found in the Universe. However, giving an exact definition of these
stellar systems is difficult, because their distinction from other smaller stellar associations
and dwarf galaxies, is becoming increasingly blurry (Bechtol et al., 2015; Laevens et al.,
2015; Contenta et al., 2017).
Although it is difficult to determine their absolute ages, analysis of the stars in Milky
Way GCs, via stellar evolution models, suggest that they are about as old as the Milky
Way itself (Walker, 1992; Chaboyer, 1995), making them among the oldest systems in the
Universe. Understanding how they formed is therefore important as it could provide clues
on the properties of the early Universe and the formation process of galaxies themselves.
Two main paradigms have emerged to attempt to explain GC formation. On the
one hand, the hierarchical framework of galaxy formation suggests that GCs could form
from the condensation of giant molecular clouds (Peebles and Dicke, 1968; Kravtsov and
Gnedin, 2005). This often requires some form of trigger to create the densities required
for collapse (Fall and Rees, 1985). The predominant theory of this trigger process is via
the merger of galaxies: where young disks with large gas content undergo frequent merg-
ers, creating local overdensities which then begin collapse and form GCs (Gunn, 1980).
On the other hand, GCs could form shortly after re-ionization via collapse within dark
matter (DM) mini-haloes (Bromm and Clarke, 2002), with a process similar to the one
proposed by the theory of galaxy formation (Binney and Tremaine, 1987). DM would
then be expelled from inside the cluster, forming a halo around the outskirts of the clus-
ter; for GCs that orbit near the centre of their host galaxy, the DM could be completely
stripped (Mashchenko and Sills, 2005). In more distant GCs, we can hope to detect the
effects of a DM halo in a current day observation of MW GCs, which can then be used
to discriminate between formation scenarios. To do so, it is necessary to observe the GCs
farthest from the MW centre, such that the DM halo could have survived until the present
day (Pen˜arrubia et al., 2017). However, it is important to note that the GCs that are ob-
servable at present day are only those that were massive enough to have survived 12 Gyr
of evolution, and considering only this population to infer the formation conditions of this
class of stellar systems could introduce biases that need to be properly accounted for.
GCs are also used to infer properties of their host galaxy: for example, extragalactic
GCs have been used to determine the dark matter content of dwarf galaxies (Hernandez
and Gilmore, 1998; Cole et al., 2012; Contenta et al., 2018), and a careful study of the
properties of the tidal tails found around many Galactic clusters allows to infer the mass
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distribution of the MW (Koposov et al., 2010; Gibbons et al., 2014; Balbinot and Gieles,
2018). Similarly, it is important to be able to determine if GCs formed in-situ or if they
accreted to the MW from separate galaxies, as this could provide clues to determine the
merger history of the MW (Leaman et al., 2013; Bianchini et al., 2017). This would
also provide information on the build up of the MW’s halo (Helmi, 2008): it has been
suggested that all stars form in clusters, but currently only 1% of MW stars are part of
clusters, and only a small fraction of the Galactic halo seems to be composed of stars
escaped from clusters through their tidal tails. Therefore understanding the current be-
haviour of GCs is crucial to determining their formation process, evolution and to gain
information about their host systems.
Observing present-day GCs behaviour is complicated by the plethora of evolutionary
processes that contributed in shaping the current structure and dynamics of MW GCs.
These include mass segregation, core collapse, the presence of binaries/multiple systems
and stellar remnants, the presence of rotation, and the interaction with the external tidal
field, among many others (Meylan and Heggie, 1997a; Heggie and Hut, 2003). Unfortu-
nately, the rapid improvement in the quality of observational data for Galactic GCs has
not been matched by increased theoretical understanding and modelling efforts. However
the advance in computing power is enabling more realistic studies of the internal dynam-
ics of GCs to understand the physical processes that drive their evolution and that are
responsible for the properties we observed for these systems.
1.1.1 Globular clusters as simple stellar systems
For a long time, GCs were treated as simple, spherical and isotropic stellar systems, and
described with methods similar to those adopted to study gas and fluid systems (Plummer,
1911; Jeans, 1915; Eddington, 1915) and therefore treated as ‘collisionless’ systems. This
was followed by major contributions by Ambartsumian (1938), Spitzer (1940) and Chan-
drasekhar (1943), who pioneered the theoretical framework of collisional systems and
the study of the internal dynamics of GCs. To which He´non (1961) provided the theo-
retical understanding of core-collapse and how the effects of binary stars will resist the
gravothermal collapse of self-gravitating systems.
Analytical descriptions of GCs started out very simple, and more complexities were
then slowly introduced. The simple models, such as the Woolley model (Woolley, 1954),
to describe spherical and isotropic stellar systems did exceptionally well at reproducing
the observed properties of the cores MW GCs. This approach consisted in defining models
from distribution functions which are approximate solutions of the Fokker-Plank equation
governing the behaviour of collisional systems subject to drift and diffusion. Even though
the complex process of core-collapse was unveiled and addressed by He´non (1961), over-
all these systems were still considered simple, and not worthy of deeper investigations.
This was also partly due to the fact that the observational data available at the time were
not accurate enough to allow for deeper and more detailed studies of these systems, and
contributed to perpetrate the image of GCs as systems that are easy to describe and there-
fore uninteresting. It required an exponential increase in computing power to begin to
unveil the complexities of the internal dynamics of GCs.
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1.1.2 Unveiled complexities of GCs
We recently entered an era of great technological advancement, which made it possible
to obtain very accurate and unprecedented observations of the photometric, astrometric
(Bellini et al., 2014), and spectroscopic (Gebhardt et al., 2000) properties of GCs. These
data revolutionised our knowledge of GCs, and challenged their previously assumed sim-
plicity.
Indeed, we now know that GCs can be flattened, and that rotation (Bianchini et al.,
2013) and velocity dispersion anisotropy (Zocchi et al., 2017) have been detected by
studying their kinematics. Thanks to exquisite data from the Hubble Space Telescope
(HST) and dedicated spectroscopic studies, it has been discovered that GCs host multiple
stellar populations, the origin of which remain a mystery, as the many theories proposed to
explain it are not able to reproduce all the observational constraints in a satisfactory way
(Bastian and Lardo, 2018). It has also been suggested that these systems could harbour
intermediate-mass black holes (IMBHs) at their centre, as one of the possible formation
channel for these objects is the runaway collapse at the centre of very dense stellar systems
(Portegies Zwart and McMillan, 2002); finding such an object could provide important
clues to understand the formation of the super-massive black holes (SMBHs) found in
galaxies, but no clear and unequivocal signature of the presence of these object has been
found yet. Stellar-mass black holes (BHs) and neutron stars (NSs) are expected to inhabit
GCs, and their presence is particularly interesting when considering the recent detection
of gravitational waves (Abbott et al., 2016), as the high density of these systems and their
collisional nature suggest that a merger of these objects could happen in the centre of GCs
(Banerjee et al., 2010).
The cores and the outskirts of GCs are the regions that pose the greatest challenges in
the observation of these systems, for opposite reasons. On the one hand, the high density
of the cores makes it hard to obtain accurate data, and only the advent of HST has allowed
to make progress on the study of these crowded areas. On the other hand, the low density
at the edge of the cluster makes it difficult to identify cluster member stars among the
more abundant field stars. In fact, due to two-body interactions and mass segregation,
the stars in the outskirts of GCs will predominantly be low mass and therefore faint and
harder to observe. These stars are especially difficult to distinguish from the background
when having at disposal only photometric observations; kinematic data are needed to
distinguish them from field stars, based on their motion. Observations of the outskirts
have already unveiled some peculiarities in their dynamics, showing how their velocity
dispersion profiles flatten out instead of decreasing as expected (Drukier et al., 1998).
Only by understanding all of these complexities can we begin to get a comprehen-
sive picture on the evolutionary processes which affect GCs, and be able to understand
their contribution to the evolution of their host galaxy, such as populating the halo via
dissolution, and constrain their possible formation scenarios. Understanding the complex
dissolution process of GCs will also help constrain initial conditions of tidal tails, which
is very important especially if the structural and dynamical properties of the tails are to be
used to constrain properties of the MW. To achieve this, it is crucial to accurately describe
the dynamics in the outskirts of GCs. In this respect, especially pertinent is the paradigm
shift that is underway due to the revolutionary amount of data of stars in the outskirts of
GCs provided by the ESA Gaia mission. To match this incredible advance in the quality
of observational data, our theoretical understanding must now leap forward to produce
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more realistic models able to capture the richness and complexity of these systems, and
this is indeed one of the objectives of this Thesis.
1.2 Modelling star clusters
Attempts to model the properties of GCs can be divided into two types. On the one hand
there are static models which attempt to match surface density profiles, and/or kinemat-
ics, of observed systems, providing a description of their current properties. On the other
hand, evolutionary models attempt to trace the entire evolution of a cluster and to deter-
mine which processes are mainly shaping its observable characteristics, i.e. the stellar
encounters and escape (drift and diffusion).
1.2.1 Static modelling
One advantage to using static models is that relatively little computation time is required
to determine the best values of their defining parameters to reproduce the behaviours
observed in the data. The type and number of parameters depend on the exact definition
of the models, some examples being the concentration, the size, and the mass of the
cluster. These models are usually introduced by defining a distribution function (DF)
which depends on the coordinates of the phase space, f(r,v), through integrals of motion
(such as energy and angular momentum), so that it satisfies the collisionless Boltzmann
equation:
∂f
∂t
+ v
∂f
∂r
−∇φ∂f
∂v
= 0 , (1.2.1)
where φ is the potential. In the case of the models considered here, the first term vanishes
because the distribution function does not depend explicitly on time. This approach ef-
fectively follows the formalism developed by Jeans for use in stellar interiors, that of an
“incompressible fluid”, with an f that produces a spherically symmetric static φ; for stel-
lar clusters (Gebhardt and Fischer, 1995), this procedure generates a model which does
not include the effects of interactions between stars. Despite their collisional nature, this
is applicable to star clusters as these systems have a crossing time much less than the
relaxation time of the system, which in turn is typically less than the age of the cluster.
This means that the system is likely to be relaxed and can therefore be approximated by
an instantaneous description which neglects collisions.
The distribution function can be interpreted as the probability of having a star in a
given position and with a given velocity, and it could be in principle generalised by in-
cluding also a time dependence. The distribution function can be defined such that the
integral over all positions and velocities is the total number of particles in the system:∫
f(r,v)d3rd3v = N . By integrating only over the velocities, the number density is
recovered, and by assuming that the stars in the systems all have the same mass, m, the
mass density, ρ, can be computed as:
ρ(r) = m
∫
f(r,v)d3v (1.2.2)
Poisson’s equation can then be used to recover the potential as a function of the spatial
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coordinates:
∇2φ(r) = 4piGρ(r) , (1.2.3)
where G is the gravitational constant; this equation guarantees that the model is self-
consistent, as stars move in a potential determined by their own mass distribution.
Earliest models took f to be an equilibrium solution of the collisionless Boltzmann
equation. An example of which is the Woolley (1954) model. It adopts a simple expo-
nential function for the DF as a function of the energy E: f(E) = A0 exp[−(E − φt)/s2]
for energies smaller than a critical energy for escape, φt, and zero otherwise, and where
A0 and s are a mass and velocity scale, respectively. The density computed for these
models is discontinuous, just like the DF itself, and the velocity dispersion is a Gaussian,
extended only up to the escape velocity.
With the idea of describing GCs, and motivated in part by the desire to provide a more
realistic description of their outermost region King (1966) introduced a small modifica-
tion to Woolley’s model, by subtracting a constant from the DF: f(E) = A0{exp[−(E −
φt)/s
2]−1}. This choice of a continuous DF allows for densities which decrease towards
zero to avoid the discontinuity of the Woolley model, and a velocity distribution which
is roughly Maxwellian in the core, which is adequate to reproduce the dynamics of the
innermost part of the cluster, where the relaxation time is small with respect to the age of
the system. This DF is also a steady-state solution to the Fokker-Planck equation, which
includes drift and diffusion terms which effectively describe the two-body interactions in
GCs which governs the spatial and velocity distributions, and also the escape process for
stars which reach the escape velocity. Despite their simplicity, these models do excep-
tionally well at reproducing the observed quantities of MW GCs, and have served as the
foundation for many more improvements in the definition of this type of models. Fig. 1.1
shows the distribution function and change in mass as a function of energy and the radial
velocity dispersion and density profiles for the Woolley, King and Wilson models.
One of the shortcomings of King models is the too simplistic description of the
truncation, which often fails to reproduce the decreasing density observed in Galactic
GCs. Wilson (1975) proposed another continuous DF, with continuous first derivative:
f(E) = A0{exp[−(E − φt)/s2] − 1 − (E − φt)/s2} . The densities and the velocity
dispersion profiles computed for these models have a shallower truncation than King and
Woolley models, and appear to be more adequate in representing many GCs in the MW
(McLaughlin & van der Marel 2005). Fig 1.2 provides a comparison of the best-fit King
and Wilson models to the number density profile of M2 from (Kuzma et al., 2016). Wilson
models allow for radial anisotropy and introduced rotation as a new dynamical ingredient,
by including a term depending on the vertical component of the angular momentum in the
complete definition of the DF, of which above is presented the spherical and isotropic
limit.
Other models have been presented in the years, inspired by the ones described above,
each proposing a step towards a more realistic description of GCs. Important factors such
as the presence of multiple mass components (Da Costa and Freeman, 1976; Gunn and
Griffin, 1979), velocity anisotropy (Wilson, 1975), and rotation (Varri and Bertin, 2012)
have been included in DF suited to describe these systems. Davoust (1977) noted that
the Woolley, King and Wilson models can be grouped under a unique definition by intro-
ducing a discrete parameter prescribing the type of truncation to use.Gomez-Leyton and
Velazquez (2014) showed that a continuous truncation parameter could be used, allowing
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Figure 1.1: Distribution function, f(Eˆ), (top-left panel), mass distribution dM/dEˆ
(bottom-left panel), density profile, log(ρ(r)) (top-right panel) and velocity dispersion
profile, σ(r) bottom, for Woolley (1954) (magenta), King (1966) (blue) and Wilson
(1975) (yellow) models.
Figure 1.2: Number density profile of M2 from Kuzma et al. (2016). Dashed curved
line is the best-fit King (1966) model, and solid curved line is the best-fit Wilson (1975)
model. The Wilson model provides a better fit to the data, but underestimates the profile
in the outskirts.
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to compute models with truncation having a slope between the ones corresponding to the
above mentioned families of models. The LIMEPY family of models was built on the ba-
sis of this DF, with the addition of multiple mass components and the inclusion of radial
velocity anisotropy (Gieles and Zocchi, 2015)
1.2.2 Evolutionary modelling
The behaviour of GCs is a large scale example of the N -body problem. A system of N
particles can be effectively modelled by considering the gravity acting on each star:
r¨i = −G
N∑
j=1,j 6=i
mj
ri − rj
|ri − rj|3 (1.2.4)
A variety of methods have been proposed to compute the evolution of an N -body system
by using approximations to save on computational time at the expense of complexity.
One example is the Monte-Carlo approach (Giersz 1998), which perturbs orbits of stars
by using statistical assumptions about short range interactions.
Tree codes also (Barnes and Hut, 1986; Hernquist, 1987) group together distant stars
to approximate their influence to avoid calculating the force acting on every star by every
star. Direct N -body simulations have the advantage of more accuracy by calculating the
individual forces acting on every star, and they have proven useful to describe stellar clus-
ters with different properties, including e.g. systems that are non-spherical, anisotropic,
rotating, embedded in galactic potentials or other external potentials such as those ex-
pected in dwarf galaxies.
Only in recent decades has computing power provided ways of numerically running
simulations of large scale N -body systems. One of the famous examples of N -body
codes is that of the N -body series of codes developed by Sverre Aarseth (Aarseth, 2003).
The many years of development have made it difficult for any competitor to catch up
to the complexity afforded in up-to-date NBODY6, which is able to overcome the major
obstacles of N -body codes such as singularities, wide spread of timesteps for stars in the
core compared to the outskirts, and to include important physical processes such as stellar
evolution (Aarseth, 1999). There have also been a series of additional modifications such
as allowing for a more accurate treatment of a galactic potential (Renaud and Gieles,
2015), and an inclusion of the effects of dynamical friction on GCs (Petts et al., 2016),
and NBODY6++, which has used parallelisation to allow for the calculation of million-
body simulations (Wang et al., 2015) (even if they require diffuse initial conditions and to
be run on supercomputers).
One of the important quantities to define in setting up N -body models is the half-
mass relaxation time, trh ∝ Ntcr (here the Coulomb logarithm is ignored, which slowly
varies with N , for more details see Heggie and Hut 2003), where N is the number of
particles in the system and tcr is the time for a particle to cross the cluster. This defines
the timescale on which collisions cause the system to achieve a relaxed state independent
of the initial distribution. This is important for considering the timescale of processes,
as for systems with a trh smaller than the age, dynamics plays a major role in defining
the structure and evolution of the system. Additional important parameters are the core
radius, or ‘King radius’, r20 = 9σ
2/(4piGρ0), where σ is the velocity dispersion, and
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the Jacobi radius, which is the distance from the centre of the GC at which the external
potential has more influence over the stars than the cluster itself. For a cluster on a circular
orbit around a spherically symmetric galactic potential Φ the Jacobi radius is computed
as: r3J = GMc/(Ω
2 − d2Φ/dR2G), where Ω is the angular velocity of the cluster about the
galaxy and RG is the distance to the galactic centre.
Although NBODY6 natively includes a prescription for dealing with evolving clusters
on orbits in the potential of a host galaxy, it does so using a linearised approximation
and is difficult to change the slope of the potential. Therefore NBODY6TT was developed
to allow for two different approaches to avoid these limitations. Firstly by allowing for
a spherically symmetric analytical expression of the galactic potential, the potential can
be calculated at any position and easily modified. Secondly, it also allows for the input
of the tidal tensors of the galactic potential recovered from a hydrodynamical simulation
RAMSES (Teyssier, 2002), to be used as the tidal environment in which to evolve the
GC. Currently underway is an attempt to simultaneously evolve a cluster using NBODY6
within a galaxy that is evolved by using RAMSES (Delorme et al in prep): this will open
the door to the possibility of investigating the effects of the environment and of events
such as galaxy mergers on the evolution of GCs.
1.3 Dynamics in the outskirts of GCs
Probing the outer regions of GCs is challenging because the number of stars belonging
to the clusters are less abundant than the field stars there. Moreover, the cluster stars
inhabiting the regions farthest away from the core are the low-mass ones, which are also
fainter and more difficult to observe. Photometric observations need to be deep to detect
the faint stars and to determine their distribution around the cluster, however this makes
it difficult to distinguish member stars from a background population. Spectroscopic
observations can provide kinematics of stars in GCs, but need to be accurately targeted
to member stars and are often limited to regions close to the centre of the GC. In this
respect, the Gaia mission is transformational because it is able to target billions of stars
in the MW, and by observing their proper motions across the sky will yield accurate
membership probabilities. This yields density profiles of GCs to large radii (de Boer
et al., 2019), allowing for follow-up spectroscopic studies that can focus on members far
from the cluster centre.
Photometric observations of GCs were the first to raise the question of whether the
outskirts of GCs were really as simple as assumed. Already King models were shown
to be too sharply truncated to fit data, and the more extended Wilson models were pre-
ferred. However, more recent observations have begun to question whether even Wilson
models can explain how extended these distributions are (Fig. 1.2), suggesting that some
additional factors may be affecting the outermost mass distribution (Coˆte´ et al., 2002;
Carballo-Bello et al., 2012).
In addition, spectroscopic observations have also unearthed peculiarities that existing
models and theoretical understanding of GCs behaviour were not able to explain. In-
deed, Newtonian expectations would predict a decreasing velocity dispersion profile with
increasing distance from the core, because there is a wide spread of allowed velocities
near the core, but only stars nearing the escape velocity will be found in the very out-
skirts. However, contrary to these predictions, observations have shown that the velocity
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Figure 1.3: Velocity dispersion profile of M15 from Drukier, 1998.
Figure 1.4: Velocity dispersion profile of 47 Tuc from Bianchini et al, 2013.
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dispersion profiles of some clusters do not decrease as fast as expected, in some cases
they flatten. Fig. 1.3 and Fig. 1.4 show the velocity dispersion profiles for M15 (Drukier
et al., 1998) and 47 Tucanae (Bianchini et al., 2013) respectively, both show flattening
of the velocity dispersion profiles in the outskirts, with lines indicating initial attempts to
model the dispersion profiles. For some GCs an increasing velocity dispersion profile is
found in the outskirts (although it has been suggested that these increases could be due to
inaccuracies in the observations).
One possible explanation of both the extended surface density profiles and the elevated
velocity dispersion profiles would be the presence of a dark matter halo. As suggested
by one of the proposed scenarios for GC formation, GCs could have formed in dark
matter mini-haloes, which is then expelled from the central regions of the GCs because of
evolutionary processes, leaving a “halo” like shell around the cluster. This additional mass
distributed around the clusters contributes to increase the required velocity for escape
from the cluster, and causes both an elevation of the velocity dispersion profile in the
outskirts and an extended surface density profiles as less stars would escape than in the
absence of a DM halo (Pen˜arrubia et al., 2017).
Alternatively, modified gravity theories have been put forward to explain these pecu-
liarities (Hernandez and Jime´nez, 2012). For example, in Modified Newtonian Dynamics
(MOND) theories, when the acceleration of an object moves below a threshold value, a0,
then a transition occurs from classical Newtonian dynamics into the Modified regime.
This leads to a velocity dispersion profile that is proportional to M1/4c , and in effect a
flattened dispersion profile as the stars in GCs transition into the MOND regime in the
outskirts. However, for stars to be in the MOND regime this would also require the accel-
eration of the GCs orbit about the galaxy to also be below the acceleration threshold a0
(Milgrom, 1983).
Distinguishing between these two possibilities has important implications not only
on the theories of the formation of GCs, but also on the long-standing debate between
MOND and DM theories, thus contributing to greatly advance our understanding of the
Universe in which we inhabit. This is complicated, however, because some other fac-
tors could explain the observed properties in the outermost regions of GCs, without the
need for invoking additional physical ingredients such as dark matter or deviations from
Newtonian dynamics. One of the suggested explanations is that GCs could have been
transported into our MW via the merger of a dwarf galaxy, which could have then been
disrupted due to the merger process leaving a the GC embedded in a halo of the disrupted
dwarf galaxy, which could have a similar effect as the one described above for a DM halo.
Another possible explanation is indeed the focus of this Thesis, and was suggested by
the outcomes of numerical simulations dedicated to describe the evolution of star clusters.
In this framework, the peculiar density and velocity dispersion profiles in the outer parts
of GCs are thought to be due to the presence of “potential escapers” (PEs), which are the
focus of Section 1.3.1.
1.3.1 Potential escapers
The increase in computing power in the last few years has allowed for higher number
of particles to be modelled by N -body simulations with a reasonable computing time.
One aspect that was noticed when running simulations with a large number of particles
11
1.3. DYNAMICS IN THE OUTSKIRTS OF GCS
Figure 1.5: Jacobi Energy vs r/rJ distribution of stars in an N -body model from Claydon
et al. (2017) for bound stars (blue), unbound stars (red) and potential escapers (green) i.e.
stars with EJ > Ecrit and r < rJ.
embedded in a galactic potential, was that the dissolution times were longer than those
estimated by assuming that stars escaped instantaneously upon reaching the critical en-
ergy Ecrit. The reason for this was found in the existence of an additional criteria for
escape. For clusters embedded in galactic potentials, where the variation of the potential
over the extent of the cluster can be assumed to be very small, there exist two points along
a line connecting the centre of the cluster to the centre of the galaxy at which the accel-
eration from the cluster, centrifugal forces and tidal forces, vanishes. These are known
as the Lagrange points and sit at +/ − rJ. A Jacobi surface can also be defined, which
is the last closed equipotential surface, which is triaxial (Heggie and Hut, 2003; Renaud
et al., 2011). For stars with an energy above the critical energy, they will orbit within an
equipotential surface that is only open at the Lagrange points (for a GC on a spherical
orbit around spherically symmetric galactic potential). Therefore these stars can orbit for
many crossing times before crossing the open section and escape.
By plotting a PEs orbit from the same snapshot as described for Fig. 1.5 in the final
stages before escaping the cluster, by projecting onto the xy plane in a co-rotating ref-
erence frame (Heggie and Hut, 2003) and plotting the intersection of the Jacobi surface
on the xy plane (black line) the orbit (green line) moves beyond the Jacobi surface but
only escapes once it moves closer to the Lagrange points (Fig. 1.6). When this population
of PEs was noted, it was not clear whether this was an evolutionary feature, due to stars
gaining energy via close encounters with other stars, or whether it was primordial, and
due to a choice of initial conditions containing a large number of stars already having
energy larger than the critical energy for escape. These stars, still confined within the
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boundary of the clusters even though having energies larger than the escape energy, the
name PEs suggest that these stars are eventually going to escape from the cluster, but at
the moment are still within its spatial extent. By plotting the Jacobi energy against ra-
dius (normalised to the Jacobi radius) for each star from an N -body model of a GC on a
circular orbit around a singular isothermal sphere galactic potential it is easier to see the
distribution of PEs (Fig. 1.5). The horizontal line denotes the critical energy, above which
all stars are energetically unbound from the cluster and the vertical line denotes the Jacobi
radius, above which all stars are spatially unbound. The blue points are bound stars, stars
energetically and spatially unbound, red points are stars energetically unbound and spa-
tially unbound and the green points are PEs which are spatially bound but energetically
unbound.
Stars exchange energy by means of two-body interactions: close encounters cause
large exchange of energy, but they are very rare, so the main responsible for the energy
gain of stars are the distant encounters with many stars, each contributing with a very
small energy increase. Therefore, when a star surpasses the critical energy for escape, it
does so by a small amount, and it can happen that subsequent encounters would scatter
it back below the escape energy. Because this back-scattering process is more efficient
when the total number of stars in the cluster is low, the width of the energy distribution of
PEs will widen over time as the cluster loses mass. By considering the outcomes of ded-
icated numerical simulations, Baumgardt (2001) determined that the energy distribution
of stars above the critical energy was well represented by a modified-Bessel function, or
a Whittaker function when the effects of dynamical friction were included.
Ku¨pper et al. (2010) carried out a phenomenological investigation of the behaviour of
PEs in N -body models, and showed that PEs can explain the observed peculiarities in the
velocity dispersion and density profiles. By carefully setting up the initial conditions of
their simulations, they also showed that the presence of PE is not primordial, but due to
evolutionary processes happening in the system. Moreover, they considered several values
of eccentricity for the orbits of the clusters they simulated, finding a larger population of
PEs for clusters on orbits with high eccentricity. By running large-scale simulations of
clusters with 65,536 stars around a Milky Way-like potential, they showed that PEs can
cause an elevated velocity dispersion profile, which can sometimes flatten and increase,
and also an extended surface density profile. For both profiles the effects of PEs become
more pronounced with increasing eccentricity of the orbit.
However, after it was established that PEs can cause the observed properties of the
density and velocity dispersion, many questions remained to be answered. For example,
the role of the Galactic potential in shaping the properties of the population of PEs in
globular clusters was to be established, and the effects due to a possible DM halo or of
modified Newtonian dynamics were to be explored. Indeed, if it was possible to link
the properties of PEs with these features, it would open up the possibility to discriminate
among different scenarios.
The dependence on the galactic potential on the escape rate of PEs, and therefore the
dissolution time of GCs, is not well understood. Tanikawa and Fukushige (2010) investi-
gated the dissolution of GCs in different spherically symmetric galactic potentials. They
considered clusters with the same Jacobi radius, in different galactic potentials, clusters
orbiting in flatter potentials (i.e. 1/RG density profile) had much longer dissolution times
than those in point-mass potential. Despite the fact that these clusters have higher or-
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Figure 1.6: Jacobi surface (black lines) and the final stages of an orbit of a PE (green line)
from an N -body simulation from Claydon et al. (2017), projected onto the xy plane in a
co-rotating reference frame.
bital angular frequencies (for a given Jacobi radius) they actually have longer dissolution
times as it is harder for stars to escape, due to the smaller opening in the Jacobi surface
(Fukushige and Heggie, 2000; Renaud et al., 2011). They also found different depen-
dencies on potential with different models. Therefore understanding the role of PEs in
determining the dissolution time of these stellar systems is extremely important for un-
derstanding the end-of-life of star clusters and how they populate the galactic halo.
For clusters on eccentric orbits the energy of a star is no longer conserved due to
tidal heating from the time-dependent galactic tides. The position of the Lagrange points,
from which PEs predominantly escape, will vary in time and are not as easily defined
as the Jacobi integral only holds in steady potentials (Heggie and Hut, 2003). Despite
this, the behaviour observed for a cluster on an eccentric orbit can be approximated by
the behaviour of cluster on a circular orbit with radius equal to the mean distance of the
eccentric orbit from the Galactic centre, and also the dissolution times of these systems
are comparable (Baumgardt and Makino, 2003; Cai et al., 2016). However, the properties
and dissolution times of clusters on orbits with high eccentricity have not been rigorously
investigated yet. Moreover, it is important to investigate the role of other physical pro-
cesses in shaping the properties of PEs in star clusters, such as for example the presence
of binaries or heavy remnants that could affect the energy transfer among stars. There
are therefore many avenues to explore in order to fully understand and characterise the
population of PEs that inhabit the outskirts of GCs.
From the modelling point of view, there is also a gap to fill: at the beginning of the
work in this Thesis, no distribution function based model was available which included
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the effects of PEs. Although models having extended and shallow truncation prescriptions
can fit profiles well, and other ad-hoc modifications (i.e. Ku¨pper et al. 2010) can allow for
more accurate estimate of the Jacobi radius, no physically motivated model of PEs existed.
Although an analytic model has been developed Daniel et al. (2017) and it is possible
to compare N -body models to observational data, it is extremely important, especially
with the data recently made available by Gaia, to have at disposal a static model able
to represent the observed features, without being too computationally intensive, and to
predict other properties to be identified with future observations.
The purpose of this work can be summarised in three questions:
1. Is there a unique signal of PEs, that can be used to discriminate between DM, PEs
and Mond predictions?
2. If the presence of PEs is dominant in MW GCs, can their behaviour be used to infer
properties of the host galaxy?
3. Is it possible to include the effects of PEs in a simple, DF based model which can be
fit to observational data to infer the properties of the PEs in the data, and therefore
be used to address questions 1 and 2?
Question 1 and part of question 2 are addressed in Chapter 2, which consists of a phe-
nomenological investigation of the behaviour of PEs in N -body simulations for a range
of different initial conditions and orbital conditions (e.g. different galactic potentials and
different eccentricity of the orbits). Question 3 is addressed in Chapters 3 and 4, where
the framework of LIMEPY is used to develop a simple method of including the effects
of PEs in DF based models, starting with a spherical model and investigating if a triaxial
model including the effects of a galactic potential is possible, due to the interlinked nature
of the effects of PEs and a host galaxy.
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Chapter 2
The properties of energetically unbound
stars in stellar clusters
Several Milky Way star clusters show a roughly flat velocity dispersion profile at large
radii, which is not expected from models with a tidal cut-off energy. Possible explana-
tions for this excess velocity include: the effects of a dark matter halo, modified gravity
theories and energetically unbound stars inside of clusters. These stars are known as
potential escapers (PEs) and can exist indefinitely within clusters which are on circular
orbits. Through a series of N -body simulations of star cluster systems, where I vary the
galactic potential, orbital eccentricity and stellar mass function, I investigate the proper-
ties of the PEs and their effects on the kinematics. I derive a prediction for the scaling
of the velocity dispersion at the Jacobi surface due to PEs, as a function of cluster mass,
angular velocity of the cluster orbit, and slope of the mass profile of the host galaxy. I
find a tentative signal of the mass and orbital velocity dependence in kinematic data of
globular clusters from literature. I also find that the fraction of PEs depends sensitively on
the galactic mass profile, reaching as high as 40% in the cusp of a Navarro-Frenk-White
profile and as the velocity anisotropy also depends on the slope of the galactic mass pro-
file, I conclude that PEs provide an independent way of inferring the properties of the
dark matter mass profile at the galactic radius of (globular) clusters in the Gaia-era.
This chapter was published in Monthly Notices of the Royal Astronomy Society (MN-
RAS), volume 466, page 3937 (2017).
2.1 Introduction
Investigations into the behaviour of stars in globular clusters (GCs) have unearthed pecu-
liarities that are not consistent with the expected behaviour of bound stars. These include
extended structure surrounding clusters (Grillmair et al. 1995, Kuzma et al. 2016) and
unusual surface density profiles (Coˆte´ et al. 2002, Carraro 2009, Ku¨pper et al. 2011),
individual stars with velocities near or above the escape velocity (Meylan et al. 1991,
Lu¨tzgendorf et al. 2012), and a flattening of the velocity dispersion profile at large radii.
This flattening has been observed in an increasing number of clusters (Drukier et al.
1998, Scarpa et al. 2007, Lane et al. 2010), although there are many cases where self-
consistent models (King 1966, Wilson 1975) have accurately fit the observed velocity
dispersion profile of Milky Way and local group clusters (McLaughlin and van der Marel
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2005, Barmby et al. 2009). It is not understood why some clusters show this feature and
others do not, or how many clusters would be expected to display it.
Attempts to explain the flattening of the dispersion have ranged from the effects of
extra-tidal stars to deviations from Newtonian gravity (Scarpa et al., 2007). In modified
Newtonian dynamics (MOND, Milgrom 1983) there is a transition into this regime from
Newtonian dynamics if both the acceleration of the GC around the galaxy and the internal
acceleration of stars fall below a threshold acceleration, which can correspond to the
radial position where the velocity dispersion profiles begin to flatten (Hernandez et al.,
2013). Alternatively the Λ cold dark matter model, ΛCDM, and the hierarchical merger
scenario for galaxy formation suggest that GCs formed in dark matter halos (Peebles
1984, Kravtsov and Gnedin 2005). Although internal effects expel DM from inside of
clusters (Baumgardt and Mieske, 2008) and tidal interactions would possibly strip the
DM halo (Moore 1996, Mashchenko and Sills 2005), GCs on large galactocentric orbits
could still contain this DM component, which would then interact gravitationally with
stars in the cluster and increase their velocity dispersion (Ibata et al. 2013).
However Ku¨pper et al. (2010), hereafter K10, showed that a flattening of the velocity
dispersion profile occurs in simulations using purely Newtonian dynamics. This is due to
the effect of potential escapers (PEs), which are stars that orbit inside of GCs but with an
energy above the critical energy required for escape (Fukushige and Heggie 2000, from
now on FH00). If in models of cluster evolution the tidal truncation is approximated as
an energy truncation at the critical energy, then the lifetimes are proportional to the half-
mass relaxation time trh, because stars gain energy on a relaxation time. FH00 noted that
if a tidal field is included the lifetimes show a weaker dependence on trh. They found the
cause to be a population of PEs which increases the dissolution time, tdiss; this effect is
more important for simulations with a lower number of stars, N .
Baumgardt (2001), hereafter B01, showed with a model of the PEs energy distribution
that this delayed escape leads to a scaling of the lifetime of a cluster with t3/4rh . A constant
fraction of stars are scattered above the critical energy each trh (Ambartsumian, 1938),
but they do not escape instantaneously, and it is possible that some can be on stable orbits
if the cluster is on a circular orbit (He´non, 1969). Stars that gain a large energy kick from
a single interaction can escape isotropically, however the majority of stars gain energy
gradually via many encounters causing them to drift into the PE regime. These PEs can
then only escape via narrow apertures around the Lagrangian points (FH00). For circular
orbits, the Lagrangian points L1 and L2 are along a line defined by connecting the centre
of the cluster to that of the galaxy, where the radial derivative of the total potential (the
sum of the cluster potential, the tidal potential and centrifugal potential) is zero. It is also
the furthest distance from the cluster centre of the last closed equipotential surface, or
Jacobi surface (see e.g. Section 3.3 of Binney and Tremaine 1987).
B01 found the scaling of the lifetimes with t3/4rh to be consistent with direct N -body
models of star clusters orbiting in a point mass galactic potential. Tanikawa and Fukushige
(2010), hereafter TF10, then studied the dynamical evolution of clusters in galaxies with
different (power-law) density profiles with direct N -body simulations and confirmed the
t
3/4
rh scaling of the lifetimes for clusters that are initially Roche-filling. They also showed
that for clusters with the same N and tidal radius, orbiting in different galactic poten-
tials, those with the highest angular frequency (i.e. moving in flatter density profiles)
live longest. For clusters orbiting in flatter galactic density profiles, the Jacobi surface
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is compressed (for the same Jacobi radius, rJ), resulting in smaller escape openings and
therefore a larger tdiss (Renaud et al. 2011, hereafter R11). This is contrary to what is
found for clusters on different orbits in a given potential, because in that case tdiss ∝ 1/Ω,
where Ω is the angular velocity of the cluster orbit about the galaxy centre.
Measurements of the kinematics of stars within globular clusters are mostly based
on line-of-sight velocities. However, to properly characterise the velocity dispersion
anisotropy and rotation of these systems, proper motion data are required. Various proper
motion measurements have recently become available including observations using the
Hubble Space Telescope (HST) (Bellini et al. 2014, Watkins et al. 2015), and the first data
release (DR1) of the ESA Gaia mission (Lindegren et al., 2016). DR1 provided proper
motions of many field stars in the Milky Way and also included open cluster stars, and fu-
ture releases will provide proper motions of stars in the outer regions of GCs. Therefore,
understanding the effects of PEs on the kinematics is paramount to correctly interpreting
the new data, as current models have been shown to still have large biases when compar-
ing to projected data from simulations (Shanahan and Gieles 2015, Sollima et al. 2015),
and will also help to develop a prescription for including their effects in a self-consistent
model.
The focus of this study is to use a series of simulations to investigate the properties of
PEs, including their spatial and energy distribution, their kinematics and their effect on
the kinematics of the cluster as a whole. This is to determine if there are any aspects of the
PEs which could be used to observationally constrain the external Galactic potential, or if
there are observable features of PEs which can be used to discriminate between alternative
predictions proposed by MOND and DM theories.
This chapter is organised as follows. In Section 2.2 I describe how the simulations
were set up and what initial conditions were chosen. Section 2.3 investigates the amount
of PEs that exist in the simulations, and their distribution and dynamics. In Section 2.4
I derive a prediction for the velocity dispersion at the Jacobi surface and compare this to
simulations and observational data. Finally I present the conclusions in Section 2.5.
2.2 Description of the Simulations
All simulations were run using NBODY6tt (Renaud and Gieles, 2015), a modified version
of the direct N -body integrator NBODY6 (Aarseth, 2003) optimised for use with GPUs
(Nitadori and Aarseth, 2012). NBODY6tt (mode B) allows any functional input for the
galactic potential and avoids a linearised approximation of the tidal forces. The galactic
potential considered are power-law mass profiles, using the notation from Innanen et al.
(1983) and their equation A2 for the mass enclosed within a distance from the centre of
the galaxy Rg,
M(< Rg) = M0
(
Rg
R0
)λ
, (2.2.1)
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where M0 and R0 are scale factors. From this they obtain the potential in their equations
A11 and A12
φg(Rg) =

GM0
(λ− 1)R0
[(
Rg
R0
)λ−1
− 1
]
, if λ > 0, λ 6= 1 .
GM0
R0
ln
Rg
R0
, if λ = 1.
(2.2.2)
3 specific cases are considered for the galactic potential, using λ =0, 1 and 2 which
correspond to a point mass, singular isothermal sphere, and a 1/Rg density profile (i.e. the
density profile within the scale radius of a Navarro-Frenk-White profile, Navarro et al.,
1996), respectively. In each potential the simulated clusters have an initial number of
stars N0=16384 of the same mass, or with masses distributed according to the Kroupa
(2001) mass function between 0.1M and 1M. The eccentricities of the orbit are also
varied, using = 0, 0.25, 0.5 and 0.75. The equations of motion are solved in a non-
rotating reference frame that orbits the galactic centre with the centre of mass of the
cluster initially in the origin. For the analysis of the circular orbits the data is moved
to a corotating reference frame, where the x-axis joins the centre of the cluster and the
galaxy, which is always located at −Rg, and the y-axis is positive in the direction of the
tangential component of the orbital velocity (FH00). This is required as it is only possible
to explicitly identify PEs in the corotating frame using the Jacobi energy of the stars (see
e.g. chapter 5 of Spitzer 1987). For the eccentric orbits this is not possible and therefore
the analysis is carried out in the non-rotating frame. Throughout Chapter 2 I adopt N -
body units (He´non, 1971) where G = 1, the initial total cluster mass Mc = 1 and initial
total energy Et = −1/4.
2.2.1 Input parameters
Circular orbits
The simulations were set up such that the clusters on circular orbits in each potential have
the same initial half-mass radius, rhm, and rJ. The initial conditions correspond to a King
model with W0 = 5 (King, 1966)1. However, as the King model describes spherical
distribution of stars within the radius rt, using this in a tidal potential will introduce
the presence of an initial population of PEs outside the Jacobi surface. This is because
a Jacobi surface with rJ = rt is triaxial and flatter in the y and z axes than in the x-
axis. Therefore the galactic potential is defined such that rJ = 1.5rt: in this way the
King model will sit within the Jacobi surface and have no initial PEs2. The filling factor
is then rhm/rJ ' 0.125. The Jacobi radius for circular orbits in a galaxy defined by
equation (2.2.1) is
rJ =
[
GMc
(3− λ)Ω2
]1/3
(2.2.3)
1LIMEPY (https://github.com/mgieles/limepy, Gieles and Zocchi 2015) is used to generate the initial
positions and velocities of the stars.
2There will still be a small λ-dependent population of PEs due to the z-axis of the Jacobi surface be-
coming increasingly flattened as λ increases.
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from King (1962), where Ω, for the previously defined galactic potential, is defined as
Ω2 =
GM(< Rg)
R3g
=
GM0
R3g
(
Rg
R0
)λ
. (2.2.4)
NBODY6tt requires astrophysical units for the input values for the galactic potential
and the orbit. I calculate values for M0, R0 and Rg in physical units that give the desired
rJ. I keep Rg the same for the circular orbits in the different potentials and calculate the
required circular velocity of the cluster as
Vc(Rg) = ΩRg =
√
GM0
Rg
(
Rg
R0
)λ/2
. (2.2.5)
Reference frame
To analyse the simulations in the corotating frame, the solid-body rotation of the cluster
stars relative to the non-rotating frame needs to be removed. To find the velocity com-
ponents in the corotating reference frame I use vcr = vnr − vsb, where vcr and vnr
are the velocity vectors in the corotating and nonrotating reference frames respectively,
and vsb is the solid body rotation due to the choice of the frame, which corresponds to
(0, 0,Ωϕ
√
x2 + y2) in spherical coordinates, where ϕ indicates the angle from the posi-
tive x-axis in the direction of the positive y-axis. The positions in the corotating frame
are then found by rotating the Cartesian position vector in the nonrotating frame in the
negative ϕ direction across the angular offset between the two frames.
Eccentric orbits
The kinematics and other properties such as the mass of the cluster vary over the course of
an eccentric orbit. This is because rJ will expand and contract causing stars to effectively
escape from the cluster and then be recaptured.
It can therefore be useful to approximate an eccentric orbit by a circular orbit that has
the same dissolution time and mass evolution (Cai et al., 2016). This allows us to reduce
these orbital variations by adopting an approximate rJ, which is referred to as rJ,circ, at
any point in the eccentric orbit by using the angular velocity of a circular orbit with the
same lifetime.
To achieve this, I set up the eccentric orbit simulations with the same semi-major axis
of the orbit, a, because then the lifetime is (to first order) independent of eccentricity
(Bar-or et al. in prep, Cai et al. 2016). The semi-major axes of the eccentric and circular
orbits are
a =
{
(Ra +Rp)/2, if  > 0
Rg, if  = 0,
(2.2.6)
where Ra and Rp are the apocentre and pericentre distances respectively, and  is the
eccentricity of the orbit. By using the relation Rp = Ra(1− )/(1 + ), this finds
Ra = (1 + )a. (2.2.7)
This gives a simple relation for the apocentre value depending only on the eccentricity
and is independent of the potential.
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Table 2.1: Input values for the series of simulations. Columns from left to right are: name
of the simulation, orbital eccentricity , apocentre radius Ra, apocentre velocity Va (both
in N -body units), initial mass function IMF and slope of the enclosed mass of the galaxy,
λ. All simulations have N0 = 16384 particles.
Name  Ra Va IMF λ
λ00 0.00 2494.8 85.10 Delta 0
λ00.25 0.25 3118.5 65.92 Delta 0
λ00.5 0.50 3742.2 49.13 Delta 0
λ00.75 0.75 4365.9 32.17 Delta 0
λ00K 0.00 2494.8 85.10 Kroupa 0
λ00.25K 0.25 3118.5 65.92 Kroupa 0
λ00.5K 0.50 3742.2 49.13 Kroupa 0
λ00.75K 0.75 4365.9 32.17 Kroupa 0
λ10 0.00 2494.8 104.23 Delta 1
λ10.25 0.25 3118.5 79.23 Delta 1
λ10.5 0.50 3742.2 54.63 Delta 1
λ10.75 0.75 4365.9 29.68 Delta 1
λ10K 0.00 2494.8 104.23 Kroupa 1
λ10.25K 0.25 3118.5 79.23 Kroupa 1
λ10.5K 0.50 3742.2 54.63 Kroupa 1
λ10.75K 0.75 4365.9 29.68 Kroupa 1
λ20 0.00 2494.8 147.40 Delta 2
λ20.25 0.25 3118.5 110.55 Delta 2
λ20.5 0.50 3742.2 73.70 Delta 2
λ20.75 0.75 4365.9 36.85 Delta 2
λ20K 0.00 2494.8 147.40 Kroupa 2
λ20.25K 0.25 3118.5 110.55 Kroupa 2
λ20.5K 0.50 3742.2 73.70 Kroupa 2
λ20.75K 0.75 4365.9 36.85 Kroupa 2
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To calculate the required initial apocentre velocity for the eccentric orbits, I used
conservation of Et, and angular momentum of the orbit, J :
Et = Ea = Ep
= 0.5V 2a + φg(Ra) = 0.5V
2
p + φg(Rp),
(2.2.8)
and
J = Ja = Jp
= RaVa = RpVp,
(2.2.9)
where the subscripts again refer to apocentre and pericentre. By substituting Vp in equa-
tion (2.2.8) by using equation (2.2.9), this finds
V 2a =
2 [φ(Rp)− φ(Ra)]
1− (Ra/Rp)2
. (2.2.10)
Then by using equations (2.2.2), (2.2.5) and (2.2.7) the initial apocentre velocities for the
eccentric orbits can be found from
V 2a =

2Vc(Ra)
2
(λ− 1)
[(
1−
1+
)λ−1 − 1
1− (1+
1−
)2
]
, if λ 6= 1.
Vc(Ra)
2
2 ln
(
1−
1+
)
1− (1+
1−
)2 , if λ = 1. (2.2.11)
Table 1 shows the input values for all the simulations. The names of the simulations
specify the values of λ,  and the type of mass function.
2.3 Properties of potential escapers
2.3.1 Definition and identification
The Jacobi energy of a star is defined as (see e.g. page 2 of FH00)
EJ =
v2
2
+ φc +
1
2
Ω2
[
z2 − (3− λ)x2] , (2.3.1)
where I include the dependence on λ (see the derivation in R11). The third term is a com-
bination of the tidal and the centrifugal potentials when working in a corotating reference
frame.
I also define Eˆ = (EJ − Ecrit)/|Ecrit|, where Ecrit = −3GMc/2rJ in a corotating
reference frame. It is difficult to define exactly what constitutes a PE as there can be some
stars with an energy above the critical energy on stable orbits inside the cluster (He´non,
1969), and others with apocentres outside of the Jacobi surface of the cluster. At any
moment there will also be unbound stars that are in the process of isotropically escaping
from the cluster but are still found within the Jacobi surface. To proceed I adopted the
following working definition: PEs are stars inside a sphere of radius rJ that have Eˆ > 0.
The maximum extent of the Jacobi surface on the y-axis is (2/3)rJ and along the z-axis
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Figure 2.1: Ratio of the number of PEs to total number of stars remaining in the cluster
(left) and the fraction of mass in PEs (right), for the circular orbits in each potential (each
identified by a different colour, as indicated in the panel on the left plot) with equal-mass
stars (solid lines) and Kroupa IMF (dashed lines).
the maximum point of the surface is λ-dependent, and is ∼ 0.638rJ, 0.626rJ and 0.596rJ
for λ=0, 1 and 2 respectively (see equation 14 of R11). This means that the definition of
PEs using a sphere of radius rJ will include most of the stars which have the apocentre
of their orbit outside of the Jacobi surface but will also include some unbound stars that
have escaped from the Jacobi surface. A similar approximation is used when dealing with
observational data, as a circular projected tidal surface is usually assumed.
2.3.2 Properties and distribution
Fraction of PEs and mass distribution
I began this investigation by looking at the fraction of PEs relative to bound stars inside a
sphere of radius rJ. Figure 2.1 shows the ratio of the number of PEs to the total number of
stars (left panel) and the fraction of the total mass of stars in PEs (right panel). Solid lines
represent the simulations with equal-mass stars and dashed lines represent the simulations
with a mass spectrum. The later stages of the λ00 simulation are consistent with the
evolution found in B01, however there is a clear increase in the fraction when increasing
λ. This increase is possibly due to the dependence of the escape time of individual stars,
te, on galactic potential: R11 and TF10 derived a λ dependent te based on the flux of orbits
out of the Lagrange points, finding te(λ = 2)/te(λ = 0) ∼ 1.2 and 1.14 respectively3.
The number of PEs also increases when introducing a mass spectrum. The creation of
3TF10 however found this ratio to be smaller than would be required from the differences in the disso-
lution times of their N -body simulations.
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PEs is due to many minor interactions with other stars and there is a constant amount of
PEs created on the half-mass relaxation time-scale,
trh ∝ N
1/2
c r
3/2
hm
ln Λ< m >1/2 φ
(2.3.2)
where m is the mass of the individual stars, <> indicates a mean, φ =< m5/2 > / <
m >5/2, which equals 1 when the masses of the stars are equal (Spitzer and Hart, 1971),
ln Λ is the Coulomb logarithm with Λ = 0.11Nc (Giersz and Heggie, 1994) and Nc is
the number of stars inside the cluster. Therefore, systems that have a spectrum of masses
have a shorter trh resulting in a higher production rate of PEs compared to a system with
equal-mass stars. Because the escape time is not dependent on the mass function, more
PEs build up in the simulations of clusters with a spectrum of masses. This increasing
fraction of PEs for higher λ (i.e. galaxies with flatter density profiles) corroborates the
0.35 fraction found in Just et al. (2009), where they used a Salpeter IMF (Salpeter, 1996)
and Miyamoto-Nagai disk for their galactic potential (Miyamoto and Nagai, 1975).
There is an initial phase of rapid PEs production where more PEs are produced than
escape from the cluster. Although the initial value of rt/rJ avoided having any primordial
PEs, there is a large amount of stars that are very close to the critical energy and therefore
take less time to be scattered above it. After this phase the gradient decreases, which
is much more noticeable for the λ=2 and mass spectrum simulations, as the production
and loss of PEs becomes closer to being balanced. In simulations with lower particle
number (not shown in the figure), I found that by increasing the initial value of rt/rJ the
same final fraction of PEs is reached, but there is a lower fraction relative to Fig. 2.1 for
much of the lifetime. There is also an N -dependence in the fraction of PEs (B01) which
possibly reduces their effects in systems with larger particles, but the simulations are
directly comparable to the size of open cluster-like systems. The right panel of Fig. 2.1
shows the fraction of mass in PEs which is lower than the number fraction for each of
the models. This means that PEs are predominantly low mass, possibly as it is easier
to scatter them above the critical energy. Figure 2.2 further investigates the mass of the
PEs compared to the bound stars inside the cluster. By plotting the cumulative fraction of
stars as a function of mass of PEs (dashed) and bound stars (solid) at three snapshots when
remaining mass is 0.75M0 (blue), 0.5M0 (green) and 0.25M0 (red), whereM0 is the initial
mass, the PEs have a much higher fraction of stars with low mass, as expected. Even when
the mass remaining is 0.25M0, over 40% of the PEs are below 0.3M, which means that
a large amount of PEs may be below current observational limits. This could explain why
the effects of PEs are ubiquitous in simulations yet the peculiarities in observations can
vary.
Spatial distributions
The top panel of Fig. 2.3 represents the fraction of PEs to total stars in spherical bins of
increasing radius, plotted at three points over the lifetime of the λ10K simulation. At all
moments there is roughly an equal number of PEs and bound stars at ∼0.5rJ suggesting
that the effect of PEs on the kinematics should be seen far into the cluster, as found in
K10. Beyond this location the PEs dominate and beyond ∼0.8rJ approximately all stars
are PEs, suggesting there are few bound stars that reach close to the Lagrange point,
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Figure 2.2: Cumulative mass functions for bound stars (solid lines) and PEs (dashed) at
three different moments in the evolution of the λ10K simulation.
although there will be many PEs outside of the Jacobi surface in the outer spherical bins.
The bottom panel shows the fraction of PEs to total number of PEs in spherical bins at
that time. This quantity also peaks at around ∼0.5rJ, and the location of this peak moves
outwards slowly with time. The behaviour in the λ=1 simulation shown here is similar to
the behaviour of the circular orbits in the other potentials.
Energy and angular momentum
Figure 2.4 shows dimensionless quantities of the energy and angular momentum of the
PEs, scaled to properties of the cluster to determine if there is any variation in time of
the PEs relative to the cluster. To do this the the z-component of the angular momentum
is divided by the angular momentum of a circular orbit at the Jacobi radius, rJvc, where
vc is the circular velocity of a fiducial star at the Jacobi radius, and call this quantity Jˆz
(top panels). For the energy I use Eˆ (bottom panels). Solid lines are the equal-mass
clusters, dashed lines are the simulations using a Kroupa IMF. Both are displayed for
three snapshots, when the mass remaining is 0.75M0 (blue), 0.5M0 (green) and 0.25M0
(red). The panels from left to right represent the λ=0, 1 and 2 circular orbits respectively.
There is minimal evolution in Jˆz for all simulations and there is little difference between
the equal-mass and mass spectrum clusters. There is a negative bias which suggests a
retrograde motion in the corotating reference frame.
The distribution in energy becomes wider with time (i.e. at lower N ) for the clusters
in each galactic potential, and this behaviour is more pronounced in the mass spectrum
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Figure 2.3: Top panel - Fraction of PEs to total number of stars in spherical bins. Bottom
panel - Fractions of PEs in spherical bins to total number of PEs. Each panel shows three
different moments through the lifetime of the λ10K simulation when mass of the cluster
is 0.75, 0.5 and 0.25 of the initial cluster mass.
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Figure 2.4: Histogram of Jˆz (top) and Eˆ (bottom) of PEs normalised to the total number
of PEs. Solid lines are the equal-mass simulations, dashed lines are those with a Kroupa
IMF. Both cases are shown at three different moments throughout the lifetime of the
simulations at 0.75M0, 0.5M0 and 0.25M0. Left panels are λ=0, middle panels are λ=1
and right panels are λ=2.
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Figure 2.5: Fraction of PEs as a function of their energy at M = 0.5M0 in the λ00, λ10
and λ20 simulations. Blue, green and red lines are fit to each distribution.
simulations. It is also evident that the distribution becomes wider with increasing λ, with
a larger fraction of stars at higher energies.
By solving an equation similar to the Fokker-Planck equation, that considers the pro-
duction, via diffusion, and escape of PEs, B01 introduced a model for the distribution
N(Eˆ) of PEs
N(Eˆ) ∝ Eˆ1/2K1/4
[
1
2
(
trh
k1tesc
)1/2
Eˆ2
]
, (2.3.3)
where K1/4 is a modified Bessel function, tesc is the time for escape of a star with Eˆ = 1
and k1 is a constant that corresponds to the fraction of mass scattered above Ecrit over one
trh, the instantaneous half-mass relaxation time. Figure 2.5 shows the normalised N(Eˆ)
distribution for the λ00, λ10 and λ20 simulations (blue, green and red histograms
respectively) when the clusters have a remaining mass of 0.5M0.
The half mass relaxation time is
trh ∝ (Mc/ < m > lnΛ)(rhm/rJ)3/2(GMc/r3J)1/2 and I adopt the following expression
(from FH00) for the escape time: tesc ∝ (GMc/r3J)1/2f(λ) where a dependence on the
galactic potential is included via f(λ). An empirical estimation of the function f(λ) =
[3/(3− λ)]α is adopted, and fitting on the distribution for each potential (blue, green and
red lines in the figure), finds α ∼ 1.
This λ dependence gives a variation in tesc of ∼3 between λ=0 and λ=2, which is
larger than the values found by R11 and TF10. However, this difference in dissolution
times with λ are consistent with the N -body simulations in TF10. It is important to note
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Figure 2.6: Radial profile of the dispersion of the λ10 simulation at 0.5 M0. The blue
lines represent stars within rJ with an energy below Ecrit, the green lines are all the stars
within rJ, and the red lines are all of the stars in the simulation.
that rhm/rJ (and therefore trh) also varies with λ: rhm/rJ will reduce to ∼ 0.1 at core
collapse and then increase to 0.2 for λ=0 and 0.25 for λ=2.
This evolution of the energy and the variation with λ can be used to derive an ex-
pression for the velocity dispersion at the Jacobi surface of a cluster, which is discussed
further in Section 2.4.
2.3.3 Dynamics of the potential escapers
Velocity dispersion
I also explore the dynamics of the PEs and their effect on the kinematics of the cluster.
The 1D velocity dispersion is calculated for each component of the velocity as
σ21D =< (v
2
1D− < v1D >2) > . (2.3.4)
The 3D dispersion is then calculated for spherical coordinates, where r is the radial com-
ponent, θ is the angle from the positive z-axis and ϕ is the angle measured from the x-axis
in the xy plane,
σ =
√
σ2r + σ
2
θ + σ
2
ϕ. (2.3.5)
Figure 2.6 shows the radial profiles of the σ in spherical bins for stars with Eˆ < 0 (bound
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Figure 2.7: Radial profile for the anisotropy, β, in cylindrical bins of 0.2rJ width, for the
λ00, λ10 and λ20 simulationsm, for the mean of two orbits when the remaining mass
is 0.8M0 (right-hand panel) and 0.3M0 (left-hand).
stars) in blue, all stars within rJ in green and all stars in red, for the λ10 simulation when
the remaining mass is 0.5 M0. The difference between the stars within rJ and the bound
stars shows the effect of the PEs. The bound stars show a much sharper drop while the
dispersion of all stars reduces less rapidly with distance from the centre. The difference
between the PEs and the bound stars also increases with eccentricity of the orbit, as shown
by K10 with numerical simulations. It can also be seen by taking projected quantities from
simulations that the observational angle will also affect the velocity dispersion profile, as
including stars belonging to the tidal tails will cause an increase in the dispersion.
Anisotropy of the dispersion and rotation
To analyse the anisotropy of the dispersion in the simulations I use the β parameter defined
as
β = 1− σ
2
t
2σ2r
(2.3.6)
where σ2t =σ
2
θ + σ
2
ϕ, 0 < β ≤ 1 corresponds to radial anisotropy, β < 0 to tangential
anisotropy and β = 0 to isotropy.
Figure 2.7 shows the radial profile of β for all the stars (solid lines) and only the
PEs (dashed lines) in the λ00, λ10 and λ20 simulations at snapshots when the mass
remaining is 0.8M0 (left panel) and 0.3M0 (right panel). I calculate β in cylindrical bins,
denoted by R =
√
x2 + y2, for each individual snapshot and take the mean for each bin
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Figure 2.8: Radial < vϕ > profile, normalised to ΩrJ, for the circular orbits in each
potential using a corotating frame. Left hand plot is the mean of two orbits around the
time when the remaining mass is 0.8M0, and the right plot is the same at a remaining
mass of 0.3M0. Solid lines are all stars, dashed line are only the PEs.
over two orbits. I use cylindrical bins as the anisotropy for each bin is then the same in the
corotating and nonrotating reference frames. The profiles in each potential are similar in
the early snapshot (left panel) where all are close to zero. The λ=0 and λ=1 simulations
show some tangential anisotropy in the outer region, although the error bars are very large,
whereas the λ=2 simulation appears to be isotropic, or slightly radially anisotropic. In the
later snapshot a clearer difference between the potentials is visible with the λ=0 and λ=1
simulations developing tangential anisotropy, whereas the λ=2 simulation is isotropic.
For all the potentials the bound stars are consistent with isotropy and the anisotropy that
develops is contained mostly in the PEs.
It has been shown that simulations of GCs with dense starting conditions develop
radial anisotropy (Sollima et al. 2015, Zocchi et al. 2016) but those with larger initial
rhm/rJ, similar to the initial conditions adopted in this chapter, do not develop any radial
anisotropy and instead show tangential anisotropy near the tidal radius (Baumgardt and
Makino, 2003). This is thought to be due to the balance between the preferential pro-
duction and preferential loss of radial orbits: two-body interactions predominantly scatter
stars outwards on radial orbits, and these stars then escape more easily than those on other
orbits (Takahashi et al. 1997, Tiongco et al. 2016b).
Therefore for dense initial conditions more stars are scattered outwards than can es-
cape, which causes radial orbits to build up, but for extended clusters these radial orbits
can escape as fast or faster than they are created, leading to tangential anisotropy. As it is
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harder to escape from the cluster when increasing λ, more stars on radial orbits will build
up, which could explain why the λ=2 simulation develops radial anisotropy. It was also
shown by Oh and Lin (1992) that the interaction with the tidal field increases the angular
momentum of stars in the outer regions of clusters, causing a reduction in the eccentricity
of their orbits. For their simulations this led to a reduction of radial anisotropy towards
isotropy; in the case of the simulations presented in this chapter, due to the extended ini-
tial conditions this could lead to an increase in the tangential anisotropy. However it is not
known how this would effect would change with λ or if it could explain the less tangential
anisotropy with increasing λ.
I then explore the rotation curve of the PEs, by looking at the ϕ component of the
velocity in spherical coordinates. Figure 2.8 shows the radial profile of < vϕ > for all the
stars (solid lines) and only the PEs (dashed) binned in cylindrical shells in the xy plane,
normalised to ΩrJ to see the amount of rotation as a fraction of the total velocity at rJ.
The left and right panels are at the same moments considered in Fig. 2.7 and also take
the mean of two orbits as explained previously. The PEs have a negative, i.e. retrograde,
rotation and as the bound stars have values between 0 and -0.1 < vϕ > /ΩrJ, the rotation
of the cluster becomes more negative and retrograde with increasing distance from the
centre as PEs increasingly dominate. This negative rotation is expected as retrograde
orbits are more stable against escape (Keenan and Innanen 1975, Weinberg 1991). The
difference between the left and right panels of Fig. 2.8 shows that over time the fraction
of retrograde rotation for the λ=0 and λ=1 simulations stays roughly constant at 0.5ΩrJ,
as seen in Tiongco et al. (2016a), but the λ=2 simulation becomes more negative.
In Section 2.4, I derive a relation for the velocity dispersion at the Jacobi surface, σJ.
If I instead normalise < vϕ > to σJ, the profile is almost identical to Fig. 2.8 and can be
used to study the relationship between the expression for the velocity dispersion and the
rotation in the cluster.
IMF dependence
Figure 2.9 compares the kinematics of the λ10 and λ10K simulations. In the top panel
I show the mass-weighted velocity dispersion in a spherical bin between 0.9rJ and rJ,
against cluster mass over the lifetime of the simulations. The middle and bottom panels
show the β and < vϕ > profiles respectively, at 0.5M0 calculated in the same way as
Figs. 2.7 and 2.8. There are minimal differences when changing the mass function, show-
ing that for simulations with the same < m > changing the IMF has no effect on these
aspects of the kinematics.
2.3.4 Eccentric orbits
I now consider the effect of introducing eccentricity to the orbits. Figure 2.10 shows
the total mass evolution for the equal-mass clusters in all potentials and eccentricities.
The top panels show the actual evolution in the different potentials for each eccentricity.
All orbits had the same semi-major axis, which ensures that the lifetimes are the same
at low , but for larger eccentricities additional scaling is required to achieve the same
lifetimes. Cai et al. (2016) compared tdiss of clusters in λ = 0 and λ = 1 galaxies,
finding that the eccentricity dependence was smaller for λ = 1. Here I confirm this and
find that for λ = 2 the effect of eccentricity is also less important. To achieve the same
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Figure 2.9: Comparison of the kinematics in the λ10 and λ10K simulations. From top
to bottom: dispersion in a spherical bin of 0.9rJ to rJ over the lifetime of the simula-
tions, velocity dispersion anisotropy and < vϕ > (both at a snapshot when there is 0.5
M0). These quantities have been calculated in the same way as Figs. 2.6, 2.7, and 2.8,
respectively.
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Figure 2.10: Bound mass evolution for eccentricities of 0, 0.25, 0.5, and 0.75 in each
potential. Top plots are from the simulations where I used the same semi-major axis and
mean galactocentric distance to approximate the same lifetime. Bottom plots are after
scaling the simulations to the same time to reach 0.1 of the initial mass remaining.
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Figure 2.11: Velocity dispersion in the 0.9rJ to rJ region in the λ10, λ10.25, λ10.5 and
λ10.75 simulations. Black lines are the prediction using the mass and angular velocity
of the circular orbit (see Section 2.4).
lifetimes I take a scale factor of the ratio of the dissolution time of the circular orbit to the
eccentric simulation that requires scaling, T∗ = tdiss( = 0)/tdiss( > 0), with tdiss taken
to be when Mc = 0.1M0 and find the scale parameters for position, velocity and angular
velocity as r∗ = T
2/3
∗ , v∗ = T
−1/3
∗ and Ω∗ = T−1∗ . The bottom panels of Fig. 2.10 show
the scaled mass evolution as a function of scaled time. The early evolution of the λ00.75
simulation is quite different from the others, and this is likely due to the rapid loss of stars
at pericentre. The lower eccentricity orbits match the circular orbit profile later in the
lifetime of the simulations.
Velocity dispersion and anisotropy
Figure 2.11 shows the velocity dispersion for stars between 0.9rJ and rJ for the λ=1 sim-
ulations for different . As the dissolution times of the eccentric orbits have been scaled
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Figure 2.12: Comparison of the radial profile of the anisotropy for the λ10.25, λ10.5
and λ10.75 eccentric orbit simulations to the circular orbit λ10 simulation, using the
mean of snapshots for three orbits around the specified remaining mass for each radial
bin.
to be the same as the circular orbit, the Ω of the circular orbit can be used to approximate
that of the eccentric orbits. This gives a smoothly declining rJ,circ and mass of the cluster,
which I use to calculate the prediction in Section 2.4 (black lines), and reduces the vari-
ation of the dispersion over one orbit. The dispersion is very similar for each simulation,
but has an orbital variation that increases with eccentricity. The higher dispersion values
are due to a sharp increase at pericentre, but the cluster actually spends most of its time at
apocentre and therefore at the lower values of the dispersion. Figure 2.11 shows that the
black line prediction well matches the average velocity dispersion of an orbit at any point
in the lifetime of the eccentric orbit simulations.
Figure 2.12 shows the β profile as a function of R for all stars in the λ=1 simula-
tions using the approximate value of the Jacobi radius, rJ,circ. The panels are produced
as in Fig. 2.7 but only showing the profile for all stars in each bin. As the anisotropy
in cylindrical shells is not dependent on the reference frame, and because the majority
of the anisotropy is due to the PEs, as shown in Fig. 2.7, this means that variations in
the anisotropy profiles across the different eccentricities can be inferred to be variations
of the population of PEs, assuming bound stars have an isotropic velocity distribution.
Figure 2.12 shows some variation across the eccentricities for the snapshot later in the
lifetime, with less tangential anisotropy when increasing . The =0.75 simulation has
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Figure 2.13: Radial profiles of < vϕ > for all the stars in the simulations with a λ=1
potential with different eccentricities. Left panel is the mean of snapshots for three orbits
around 0.8 M0. Right panel is the same for 0.3 M0. Dashed lines are the < vϕ > of the
frame of the reference.
a very different profile but this is possibly due to the different mass evolution shown
in Fig. 2.10, as different values for the initial filling factor can lead to variations in the
anisotropy as explained earlier.
Rotation
For the circular orbits I found that the < vϕ > of stars near rJ is about 0.5ΩrJ and
retrograde with respect to the orbit. This implies that in a non-rotating frame these stars
are on prograde orbits. Figure 2.13 shows the < vϕ > profile for all stars in the equal-
mass λ=1 case (solid lines) and the mean rotation profile of the frame calculated as Ωr
(dashed lines)4. The profiles are calculated again using cylindrical shells in the xy plane.
Here however I consider radial positions divided by rJ calculated from equation (2.2.3)
for each snapshot. I chose this normalisation because the features of the rotation are
washed out when using rJ,circ as the cluster expands and contracts over the course of an
orbit.
4In the case of the eccentric orbit with  = 0.75, the last bin shows a larger rotation than expected from
extrapolating the solid-body rotation outwards. This is due to one snapshot not having any stars in that
bin and being excluded from the mean. This snapshot corresponded to apocentre where the rotation is at a
minimum, and therefore the rotation is higher by not including this snapshot.
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From Fig. 2.13, the < vϕ > profiles are similar for different , which at rJ are close
to the 0.5ΩrJ found in Fig. 2.8. The left panel shows that early in the simulation there
is some variation with eccentricity, as the eccentric orbits have higher < vϕ > than the
circular orbit, but this variation seems to decrease with time. The solid-body rotation of
the frame, Ωr (dashed lines), also varies as it decreases with increasing eccentricity. This
means by subtracting the solid-body rotation of the frame from the < vφ > of the stars,
to convert to a fiducial reference frame that rotates at Ωcirc, there would be less retrograde
rotation in clusters on higher  orbits.
2.4 Velocity dispersion at the Jacobi surface
2.4.1 Derivation
B01 derived a relation for N(Eˆ) (equation 2.3.3). This result can be used to derive a
relation for the velocity dispersion of the PEs. As N(Eˆ) is a probability density function,
the mean can be found from〈
Eˆ
〉
=
∫ ∞
0
EˆN(Eˆ)dEˆ ∝
(
tesc
trh
)1/4
, (2.4.1)
including the additional λ dependence from Section 2.3.2. By relating the energy to
velocity using Eˆ ∝ v2/|Ecrit| with EJ = (v2/2) +Ecrit at the Jacobi surface, and assume
that the velocity dispersion is related to < v2 > as for a Maxwellian distribution, this
finds
σJ ∝
√
< v2 > ∝ (< Eˆ > Ecrit)1/2. (2.4.2)
By substituting equation (2.4.1) into equation (2.4.2) and by using tesc and trh as defined
in Section 2.3.2, and |Ecrit| ∝Mc/rJ ∝ (3− λ)1/3Ω2/3M2/3c , I find
σJ ∝ (3− λ)−1/12M5/24c Ω1/3(< m > ln Λ)1/8
(
rhm
rJ
)−3/16
. (2.4.3)
This can be compared to the MOND prediction which has a M1/4c dependence, very
close to the one obtained here. However, equation (2.4.3) has further dependencies which
provide a way of discriminating between the two predictions using observational data.
2.4.2 Comparison of the velocity dispersion prediction to simulations
To establish whether the derived scaling of σJ in equation (2.4.3) holds in the N -body
simulations, I compare the prediction to the dispersion of the stars near rJ for the circular
orbits in each potential. I focus on a spherical shell between 0.9rJ and rJ as there will only
be PEs in this region of the cluster. Figure 2.14 shows the velocity dispersion of stars in
this shell as a function of the mass of the cluster for the λ00, λ10 and λ20 simulations.
The black lines reproduce the predictions from equation (2.4.3), after finding the constant
of proportionality by fitting to the λ=0 case. The velocity dispersion near rJ from the
simulations increases with higher λ which is well reproduced by the λ dependence. The
mass dependence also accurately reproduces the decline in σJ as Mc decreases.
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Figure 2.14: Velocity dispersion of stars between 0.9rJ and rJ against remaining mass of
the cluster, Mc, for the λ00, λ10 and λ20 simulations (coloured points). Black lines
are the prediction from equation (2.4.3), with the constant of proportionality fit to the λ=0
case.
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Figure 2.15: Comparison of the σJ prediction to simulations with larger number of par-
ticles. The dispersion has been divided by Ω1/3 for each simulation to reduce the largest
difference so the profiles can more easily be compared.
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There is a large amount of scatter in the values from the simulation that could ac-
commodate a range of mass dependencies. I therefore also compare the prediction to
simulations with higher number of particles. Figure 2.15 shows the dispersion, divided
by Ω1/3 to remove the largest variation between simulations, against the remaining mass
of the cluster over time for the λ10K simulation (blue), an N0 = 105 particle simulation
run for the Gaia Challenge Workshop (green, http://bit.ly/241CBMJ, Peuten et al. 2016),
a simulation of the cluster M4 (red, Heggie 2014) and the N = 106 particle Dragon simu-
lations (magenta, Wang et al. 2016). The predictions for each simulation are plotted using
the constant of the fit from Fig. 2.14 (solid lines). The prediction slightly underestimates
the 100k and Dragon simulations, but matches the M4 simulation extremely well, includ-
ing the compact initial conditions and the subsequent expansion to fill the Roche volume.
The difference between the predictions for each simulation shows the importance of in-
cluding the < m > dependence in the prediction. Even though the M4 simulation has a
λ=0 galactic potential and should therefore have a lower σJ , it has a higher mean mass
which increases σJ. This can also be seen in the difference between the prediction for
the M4 simulation and Dragon simulation, as despite the latter also using a point mass
potential it has a lower < m > and much more extended initial filling factor. The discrep-
ancy between the value of σJ and the prediction for the Dragon simulation is possibly due
to the cluster having an initial population of remnants that are dynamically unevolved in
these snapshots.
I also over-plot the prediction of the velocity dispersion for a Plummer model (ma-
genta line), σ =
√
GMc/(6
√
r2 + r20), at rJ and using r0 ∼ rhm/1.3 (see page 73 of
Heggie and Hut 2003):
σJ =
21/6
61/2
(GMcΩ)
1/3
[
1 +
(
rhm
rJ
)2]−1/4
(2.4.4)
and adopting rhm/rJ as∼ 0.15. This also has an Ω1/3 dependence like the prediction, and
underpredicts the dispersion for most masses. Due to a steeper M1/3c dependence, this
relation approaches σJ of equation (2.4.3) in the mass range of globular clusters (Mc &
105M).
2.4.3 Comparison of the velocity dispersion prediction to observa-
tional data
It is also possible to directly compare the prediction of σJ to observational data. Baum-
gardt (2017a) presented a compilation of line-of-sight velocities and proper motion data
for stars in 50 Milky Way GCs from a wide range of data available from literature, which
was used to create combined velocity dispersion profiles.
I can consider the outermost bin of each of these velocity dispersion profiles and com-
pare them to the value obtained from the prediction for each cluster. To calculate the
estimate of σJ I approximate the mass of the cluster using the absolute visual magni-
tude from the Harris catalogue (Harris 1996, 2010 edition) and mass-to-light ratio from
McLaughlin and van der Marel (2005). I also estimate the angular velocity of the clus-
ters using Ω = Vc/Rg, by assuming Vc = 220 km/s and by taking Rg from the Harris
catalogue. Table 2 includes the dispersion, σlb, and radial position, Rlb, of the last data
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Table 2.2: Properties of the sample of Milky Way GCs (Column 1 and 2 are from Baum-
gardt 2016). Columns indicate: name of the cluster, velocity dispersion in outermost bin
σlb, radial position of outermost bin rlb, mass of the cluster Mc, galactocentric radius of
the orbit of the cluster Rg, half-mass radius rhm, Jacobi radius rJ, prediction of the veloc-
ity dispersion at the Jacobi surface, σJ, ratio of the position of the last bin to Jacobi radius
rlb/rJ and ratio of the dispersion in the last bin to the prediction of the dispersion σlb/σJ.
Cluster σlb rlb Mc Rg rhm rJ σJ rlb/rJ σlb/σJ
km s−1 pc 105M kpc pc pc km s−1
NGC104 4.58+0.42−0.36 54.27 10.02 7.40 6.82 117.580 1.55 0.46 2.96
+0.27
−0.23
NGC288 1.77+0.20−0.18 21.80 0.86 12.00 7.78 71.499 0.68 0.30 2.60
+0.29
−0.26
NGC362 2.93+0.69−0.51 17.63 4.00 9.40 2.24 101.764 1.40 0.17 2.09
+0.61
−0.45
NGC1851 3.11+0.56−0.44 35.38 3.67 16.60 2.46 144.184 1.19 0.25 2.61
+0.38
−0.30
NGC1904 2.12+0.30−0.25 33.85 2.38 18.80 3.55 135.607 0.96 0.25 2.21
+0.31
−0.26
NGC2419 1.30+1.01−3.62 160.08 10.02 89.90 23.27 621.370 0.73 0.26 1.78
+1.38
−4.95
NGC2808 5.61+0.69−0.57 23.12 9.75 11.10 2.58 152.660 1.69 0.15 3.31
+0.41
−0.34
NGC3201 2.31+0.27−0.23 38.43 1.63 8.80 7.94 72.083 0.87 0.53 2.66
+0.31
−0.26
NGC4147 1.62+0.41−0.30 19.28 0.50 21.40 2.99 87.994 0.62 0.22 2.61
+0.66
−0.48
NGC4372 3.21+0.40−0.33 14.61 2.23 7.10 8.08 69.345 0.99 0.21 3.24
+0.40
−0.33
NGC4590 0.74+0.52−0.40 25.63 1.52 10.20 4.48 77.609 0.92 0.33 0.81
+0.57
−0.44
NGC4833 3.48+0.46−0.38 8.03 3.17 7.00 4.91 77.193 1.20 0.10 2.89
+0.38
−0.32
NGC5024 2.05+0.42−0.32 72.49 5.21 18.40 7.01 173.536 1.06 0.42 1.94
+0.40
−0.30
NGC5053 1.02+0.25−0.20 40.37 0.87 17.80 13.51 93.280 0.57 0.43 1.80
+0.44
−0.35
NGC5139 7.60+0.37−0.34 58.00 21.73 6.40 9.31 138.133 1.87 0.42 4.06
+0.20
−0.18
NGC5272 2.43+0.48−0.36 54.48 6.10 12.00 8.06 137.499 1.18 0.40 2.06
+0.41
−0.31
NGC5286 7.45+0.85−0.71 6.06 5.36 8.90 1.89 107.921 1.59 0.06 4.69
+0.53
−0.44
NGC5466 0.99+0.26−0.20 50.67 1.06 16.30 10.91 94.110 0.64 0.54 1.56
+0.41
−0.31
NGC5694 2.57+0.50−0.39 33.05 2.32 29.40 3.42 181.027 0.87 0.18 2.94
+0.57
−0.45
NGC5824 3.70+0.77−0.59 30.11 5.93 25.90 3.39 227.533 1.17 0.13 3.16
+0.66
−0.50
NGC5904 2.91+0.37−0.31 26.31 5.72 6.20 3.19 86.651 1.58 0.30 1.84
+0.24
−0.20
NGC5927 4.09+0.60−0.49 8.27 2.28 4.60 1.47 52.242 1.50 0.16 2.73
+0.40
−0.33
NGC6093 6.38+0.43−0.39 1.99 3.35 3.80 0.67 52.324 2.01 0.04 3.17
+0.21
−0.19
NGC6121 3.30+0.24−0.22 17.98 1.29 5.90 7.43 50.981 0.89 0.35 3.70
+0.27
−0.25
NGC6139 6.43+1.23−0.96 3.57 3.78 3.60 0.89 52.527 2.00 0.07 3.22
+0.62
−0.48
NGC6171 2.42+0.33−0.28 8.47 1.21 3.30 1.66 33.873 1.31 0.25 1.85
+0.25
−0.21
NGC6205 4.01+0.46−0.39 24.97 4.50 8.40 4.13 97.956 1.32 0.25 3.04
+0.35
−0.30
NGC6218 2.67+0.46−0.37 74.17 1.44 29.80 15.34 155.712 0.57 0.48 4.65
+0.80
−0.64
NGC6254 2.95+0.58−0.46 9.15 1.68 4.50 2.55 46.521 1.25 0.20 2.37
+0.20
−0.37
NGC6273 9.13+1.48−1.19 3.41 7.67 4.60 1.77 78.346 2.04 0.04 4.47
+0.72
−0.58
NGC6341 3.19+0.39−0.33 4.24 3.29 1.70 0.50 30.419 2.50 0.14 1.28
+0.16
−0.13
NGC6388 7.28+0.93−0.77 16.59 9.93 9.60 1.45 139.431 1.95 0.12 3.73
+0.48
−0.39
NGC6397 3.20+0.21−0.19 8.18 0.77 3.10 2.62 28.038 1.08 0.29 2.98
+0.20
−0.18
NGC6402 6.08+0.92−0.24 10.15 7.47 6.00 2.27 92.671 1.83 0.11 3.33
+0.50
−0.40
NGC6656 3.36+0.59−0.54 17.68 4.30 4.00 3.91 58.823 1.54 0.30 2.19
+0.38
−0.35
NGC6715 8.80+1.50−1.50 21.66 16.79 4.90 1.17 106.082 2.71 0.20 3.24
+0.55
−0.55
NGC6723 2.83+0.31−0.50 20.92 2.32 18.90 8.41 134.840 0.81 0.16 3.50
+0.79
−0.62
NGC6752 2.76+0.30−0.28 9.09 2.11 2.60 1.44 34.847 1.66 0.26 1.66
+0.19
−0.17
NGC6809 3.70+0.34−0.27 11.76 1.82 5.20 4.28 52.664 1.12 0.22 3.29
+0.27
−0.24
NGC6838 1.02+0.39−0.23 6.58 0.30 3.90 1.89 23.817 0.83 0.28 1.23
+0.41
−0.28
NGC7078 3.03+0.21−0.19 14.71 8.11 6.70 1.95 102.540 1.88 0.14 1.61
+0.11
−0.10
NGC7089 3.92+0.64−0.51 26.27 7.00 10.40 3.21 130.878 1.50 0.20 2.61
+0.43
−0.34
NGC7099 2.12+0.25−0.22 14.96 1.63 7.10 2.13 62.472 1.16 0.24 1.82
+0.21
−0.19
Ter8 1.46+0.47−0.40 17.35 0.18 19.40 5.36 58.800 0.42 0.30 3.44
+1.11
−0.94
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Figure 2.16: Ratio of the velocity dispersion in the last bin of the profiles from the Baum-
gardt (2016) data, to the prediction σJ , as a function of the ratio of the position of the last
bin to the calculated rJ.
point, the ratio of the position of the last bin to the Jacobi radius, Rlb/rJ, and ratio of the
dispersion in the last bin to the prediction of the dispersion σlb/σJ.
Figure 2.16 shows σlb/σJ against Rlb/rJ. It is clear that the data does not extend to
the approximate rJ, which means that the observed dispersions are expected to be higher
than the prediction for σJ. Most points follow an expected trend, with σlb/σJ decreasing
with increasing Rlb/rJ. The are some points that appear to not follow this trend. This is
possibly due to internal properties of the cluster, which affect the radial distance from the
centre of the cluster at which the effects of PEs or of contamination from field or extra-
tidal stars become significant. Moreover, I recall that the calculations of σJ and rJ include
some approximations that for some clusters could be less accurate than others.
Fig. 2.17 shows the velocity dispersion in the last bin of data against the galactocentric
distance for each cluster in the sample, with the point size reflecting the mass of the
cluster. I also show the prediction from equation (2.4.3) for the least massive cluster of
the sample (dashed line) and for the most massive (solid line). Although most of the points
lie above the prediction, there seems to be an increase in the dispersion with decreasing
Rg, suggesting there is more than just a mass dependence in the velocity dispersion at the
Jacobi surface.
The prediction is a lower limit for the dispersion profiles, so it is expected that none
of the data points should be lower than the prediction. This is because there are many
reasons why the velocity dispersion of the outermost bins in the profile can be above the
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Figure 2.17: Velocity dispersion of the last bin of data for the clusters from Baumgardt
(2016), plotted against the galactocentric distance of the cluster). The size of the points
is proportional to the mass of the clusters. The black lines are the prediction for the most
massive and least massive clusters (solid and dashed respectively).
prediction, including projection effects and observational profiles not extending out to the
Jacobi surface. This means that it is likely difficult to discern between the effects that a
DM halo may have on the outer regions of a velocity dispersion profile, from the effects of
PEs. The proper motion data provided by future releases of the Gaia mission will allow
for more rigorous selection criteria for cluster members, which can be followed up by
further ground based observation of line-of-sight velocities, making it possible to probe
closer to the Jacobi surface of Milky Way star clusters. A combination of proper motions
and radial velocity measurements for stars in the outer regions of GCs will also provide a
way of inspecting the rotation and anisotropy of the dispersion, which may be required to
discriminate between these scenarios as the retrograde bias in the orbits of the PEs may
not be present when there is the additional effect of a dark matter halo.
2.5 Conclusions
By running simulations of star clusters and varying the orbital eccentricities, initial mass
function, and galactic (power-law) mass profiles, I explored the distribution and behaviour
of a population of energetically unbound stars within the Jacobi radius of a cluster, and
found three properties of the PEs to vary with the slope of the enclosed galactic mass:
1) the fraction of PEs inside the Jacobi radius, 2) the velocity dispersion at the Jacobi
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surface, 3) the velocity anisotropy.
For an equal-mass system in a point mass galactic potential I found the fraction of PEs
inside the Jacobi radius to be consistent with the value found by B01. However, a mass
spectrum and shallower galactic density profiles both cause an increase in the number of
PEs, up to 40% in a 1/Rg density profile galaxy with a globular cluster type IMF between
0.1 and 1M. At r = 0.5rJ there are equal number of PEs and bound stars, and beyond
this radius the PEs dominate. This suggests that PEs should have a large influence on
cluster kinematics, especially in the outer parts.
By inspecting the fraction of total mass in PEs and the evolution of the distribution
of masses for the PEs, I found that a large fraction of PEs will be low mass for most of
the lifetime of the cluster, meaning that the majority of these stars could not be observed
currently, but can contribute significantly to the total mass. The energy distribution of PEs
becomes wider as N decreases. This width is also larger for larger λ, and I introduced a
λ dependence to the model established in B01.
I then investigated the effect of the PEs on the kinematics. The radial profiles of the
anisotropy of the dispersion early in the simulations for the circular orbits are consistent
with zero (i.e. isotropy). However, the simulations in the λ=0 and λ=1 potentials develop
tangential anisotropy in time whereas the λ=2 simulation shows radial anisotropy. This
is possibly due to two-body interactions scattering stars outwards on radial orbits, as
these orbits also preferentially escape from the cluster. Therefore the clusters with the
larger escape time in the shallowest galactic density profiles create radial orbits faster
than the stars can escape. Throughout the entire lifetime the clusters in the λ=1 and λ=2
simulations also have some radial anisotropy before β decreases towards the tangential
anisotropy. This decrease in β occurs faster in the λ=0 simulation.
The rotation profiles show a clear negative value for the mean of the ϕ component
of the velocity in the corotating reference frame which is also seen in a negative bias of
the Jz distribution. This retrograde motion is expected as prograde orbits are less stable
and preferentially lost from the cluster. The PEs cause the < vϕ > profile to become
increasingly negative with radius, as PEs dominate further from the centre of the cluster,
and at the Jacobi radius they have around half of the circular velocity at rJ. There is
also a difference in the λ=2 simulation, which seems to develop more negative < vϕ >
over the lifetime, whereas the λ=0 and λ=1 stay roughly constant. For the simulations of
clusters with a mass spectrum there seems to be no substantial variation in the dynamics
when comparing to the equal-mass simulations. Similarly when using higher values of
orbital eccentricity, there seems to be only minimal variation of the dynamics, but there
is a suggestion of less tangential anisotropy and less retrograde rotation when increasing
eccentricity.
I then formulated a relation for the velocity dispersion at rJ due to the effect of
PEs. From the model of the distribution of Eˆ of PEs developed in B01, I approxi-
mated the velocity dispersion at the Jacobi surface σJ as a function depending on (3 −
λ)−1/12M5/24c Ω1/3(< m > lnN)1/8. I compared this prediction to simulations and ob-
servational data. By scaling the constant of proportionality of the prediction to match the
velocity dispersion between 0.9rJ and rJ over time in the λ00 simulation, the profile is
well matched by the mass dependence of the prediction and the λ dependence reproduces
the variation across the different potentials. I also found the prediction to be close to the
values of the velocity dispersion near the Jacobi radius in simulations with a much larger
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number of particles.
This prediction is useful for testing the different theories that attempt to explain the
flattening of the velocity dispersion. For example, some predictions using MOND find
the flattened value of the velocity dispersion ∝ M1/4c , whereas the prediction contains
an additional dependence on the orbit, suggesting a way to discriminate between the two
scenarios.
I show that there is a dependence of the velocity dispersion, anisotropy and rotation
properties of PEs on the galactic mass profile (i.e. λ). This suggests that the PEs can
be used as an independent method to determine properties of the underlying dark matter
profile, which could be especially important in the core v cusp debate in dwarf galaxies
(see e.g. Walker and Pen˜arrubia 2011, Read et al. 2016). For example, the increasing
abundance of PEs with increasing λ could lead to a higher mass-to-light ratio. Such a
λ dependent mass-to-light ratio could help explain why the metal-poor clusters Fornax 3
and Fornax 5 have an observed mass-to-light ratio higher than synthetic stellar population
models ( Strader et al. 2011, Larsen et al. 2012).
This velocity dispersion prediction is also useful for generative models of tidal streams,
which require releasing particles from a cluster with a chosen velocity dispersion (Fardal
et al. 2015, Erkal et al. 2016). This dispersion affects the width of the stream and there-
fore using the correct value is important to be able to accurately use the streams to infer
galactic properties.
I compared these results to available observational data. By using recently compiled
velocity dispersion profiles from Baumgardt (2017a), which contain a wide range of ra-
dial velocity and proper motion measurements from literature, I showed that most of the
observed values of the velocity dispersion in the outermost bins of data lie above the pre-
diction for σJ. There are many reasons why the observational data would increase above
the prediction, including the fact that the data do not extend close enough to rJ, projection
effects, and that a large fraction of clusters are still under-filling their Roche volumes. De-
spite this, I found some clusters to be close to the prediction and not to be consistent with
a prediction that would only depend on the mass of the cluster, suggesting that there is a
dependence on the galactocentric distance consistent with the Ω1/3 dependence. With the
upcoming Gaia data it will be possible to detect stars further from the centre of globular
clusters than it is currently possible. Accurately understanding the behaviour of PEs pro-
vides an independent way of inferring galactic properties and avoids the misidentification
of other effects, such as the effects of a dark matter halo.
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Chapter 3
Spherical models of star clusters with
potential escapers
An increasing number of observations of the outer regions of globular clusters (GCs) have
shown a flattening of the velocity dispersion profile and an extended surface density pro-
file. Formation scenarios of GCs can lead to different explanations of these peculiarities,
therefore the dynamics of stars in the outskirts of GCs are an important tool in tracing
back the evolutionary history and formation of star clusters. One possible explanation
for these features is that GCs are embedded in dark matter halos. Alternatively, these
features are the result of a population of energetically unbound stars that can be spatially
trapped within the cluster, known as potential escapers (PEs). I present a prescription for
the contribution of these energetically unbound members to a family of self-consistent,
distribution function-based models, which, for brevity, I call the Spherical Potential Esca-
pers Stitched (SPES) models. I show that, when fitting to mock data of bound and unbound
stars from an N -body model of a tidally-limited star cluster, the SPES models correctly
reproduce the density and velocity dispersion profiles up to the Jacobi radius, and they
are able to recover the value of the Jacobi radius itself to within 20%. I also provide a
comparison to the number density and velocity dispersion profiles of the Galactic cluster
47 Tucanae. Such a case offers a proof of concept that an appropriate modelling of PEs is
essential to accurately interpret current and forthcoming Gaia data in the outskirts of GCs,
and, in turn, to formulate meaningful present-day constraints for GC formation scenarios
in the early universe.
3.1 Introduction
3.1.1 Globular clusters as quasi-isothermal systems
Globular clusters (GCs) are ancient stellar systems orbiting around the centre of mass
of their host galaxies. Their evolution is the result of two-body relaxation, stellar evo-
lution, binary star evolution and the interaction with the galactic tidal field (e.g. Meylan
and Heggie, 1997b). Despite the complex interplay of these processes, their present day
properties are well captured by relatively simple dynamical models (e.g. Gunn and Grif-
fin, 1979). As progressively more accurate observational data unveils the complexities
of GCs’ structural and kinematic properties, advances to these simple models have been
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required to accurately describe them. Understanding the physical processes that generate
these complexities may hold the key to understanding the formation process and evolution
of GCs.
Dynamical models of GCs are usually of two types. First, evolutionary models, e.g.
numerical simulations based on direct N -body (Nitadori and Aarseth, 2012; Wang et al.,
2015) and Monte Carlo approaches (Freitag and Benz, 2001; Giersz, 2006), include many
of the complex aspects of GC evolution. These take into account, among other physical
ingredients, the collisional nature of the systems, stellar evolution and the perturbations
induced by the galactic environment, which provide a realistic description of these sys-
tems. However, million-particle N -body models tailored to describe the observational
properties of individual clusters, although finally achievable (Heggie, 2014; Wang et al.,
2016), still require a significant investment of computational time.
An alternative modelling approach is to use equilibrium models which describe the
properties of clusters at a given time in their evolution. An example of these types of
models are those defined by a distribution function (DF), describing the density of points
in phase space. These models are faster to solve than evolutionary models, and provide a
simple but physically justified description of the bulk internal properties of GCs. I refer to
He´nault-Brunet et al. (2019) for a comparison of the performance of several equilibrium
models (e.g., DF-based or moments-based) in the interpretation of mock surface bright-
ness, radial velocity and proper motion profiles derived from a reference N -body model
of the cluster M4 (Heggie, 2014).
The most popular class of DF-based models of GCs are the so-called ‘lowered isother-
mal’ models, which are approximately isothermal in the central regions, but have a finite
escape velocity to mimic the effect of the energy truncation induced by the galactic tidal
field. Anisotropy in the velocity distribution can be found in GCs as a consequence of
their conditions at formation (Vesperini et al., 2014; Breen et al., 2017), or as a product of
their evolution (Oh and Lin, 1992; Baumgardt and Makino, 2003), and recent numerical
simulations of star clusters showed that anisotropy evolves during the lifetime of GCs, de-
pending also on the initial conditions, including how compact the cluster is (Sollima et al.,
2015; Tiongco et al., 2016b). For these reasons, including the presence of anisotropy in
the models (e.g., in the way proposed by Eddington, 1915; Michie, 1963) can be im-
portant to accurately reproduce evolutionary effects (e.g., see Zocchi et al., 2016) and,
most crucially, observations (e.g., see Anderson & van der Marel 2010, Watkins et al.
2015). The effects of mass segregation can be taken into account by incorporating sev-
eral components in the models (Da Costa and Freeman, 1976; Gunn and Griffin, 1979),
to describe the dynamics of stars with different masses. The possibility to have radially
dependent mass-to-light ratios and anisotropy has proven important in the discussion on
intermediate-mass black holes in GCs (Illingworth and King, 1977; Zocchi et al., 2017;
Gieles et al., 2018; Zocchi et al., 2019) and dark remnants (Sollima et al., 2015, 2016;
Peuten et al., 2017; Zocchi et al., 2019).
Recently, Gieles and Zocchi (2015) developed the LIMEPY family of models which
are isothermal at low energies and polytropic near the truncation energy. The truncation
of the models is controlled by the parameter g, allowing for the truncation prescription
to vary smoothly between the ones proposed by Woolley (1954), King (1966) and (non-
rotating) Wilson (1975) modes. The LIMEPY models include a prescription for radial
velocity anisotropy (for a test against N -body models, see Zocchi et al., 2016), and the
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possibility to consider multiple mass components, which accurately reproduce the phase-
space distribution of multimass N -body models (Peuten et al., 2017). Additionally, the
inclusion of differential rotation (e.g., by means of a prescription equivalent to the one
adopted by Prendergast and Tomer 1970) is straightforward (Zocchi & Varri, in prep.),
but comes with a higher computational cost because of the loss of spherical symmetry.
3.1.2 Old and new observables and their possible dynamical inter-
pretation
Despite the developments summarised above, there are complexities in the observational
data that can not be reproduced by existing models. These include a flattening of the ve-
locity dispersion profile near the Jacobi radius rJ (Drukier et al. 1998; Scarpa et al. 2007;
Lane et al. 2009), extended haloes (Coˆte´ et al. 2002; Olszewski et al. 2009; Carballo-
Bello et al. 2012; Kuzma et al. 2016, 2018), and high velocity stars (Meylan et al. 1991;
Lu¨tzgendorf et al. 2012; Kamann et al. 2014).
Traditional expectations of Newtonian dynamics in the outskirts of GCs would sug-
gest a decreasing velocity dispersion profile with increasing radius. Earlier and more
recent empirical evidence suggests that, in some Galactic clusters, the velocity disper-
sion may be elevated and the surface density may be raised compared to this expectation
(Drukier et al., 1998; Lane et al., 2011; Carballo-Bello et al., 2018) which has led some to
propose the inclusion of additional physics beyond Newtonian predictions. These expla-
nations include modified theories of gravity (Hernandez and Jime´nez, 2012), where once
a star passes below a threshold value in acceleration (and also the clusters orbital velocity
around the galaxy is below the same threshold) the star can enter a modified dynamics
regime (Milgrom, 1983), which can lead to a flat velocity dispersion at large distances
from the cluster centre. Alternatively, some formation scenarios suggest that GCs could
form within their own dark matter mini-haloes, similar to dwarf galaxies (Peebles, 1984;
Mashchenko and Sills, 2005; Trenti et al., 2015). If still present, this would elevate the
velocity dispersion (e.g., see Ibata et al., 2013; Pen˜arrubia et al., 2017).
Other formation theories, where GCs formed in gas-rich discs and major mergers of
galaxies do not require the presence of a dark matter halo (Kravtsov and Gnedin, 2005).
In this scenario, the peculiarities could be explained by the GCs still being in the debris
of a disrupted dwarf galaxy after a merger (Carballo-Bello et al., 2018).
Finally, the tidal field of the host galaxy introduces a spatial condition for escape in
addition to a critical energy for escape. This leads to the presence of a population of
stars with an energy above the critical energy for escape but still spatially bound to the
cluster, and within rJ. The effects of these so-called PEs were first investigated with
N -body models after it was found that the dissolution time of simulations with large par-
ticles numbers were shorter than in scaled up simulations with smaller particle numbers
(Fukushige and Heggie, 2000). The expectation was that the dissolution time of clusters
scales linearly with the half-mass relaxation time, trh, because this is the time-scale for
stars to be scattered above the critical energy for escape, Ecrit. However, a dependency
of t3/4rh for the dissolution time was found in N -body models of star clusters evolving in
steady tidal fields (Baumgardt, 2001). This deviation from a linear dependence on trh
can be understood from the additional timescale of the spatial criteria for escape through
one of the Lagrangian points (Baumgardt, 2001), which is dependent on the cluster mass.
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This means PEs can persist within the cluster for a long time before escaping, where in
ideal circumstances some can even remain inside a cluster indefinitely (He´non, 1969).
PEs dominate in the outer regions of clusters, and around a radius of half of the Jacobi
radius (0.5 rJ), roughly 50% of the stars are PEs (Ku¨pper et al., 2010). Claydon et al.
(2017, from here on C17) showed that the total amount of PEs depends on the assumed
shape of the stellar mass function and the galactic potential. Due to the fact that their
energy is larger than that of the other stars in the cluster, PEs contribute to increasing the
velocity dispersion profile and to extending the surface density profile beyond the extent of
bound stars. The effects of PEs can only account for the behaviour of the surface density
profiles inside of rJ. However, by including these effects in an equilibrium model such as
the one described in this study, the resulting estimate of the Jacobi radius rJ is much more
accurate than the one based on simpler, ‘lowered isothermal’ models (see de Boer et al.,
2019). This makes them a possible explanation for the peculiarities in observational data
(Ku¨pper et al., 2010) and the amount of deviation from the Newtonian expectation for the
velocity dispersion. In addition, their spatial properties can be used to infer properties of
the dark halo of their host galaxy.
Therefore, observationally determining if these peculiarities are due to PEs or dark
matter can constrain the formation scenario and evolutionary processes that shape GC
dynamics. ESA’s Gaia mission is providing a revolutionary set of data, with positions and
proper motions for a billion stars in the Galaxy. This includes the previously unprobed
population of stars in the outskirts of GCs. It is therefore paramount to understand the
effect that PEs can have on the observations, and to propose a model that accounts for
their behaviour.
3.1.3 Adding unbound stars to models
Daniel et al. (2017) developed a family of DF-based models of GCs that include the ef-
fects of PEs, which are described in terms of approximate integrals of motion, as inspired
by a family of periodic orbits of the circular Hill problem proposed by He´non (1969).
Unfortunately, such an approach does not allow to easily formulate a simple analytical
expression of the DF, which, in turn, makes the derivation of a fully self-consistent solu-
tion of the relevant Poisson equation quite cumbersome. The family of models presented
in this chapter partly addresses these two limitations, although at the cost of introducing
substantial simplifications in the phase space description of the PEs.
Given the importance of PEs in N -body models, one may wonder why traditional
models (without PEs), such as King’s model, offer a satisfactory representation of the
observational properties of many GCs. This is partially because most King model fits are
done to data that does not extend all the way to rJ (Trager et al., 1995). Another reason is
that the truncation energy of such models does not necessarily correspond to the critical
energy of the systems they describe. This allows the existing models to account for the
presence of some PEs inside of the model, albeit with incorrect underlying physics. This
is because these models are isolated, and the effect of the tides is mimicked by ‘lowering’
the energy by a truncation energy φt = −GMc/rt, with G the gravitational constant, Mc
the cluster mass and rt the truncation radius. This energy is larger than what the critical
energy for escape would be if the effects of a galactic tidal potential are included (defined
here as Ecrit). For a cluster on a circular orbit in a reference frame corotating with the
49
3.1. INTRODUCTION
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
x/rJ
0.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
E
J
/φ
t
Bound
PEs
Unbound
φ(x) King model
φ(x) King model + φT
Figure 3.1: Jacobi energy (EJ) normalised to the critical energy, as a function of the
position of stars on the x-axis normalised to rJ from an N -body models from C17 (ss3,
as described in Section 3.2). Magenta points are bound stars (EJ < Ecrit), green points
are PEs (EJ > Ecrit and r < rJ) and red points are unbound stars (r > rJ). The potential
of the King model (black) and the King model plus tides (yellow) are shown. The shaded
cyan region shows the range of PEs which are included in the King model fit, but would
no longer be included if the effects of the galactic potential are introduced.
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orbit, a star has a Jacobi energy of
EJ =
v2
2
+ φc +
Ω2
2
(z2 − 3x2) , (3.1.1)
where the terms on the right hand side are the kinetic energy, the potential energy due
to the cluster, a contribution from the galactic tidal potential, and the centrifugal force
(Fukushige and Heggie, 2000). The critical energy of the system (Heggie and Hut, 2003)
is
Ecrit = −3GMc
2rJ
. (3.1.2)
This means that an isolated model when fit to data from N -body simulations of GCs
(orbiting in a corotating reference frame around a time-independent galactic potential)
will describe some PEs with −1.5 . EJ/φt . −1 as bound members of the system.
I illustrate this by comparing a King model to the energy of stars in a tidally limited
N -body model. I fit a King model to a snapshot from an N -body model from C17, on
a circular orbit around a singular isothermal galactic potential, and compare the potential
from the model at any radius, φ(r), to the EJ of each star. I define bound stars as stars
with EJ < Ecrit, PEs as stars with r < rJ and EJ > Ecrit and unbound stars as stars with
r > rJ. Figure 3.1 plots EJ normalised to φt, against the x-axis position normalised to
rJ, with the bound stars shown in magenta, PEs in green and unbound in red. By fixing
the mass to be the correct value and rt = rJ I fit on the concentration parameter of the
King model and plot the potential (black line) which denotes the minimum energy a star
can have at that radius. The potential beyond rt is approximated as a point mass with
φ(x) = −GM/x (dashed line). I also plot φ(x) + φT where I have added the tidal and
centrifugal contribution: φT = −1.5Ω2x2 (yellow line, see equation 3.1.1). PEs with
Ecrit < EJ < φt (in the shaded cyan region) are included in the King model (∼ 73%
of PEs), and the model could include more PEs by increasing rt. Therefore the model is
able to reproduce the bulk properties of the data but does not have the correct underlying
physics to describe the dynamics.
The goal of this study is to develop a convenient, spherically-symmetric family of
models that include an approximate description of the phase space contribution of PEs,
which are within the Jacobi radius of GCs. Such a family is defined by a distribution
function formulated as a simple analytical expression, which can agilely allow to derive a
self-consistent solution of the corresponding Poisson equation. In Section 3.2 I describe
the models and explore their properties. In Sections 3.3 and 3.4 I compare the models
to N -body simulations and observational data, respectively. In Section 3.5 I discuss the
strengths and limitations of the models and delineate how the approximations taken may
be improved upon in future versions of the models.
3.2 The SPES family of models
3.2.1 Distribution function
One of the earliest lowered isothermal models used a purely isothermal DF, f(Eˆ) =
A exp(Eˆ) for Eˆ > 0 and f(Eˆ) = 0 elsewhere (Woolley, 1954), where Eˆ = −(E −
φt)/s
2, E = 0.5v2 + φ(r) is the specific energy and stars with negative Eˆ are assumed
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Figure 3.2: Distribution function as a function of energy for LIMEPY models (dashed
lines) with g = 0, 0.5, 1, 1.5, and 2, and for the bound (purple solid line) and unbound
(black solid line) parts of the SPES model (equation 3.2.1) with B = 0.9 and η = 0.3. All
models have φˆ0 = 9.
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to instantaneously escape. This family of models is characterised by two physical scales:
the normalisation of the DF (i.e., the free constant A), which sets the mass of the system,
and a velocity scale s. This function is discontinuous at Eˆ = 0 (i.e. E = φt).
To ensure a vanishing phase space density and a continuous DF at Eˆ = 0, a con-
stant can be subtracted from the exponential, such that: f(Eˆ) = A
[
exp(Eˆ)− 1
]
(King,
1966)1. The resulting density profiles in projection match the surface brightness profiles
of GCs exceptionally well (Trager et al., 1995), which is why this approach has been the
foundation of many further developments.
The models proposed by Wilson (1975), as taken in the non-rotating and isotropic
limit, include an additional energy term, f(Eˆ) = A
[
exp(Eˆ)− 1− Eˆ
]
. This makes the
derivative of f(Eˆ) continuous at Eˆ = 0, and leads to a more extended density distribu-
tion which has been shown to better fit observed density profiles of some GCs (see the
discussion in McLaughlin and van der Marel, 2005).
Davoust (1977) and Hunter (1977) showed that Woolley, King and Wilson models are
special members of a family of models with different orders of truncation of the isothermal
DF; more recently, an updated formulation of the DF by Gomez-Leyton and Velazquez
(2014) also allows to construct solutions in between these models. The DF is defined
as f(Eˆ) = A exp(Eˆ) γ(g, Eˆ)/Γ(g), where γ(a, x) and Γ(x) are the lower incomplete
gamma function and the gamma function, respectively. When considering g = 0, 1 and
2, the Woolley, King and Wilson models are obtained, respectively. This was further
developed in the LIMEPY family of models by Gieles and Zocchi (2015), who added radial
orbit anisotropy and multiple mass components and provided a PYTHON implementation2.
The construction of DF-based models which include a contribution from a popula-
tion of PEs may be conducted by adopting the following rationale. First, I rely on the
simplifying assumptions of equilibrium and spherical symmetry. Second, concerning the
representation of the phase space behaviour of the bound population, I choose to pre-
serve some consistency with the class of lowered isothermal models described above, as
they offer an empirically satisfactory description of the dynamics of the central regions
of many Galactic globular clusters. I recognise that the assumption of dynamical equi-
librium introduces a significant degree of idealisation in this description of the problem.
Nonetheless, I emphasise that as shown in Baumgardt (2001), the distribution of PEs is
relatively constant with time, with the predominant evolution being the width of the en-
ergy distribution aboveEcrit. Therefore, I argue that a static model should be able to match
the instantaneous behaviour of PEs at a given time, provided that a parameter setting the
energy distribution width is included.
The rationale adopted above allows us to provide a zeroth-order description of the
effects induced by the presence of a population of unbound stars. To achieve this I de-
velop a spherically symmetric distribution function that only depends on energy, which
has the additional advantage of preserving a certain mathematical simplicity and rapidity
of numerical calculation. In the future, I intend to address the limitation of ignoring the
anisotropy in the velocity dispersion and the deviations from spherical symmetry intro-
1The King (1966) model is in fact an approximate steady state solution of the Fokker-Planck equation,
when considering two-body relaxation and escape. A concise explanation of the physical justification of
the King model can be found in King (2008).
2LIMEPY is available from https:/github.com/mgieles/limepy
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duced by the effects of a galactic potential (as discussed also in Section 3.5), by consid-
ering the constructions of DF-based models which take into account the non-spherical
nature of the external tidal field and other dynamical ingredients.
Unfortunately, the LIMEPY models are not suited to add an unbound population. Fig-
ure 3.2 shows the DF as a function of the energy, for several isotropic LIMEPY models and
different values of g (dashed lines). For values of g > 0, the DF vanishes at Eˆ = 0. This
means a discontinuity would be introduced when including the effects of PEs. To solve
this, I introduce the constants B and C into the expression for the DF, which control the
value of the DF and its derivative at Eˆ = 0. This is an approach similar to the one used
for Woolley (B = C = 0), King (B = 1, C = 0) and Wilson models (B = C = 1), but in
this case I leave the values of these parameters free, to have a non-zero density at Eˆ = 0
for B < 1.
This approach allows us to ‘stitch’ to the DF for bound stars the one for PEs, with
the ‘stitching’ taking place at Eˆ = 0. The choice of the functional form adopted for the
DF of PEs is motivated by numerical results from extensive direct N -body investigations.
It has been shown that the evolution of the number of stars, N(Eˆ), for Eˆ < 0 is well
described by a modified-Bessel function, when the effects of dynamical friction are not
included (Baumgardt, 2001). However it is not possible to derive an analytic expression
for f(Eˆ) from this N(Eˆ). Therefore I approximate it by an isothermal model in the
regime Eˆ < 0. A more rigorous approach may be taken in future versions of the models,
but the approximation of an exponential DF for the PEs is adequate for the fits shown in
Section 3.2 and 3.4.
The DF of the SPES (Spherical Potential Escaper Stitched) family of models is
f(Eˆ) = A×

exp(Eˆ)−B − CEˆ, Eˆ ≥ 0
(1−B) exp
(
Eˆ
η2
)
, Eˆ < 0 ,
(3.2.1)
where η2 = s2pe/s
2, where spe is the 1D velocity dispersion of the PEs.
Once the stars become energetically unbound, their escape time te ∝ Eˆ−2 (Fukushige
and Heggie, 2000). This means that te(Eˆ = 0) =∞ and that the stars only slightly above
the critical energy have very large escape times and the effects of the escape process are
negligible. This suggests that the DF should therefore be continuous across Eˆ = 0 and
also continuous in the derivative to ensure that the behaviour of stars slightly above and
slightly below Eˆ = 0 is similar. Enforcing continuity to further derivatives would over-
constrain the model as the DF only has terms to second order. Additionally the simple
isothermal model assumed for the DF for Eˆ < 0 is a reasonable approximation for the
zeroth and first derivatives but it is likely inaccurate for further derivatives. By demanding
smoothness, I find
C = 1− 1−B
η2
. (3.2.2)
A representative example of the behaviour of the DF for the case of a model withB = 0.9,
η = 0.3 is illustrated in Fig. 3.2.
In addition to the usual degree of freedom which controls the central concentration
(φˆ0, e.g., see King 1966), the PE-specific parameters of the model are η and B, which
define C via equation (3.2.2). Moreover, as in the case of the conventional ‘lowered
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isothermal’ models, two physical scales can be set by means of the free constants s and A
(e.g., the velocity and mass scale for the system). Acceptable values for the η parameter
are between 0 and 1, to ensure that the value of the velocity dispersion at the tidal radius of
the model assumes values between 0 and (approximately) the central value of the velocity
dispersion. Also, for the other parameter, I impose 0 ≤ B ≤ 1 so that the density at
Eˆ = 0 can vary between a non-zero maximum (for B = 0) to zero (for B = 1). It follows
that −∞ < C ≤ 1, and because the derivative of the DF at Eˆ = 0 is proportional to
1− C, its range is 0 ≤ f ′(0) ≤ ∞. I note that the (non-rotating, isotropic) Wilson model
is found for B = 1, regardless of the value of η, and the King model is recovered for
B = 1 and C = 0.
As the model is no longer ‘truncated’ in the same way as previous models, I refer
to the critical radius rcrit as the radius where the specific potential reaches the critical
value φ = φt which is therefore the maximum radius of bound stars. This parameter is
comparable to rt of LIMEPY models and rJ of data and N -body models.
By analysing the outcome of numerical simulations, Claydon et al. (2017) showed that
during the lifetime of the cluster the distribution of PEs within the Jacobi radius maintains
the same shape, with only the width of the energy distribution aboveEcrit changing signif-
icantly. This suggests that the SPES models could be able to reproduce the instantaneous
properties of PEs thanks to the parameter η, which is related to the width of the energy
distribution. However, care must be taken when using this model as initial conditions for
evolutionary modelling. By introducing this unbound contribution from the DF the model
will no longer be in virial equilibrium, and the model is unstable unless the effects of a
specific galactic potential are included. The only way to include a galactic potential is
by including an impermeable boundary at rcrit and the model will then be in equilibrium
when considering the total kinetic energy, K, the total potential energy, W , and a pres-
sure term3: ptV = s2peρ(rcrit)(4/3)pir
3
crit, such that the condition for virial equilibrium is
2K −W − 3ptV = 0 (Lynden-Bell and Wood, 1968).
3.2.2 Properties of the models
To compute the models, I define the dimensionless quantities φˆ = (φt − φ(r))/s2, rˆ =
r/rs, and ρˆ = ρ/ρ0 (see also King, 1966; Gieles and Zocchi, 2015), where ρ0 is the central
density and r2s = 9s
2/(4piGρ0) is the (square of the) scale radius, or King radius. The
radius at which φˆ = 0 is rcrit. The Poisson equation for the dimensionless potential φˆ can
be written as:
1
rˆ2
d
drˆ
(
rˆ2
dφˆ
drˆ
)
= −9ρˆ, (3.2.3)
which can be solved by assuming the following boundary conditions at rˆ = 0: φˆ = φˆ0,
dφˆ/drˆ = 0, where φˆ0 is a positive constant defining the dimensionless parameter which
sets the central concentration of a model (this parameter is called W0 in King 1966). The
density and pressure as a function of φˆ can be found from
ρ =
∫
f(E)d3v = (2pis2)3/2AIρ (3.2.4)
3The boundary contributes to the radial component of the pressure tensor, see Section 3.5
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Figure 3.3: SPES model properties while varying the input parameters. All panels have
φˆ0=7, left-hand panels have η=0.2, right hand panels η=0.4 and all panels vary B from
0.1 to 0.98, which in turn varies C from -23.75 to 0.5 and -5.19 to 0.8 for η=0.2 and 0.4
respectively. Solid lines are the complete profiles, dashed lines are just the bound contri-
bution to the DF. The quantities displayed are the distribution function f(Eˆ) (first row)
and the differential energy distribution dMˆ/dEˆ (i.e., the amount of mass per unit energy;
second row) profiles against Eˆ, and the potential φˆ (third row), the velocity dispersion σˆ
(fourth row) and the density ρˆ (fifth row) profiles against rˆ.
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and
ρσ2 =
∫
f(E)v2d3v = 3(2pis2)3/2s2AIρσ2 . (3.2.5)
Here the integration over all velocities is split in a regime 0 ≤ v ≤ vesc for the bound stars
and vesc < v < ∞ for the PEs. Here vesc is the escape velocity required to move from
bound to potential escaper regime, i.e. vesc =
√
2(φt − φ(r)). I introduced dimensionless
density and pressure integrals which are given by
Iρ = Eγ
(
3
2
, φˆ
)
− Bφˆ
3/2
Γ(5/2)
− Cφˆ
5/2
Γ(7/2)
+ (1−B)η3EΓ
(
3
2
,
φˆ
η2
)
(3.2.6)
Iρσ2 = Eγ
(
5
2
, φˆ
)
− Bφˆ
5/2
Γ(7/2)
− Cφˆ
7/2
Γ(9/2)
+ (1 − B)η5EΓ
(
5
2
,
φˆ
η2
)
. (3.2.7)
Here I used the previously introduced function Eγ(a, x) = exp(x)γ(a, x)/Γ(a) (see
Gieles and Zocchi, 2015) and introduce EΓ(a, x) = exp(x)Γ(a, x)/Γ(a), where Γ(a, x)
is the upper incomplete Gamma function. The normalised density is found by dividing by
the central density Iρ0 = Iρ(φˆ0),
ρˆ =
Iρ
Iρ0
, (3.2.8)
and the velocity dispersion is obtained as
σˆ =
√
3
Iρσ2
Iρ . (3.2.9)
where σˆ = σ/s2. If η is very small, this gives rise to a very large argument of the
exponential resulting in numerical problems. Therefore, for values of x > 700 I replace
EΓ(a, x) with its limiting behaviour for large x: xa−1/Γ(a).
I can also obtain surface density profiles Σ(Rˆ) and line-of-sight velocity dispersion
profiles, σLOS(Rˆ), where rˆ2 = Rˆ2 + Zˆ2 and Zˆ is along the line-of-sight:
Σˆ(Rˆ) = 2
∫ Drˆcrit
0
ρˆdZˆ (3.2.10)
and
σˆ2LOS(Rˆ) =
2
Σˆ(Rˆ)
∫ Drˆcrit
0
ρˆ(rˆ)
σˆ2(rˆ)
3
dZˆ. (3.2.11)
where I limit the integral along Zˆ to a multiple of rˆcrit by defining the fitting parameter
D, which I discuss in S3.1.
Limits and mass
In the regime, rˆ → rˆcrit, φˆ→ 0, the density and velocity integrals are
lim
φˆ→0
Iρ = (1−B)η3
(
1 +
φˆ
η2
+
φˆ2
2η4
)
+O(φˆ5/2) (3.2.12)
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Figure 3.4: Fraction of PEs for different combinations of B and η and φˆ0 = 5 (full lines)
and φˆ0 = 6 (dashed lines).
and
lim
φˆ→0
Iρσ2 = (1−B)η5
(
1 +
φˆ
η2
+
φˆ2
2η4
+
φˆ3
6η6
)
+O(φˆ7/2). (3.2.13)
I can also solve the model beyond rˆcrit, where φˆ ≤ 0, to compare the model to data
including unbound stars beyond rJ. In this regime there is no contribution from f(Eˆ >
0) and the integration boundary vesc = 0, therefore the density and velocity dispersion
simplify to:
Iρ(rˆ > rˆcrit) = (1−B)η3 exp(φˆ/η2), (3.2.14)
and
Iρσ2(rˆ > rˆcrit) = η2Iρ(rˆ > rˆcrit), (3.2.15)
such that the mean-square velocity is a constant: σˆ2(rˆ > rˆcrit) = 3η2.
The mass of the model inside rˆcrit is calculated as Mˆc =
∫ rˆcrit
0
4pirˆ2ρˆdrˆ. The contri-
bution to the mass from the unbound part of the DF is Mˆpe =
∫ rˆcrit
0
4pirˆ2ρˆpedrˆ, with
ρˆpe = (1 − B)η3EΓ(3/2, φˆ/η2)/Iρ0 ; the bound contribution to the mass is therefore
Mˆb = Mˆc − Mˆpe and the fraction of mass in PEs is Fpe = Mˆpe/Mˆc. The SPES models
are available in the LIMEPY package from https://github.com/mgieles/limepy4.
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Figure 3.5: Values of the ratio between the half-mass and truncation radius rˆhm/rˆcrit
against B, for φˆ0 = 7 (dashed lines), φˆ0 = 5 (solid lines) and η = 0.2 (magenta) and 0.4
(green).
3.2.3 Exploring the parameter space
I solve Poisson’s equation by splitting it into two first order ordinary differential equa-
tions, and by using a Runge-Kutta integrator with an adaptive step-size, dopri5 (Hairer
et al., 1993). I consider different values of the parameters φˆ0, η and B to investigate
the behaviour of the model. All figures and analysis in this section are presented in the
dimensionless model units.
The parameter B controls the phase space density at Eˆ = 0, which, in turn, controls
the truncation of the model. When increasing B (while keeping the other parameters
fixed), rˆcrit and the mass increase (Fig. 3.3). The parameter η sets the ratio of the value
of the velocity dispersion at rˆcrit to the velocity scale s, which for high values of φˆ0
approaches the (one-dimensional) central velocity dispersion. However, because C also
affects the truncation of the model and is a function of B and η, changing η will also vary
rˆcrit and changing B can also change Mˆpe.
For a fixedB, the PE fraction increases with increasing η. This is because increasing η
makes the DF wider, thus increasing the mass in PEs. The dependence of the PE fraction
onB is not as trivial. Because the phase space density at the critical energy is proportional
to 1 − B, I expect the PE fraction to correlate with 1 − B. This is true for B ' 1, but
for smaller B the two quantities anti-correlate (at fixed η), while for η ' 0, the fraction
of PEs is approximately independent of B. The PE fraction depends also on C in the DF,
which is determined by the demand for continuity and smoothness. To illustrate how the
PE fraction depends on the model parameters, I show in Fig. 3.4 the fraction of PEs in
4After installing LIMEPY the SPES models can be imported in PYTHON as: from limepy import
spes
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models with φˆ0 = 5 (solid lines) and φˆ0 = 6 (dashed lines) and different combinations of
B and η.
Figure 3.5 shows the values of the ratio between the half-mass and truncation radius
rˆhm/rˆcrit against B, for different values of η and φˆ0. By inspecting the figure, it appears
that this quantity is a monotonically decreasing function of B, with an additional depen-
dence on η which is more significant for low values of B.
3.3 Fitting to N -body simulations
To test the performance of the SPES models in describing GCs properties I fit the SPES
models to snapshots from N -body simulations of tidally limited star clusters. For com-
parison, I also fit all N -body models with LIMEPY models. I consider the simulations
presented in C17 which describe systems with N = 16384 equal-mass stars. The model
clusters are evolved on a circular orbit around the centre of mass of their host galaxy,
which is spherically symmetric and characterised by a power-law mass distributionMg(<
Rg) ∝ Rλg , where Rg is the galactocentric distance. I consider the cases where λ = 1,
which correspond to singular isothermal sphere. The data from the simulations are anal-
ysed in a corotating reference frame, where the x-axis is along the direction linking the
centre of the cluster and the centre of the galaxy and the y-axis is in the direction of the
tangential component of the orbital angular velocity vector (Heggie and Hut, 2003). The
simulations were run using NBODY6TT, which allows a functional input for the galactic
potential (Aarseth 2003; Nitadori and Aarseth 2012; Renaud and Gieles 2015). The data
from the simulations are in He´non units (He´non, 1971), where G = 1, the initial mass of
the clusters Mc0 = 1 and total energy of the cluster E0 = −1/4 . The analysis presented
in this section is computed in these units.
3.3.1 Fitting technique
I calculate the velocity dispersion and density profiles by binning the data of four snap-
shots, corresponding to the moments during the lifetime of the simulations when the re-
maining mass is 0.8, 0.6, 0.4 and 0.2 of the initial mass. I compute the profiles by con-
sidering bins with equal numbers of stars and by taking into account all stars within the
Jacobi radius, rJ, (ss1, ss2, ss3 and ss4) and for all stars within 2rJ (ss1.2rj, ss2.2rj, ss3.2rj
and ss4.2rj).
I fit the models to these density and velocity dispersion profiles by using a Markov
Chain Monte Carlo technique, EMCEE (Foreman-Mackey et al., 2013), to explore the pa-
rameter space of the DF-based models. The best-fit values of the parameters are obtained
by minimising the associated χ-squared:
χ2 =
n∑
i=1
(Oi −Mi)2
2i
, (3.3.1)
where Oi are the data values, i are the errors on the data values, in this case the standard
error from calculating the σ and ρ profiles from the N -body data, andMi are the model
values at the same radial position as the n data values. I calculate this both for the density
and for the velocity dispersion.
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Table 3.1: Properties of the best-fit models. For each model, indicated in the first column,
I provide: the central potential φˆ0, the model parameters g, η and B, the cluster mass Mc,
the half-mass radius rhm, the Jacobi radius rJ, the mass of bound stars Mb, the mass of
PEs Mpe, and the ratio of potential escaper mass to total cluster mass Fpe. Rows are the
simulations (N -body), the best-fit LIMEPY models, and the best-fit SPES models to 3D
data within rJ, within 2rJ and projected on the xy, yz and xz axes for each snapshot ss1,
ss2, ss3 and ss4 from the C17 simulation.
Model snapshot φˆ0 g η B Mc rhm rcrit Mb Mpe Fpe
N -body ss1 - - - - 0.800 0.623 6.12 0.753 0.048 0.060
LIMEPY ss1 7.70 1.24 - - 0.789 0.606 7.38 - - -
SPES ss1 7.24 - 0.201 0.974 0.796 0.592 6.08 0.801 0.006 0.008
LIMEPY ss1.2rj 7.40 1.55 - - 0.777 0.570 10.39 - - -
SPES ss1.2rj 7.68 - 0.267 0.933 0.801 2.057 5.02 0.779 0.015 0.019
SPES xy ss1.2rj 7.71 - 0.290 0.911 0.790 0.675 5.06 0.771 0.019 0.024
SPES xz ss1.2rj 7.73 - 0.293 0.910 0.794 0.617 4.62 0.774 0.020 0.026
SPES yz ss1.2rj 7.80 - 0.273 0.916 0.793 0.809 6.13 0.775 0.015 0.019
N -body ss2 - - - - 0.601 0.794 5.56 0.540 0.061 0.102
LIMEPY ss2 10.70 1.44 - - 0.597 0.771 8.05 - - -
SPES ss2 11.26 - 0.226 0.982 0.600 0.781 5.63 0.589 0.013 0.022
LIMEPY ss2.2rj 11.30 1.73 - - 0.594 0.760 10.98 - - -
SPES ss2.2rj 10.24 - 0.251 0.959 0.606 2.118 4.97 0.578 0.018 0.030
SPES xy ss2.2rj 10.16 - 0.262 0.955 0.592 0.851 5.18 0.571 0.021 0.035
SPES xz ss2.2rj 10.35 - 0.263 0.956 0.595 0.914 5.56 0.574 0.021 0.035
SPES yz ss2.2rj 10.50 - 0.257 0.955 0.598 0.882 5.31 0.580 0.018 0.030
N -body ss3 - - - - 0.400 0.808 4.86 0.346 0.054 0.136
LIMEPY ss3 12.10 1.52 - - 0.399 0.790 8.40 - - -
SPES ss3 11.68 - 0.276 0.967 0.399 0.795 5.09 0.388 0.015 0.037
LIMEPY ss3.2rj 11.60 1.67 - - 0.400 0.784 10.23 - - -
SPES ss3.2rj 10.72 - 0.290 0.927 0.407 1.992 4.50 0.384 0.015 0.038
SPES xy ss3.2rj 10.56 - 0.289 0.940 0.395 0.818 4.60 0.379 0.017 0.043
SPES xz ss3.2rj 10.80 - 0.277 0.947 0.396 0.827 4.77 0.382 0.014 0.036
SPES yz ss3.2rj 11.22 - 0.286 0.942 0.401 0.813 4.63 0.388 0.014 0.035
N -body ss4 - - - - 0.201 0.746 3.86 0.168 0.034 0.166
LIMEPY ss4 10.90 1.47 - - 0.201 0.710 7.26 - - -
SPES ss4 10.78 - 0.304 0.942 0.201 0.708 4.17 0.190 0.010 0.051
LIMEPY ss4.2rj 10.90 1.74 - - 0.204 0.805 10.67 - - -
SPES ss4.2rj 10.28 - 0.290 0.949 0.208 1.786 4.01 0.192 0.010 0.049
SPES xy ss4.2rj 10.26 - 0.286 0.958 0.200 0.726 4.38 0.190 0.010 0.051
SPES xz ss4.2rj 10.54 - 0.300 0.953 0.203 0.804 4.66 0.192 0.011 0.056
SPES yz ss4.2rj 10.45 - 0.294 0.929 0.204 0.784 4.26 0.196 0.009 0.043
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Figure 3.6: Velocity dispersion profile from ss3 (magenta points) against r, normalised to
rJ. The black and green lines represent the best-fit LIMEPY and SPES model, respectively.
The shaded grey and green region represent models that occupy a 1σ region around the
maximum likelihood, as identified by EMCEE. The vertical green and black dashed line
indicate the best-fit truncation radii of SPES and LIMEPY models, respectively. The SPES
model is able to closely match rJ whereas LIMEPY overestimates it.
The parameters are φˆ0, B and η and two scale values to convert the model units Mˆ
to He´non units Mc, Mscale = Mc/Mˆ , and rscale = rhm/rˆhm and I stop the model at the
radius where the potential φˆ = 0 which I call the critical radius rcrit. When fitting to
data beyond rJ, as the model is infinite this will elevate the surface density profile when
projecting the model. Therefore I require a stopping radius further out than rcrit and I
define rˆstop = Drˆcrit and redefine rscale = rlb/rˆstop where rlb is the radius of the last bin
of data. By fitting on D I can then allow rˆcrit to be any value less than rˆstop. For each
parameter, I determine the best-fit value as the median of the correspondent marginalised
posterior probability distribution, and 1σ errors as the 16 and 84 per cent percentiles.
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3.3.2 Fitting to 3D profiles
In this section I describe the results I obtained when fitting the models to the snapshots
by considering 3D profiles. I conduct this test to assess the ability of the LIMEPY model
and of the SPES model to reproduce the properties of the snapshots when having all the
possible information, i.e. 6D data (all dimensions of the configuration space and velocity
space) for the considered stars.
Stars within rJ
I first limit the analysis to stars within rJ of the N -body model. The first part of Ta-
ble 1 shows the values of the best-fit parameters and the properties of the snapshots for
comparison.
The LIMEPY model fits the data well for r . 0.7rJ and it closely reproduces Mc and
rhm, but it cannot account for the behaviour of the velocity dispersion profiles at radii
towards and beyond rJ. Moreover, the resulting best-fit value for rcrit overestimates rJ
by a factor of ∼ 1.2− 1.8: this is a common issue when fitting these models to this kind
of data, as mentioned in Section 3.1. The SPES model reproduces the innermost part of
the density and velocity dispersion profiles as well as the LIMEPY model, but, in addition,
it is also able to account for the flattening near rJ, and to reproduce the correct radial
extension of the data. To provide an immediate comparison of SPES models to LIMEPY
models, I show an example of the results obtained with this fitting procedure. Figure 3.6
shows the velocity dispersion profile of the snapshot ss3 represented as a function of the
radius, normalised to rJ. The best-fit LIMEPY model is shown as a black line, and the grey
shaded area represents models that occupy a 1σ region around the maximum likelihood.
The best-fit SPES model is shown in green, with the green shaded region again denoting
models within a 1σ region around the maximum likelihood.
Stars within 2rJ
I fit the models to all the stars contained within 2rJ from the cluster centre in the same
snapshots (ss1.2rj, ss2.2rj, ss3.2rj and ss4.2rj). This test is useful to understand whether
the SPES models are still able to reproduce rJ when fit to data which includes stars beyond
rJ, even though the model does not include the underlying physical behaviour of spatially
unbound stars. The second and third rows of each part of Table 1 show the best-fit values
of the parameters of LIMEPY and SPES models compared to this data. The density and
velocity dispersion profiles for each snapshot (magenta points) and the best-fit LIMEPY
(grey region, black line) and SPES (green region, green line) models are shown in Fig. 3.7.
The LIMEPY models accurately recover the Mc and rhm, however they overestimate
rJ even more (factor of ∼ 1.5 − 2.3) than when fit to data within rJ. Moreover, LIMEPY
models are unable to match the velocity dispersion and density profiles beyond rJ.
The SPES models perform equally well as the LIMEPY models in reproducing the
quantities Mc and rhm of the snapshots. However SPES models are able to provide a
better fit to the density profile and velocity dispersion profiles even beyond rJ. The SPES
model is not able to account for an increase in the outermost 2 or 3 bins, which are due
to the motion of the stars within the tidal tails. On average, the SPES model is also able
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Figure 3.7: Three-dimensional density ρ (left-hand panels) and velocity dispersion σ
(right-hand panels) profiles as a function of radius in units of rJ constructed from binned
data (magenta points) from the four snapshots from the λ = 1 C17 simulation. The best-
fit SPES and LIMEPY models are displayed in the same way as Fig. 3.6. Vertical dashed
green lines are the rcrit of the best-fit model, showing that even without prior knowledge
of rJ the SPES models can reproduce it within ∼ 20%.
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Figure 3.8: Density profiles for the bound stars (magenta points) and for the PEs (green
points) from the snapshot ss3. The bound stars and PEs density profiles of the best-fit
SPES model are shown with the magenta and green lines, respectively. The shaded areas
represent models that occupy a 1σ region around the maximum likelihood.
to reproduce rJ (dashed green lines), although it underestimates it ∼ 20% initially and
becomes more accurate for more evolved clusters.
Fraction of PEs
The SPES model reproduces the velocity dispersion profile and density profile of the con-
sidered snapshots more accurately than models which do not include the contribution of
PEs. However, the SPES model underestimates the fraction of mass in PEs within rcrit,
Fpe. Table 1 shows that when the SPES model is fit to the ss.2rj snapshots, it consistently
finds a Fpe that is approximately three times lower than the actual value (Table 1; dis-
played in the N -body rows for each snapshot). By separating the density profile into the
contribution from bound stars (ρb) and PEs (ρpe) for both the best-fit models and the data,
it shows that a large fraction of PEs are actually accounted for by ρb (Fig. 3.8), even when
fit to data truncated at rJ (ss3), therefore under-predicting Fpe by describing many PEs as
bound stars.
This underprediction of Fpe can be attributed to two limitations of the current imple-
mentation of the models. First, the approximate expression I assumed for the DF of the
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PEs does produce a density profile which is, by design, consistent with the density pro-
file of the PEs resulting from direct N-body simulations. Therefore, such a choice may
not offer an ideal representation of the behaviour of PEs that are only slightly above the
critical energy. Second, the SPES models still have a φt that is larger than Ecrit of the
stars in the snapshots, as discussed in Section 3.1. Therefore, if rcrit = rJ then PEs with
−3GMc/2rJ . EJ . −GMc/rJ will be represented by the bound part of the model,
and consequently Fpe will be underestimated, even though the total mass is correct. This
means that, if the models were to correctly reproduce Fpe without including the galactic
potential, it would overestimate rJ. I conclude that an approximate upward correction of
Fpe of a factor of three should be applied to SPES result to get an estimate of the actual
Fpe.
3.3.3 Fitting to projected profiles
In order to test the impact of projection effects on the ability of the models to reproduce the
properties of the profiles derived from the N -body simulations, I calculate the projections
of both the SPES models and the N -body data along the line of sight to generate surface
density profiles Σ(R) and line-of-sight velocity dispersion profiles, σLOS(R), where r2 =
R2 + Z2 and Z is along the line-of-sight. I consider different directions for the line of
sight, and, in particular, I consider the principal axes of the corotating reference frame
(see Section 3.3.2) to obtain the profiles in the (x, y), (x, z) and (y, z) planes.
Figure 3.9 shows the surface density profile (top panel) and line-of-sight velocity dis-
persion profile (bottom panel) for theN -body simulation data (points) and best-fit models
(shaded region) on each projection plane. The observed differences in the profiles are due
to the fact that the N -body model shows deviations from the spherical symmetry and the
density drops more sharply in the (y, z) plane. Indeed, when looking along the x-axis,
the Jacobi surface only extends up to (2/3)rJ along the y-axis and ∼ 0.6rJ along z (Re-
naud and Gieles, 2015). The non-spherical density distribution of the N -body model and
the corresponding projection effects also produce a larger velocity dispersion in the outer
parts, because the bins outside the Jacobi surface are dominated by PEs.
As variation in the truncation of the density profiles for different projection angles is
predominantly seen beyond rJ, the best-fit models therefore show little variation finding
similarMc and rcrit (Table 1). Also in this case,Mc and rhm are well reproduced and there
is minimal variation in the rcrit and Fpe therefore the ability of the models to reproduce
the global properties of the clusters is not severely affected by projection effects.
3.3.4 Clusters on eccentric orbits
To test how well the equilibrium models capture the effects induced by an external time-
dependent tidal field in the distribution of PEs, I fit them to N -body data of a cluster on
an eccentric orbit. Here I take a simulation from C17, with λ = 1 and eccentricity of
the clusters orbit of  = 0.5 where  = (Rapo − Rperi)/(Rapo + Rperi), where Rperi and
Rapo are the perigalactic and apogalactic distance, respectively. I consider three snapshots
when the mass first reached approximately 0.4. The snapshots are at pericentre, apocentre
and at the position in the orbit equidistant from these two. Figure 3.10 shows the velocity
dispersion and density profiles for the data and the best-fit model for each snapshot. The
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Figure 3.9: Surface density profiles (top) and projected velocity dispersion profiles (bot-
tom) for the snapshot ss3, projected onto the (x, y) (magenta points), (x, z) (green points)
and (y, z) (red points) planes. The best-fit SPES models are shown as solid lines, and the
shaded regions correspond to models within 1σ of the maximum likelihood; the dashed
vertical lines denote the rcrit of the best-fit models for each projection axis. The colours
of the models match the respective data.
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Figure 3.10: Surface density profiles (top) and projected velocity dispersion profiles (bot-
tom) for three snapshots along one orbit of a simulation of a cluster on an eccentric orbit:
pericentre (left-hand panel), apocentre (right-hand panel) and between the two (central
panel). The best-fit SPES models are shown as solid lines, and the shaded regions corre-
spond to models within 1σ of the maximum likelihood; the dashed vertical lines denote
the rcrit of the best-fit models (green) and rJ of the N -body data (magenta).
recovered rcrit of the model is similar for all snapshots, showing that although the model
will underpredict and overpredict rJ at apocentre and pericentre respectively, it is a good
fit to the time-averaged behaviour over one orbit. This confirms a finding by Ku¨pper et al.
(2010), who used parametric fits to the density profiles of N -body models on an elliptical
orbit. In this way they recovered an edge radius, and found that it was nearly constant
along the orbit. In turn this may help to explain a result of Cai et al. (2016), namely that
the evolution of a cluster on an eccentric orbit can be approximated by that of a cluster on
a circular orbit with the same dissolution time, if the radius of orbit is chosen suitably (for
modest eccentricities, roughly midway) between the apo- and pericentric distances of the
elliptical orbit.
3.4 Observational data
To provide a test of how the SPES models perform when compared to observational data, I
also conduct a preliminary comparison to the number density and the velocity dispersion
profiles of the globular cluster 47 Tucanae (47 Tuc). The choice of 47 Tuc is motivated
by the fact that it is a well-known example of a cluster with kinematics that is inconsistent
with existing dynamical models considered (Lane et al., 2012).
In this comparison, I construct a number density profile by combining the surface
brightness profile from Trager et al. (1995) and number density profile from the second
data release of the Gaia mission, which are presented in de Boer et al. (2019). I also fit on
the line-of-sight velocity dispersion profiles (σLOS, in km s−1) from Baumgardt (2017b)
and Kamann et al. (2018).
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Figure 3.11: Best-fit SPES (green) and LIMEPY (grey) models compared to the number
density (top panel) and line-of-sight velocity dispersion (bottom panel) profiles of 47
Tuc. Data are from Trager et al. (1995), Baumgardt (2017b) and Kamann et al. (2018).
The vertical dashed line marks the position of the Jacobi radius of the cluster, as estimated
from its orbital parameters.
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Figure 3.11 shows the best-fit SPES model (green shaded region) compared to the
surface brightness (top panel) and line-of-sight velocity dispersion (bottom panel) of 47
Tuc. The best-fit model parameters of the fit are φˆ0 = 9.3, η = 0.30, B = 0.88 with scale
values Mc = 7.0 × 105 M and rcrit = 11.5 arcmin. The best-fit SPES model reproduces
the velocity dispersion profile well, but underestimates the last three bins of data. This is
also seen in the number density profile, where the model overestimates the central value,
and is not able to reproduce the exact shape in the outskirts. This leads to the model
underestimating the rJ and overestimating the mass when compared to estimates from the
Harris catalogue (Harris, 1996). The best-fit Fpe = 0.038, but as shown in Section 3.3.2,
this value can underestimate the fraction of PEs in the cluster by at least ∼ 70%.
3.5 Discussion & summary
I have presented a novel way of including energetically unbound stars in dynamical
models of GCs. This prescription, although based on a simple phase space description
of a population of PEs, allows a rapid and convenient self-consistent construction of
spherically-symmetric equilibria. This modelling effort was motivated by the peculiar-
ities in observational data in the outer regions of GCs, and in particular by the flattening
observed in line-of-sight velocity dispersion profiles and in extended surface density pro-
files. With Gaia providing proper motions of stars in the outskirts of GCs, and allowing
us to calculate membership likelihoods for these stars, it is paramount that models which
include a description of these behaviours are developed. By including the effects of PEs
in a self-consistent, distribution function-based model it is then possible to test if PEs
are able to explain the observational data or if some alternative theory is needed, such as
the presence of dark matter or of deviations from Newtonian gravity. By characterising
the dynamics of stars in the outskirts of GCs, it may be possible to discriminate between
these scenarios, and to find clues on the formation and evolution of GCs, which in turn
can illuminate the formation and evolutionary processes that shape galaxies.
Even though almost the totality of the ‘lowered isothermal’ models currently avail-
able in the literature are not designed to incorporate the presence of PEs, nonetheless the
behaviour of some of these unbound stars is sufficiently well reproduced, albeit with in-
correct underlying physics. This happens because these models describe isolated systems
and therefore predict a higher critical energy with respect to the case in which the effects
of a tidal potential are included. Therefore, when fitting on data from clusters embedded
in external tidal fields, the models can include some PEs between Ecrit < EJ < φt. This
means that a non-spherical model of GCs which includes the tidal potential of the host
galaxy could have the correct Ecrit but as it would have no prescription for dealing with
PEs, it would need to increase its rcrit more than the spherical model to include PEs in the
fit by increasing φt.
Here I developed a physically motivated DF-based model which includes a prescrip-
tion for stars above the critical energy. This was achieved by including two constants
in the bound part of the distribution function, which allow the model to have a non-zero
density at the critical energy. The constants in the bound DF allow the enforcement of
continuity and also smoothness across the critical energy and avoid a discontinuity in the
mass distribution.
I showed that the model accurately reproduces the properties of tidally-perturbed N -
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body models of star clusters, which naturally include PEs (I have conducted a comparison
with selected direct N -body models with N=16384 equal-mass particles, originally pre-
sented in C17). The best-fit SPES model is able to reproduce the mass and half-mass
radius of the N -body cluster model, and matches the density and velocity dispersion pro-
files well, including the flattening near rJ, although is not able to account for increasing
velocity dispersion profiles. The SPES model closely reproduces rJ of the N -body model,
even when data out to 2rJ is included in the fitting process.
The SPES models presented here have some limitations. Primarily the under-prediction
of the fraction of cluster mass in PEs, Fpe. This is due to some assumptions that were
required in the construction of the model. These include the assumption of sphericity and
the absence of the Galactic tidal potential. This causes a large fraction of the unbound
stars to actually be accounted for by the bound part of the chosen DF. I also adopted
a simple exponential for the functional form of the unbound part of the DF, which has
some implications on the requirement of continuity of the ‘stitched’ DF. Currently, the
SPES models are defined as continuous and smooth by construction; to force higher order
derivatives to be continuous would either over-constrain the model or it would require a
different functional form for the bound part, requiring a larger number of parameters.
Adding the galactic tidal potential to the model may allow for a more accurate recov-
ery of Fpe, because then Ecrit can be recovered more accurately. As part of the unbound
population stars would no longer be accounted for by the bound part of the model this
will motivate the need for an alternative, more accurate functional form of the DF that
better fits the behaviour of these unbound stars. This could then allow for the continuity
of higher order derivatives across Eˆ = 0. The current definition of the model assumes
isotropy and does not account for the possibility of bulk motions of the PEs, which have
recently been explored by means of N -body simulations (C17; Tiongco et al. 2016a). To
include this additional layer of kinematic complexity would be an important further step
towards a fully realistic description of the phase space behaviour of PEs in star clusters
and improve the models ability to discriminate between bound stars and PEs. However, a
model which does not include the effects of a galactic potential will not be able to recover
both rJ and Fpe.
Despite these limitations, the SPES models are an improvement over existing DF-
based models which are unable to account for the presence of a population of energeti-
cally unbound stars. As a proof of concept, I presented a preliminary application of the
SPES models to the number density and velocity dispersion profiles of the Galactic glob-
ular cluster 47 Tuc. By using the velocity dispersion data from Baumgardt (2017b) and
Kamann et al. (2018) and surface brightness profile from Trager et al. (1995) combined
with recent Gaia DR2 data. I showed that the model recovers a Mc, rhm and M/L close
to current estimates, although underestimates rJ.
The cornerstone ESA mission Gaia finally enable us to access the phase space struc-
ture of the outskirts of several Galactic globular clusters, therefore it will be paramount
to have physically accurate models that are able to describe in more detail and more re-
alistically the expected behaviour of the outer parts of GCs, to be able to correctly infer
the properties of the stellar clusters. de Boer et al. (2019) recently fit SPES models to
Gaia number density profiles of 81 globular clusters and find that they provide a better
prescription near rJ than LIMEPY models. This is a required first step to determine if any
further physics will need to be invoked, such as modified gravity theories or dark matter
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haloes, to explain the observations. This will in turn provide a method for investigating
and possibly discriminating between the formation scenarios and evolutionary behaviour
of GCs.
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Chapter 4
Triaxial tidal models of star clusters
with potential escapers
Some peculiarities in the spatial and kinematic distribution of stars in the outskirts of
globular clusters (GCs) have been interpreted as a possible evidence for dark matter
haloes or modified gravity theories. However, to fully understand the physical origin
of such features, a careful modelling of the process by which stars escape from a clus-
ter is required. The combined effect of internal two-body relaxation-driven processes
and perturbations induced by the external galactic tidal potential determine the existence
of potential escapers (PEs): stars with an energy above the critical threshold for escape
which are nonetheless spatially trapped within the cluster. In a previous study, I devel-
oped a family of spherical, distribution function-based dynamical models of star clusters
which include the phase space contribution of a population of PEs. However as the effects
of PEs are inherently intertwined with that of the host galaxy potential, a model which
contains either of these features without the other will inevitably have limitations. Here
I present a generalisation of such an approach, by defining a family of models that now
takes into account the effects of a tidal field induced by the host galaxy on both the bound
and unbound (i.e. PEs) member stars. I also provide a preliminary comparison with direct
N -body simulations of GCs evolving in different host galaxy potentials. As the properties
and the size of the population of PEs depend on the details of the escape process, which,
in turn, is shaped by the galactic environment, the dynamical models presented in this
study may offer a tool to infer the characteristics of the potential of the galaxy hosting a
star cluster.
4.1 Introduction
4.1.1 Peculiarities in the outer structure and kinematics of globular
clusters
With the advent of the era of Gaia, new-generation measurements of the proper motions of
a billion stars in the Milky Way offer empirical access to the complex interplay of physical
ingredients underpinning the internal dynamics of many Galactic GCs. A fundamental
understanding of the phase space behaviour of stars populating the outer regions of these
stellar systems may offer a crucial perspective on the role that star clusters play in the
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build-up of the Milky Way halo.
The complex nature of GCs has begun to be accepted in the wider scientific com-
munity as earlier claims of their simplicity have been dispelled. Several aspects of the
internal dynamics of GCs are now at the centre of much attention, especially concerning
the behaviour of stellar remnants in their core (e.g. Sollima et al., 2016; Peuten et al.,
2016) the possible existence of intermediate-mass black holes (e.g., see Zocchi et al.,
2017; Baumgardt, 2017b), and the physical origin of multiple stellar populations, as re-
vealed by the detection of spreads in light-element abundances and broadened or split
main sequences (Bastian and Lardo, 2018).
The dynamics in the outskirts of GCs have also shown to be more complex than usu-
ally expected on the basis of the traditional, simple dynamical models, especially given
old and new empirical evidence of elevated velocity dispersion profiles (Drukier et al.,
1998; Bianchini et al., 2013; Baumgardt, 2017b) and extended surface density profiles of
Milky Way GCs (Coˆte´ et al., 2002; Carballo-Bello et al., 2012; Kuzma et al., 2016, 2018).
This has led some to invoke additional physics to explain these peculiarities. The pres-
ence of small dark matter haloes (e.g., see Ibata et al., 2013; Pen˜arrubia et al., 2017) may
raise the escape energy of a cluster due to additional mass enclosing the GCs, or modified
gravity theories (Hernandez and Jime´nez, 2012), may prescribe dynamics which deviates
from the Newtonian behaviour below a given threshold acceleration (Milgrom, 1983).
Alternatively there are interpretations consistent with Newtonian gravity that can explain
these features, including the possibility of preserving the remnants of a disrupting dwarf
galaxy formerly hosting the star cluster (e.g., see Carballo-Bello et al., 2018; Sollima
et al., 2018).
However, to fully understand the physical origin of such features, a careful modelling
of the dynamical implications of the process by which stars escape from a cluster is im-
perative. Direct N -body simulations of GCs evolving in analytic galactic potentials have
allowed to explore such a process in detail (Fukushige and Heggie, 2000) and to char-
acterise the properties of the population of cluster members, which are energetically un-
bound and yet spatially confined within the systems (‘potential escapers’, e.g., see Heggie
2001, Kuepper et al. 2010).
4.1.2 Tidal field, potential escapers, and the escape problem
Due to the interaction between the cluster potential and the galactic potential, even the
physically simple case of a GC which evolves on a circular orbit in time-independent
galactic environment is no longer characterised by spherical symmetry. Such a tidally-
perturbed configuration responds to the symmetry breaking introduced by the tidal field,
which (in a coordinate system centred on the centre of mass of the cluster and corotating
with it) determines an elongation along the direction of the centre of mass of the host
galaxy and a compression in the direction perpendicular to the orbital plane.
Such a symmetry breaking determines the triaxial shape of the critical equipotential
surface of the tidally-perturbed cluster, which has direct implications on the escape pro-
cess. Once stars reach the critical energy of the GC system they do not escape instanta-
neously (Baumgardt, 2001). An intuitive characterisation of the problem is the following:
since the equipotential surfaces above the critical energy are only open at the Lagrange
points (Renaud et al., 2011), stars with an energy above the critical energy, can orbit for
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many crossing times before stumbling across these openings and being able to actually
escape. These stars are known as ‘potential escapers’ (PEs) and can elevate the velocity
dispersion profiles and extend the surface density profiles beyond the truncation radius
traditionally estimated on the basis of simple ‘lowered isothermal’ models, which, by
definition, do not account for the presence of such energetically unbound stars (e.g., see
King, 1966).
The size and properties of the population of of PEs inherently depends on the charac-
teristics and overall strength of the tidal field induced by the potential of the host galaxy.
As a result, observations of Milky Way GCs may provide a route to infer the properties of
the potential of the Milky Way itself, such as the global mass distribution and dark matter
content (Claydon et al., 2017, hereafter Paper 1). In addition, the details of the escape
process strongly depend on the properties of the tidal environment, even in the simple
case of a cluster on a circular orbit (Tanikawa and Fukushige, 2010). Both those aspects
have implications on the physical processes responsible for the formation of tidal tails
(Balbinot and Gieles, 2018).
A fundamental understanding of the effects of the galactic potential on the escape
rate of stars from GCs and, overall, on their dissolution process, provides an essential
foundation to any investigation of the merger history of the MW via dissolved merger
remnants. Therefore in order to describe the effects of PEs and accurately infer their
behaviour in observational data, the effects of the galactic potential must be included
along with the effects of PEs in dynamical models of GCs.
4.1.3 Equilibrium models of tidally-perturbed star clusters
Claydon et al. (2019) (hereafter Paper 2), took the approach of formulating a simple exten-
sion to existing self-consistent, distribution function-based ‘lowered isothermal’ models,
such as King (1966) and (non-rotating, isotropic) Wilson (1975) models, in order to in-
clude the effects of PEs. The essence of that study is the definition of a piece-wise phase
space distribution function which includes an exponential energy contribution above a
critical threshold value, coupled with an isothermal distribution representing the energet-
ically bound stars, referred to as the Spherical Potential Escapers stitched SPES model.
A direct comparison with the properties of N -body simulations of tidally-perturbed
GCs evolving in a static galactic potential, revealed already a satisfactory agreement.
However, some simplifying assumptions, particularly related to the treatment of the tidal
field associated with the galactic potential, should be relaxed in order to overcome a num-
ber of limitations concerning especially the description of the critical energy of the star-
cluster-galaxy system. For example, in N -body simulations of GCs on circular orbit the
critical energy in a co-rotating reference frame is Ecrit = −3GM/2rJ compared to the
φcrit = −GM/rt of the isolated model. Therefore, as a large fraction of PEs have an
energy only slightly above the critical energy (Baumgardt 2001; Paper 1) the SPES model
underestimates the fraction of PEs by around a factor of three. This is because many of the
PEs in the N -body data are treated as bound members of the model with the consequence
of having the incorrect physical behaviour for these stars. Therefore, in consideration of
the intertwined nature of the PEs behaviour and the effects of the external tidal field, a
more realistic treatment of the role played by the potential of the host galaxy is required.
Efforts to develop DF-based models of GCs which include the galactic potential have
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been conducted by Heggie and Ramamani (1995) (from here on HR95) and Bertin and
Varri (2008). Both use a similar approach of applying (by means of an expansion on
spherical harmonics) a tidal perturbation to an isolated, spherical, isothermal configu-
ration, focusing on the critical and sub-critical tidal regime, respectively. In the present
study, I take as a starting point the case discussed by HR95 and proceed to include a phase
space contribution of a population of PEs in a similar vein as in Paper 1.
The chapter is structured as follows: Section 4.2 presents a summary of the approach
of HR95, its adaptation to perform the generalisation of interest, and the definition of the
resulting family of Aspherical Potential Escapers Stitched (APES) models. Section 4.3
presents a comparison of such models to N -body data, to test the ability of these con-
figurations to infer the size and the behaviour of a population of PEs resulting from the
dynamical evolution of collisional systems in a tidal field. A description of the current
state of the analysis of the properties of the APES models is presented in Section 4.4,
together with a discussion of their limitations and possible improvements.
4.2 Model construction
4.2.1 King models within a tidal field
Definition of the self-consistent problem
HR95 developed a method of approximately including the effects of a galactic tidal poten-
tial in a self-consistent DF-based model of a star cluster evolving on a circular orbit around
the centre of mass of the host galaxy. They started from the usual King (1966) models, de-
fined as a lowered Maxwellian distribution function f(E) = A{exp[−(E−φt)/s2]− 1},
where E = v2/2 +φ(r) is the specific energy and introduced the contribution of an exter-
nal tidal field by expressing the argument of such a function in terms of the Jacobi integral,
instead of the single-star energy (for a derivation see Heggie and Hut 2003, Chapter 12).
They subsequently formulated the associated perturbation problem by defining an expan-
sion in spherical harmonics of the potential of the host galaxy so that the total potential
φ = φc + δφ + φT. Here φc is the potential of the unperturbed cluster, which in the
HR95 case, is adopted to be represented by a King model, and δφ denotes the distortion
of the cluster determined by the self-consistent response to the perturbing tidal potential
(φT(x, y, z)). It can be shown that such a perturbation can be defined as a function of the
coordinates of a frame of reference which is co-rotating with the cluster and is centred on
its centre of mass. With these conventions, the centre of mass of the host galaxy is located
at x = −Rg.
As I will be comparing the models toN -body data from Paper 1, I adopt here the same
notation, according to which the galactic mass enclosed in a radius Rg is given by
M(< Rg) = M0
(
Rg
R0
)λ
(4.2.1)
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having defined the potential for λ < 3 as:
φg(Rg) =

GM0
(λ− 1)R0
[(
Rg
R0
λ−1)
− 1
]
, if λ > 0, λ 6= 1
GM0
R0
ln
Rg
R0
if λ = 1.
(4.2.2)
With this notation, the tidal potential may be written as:
φT =
1
2
λe,1x
2 +
1
2
λe,3z
2 (4.2.3)
where λe,1 and λe,3 are the eigenvalues of the effective tidal tensor (Renaud, Gieles &
Boily 2011); in the case of a power-law potential, their explicit expressions are:
{λe,1, λe,2, λe,3} = 3GM0
λR30
(
Rg
R0
)λ−3
{(3− λ), 0,−1} (4.2.4)
The signs of the eigenvalues are consistent with the intuitive picture described in the
Introduction, with an ‘extension’ and ‘compression’ of the tidally perturbed system along
the x and z direction, respectively. The effect of the galactic potential, via the λ de-
pendence of φT, determines the aspect ratio of the critical equipotential surface, which
naturally sets the boundary of the cluster. If I define rcrit as the radius where φ equals
the maximum along the x-axis, φcrit, this will be rcrit,y = (2/3)rcrit and rcrit,z = a(λ)rt,
where a(λ) < 2/3 and decreases for increasing λ.
For the triaxial model the distribution function is a function of the Jacobi integral
J = E + φT;
f(J) = A×
exp
(
−J − φt
s2
)
− 1, if J ≤ φt.
0, if J > φt
(4.2.5)
The cluster potential φc can be found from solving the Poisson equation for the density
associated with the definition of the distribution function introduced above.
∇2φc = 4piGρ(φ) (4.2.6)
where ρ(φ) =
∫
f(J)dv3. The distortion term can be expressed as the sum of two terms:
δφ = δφ0(r)S0(θ, ϕ) + δφ2(r)S2(θ, ϕ) (4.2.7)
where
S0(θ, ϕ) =
1
6
(1 +
λe,3
λe,1
)P 00 cos θ (4.2.8)
S0(θ, ϕ) =
1
3
(
λe,3
λe,1
− 1
2
)P 02 cos θ +
1
12
P 22 cos θ cos(2ϕ). (4.2.9)
Here Pmn are Legendre associated functions, where P
0
2 = (1/2)(3x
2 − 1) and P 22 =
3(1 − x2) and (r, θ, ϕ) are the spherical coordinates in the adopted frame of reference.
Such an expansion of the distortion term allows to decouple the radial and angular depen-
dence of the potential and to much simplify the solution of the Poisson equation, which
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Figure 4.1: DF, φˆ, σˆ and ρˆ of the AKING model along the x (blue), y (green) and z (red)
axes, for φˆ0 = 10 (dashed lines) and φˆ0 = 5 (solid line) and fixed λ=1.
can now be separated in a series of radial ordinary differential equations. For brevity, here
I report exclusively the non-trivial ones, for the terms δφ0 and δφ2:
d2(δφ0)
dr2
+
2
r
d(δφ0)
dr
− 4piGdρ(φK)
dφK
δφ0 = 4piG
dρ(φK)
dφK
λe,1r
2 (4.2.10)
d2(δφ2)
dr2
+
2
r
d(δφ2)
dr
−
[
6
r2
+ 4piG
dρ(φK)
dφK
δφ0
]
= 4piG
dρ(φK)
dφK
λe,1r
2. (4.2.11)
Finally, for convenience, here I report also the expression for φT in spherical coordi-
nates:
φT = λe,1r
2 [S0(θ, ϕ) + S2(θ, ϕ)] . (4.2.12)
In the following, I refer to this as the AKING model.
Numerical solution of the Poisson equation
The construction of the models requires a numerical solution of equations (4.2.6), (4.2.10)
and (4.2.11). First, normalised units can be adopted such that φˆ = (φt − φ)/s2, Jˆ =
−(J − φt)/s2, ρˆ = ρ/ρ0 and G = 4pi/9. Then, by using the change of variables
y1 = ln(1 + rˆ
2), y3 = −2δφ0 and y5 = −2δφ2, the second order differential equa-
tions can be expressed as two first order differential equations, which can now be solved
simultaneously.
In these units equations (4.2.6), (4.2.10) and (4.2.11) become:
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d2φˆ
drˆ2
+
2
rˆ
dφˆ
drˆ
= −9ρˆ (4.2.13)
d2y3
drˆ2
+
2
rˆ
y3
drˆ
+ 9
dρˆ
dφˆ
y3 = rˆ
2 dρˆ
dφˆ
(4.2.14)
d2y5
drˆ2
+
2
rˆ
y5
drˆ
− 6
rˆ2
y5 + 9
dρˆ
dφˆ
y5 = rˆ
2 dρˆ
dφˆ
(4.2.15)
Here I stress that  defines a dimensionless parameter which measures the strength of
the tidal perturbation. In principle, for a given value of the central concentration (i.e., the
usual W0, as in King 1966, which, in turn, sets the value of the central density ρ0), such
a parameter may assume any positive value up to a critical threshold  = 81λe,1/4piGρ0
(for details, see Bertin and Varri 2008). This condition corresponds to the case of a tidally
perturbed system completely filling its critical equipotential surface.
By using the boundary conditions at the centre of the system φˆ − φˆ0 = arˆ2 + brˆ4,
y3 = a0rˆ
2 + b0rˆ
4 and y5 = a2rˆ2 + b2rˆ2, I can find that a = −3/2, b = 27ρˆ′/40),
a0 = 0, b0 = ρˆ/20 and b2 = ρˆ′(−9a2 + )/14, where ρˆ′ = dρˆ/dφˆ. The values of
a2 and  must be found numerically (i.e., by means of an iteration which may typically
start from the critical value of  as the seed value), to ensure that the model is filling its
critical equipotential surface, i.e. such that φˆx(rt) = 0. This approach can also allow the
construction of ‘underfilling’ configurations, by considering ‘sub-critical’ values of  (for
a given central concentration).
The behaviour of two representative models characterised by two different values of
φˆ0 are presented in Fig. 4.1. The DF (top-left panel), φˆ (top-right panel), log(ρˆ) (bottom-
left panel) and σ (bottom-right panel) for φˆ0 = 5 dashed lines and φˆ0 = 10 solid lines, for
the x, y and z axes (blue, green and red respectively), normalised to rt.
4.2.2 Application to APES model
Definition and numerical solution within rcrit
To apply the same method of introducing the effect of the galactic potential to a model
which includes the effects of potential escapers, I can use the same distribution function as
the Spherical Potential Escapers Stitched model Paper 2, but now with the Jacobi integral
J as the argument;
f(Jˆ) = A×

exp(Jˆ)−B − CJˆ, if Jˆ ≥ 0,
(1−B) exp
(
Jˆ
η2
)
, if Jˆ < 0,
(4.2.16)
where A, B and C are constants and η = s2pe/s
2, where s is a velocity scale and spe is the
1D velocity dispersion at rt. This DF is continuous at Jˆ = 0 and by enforcing smoothness
I find the constraint C = 1 − (1 − B)/η2. I can define the density in the same way as
Paper 2, namely ρˆ = Iρ/Iρ0 and here
Iρ = Eγ
(
3
2
, φˆ
)
− Bφˆ
3/2
Γ(5/2)
− Cφˆ
5/2
Γ(7/2)
+ (1−B)η3EΓ
(
3
2
,
φˆ
η2
)
(4.2.17)
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Figure 4.2: DF, φˆ, σˆ and ρˆ of the APES model along the x (blue), y (green) and z (red)
axes, for four combinations of model parameters and for λ=1.
Modelling star clusters with PEs 80
4.2. MODEL CONSTRUCTION
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
r/rt
0.0
0.5
1.0
1.5
2.0
σˆ
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
r/rt
10-18
10-16
10-14
10-12
10-10
10-8
10-6
10-4
10-2
100
ρˆ
Figure 4.3: σˆ and ρˆ profiles for the APES model parameters φˆ = 7, B = 0.1 and η = 0.2.
The profiles are along the x (blue), y (green) and z (red) axes and for λ = 0 (solid lines),
λ = 1 (dashed lines) and λ = 2 (dot-dash lines).
where Eγ(a, x) = exp(x)γ(a, x)/Γ(a) and EΓ(a, x) = exp(x)Γ(a, x)/Γ(a) and the ve-
locity dispersion:
σˆ =
√
3
Iρσ2
Iρ . (4.2.18)
where
Iρσ2 = Eγ
(
5
2
, φˆ
)
− Bφˆ
5/2
Γ(7/2)
− Cφˆ
7/2
Γ(9/2)
+ (1−B)η5EΓ
(
5
2
,
φˆ
η2
)
. (4.2.19)
To calculate φˆ (in the portion of the domain corresponding to bound stars) I use a
methodology equivalent to the one described in Section 4.2.1.
Numerical solution beyond rcrit
For any position at or beyond the critical equipotential surface, i.e. the triaxial surface
implicitly defined by φˆ = 0, the escape velocity is 0 and φˆ ≤ 0, respectively, therefore
the density integral becomes ρ =
∫∞
0
f(Jˆ > 0)dv3 such that there is no contribution from
the f(Jˆ < 0). Therefore the density and velocity dispersion become:
ρˆ(φˆ ≤ 0) = (1−B)η3EΓ
(
3
2
,
φˆ
η2
)
(4.2.20)
and
σˆ =
√
3η2. (4.2.21)
Selected representative examples are discussed in the next Section.
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4.2.3 Properties of the APES models
The role played by the parameters B and η in shaping the properties of the resulting con-
figurations is similar to the one already noted in the analysis of the SPES family (see Paper
2). B predominantly determines how extended the model is and therefore the mass of the
model; η sets the velocity dispersion value at rt, however, due to requiring smoothness
across Jˆ = 0, varying η will also vary the mass of the model.
Along the y-axis the APES model will have the same φˆ, ρˆ and σˆ as the SPES model
(since the tidal perturbation does not have any effect along that direction). Due to the
contribution of the δφˆ and φˆT terms along the x-axis, the φˆ, ρˆ and σˆ will be increased, and
will decrease along the z-axis, respectively. Such a behaviour is illustrated in Fig. 4.2 for
the distribution function (top row panels), φˆ (second row), σˆ (three row), ρˆ (fourth row).
The model parameters are fixed φˆ = 7 and λ = 1 and the columns have B = 0.1, η = 0.2
(first) B = 0.1, η = 0.2 (second), B = 0.9, η = 0.2 (third), B = 0.9, η = 0.4 (fourth).
To illustrate the effect of different galactic potentials (via λ), in Fig. 4.3 I show the
same properties depicted in Fig. 4.2 for λ = 0 (solid lines), λ = 1 (dashed lines) and
λ = 2 (dot-dashed lines); the model parameters are chosen to be φˆ = 7, B = 0.1 and
η = 0.2. The y-axis and x-axis are independent of λ. The Model finds rcrit,z/rcrit,x of
0.635, 0.613 and 0.592 for λ = 0, 1 and 2 respectively, which closely match the values
from Renaud et al. (2011) eqn. 14, which find 0.638, 0.628 and 0.596.
4.3 Fitting to N -body simulation data
4.3.1 Fitting technique
To test the performance of the APES models, I conduct a comparison with data from di-
rect N -body simulations. I use selected snapshots from simulations presented in Paper
1, which follow the evolution of clusters with N = 16384 equal mass stars. The clusters
are on a circular orbit around the centre of mass of the host galaxy, which is spherically
symmetric with enclosed mass M(R < Rg) ∝ Rλ. Paper 1 considered three choices of
potentials, λ = 0, λ = 1 and λ = 2 which correspond to point-mass, singular isother-
mal sphere and 1/Rg potential, respectively. The simulations were conducted by using
NBODY6TT, which allows a functional input for the galactic potential (Aarseth 2003; Ni-
tadori and Aarseth 2012; Renaud and Gieles 2015). The data from the simulations are
expressed in He´non units (He´non, 1971), where G = 1, the initial mass of the clusters
M0=1 and total energy of the cluster E0 = −1/4. The analysis illustrated in this Section
is computed in these units.
To perform this comparison, I consider the full phase space information of the particles
at four representative moments during the evolution of the N-body system, such that the
mass remaining is 0.8, 0.6, 0.4 and 0.2 of the initial mass. I take into consideration all
stars within rJ, referred to as ss1, ss2, ss3 and ss4, respectively. In addition, I conduct the
same analysis also by considering all stars within 2rJ; I refer to such datasets as ss1.2rj,
ss2.2rj, ss3.2rj and ss4.2rj.
To fit the model to the data I use a discrete approach. I calculate the value of the DF,
which is a probability density function, by using the position and velocities of each star in
the data. I normalise such a distribution to the mass of the cluster inside a sphere of rcrit,
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to ensure that the integral of DF over all values of E is equal to 1. The total probability of
all of the stars from the data, N , is
P =
N∑
i=0
ln
(
f(Jˆi)
Mc
)
(4.3.1)
I fit by maximising this value using a Markov chain Monte Carlo technique, EMCEE
(Foreman-Mackey et al., 2013), to explore parameter space.
The free parameters which I constrain during the fitting procedure are φˆ0, B, η; I also
determine the values of two physical scale, in order to convert the model units Mˆ to He´non
units Mc, Mscale = Mc/Mˆ , and rscale = rhm/rˆhm. I consider the domain of the model
to terminate at the radius where the potential along the x-axis φˆx = 0, which I call the
truncation radius rt (for consistency with previous models). When fitting to data beyond
rJ, this require a stopping radius further out than rt therefore I define rˆstop = Drˆcrit and
redefine rs = rlb/rˆstop where rlb is the radius of the last bin of data. By fitting on D I can
then allow rˆt to be any value smaller than rˆstop.
I also fit the AKING model from Heggie and Ramamani (1995), as presented in Sec-
tion 4.2.1, to compare how a triaxial model without the inclusion of PEs would perform
when fitted to the same N-body data. As discussed extensively in Paper 2, existing ‘low-
ered isothermal’ spherical models, such as the King (1966) model and LIMEPY, already
offer a satisfactory description of the structural and kinematic properties of idealised and
Galactic clusters alike because they are capable of heuristically reproducing the behaviour
of a portion of the population of PEs, albeit with the incorrect underlying physics. There-
fore, I predict that once a galactic potential is included, the AKING will require overesti-
mating rJ with rt even larger than LIMEPY fits, to increase φt to include the PEs.
In this analysis, I have also assessed the effect of the additional degree of freedom
offered by the parameter describing the strength of the galactic potential, λ. Initially,
kept λ fixed (to the the same value adopted in the N-body simulations). Subsequently, I
allowed this parameter to vary, as discussed in Section 4.2.3, in order to determine the
sensitivity of the model in recovering the properties of the galactic potential.
4.3.2 Discrete fitting with λ=1 & r < rJ
I now present the result of the fitting process (as described in the previous Sections) of
both APES and AKING models, as conducted on the same selection of N-body datasets.
To visualise the quality of the fits, I plot the 3D velocity dispersion and density profiles
from each snapshot and generate an approximate 3D profile for each model by taking the
average of the density profiles along the x, y and z axis and the average in quadrature of
the dispersion profiles. These are plotted in Fig 4.4.
Table 4.1 shows the quantiles of the parameters and the rcrit of the fits and average
Fpe of the walkers from the MCMC APES fit. As expected, the AKING recovers a value
rt >> rJ, as it has no prescription for dealing with PEs (other than increasing φt by
increasing rt). The APES models better reproduce the value of rJ, which, however, is still
overestimated for ss2 and ss3. This is surprising as the SPES model is able to reproduce
rJ within 20% for data that stops at rJ. The fits underestimate Fpe, by as much as 75%
for ss2 and ss3.
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Figure 4.4: Comparison of the APES model (green) and AKING model (grey) fits to N-
body data (blue). Dashed green line is the rt of the APES model fit and dashed black line
is rt of the AKING model. Both models overestimate rJ but the APES model fares better.
85
4.3. FITTING TO N -BODY SIMULATION DATA
This poor performance is likely determined by our simple assumption of an exponen-
tial DF below Jˆ = 0. In fact, as now that APES models are able to capture the correct
value of the critical energy, this implies that the model is much more sensitive to an in-
correct DF expression for the PEs phase space contribution.
To investigate the origin of such underprediction of Fpe, I can consider the density
and velocity dispersion profiles of the bound stars and the PEs from the N -body data in
ss3 separately, ρb,data, ρpe,data, σ,b, σpe. I directly compare them to the contribution to
the best-fit APES model profiles, from the bound part of the DF (Jˆ < 0), unbound part of
the DF (Jˆ > 0), which I denote as ρˆb, ρˆpe, σˆb, σˆpe, respectively. I perform this detailed
analysis on the dataset from snapshot ss3, as it overestimate rJ and underpredicts Fpe.
The results are presented in Fig. 4.5. The left-hand panel shows the σ profiles and the
right-hand panel shows the ρ profiles of the data split into the contribution from bound
stars (blue points) and from PEs (green points). It is evident that the APES density profile
for ρˆb extends well into the PEs profile.
Additionally, I can fit on the density profiles and velocity dispersion profiles sepa-
rately, to assess if the model is capable of describing the correct shape of the respective
profiles. Here I maximise the likelihood function by minimising the associated χ-squared:
χ2 =
n∑
i=1
(Oi −Mi)2
2i
(4.3.2)
where Oi are the data values, i are the errors on the data values; in this case, I sum the
likelihood from fitting to all four profiles. The velocity dispersion profiles for both the
bound and PEs profiles are well fit by the APES model (shaded cyan and yellow regions)
and the Fpe is found to within ∼ 10%. However, there are limitations in the density pro-
file fits. The expression chosen for the DF representing the PEs is not able to reproduce
the slope of the ρpe,data profile; also, a large portion of the ρb,data profile is overestimated,
which accounts for why this combination of model parameters would yield a worse likeli-
hood when fit to the total ρ and σ profiles than the best-fit model found previously (which
underestimates Fpe).
4.3.3 Discrete fitting with λ=1 & r < 2rJ
When fitting the APES models to the N-body data of all stars within 2rJ, I define the
radial scale as rs = rls/(Drt) where rls is the radial position of the last star in the data
and I fit on the value D. By doing this, I ensure that the model stops at the end of the data,
but allows an rt of any value within that. By following these prescriptions, I fit the APES
model to the datasets denoted as ss1.2rj, ss2.2rj, ss3.2rj and ss4.2rj.
As before, I plot the 3D velocity dispersion and density profiles from the N -body
data for each snapshot and I can compare an averaged ‘3D’ profile from the models,
to visually assess the quality of the fits (see Fig. 4.5). Additionally, Table 4.1 reports the
parameters of the best-fit APES model and the resulting value of rcrit. Also in this case, the
model overestimates rJ and underestimates Fpe. The model also is unable to reproduce
the density beyond rJ, as the approach by which the effects of the galactic potential are
included in the model leads to an increasing density profile far from the cluster centre.
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Figure 4.5: The density and velocity dispersion profiles of the APES fit to ss4 split. These
are split into the bound (blue) and unbound (green) for both the stars from the snapshots
(points), the fit to the combined profiles (solid lines) and the fits to only the PEs (dashed
lines). Despite the APES model being able to well fit the PEs distribution, when including
bound stars in the fit it finds a higher likelihood by treating many PEs as bound stars.
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Figure 4.6: Comparison of the best-fit APES model (green) to N-body data within 2rJ.
Dashed green line is the rt of the APES model. The model overestimates rJ and overesti-
mates the density beyond rJ
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Figure 4.7: APES model fit in projection to the surface density and line-of-sight velocity
dispersion profiles for the xz and yz planes from ss3.
4.3.4 Fitting to projected observables
I also perform a comparison between the APES models and the N-body datasets evaluated
in projection along different lines of sight. Since the density profile of the model evaluated
along the x-axis increases with the distance from the center, the resulting surface density
profiles strongly depend on the projection angle. For simplicity, I limit the model to within
the φt and I fit only to data within the critical equipotential surface. To do so, I project the
model along each axis, and take the average profile of two perpendicular slices over the
2D plane from −rcrit to rcrit.
Figure 4.7 shows the fits to data projected on the (x, y), (y, z) and (x, z) planes (in
the co-rotating reference frame) for the dataset ss3. The model is able to reproduce the
projected data along the xy plane, although it overestimates rJ, as discussed earlier. on the
other hand, it closely reproduces rJ for the xz plane, at variance with the outcome of the
fit conducted on the three-dimensional observables. None the less, it still underestimates
the mass by 20%.
4.3.5 Varying λ
Fixed λ=0 and λ=2
I also fit APES model to simulations with λ = 0 and λ = 2 (again for datasets such that
r < rJ and r < 2rJ) and I fix the λ of the model to the correct value, as known from the
N-body simulations.
To compare the outcome of the fitting process of the models as confronted to N -body
data with different values of λ, I report the values of rJ and Fpe of the model fits, as
compared to the actual value from the N-body simulations. (Fig. 4.8). Left-hand panels
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Figure 4.8: rJ and Fpe of the APES model fits to λ = 0, 1, 2 simulations normalised to the
actual values from the data.
are fit to data with r < rJ, right-hand panels are fit to data with r < rJ.
When fitting to data with r < rJ the model performs similarly as the λ = 1 fits as it
seems to better reproduce the Fpe and rJ for snapshots ss1 and ss4, but underestimates
Fpe and overestimates rJ for ss3 and ss4. The APES model is able to better reproduce
rJ and FPE for ss1 than later snapshots because Fpe is small. I also note that, for the
same dataset ss1, the fraction of PEs Fpe is better recovered by the APES models for
higher values of λ. This is possibly due to the width of the PEs energy distribution, as
it takes longer for GCs on orbits around galaxies with larger λ to lose mass, therefore
the PEs energy distribution is wider and may allow for more accurate behaviour of the
model around the stitching point between bound and unbound. This also explains why
the APES model better fits ss4.λ1 and and ss4.λ2 than ss4.λ0 which has the narrowest
energy distribution of PEs (Paper 1).
The fits to data with r < 2rJ also overestimate rJ, with a weak trend of higher over-
estimation with increasing λ; the FPE is consistently underestimated by a factor of 3 for
all snapshots.
λ as a free parameter
I can also fit on λ to determine how sensitive the model is to the effects of the galactic
potential. Fig. 4.9 shows the 1-σ spread of the recovered λ values when fitting to each
snapshot for data with λ = 0 (blue), λ = 1 (green) and λ = 2 (red). The left-hand panel
corresponds to the case of a fit conducted on datasets with r < rJ and the right-hand panel
for datasets with r < 2rJ.
The large spread in the recovered λ when fitting to data with stars within r < rJ
suggests a lack of sensitivity to the galactic potential. There is clearer variation when
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Figure 4.9: rJ and Fpe of the APES model fits to λ = 0, 1, 2 simulations normalised to the
actual values from the data.
fitting to data with r < 2rJ. However the model can overestimate λ when λ = 1 and 2,
therefore a distinction between these two cases is non-trivial.
As the fraction of PEs is underestimated, this likely makes it more difficult for the
model to have any sensitivity to λ, therefore a more accurate DF may allow for better
recovery of λ.
4.4 Towards a more accurate DF
There are two limitations of the model in its current form: 1) Underprediction of Fpe. 2)
Increasing φˆ and ρˆ in the direction of the galactic potential. Both of these limitations have
implications on the goal of using this model to infer the Fpe of MW GCs and possibly
using them as a tool to infer properties of the MW.
Problem 1 may be addressed by introducing a more accurate DF for the unbound part
of the model. As mentioned previously, the exponential approximation used for the DF is
taken from Paper 1, where such a function is shown to fit well the N(E) distribution of
PEs. However, as the number density profileN(E) = f(E)g(E), this approach ignores g(E),
therefore, the introduction of an accurate g(E) may allow for a better fit to data and a
higher Fpe. Alternatively, as shown in Baumgardt (2001), the N(E) may be described by
a modified Bessel function (or a Whitaker function, when dynamical friction is included).
This would require numerically integrating the DF to find the density, which may compro-
mise one of the primary motivations for this model: analytic simplicity and computational
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efficiency.
Problem 2 arises from φˆt increasing in the direction of the galaxy. This is problematic
however, as PEs will orbit within equipotential surfaces larger than the Jacobi surface,
which I conventionally deal with in N-body simulations by treating every star within a
sphere of rJ with E > Ecrit as a PE. Therefore it may be useful to approximate the
potential outside of the Jacobi surface as Keplerian, which will allow for a decreasing φˆ
and ρˆ which is similar to the SPES model beyond rcrit and closely matched the N -body
data. The difficulty will arise in making this Keplerian potential continuous and smooth
with at the Jacobi surface in all 3D positions, as it is complicated by the triaxial nature of
the model.
4.5 Discussion & summary
Building on an existing family of self-consistent, triaxial tidal models proposed by HR95,
I have developed dynamical models of star clusters that can include both the effects of
a tidal field associated with the potential of the host galaxy and those of a population of
PEs.
I confronted the models to selected snapshots from N -body simulations conducted
earlier (Paper 1). For some snapshots, the APES models are able to reproduce rt ∼ rJ and
therefore find φˆt ∼ Ecrit and recover Fpe to within 20% of the correct value. However,
for other snapshots the models overestimate rJ and Ecrit and therefore underestimate the
fraction of mass of the PEs population, Fpe. I attribute this shortcoming to the fact that the
analytic expression I have adopted for describing the unbound members is not optimal.
As a result, in the comparison with N-body datasets, a significant fraction of the the phase
space contribution of the PE population is often accounted for by the portion of the DF
which was intended to reproduce the bound stars. Despite these limitations, the APES
model provide an improvement over the AKING in the recovery of rJ, for all snapshots.
I have adopted an exponential behaviour for the unbound portion of the DF because
of the numerical results obtained in Paper 1. However, such a choice of expression for
the f(E) assumes a constant density of states: N(E) = f(E)g(E), where N(E) is
the distribution of stars and g(E) is the density of states. I could adopt more complex
expressions for such a DF, e.g. a Modified Bessel function (Baumgardt, 2001), but this
would also require determining g(E) to convert from a number density to a distribution
function. As an additional downside, the calculation of the dispersion and density profiles
would be more computationally expensive.
The sensitivity of the models to different expressions for the galactic potential was
also tested, by means of the primary parameter λ. It is difficult for the model to reproduce
λ even in the most favourable case of a N -body dataset composed exclusively of particles
within rJ. This may be due to the fact that the variations in the observables calculated
from the models are relatively subtle for different values of λ, but it is also aggravated
by the underprediction of Fpe (which corresponds to the portion of the configuration that
is most sensitive to the tidal perturbations). However, when the models are fitted to the
N-body datasets, although the models overestimate λ for most snapshots, there is a clear
variation between snapshots, which suggests that the models may be able to reproduce λ
when given enough data, although this is complicated by the treatment of stars beyond
rt. This suggests it would be difficult to disentangle the effects of the galactic potential
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on the velocity dispersion and surface density alone, but might be possible with further
developments.
The ability to recover an accurate estimate of Fpe will be important for improving the
modelling of the escape process, especially in light of the recent interest in fast, genera-
tive models of tidal tails. More generally, the availability of tools to faithfully describe
the dissolution process of GCs as stream progenitors is essential in order to assess their
contribution the assembly history of the Milky Way.
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Conclusions
The goal of this thesis was to address the three questions proposed in the introduction;
1. Is there a unique signal of PEs, that can be used to discriminate between DM, PEs
and MOND predictions?
2. If the presence of PEs is dominant in MW GCs, can their behaviour be used to infer
properties of the host galaxy?
3. Is it possible to include the effects of PEs in a simple, DF based model which can be
fit to observational data to infer the properties of the PEs in the data, and therefore
be used to address questions 1 and 2?
5.1 Questions 1 & 2
Chapter 2 focused on using N -body modelling to investigate the behaviour of PEs to
answer questions 1 and 2.
Firstly, this confirmed the behaviour of PEs seen in previous studies, that they are not
solely products of the chosen initial conditions but produced by two-body interactions
slowly scattering stars above the critical energy. A population of PEs will, therefore,
persist throughout the entire lifetime of clusters. This spatial distribution of PEs is also
relatively constant, with PEs dominating beyond 0.5rJ.
I included simulations orbiting around point-mass galaxies, singular isothermal spheres
and 1/R density profiles (λ = 0, 1 and 2 respectively) to investigate the dependence of the
PEs distribution and dynamics on the galactic mass distribution. I found that the fraction
of PEs increases with λ as the escape rate is suppressed due to a smaller opening in the
equipotential surfaces near rJ. The fraction of PEs is also dependent on the IMF cho-
sen for the cluster. With a Kroupa IMF resulting in a higher fraction of PEs than in the
equal-mass case, however a more modest increase in the mass fraction is found.
By investigating the energy distribution of PEs I showed that the distribution widens
with time. This is in line with the expectation form B01 where they showed that the width
is cluster mass dependent, due to the more efficient mass scattering at low mass increasing
the overall escape time allowing stars to populate higher energies, the fraction of PEs also
increases with time showing the contribution of PEs to the velocity dispersion and density
profiles increases with time.
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B01’s modified Bessel function fits this energy distribution, which can be used to de-
rive a prediction for the velocity dispersion at the Jacobi radius. However, I simplified
the mathematical expression and used an exponential function, which I show fits the en-
ergy distribution of PEs well, and can therefore be used to make a prediction for σJ. This
prediction is different to MOND theories, however the difference is likely too small to be
differentiated between by observational data. By also investigating the velocity disper-
sion anisotropy and the rotation in the cluster I determined a prediction for both if PEs are
dominant in observational data. The anisotropy will tend to become tangential as clus-
ters evolve due to the preferential loss of radial orbits and then prograde tangential orbits
being less stable than retrograde orbits also leads to a retrograde rotation of the clusters.
This addresses Q1 as it provides a prediction unique to the PEs scenario that can be
tested with observational data. Additionally, this provides a route to answering Q2 as the
rotation in the cluster is set by the orbital velocity of the cluster which depends on the
galactic potential. Additionally the timescale with which radial orbits are preferentially
escaping is depressed in simulations around galaxies with higher λ. Therefore for a dy-
namically evolved cluster dominated by PEs in the outskirts, I predict to see tangential
anisotropy and retrograde rotation set by the angular velocity of the cluster orbit.
Chapter 2 also addressed how changing from equal mass stars to a mass spectrum
and from circular orbits to eccentric orbits, that are therefore more realistic simulations,
affects the properties of PEs. Showing that the effects of PEs are consistent with different
mass spectrum’s (σJ), anisotropy and rotation. And confirming that eccentric orbits can be
well approximated by a circular orbit with the same dissolution time. This latter finding
allows to extend the results for circular orbits and apply them to real clusters, which are
on eccentric orbits.
Finally, Chapter 2 compared the prediction of σJ, to a range of N -body simulations
considering a range from low mass clusters to clusters with initially 105 stars (using theN -
body simulations of the Galactic globular cluster M4 by Heggie (2014)). I showed that the
theoretical prediction for the velocity dispersion at large radii fits well to all mass scales.
When comparing to observational data, it is important to take into account how close the
last bin of velocity dispersion data is to the Jacobi radius. I showed that the majority of
cluster data have their last bin within 0.6rJ and most clusters have their most distant data
point within 0.3rJ . There is a trend with that data, that it is above the prediction for σJ, the
further in from rJ the last bin of data is and then trends towards σJ. I also show that this
prediction is a lower limit and therefore no data should be below this prediction, which
they are not.
5.2 Question 3
Chapter 3 details the effort to include the behaviour of PEs as seen in Chapter 2 into a
distribution function based model. This prescription needed to be included in a simple
way that will allow for a model that can be solved quickly, such that when fitting to
observational data a range of parameters can be varied to determine the best fit parameters.
Therefore allowing a model that can accurately infer properties of the clusters, such as
total mass, core radius, tidal radius and fraction of PEs, within reasonable computation
times.
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Existing models have a truncated density profiles at the critical energy making it im-
possible to include the effects of a star above Ecrit. Therefore a modification of existing
DF’s was needed to allow for a non-zero density and continuity across the critical energy.
To achieve this I subtracted a constant from the exponential which can then be a param-
eter in the fit, allowing a density at Ecrit that varies from a Woolley-like non-zero value
to zero. This allows us to stitch an unbound contribution to the DF above Ecrit which I
take as a simple exponential, which will therefore have a flat velocity dispersion profile
and more extended density profile than the bound part of the DF. I call this new model the
Spherical Potential Escaper Stitched model (SPES).
By comparing the SPES model to the N -body simulations described in Chapter 2, the
model is able to recover the velocity dispersion and density profiles and reproduce rJ to
within ∼ 20%. Additionally, a fit to 47 Tuc shows the ability to reproduce observational
data in the outskirts that existing models are not able to. This was further explored in
He´nault-Brunet et al. (2019), which showed that most models are unable to deal with the
outer most bins in mock Gaia data.
The SPES model is however limited in how it underestimates the Fpe. This is because
the model has a higher critical energy than N -body data in a co-rotating reference frame
around a time-independent galactic potential. This means that if the model can recover
the Jacobi radius, it underestimate Fpe. This is an important point to reiterate as it partly
explains why LIMEPY models do so well at reproducing the density profiles from photo-
metric observations but struggle to deal with kinematical data from spectroscopic studies
of MW GCs. As the model overestimates the critical energy it will include PEs in the fit
but only by treating them as bound members and therefore have the incorrect kinematical
behaviour. As this overestimation is inherent to the spherical nature of the models, this
means a triaxial King model would not be able to include PEs, without increasing rt to be
much larger than rJ to therefore increase the Ecrit.
Therefore, Chapter 4 presents a method of including both the effects of a galactic
potential and the effects of PEs by combing the SPES model with the triaxial version of
the King model developed by Heggie and Ramamani (1995), which I call the Aspherical
Potential Escapers Stitched model (APES).
By fitting to N -body data I tested the ability of the APES model to reproduce the PEs
behaviour, specifically to determine if there is an improvement in the recovery of Fpe and
to test the prediction that when the triaxial King model is fit to data which include PEs, it
will overestimate rJ more than a the King model.
I found that for some snapshots the APES model accurately reproduced the rJ and more
closely matched the Fpe than the SPES model. However for some snapshots the model
still underestimatedFpe as it would overestimate rJ. This was due to the bound part of the
model being a better descriptor of some PEs, than the exponential approximation assumed
for the DF above Ecrit.
Additionally, the way in which the tidal potential was included can lead to an increas-
ing potential beyond the Jacobi surface, and therefore an increasing density profile, which
makes it difficult to solve the model beyond this triaxial surface and causes issues when
trying to project the model to fit to projected observational data. Despite these limitations,
I showed that the APES model is a better fit than the Heggie and Ramamani (1995) model.
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5.3 Further Work
There are multiple threads that can be pulled at for following work. Firstly, many ques-
tions are still to be answered in the understanding of the internal dynamics of complex
stellar systems, especially when eccentric orbits and stellar remnants are to be considered.
This is important for understanding the dissolution of clusters and their contribution to the
population of the MW halo. Also important for galactic archaeology and tracing back the
merger history of the MW.
Alternatively, improvements could be mode to the distribution function of the PE
models. Firstly the SPES model can be extended to include anisotropy and possibly mul-
tiple mass components. Which have been established in existing models. However the
way in which anisotropy is included in existing DF-based models only allow for radial
anisotropy, therefore an approach that includes tangential anisotropy, as shown in Chap-
ter 2, must be developed. Additionally a method of including rotation in the model could
be developed, however rotation is a complex feature, however a simple addition could
be developed which allows for a specific type of solid-body rotation expected in the PEs
population.
For the APES model two major hurdles must be addressed: developing a more accurate
DF for E > φt and a way of solving the model beyond the Jacobi surface without having
an increasing density profile. For the DF, Baumgardt (2001) showed that a modified
Bessel function well matches the number density as a function of energy N(E) of PEs,
which may improve upon the exponential approximation, however asN(E) = f(E)g(E),
an accurate density of states g(E) may need to be found. This new approach for the DF
may allow for a better description of stars beyond rJ, however a an approximation may
be needed that can be stitched to the model at the Jacobi surface, which is complicated by
the triaxial nature of the model.
Finally, if the outskirts of GCs are dominated by PEs and free from dark matter, or are
purely governed by Newtonian dynamics, then I would expect to see retrograde rotation
and tangential velocity dispersion anisotropy in sufficiently evolved clusters. A prediction
based on the work in Chapter 2 can be tested with observational data of MW GCs. The
presence of PEs does not necessarily rule out the additional presence of dark matter,
and therefore more theoretical understanding of the behaviour of PEs in a system which
includes a dark matter halo would be needed to fully differentiate between the scenarios.
Following the proper motion data from the Gaia mission, follow-up line-of-sight velocity
dispersion measurements can be made, the process of which is currently underway by the
Globular Clusters with Gaia Collaboration, and compared to the PEs prediction. Already,
de Boer et al. (2019) have shown that the SPES model provides an improvement over
existing models when fit to number density profiles of MW GCs when including Gaia
data, and the next step will be to include kinematics in the fits.
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