Abstract-TCP throughput limitations over wireless links have received considerable attention in the last few years. One of the problems is that TCP congestion control interprets packet losses as an indication of congestion, whereas in wireless links, losses could be due to transient link quality degradations. In this paper, we propose and study a link layer solution and evaluate its effects on TCP in the context of Bluetooth. We enhance the Bluetooth link layer to make use of channel state information and accordingly adapt the Bluetooth packet type to enhance TCP throughput. We propose a simple analytical method to determine the optimal packet type for a given channel state by adding FEC support or changing packet size. Since wireless interfaces, such as 802.11 or Bluetooth, can provide information regarding the channel state using relevant APIs, this simple enhancement can easily be added to the link layer. We implemented this functionality in the Bluetooth link layer. Our simulation experiments show that the proposed adaptive packet type solution significantly improves TCP throughput. The throughput enhancement increases with the error rate. For high error rates close to 0.1%, the link layer enhanced with the adaptive scheme is able to maintain good TCP throughput, whereas throughput is almost zero when the adaptive scheme is not used.
INTRODUCTION
TCP [10] is the most widely used transport protocol on the Internet. Its congestion control scheme was designed for the Internet when most links were fiber optics with minimal or no error losses. With the huge growth in the popularity of wireless technologies such as 802.11b, Bluetooth and Cellular, the shortcomings in the operation of TCP over wireless links has become an important issue.
Wireless links are characterized by higher bit error rates and this causes inefficiencies in the operation of TCP [4] . Essentially, any perceived packet loss (occurring because of error or buffer overflow) is construed by a TCP sender as occurring due to buffer overflow. The response of TCP to all such events is to invoke its congestion control procedures, resulting in unnecessary window reduction, which causes a drop in the TCP throughput. Note, though, that some of the packet losses occur due to corrupted packets being dropped by the link layer and invoking the congestion avoidance procedures when these events occur is not desirable. Various enhancements to TCP have been proposed to make TCP behave more "intelligently" in the presence of such wireless link errors. These are discussed later in the section on related work.
Most wireless interfaces available today monitor the characteristics of the medium and can provide such information when appropriate APIs are invoked. As explained in [8] , using this information, the 'optimal' link layer packet type for the prevailing channel conditions can be adaptively selected. By optimal, we mean the link layer packet type (or link layer packet size) that maximizes the throughput at the link layer. In this paper, we show the effects of adaptively selecting the optimal link layer packet type on the performance of TCP over a wireless link. Using Bluetooth [11] as the wireless technology, we present a simple analytical method to select the 'optimal' link layer packet type, given the channel conditions. We perform simulations under different conditions to show that TCP throughput can be improved significantly by the use of the 'optimal' packet type. One thing to be noted is that though we have demonstrated our results using Bluetooth, this technique could be applied to any other wireless technology, as long as it is possible to adapt the packet length or the use of Forward Error Correction according to the prevailing channel conditions.
In Section 2, we summarize relevant Bluetooth features, and in Section 3 review related work on TCP. In Section 4, we present the analytical method to select the appropriate packet type and discuss its implementation in Bluetooth. In Section 5 we present simulation results, and provide concluding remarks in Section 6.
II. BLUETOOTH OVERVIEW
Bluetooth is a short-range radio technology operating in the unlicensed 2.4GHz ISM (Industrial-Scientific-Medical) frequency band. Its original goal was to replace the numerous proprietary cables to provide a universal interface for devices to communicate with each other. But it soon became a good solution to interconnect devices to form a "personal area network", primarily due to the low cost, low power and small size of Bluetooth chips.
Bluetooth employs FHSS (Frequency Hopping Spread Spectrum) to avoid interference. There are 79 hopping frequencies (23 in some countries), each having a bandwidth of 1MHz. Frequency hopping is combined with fast ARQ (Automatic Repeat Request), CRC (Cyclic Redundancy Check), and FEC (Forward Error Correction) to achieve high reliability on the wireless links.
Bluetooth units can be connected to each other to form a piconet, which consists of up to eight active units. One of the units acts as a master and the others act as slaves. All the data/control packet transmissions are coordinated by the master. Slave units can only send in the slave-to-master slot after being addressed in the preceding master-to-slave slot. Each slot lasts for 625 microseconds.
For real-time data such as voice, Synchronous Connection Oriented (SCO) links are used, while for data transmission, Asynchronous Connectionless Link (ACL) links are used. There are several ACL packet types, differing in packet length (and consequently, data transmission rate) and whether they are FEC coded or not. The FEC coding scheme used in ACL DM mode is a (15, 10) shortened Hamming code, in which each block of 10 information bits is encoded into a 15 bit codeword, and it is capable of correcting single bit error in each block. Table 1 shows the different ACL packet types and their properties. Note that, in the symmetric connection mode, both master and slave nodes will occupy the same amount of Bluetooth time slots (625 microseconds in each time slot); whereas in the asymmetric connection mode, the Bluetooth link will occupy 1/3/5 time slots (for DM1/DM3/DM5 or DH1/DH3/DH5 mode) in one direction of this link and only one time slot in the opposite direction.
III. RELATED WORK
The impact of wireless link quality on TCP has been studied extensively in the literature. One of the initial papers to focus on this issue was [4] , in which the authors also presented the Snoop solution for TCP. The main reason for the degraded performance of TCP over high bit error rate links is that it treats all lost packets as having been dropped due to congestion in the network and consequently slows down its rate of sending data. This assumption is valid for wired networks where BERs on such links are extremely low (of the order of 10 -9 ) and most packet drops are due to congestion. On wireless links, on the other hand, the quality of the channel can have large variations due to interference and mobility, and BERs can be much higher (as high as 10 -3 ). Thus, the above TCP philosophy of treating all lost packets as congestion losses can be rendered invalid. This wrong interpretation of the cause of packet loss can lead to reduced performance. Such problems become even more serious when contiguous packet losses happen, in which case the TCP sender reduces its congestion window size and backs off its retransmission timeout (RTO) to a very large time interval. This can cause the TCP sender to be "idle" for a long period of time. In fact, a number of studies have shown severely degraded performance for TCP under extremely bad link conditions [4] . Several studies have pointed out possible solutions to TCP problems in error-prone environments. Apart from the Snoop solution, which makes uses of a Snoop Agent to cache TCP segments and retransmits segments only on the wireless link, one of the first works to identify a solution for TCP's degraded performance over wireless links was the Indirect TCP (I-TCP) protocol [1] . I-TCP splits a connection between a fixed station and a mobile host into two connections: one between the fixed host and the base station, and the other between the base station and the mobile host. Split connections are able to separate flow and congestion control on the wired and wireless links and enhance performance, but the violation of the end-to-end semantics is its primary drawback. Some other prominent works have been the Explicit Loss Notification (ELN) scheme [2] , and TCP Westwood (TCPW) [6] . ELN is capable of distinguishing packet loss due to congestion from the one by transmission errors, but like Snoop, there is state maintenance overhead at the base station. On the other hand, TCPW employs an end-to-end approach to adjust the congestion window by the estimated "Eligible Rate" of the connection, but it still suffers from low throughput if the bit error rate is really high.
To overcome the effect of low and varying link quality on throughput, the selection of the optimal link layer packet size, given estimated channel conditions, has been proposed in [8] , in which the authors analytically evaluate the 'optimal' link layer packet size based on the current bit error rate of the channel. In this paper, we extend this solution and apply it to the Bluetooth link layer. Moreover, we will study the benefit of enabling the link layer to select the 'optimal' packet size, as well as enabling/disabling FEC encoding, on the performance of TCP.
IV. LINK LAYER WITH OPTIMAL PACKET TYPE
Wireless link layers of popular technologies such as Bluetooth and 802.11 can provide information regarding the quality of the channel by the use of APIs called from upper layers. For example, in the Bluetooth specification, the Get_Link_Quality function call can be used to obtain link quality information. Get_Link_Quality returns the value of the Link Quality between 0 and 255, with the higher value representing a better channel. The BT standard allows vendors to determine how to measure Link Quality and map it to a number between 0 and 255.
As an example, for Bluetooth cards containing CSR (Cambridge Silicon Radio [5] ) chipsets, the Link Quality is calculated from the Bit Error Rate in the following manner: 
If 4000/40000< BER <= 40000/40000, LQ = 105 -((BER / 256) * 40000).
The Link Quality is the average bit error rate on the link with a time-weighted average in units of 1/40000. Fig 1 shows the value of the Link Quality versus the BER for the CSR chipset, which we used in some of our experiments. 
A. Analytical Evaluation of Optimal Packet Type
We now describe a simple analysis to determine the relative performance of different packet types under different channel BERs (bit error rates). The analysis can then be used to determine the "threshold" values of the BER, i.e., values at which the packet type that gives the best performance changes.
Suppose the BER is b, the packet size (which is given in Table 1 for different packet types) is s bits and the number of Bluetooth slots occupied by a packet type (also given in Table  2 ) is n.
The packet error rate, p, for DH packets is:
Recalling that DM packets are encoded with a 2/3 block FEC, i.e., in every block, 15 bits are used to encode 10 bits of data, and this block coding can correct 1 bit in every block of 15 bits. The packet error rate, p, for DM packets can be approximated as:
Assuming that the ARQ scheme retransmits a packet until the acknowledgement of a successful reception, the average number of attempts, N , needed to successfully transmit one packet is given by:
The effective link layer throughput T is then given by:
where s (packet size in bits) and n (length of packet in Bluetooth slots) for different packets as given in Table 2 , and 625µs is the length of a Bluetooth slot.
Using Eq. 4, we plot the effective throughput of Bluetooth packets versus the bit error rate in Fig 2. Assuming UDP traffic sources, figure 3 shows the relation between bit error rate and packet error rate for different ACL packet types. The robustness of the coded DM packet types is visible in the figure. As the bit error rate increases, the packet error rate of DM packet types increases at a much smaller rate than that of the DH packet types.
The thresholds for best packet type can be determined by comparing the values of throughput T for different BERs and selecting the packet type that gives the largest T as the best packet type for that BER. These thresholds are given in Table  3 . Using the above analysis, we added a feature to the Bluetooth link layer to enable it to select the optimal packet type, using the thresholds in Table 3 , dynamically based on link conditions. We implemented this functionality in our simulator. In later sections, we refer to this as the 'enhanced' adaptive packet type (or APT) link layer. In this section, we present simulation results showing the improvement in performance when using the enhanced Bluetooth link layer. The Bluetooth simulation model was developed as an extension to NS-2 (Network Simulator) [9] . The simulation model implements most of the features of the Bluetooth baseband layer, such as frequency hopping, time division duplexing, multi-slot packets, fragmentation and reassembly of packets. In addition, the simulator enables scatternets and inter-piconet communication by defining gateway nodes to forward packets between piconets. The channel model assumes independent bit errors.
The Bluetooth topologies we used in the simulations is shown in Fig 4. Black circles represent master nodes, and white circles represent slave (or gateway slave) nodes. Each simulation was run for 600 seconds. We varied the bit error rate to obtain performance results under different conditions. We also ran connections over a different number of hops and tried different versions of TCP (Tahoe [12] , Reno [12] , and NewReno [7] ). The TCP packet size was 500 bytes, and the buffer size of each Bluetooth node was set to 9000 bytes.
Note that in the 2-hop case, the capacity of the master (black node) will be shared between the two slaves. Thus, the maximum throughput in this case is half of the maximum throughput in the 1-hop case. For the 4-hop case, the maximum throughput is the same as that of the 2-hop case. 
Fixed bit error rate
In the first set of simulations, we ran a TCP NewReno connection over 1, 2 and 4 Bluetooth hops. We also considered various values of the bit error rate on the link. 
We then considered a changing bit error rate environment, in which the bit error rate switches from 0.0001 to 0.0005 and back every 1 second. The aim was to evaluate the adaptation of the APT link layer under changing channel conditions. The TCP version used was NewReno. Fig 6 (a), (b) and (c) show the throughput results over regular and enhanced link layers. In these results, the TCP throughput is sampled every 10 seconds. The improvement in throughput is again very significant, in some cases almost an order of magnitude.
C.

APT with real bit error rate measurement
In order to simulate the APT enabled link layer with more realistic error behavior, we took traces of the channel behavior of a real Bluetooth environment over a 5-minute period and plugged these into our simulator. The measurements environment consisted of two Xircom Bluetooth cards (containing the CSR chipset) at a 5-meter distance, with 802.11b devices, placed near one of the Bluetooth devices, generating interference.
We used the Get_Link_Quality function (defined earlier) to obtain the Link Quality at every 100 msec from the Bluetooth device close to the 802.11 devices and converted this into the bit error rate, using the technique explained in Section 4. Fig 7 shows the measured bit error rate over the 10-minute period. 
VI. CONCLUSION
In this paper, we evaluated the effect of selecting the optimal packet type (size) at the link layer on the performance of TCP. We described a simple analytical model to select the optimal packet type when using Bluetooth. We presented an "enhanced" link layer, which selects the optimal packet type based on channel conditions. Using simulation experiments, we showed that the throughput of TCP is improved significantly when the "enhanced" link layer is used, particularly when the bit error rate on the wireless link is high. In a sense, these results show that a well-designed and optimized link layer can make a big difference in performance in a wireless environment. 
