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ABSTRACT 
Let M (n, K) be the algebra of 7~ X n matrices over an algebraically closed field K 
and T: M (n,K)+M(n,K) a linear transformation with the property that T maps 
nonsingular (singular) matrices to nonsingular (singular) matrices. Using some elemen- 
tary facts from commutative algebra we show that T’is nonsingular and maps singular 
matrices to singular matrices (T is nonsingular or T maps all matrices to singular 
matrices). Using these results we obtain Marcus and Moyl’s characterization [T(x)= 
UXV or Cr’XV for fixed U and V] from a result of Dieudonnb’s. Examples are given 
to show the hypothesis of algebraic closure is necessary. 
1. INTRODUCTION 
Let K be a field, M (n,K) the algebra of n-square matrices with entries 
from K, GL(n,K) the group of nonsingular matrices and O(n,K) the set of 
singular matrices. The problem considered in this note is the following: If 
T: M (n, K)+M (n, K) is a linear transformation with property that either 
T(GL(n,K))CGL(n,K) or T(Q(n,K))CD(n,K), then what can one say 
about the structure of T? This problem has been considered before, and the 
following results are known. We denote the transpose of a matrix X by ‘X. 
THEOREM (Marcus and Moyls [2]). Let C be the field of complex 
numbers, and suppose T: M (n, C)-+M (n, C) is a linear transformation with 
the property that T(GL( n, C)) CGL(n, C). Then there exist V and V in 
GL(n,C) such that either T(X)= VXV for all X or T(X)= VtXV for all X. 
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THEOREM (Dieudonne [l]). Let K be a fieti und T: M(n,K)+~v(n, K) 
(I nonsingular linear transformation with the property that T(Q(n,K )) C 
Q(n,K). Then there exist U, V in GL(n,K) such that either T(X)= UXV fm 
all X or T(X) = U’XV for dl X. 
In this note we use some elementary facts from commutative algebra to 
obtain Marcus and Moyls’s result from Dieudonne’s in the case when the 
field K is 1 b a ge raically closed. In addition we obtain a sharpening of 
Dieudonne’s theorem. Finally we show that if the field is not algebraically 
closed then the arithmetic of the field enters into the solution of the 
problems. 
2. STATEMENT OF RESULTS 
THEOREM 1. Jf K is an algebraically closed field and T: M (n, K)+ 
M (n,K) is a linear transformation with the property that T(&?(n,K )) C 
Q(n,K), then either T is nonsingular or T(M(n,K)) cti(n,K). 
THEOREhl 2. lf K is un algebraically closed field und T: A4 (n, K )-, 
M (n,K) is (I lineur transformation with the property that T(GL(n,K )) 2 
GL(n,K), then T(Q(n,K 1)) CQ(n,K) and T is nonsingular. 
It is obvious that Theorem 2, together with Dieudonne’s theorem, gives 
Marcus and Moyls’s result. 
THEOREM 3. Suppose thut there exists (Ln irreducible polynomial f(x) of 
degree n with coefficients in u field K. l,et C he any matrix in M (n,K) 
whose minimal polynomial is f(x) [e.g., the companion matrix off(x)]. lf A’ 
is the subspace of M (n, K ) spanned by the powers of C, then a basis for A’ is 
{ 1, C, 5 . . > C”-l}. Define a linear transformation T:M(n,K)-+M(n,K) as 
follows: lf X=(x,/), then T(X)=C~=I~lICi-l. Then T(GL(n,K))CGL(n,K) 
and T is singular. 
3. PROOFS 
First we recall some well-known facts. Let K [xI1,. . . ,x,,] be the poly- 
nomial ring in n2 variables over K, and let detX be the determinant of the 
matrix X = (xii). Then 
(a) det X, as a polynomial, is irreducible. 
(b) If fi ,..., f,, gEK[ql ,..., a,,] and if f,(A)=... =f,(A)=O implies 
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that g(A) = 0 then g E rad( fi,. . . ,f,) = { h : h ’ E ( fi, . . . ,fm) for some positive 
integer r}. Here ( fi,. . . ,f,) : h ‘d is t e I ea 1 b renerated by the set { fi, . . ,f,,,}. 
(c) If f E K [Xll,. . .) x,,,] is irreducible and K is algebraically closed, then 
rad(f) = (f). 
We now give a proof of Theorem 1. Since det X=0 implies det T(X) = 0, 
by (a) and (b) we see that 
det T(X) Erad(detX) = (detX). 
Hence 
detT(X) = h(X)detX for some polynomial h (X ) 
If we let 3 (f) be the total degree of the polynomial f, then the fact 
that T is linear gives a(det T( X )) < a (det X), and since a(det T(X)) = 
J(h(X))+a(det(X))< a(detX), we must have a(h(X))=O, so h(X)=cE 
K. If c#O, then detT(X)= cdet(X) and detA#O implies detT(A)#O, so 
T(GL(n,K))CGL(n,K). If c=O, then detT(A)=O for all A, so T(M(n,K)) 
cQ(n,K). 
In order to prove Theorem 2 we establish the following lemmas. 
LEMMA 1. Suppose K is any field, and suppose A E M (n, K) is such 
that for all X EGL(~,K) and all ~EK, we hate X+XAEGL(n,K). Then 
A =O. 
Proof. First note that if U, VEGL(n,K), then as X runs over GL(n,K), 
so does UXV. Hence we may assume A = Z,@O, _ r where Z, is a r-square 
identity matrix and 0, ~, an (n - r)-square matrix of zeros. Now let X = Z,. 
ThenX+hA=(l+A)Z,~Z,_,,whichissinsllarifh=-l.HenceA=O. n 
LEMMA 2. Zf K is algebraically closed, T: M(n,K)-tM(n,K) is a linear 
transformation and T(GL(n,K))CGL(n,K), then T(Q(n,K))cO(n,K). 
Proof. Since X EGL(n, K) is equivalent to det X #O, we have that 
detT(X)=O pl’ im ies that det X = 0. Therefore by (b) above there exist a 
positive integer r and a polynomial g(X) such that 
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However, by (a) above and the fact that K [x 1 Ir. . . , x,,] is an unique factori- 
zation domain, it follows that 
(detX)“=cdetT(X) for some c E K. 
Hence det X = 0 implies det T(X) = 0. n 
LEMMA 0. lf K is any field, and T:LM(n,K)+M(n,K) is a linear 
transformation with the properties that T(GL( n, K )) & GL(n, K ) and 
T( a( n, K )) C Q( n, K ), then T is nonsingular. 
Proof. Suppose T(A) = 0; then for all X E K and for all X EGL(~, K ), 
we have T(X+hA)= T(X)EGL(n,K). If for some B EGL(n,K) and some 
X,EK we have B+h,AEQ(n,K), then T(B)= T(B+X,A)EGL(n,K)n 
Q( n, K ), a contradiction. 
Hence for all AEK and all X EGL(n,K) we have X+XAEGL(n,K) so 
A = 0 by Lemma 1. n 
Theorem 2 now follows from Lemmas 2 and 3. 
To prove Theorem 3, observe that the minimal polynomial of C is f(x), 
which is of degree n, so it follows that {I, C,. . , C”-l} is a basis for N. We 
now show that if X E N and X #O, then X E GL(n, K ). To see this, suppose 
X = E?= ,aiCi- ’ and det X = 0. Then 0 is an eigenvalue for X. Further if 
i(x) = C?= rair i-1, then the eigenvalues of X are just g(h,), . . . ,g(h,,), where 
i, , . . , A, are the roots of f(x) = 0 (in some suitable extension of K ). Hence in 
a suitable extension of K, f(x) and g(x) h ave a root in common and f(x) is 
irreducible over K. However, it is well known that this implies that f(x) 
divides g(x). If g(x)#O this is a contradiction, since degg(x)<degf(x). 
This result now follows, since any nonsingular matrix must have a 
nonzero entry in its first column. 
4. REMARK 
If we note that the range of any linear transformation is a vector space, it 
is tempting to try to improve on Theorem 1 by classifying the subspaces of 
the set Q(n,K) in some way. The author has not been able to do this. There 
are (up to pre- and post-multiplication by invertible matrices) two large 
classes of subspaces: first, the odd order skew-symmetric matrices, and 
secondly, subspaces consisting of all n X n matrices containing a fixed s X t 
submatrix of zeros with s + t > n + 1. By the Frobenius-Konig theorem every 
diagonal product in such a matrix is zero, so all determinants must be zero. 
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