This paper considers large sample inference for the regression parameter in a partly linear model for right censored data. We introduce an estimated empirical likelihood for the regression parameter and show that its limiting distribution is a mixture of central chi-squared distributions. A Monte Carlo method is proposed to approximate the limiting distribution. This enables one to make empirical likelihood-based inference for the regression parameter. We also develop an adjusted empirical likelihood method which only appeals to standard chi-square tables. Finite sample performance of the proposed methods is illustrated in a simulation study. © 2002 Elsevier Science (USA) AMS 2000 subject classifications: 62N01; 62E20.
INTRODUCTION
Consider the partly linear model , 2, ..., n, (1.1) where the Y i 's are scalar response variables, the X i 's are p-variable random covariate vectors, the T i 's are random variables taking values in [0, 1] , b is a p × 1 column vector of unknown regression parameter, g( · ) is an unknown regression function on [0, 1] , and the e i 's are independent and identically distributed random errors with zero mean and finite variance s 2 . Partly linear models can be found in various fields such as economics and biometrics (see, e.g., Engle et al. (1986) , Gray (1994) ), and have been studied extensively for complete data settings. A partial list of estimation procedures for b and g( · ) includes polynomial method (Heckman (1986) and Rice (1986) ), kernel method (Speckman (1988) ), projection method (Chen (1988) ) and neast neighbor method (Hong (1991) ), among others.
In practice, Y i may be censored randomly on the right by some censoring variable C i , i=1, 2, ..., n, and hence cannot be observed completely. One observes only {(Z i , d i ), i=1, 2, ..., n}, where Z i 
Suppose that, given X i and T i , C i is independent of Y i , i=1, 2, ..., n. For right censored data, Wang (1996) and Wang and Zheng (1997) considered the estimation problem of b and g( · ) and investigated various properties of the proposed estimators, including asymptotic normality. However, it is not clear how to estimate the asymptotic variance of the parameter estimate of b from the variance formula derived by Wang and Zheng (1997, Theorem 1) . Making inference for b remains a difficult task.
In this paper we develop empirical likelihood methods to make inference for b under model (1) with right censored data. Empirical likelihood was introduced by Owen (1988 Owen ( , 1990 ) for a mean vector for iid observations, and has been extended to a wide range of applications including, among others, linear models (Owen (1991) and Chen (1993 Chen ( , 1994 ), generalized linear models (Kolaczyk (1994) ), quantile estimation (Chen and Hall (1993) ), biased sample models (Qin (1993) ), generalized estimating equations (Qin and Lawless (1994) ), dependent process model (Kitamura (1997) ), partial linear models (Wang and Jing (1998) ), and mixture proportions (Qin (1999) ). An appealing feature of the empirical likelihood approach is that it produces confidence regions whose shape and orientation are determined entirely by the data. In contrast, traditional approaches such as those based on normal approximation and bootstrap require one to select a prespecified shape which is problematic in high dimensional cases. Empirical likelihood also has better small sample performance than the normal approximation method. See, e.g, Hall (1992) , Hall and Scala (1990) for nice discussions of various properties of the empirical likelihood method.
For the random censorship partial linear model, we define an empirical loglikelihood function based on the synthetic dependent data considered by Koul et al. (1981) . It is noted that the synthetic data are dependent. Consequently, the empirical log-likelihood does not have a standard chi-squared limiting distribution. Instead, we will show in Theorem 2.1 that it is asymptotically distributed as a weighted sum of standard chi-square random variables. Because the weights are unknown, the result cannot be applied directly to construct confidence regions for b. We propose two methods to overcome this difficulty. In the first method, we obtain consistent estimates of the weights, and approximate the conditional distribution of the estimated weighted sum of chi-square variables given the observations by repeatedly generating independent samples from q 2 1 using Monte Carlo simulation. In the second method, we derive a multiplicative factor for the estimated empirical log-likelihood such that the adjusted empirical log-likelihood is asymptotically distributed as a standard q 2 . This enables one to make inference for 0 by appealing to standard chi-square tables.
The rest of this paper is organized as follows. In Section 2, we define an estimated empirical log-likelihood and show that it is distributed as a weighted sum of independent q 2 variables. We also discuss how to construct confidence regions for b using a Monte Carlo method. In Section 3, an adjusted empirical likelihood is derived to make inference for b. In Section 4, a small simulation study is conducted to compare the performance of the proposed methods for finite samples. All proofs are collected in Section 5.
ESTIMATED EMPIRICAL LIKELIHOOD FOR
It is easy to verify that EW i (b)=0 for i=1, 2, ..., n, when b is the true parameter. Hence, the problem of testing whether b is the true parameter is equivalent to testing whether 2, ..., n. By Owen (1990) , this can be done using empirical likelihood. Let p 1 , p 2 , ..., p n , be nonnegative numbers summing to unity. Then, the empirical log-likelihood ratio, evaluated at the true parameter b, is defined as (Owen, 1990) . However, g 1 (t), g 2 (t), and G(t) are usually unknown. Hence, l n (b) cannot be used directly to make inference for b. To solve the problem, it is natural to replace g 1 (t), g 2 (t), and G(t) in l n (b) by their estimators, respectively, which leads to an estimated empirical likelihood. Let
where K( · ) is a kernel function and h n is a bandwidth tending to zero. Then, we estimate g 1 (t) and g 2 (t) by Z (n) are the order statistics of the Z-sample, and
Using the lagrange multiplier method, the optimal value for p i is shown to be
where l is the solution of the equation
Hence,
are not independent and identically distributed. Consequently, the asymptotic distribution of l n (b) is not standard chi-squared. The following theorem gives the asymptotic distribution of l n (b). Let
Theorem 2.1. Under the assumptions stated in the Appendix, if b is the true parameter, then, as nh n Q ., 
, where b n is the least square estimator defined by
Theorem 2.2. Under the conditions of Theorem 2.1, 
ADJUSTED EMPIRICAL LIKELIHOOD FOR b
In this section we derive another method to construct confidence regions for b.
By Rao and Scott (1981) , the distribution of p(;
w i can be approximated by the standard q 2 p distribution. This, together with Theorem 2.1, implies that the asymptotic distribution of
can be approximated by q 2 p . However, the accuracy of this approximation depends on the values of w i 's. Next, we give an adjusted empirical loglikelihood whose asymptotic distribution is exactly a standard chi-squared distribution.
Let
Define the following adjusted empirical log-likelihood 
SIMULATION RESULTS
We present some results from a simulation to illustrate the finite performance of the empirical likelihood (EEL) and adjusted empirical likelihood (AEL) methods.
In the simulation, we considered the partial linear model Y=Xb+g(T) +e, where e has a standard normal distribution, b=1, g(t)=2t
We generated X and T from a normal distribution with mean 1 and variance 1 and an uniform distribution on [0.1]. The censoring variable C was generated from a normal distribution with (mean, variance)=(0.4, 4), (1, 4), and (2.9, 4) such that the corresponding censoring rate (CR) is about 0.15, 0.3, and 0.45. h n was taken to be n −1/3 and the kernel was taken to be K(t)= 1 2 , |t| [ 1. For the two different censoring rates 0.15, 0.30, and 0.45, we generated 2000 Monte Carlo random samples of size n=20, 60, and 120 to compute the coverage probabilities of the two methods. The results are reported in Table I .
It is seen from Table I that the simulated coverage probabilities of both methods agree with the nominal level (0.90) reasonably well for moderate sample sizes and censoring rates. It also suggests that larger samples would be needed when the censoring rate is relatively high (45%). In general, the AEL method appears to be slightly better than the EEL method.
APPENDIX: PROOFS
The following assumptions are needed for the proofs of theorems (C.g) g 1 (t), g 2 (t), and g(t) satisfy Lipschitz condition of order 1 on
(C.T) The density of T, say r(t), exists and satisfies 
(C.XT) E[(X − E[X | T]) I[s < Y]] exists for every
0 [ s < .. (C.X) sup t E[||X 1 || | T 1 =t] < . where || · || is Euclidean norm. (C.Y) sup t, x E[Y 2 1 /(1 − G(Y)) 3 | T=t, X=x] < .
. (C.FG)(i) For s [ y Q =inf{t: Q(t)=1}, G(s) and F(s) have not common jumps, where Q=P(Z [ t).
(
ii) E[||X − E[X | T]|| |Y|/(1 − G(Y))(1 − F(Y))
1/2 ] < .. (iii) > y Q 0 ||H(Y)|| 2 (1 − L G (s)) dG(s) < ., where
H(s)= E[(X − E[X | T]) Z G I[s < Z] (1 − G(s))(1 − F(s − ))
and
− G(s − ) dG(s).
Lemma 5.1. Under CK, Cg, CT, CX, and CY, as nh n Q ., we have
Proof. By Wang and Zheng (1998), we have
Let T n2 be the second term of right hand side of (5.2). By the fact
it is easy to get that
Then, by the uniform consistency of F n and Ĝ n on [ − ., t], it can be proved that
Similar to the proof of (2.29) in Lai et al. (1995) , we get
as t Q .. This together with (5.3), (5.4), and (5.5) proves that
Equations (5.2) and (5.6) together prove Lemma 5.1.
Lemma 5.2. Under the conditions of Lemma 5.1 and (C.XY), (C.FG) (ii)-(iii), (C.S 1 ), and (C.S 2 ), we have
as nh n Q ., where S(b) is defined in Section 2.
Proof. Let M n1 and M n2 be the first two terms of the right hand side of (5.1). By central limit theorem, it follows that
where S 1 (b) is defined in Section 2. Next, we consider M n2 . Let
} is a local martingale with predictable variation process
where Y(s)=P(Z \ s) and H( · ) are defined as before. To prove the asymptotic normality, it remains to check the Lindeberg condition
Notice that I[(1/`n ) ||H(s)|| > e]=0, a.s. for large n. Relation (5.9) is then proved. Similar to (5.5), we have
as t Q y Q . By Rebelledo's martingale central limit theorem, (5.8), (5.9), and (5.10) together prove
where
and (5.1), (5.7), (5.11), and (5.12) together prove Lemma 2. L
EMPIRICAL LIKELIHOOD ANALYSIS
Proof of Theorem 2.1. To prove Theorem 2.1, we need prove
Part (b) can be proved using the arguments similar to Li and Wang (2000) . Next, we prove (a).
It is easy to see that
: .
(5.14)
By the fact E||(X − E[X | T]) Z G ||
2 < . and EZ 2 G < ., and Lemma 3 of Owen (1990) , we have
For M > 0, we have
This together with (5.15) proves
By (C.g) and (C.K), we get 
It is easy to observe that
By Lemma 4.2 in Wang and Jing (1999) , we have
(5.26)
Next, we prove
(5.28)
Standard arguments can be used to prove
(see Wang and Zheng (1998) ). This together with the fact 
Notice that Q is orthogarithm matrix. Hence, by Lemma 2, Theorem 2.1 is then proved. L Proof of Theorem 3.1. Let
It is easy to see that By Stute and Wang (1993) and some arguments used in Wang and Zheng (1997) , it can be proved that 
