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Graduaç̃ao em Inforḿatica, Setor de Ciências Exa-
tas, Universidade Federal do Paraná.





Lista de Figuras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Lista de Tabelas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Lista de Abreviaturas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
Resumo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
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7.2.1 Ańalise dos Buracos na Região dos Olhos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
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7.6 Comparaç̃ao com Outros Ḿetodos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
7.7 Experimento V: Melhoria na Taxa de Reconhecimento . . . . . .. . . . . . . . . . . . . . . . . . . 42
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Figura 4.2 Regĩoes segmentadas da mesma face: (1) região c rcular e (2) elı́ptica ao
redor do nariz, (3) parte superior da cabeça, e (4) face inteira com os pontos
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Tabela 3.1 Classificaç˜ o das imagens da base FRGC v2. . . . . . . . . . . . . . . . . . . . . . . . . . . 12
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ABSTRACT
This work presents a novel automatic framework to perform 3Dface recognition. The
proposed method uses a Simulated Annealing-based approach(SA) for range image registration
with theSurface Interpenetration Measure(SIM) as similarity measure in order to match two
face images. The authentication score is obtained by combining the SIM values corresponding
to the matching of four different face regions: (1) circularand (2) elliptical areas around the
nose, (3) forehead and (4) the entire face region. Then, a modified SA approach is proposed
taking advantage of invariant face regions to better handlefacial expressions. Comprehensive
experiments were performed on the FRGC v2 database, which is the largest available database
of 3D face images composed of 4,007 images with different facial expressions. The experiments
simulated both verification and identification systems and the results were compared to those
reported by state-of-the-art works. By using all the images in the database, a verification rate of
96.5% was achieved at aFalse Acceptance Rate(FAR) of 0.1%. In the identification scenario,
a rank-one accuracy of 98.4% was achieved. To our best knowledge, this is the highest rank-
one score ever achieved for the FRGC v2 database when comparedto results published in the
literature.
Keywords: 3D Face Recognition, FRGC Database,Surface Interpenetration Measure
(SIM), Simulated Annealing, Range Image Registration.
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RESUMO
Este trabalho apresenta um novo sistema automá ico para reconhecimento facial
usando imagens 3D. O ḿetodo propostóe baseado no algoritmoSimulated Annealing(SA) para
o alinhamento de imagens de profundidade, sendo usada aSurf ce Interpenetration Measure
(SIM) como medida de similaridade entre duas imagens. A medida e autenticação é obtida
combinando a SIM calculada para quatro regiõ s da face:́areas circular e elı́ptica ao redor
do nariz, parte superior da face e a face inteira. Além disso, uma abordagem modificada do
SA é usada para minimizar os efeitos decorrentes das expressões faciais durante o alinha-
mento. Uma śerie de experimentos foram realizados na base de dadosFace Recognition Grand
Challenge(FRGC) v2, quée a maior base de faces 3D disponı́vel atualmente, composta por
4.007 imagens com diferentes expressões faciais. Os experimentos realizados simularam siste-
mas de verificaç̃ao e identificaç̃ao, e os resultados obtidos foram comparados com os trabalhos
estado-da-arte presentes na literatura. Usando todas as imagens da base FRGC v2 foi obtida
uma taxa de verificação de 96,5%, com uma Taxa de Falsa Aceitação (False Acceptance Rate-
FAR) de 0,1%. No ceńario de identificaç̃ao foi obtido umrank-onede 98,4%. Pelo nosso
conhecimento, estes são os melhores resultados de identificação j́a apresentados usando a base
FRGC v2, quando comparados com outros resultados apresentados literatura.
Palavras-chave:Reconhecimento facial 3D, FRGC Database,Surface Interpenetra-




Sistemas de reconhecimento facial possuem aplicações em diversaśareas, tais como
segurança, entretenimento, vigilância, controle de acesso [29]. Nasúltimas d́ecadas, os estudos
nessáarea tiveram um grande avanço com a utilização de imagens 2D. No entanto, a utilização
de imagens faciais 2D possui limitações decorrentes da mudança de pose, iluminação e ex-
press̃oes faciais [54]. Uma maneira de lidar com essas limitaçõesé a utilizaç̃ao da informaç̃ao
de profundidade da face. Naúltima d́ecada o reconhecimento facial 3D ganhou destaque devido
aos avanços dos sensores para aquisição de imagens 3D. No entanto, a utilização de imagens 3D
tamb́em possui algumas limitações, como a presença de ruı́dos e a dificuldade na aquisição [8].
Existem duas abordagens principais para trabalhar com a informaç̃ao facial 3D, de-
pendendo do formato dos dados [24]: (1) imagem de profundidade (r nge image) e (2) nu-
vem de pontos. Para imagens de profundidade, uma técnica populaŕe a utilizaç̃ao de ḿetodos
estat́ısticos, como a Ańalise das Componentes Principais (Principal Component Analysis
(PCA)) [38]. Para aplicar o PCA, primeiramente as faces 3D são normalizadas e em seguida pro-
jetadas como imagens 2D. Uma das vantagens desta abordagemé que os ḿetodos podem ser fa-
cilmente combinados com as imagens de textura para aumentara robustez do sistema [8,25,43].
Para nuvens de pontos, as técnicas de registro de imagens são geralmente usadas para
alinhar os dois conjuntos de pontos. O métodoIterative Closest Point(ICP) [6,11], ou alguma
de suas variantes [23,49],é normalmente utilizado para realizar essa tarefa. O Erro Quadŕatico
Médio (Mean Squared Error(MSE)), minimizado durante o ICP,é ent̃ao usado como base
para definir a similaridade entre duas imagens faciais [10,12,21,35]. Essa abordagem também
pode ser combinada com técnicas de deformaç˜ o para modelar as expressõe faciais, e com isso
minimizar o seu efeito no reconhecimento [26,30,34].
O desempenho dos sistemas de reconhecimento facial 2D e 3D pode ser avaliado no
Face Recognition Grand Challenge(FRGC) [44]. O FRGĆe uma plataforma internacional
composta por seis conjuntos de problemas e suas taxas de desempenho esperadas. O terceiro
experimento,i.e., ROC III, se refere ao problema de reconhecimento facial 3D que utiliza uma
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base composta por 4.007 imagens de 466 pessoas com diferentes expr ss̃oes faciais. Neste
experimento o objetivóe atingir uma taxa de reconhecimento de 98,0% com uma Taxa de Flsa
Aceitaç̃ao (False Acceptance Rate(FAR)) de 0,1% [44].
A motivaç̃ao deste trabalhóe explorar a utilizaç̃ao da informaç̃ao de profundidade da
face para o reconhecimento. Dadas duas imagens faciais de entrada, o objetivo do sistemáe
diferenciar se ambas as faces pertencem ou nã a um mesmo indivı́duo. Para validar a precisão
de tal sistema duas medidas são utilizadas: (1) FAR, e (2)rank-one. O FARé empregado para
avaliar sistemas bioḿetricos no modo de verificaç˜ o. Neste modo, duas imagens faciais são
comparadas e o sistema responde se pertencem ou nãoà mesma pessoa. Orank oneé utilizado
para avaliar sistemas de identificação, o qual retorna a identidade da pessoa,i.e., retorna a face
com maior similaridade com a face de entrada [7].
Neste trabalho apresentamos um sistema para reconhecimento facial que tem como
entrada apenas a informação de profundidade das faces. Esta abordagem pode ser usada par
verificaç̃ao e identificaç̃ao, e possui quatro estágios principais (ver Fig. 1.1): (1) aquisição das
imagens, (2) pŕe-processamento, (3) alinhamento, e (4) autenticação.
Inicialmente, a aquisiç̃ao das imagens faciais 3D pode ser realizada usando diferentes
técnicas, como por exemplo, sensores de luz estruturada ou sensoreslaser [22]. As imagens
utilizadas nesse trabalhos foram adquiridas por um sensorla e , que produz uma imagem de
profundidade do objeto capturado. Na etapa de pré-processamento, a imagem de entradaé
suavizada e a região da facée detectada e segmentada automaticamente. Então, alguns pontos
caracteŕısticos, como o canto dos olhos e a ponta do nariz, são detectados para serem utilizados
durante o processo de alinhamento [41,42].
Com isso, cada uma das regiões segmentadasé alinhada com a sua região correspon-
dente de uma face que foi previamente cadastrada em um banco de dados. O alinhamento
é realizado usando uma abordagem baseada no algoritmoSi ulated Annealing(SA) que uti-
liza duas medidas robustas de avaliação: (1)M-estimator Sample Consensus(MSAC) [53], e a
(2) Surface Interpenetration Measure(SIM) [51]. Além disso, tamb́emé usada uma abordagem
modificada do SA para lidar com as expressões faciais [45].
Finalmente, a medida de autenticação é calculada com base no valor da SIM obtida
para o registro de cada região. A medida resultante da soma pode ser usada para: (1) verificar
se duas faces pertencem ou não à mesma pessoa, e (2) recuperar a identidade de uma pessoa.
Em trabalhos anteriores a SIM mostrou ser uma medida discriminatória quando aplicada no
reconhecimento facial 3D [4,5,45,46,47].
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Figura 1.1: Etapas principais para a autenticação de faces 3D.
Como pode ser observado em diversos trabalhos na literatura [7, 29], ñao existe um
sistema bioḿetrico que seja 100% ideal. Além disso, os estudos com a utilização da informaç̃ao
3D em problemas de visão computacional têm sido bastante explorados. A idé a deste trabalho
é propor uma nova medida para realizar a comparação entre duas faces focando em um sistema
biométrico robusto. Tal sistema visa a obtenção de 0% de falsa rejeição, e ao mesmo tempo
100% derank-one.
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Uma das contribuiç̃oes principais deste trabalhoé propor a SIM como medida de simi-
laridade entre duas imagens faciais 3D [47]. Ao contrário dos trabalhos presentes na literatura
que focam no alinhamento usando o ICP (guiado pelo MSE), este trabalho se baseia no fato
de que Silvaet al. [51] provaram que o MSE permite a convergˆ ncia para ḿınimos locais, at́e
mesmo quando são utilizadas abordagens aprimoradas do ICP [23,49]. Os autores tamb́em su-
gerem que o MSÉe uma boa medida para iniciar o processo do alinhamento, sendo a SIM mais
apropriada nas etapas finais para garantir a qualidade do alinhamento. Outras contribuições
deste trabalho que podem ser destacadasé classificaç̃ao da base FRGC v2 em conjuntos
controlados, sendo a base de segmentada de acordo com o tipo de express̃ao facial e a sua
intensidade, realizaç˜ o de diferentes experimentos na base FRGC v2 em diferentes contextos,
ańalise de diferentes abordagens para autenticação de faces, extensão do modelo hierárquico, e
comparaç̃ao com outros trabalhos presentes na literatura [45,46].
Os experimentos foram realizados usando sub-bases controladas, da base FRGC v2,
para avaliaç̃ao de desempenho do sistema proposto. Além disso, apresentamos uma análise
comparativa de resultados com os trabalhos relacionados mais relevantes nessáarea [2, 13, 21,
30, 33, 39, 40]. Esta an´ liseé uma das mais completas já descritas na literatura sobre reconhe-
cimento facial 3D, com base em nossos conhecimentos. Faltemier t al. [21] tamb́em apresenta
um conjunto completo de resultados experimentais.
Este trabalho está dividido como segue. A Seção 2 apresenta uma discussão sobre os
principais trabalhos relacionados. A Seção 3 apresenta detalhes sobre a base de dados utilizada
e a Seç̃ao 4 descreve a etapa de pr´ -processamento. A Seção 5 apresenta o ḿetodo para alinha-
mento de faces 3D éseguida do processo de autenticação na Seç̃ao 6. A Seç̃ao 7 apresenta os
resultados experimentais e a Seção 8 conclui com as considerações finais.
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2 REVISÃO LITER ÁRIA
Esta seç̃ao apresenta uma revisão dos trabalhos mais relevantes que abordam o reco-
nhecimento facial 3D. Esses trabalhos, em sua maioria, calculam a medida de similaridade entre
duas imagens faciais com base no MSE minimizado durante a etap de alinhamento, algumas
vezes combinado com outras medidas.
Chang et al. [10] descrevem um ḿetodo chamadoAdaptive Rigid Multi-Region
Selection(ARMS). O ARMS usa tr̂es regĩoes de sobreposição ao redor do nariz: (1) cı́r ulo,
(2) elipse, e (3) o nariz propriamente dito. A região do nariz foi escolhida por ser invari-
anteà presença de expressões faciais. Então, cada região é alinhada com sua correspondente
usando o algoritmo ICP [6]. O ICṔe um algoritmo que dada duas superfı́cies, calcula a melhor
transformaç̃ao que minimize a distância entre os pontos correspondentes. O MSE resultante
de cada alinhamentóe combinado usando a regra do produto, a qualé usada como medida de
similaridade entre duas faces 3D. Os experimentos foram realizados usando um super conjunto
de imagens da base FRGC, composto por 4.485 imagens faciais 3D.Quando utilizadas apenas
as faces com expressão neutra, o ḿetodo obt́em uma taxa derank-onede 97,1%. A taxa de
rank-oneobtida utilizando faces com expressão foi de 87,1%.
Lu et al. [35] apresentam uma abordagem multimodal para o reconhecimento facial
composta por dois ḿodulos principais, um para imagens 3D e outro para imagens 2D. O método
Linear Discriminant Analysis(LDA) [3] é usado para verificar a similaridade das imagens faci-
ais 2D. O LDAé um ḿetodo estatı́stico, da mesma faḿılia que o PCA, que separa um grupo de
objetos em classes mutualmente exclusivas usando como baseum conjunto de caracterı́sticas.
Para as imagens 3D́e empregado o ICP, sendo o MSE usado como medida de similaridade.
Os experimentos foram realizados em uma base de dados privada com 200 modelos faciais 3D
usados comogallery, e 598 imagens usadas comopr be. A medida de similaridadé calculada
usando a regra da soma ponderada entre as medidas obtidas pelo LDA e pelo ICP. A abordagem
proposta obteverank-onede 90% e os autores verificaram que a presença de expressões faciais
impediu a identificaç̃ao correta de todas as imagens.
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Maureret al.[39] prop̃oem um ḿetodo que combina a utilizaç˜ o de imagens faciais 2D
e 3D. Para o reconhecimento facial 2Dé usado um software comercial, porém, os autores su-
gerem que essa etapa pode ser realizada por qualquer outra abord gem. Para o reconhecimento
facial 3Dé utilizado o algoritmo ICP, e o mapa de distânciasé usado como medida de simila-
ridade. As medidas computadas para as imagens 2D e 3D são combinadas usando uma soma
ponderada. Na FRGC v2 foi obtida uma taxa de verificação de 87% com uma FAR de 0,1%,
considerando apenas a informação de profundidade. Os autores classificaram as principais fon-
tes causadoras de erros em três categorias: (1) imagens distorcidas, (2) imagens 2D e 3D não
sincronizadas, e (3) outros,e.g., cabelo cobrindo a face.
Huskenet al. [27] apresentam a fusão dos ḿetodosHierarchical Graph Matching
(HGM) 2D e HGM 3D para realizar o reconhecimento facial. Essaabordagem usa um grafo que
armazena informaç̃oes sobre a textura da imagem e as posições dos pontos caracterı́sticos,e.g.,
nariz, olhos e boca. Então, o grafóe adaptado automaticamenteà face usando esses pontos ca-
racteŕısticos, e a medida de similaridadeé calculada a partir da distância entre dois grafos. Nos
experimentos usando apenas as imagens 3D da FRGC v2, foi obtida uma taxa de verificaç˜ o de
86,9%, com uma FAR de 0,1%.
Lin et al. [33] descrevem um ḿetodo que combina a soma de caracterı́s icas invari-
antes da face para sua classificação. Dezáreas retangulares são selecionadas da imagem de
entrada para que seja extraı́do um conjunto de caracterı́sticas. As ḿetricas do alinhamento de
cada regĩao s̃ao combinadas usando a regra da soma ou a regra ponderada da soma, otimizada
pelo LDA. Usando o LDA, para definir esses pesos,é posśıvel alcançar maiores taxas de reco-
nhecimento. Os experimentos foram realizados na base FRGC v2, e no experimento ROC III
foi obtida uma taxa de verificaç˜ o de 90%, com uma FAR de 0,1%.
Bronsteinet al. [9] apresentam um ḿetodo multimodal usando uma representação da
face invariantèas express̃oes faciais. Eles assumem que as expressões podem ser modeladas
como isomerias da superfı́cie tridimensional para criar um modelo facial canônico. Uma vez
criados os modelos, o alinhamento das superfı́ci sé realizado usando momentos de alta-ordem,
queé um procedimento simples e eficiente para o registro de imagens [19]. Embora essa abor-
dagem ñao sofra efeitos das expressõe faciais, a representação can̂onica das faces pode causar
a perda de algumas caracterı́sticas importantes, como o formato do nariz e os cantos dos olh .
Os experimentos foram realizados em uma base de imagens privada composta por 220 imagens
de 30 pessoas, com diferentes expressõ faciais. Os resultados mostraram que o registro de
superf́ıcies can̂onicasé mais discriminante do que o registro de superfı́cies ŕıgidas.
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Mian et al. [40] descrevem um sistema de reconhecimento facial multimodal 2D+3D.
Inicialmente, a pose da face 3Dé corrigida e normalizada automaticamente com a sua imagem
2D correspondente. O algoritmoScale-Invariant Feature Transform(SIFT) é usado nas ima-
gens faciais 2D para detectar pontos caracterı́sticos locais. A SIFT mostrou ser mais robusta
com relaç̃aoà iluminaç̃ao eà presença de expressões faciais, quando comparada com o PCA. A
similaridade entre as imagens 2Dé determinada pela distância Euclideana dos descritores das
caracteŕısticas faciais. As imagens faciais 3D são segmentadas em duas regiões: (1) olhos e
testa, e (2) região do nariz. Cada regiãoé alinhada com as suas correspondentes usando o algo-
ritmo ICP, e a medida de similaridadeé calculada combinando o resultado de cada alinhamento.
Na base FRGC v2 foi obtida uma taxa de verificação de 86,6% com uma FAR de 0,1%, quando
utilizadas apenas as imagens 3D. Comparando as faces neutrascom todas as outras imagens
restantes da base, a taxa de verificação aumenta para 98,5%, com uma FAR de 0,1%.
Cooket al. [13] aplicam filtrosLog-Gaborpara o reconhecimento facial 3D. Após a
aplicaç̃ao do filtro, a imagem faciaĺe segmentada em 49 regiões quadradas e decomposta por
três filtros de escala, totalizando 147 subregiõ s. O PCAé aplicado em cada subregião para
representar a face com 147 caracterı́sticas. A dist̂anciaMahalanobis-Cossiné empregada para
calcular a dist̂ancia entre dois vetores de caracterı́sticas. Nos resultados experimentais, o melhor
desempenho foi obtido usando apenas as 75 subregiões centrais da face. Na base FRGC v2 foi
obtida uma taxa de verificaç˜ o de 92,3% com 0,1% de FAR e umrank-onede 96,2%.
Kakadiariset al. [30] apresentam um processo para autenticação de faces 3D comple-
tamente autoḿatico usandoAnnotated Face Model(AFM) para lidar com as expressões faciais.
Inicialmente um AFMé criado para ser deformado na etapa de alinhamento permitindo assim a
criaç̃ao de um meta-dado para a autenticação. Nas etapas iniciais do processo, a imagem de en-
tradaé processada para a remoçã de artefatos e o preenchimento de buracos. Uma amostra dos
dadosé criada para melhorar o desempenho do método. Os dados de entrada são alinhados ao
modelo AFM usando um ḿetodo de alinhamento composto das seguintes etapas: (1)Spin Ima-
ges, para definir a correspondência inicial entre o modelo AFM e os dados de entrada; (2) ICP,
usado para realizar a transformação ŕıgida; e o (3) SA, usado para assegurar um alinhamento
mais preciso. Depois dessa etapa,é obtido um modelo deforḿavel, o quaĺe convertido para um
modelo geoḿetrico e para um mapa normal. Cada uma dessas imagensé t̃ao tratada separa-
damente usando duas transformaçõeswavelets, Haar ePyramid. A autenticaç̃aoé calculada no
doḿınio waveletsendo definidas diferentes métricas de dist̂ancia para cadawavelet. No expe-
rimento ROC III, da base FRGC v2, os autores reportaram uma taxa de verificaç̃ao de 97,0%,
com uma FAR de 0,1%. Além disso, eles reportaram umrank-onede 97,0%.
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Al-Osaimiet al.[2] apresentam uma abordagem para reconhecimento facial 3Dusando
modelos deforḿaveis. Para isso, um subespaço PCAé criado com base nas deformações das
express̃oes faciais. Inicialmente, a etapa de treino requer imagensn utras e ñao-neutras de cada
indivı́duo. As imagens s̃ao segmentadas e alinhadas com o ICP para verificar as superfı́cies
residuais. Ent̃ao, um subespaço PCÁe criado com base nesses resı́duos, que conseqüentemente
consegue modelar uma deformação de expressão facial geńerica. A similaridadée calculada
comparando as faces 3D deformadas. Os experimentos foram conduzidos na base FRGC v2 em
diferentes subconjuntos de imagens. Foi obtida uma taxa de verificaç̃ao de 98,35% e 97,7%,
com uma FAR de 0,1%, nos conjuntos de faces neutras e não-neutras, respectivamente. No
experimento ROC III, foi obtida uma taxa de verificação de 94,1%, com uma FAR de 0,1%.
Faltemieret al. [21] descrevem um sistema que consiste na fusão de 28 regĩoes
esf́ericas extráıdas da face. Essas regiões s̃ao ent̃ao combinadas usando o algoritmo ICP. O
MSE resultante do alinhamento de cada uma das regiões foi combinado usando diferentes abor-
dagens, e os melhores resultados foram obtidos usando os mét dosConsensus Votinge Borda
Counting. Para tornar o sistema robusto em relaçãoàs variaç̃oes faciais, que podem ocorrer em
pequenas regiões da face, s̃ao usadas diferentes regiões para o alinhamento. Na base FRGC v2
a taxa de verificaç̃ao obtida foi de 93,2%, com uma FAR de 0,1%, e orank-onede 97,2%.
Um surveyde trabalhos relacionados com reconhecimento facial 3D e multimodal
2D+3D é apresentado em [1, 8]. A Tabela 2.1 apresenta um sumário dos trabalhos apresen-
tados nessa seção. Como pode ser observado, a maioria dos trabalhos utiliza com sucesso o
algoritmo ICP para o reconhecimento facial 3D [10, 21, 39, 40], sendo o MSE usado como
medida de similaridade, algumas vezes combinado com outrasmedidas. Neste trabalho, nós
apresentamos uma nova abordagem usando a SIM para obter resultado mais precisos.
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Tabela 2.1: Suḿario dos principais trabalhos relacionados.
Modalidade Bases Método
Changet al. [10] 3D FRGC v1+v2 ICP
Lu et al. [35] 2D+3D Própria LDA (imagens 2D) + ICP
(imagens 3D).
Maureret al. [39] 2D+3D FRGC v2 ICP
Huskenet al. [27] 2D+3D FRGC v2 HGM 2D + HGM 3D.
Lin et al. [33] 3D FRGC v2 Soma de caracterı́sticas
invariantes da face
Bronsteinet al. [9] 2D+3D Própria Momentos de alta-ordem
Mian et al. [40] 2D+3D FRGC v2 SIFT (imagens 2D) + ICP
(imagens 3D)
Cooket al. [13] 3D FRGC v2 Log-Gabor
Kakadiariset al. [30] 3D FRGC v2 Modelos deforḿaveis +
Wavelets
Al-Osaimi et al. [2] 3D FRGC v2 ICP
Faltemieret al. [21] 3D FRGC v2 ICP
Queiroloet al. [47] 3D FRGC v2 SA + SIM
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3 BASE DE DADOS
Nesta seç̃ao seŕa discutida a primeira etapa do sistema de reconhecimento facial pro-
posto, como apresentado na Fig. 1.1. Neste trabalho, as imagens utilizadas tanto na aquisição
quanto no cadastramento pertencemà base FRGC v2. Esta seção apresenta um discussão sobre
as caracterı́sticas das imagens presentes nessa base.
Nos experimentos foi utilizada a base de dados FRGC v2, queé a maior base de ima-
gens faciais 3D disponı́vel atualmente. Essa baseé usada como referˆ ncia para avaliação de
métodos de reconhecimento facial [44]. A base FRGC v2 possui 4.007 imagens de 466 pessoas
diferentes. Cada pessoa possui no máxi o 22 imagens, sendo que 56 indivı́ uos possuem ape-
nas uma imagem. Todas as imagens foram adquiridas com um sensor laser Minolta Vivid 910e
têm resoluç̃ao 640x480. A Fig. 3.1 apresenta algumas das imagens presentes na bae FRGC v2.
As legendas das figuras representam o nome do arquivo de cada im gem, composto por duas
partes com base no delimitador “d”: (1) identificação do indiv́ıduo, e (2) ńumero da imagem.
(a) 02463d546 (b) 04202d556 (c) 04309d249 (d) 04320d280
(e) 04400d386 (f) 04419d254 (g) 04505d224 (h) 04595d99
Figura 3.1: Exemplos de imagens da base de dados FRGC v2.
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As faces possuem pose frontal e expressõ faciais variadas. Os tipos de expressõ
mais comuns na base são: neutro, alegre, triste, nojo e surpresa. Algumas imagens tamb́em
apresentam artefatos que podem ser classificados como: (1) imagens distorcidas, (2) ausência
do nariz, (3) buracos ao redor do nariz, ou (4) “ondas” ao redor da boca. Exemplos desses tipos
de imagens s̃ao apresentados na Fig. 3.2, e as legendas indicam a sua identificação na base.
(a) 04746d44 / 04760d76 (b) 04505d222 / 04609d96
(c) 04531d293 / 04344d345 (d) 04514d324
Figura 3.2: Exemplos de imagens com artefatos: (a) imagens esticadas/deformadas, (b)
auŝencia do nariz, (c) buracos ao redor do nariz, e (d) “ondas” aored r da boca.
O primeiro tipo de artefatóe ocasionado pela movimentação da pessoa durante o pro-
cesso de aquisição das imagens. O segundo está relacionado com a distância entre a pessoa
e o aparelho de aquisição; se a face estiver muito próxima, as regĩoes mais pŕoximas ao sen-
sor podem ñao ser capturadas devidoà limitaç̃ao da dist̂ancia focal. Outro problema ocorre
porque os sensoreslasersnão conseguem mapear as regiões transparentes e com alta especu-
laridade, resultando em buracos nas imagens capturadas,e.g., regĩao dos olhos e ao redor do
nariz. Bowyeret al. [8] apresentam um estudo onde foram identificadas diversas situaç̃oes que
podem afetar a qualidade da imagem de profundidade, como porexemplo, a iluminaç̃ao do
ambiente. Algumas dessas particularidades da base FRGC v2 também s̃ao descritas em [39].
Como o objetivóe realizar uma avaliaç˜ o detalhada da nossa abordagem para o reco-
nhecimento facial 3D, a base FRGC v2 foi classificada de acordocom as expressões faciais e
o ńıvel de rúıdo (relacionado com a presença de artefatos). Realizamos ua nova classificação
das express̃oes faciais porque a classificação dispońıvel pela FRGC contém algumas incon-
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sist̂encias. A Fig. 3.3 apresenta alguns exemplos de faces que foram classificadas como neutras,
mas que de fato possuem algum tipo de expressão. Uma raz̃ao prov́avelé que a classificaç˜ o foi
realizada de acordo com a expressão olicitada, e ñao com a expressão capturada de fato. Neste
trabalho a FRGC v2 foi segmentada em diferentes conjuntos, como apresentado na Tabela 3.1.
(a) 04319d268 (b) 04327d294 (c) 04476d230 (d) 04587d114
Figura 3.3: Exemplo de imagens classificadas como neutras nabase FRGC v2.
Tabela 3.1: Classificaç˜ o das imagens da base FRGC v2.
Conjuntos de imagens Número de imagens
Pouca expressão com artefatos 247
Pouca expressão sem artefatos 455
Neutro sem artefatos 933
Neutro com/sem artefatos 2.182
Todas 4.007
Para verificar a inflûencia dos buracos na região dos olhos no reconhecimento, a base
FRGC v2 foi segmentada em três conjuntos: (1) sem buracos, com 51 imagens, (2) buracos
pequenos, com 1.300 imagens, e (3) buracos grandes, com 2.656 imagens. Esse efeitóe decor-
rente do fato do olho ser uma região transĺucida, o que faz com que o feixe seja refratado ao
invés de ser refletido. Por essa razão, o sensorlaser não consegue capturar adequadamente a
reflex̃ao do feixe, impedindo a geraç˜ o da informaç̃ao 3D dessa região. Ńos observamos que
quase todas as imagens da base apresentam esse efeito e por isso ń s ñao consideramos os bu-
racos nos olhos como sendo um artefato na classificação da Tabela 3.1. Experimentos mais
detalhados para verificar a sua influência no reconhecimento são apresentados na Seção 7.2.1.
Al ém disso, as imagens da base FRGC v2 també foram classificadas de acordo com
o tipo de express̃ao facial, usando como base as seis emoções b́asicas propostas por [18]. As se-
guintes classes foram definidas: neutra, neutra com boca aberta (B.A.), alegre, surpresa, triste,
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franzir, nojo e “bochechudo” (puffy cheek). Com exceç̃ao das expressões neutra e “boche-
chudo”, as classes restantes també foram organizadas de acordo com sua intensidade. A
Tabela 3.2 apresenta o número de imagens de cada conjunto.
Tabela 3.2: Classificaç˜ o da base FRGC v2 por expressõe faciais.







Pouco boca aberta 64







Na base FRGC v2 foi observado que dois indivı́ uos, embora possuam identificações
diferentes, s̃ao na verdade a mesma pessoa (ver Fig. 3.4). Essa informação foi confirmada pela
organizaç̃ao do FRGC. O ńumero de identificaç̃ao do impostor na baseé 04643, e o ńumero de
identificaç̃ao do outro indiv́ıduoé 04783. Esse rótulo foi corrigido para os nossos experimentos.
(a) 04643d21 (b) 04643d20 (c) 04783d37 (d) 04783d36
Figura 3.4: Indiv́ıduo com a classificaç˜ o incorreta: (a)-(b) imagens 2D e 3D do “impostor”,
respectivamente, (c)-(d) imagens 2D e 3D imagens do outro indivı́duo, respectivamente.
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4 PRÉ-PROCESSAMENTO
Esta seç̃ao apresenta uma discussão sobre comóe realizada a segmentação da imagem
de entrada e da extraç˜ o da face. Uma vez adquiridas as imagens faciais 3D,é necesśario
extrair a regĩao de interesse (i.e. regĩao da face) da imagem de entrada, como apresentado na
Fig. 1.1. As imagens de entrada possuem algumasáreas que podem interferir na etapa de
alinhamento das faces 3D, tais como cabelo, pescoço e orelhas (ver Fig.3.1). Inicialmente a
faceé suavizada com o filtro da mediana, seguido pelo processo de segmentaç̃ao que utiliza
a nossa pŕopria abordagem baseada em mapas de profundidade. Essa abord gem possui duas
etapas principais: (1) localizaç˜ o das regĩoes homoĝeneas da imagem, combinando informações
de borda e agrupamento de regiões, e (2) identificaç̃ao das regĩoes candidatas̀a regĩao da face,
usando um ḿetodo de detecção de elipses baseado na transformada de Hough [17].
Essa abordagem consegue segmentar corretamente 99% das faces presentes na base
FRGC v2 (3.991 de 4.007). As segmentações classificadas como incorretas se referemàquelas
que possuem alguma região que ñao pertencèa face, geralmente cabelo, pescoço ou acessórios
para cabeça. Nos experimentos essas imagens são utilizadas sem nenhum pós processamento,
para garantir um processo automático [41,42].
Depois que a face foi segmentada, seis pontos de caracterı́sti as s̃ao detectados e usa-
dos para extrair as regiões ŕıgidas e aprimorar o processo de alinhamento. Os pontos detectados
são (ver Fig. 4.1a): os cantos internos dos olhos direito e esquerdo, ponta e base do nariz, e os
cantos direito e esquerdo da base do nariz. Para realizar essa tarefa ńos usamos nossa própria
abordagem que detecta corretamente os pontos dos olhos e nariz m 99,92% e 99,6% das ima-
gens da base FRGC v2, respectivamente, como apresentado em [41,42]. Os pontos do nariz não
foram corretamente detectados em três imagens devidòa auŝencia do nariz (ver Fig. 4.1b). Os
cantos dos olhos não puderam ser detectados corretamente em 16 imagens nas quais a cabeça
estava rotacionada (ver Fig. 4.1c). Em nossos experimentosos pontos foram utilizados sem
nenhum ṕos-processamento. No entanto, essas imagens tiveram um impacto negativo ḿınimo
nos nossos resultados devidoà nossa abordagem hierárquica que considera diferentes regiões da
face (ver Seç̃ao 6.1). Maiores detalhes sobre a detecção dos pontos são apresentados em [41,42].
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(a) (b) (c)
Figura 4.1: Detecç̃ao dos pontos caracterı́sticos: (a) localizaç̃ao dos seis pontos, (b) detecção
incorreta dos pontos do nariz, e (c) detecção incorreta dos cantos dos olhos.
Neste trabalho foram consideradas quatro regiõ s da face (ver Fig. 4.2): (1) região
circular e (2) eĺıptica ao redor do nariz, (3) parte superior da cabeça, incluindo olhos, nariz
e testa, e a (4) região da face inteira. As regiões (1) e (2) s̃ao utilizadas por sofrerem menor
influência das expressões faciais quando comparadas com outras regiões da face [10]. Essas
as regĩoes s̃ao as mesmas propostas por Changet al. [10] e podem ser extraı́das aplicando
funções geoḿetricas nos pontos caracterı́sticos. As Figs. 4.2a e 4.2b mostram um exemplo
dessas regiões.
(a) (b) (c) (d)
Figura 4.2: Regĩoes segmentadas da mesma face: (1) região c rcular e (2) elı́ptica ao redor do
nariz, (3) parte superior da cabeça, e (4) face inteira com os pontos caracterı́sticos detectados.
Em [5] foi observado que, usando a SIM, a região do nariz ñao produz resultados
discriminat́orios o suficiente para o reconhecimento facial. Isso ocorreporque o nariz representa
apenas uma pequena fração da face. Por esse motivo, as regiões (3) e (4) tamb́em s̃ao utilizadas
por possúırem mais informaç̃oes sobre a face inteira. A região (3)é obtida selecionando todos
os pontos localizados acima da base do nariz, como apresentado na Fig. 4.2c. Todas as quatro
regiões s̃ao utilizadas para realizar o reconhecimento facial.
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5 ALINHAMENTO DE FACES 3D
Nesta seç̃ao é apresentado o processo de alinhamento entre duas imagens fciai 3D.
O alinhamento das imagensé realizado usando uma abordagem baseada no SA. A SIMé utili-
zada como medida para avaliar a qualidade e precisão do alinhamento entre as duas superfı́cies
faciais. Maiores detalhes sobre as técnicas utilizadas são apresentadas a seguir.
Em [50] é apresentada uma comparação abrangente entre o ICP, guiado pelo MSE,
e uma abordagem estocástica baseada emAlgoritmos Geńeticos(AG), guiada pela SIM, para
realizar o alinhamento de faces 3D. Os resultados mostraramque o ICP tende a convergir para
soluç̃oes de ḿınimo local devido ao MSE. Por outro lado, ao usar uma abordagem estoćastica
com a SIMé posśıvel convergir para um ḿınimo global. Trabalhos anteriores [50, 51] mostra-
ram que a SIḾe mais discriminat́oria que o MSE para avaliar a qualidade do alinhamento entre
duas imagens de profundidade. Uma desvantagem do AGé que, embora tenham sido obtidos
resultados mais precisos, ele possui um alto tempo de execuc¸ão.
Em [5] a abordagem baseada em AG foi substituı́da pelo SA, quée muito mais
rápido que o AG, poŕem aindaé mais lento que o ICP. Esse trabalho també apresenta uma
comparaç̃ao entre o ICP e o SA, e comprova que o SA produz resultados mais preci os. Aĺem
disso, os resultados apresentados em [5] mostraram que a SIMfunciona bem at́e mesmo com
alinhamentos produzidos pelo ICP.
No presente trabalho, nós usamos o SA para realizar o alinhamento das imagens de
profundidade combinado com duas medidas robustas: (1) MSAC[53], e (2) SIM [50,51]. O SA
inicia o processo de alinhamento com o MSAC e um ajuste finoé calculado com a SIM [45,47].
O valor da SIM resultanté ent̃ao utilizado para avaliar a qualidade do alinhamento final entre
duas faces 3D. As seções seguintes apresentam uma breve explanação sobre a SIM e o SA.
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5.1 Surface Interpenetration Measure(SIM)
A SIM foi desenvolvida a partir de uma an´ lise detalhada sobre as caracterı́sticas das
imagens de profundidade. Foi realizada uma avaliaç˜ o de duas superfı́cies alinhadas e ren-
derizadas em cores diferentes, cruzando-as repetidamentena área sobreposta. O efeito da
interpenetraç̃ao resulta da natureza das imagens que apresentam imperfeic¸õ s causadas por
limitações do equipamento de aquisição [14,51].
Devido a esses fatores, até mesmo superfı́cies lisas (planas) apresentam alguma
“rugosidade”, e por isso podemos assumir que independente das formas das superfı́cies a
interpenetraç̃ao sempre ocorrerá na regĩao de sobreposição de duas vistas diferentes, obtidas
pelo mesmo equipamento. Foi observado també que duas vistas adquiridas da mesma su-
perf́ıcie do objeto com a mesma posição e par̂ametros do equipamento de aquisição geram duas
imagens diferentes, ou seja com superfı́cies apresentando rugosidades diferentes [51].
Quantificando a interpenetraç˜ o,é posśıvel guiar o processo de registro para a obtenção
de alinhamentos mais precisos assim como avaliar a qualidade o alinhamento final obtido.
Para isto foi desenvolvida a seguinte medida baseada no vetor normalà superf́ıcie, computado
pelo ajuste dos quadrados mı́nimos em cada ponto [50, 51]. Depois do alinhamento das duas
imagens,A eB, é identificado um conjunto de pontos interpenetrados emA com seus respectivos
correspondentes emB. Para cada pontop ∈ A é definida uma vizinhançaNp para ser uma janela
pequenan×n centrada emp.
Comq denotando um ponto na vizinhançaNp, c o ponto correspondente dep na ima-
gemB e~nc o vetor normal a superfı́cie emc, é definido um conjunto de pontos conforme a
express̃ao abaixo:




q j −c)·~nc] < 0} (5.1)
ondeqi ,q j ∈ Np e i 6= j. Este conjuntóe composto pelos pontos deA cujos vizinhos incluem
ao menos um par de pontos separados pelo plano tangente, computado a partir dos seus corres-
pondentes emB. A Fig. 5.1 ilustra a situaç̃ao acima descrita.
Figura 5.1: Ponto interpenetradop deA em relaç̃ao aB [51].
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O pseudo-ćodigo da SIMé apresentado no Algoritmo 1. Como sugerido em [50],
foram aplicadas algumas restrições para o ćalculo da SIM com o objetivo de evitar a corres-
pond̂encia imprecisa entre pontos, e obter alinhamentos mais precisos. Foi inclúıda a restriç̃ao
m = 5o como sendo o maior̂angulo permitido entre os vetores normais emc e p, ~nc e~np,
respectivamente. Definimos quep ∈ C se e somente se cos−1(~nc ·~np) ≤ m. Além disso, foi
utilizada uma restriç̃ao para eliminar pontos correspondentes nas regiões de borda da imagem.
Neste casop∈C sec /∈ D, sendoD o conjunto de pontos de borda emB, e a largura da borda
definida comob = 1. Com essas restrições aplicadas̀a Eq. 5.2, o valor da SIM se mostrou mais
eficiente e discriminatório para este problema de reconhecimento de faces 3D.
Algoritmo 1 Surface Interpenetration Measure – SIM.
Entrada: Duas imagens de profundidadeA eB
1: C(A,B) ⇐ /0;
2: Para p∈ A faça
3: Define vizinhançaNp, n×n, com centro emp;
4: Procura o ponto correspondentec de p emB, comc /∈ D;
5: Calcula oânguloθ entre os vetores normais~np e~nc, com relaç̃ao aos pontosp ec;
6: Seθ < me ∃{qi,q j} ∈ Np, comqi 6= q j , tal queqi,q j est̃ao dispostos em lados opostos









Observamos em nossos experimentos que o registro entre duasvistas que apresentam
uma boaárea de interpenetraç˜ o possuem altos valores da SIM. Os resultados experimentais
comparativos mostraram que alinhamentos errados produzembaixos valores da SIM e que pe-
quenas diferenças no MSE podem acarretar grandes diferenc¸as na SIM. Geralmente, um alinha-
mento preciso produz alto valor para SIM e baixo valor para o MSE.
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5.2 Simulated Annealing(SA)
O SAé um algoritmo de busca local que a partir de uma solução candidata, procura ite-
rativamente uma solução vizinha que melhor resolve o problema [31]. A principal diferença do
SA para outros algoritmos de busca local, como por exemplo oHill Climbing, é a possibilidade
que o SA tem de aceitar uma solução pior que a atual (solução candidata) durante o processo
iterativo. Isso faz com que o SA não fique “preso” em ḿınimos locais e consiga atingir seu
objetivo, quée uma soluç̃ao pŕoxima ao ḿınimo global.
Annealingé o processo de aquecimento de metais seguido do seu resfriamento lento
e gradual com o objetivo de tornar o material mais rı́gido. Dessa maneira, o SA explora a
analogia entre o resfriamento de metais em uma estrutura crist lina de energia ḿınima com a
busca por um ḿınimo em um sistema qualquer [31]. A Tabela 5.1 apresenta umarelaç̃ao entre
os elementos do processoAnnealingreal e oSimulated Annealing[15].
Tabela 5.1: Relaç̃ao entre o processoAnnealingreal e oSimulated Annealing[15].
Annealing Simulated Annealing
Estados do sistemaSoluç̃oes Posśıveis
Energia Custo
Mudança de estadoSoluç̃oes vizinhas
Temperatura Par̂ametros de controle
Estado Congelado Soluç̃ao Heuŕıstica
Para que seja possı́vel resolver um problema utilizando o SA, devem ser definidas duas
funções principais:
a) Função de custo: tamb́em conhecida como função de objetivo, avalia as soluções do
problema indicando o quanto elas o satisfazem.
b) Função de incremento: retorna uma soluç̃ao vizinha a partir de uma dada solução,
permitindo explorar a vizinhança de uma solução candidata.
O algoritmo do SAé apresentado no Algoritmo 2. Inicialmente, o SA recebe como
par̂ametro uma soluç̃ao inicial x e uma varíavel é definida como sendo a “temperatura” do
sistema. Essa temperaturaé que vai determinar se uma solução pior deveŕa ou ñao ser aceita.
Para cada ńıvel da temperatura, uma solução vizinhaà soluç̃ao candidatáe criada e avaliada
por uma funç̃ao de custo. Se o custo da solução vizinha for menor, esta passa a ser a solução
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candidata. Caso contrário, soluç̃ao vizinha seŕa aceita com uma probabilidade que segue a
distribuiç̃ao de Boltzman [15,28]. A distribuição de Boltzman utiliza uma relaç˜ o entre a funç̃ao
de custo da solução atual e a temperatura.́E essa probabilidade de aceitar uma solução pior
que a atual que permite que o SA não fique “preso” em ḿınimos locais. A temperaturáe
decrementada e o processoé executado até que temperatura finalt f do sistema seja atingida.
Algoritmo 2 Simulated Annealing – SA.
Entrada: Soluç̃ao candidatax
1: xmelhor= x
2: t = t0
3: Enquanto t > t f faça
4: xv = fincremento(x)
5: ∆E = fcusto(xv)− fcusto(x)
6: Se∆E ≤ 0 então
7: x = xv








14: Decrementa a temperaturat
15: Fim Enquanto
16: Retorna xmelhor
Inicialmente, o SA requer que o problema seja modelado de modo que permita a
movimentaç̃ao de uma soluç̃ao candidata para qualquer outra solução vizinha. Para o alinha-
mento de imagens 3D são utilizados seis parˆ metros:Tx, Ty e Tz representando translaç˜ o nos
eixosX, Y e Z, respectivamente;Rx, Ry e Rz indicando rotaç̃ao nos eixosX, Y e Z, respectiva-
mente. Esses parˆ metros s̃ao usados para compor um vetor de transformação que, aplicado em
uma imagem, alinha esta com a outra [15,45]. Neste trabalho opr blema de escala entre as ima-
gens ñaoé tratado. Como as imagens faciais 3D utilizadas foram capturdas em um ambiente
controlado, ñao existe grande variaç˜ o no tamanho das faces. No entanto, se for necessário, é
posśıvel adicionar um parâmetrosSno vetor de transformaç˜ o para ajustar a escala da imagem
durante o alinhamento.
A nossa abordagem para o alinhamento possui três etapas principais (ver Fig. 5.2):
(1) soluç̃ao inicial, (2) alinhamento grosseiro e (3) alinhamento fino. Uma soluç̃ao inicialé ob-
tida alinhando duas imagens pelo centro de massa. Este procedimento transforma as duas ima-
gens para o mesmo centro de coordenadas, otimizando o processo d converĝencia. Para obter
um alinhamento grosseiro, a função de custo do SA minimiza a medida robusta MSAC [53],
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queé combinada com o MSE dos pontos correspondentes entre as duas imagens. O MSAC
define um limiar que classifica os pontos comoinliers ou outliers. Inliers são os pontos que
possuem correspondência considerada válida, seguindo algum critério; eoutlierssão os pontos
que possuem correspondência inv́alida [15].
Figura 5.2: Etapas principais do SA: (1) solução inicial, (2) alinhamento grosseiro usando
MSAC, e (3) alinhamento fino usando a SIM.
No MSAC, os pontos definidos comooutliersrecebem uma penalidade fixa, enquanto
os pontos classificados comoinliers utilizam a pŕopria medida de erro. Dessa maneira, com a
reduç̃ao do erro associado aosutliersé posśıvel diminuir a sua inflûencia durante o processo de
alinhamento, e por consequência, obter um alinhamento mais preciso. A Equação 5.3 apresenta
a configuraç̃ao do MSAC, onde,ρ é o custo de um par de pontos correspondentes,e ´ o erro











e2 see2 < T2
T2 see2 ≥ T2
(5.3)
Na última etapa, o alinhamento finoé obtido usando a SIM como medida de avaliação
na funç̃ao de custo do SA, que tem como objetivo maximizar o número de pontos interpenetra-
dos entre duas superfı́cies. Detalhes sobre a SIM são apresentados na Seção 5.1.
A temperatura inicialt0 deve ser “quente” o suficiente para aceitar quase todas as
soluç̃oes vizinhas da solução candidata. Se esse valor for muito baixo, a solução final seŕa
bem pŕoxima da soluç̃ao inicial. Nesse caso a implementação seria praticamente idêntica a
do Hill Climbing. Entretanto, se esse valor for muito elevado, o procedimento de busca será
praticamente aleatório nas primeiras iterações do SA. A temperatura inicial foi definida empi-
ricamente comot0 = 0,002 et0 = 0,07 para os estágios (2) e (3), respectivamente. Usando
22
esses valores parat0, aproximadamente 60% das soluções ruins s̃ao aceitas. De acordo com
Rayward-Smithet al. [48] este crit́erio deve ser satisfeito para a temperatura inicial.
Na funç̃ao de incremento do SA, são adicionados a cada elemento do vetor de
transformaç̃ao valores no intervalo[−1, 1], para que a melhor solução vizinha seja alcançada.
O critério de parada do algoritmóe definido por duas situações: (1) a temperatura finalt f é atin-
gida, ou (2) a melhor solução ñao se altera emk iteraç̃oes,i.e., o sistema está congelado [36]. O
limiar do MSAC foi definido empiricamente comoT = 3,0, utilizando um pequeno conjunto
de imagens da base FRGC v1, e depois validados em um conjunto maior de imagens presentes
na base FRGC v2.
Foi observado que para produzir um bom alinhamento não é necesśario que todos os
pontos v́alidos da imagem sejam utilizados. Uma amostrade pontos igualmente espaçados
é utilizada. Em nossos experimentos definimoss = 20 es = 30, para os estágios (2) e (3),
respectivamente, e definimosk = 200. Embora seja usada uma amostra dos pontos, a SIM
que avalia a qualidade final do alinhamento aindaé c lculada considerando todos os pontos de
ambas as superfı́cies.
5.3 Simulated AnnealingModificado
Observamos que alinhamentos entre uma face neutra e outras com express̃ao podem
produzir alinhamentos incorretos. Esses alinhamentos produzem um valor baixo de SIM que,
conseq̈uentemente, prejudica o processo de autenticação. Por esse motivo, e porque a expressão
alegreé muito comum quando as pessoas tiram fotos, apresentamos uma abordagem modifi-
cada do SA para melhorar os resultados nessas situações. Foi observado que, nas faces com
express̃oes alegre, as regiões mais deformadas são aśareas da boca e das bochechas.
A idéia dessa abordageḿe guiar o alinhamento entre uma face neutra e outra com
express̃ao para aśareas mais invariantesàs express̃oes faciais (e.g.regĩao no nariz e da testa).
Outros autores empregam abordagens semelhantes. Martinez[37] prop̃oe um ḿetodo para re-
conhecimento facial 2D que lida com o problema de oclusão, segmentando a face em várias
regiões e analisando cada uma delas individualmente. Faltemiert al. [21] segmentam a face
em 28 regĩoes, as quais são alinhadas com as suas correspondentes. Então, as regĩoes que
apresentaram menos alterações s̃ao combinadas para produzir a medida de autenticação.
Durante o processo de registro do SA, o alinhamento´ guiado para essas´ reas invari-
antes da face. Inicialmente, a faceé dividida em nove setores, usando os pontos caracterı́sticos
detectados no final da etapa de pr´ - rocessamento (ver Seção 4). A Fig. 5.3 ilustra os setores
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utilizados e aśareas consideradas invariantes para o processo de alinhameto. No processo
original de registro, a SIḾe computada com base no número de pontos interpenetrados da su-
perf́ıcieA com relaç̃aoàB. Nessa vers̃ao modificada, cada ponto interpenetradoq, que pertence
a uma das regiões invariantes, recebe um peso alto (i.e. w = 500), caso contrário, recebe uma
penalidadew = 0. Em nossos experimentos, observamos que o algoritmo possui bons resul-
tados para outros valores dew. Ao final do processo de alinhamento, o valor final da SIMé
calculado atribuindo pesow = 1 para todos os pontos interpenetrados.
(a) (b) (c)
Figura 5.3: Setores utilizados pelo SA modificado: (a) imagem original, (b) nove setores utili-
zados, e (c) regiões consideradas invariantes em destaque.
A abordagem baseada no SA modificadoé indicada para a comparação de uma face
neutra com outra que possui expressão facial. Essa técnica pode ser aplicada depois que alinha-
mento entre duas faces falhar durante o processo de reconhecimento. Isso pode ser realizado
usando um modelo de avaliação hieŕarquico [16]. Os resultados usando esta abordagem podem
ser verificados na Seção 6.
5.4 Lista de par̂ametros
Os par̂ametros discutidos nesta seção foram obtidos empiricamente, usando a base
FRGC v1 ou subconjuntos da base FRGC v2. Isto implica que o desemp nho do sistemáe
dependente das caracterı́sticas da imagem de entrada. Se forem utilizadas imagens adquiridas
com outras resoluç̃oes, ou outro tipo de sensor ou dispositivos, pode ser que estes par̂ametros
não sejam aplićaveis. A Tabela 5.2 lista os parâmetros que s̃ao utilizados e os valores defini-
dos. Cabe ressaltar que todos os experimentos foram executados utilizando este conjunto de
par̂ametros, sem qualquer ajuste posterior.
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Tabela 5.2: Lista dos parˆ metros utilizados.
Parâmetros Valor Descriç̃ao
SIM
m 5 Maior ângulo permitido entre os vetores
normais~nc e~np.
MSAC T 3 Penalidade dosoutliers.
SA
t0 (2) 0,002 Temperatura inicial para o estágio (2).
t0 (3) 0,07 Temperatura inicial para o estágio (3).
s (2) 20 Amostragem de pontos para o estágio (2).
s (3) 30 Amostragem de pontos para o estágio (3).
k 200 Número de iteraç̃oes congeladas.
SA mod.
w 500 Penalidade para os pontos interpenetrados fora
das regĩoes ŕıgidas.
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6 AUTENTICAÇ ÃO DE IMAGENS FACIAIS 3D
Nesta seç̃ao s̃ao discutidas as abordagens estudadas para o processo de autentic ç̃ao de
faces. Aqui seŕa apresentado como os valores da SIM obtidos durante o alinhamento podem ser
utilizados para medir a similaridade entre duas imagens faciais.
Na etapa de autenticaç˜ o é utilizado o valor da SIM, obtido do alinhamento de duas
regiões faciais, como medida de similaridade. Se duas imagens pertenc m ao mesmo indivı́duo,
o alinhamento obtém um valor de SIM alto; caso contrário, o valor obtido será baixo. A faixa
de valores da SIM varia de 0% a 100%, no entanto, devidoàs restriç̃oes impostas na SIM,
descritas na Seção 5.1, o valor ḿaximo dificilmente ultrapassa 50%. Um experimento inicial foi
realizado, na base FRGC v2, para verificar qual região da facée melhor para o reconhecimento
facial. Neste experimento foram utilizados os parâmetros descritos na Seção 5.
Para isso, foi utilizado o conjunto de imagens neutras e sem artefatos, e cada imagem
foi comparada com todas as restantes, com uma FAR de 0%. A Tabela 6.1 apresenta os resul-
tados de verificaç̃ao para cada região. A primeira coluna descreve a região da face, seguida da
taxa de verificaç̃ao. A última coluna apresenta o número de falsas rejeições,i.e., número de
combinaç̃oes de um mesmo indivı́duo que foram rejeitadas.
Tabela 6.1: Taxa de verificaç˜ o para cada região da face, com FAR de 0%.
Regiões Taxa de Verificaç̃ao Falsa Rejeiç̃ao
Nariz ćırculo (C) 87,4% 627
Nariz elipse (E) 89,6% 519
Regĩao superior da face (U) 85,0% 749
Regĩao da face (F) 89,6% 516
Regĩao da face + SA modificado (M) 87,3% 631
Nesses resultadosé posśıvel observar que as regiões eĺıptica do nariz e face intira pos-
suem a maior taxa de verificaç˜ o. Os resultados demonstram que a abordagem usando o SA
modificado obteve uma taxa de reconhecimento inferiorà abordagem original do SA. Entre-
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tanto, em [45] foi observado que o SA modificadoé mais indicado para realizar a comparaç˜ o
entre uma face neutra e outra com expressão facial. Nessas situações foi reportada uma melho-
ria de 15% com relaç̃aoà abordagem original. Foi realizado um segundo experimento, no qual,
os valores obtidos para cada região da face foram combinados usando a regra da soma [32]. O
resultado da somáe ent̃ao usado como medida de similaridade. Os resultados sã apresentados
na Tabela 6.2.
Tabela 6.2: Taxa de verificaç˜ o usando a regra da soma, com FAR de 0%.























A melhor taxa de reconhecimento foi obtida combinando a SIM de to as as regiões.
Outros trabalhos também empregam a regra da soma combinada com outras medidas parareali-
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zar o reconhecimento facial [10,21,35]. De fato, Kittleret al.[32] provou que a regra da somaé
mais robusta que outros tipos de classificadores. No entanto, outras abordagens podem ser apli-
cadas para combinaç˜ o de classificadores,e.g., regra do produto utilizada em [10]. Incluindo na
soma a SIM calculada com o SA modificado, o número de falsas rejeições reduz de 56 para 39.
Por isso, a ḿetricaC + E + U + F + M seŕa utilizada como medida de similaridade do
nosso ḿetodo. Essa medida pode ser aplicada em sistemas de verificac¸ão e identificaç̃ao.
6.1 Modelo de Avaliaç̃ao Hieŕarquico
O modelo de avaliaç̃ao hieŕarquico foi proposto para sistemas de verificação que uti-
lizam uma FAR de 0% [16]. Nesta abordagem cada região é analisada em uma hierarquia. As
regiões seguintes são analisadas somente se o valor da SIM da região anterior ñao for discrimi-
nat́orio o suficiente para determinar se as duas pertencem ou não ao mesmo indiv́ıduo.
A classificaç̃ao é baseada em dois limiares: (1) reconhecimento, e (2) rejeic¸ão. Se a
SIM obtida for superior ao limiar de reconhecimento, assume-se que ambas as imagens per-
tencem ao mesmo indivı́duo. Se esse valor for inferior ao limiar de rejeição, as imagens são
classificadas como sendo de indivı́ uos distintos. Se a medida de avaliação ficar entre os dois
limiares, ent̃ao ñao é posśıvel ter uma afirmaç̃ao, sendo usada a etapa seguinte da hierarquia
para tentar uma nova classificação.
Neste trabalho foi usada a mesma abordagem descrita por Drovetto et al. [16] para
definir os limiares de rejeição e aceitaç̃ao, onde estes valores são definidos automaticamente
para evitar casos de falsa aceitação e rejeiç̃ao, respectivamente. O limiar de aceitação é de-
finido como sendo o valor da SIM que garante uma falsa aceitação de 0%, sendo então um
valor superior̀a maior SIM computada para faces de mesmos indivı́duos. Com isso, o modelo
hieŕarquicoé mais adequado para ser empregado em sistemas que requerem 0% de FAR. De
maneira ańaloga, o limiar de rejeiç̃ao é o menor valor de SIM obtido para combinações entre
mesmos indiv́ıduos. Os limiares foram definidos automaticamente para cadum dos subcon-
juntos de imagens analisados. Outros autores empregam uma abordagem semelhante a esta,
não sendo então estabelecido um limiar fixo para cada método [10,20,30,35]. A Fig. 6.1 ilustra
como o modelo hierárquico est́a organizado.
Este ḿetodo visa alcançar altas taxas de verificação e ao mesmo tempo manter um
tempo curto de execução. A ordem na qual cada região é processadáe fundamental, pois
regiões menores (e.g. nariz) s̃ao calculadas mais rapidamente que as regiões maiores. Como
conseq̈uência, o tempo ḿedio para autenticar uma face acaba sendo bem próximo do tempo
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Figura 6.1: Diagrama do Modelo de Avaliação Hieŕarquico [16].
necesśario para alinhar as regiões menores (geralmente cerca de quatro segundos). Naúltim
etapa da hierarquia,é utilizada a regra da soma de todas as regiões. Essa abordagem conse-
gue melhorar a taxa de reconhecimento porque, algumas vezes, umaúnica imagem consegue
alcançar o resultado correto, enquanto todas as outras não. Essa situação pode ser observada
em imagens que apresentam oclusão com cabelo, artefatos ou expressão facial. [16].
6.2 Modelo de Avaliaç̃ao Hieŕarquico Estendido
Neste trabalho também apresentamos uma modificação ao modelo hierárquico. Em
cada etapa da hierarquia, ao invés de avaliar apenas a SIM daquele nı́vel, s̃ao analisadas também
as somas parciais dos nı́veis j́a analisados anteriormente. A ordem hierárquica definidáe a
seguinte: (C) região circular e (E) elı́ptica do nariz, (U) parte superior da cabeça, (F) região da
face inteira e (M) regĩao da face usando o SA modificado, que induz o alinhamentoàs regĩoes
invariantes da face (e.g.testa e nariz) [45,47]. Ao final da hierarquia a soma de todas as regĩoes
é usada para verificar se as duas imagens pertencem ou não à mesma pessoa. Ao todo, 28
medidas s̃ao utilizadas e a soma da SIM de todas as regiõesé aúltima medida a ser avaliada. A
Tabela 6.3 apresenta as métricas avaliadas em cada nı́vel.
29
Tabela 6.3: Medidas calculadas em cada nı́vel da hierarquia.
Hierarquia Medidas de Avaliaç̃ao
C C
E E, C+E
U U, C+U, E+U, C+E+U
F F, C+F, E+F, U+F, C+E+F, C+U+F, E+U+F, C+E+U+F
M M, C+M, E+M, U+M, F+M, C+E+M, C+U+M, C+F+M,
E+U+M, E+F+M, U+F+M,C+E+U+M, C+E+U+F+M
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7 RESULTADOS EXPERIMENTAIS
Os experimentos foram realizados visando reproduzir um sistema de reconhecimento
facial aut̂entico, no quaĺe realizado o alinhamento entre uma face adquirida com outraprevia-
mente armazenada em um banco de dados. Os experimentos avaliaram dois tipos de sistemas
de autenticaç̃ao: verificaç̃ao e identificaç̃ao. Nos sistemas de verificação, o objetivóe responder
se a pessoáe quem ela diz ser. O desempenhoé avaliado medindo a taxa de verificação ob-
tida para uma determinada Taxa de Falsa Aceitação (FAR). Com uma FAR de 0%,é posśıvel
garantir que qualquer pessoa n˜ o autorizada ñao seja aceita pelo sistema de autenticação. Os
sistemas de identificaç˜ o respondem qualé a identidade de uma pessoa, comparando a imagem
de entrada com todas do banco de dados. O sistema retorna uma fila ordenada (rank) com as
faces mais similares, com base em alguma medida de similaridade. O desempenhóe medido
usando orank-one, queé quando a face com maior similaridadeé de fato da mesma pessoa [7].
A FRGC v2 foi segmentada em diversos conjuntos controlados, com um ńıvel cres-
cente de dificuldade,i.e., com a adiç̃ao de imagens com expressão facial e artefatos. A Ta-
bela 7.1 apresenta a descrição de cada conjunto. Cada imagem da base foi comparada com todas
as outras restantes, totalizando mais de 40 milhões de combinaç̃oes. Para isso, as combinações
foram divididas em diversos grupos e executadas em paralelo. Para esses experimentos, o rótulo
do indiv́ıduo 04643 foi corrigido para 04783 (ver Seção 3).
O objetivo dos experimentos foi verificar o comportamento dométodo proposto dentro
de cada conjunto controlado. Por exemplo, no experimento deverificaç̃aoLevel 0 vs. Level 0,
o objetivoé verificar como que o ḿetodo se comporta em um sistema ideal, o qualé composto
apenas por imagens com expressão neutra e sem ruı́do. Outro exemplo, o experimentoLevel
0 vs. All simula um sistema real de reconhecimento facial, no qual umaimagem qualquer
de entrada (conjuntoAll) é comparada com imagens previamente cadastradas e que possum
boa qualidade(conjuntoLevel 0). Para cada subconjunto de experimentos os limiares foram
definidos automaticamente. Para cada FAR o limiaré definido de acordo com o maior valor da
medida de similaridade obtido com a comparaç˜ o de indiv́ıduos diferentes.
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Tabela 7.1: Classificaç˜ o dos conjuntos de imagens da base FRGC v2. [47]
Conjunto Descriç̃ao No. de imagens
First Inclui a primeira imagem de cada indivı́duo
armazenada na base.
265
Level 0 Imagens neutras e sem artefatos. 933
Level 1 Todas as faces com expressão neutra. 2.182
Level 2 Inclui faces neutras, pouca expressão e sem
artefatos.
2.637
Level 3 Inclui todas as imagens com expressão neutra e
pouca expressão com e sem artefatos.
2.884
All Inclui todas as imagens da base de dados. 4.007
7.1 Desempenho do SA para o Alinhamento de Faces 3D
Uma das principais preocupações de usar o SA em sistemas de autenticação se refere
ao tempo computacional. Nós realizamos um experimento em um ambiente controlado para
verificar o tempo computacional do SA. Um conjunto de 200 imagens aleat́orias foi utilizado,
sendo cada imagem combinada com todas as demais restantes, totalizando 19.900 combinações.
Um computador com as seguintes configurações foi utilizado: Linux O.S., Intel Pentium D
3.4GHz,cachede 2MB e 1GB de meḿoria RAM. A Tabela 7.2 apresenta o tempo médio de
execuç̃ao do SA com relaç̃ao ao registro de duas regiões faciais.







O tempo ḿedio geral do sistema de autenticação propostóe de aproximadamente 15s.
Desse tempo, o processo de aquisição das imagens com um sensor Minolta leva aproxima-
damente 2s. A etapa de pré-processamentóe executada na ḿedia em 2s, e o tempo ḿedio
necesśario para toda etapa de alinhamentoé de 11s. No entanto, esse tempo pode ser otimizado
com a utilizaç̃ao do modelo de avaliaç˜ o hieŕarquico como apresentado em [15,16].
32
7.2 Experimento I: Verificaç̃ao
Nesta seç̃ao s̃ao apresentados os resultados obtidos quando simulado um siste a de
verificaç̃ao real. A id́eiaé que em tal sistema existe uma base com imagens previamente cadas-
tradas, que possuem caracterı́sticas controladas. Esse conjunto de imagensé conhecido como
gallery. Ent̃ao, cada imagem que seria capturada durante a utilização do sistema, que podem
ter sido capturadas em condições ñao controladas, fazem parte do conjuntopr be.
Dessa maneira, nesse experimento cada imagem do conjuntoprobefoi comparada com
todas as outras imagens do conjuntogallery. A Tabela 7.3 presenta os resultados para a base
FRGC v2. As duas primeiras colunas são os conjuntosgalleryeprobeusados nos experimentos,
respectivamente. A terceira colunaé taxa de verificação com 0% de FAR, seguido do número
de falsas rejeiç̃oesFR. As duasúltimas colunas mostram a taxa de verificação com 0,1% de
FAR e o ńumero de falsas rejeiçõesFR, respectivamente.
Tabela 7.3: Experimento I: Taxa de verificação usando FAR de 0% e FAR de 0,1%.
Gallery Probe FAR 0% FR FAR 0,1% FR
Level 0 Level 0 99,2% 39 100,0% 0
Level 0 Level 1 98,9% 71 99,9% 3
Level 0 Level 2 97,2% 216 99,8% 18
Level 0 Level 3 96,5% 294 99,7% 29
Level 0 All 90,7% 1.067 98,5% 175
Level 1 All 83,5% 4.312 98,2% 475
All All 70,7% 13.736 96,5% 1.648
Com base nesses resultados, pode ser observado que a adição de imagens com ex-
press̃ao facial e artefatos no conjuntoprobeafeta consideravelmente a taxa de verificação para
FAR de 0% e 0,1%. Esse comportamentoé esperado, pois o processo de alinhamento considera
que a facée um objeto ŕıgido, e por isso ñao é posśıvel lidar com as deformações causadas
pelas express̃oes faciais. Tamb́em foi realizado o experimento“All vs. All” , sugerido para a
baseFRGC v2 [44], no qual cada imagem da baseé comparada com todas as restantes. Isso
resultou em 16.052.042 combinações, das quais 46.920 são comparaç̃oes entre mesmos in-
divı́duos. Foi obtida uma taxa de verificação de 96,5% com uma FAR de 0,1%. A Fig. 7.1

























Figura 7.1: Desempenho para o experimento “Allvs.All”.
7.2.1 Ańalise dos Buracos na Região dos Olhos
Foi realizado um experimento para verificar se a presença deburacos na região dos
olhos afeta o processo de alinhamento. Se os olhos estiveremab rtos durante a aquisição das
imagens, os buracos são ocasionados pela alta especularidade dos olhos. Se os olhos estiverem
fechados, os buracos ocorrem devidoà presença dos cı́lios. Nesse experimento foi usado o
conjuntoLevel 0, que foi classificado como: (1) sem e (2) com buracos. A comparaç̃ao das
imagens sem buraco com todas aquelas com buraco totalizou 7.400 combinaç̃oes.
Foi obtida uma taxa de verificaç˜ o de 97,4% e 94,4% para a parte superior da cabeça
e a face inteira, respectivamente. Para ambas as regiões do nariz a taxa de verificação obtida
foi de 100%, usando uma FAR de 0%. Ao utilizar a regra da soma a taxa de verificaç̃ao se
mant́em em 100%. De fato, pode ser observado que os buracos na região dos olhos interferem
no alinhamento das regiões da face. Essa influência pode ser minimizada com a avaliação
individual do nariz, por exemplo, com a utilização do modelo hierárquico (ver Seç̃ao 6.1).
7.2.2 Ańalise das Express̃oes Faciais
Foi realizado um experimento para verificar a influência de cada tipo de expressão fa-
cial no processo de reconhecimento. Nesse experimento todas as faces do conjuntoLevel 0
foram comparadas com as faces dos conjuntos com expressões, descritos na Tabela 3.2. Os
resultados obtidos são apresentados na Tabela 7.4 e Fig. 7.2. A primeira coluna databela apre-
34
senta o conjunto analisado, seguida pelo número de combinaç̃oesSentre mesmos indivı́duos e
o total de combinaç̃oesTC. As duaśultimas colunas apresentam a taxa de verificação, om 0%
de FAR, e o ńumero de combinaç̃oes ñao reconhecidasE, respectivamente.
Como era esperado, as expressões faciais mais intensas mostraram ser mais difı́ceis de
serem reconhecidas, se comparadas com as de baixa intensidade. Entretanto, pode ser obser-
vado que o nosso ḿetodoé capaz de reconhecer muitas das expressões com uma alta taxa de
verificaç̃ao. As faces com expressão muito nojo e muito alegre foram as mais difı́ceis de serem
reconhecidas, pois elas possuem uma deformação maior na região do nariz. O ḿetodo alcançou
um desempenho baixo porque as regiõ s segmentadas que são utilizadas incluem o nariz. Fal-
temieret al. [21] tamb́em observou em seus experimentos que essas expressões foram as que
apresentaram as menores taxas de verificação. As Figs. 3.1g e 3.1h mostram um exemplo das
express̃oes muito alegre e muito nojo, respectivamente.
Tabela 7.4: Resultados para base FRGC usando faces com expressões faciais.
Conjuntos S TC Verificação (%) E
Pouco alegre 682 194.064 89,4 72
Muito alegre 610 232.317 70,3 181
Pouco surpresa 202 52.248 97,5 5
Muito surpresa 569 160.476 91,9 46
Pouco triste 227 52.248 95,5 10
Muito triste 132 160.476 94,6 7
Pouco boca aberta 135 59.712 96,2 5
Muito boca aberta 588 197.796 95,9 24
Pouco franzir 64 29.856 95,3 3
Muito franzir 188 48.516 86,1 26
Pouco nojo 43 12.129 100,0 0
Muito nojo 82 55.047 54,8 37
“Bochechudo” 442 139.950 84,8 67
























Figura 7.2: Resultados para base FRGC usando faces com expressões faciais.
7.2.3 Ańalise do Modelo Hieŕarquico
Foi realizado um outro experimento para verificar o comportamento do modelo
hieŕarquico (ver Seç̃ao 6.1) e o modelo hierá quico estendido (ver Seção 6.2). Esse experi-
mento foi realizado no modo de verificação considerando uma FAR de 0%. Os resultados
obtidos para cada nı́vel do modelo hieŕarquico e modelo hierá quico estendido são apresenta-
dos nas Tabela 7.5 e 7.6, respectivamente. A primeira colunaindica o experimento realizado, e
as demais colunas apresentam a taxa de verificação obtida em cada nı́vel da hierarquia.
Tabela 7.5: Taxa de verificaç˜ o em cada ńıvel no Modelo de Avaliaç̃ao Hieŕarquico.
Conjuntos C E U F M Soma
Level 0 vs. Level 0 87,4 92,8 96,0 99,0 99,0 99,3
Level 0 vs. Level 1 86,4 92,0 96,0 98,9 98,9 99,1
Level 0 vs. Level 2 81,7 88,8 93,3 97,3 97,4 97,6
Level 0 vs. Level 3 79,9 87,1 91,9 96,5 96,5 96,9
Level 0 vs. All 69,7 77,7 84,0 90,8 90,9 91,7
Level 1 vs. All 60,2 72,9 81,0 85,9 86,1 86,2
Fall2003 vs. Spring2004 53,4 60,7 68,2 77,9 78,1 79,1
All vs. All 45,7 59,5 68,2 74,9 75,1 75,1
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Tabela 7.6: Taxa de verificaç˜ o em cada ńıvel no Modelo de Hieŕarquico Estendido.
Conjuntos C E U F M Soma
Level 0 vs. Level 0 87,4 93,6 98,5 99,4 99,4 99,4
Level 0 vs. Level 1 86,4 92,7 98,3 99,1 99,2 99,2
Level 0 vs. Level 2 81,7 89,6 96,5 97,8 97,9 98,0
Level 0 vs. Level 3 79,9 87,9 95,5 97,0 97,3 97,3
Level 0 vs. All 69,7 79,0 89,7 91,8 92,5 92,6
Level 1 vs. All 60,2 73,2 85,0 87,9 88,1 88,1
Fall2003 vs. Spring2004 53,4 62,4 78,0 80,9 82,6 82,6
All vs. All 45,7 59,9 74,1 77,2 77,7 77,7
Com base nesses resultados,é posśıvel observar que mais da metade das faces compa-
radas foram reconhecidas usando apenas as regiões do nariz. Dessa maneira, as regiõ s maiores
da face, que requerem maior tempo de execução, precisam ser alinhadas em um número redu-
zido de casos. Com isso o tempo médio para alinhar duas faces acaba ficando muito próximo
ao tempo necessário para alinhar as regiões menores [15, 16]. Além disso, a utilizaç̃ao das so-
mas parciais no modelo hierárquico estendido produz maiores taxas de verificação a partir do
segundo ńıvel da hierarquia, quando comparado com o modelo hierárquico original.
Os resultados também apresentam que o SA modificado aumenta a taxa de verificação
do sistema.É posśıvel verificar na Tabela 7.5, que a utilização do SA modificado apresentou
um desempenho melhor nos experimentos que foram utilizadass imagens com expressões
faciais. Aĺem disso, o SA modificado apresentou melhor desempenho quando empregado com
o modelo hieŕarquico estendido.
7.3 Experimento II: Identificaç̃ao
Nesta seç̃ao s̃ao apresentados os resultados obtidos quando simulado um siste a de
identificaç̃ao real. Nesse experimento uma imagem facial qualquer de entradaé comparada
com todas as outras presentes em uma base, criada previamente, conhecida comogallery. As
imagens utilizadas para simular as faces de entradas pertenc m ao conjuntoprobe.
Nesse experimento, quatro conjuntos foram definidos comogallery: (1) Level 0, com
933 imagens, (2)Level 1, com 2.182 imagens, (3)First com 465 imagens relativasà primeira
imagem de cada indivı́duo na base, e (4)All, com 4.007 imagens. O conjuntoprobe inclui as
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imagens restantes da base que não est̃ao presentes no conjuntogallery. Além disso, śo foram
avaliadas as pessoas do conjuntoprobeque tamb́em possúıam uma imagem no conjuntogallery.
Para o experimento usando o conjuntoAll, cada imagem foi comparada com as 4.006 imagens
restantes na base de dados. A curvaCumulative Match Characteristic(CMC) é apresentada na
Fig. 7.3 e os resultados obtidos norank-onesão apresentados na Tabela 7.7. O gráfico CMC
apresenta a taxa de identificação acumulada para cada nı́vel do rank, que seria o ńumero de

























Level 0 vs. Others
Level 1 vs. Others
First vs. Others
All vs. All
Figura 7.3: Conjunto de curvas CMC: Level 0vs. Others, Level 1vs. Others, Firstvs. Others,
e All vs.All.
Tabela 7.7: Experimento II: Taxa de reconhecimentorank-one.
Gallery Probe Rank-one Falsa Rej.
Level 0 Others 99,2% 13
Level 1 Others 99,0% 17
First Others 98,4% 57
All All 99,7% 10
Devidoàs suas limitaç̃oes, o SA pode ñao ser adequado para sistemas de identificação
que utilizem bases de dados muito grandes. Faltemieret al. [21] considera aceitável um pe-
queno atraso na resposta de sistemas de verificação,e.g. check-inem aeroportos. No entanto,
para os sistemas de identificação, que requerem um número muito maior de comparações, exis-
tem opç̃oes para lidar com o problema de tempo. Em nossos experimentos, por exemplo, in-
clúımos algumas otimizações para melhorar a velocidade do SA, como a adição da etapa de
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pré-alinhamento usando o centro de massa e a utilização de uma amostra dos pontos durante a
etapa de alinhamento. Mianet al. [40] prop̃oem um classificador de rejeição que elimina 97%
das imagens da base de dados. Com isso, a comparação de faces 3D seria aplicada apenas em
um pequeno conjunto das imagens.
Com base nos resultados experimentais,é posśıvel notar que o ḿetodo proposto obteve
um rank-onesuperior a 98%. O experimentoAll vs. All apresentou a maior taxa de reconhe-
cimento porque um indiv́ıduo pode ter mais de uma imagem armazenada no conjuntogallery.
De fato, Faltemieret al. [21] mostraram que usando umag llerycom ḿultiplas imagens de um
mesmo indiv́ıduoé posśıvel obter um melhor desempenho de reconhecimento.
7.4 Experimento III: FRGC ROC III
Este experimentóe sugerido pelo FRGC como descrito em [44]. O conjuntogallery
foi criado no outono de 2003 e o conjuntoprobena primavera de 2004. O intervalo de tempo
entre os dois conjuntos aumenta a dificuldade desse experimento. Os resultados para verificação
e identificaç̃ao s̃ao apresentados na Tabela 7.8. No experimento de verificação, usando 0% de
FAR, foi obtida uma taxa de verificaç˜ o de 77,2%, enquanto no experimento de identificação
foi obtido umrank-onede 99,6%. A Fig. 7.4 apresenta as curvas de FAR e CMC.
Tabela 7.8: Experimento III: Resultados para FRGC ROC III.
Experimento Taxa de Reconhecimento
Verificaç̃ao (FAR 0%) 77,2%
Verificaç̃ao (FAR 0,1%) 96,6%
Identificaç̃ao 99,6%
7.5 Experimento IV: Modelo de Avaliaç˜ o Hieŕarquico
Os resultados dos sistemas de verificação que utilizam uma FAR de 0% podem ser
melhorados usando o modelo de avaliação hieŕarquico para o reconhecimento de faces 3D.
A Tabela 7.9 apresenta uma comparaç˜ o de desempenho entre a regra da soma, o modelo de




















































Figura 7.4: Desempenho no experimento FRGC ROC III: (a) curvaFAR, e (b) curva CMC.
Com base nesses resultadosé posśıvel observar que com o modelo de avaliação
hieŕarquicoé posśıvel melhorar o desempenho do reconhecimento. Além disso, a abordagem
baseada no modelo de avaliação hieŕarquico apresentou melhores resultados quando comparada
com as outras duas abordagens avaliadas.
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Tabela 7.9: Experimento IV: Taxa de verificação usando FAR 0%.
Conjuntos Soma H [16] EH
Level 0 vs. Level 0 99,2% 99,3% 99,4%
Level 0 vs. Level 1 98,9% 99,0% 99,2%
Level 0 vs. Level 2 97,2% 97,6% 98,0%
Level 0 vs. Level 3 96,5% 96,9% 97,3%
Level 0 vs. All 90,7% 91,6% 92,4%
Level 1 vs. All 83,5% 86,1% 88,0%
Fall2003 vs. Spring2004 77,2% 78,9% 82,4%
All vs. All 70,7% 77,0% 78,5%
7.6 Comparaç̃ao com Outros Ḿetodos
Alguns autores tamb́em publicaram seus resultados usando a base de dados FRGC v2.
Nós reproduzimos os mesmos experimentos usando todas as imagens, incluindo aquelas com
artefatos, para possibilitar uma comparaç˜ o de desempenho com os outros métodos. A Ta-
bela 7.10 mostra os resultados de verificação no experimentoAll vs. All. A Tabela 7.11
apresenta orank-oneusando o conjuntoFirst vs. Otherse os resultados de verificaç˜ o para
o experimento FRGC ROC III estão dispońıveis na Tabela 7.12.
Tabela 7.10: Resultados de verificação usando a base Allvs.All, com 0,1% de FAR.
Método Taxa de Verificaç̃ao
Mian et al. [40] 86,6%
Maureret al. [39] 87,0%
Cooket al. [13] 92,3%
Faltemieret al. [21] 93,2%
Nossa abordagem 96,5%
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Tabela 7.11: Resultados de identificação usando conjunto Firstvs.Others.
Método Rank-one
Cooket al. [13] 92,0%
Kakadiariset al. [30] 97,0%
Faltemieret al. [21] 97,2%
Nossa abordagem 98,4%
Tabela 7.12: Resultados de verificação para o experimento FRGC ROC III, com 0,1% de FAR.
Método Taxa de Verificaç̃ao
Huskenet al. [27] 86,9%
Lin et al. [33] 90,0%
Al-Osaimi et al. [2] 94,1%
Faltemieret al. [21] 94,8%
Kakadiariset al. [30] 97,0%
Nossa abordagem 96,6%
Al ém desses experimentos, foi realizado o mesmo experimento dscrito em [30], no
qual s̃ao utilizados dois conjuntos de dados, um apenas com faces neutras outro usando apenas
faces com expressões. Esses conjuntos foram obtidos pela classificação fornecida pela base
FRGC v2. Os resultados são apresentados na Tabela 7.13.
Tabela 7.13: Resultados do experimento ROC III em conjuntos diferentes, com 0,1% de FAR.
Conjuntos Kakadiaris et al. [30] Nossa abordagem
Express̃ao neutra 98,5% 99,5%
Express̃ao ñao-neutra 95,6% 94,8%
Observando os resultados, o nosso método produziu a melhor taxa de reconhecimento
nos dois primeiros experimentos, quando comparado com os outros ḿetodos. No conjuntoFall
vs. Springo resultado obtido foi bem próximo ao reportado por [30]. Quando são utilizados os
conjuntos classificados por expressão, o nosso ḿetodo possui o melhor desempenho se são usa-
das somente faces neutras. Uma das razõesé que o nosso ḿetodo realiza o alinhamento de faces
considerando que elas são um objeto ŕıgido. Outros autores que utilizam abordagens similares
à nossa reportaram as mesmas limitações. Para reduzir o impacto das expressõ faciais eles
utilizam regĩoes pequenas e invariantes da face [10,20,40]. Kakadiariset al.[30] consegue lidar
42
melhor com as expressões porque a sua abordagem inclui modelos deformáveis da face durante
o processo de alinhamento, o que melhora a eficiência do seu ḿetodo. Cabe ressaltar que um
sistema de reconhecimento robusto para faces neutras pode ser usado em diversas aplicações
práticas,e.g., check-inem aeroportos ou segurança de edifı́cios.
7.7 Experimento V: Melhoria na Taxa de Reconhecimento
Uma das restriç̃oes utilizadas no SA, para manter um tempo de execução razóavel,
foi a limitação do ńumero de iteraç̃oesk (ver Seç̃ao 5.2). Ńos realizamos um experimento
para verificar se a taxa de reconhecimento poderia ser melhorada utilizando um ńumero maior
de iteraç̃oes no SA. Nesse experimento a SIM foi recalculada usandok = 2000 apenas nas
combinaç̃oes que teriam maiores chances de atingir um valor maior.
Inicialmente, essa abordagem foi aplicada no conjunto de inivı́duos diferentes que
teriam sido aceitos usando uma FAR de 0,5% nos experimentosAll v . All e Fall vs. Spring.
Depois disso, o conjunto de falsas rejeições foi calculado novamente e o alinhamento usando
mais iteraç̃oes foi aplicado somente nesses casos. Então, a tabela completa de resultados foi
atualizada e todos os experimentos de verificação e identificaç̃ao foram executados novamente.
A Tabela 7.14 apresenta os resultados obtidos.
Como pode ser observado, se for permitido ao SA um n´ ero maior de iteraç̃oesé
posśıvel melhorar o desempenho de sistemas de autenticação. Por exemplo, no experimentoFall
vs. Spring, a taxa de verificaç̃ao obtidáe de 97,4%, superior̀a todos os resultados apresentados
na Tabela 7.12. Pode ser afirmado que a SIM apresenta um grandepotencial quando utilizada
como medida de similaridade no reconhecimento facial 3D.
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Tabela 7.14: Experimento V: Melhoria na taxa de reconhecimento.
Conjunto Taxa de reconhecimento
Level 0 vs. Level 0 100,0%
Level 0 vs. Level 1 99,9%
Level 0 vs. Level 2 99,9%
Verificação Level 0 vs. Level 3 99,8%
(FAR de 0,1%) Level 0 vs. All 98,8%
Level 1 vs. All 98,3%
Fall vs. Spring 97,4%
All vs. All 97,1%
Level 0 vs. Others 99,5%
Identificação Level 1 vs. Others 99,6%
(rank-one) First vs. Others 99,6%
Fall vs. Spring 99,8%
All vs. All 99,9%
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8 CONSIDERAÇÕES FINAIS
Neste trabalho, foi apresentado um método para reconhecimento de faces 3D. Nosso
método usa uma abordagem baseada noSimulated Annealingpara realizar o alinhamento
das imagens de profundidade usando aSurface Interpenetration Measurecomo medida de
avaliaç̃ao. Este trabalho teve como foco a etapa de autenticação das imagens faciais 3D,
sendo apresentada uma versão melhorada do modelo de avaliação hieŕarquico. Experimen-
tos exaustivos foram realizados usando a base FRGC v2 para verificar o desempenho do
nosso ḿetodo, e sua comparaç˜ o com outros trabalhos estado-da-arte presentes na litera-
tura [13,21,27,30,33,39,40].
Com esta nova abordageḿe posśıvel distinguir se duas faces com expressão neutra
pertencem ou ñao ao mesmo indiv́ıduo com uma taxa de verificaç˜ o de 99%, usando uma FAR
de 0%. Nos resultados experimentais, foi observado que comparando uma face neutra com outra
que apresenta expressão o nosso ḿetodo possui um desempenho pouco inferior. Quando usadas
todas as imagens da base de dados, no experimentoAll vs. All, as faces podem ser reconhecidas
com 99,5% de precisão, usando uma FAR de 0,1%.
Al ém disso, foi desenvolvida uma melhoria no modelo de avaliac¸ão hieŕarquico para
sistemas que requerem FAR de 0% [16]. Incluindo as somas parciais durante a ańalise
hieŕarquica, a taxa de verificaç˜ o aumenta de 70,5% para 78,5%, no experimentoAll vs. All.
No experimentoFall vs. Springobtivemos uma taxa de verificaç˜ o de 96,4%, com uma FAR
de 0,1% e umrank-onede 99,3%. Embora o nosso método sofra quando as imagens contêm
express̃ao facial ou rúıdo, os resultados obtidos são muito pŕoximos aos melhores resultados já
apresentados na literatura [30].
Foi realizado um experimento para verificar se a taxa de reconhecimento pode ser me-
lhorada, ignorando a restrição de tempo do SA. Para isso, o alinhamento com SA foi realizado
usando um ńumero maior de iteraç̃oes, e os resultados melhoraram a taxa de reconhecimento
em todos os experimentos. Com isso, n´ s mostramos o potencial da SIM com medida de simi-
laridade para o reconhecimento facial 3D.
45
No ceńario de identificaç̃ao, o nosso ḿetodo atinge 99,5% de reconhecimento quando
a primeira imagem de um sujeitóe comparada com todas as outras restantes na base. Em
todos os experimentos realizados no modo de identificação, nosso ḿetodo obteverank-one
superior a 98%. Pelo nosso conhecimento, estes são o melhores resultados de identificação j́a
apresentados usando a base FRGC v2, quando comparados com outr s trabalhos na literatura.
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