We describe quantum-chemical calculations on dimers of CO 2 and use the results to develop first-principles models for Gibbs ensemble Monte Carlo simulations of the phase coexistence curve. Isotropic pairwise potentials are insufficient to model the phase behavior and overestimate the binding in liquid CO 2 by 4 kJ mol −1 . An anisotropic treatment of the atoms in the pairwise potential reduces the strength of the binding by ϳ0.5 kJ mol −1 . We use ab initio calculations on trimers of CO 2 to assess the strength of nonadditive interactions. Including nonadditive dispersion in Gibbs ensemble simulations gives an enthalpy of vaporization within 1.5 kJ mol −1 of the experimental value over a wide range of temperatures.
I. INTRODUCTION
Supercritical CO 2 has been used in a variety of industrial processes, from decaffeinating coffee to extracting oil from wells. It is also useful as a green alternative to organic solvents in many chemical processes.
1 Supercritical CO 2 is a particularly good solvent for fluorinated compounds, 2 and such mixtures have been used as refrigerants. The phase behavior of CO 2 has been the subject of many experimental studies and the properties of pure CO 2 ͑Ref. 3͒ and mixtures with other compounds 2,4 are well established. The solvent properties of supercritical CO 2 are not completely understood, and molecular simulations offer insight into the fundamental forces involved. The development of a good model of pure CO 2 is an important step in understanding its behavior as a solvent.
A widely used intermolecular potential for CO 2 is the elementary physics model ͑EPM͒. 5, 6 This potential includes pairwise interactions between all atoms with a Coulomb and a Lennard-Jones component, 
͑1͒
where r ab is the separation between atoms a and b. The atomic charges ͑q a , q b ͒ reproduce the experimental quadrupole moment and the van der Waals parameters ͑A ab , B ab ͒ are fitted to reproduce the experimental pressure and internal energy at 239 K. The EPM potential reproduces the phase properties of CO 2 well, but it is fitted to the phase properties of pure CO 2 at one temperature and may not be applicable under different conditions. This could be especially important when modeling mixtures of CO 2 with other compounds, where the arrangement of CO 2 molecules around solutes could be significantly different to their arrangement in the pure fluid.
It is desirable to model CO 2 using parameters based entirely on first-principles calculations, because such models can be used beyond the conditions where empirical potentials are fitted. Additionally, the methods used to develop models of CO 2 can be applied to other systems where no experimental data are available.
Two recent potentials, BBV and SAPT-s, were fitted to ab initio calculations on the CO 2 dimer using second-order Møller-Plesset perturbation theory ͑MP2͒ ͑Ref. 7͒ and symmetry adapted perturbation theory, 8 respectively. Both of these potentials include atomic charges. The SAPT-s potential also uses r −6 and r −8 terms for the van der Waals interactions, whereas the BBV potential has r −6 , r −8 , r −10 , and r −12 terms. Both potentials include dummy atoms on the CO bond to improve the fitting of the dimer potential energy surface. Both of these potentials have been used in Gibbs ensemble molecular dynamics simulations. 9 In these simulations, the BBV potential more closely reproduces the experimental densities and critical temperature. All of the potentials discussed so far ignore the explicit effect of multibody interactions, which have a significant effect on the structure and energetics of many systems. 10 In noble gases, nonadditive dispersion accounts for 5%-10% of the total energy of the liquid phase. [11] [12] [13] Nonadditive exchange repulsion may also be important in these systems. In water, the nonadditive dispersion energy is very small, but nonadditive induction accounts for about 15% of the total energy in liquid phase and has a significant effect on its structure. 14, 15 In this paper, we present pairwise potentials fitted to high-level quantum-chemical calculations on the CO 2 dimer and explore the effect of the choice of quantum-chemical method and the form of the fitted potential. We also present calculations on the CO 2 trimer and show that nonadditivity accounts for an important part of the total interaction energy.
II. METHODS

A. Additive potentials
In all calculations, the CO 2 molecule is considered to be rigid. This gives the CO 2 dimer potential energy surface four degrees of freedom: R, the C-C separation, A and B , the angles between the molecular z axes and the vector joining the two carbon atoms, and , the O-C-C-O dihedral angle. Geometries for ab initio calculations are generated with values of R in 0.5a 0 steps between 5.0a 0 and 13.0a 0 . The A and B angles are varied in steps of / 16 rad and is varied in steps of / 8 rad. Any geometry where two atoms in different molecules are separated by less than 5.0a 0 is rejected. This scheme leads to 2414 points for ab initio calculation of the potential energy surface.
The interaction energy of the CO 2 dimer is evaluated at each of these 2414 points using the MP2 method as implemented in MOLPRO. 16 In these calculations, counterpoise correction is used to remove the basis-set superposition error. These calculations are performed using Dunning's aug-ccpVDZ, aug-cc-pVTZ, and aug-cc-pVQZ basis sets. 17 An extrapolation to the complete basis-set limit is performed at each point by an exponential fit to the double-, triple-and quadruple-zeta energies. Core correlation effects could influence the interaction energies. Therefore the dimer energies are also evaluated with the aug-cc-pCVTZ polarized core basis set. 18 Coupled cluster methods treat correlation better than MP2, but they are much more computationally demanding and calculations on all 2414 geometries with an adequate basis set are impractical. Therefore, a smaller set of 50 structures is chosen from a Monte Carlo simulation of liquid CO 2 at 268 K. A pair of molecules is chosen at random from a random time step in the simulation, with a probability proportional to R −2 to give preference to closely separated molecules. The interaction energies of these 50 dimers are evaluated at the CCSD͑T͒/aug-cc-pVTZ level and at the MP2/augcc-pVTZ level for comparison.
The geometry of CO 2 may have an effect on the calculated energies. Calculations at the MP2/aug-cc-pVTZ level are performed on the same 50 CO 2 dimers with different C-O bond lengths. The chosen lengths are the EPM2 bond length ͑1.149 Å͒, the experimental equilibrium bond length r 0 ͑r 0 = 1.1615 Å͒, and the experimental vibrationally averaged bond length ͑r e = 1.1632 Å͒. 19 A charge plus Lennard-Jones potential ͓Eq. ͑1͔͒ is fitted to each set of ab initio calculations ͑Table I͒. The parameter fits are performed by least-squares minimization using a Boltzmann-weighting scheme with a temperature of 298 K. The typical rms error in the fits to the 2414 points is 140 E h . Therefore there is scope for increasing the accuracy of the fit by the introduction of more parameters.
The atoms of the CO 2 molecule are anisotropic and a purely spherical treatment of the atoms is insufficient to model the potential energy surface. The BBV ͑Ref. 7͒ and SAPT ͑Ref. 8͒ potentials deal with this anisotropy by introducing dummy atoms between the C and O atoms. Here, an alternative approach is taken and anisotropic atom-atom r −12 terms are added to the pairwise potential using spherical tensors. 20 The anisotropic potential for a pair of molecules, A and B, takes the form 
where a and b are unit vectors along the atomic z axes of atoms a and b ͑which are aligned with the C-O bonds͒ and R is a unit vector giving the direction from atom a to b. All seven terms from this potential are used to evaluate the energies of O-O interactions but only the first four for C-O interactions and the first three for C-C interactions. The inclusion of anisotropic terms reduces the rms fitting error to about 70 E h ͑Table II͒. Anisotropic potentials are not generated for the sets of calculations where only 50 geometries are available because of overfitting of the potential energy surface. The potential energy surface calculated by extrapolation to the complete basis-set limit is considered to be the best available. The isotropic and anisotropic fits to this surface are referred to as CBS-i and CBS-a, respectively.
B. Nonadditive ab initio calculations
The nonadditive energy of a trimer, U 3 , is defined as the difference between the interaction energy of a trimer and the sum of its component dimer interaction energies,
The CO 2 trimer has nine degrees of freedom, which is too many to allow ab initio calculations that cover the whole potential energy surface. Instead, 250 trimer geometries are chosen from the most highly populated areas of the conformational space by selecting trimers from a simulation of liquid CO 2 at 268 K. They are generated by selecting a molecule at random from a random step in the simulation, then choosing two more molecules at random with an atom within 4 Å of an atom in the first molecule. The nonadditive interaction energies of these 250 trimers are evaluated at the MP2/aug-cc-pVTZ level. Counterpoise correction is used to remove the basis-set superposition error in these calculations. The MP2 method does not include the effects of nonadditive dispersion and calculations using other methods must be performed to obtain this. Here, the nonadditive dispersion energy is calculated with the SAPT method, 21 but with the SAPT wave function, ⌿ disp,AB
͑1;0͒
͑the first-order uncoupled Hartree-Fock wave function͒, replaced by the corresponding first-order coupled Hartree-Fock wave function. There is no basis-set superposition error in these calculations and they are much less computationally demanding than the MP2 trimer calculations. Therefore, they are performed with a larger ͑aug-cc-pVQZ͒ basis set.
Coupled cluster calculations also include the effect of nonadditive dispersion but are prohibitively expensive when using a large basis set. The best coupled cluster calculations we can perform are CCSD͑T͒/aug-cc-pVDZ. The nonadditive energies of the first 10 trimers from the set of 250 are evaluated with this method, with MP2 and SAPT calculations performed with the same basis set for comparison.
These ten structures divide into two groups. In the first, the difference between the CCSD͑T͒ and MP2 energies is less than 10 E h . In the second group, the centers of the molecules form an acute triangle and the CCSD͑T͒ energies are more repulsive than the MP2 energies by up to 50 E h . Adding the nonadditive dispersion energy to the nonadditive MP2 energy reproduces the nonadditive CCSD͑T͒ energy, with a difference of less than 10 E h in all cases. Thus, the combination of nonadditive MP2 and nonadditive SAPT dispersion is a good model of the total nonadditive energy.
C. Nonadditive potentials
Fits to the trimer potential are needed if the effects of nonadditivity on the phase properties of CO 2 are to be evaluated using simulations. The nonadditive energy is considered as the sum of dispersion, induction, and "exchangerepulsion" components,
The SAPT nonadditive dispersion energy is fitted to the Axilrod-Teller triple dipole dispersion energy, ͒. The nonadditive induction energy is not fitted but is represented as
where ␣ b is the atomic polarizability of atom b and F ab is the electric field produced at atom b by atom a. If the polarizability is treated isotropically, this simplifies to
where q is the atomic charge, r is the distance between two atoms, and b is the angle made by atoms a, b, and c. No parameter fitting is required because the atomic charges and polarizabilities are obtained from ab initio calculations on a single CO 2 molecule. The atomic charges are fitted to reproduce the MP2/aug-cc-pVTZ quadrupole moment ͑q C = 0.593,
The atomic polarizabilities are calculated at the MP2/aug-cc-pVTZ level using a recently developed method. 23 The polarizabilities are 13.045 a.u. along the CO bond and 5.021 a.u. along the other two axes for carbon. For oxygen, the polarizabilities are 13.501 a.u. along the CO bond and 5.308 a.u. along the other two axes. The isotropic polarizablities are 7.706 a.u. for carbon and 8.039 a.u. for oxygen.
The nonadditive induction energies are all evaluated without iterating the induced moments. A self-consistent treatment of nonadditive induction may be more satisfactory. However, the nonadditive induction here is small, with energy less than 150 E h . This would give rise to small changes in the atomic charges and have little influence on the total energy.
The nonadditive exchange repulsion is calculated by subtracting nonadditive dispersion and induction energies given by Eqs. ͑5͒ and ͑6͒ from the sum of the nonadditive MP2 and SAPT dispersion energies. This is fitted to 
D. Gibbs ensemble simulations
Gibbs ensemble Monte Carlo is a widely used method of studying the phase behavior of fluids. 25 In this ensemble, simulations on the liquid and gas phases are performed simultaneously. The Monte Carlo move list includes translations and rotations of molecules. In addition, the chemical potentials of the two boxes are equalized by transferring molecules between boxes and the pressure is equalized by changing the volumes of the boxes. In the NVT Gibbs ensemble the total volume of the system cannot change and an increase in the volume of one phase must be matched by a decrease in the volume of the other.
Gibbs ensemble Monte Carlo simulations are performed using all of the previously described additive potentials. Simulations are performed at temperatures at 10 K intervals between 228 and 288 K. The total volume of the system is chosen to give roughly equal partitioning of the molecules between the liquid and gas phases. All simulations consist of 200 000 Monte Carlo passes, with each pass comprising an average of one translation or rotation per molecule plus 100 swap moves and 1 volume move. The first 20 000 passes in each simulation are used for equilibration of the system. The uncertainties in the simulated properties are calculated from the standard deviations of block averages. The production stage of each simulation is split into ten blocks for the calculation of uncertainties.
To test the stability of the Gibbs ensemble simulations, test calculations are performed using the isotropic quadruplezeta potential in simulations of 333 and 667 molecules ͑Table III͒. There is good agreement between phase properties with both system sizes, and all further calculations are performed with 667 molecules.
In all simulations a cutoff r cut of 12 Å between the carbon atoms is used; the pair potential is set to zero for larger R. The r −6 term still makes a significant contribution to the energy at this distance, so a long-range correction is used where the long-range energy of a molecule is given by
There is no need to correct for long-range Coulombic interactions because the CO 2 molecule has no dipole. The r −12 term decays at short distance, so a correction to this term is also unnecessary. During all Gibbs ensemble simulations, the pair of molecules with the lowest energy is recorded. Given the large number of pair energy evaluations in a simulation, this should be close to the most stable arrangement on the dimer potential energy surface.
The evaluation of the nonadditive energies is too computationally demanding to perform at every step in the Monte Carlo simulation. To estimate the nonadditive contribution, the nonadditive energies of the liquid and gas phases are calculated after every 1000 passes using Eqs. ͑5͒, ͑6͒, and ͑8͒. These calculations show that the nonadditive dispersion energy correlates well with 2. 5 . A further set of Gibbs ensemble simulations is therefore performed using an effective nonadditive potential where the total energy of a phase is given by
The pairwise energy is calculated using the CBS-i and CBS-a potentials. The explicit calculation of nonadditive energies is replaced by the second term, where n is the number of molecules in the phase and k is a constant fitted to reproduce the nonadditive dispersion energies.
III. RESULTS AND DISCUSSION
A. Additive potentials
The CO 2 dimer potential energy surface from our calculations ͑Fig. 1͒ is comparable to previous ab initio calculations, 7, 8 with the most stable structure being a slipped parallel geometry. As the size of the basis set increases, the strength of the binding between CO 2 molecules increases and the C-C contact shifts to a shorter distance ͑Table IV͒. Both of these observations are consistent with previous studies on the effect of the basis set. 7 The isotropic potentials fit the dimer energies poorly on the low repulsive wall ͑Fig. 2͒. The inclusion of anisotropic terms in the potential corrects the poor agreement between the energies for close O-O contacts and substantially reduces the fitting error. The most stable structures from the anisotropic potentials are more strongly bound and in closer contact than in the isotropic potential. The most stable structure from the CBS-a potential is similar in geometry and energy to the most stable structures from the BBV and SAPT-s potentials.
The basis set also has a significant effect when the fitted potentials are used in Gibbs ensemble simulations. As the size of the basis set increases, the stronger binding leads to higher liquid densities and higher enthalpies of vaporization. The corresponding vapor pressures and gas phase densities decrease as the basis-set size increases ͑Table V͒. The double-zeta basis substantially underestimates the CO 2 interaction energy, with the simulations above 248 K converging poorly due to its proximity to the critical point. The triplezeta potential is close to reproducing the experimental properties, but the larger basis sets bind the CO 2 together even more strongly. From these results, the isotropic MP2 dimer potentials overestimate the strength of the CO 2 interaction.
The anisotropic potentials all give lower enthalpies of vaporization than their isotropic counterparts by ϳ0.5 kJ mol −1 ͑Table VI͒. The inclusion of anisotropic terms increases the central processing unit time required for the Gibbs ensemble simulation by a factor of ϳ2, which represents a worthwhile gain in accuracy for only a moderate increase in computational cost.
The dimer energies calculated with the aug-cc-pVTZ and aug-cc-pCVTZ basis sets are almost identical, with rms difference of 5 E h . Therefore, core-valence correlation does not make a significant contribution to the dimer potential energy surface. Changing the C-O bond length has a slightly larger but still insignificant effect, with a rms difference of 17 E h between potential energy surfaces with C-O bond lengths of 1.149 and 1.1632 Å. Fitted potentials with different C-O bond lengths all give similar phase properties when they are used in Gibbs ensemble simulations ͑Table VII͒.
The potential fitted to CCSD͑T͒/aug-cc-pVTZ is more repulsive than the MP2/aug-cc-pVTZ potential at low temperatures. As the temperature increases, this difference decreases until at 288 K the phase properties from both potentials are almost identical.
B. Nonadditivity in the CO 2 trimer
The total interaction energies of the CO 2 trimers are typically between −3 and −1 mE h . The nonadditive energies, calculated as the sum of the nonadditive MP2 and nonadditive dispersion energies, range from −0.1 to 0.2 mE h . The extreme examples in this range occur when there is at least one triangle of atoms where all three sides are short ͑less than 3 Å͒, and in most geometries the nonadditive energies are an order of magnitude smaller.
The nonadditive dispersion energies of the trimers are mainly between −5 and 60 E h , with a mean value of 9 E h . This preference for positive values is to be expected.
When three atoms are in close contact and form an equilateral triangle, the ͑1+3 cos a cos b cos c ͒ term in Eq. ͑5͒ is positive, leading to a positive energy. When three atoms are collinear, ͑1+3 cos a cos b cos c ͒ takes its largest negative value, but one of the values of r must be larger, leading to a smaller negative energy.
The best fit to the dispersion energy is obtained with CCC = 0.4 a.u. and OOO = 209 a.u., with a rms error of 3.6 E h ͑Table VIII͒. If CCC and OOO are varied between 0 and 3000 a.u., the quality of the dispersion fit depends strongly on CO 2 CO 2 CO 2 , CO 2 CO 2 CO 2 = CCC + 6 CCO + 12 COO + 8 OOO , ͑11͒
but it is less sensitive to the values of the individual atomic nonadditivity coefficients. For example, an alternative fit with CCC = OOO = 76.2 only has a slightly worse rms fitting error of 4.2 E h . The value CO 2 CO 2 CO 2 from the best parameter fit ͑1993 a.u.͒ is in good agreement with the value of 1970 a.u. obtained from the CO 2 dipole oscillator strength distribution.
26
The Axilrod-Teller equation only includes the effect of dipole-dipole-dipole dispersion and terms involving higher multipoles could contribute to the energy. However, calculations on noble gases show that higher-order interactions are smaller in magnitude than the triple dipole term and alternate in sign, with the Axilrod-Teller energy close to the total three body dispersion. 8 The Axilrod-Teller equation reproduces the nonadditive dispersion energy of CO 2 very well, with a rms error of about 4 E h . Therefore, the effort of including elaborate higher multipole terms is probably not justified.
The nonadditive MP2 energies range from −130 to 100 E h . Unlike the dispersion, there is no preference for positive or negative values, so these cancel and give a mean The nonadditive exchange-repulsion energy is calculated by subtracting the nonadditive dispersion energy from the best parameter fit to Eq. ͑5͒ and nonadditive induction energy calculated using Eq. ͑6͒ from the total nonadditive energy of a trimer. The exchange-repulsion energy therefore includes mixed terms such as exchange induction and exchange dispersion, higher-order perturbative terms, and fitting errors from the other terms. The rms error in the exchange-repulsion fit is 10 E h ͑Table IX͒.
The total nonadditive energy from Eqs. ͑5͒, ͑6͒, and ͑8͒ is a good fit to the total ab initio nonadditive energies, with a rms error of 10 E h ͑Fig. 3͒.
C. Nonadditivity in the phase behavior of CO 2
The nonadditive energies are calculated every 1000 passes during simulations using the CBS-a potential. When the nonadditive energy of a trimer is evaluated, the longest of the three distances between the molecular centers is considered. If this distance is less than a certain cutoff distance, the trimer's nonadditive energy is added to the total energy of the system. Cutoff distances up to half of the length of the liquid box are considered. The length of the liquid box varies during the simulations, but it never drops below 28 Å. Therefore, the largest cutoff considered is 14 Å. At this distance, the nonadditive induction and exchange-repulsion energies have converged and the nonadditive dispersion is close to convergence ͑Fig. 4͒. The nonadditive energy with a cutoff of 14 Å is therefore taken as the total nonadditive energy ͑Table X͒.
Nonadditive dispersion makes a repulsive contribution to the total energy and adds more than 1 kJ mol −1 at 228 K. The nonadditive induction energy is much smaller than the dispersion. The induction energy in a given trimer is of similar magnitude to the dispersion, but positive and negative induction energies cancel when a large number of trimers are considered. The isotropic treatment of induction gives total energies that are about three times larger than the anisotropic energies, but these are still small when compared to the nonadditive dispersion energies. Nonadditive exchange repulsion also makes a small repulsive contribution to the energy. The nonadditive dispersion and induction energies vary little through the course of a simulation and the standard errors in both properties are small. There is more variation in the nonadditive exchange repulsion, but the standard errors are still small when compared to the total nonadditive energy.
The nonadditive dispersion energy correlates well with the density of the system ͑Fig. 5͒ and is approximately proportional to 2.5 . Therefore, a set of Gibbs ensemble calculations are performed with a 2.5 term included to model nonadditive dispersion using the form presented in Eq. ͑10͒. Including this term reduces the calculated enthalpy of vapor- ization by about 3 kJ mol −1 at all temperatures ͑Table XI͒. Nonadditivity also leads to a substantial improvement in the calculated phase coexistence densities ͑Fig. 6͒ and pressures.
Nonadditive dispersion only contributes ϳ1 kJ mol −1 to the internal energy of the system, but the enthalpy of vaporization changes by ϳ3 kJ mol −1 . Nonadditivity also increases the pressure of the liquid phase by a value proportional to 3.5 . The density of the liquid phase must decrease to equalize the pressure of the two phases, which accounts for the improvements in the calculated pressures and densities. The lower density also leads to a reduction in the strength of the pairwise interactions in the liquid phase, which further reduces the enthalpy of vaporization. The best agreement with the experimental phase coexistence properties is obtained with the CBS-a potential with a nonadditive correction and this potential is recommended for further simulations of CO 2 .
IV. CONCLUSIONS
We have shown that potentials fitted to MP2 calculations reproduce well the phase properties of CO 2 when anisotropy and nonadditivity are considered. Isotropic pairwise potentials overestimate the strength of the CO 2 interaction. The inclusion of anisotropic terms in the fitted potentials improves the fit to the dimer potential energy surface. Anisotropy also improves the reproduction of experimental phase properties, but the CO 2 is still too strongly bound.
A sum of functions to reproduce the nonadditive dispersion, induction, and exchange repulsion given in Eqs. ͑5͒, ͑6͒, and ͑8͒ reproduce the nonadditive energies from ab initio calculations on the CO 2 trimer well. The nonadditive components of CO 2 trimer energies are small when compared to the additive energies. However, in the case of nonadditive dispersion, these small effects combine to add a repulsive interaction that accounts for most of the difference between the phase properties calculated with pairwise additive potentials and the experimental values.
The procedures described here can be used to study the potential energy surfaces and phase properties of other compounds. Hydrofluorocarbons will be the next target, with the aim of studying their interaction with CO 2 . 
