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SELF-INVERSES IN RAUZY CLASSES
JONATHAN FICKENSCHER
Abstract. Thanks to works by M. Kontsevich and A. Zorich followed by C.
Boissy, we have a classification of all Rauzy Classes of any given genus. It
follows from these works that Rauzy Classes are closed under the operation of
inverting the permutation. In this paper, we shall prove the existence of self-
inverse permutations in every Rauzy Class by giving an explicit construction
of such an element satisfying the sufficient conditions. As a corollary, we will
give another proof that every Rauzy Class is closed under taking inverses.
In the case of generalized permutations, generalized Rauzy Classes have been
classified by works of M. Kontsevich, H. Masur and J. Smillie, E. Lanneau,
and again C. Boissy. We state the definition of self-inverse for generalized
permutations and prove a necessary and sufficient condition for a generalized
Rauzy Class to contain self-inverse elements.
Contents
1. Introduction 2
1.1. Interval Exchange Transformations 3
1.2. Rauzy Classes 6
1.3. Suspended Surfaces for Interval Exchanges 9
1.4. Classification of True Rauzy Classes 13
1.5. Hyperelliptic Surfaces 15
1.6. Calculation of Spin Parity 16
1.7. Linear Involutions and Generalized Permutations 19
1.8. Generalized Suspensions and Quadratic Differentials 23
1.9. Generalized Rauzy Classes 25
1.10. Classification of Generalized Rauzy Classes 29
2. True Rauzy Classes 29
2.1. Spin Parity for Standard Permutations 30
2.2. Blocks 32
2.3. Self-Inverses for g ≤ 3 34
2.4. Self-Inverses for g ≥ 4 35
2.5. Self-inverses with Removable Singularities 37
3. Generalized Rauzy Classes 39
3.1. Necessary Conditions 39
3.2. Blocks and Insertions 40
3.3. Strata with g ∈ {0, 1} 43
3.4. Strata with a hyperelliptic component, g ≥ 2 44
3.5. Other strata with g ≥ 2 45
4. Explicit Lagrangian Subspaces in True Rauzy Classes 49
4.1. Symplectic Space 49
Date: October 27, 2018.
1
ar
X
iv
:1
10
3.
34
85
v1
  [
ma
th.
DS
]  
17
 M
ar 
20
11
2 J. FICKENSCHER
4.2. Lagrangian Permutations 50
4.3. Transposition Lagrangian Permutations 52
References 54
1. Introduction
Interval exchange transformations (IETs) are encoded by a permutation pi and
length vector λ. In [15], Rauzy introduces Rauzy induction, a first return map of an
IET on a specific subinterval. This induction takes one of two forms on the space
of IETs and therefore descends to two different maps on the set of permutations.
Therefore permutations are divided into Rauzy Classes, minimal sets closed un-
der the two types of induction maps. We dedicate Sections 1.1 and 1.2 to providing
some basic background and well known results concerning both IETs and Rauzy
Classes.
From another direction, we consider the moduli space of Abelian differen-
tials. By the zippered rectangle construction in [17], Veech shows that a generic
IET is uniquely ergodic (a result independently proved by Masur in [13]). This con-
struction establishes a relationship between an IET and flat surfaces with oriented
measured foliations. We present an equivalent construction, called a suspension,
in Section 1.3. Using suspensions, we assign properties to a permutation pi: its
signature (see Definition 1.19), which is related to the singularities of these sus-
pensions, and its type (see Section 1.4), which represents any other necessary data
from its suspensions. The crucial result in this section is the following:
Corollary 1.22. Every Rauzy class is uniquely determined by signature and type.
So given Rauzy class R, if pi ∈ S0 has the same signature and type as R, then
necessarily pi ∈ R.
This immediately follows from [9] and [1]. In Sections 1.5 and 1.6, we discuss
hyperelliptic surfaces and the parity of a surface’s spin structure. These dis-
cussions give us the necessary information to determine a permutation’s type. In
Sections 1.7-1.9, we discuss a generalization of IETs, called linear involutions.
Introduced in [4], these give rise to generalized permutations. Such linear invo-
lutions arise from flat surfaces with non-orientable measured foliations. We discuss
Rauzy-Veech induction on linear involutions and generalized Rauzy Classes.
We conclude in Section 1.10 that Corollary 1.22 applies to these classes as well, as
a direct result from the works [8],[14] and [11] with the final result from [1].
In Equations (2.2), Veech (see [18]) shows a definition of Rauzy induction on
permutations. It is clear from this definition that the map pi 7→ pi−1 conjugates one
type of induction with the other. This natural relationship conjures two natural
questions:
(1) Are Rauzy Classes closed under taking inverses?
(2) Do all Rauzy classes contain self-inverse permutations?
The work leading up to Corollary 1.22 in Sections 1.4 and 1.10 provides an affir-
mative to the first question: any suspensions of pi and pi−1 have the same signature
and type and therefore pi and pi−1 belong to the same class. However, proving a
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positive result for the second question would naturally imply one for the first also.
This work answers the second question.
Theorem 2.1. Every (true) Rauzy Class contains a permutation pi such that pi =
pi−1.
In Section 2.2, we form patterns of letters, or blocks, that we may use to construct
a self-inverse pi such that pi ∈ R by Corollary 1.22. This method follows in the spirit
of [23]. In that paper, Zorich constructs permutations with desired properties. He
then shows that these permutations belong to the desired Rauzy Class in a fashion
similar to Corollary 1.22.
In Section 3, we prove the generalized Rauzy Class analogue to Theorem 2.1.
Theorem 3.1. A generalized Rauzy Class R ⊆ Q0A with signature (`1, . . . , `m)
contains a permutation pi such that pi = pi−1 if and only if the following conditions
hold:
`1 = 0,
#{i : `i = j, 1 ≤ i ≤ m} is even, for all odd j ≥ −1.
These conditions are dependent only on the signature σ(R). We still explicitly
construct a self-inverse pi for any given R satisfying these conditions, but this con-
struction is no longer obtained by a simple concatenation of blocks. Rather, we
insert blocks into generalized permutations and verify this effect on the signature
(see Section 3.2).
We consider the topic of Lagrangian subspaces of suspensions in Section 4. We
call a permutation pi Lagrangian if the vertical trajectories of any suspension of an
IET T ∼ (pi,1), where 1 = (1, . . . , 1), span a g-dimensional subspace in homology,
where g is the genus of pi. We prove the following:
Theorem 4.16. Suppose pi ∈ S0d is self-inverse. Then pi is Lagrangian.
This theorem provides an alternative proof of Forni’s Lemma 4.4 in [5]. We present
this proof as Corollary 4.18. In this lemma, Forni shows that the set of q ∈ Hg (the
moduli space of Abelian differentials of genus g) such that
(1) The vertical trajectories of q are (almost all) periodic,
(2) These trajectories span a g-dimensional subspace in homology,
is a dense set in Hg. Corollary 4.18 uses Theorem 4.16 and the fact that the
Teichmu¨ller geodesic flow is generically dense in each connected component of Hg.
We further show that the permutations we construct in Section 2 need only consider
the transposition pairs (letters interchanged by the permutation) to form such a
basis.
1.1. Interval Exchange Transformations. Let Sd be the set of permutations
on {1, . . . , d}. pi ∈ Sd is irreducible if pi({1, . . . , k}) = {1, . . . , k} only when k = d.
The set of all irreducible permutations on {1, . . . , d} is S0d. The notation pi ∈ S0
shall be used to indicate that pi is irreducible when it is not necessary to state d.
pi ∈ Sd is standard if pi(d) = 1 and pi(1) = d. Note that a standard permutation
is necessarily irreducible.
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When we refer to a (sub)interval, we mean open on the right and closed on the
left (i.e. of the form [a, b), for some a < b). Let Rd+ be the cone of positive length
vectors in Rd. For λ ∈ Rd+, let |λ| :=
d∑
i=1
λi, I := [0, |λ|), and define subintervals
Ii ⊆ I, i ∈ {1, . . . , d} as Ii := [
∑
j<i
λj ,
∑
j≤i
λj).
Definition 1.1. An interval exchange transformation (IET) is a bijective map
T : I → I such that there exists a partition of I into subintervals I1 . . . Id such that
for each i, T |Ii is a translation.
Because an IET is a piecewise translation, it takes subintervals and reorders them
in I. If we choose these d subintervals, we shall encode this reordering as pi ∈ Sd
in such a way that pi(i) indicates the position of Ii after the map. Let I
T
i := T (Ii).
If we start with our Ii’s in order, they are moved into the order I
T
pi−1(1), . . . , I
T
pi−1(d)
under T (see Figure 1).
IT5 I
T
3 I
T
2 I
T
1 I
T
4
I1 I2 I3 I4 I5
Figure 1. The mapping of IET T with pi = (5, 3, 2, 1, 4).
By convention, we label pi ∈ Sd as pi = (pi−1(1), . . . , pi−1(d)) to indicate the
ordering of the original subintervals after the IET. Given an IET T , we can choose
λ ∈ Rd+ such that λi = |Ii| for each i. Given the pair (pi, λ), we may describe the
IET T explicitly by
T (x) = x+ ωi, x ∈ Ii
where ωi =
∑
j:pi(j)<pi(i) λj −
∑
j:j<i λj . This vector ω = (ω1, . . . ωd) is called the
translation vector for T and may be described by a matrix Ωpi by ω = Ωpiλ
where,
(2) (Ωpi)i,j =
 1, if i < j & pi(i) > pi(j),−1, if i > j & pi(i) < pi(j),
0, otherwise.
Remark 1.2. The matrix Ωpi is the same as the matrix L
pi seen in [16] and M in
[15]. For an example of the notation in Equation (2), see [21]. This applies to the
other definition of Ωpi given in Equation (3) as well.
Definition 1.3. Using the discussed notation, an IET T may be described by a
pair (pi, λ), which shall be denoted T ∼ (pi, λ). When this convention is used, we
shall denote this as one-row notation.
We now discuss another notation for representing IET’s (see [7], [12] and [3]).
Let A be a finite alphabet and d := #A. Let pii : A → {1, . . . , d}, i ∈ {0, 1}, be
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bijections. Now we let pi0 describe the ordering of subintervals I
0
α, α ∈ A, and pi1
shall indicate what position the image of I0α takes under T , which we shall denote
as I1α. Consider the cone RA+ ⊂ RA, and for λ ∈ RA+, define subintervals Iεα of
I := [0, |λ|), α ∈ A and ε ∈ {0, 1}, by Iεα = [
∑
β:piε(β)<piε(α)
λβ ,
∑
β:piε(β)≤piε(α)
λβ). The
IET T translates the intervals by T (I0α) = I
1
α as indicated in Figure 2. We shall
denote (pi0, pi1) by
(pi0, pi1) =
{
pi−10 (1) . . . pi
−1
0 (d)
pi−11 (1) . . . pi
−1
1 (d)
}
indicating the orders of the subintervals before and after the application of T . As
in the case of one-row notation, we have a translation vector ω ∈ RA such that
T (x) = x+ ωα, x ∈ I0α,
ω may again be described by a matrix Ω(pi0,pi1) by ω = Ω(pi0,pi1)λ, where
(3) (Ω(pi0,pi1))α,β =
 1, if pi0(α) < pi0(β) & pi1(α) > pi1(β),−1, if pi0(α) > pi0(β) & pi1(α) < pi1(β),
0, otherwise.
Definition 1.4. When we associate to T a triple (pi0, pi1, λ), we denote this by
T ∼ (pi0, pi1, λ). When this convention is used, we refer to this as two-row notation.
It should be noted that there is a natural association between pairs (pi0, pi1)
and permutations pi. For pairs (pi0, pi1) we have a map onto Sd, the monodromy
invariant, by (pi0, pi1) 7→ pi1 ◦ pi−10 . Given any bijection b : A′ → A such that
#A = #A′, (pi0 ◦ b, pi1 ◦ b) and (pi0, pi1) have the same monodromy invariant. We
use this as a natural equivalence relation between pairs: two pairs are equivalent
if and only if they have the same monodromy invariant. We then use the notation
pi = (pi0, pi1) when (pi0, pi1) ∼ (pi0 ◦ pi−10 , pi1 ◦ pi−10 ) ∼ (id, pi) where id is the identify
function on the alphabet {1, . . . , d}. This association applies also to (pi, λ) and
(pi0, pi1, λ
′). (pi, λ) = (pi0, pi1, λ′) if pi = (pi0, pi1) as above and λi = λ′pi−10 (i)
. In this
paper, we do work and calculations in two-row notation, while understanding the
underlying statements for one-row notation. For example, pi = (pi0, pi1) is standard
if the pair is of the form pi =
{
α . . . β
β . . . α
}
. If pi = (pi0, pi1), then pi
−1 = (pi1, pi0). So
a pair is self inverse if (pi0, pi1) ∼ (pi1, pi0), i.e. if α appears above β in the pair then β
also appears above α. So pi =
{
a b c d
d b c a
}
is self-inverse, while pi =
{
a b c
c a b
}
I0a I
0
b I
0
c I
0
d
I1d I
1
a I
1
c I
1
b
Figure 2. An IET on A = {a, b, c, d}.
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is not.
1.2. Rauzy Classes. In this section, we define a family of maps on irreducible
permutations, known as Rauzy induction. Introduced in [15], this is realized as
a first return map of an IET on appropriate subintervals. These moves partition
each set S0d into equivalence classes under induction. We then state a relationship
between induction and the map pi 7→ pi−1 in Claim 1.15, observed by Veech.
Given an IET T ∼ (pi0, pi1, λ), pi = (pi0, pi1) ∈ Sd, let αε = pi−1ε (d). Define
I ′ := [0, |λ| −min{λα0 , λα1}). Then the first return map T ′ of T on I ′ is again an
IET with T ′ ∼ (pi′0, pi′1, λ′) defined by the following rules:
Definition 1.5. We define Rauzy induction on T ∼ (pi0, pi1, λ) as T ′ ∼ (pi′0, pi′1, λ′)
by the following:
• Assume λα0 > λα1 . We call this Rauzy induction of type 0. Then
pi′ = (pi′0, pi
′
1) is defined by the following rules:
pi′0 = pi0, and pi
′
1(α) =

pi1(α), if pi1(α) ≤ pi1(pi−10 (d)),
pi1(α) + 1, if pi1(pi
−1
0 (d)) < pi1(α) < d,
pi1(pi
−1
0 (d)) + 1, if pi1(α) = d,
or by the following diagram
pi =
{
. . . . . . α0
. . . α0 β . . . α1
}
0 //
{
. . . . . . α0
. . . α0 α1 β . . .
}
= pi′,
and λ is related to λ′ by
λ′α =
{
λα0 − λα1 , if α = α0,
λα, otherwise.
• Now assume λα0 < λα1 . This is Rauzy induction of type 1. Then
pi′ = (pi′0, pi
′
1) is defined by the following rules:
pi′1 = pi1, and pi
′
0(α) =
 pi0(α), if pi0(α) ≤ pi0(α1),pi0(α) + 1, if pi0(α1) < pi0(α) < d,
pi0(α1) + 1, if α = α0,
or by the following diagram
pi =
{
. . . α1 β . . . α0
. . . . . . α1
}
1 //
{
. . . α1 α0 β . . .
. . . . . . α1
}
= pi′,
and λ is related to λ′ by
λ′α =
{
λα1 − λα0 , if α = α1,
λα, otherwise.
We shall denote pi′ as r0pi or r1pi if the induction was of type 0 or 1, respectively.
Remark 1.6. The case λα0 = λα1 does not have a valid definition, as the re-
sulting induced transformation is over (d − 1) symbols. However, such λ’s form a
codimension one (therefore Lebesgue measure zero) set in RA+.
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Definition 1.7. Assume A = {1, . . . , d} and pi = (id, pi). Let T ∼ (pi, λ) and ∂Ii
denote the left endpoint of subinterval Ii for i ∈ {1, . . . , d}. Then T satisfies the
Keane Condition if
(4) T ◦ · · · ◦ T︸ ︷︷ ︸
m
(∂Ii) = T
m(∂Ii) 6= ∂Ij
for all i, j ∈ {1, . . . , d}, j > 1 and m ≥ 1.
Remark 1.8. Each violation of the Keane condition satisfies Equation (4) for a
certain triple (i, j,m). However, each of these conditions is a codimension one set
in Rd+. So given pi ∈ S0d, we see that the Keane property is satisfied for Lebesgue
almost everywhere in Rd+.
Proposition 1.9. Let T (n) denote the nth iteration of induction on IET T . Then
the following are equivalent:
• T satisfies the Keane condition.
• T (n) is defined for all n ≥ 0.
Claim 1.10. Let ε ∈ {0, 1}. Then
pi ∈ S0d ⇐⇒ rεpi ∈ S0d.
Proof. Suppose pi = (pi0, pi1) ∈ Sd \ S0d, and fix type ε. Then there is a proper
subset A′ ⊂ A, #A = k < d, such that pii(A′) = {1, . . . , k}, i ∈ {0, 1}. Most
importantly, αi = pi
−1
i (d) /∈ A′. So our induction must only move elements of
A\A′ as every element of A′ appears before every element of A\A′ in both rows.
Namely rεpii(A′) = {1, . . . , k} as well, or rεpi ∈ Sd \ S0d. The argument above
applies if we first assume rεpi ∈ Sd \S0d and evaluate pi. 
So Rauzy induction is a closed operation in the set S0d.
Definition 1.11. Given pi ∈ S0d, the Rauzy Class of pi, R(pi) ⊆ S0d, is the orbit
of r0 and r1 moves on pi. The Rauzy Graph of pi is the graph with vertices in
R(pi) and directed edges corresponding to the inductive moves.
Example 1.12. Start with permutation pi = (3, 2, 1), we have the following two
other elements
r0pi =
{
1 2 3
3 1 2
}
= (3, 1, 2), r1pi =
{
1 3 2
3 2 1
}
=
{
1 2 3
2 3 1
}
= (2, 3, 1)
The Rauzy Graph for R(pi) is listed in Figure 3.
The given definition of a Rauzy Class is dependent on the choice of pi, but the
next claim shows that being in the same Rauzy Class is an equivalence condition
and not dependent on our choice of representative.
(2, 3, 1)
0
GG
1 //
(3, 2, 1)
1
oo
0 //
(3, 1, 2)
1
GG
0
oo
Figure 3. The Rauzy Graph for (3, 2, 1).
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Claim 1.13. For any pi(1), pi(2) ∈ R(pi), there exists a directed path from pi(1) to
pi(2) in the Rauzy Graph.
Proof. It suffices to show that for a permutation p˜i ∈ R(pi), there exists a path from
rεp˜i to p˜i for ε ∈ {0, 1}. By Definition 1.5, there exists n > 0 such that rnε p˜i = p˜i. So
n− 1 moves of type ε form a path from rεp˜i to p˜i. 
So if p˜i ∈ R(pi), then R(pi) = R(p˜i). The next result is used in Sections 1.5 and
1.5.
Claim 1.14. Every Rauzy Class R ⊂ S0d contains a standard permutation (i.e. pi
such that pi(d) = 1 and pi(1) = d).
Proof. Consider any pi ∈ R. Denote by αε = pi−1ε (d) and βε = pi−1ε (1), for ε ∈
{0, 1}, or
pi =
{
β0
β1
. . .
. . .
α0
α1
}
.
Let n = min{pi0(α1), pi1(α0)}. Suppose n = 1 and choose ε such that pi1−ε(αε) = 1.
In this case, αε = β1−ε, and if we perform m inductive moves of type ε, the resulting
permutation is standard, where m = d− pi1−ε(βε). Consider the following diagram
for ε = 0: {
β0
α0
. . .
. . .
. . .
β0 δ
. . .
. . .
α0
α1
}
0m //
{
β0
α0
. . .
δ . . .
. . .
α1
. . .
. . .
α0
β0
}
.
If n > 1 then we may fix ε ∈ {0, 1} and find γ ∈ A such that piε(γ) < n <
pi1−ε(γ). If no such γ exists, then pi−10 ({n, . . . , d}) = pi−11 ({n, . . . , d}) and pi is not
irreducible. So let m = d− pi1−ε(γ), and perform m iterations of type ε. Call this
new permutation pi′ and note that α′1−ε = pi
′−1
1−ε(d) = γ and α
′
ε = pi
′−1
ε (d) = αε.
Therefore n′ = min{pi′0(α′1), pi′1(α′0)} < n. Consider the following diagram for ε = 1:{
. . .
. . . γ
α1 . . .
. . . α0
γ . . .
. . .
α0
α1
}
1m //
{
. . .
. . . γ
α1 . . . α0
. . . α0
. . .
. . .
γ
α1
}
.
Repeat the above argument for pi′ until n′ = 1 and we may derive a standard
permutation. 
Consider one more observation that is used in Corollary 2.2. This result is
evident from Equations (2.2) in [18].
Claim 1.15. For ε ∈ {0, 1} and pi ∈ S0d, rεpi−1 = (r1−εpi)−1.
Proof. We will show that (r0pi
−1)−1 = r1pi as it will prove the claim for all cases.
Let pi = (pi0, pi1). Then pi
−1 = (pi1, pi0). Now let r0pi−1 = (pi•0 , pi
•
1). By Definition
1.5,
pi•0 = pi1 and pi
•
1(α) =

pi0(α), if pi0(α) ≤ pi0(pi−11 (d)),
pi0(α) + 1, if pi0(pi
−1
1 (d)) < pi0(α) < d,
pi0(pi
−1
1 (d)) + 1, if pi0(α) = d.
Then (r0pi
−1)−1 = (pi•1 , pi
•
0). By checking Definition 1.5, we conclude that r1pi =
(pi•1 , pi
•
0) = (r0pi
−1)−1. 
So the action of taking the inverse permutation conjugates with the Ruazy moves
on pi by sending them to the opposite move on pi−1.
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Remark 1.16. Let T ∼ (pi, λ) for pi = (pi0, pi1) ∈ S0d and λ ∈ RA+. We also let
αε = pi
−1
ε (d) define the last letter of the rows of pi. From the proof of Claim 1.13, we
can define piε, for ε ∈ {0, 1}, such that rεpiε = pi. Also for ε ∈ {0, 1}, let λε ∈ RA+
be defined by
λεα =
{
λα0 + λα1 if α = αε,
λα otherwise.
It follows that if Tε ∼ (piε, λε), then T ′ε = T and induction on Tε is type ε. So
almost everywhere on the set S0d × RA+, Rauzy induction is a 2 to 1 map.
1.3. Suspended Surfaces for Interval Exchanges. In [17], Veech introduced
the zippered rectangle construction, which allows us to associate to an IET a flat
surface with an Abelian differential. We present an equivalent construction, pre-
sented for example by Viana in [21], of suspended surfaces over an IET. We discuss
Rauzy-Veech induction on these surfaces and introduce the moduli space of Abelian
differentials.
Fix pi = (pi0, pi1) ∈ S0d, piε : A → {1, . . . , d}, and λ ∈ RA+. Let
(5) Tpi :=
τ ∈ RA : ∑
α:pi0(α)≤k
τα > 0,
∑
α:pi1(α)≤k
τα < 0, for all 1 ≤ k < d
 .
Define vectors ~ζα := (λα, τα) and segments ζ
ε
α, ε ∈ {0, 1}, as the segment starting
at
∑
β:piε(β)<piε(α)
~ζβ and ending at
∑
β:piε(β)≤piε(α)
~ζβ , noting that ζ
0
α and ζ
1
α are
parallel (they are just translations of vector ~ζα). Let S := S(pi, λ, τ) be the surface
bounded by all ζεα with each ζ
0
α and ζ
1
α identified by translation. For example, if
pi = (4, 1, 3, 2), one suspension is given by Figure 4. To avoid cumbersome notation,
1
2
3
4
4 1
3
2
Figure 4. A suspension surface for (4, 1, 3, 2).
we denote the segments ζεα simply by α in a suspension. By definition, the leftmost
endpoint is (0, 0). Define IS := [0, |λ|) × {0}. With the exception of the points
of discontinuity, the IET T ∼ (pi, λ) is realized by the first return of the positive
vertical direction of S on IS , as is illustrated Figure 5.
Each of the identifications on these surfaces is a translation. Therefore the stan-
dard form dz in the polygon descends to a holomorphic 1-form on the surface with
zeroes, if any, at the vertex equivalence classes. Each vertex class is called a singu-
larity of degree k, where k is the degree of the corresponding zero of the differential
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1
2
3
3
2
1
Figure 5. The first return of IS in the suspension is the original IET.
and the total angle around the singularity is 2pi(k + 1).
In order to give an explicit way to determine the degree of the singularities in
a surface S, let us label the endpoints of our segments by (α, ε, ı), where α ∈ A,
ε ∈ {0, 1} and ı ∈ {L,R}, to denote the left or right endpoint of segment ζεα. We
have the natural identification rules:
(1) For 1 ≤ i < d and ε ∈ {0, 1}, (pi−1ε (i), ε, R) ∼ (pi−1ε (i+ 1), ε, L).
(2) (pi−10 (1), 0, L) ∼ (pi−11 (1), 1, L) and (pi−10 (d), 0, R) ∼ (pi−11 (d), 1, R).
(3) For α ∈ A and ı ∈ {L,R}, (α, 0, ı) ∼ (α, 1, ı).
The equivalence sets determine the identified singularities in our surface S. The
first rule lets us consider only the vertices of the form (α, ε, L). With the exception
of (pi−10 (1), 0, L), every other vertex of this form has a downward direction in S. If a
singularity is of degree k, it must have k+1 different vertices in its equivalence class,
to ensure the total angle of 2pi(k+ 1). Therefore, if we have n vertices identified in
our surface on the top (or bottom) row, it is a singularity of degree n− 1.
Example 1.17. A suspension of (4, 3, 2, 1) has one singularity in Figure 6, which
has 3 copies on the top row. So it is a singularity of degree 2.
Suppose our surface has m singularities of degrees `1, . . . , `m. If s =
m∑
i=1
`i,
the number of edges in our surface is d = m + s + 1. So the Euler character-
istic is χ(S) = m − (m + s + 1) + 1 = −s. The genus of the surface is then
g(S) = 2−χ(S)2 = 1 +
s
2 . The number and degrees of singularities do not depend on
our choice of λ or τ , only on pi. Therefore the genus of pi, g(pi), is well defined.
Rauzy induction may be extended to these surfaces as well and is called Rauzy-
Veech (R-V) induction. Let ε ∈ {0, 1} be such that λαε > λα1−ε . We can define
a new surface by S′ = S(pi′, λ′, τ ′) where (pi′, λ′) is defined as in Section 1.2 and τ ′
is defined as
(6) τ ′α :=
{
τα, if α 6= αε,
τα − τα1−ε , if α = αε.
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1
Figure 6. A suspension for (4, 3, 2, 1) has one singularity of degree 2.
S S′
a
b
c
c
b
a c
b
a
a
c
b
1
Figure 7. A move of Rauzy-Veech induction on suspension S for
pi = (3, 2, 1).
This procedure is a “cut and paste” by translation from S = S(pi, λ, τ) to S′ :=
S(pi′, λ′, τ ′), as shown for pi = (3, 2, 1) and induction type 1 in Figure 7. Note that,
as opposed to the case of (4, 1, 3, 2), pi = (3, 2, 1) has two singularities of degree
zero. The induced permutation, r1pi (see Definition 1.5), has the same number and
degrees of singularities as pi. This is a general fact.
Proposition 1.18. The number and degrees of singularities, and consequently the
genus, are constant over a Rauzy Class.
Proof. This follows from counting before and after each type of inductive move to
verify that the number and degrees of singularities do not change. 
While some singularities may be permuted by R-V induction, it is clear that the
leftmost singularity remains fixed in the entire class. We shall call this singularity
the marked singularity.
Definition 1.19. For a Rauzy Class R, let `i denote the degrees of the m singu-
larities of pi with repetition. The m-tuple (`1, . . . , `m), where `1 is the degree of the
marked singularity, is the singularity signature (or signature) of R, denoted as
σ = σ(R). If pi ∈ R, then σ(pi) = σ(R).
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While the choice of `1 is clear in Definition 1.19, the other `i’s may be in any or-
der we wish. For example, the signature for pi = (8, 3, 2, 4, 7, 6, 5, 1) can be written
as (1, 1, 2) or (1, 2, 1) (see Figure 8).
1
2 3 4 5 6 7 8
8
3 2 4 7 6 5
1
Figure 8. pi = (8, 3, 2, 4, 7, 6, 5, 1) has signature σ(pi) = (1, 2, 1) = (1, 1, 2).
Let Md := {S(pi, λ, τ) : pi = (pi0, pi1) ∈ S0d, λ ∈ RA+, τ ∈ Tpi, area(S) = 1}
minus the zero measure set where R-V induction is not well defined for all forward
and backward iterates. Here the natural measure, µ, is the product measure on S0d,
RA+, and Tpi, where the first is a counting measure and the last two inherit Lebesgue
measure from RA. Let R denote the action of R-V induction on each S ∈Md.
Remark 1.20. Let S = S(pi, λ, τ) and suppose |τ | = ∑
α∈A
τα > 0. Recall that
αε = pi
−1
ε (d). Consider pi
1 and λ1 from Remark 1.16. We see that RS1 = S for
S1 = (pi
1, λ1, τ1) where
τ1α =
{
τα0 + τα1 , if α = α1,
τα, otherwise.
In this case the induction is type 1. Now let’s attempt to construct S0 = S(pi
0, λ0, τ0)
such that RS0 = S by inductive move of type 0. We have pi
0 and λ0 as before. How-
ever Equation (6) would require τ0 to be defined by
τ0α =
{
τα0 + τα1 , if α = α0,
τα, otherwise.
But then ∑
α:pi1(α)≤d−1
τ0α =
∑
α:α6=α0,pi1(α)≤d−1
τα + (τα0 + τα1) = |τ | > 0.
By Equation (5), it follows that τ0 /∈ Tpi0 (see Figure 9). S1 is therefore the unique
suspension such that RS1 = S. If instead |τ | < 0, we can similarly show that S0
exists while S1 does not. So we see that, as opposed to Rauzy induction on IET’s
(see Remark 1.16), R-V induction is almost everywhere 1 to 1 on the space of
suspensions.
Let the map Ft : Md →Md be the flow defined by
Ft(pi, λ, τ) = (pi, e
tλ, e−tτ)
Denote by M0d the quotient space of Md under the equivalence S ∼ RS for S ∈Md.
Then a fundamental domain for M0d is
{S(pi, λ, τ) ∈Md : 1 ≤ |λ| ≤ |λ′|−1}.
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S
S0
S1
“r−10 ”
“r−11 ”
Figure 9. A suspension S with |τ | > 0. S0 is not a valid suspension.
The flow Ft is well defined on M
0
d as FtR = RFt. There exists an Ft-invariant
probability measure on M0d which is absolutely continuous with respect to µ (Veech
[17]), and Ft is ergodic on this space with respect to this measure. This action Ft
on M0d is called the Teichmu¨ller flow. So each M
0
d has a natural mapping into
the moduli space of Abelian differentials. Denote by H(`1, . . . , `m) the stratum
of differentials with m zeros of degrees `1, . . . , `m. As opposed to Rauzy classes,
the ordering of the `i’s is completely arbitrary in terms of the strata of Abelian
differentials.
1.4. Classification of True Rauzy Classes. Each stratum, H(`1, . . . , `m), can
generally be divided further into connected components, which correspond to Ex-
tended Rauzy Classes (see [20]). The following theorems completely categorize
every connected component for all strata. A stratum is hyperelliptic if a Riemann
surface with differential in the stratum is hyperelliptic (see Section 1.5). A stratum
with all singularities of even degree has a flow invariant Z2-valued property called
the parity of its spin structure. Details on this and calculations will be presented
in Section 1.6.
If the genus of R ⊆ S0d is 1, we conclude from Sections 1.5 and 2.5 that
pi = (d, 2, . . . , d− 1, 1)
belongs to R. The following theorem categorizes all strata of genus 2 and 3.
Theorem. (M. Kontsevich and A. Zorich [9]) The moduli space of Abelian differ-
entials on a complex curve of genus g = 2 contains two strata: H(1, 1) and H(2).
Each of them is connected and hyperelliptic.
Each stratum H(2, 2), H(4) of the moduli space of Abelian differentials on a
complex curve of genus g = 3 has two connected components: the hyperelliptic one,
and one having odd spin structure. The other strata are connected for genus g = 3.
The following theorem categorizes the connected components for each stratum
of genera 4 or greater.
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Theorem. (M. Kontsevich and A. Zorich [9]) All connected components of any
stratum of Abelian differentials on a complex curve of genus g ≥ 4 are described by
the following list:
• The stratum H(2g − 2) has three connected components: the hyperelliptic
one, Hhyp(2g− 2), and components Heven(2g− 2) and Hodd(2g− 2) corre-
sponding to even and odd spin structures.
• The stratum H(2`, 2`), ` ≥ 2 has three connected components: Hhyp(2`, 2`),
Heven(2`, 2`) and Hodd(2`, 2`).
• All the other strata of the form H(2`1, . . . , 2`m), where all `i ≥ 1, have two
connected components: Heven(2`1, . . . , 2`m) and Hodd(2`1, . . . , 2`m).
• The strata H(2` − 1, 2` − 1), ` ≥ 2, have two connected components; one
of them, Hhyp(2`− 1, 2`− 1), is hyperelliptic; the other one, Hnonhyp(2`−
1, 2`− 1), is not.
• All other strata of Abelian differentials on complex curves of genera g ≥ 4
are nonempty and connected.
We are given a full classification of each connected component by the above
results. To each connected component, we denote the type by the information
other than the singularities. The type takes one of the following values {-, even,
odd, hyperelliptic, nonhyperelliptic} as applicable. This however is not enough to
calculate what Rauzy Class a permutation pi ∈ S0 belongs to, only the Extended
Rauzy Class.
Example 1.21. Consider
pi =
{
a
z
b
c
c
b
d
d
e
w
f
f
w
e
x
y
y
x
z
a
}
and
pi′ =
{
a
z
b
c
c
b
d
d
e
f
f
e
w
y
x
x
y
w
z
a
}
.
Both pi and pi′ have three singularities one each of degrees 1,2 and 3. Therefore
both pi and pi′ belong to the stratum H(1, 2, 3). However the marked singularity
of pi is of degree 3, while the marked singularity of pi′ is of degree 1. Because the
degree of the marked singularity is fixed throughout a Rauzy Class, R(pi) 6= R(pi′).
It becomes clear that in order to distinguish Rauzy Classes, the degree of the
marked singularity must be considered. Indeed, the following theorem shows the
addition of this final invariant completes the classification of all Rauzy Classes:
Theorem. (C. Boissy [1]) pi1, pi2 ∈ S0d belong to the same Rauzy class if and only
if they belong to the same connected component and their marked singularities are
the same degree.
We restate the above information in a different form and make an observation
that, while clear from everything above, is crucial to our main result.
Corollary 1.22. Every Rauzy class is uniquely determined by signature and type.
So given Rauzy class R, if pi ∈ S0 has the same signature and type as R, then
necessarily pi ∈ R.
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1.5. Hyperelliptic Surfaces.
Definition 1.23. A surface with quadratic differential (M, q) of genus g is hyper-
elliptic if there exists a map h : M →M such that
• h = h−1,
• h∗q = −q,
• h fixes 2g + 2 points,
and such an h is called a hyperelliptic involution. A permutation pi is hyper-
elliptic if every suspension of pi is hyperelliptic.
Remark 1.24. Because h is a well defined map on the differential, h must take
singularities to singularities. Also, h must take geodesics to geodesics. Therefore h
maps saddle connections (geodesics with endpoints that are singularities) to saddle
connections. In this case, we do not consider removable singularities.
Remark 1.25. Consider pi ∈ S0d. Any given suspension S is represented by a
polygon in C whose differential is represented by the standard dz in its interior. In
this case, the only possible candidates for a hyperelliptic involution on S are of the
form z 7→ −z + c for some constant c ∈ C. These maps automatically satisfy the
first two conditions in Definition 1.23.
Definition 1.26. For d ≥ 2, let pi(d) be the permutation such that pi(d)(i) = d−i+1
for all i ∈ {1, . . . , d}.
Lemma 1.27. pi(d) is hyperelliptic.
Proof. Consider any suspension S = S(pi(d), λ, τ). We will construct h and show
that it satisfies Definition 1.23. Let h(z) = −z+ |λ|+ ı|τ |. The first two conditions
are satisfied. In order to show that h is the appropriate map, we will define the
vertices pεk for k ∈ {0, . . . , d} and ε ∈ {0, 1} by
p0k =
k∑
j=1
λj + ı
k∑
j=1
τj , and
p1k =
k∑
j=1
λd−j+1 + ı
k∑
j=1
τd−j+1.
We note that the top segment labeled k in S has endpoints p0k−1 and p
0
k while the
bottom segment labeled k in S has endpoints p1d−k and p
1
d−k+1. Because h is an
isometry, it maps segments to segments. We examine mapping the endpoints piεk
under h. For k ∈ {0, . . . , d},
h(p0k) = −p0k + |λ|+ ı|τ |
=
d∑
j=1
λj −
k∑`
=1
λ` + ı
(
d∑
j=1
τj −
k∑`
=1
τ`
)
=
d∑
j=k+1
λj = ı
d∑
j=k+1
τj
=
d−k∑
j′=1
λd−j′+1 + ı
d−k∑
j′=1
τd−j′+1
= p1d−k.
Because h = h−1, we conclude that any segment labeled k is mapped to the other
segment labeled k. As these segments are identified, h fixes these segments. Now
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1
d− 1
d
p
d 1
Figure 10. If the hyperelliptic involution must fix the point p,
then the grey segment must be identified with d− 1.
it remains to count the fixed points.
If d = 2m is even, there is one singularity of degree 2m− 2, the genus is m and
there should be 2m + 2 = d + 2 fixed points. There are d segments each with a
fixed midpoint. The point 12 (|λ|+ ı|τ |) is fixed, and the singularity represented by
the class of all pεk’s is fixed. Therefore h fixes 2g + 2 points.
If d = 2m+ 1 is odd, there are two singularities each of degree m− 1, the genus
is m and there should be 2m+ 2 = d+ 1 fixed points. We note that this time, the
two singularities, one represented by all pεk’s with even k’s and the other by all odd
k’s, are interchanged by h. However h fixes the d midpoints of the labeled segments
and the point 12 (|λ|+ ı|τ |). Therefore h fixes 2g + 2 points.
So we see that in either case, h is the hyperelliptic involution for S. 
Proposition 1.28. Let pi ∈ S0d be standard with no removable singularities. If pi
is hyperelliptic, then pi = pi(d).
Proof. Let pi be a hyperelliptic standard permutation. We will explicitly construct a
suspension for pi that excludes any possibility but pi = pi(d). Assume A = {1, . . . , d}
and pi = (pi0, pi1) where pi0(i) = i. Fix any m ∈ (0, 14 ) and let λ ∈ Rd+ be defined by
λi = 1 +m
i for i ∈ {1, . . . , d}. Also, let τ be defined by τ = (1, 0, . . . , 0,−1). From
Equation (5), we see that S = S(pi, λ, τ) is a valid suspension for pi. Now consider
the hyperelliptic involution for S, denoted as h. By construction, the segments
labeled by 1 and d must be interchanged under h, as no other saddle connections
exist of the appropriate length. We conclude that h(z) = −z + |λ|+ ı|τ | = |λ| − z
and see that the top segment labeled j must be mapped to the bottom segment
labeled j, as no other saddle connection would have the appropriate length. We
then show iteratively that pi(j) = d− j + 1 as desired (see Figure 10). By Lemma
1.27, this is hyperelliptic. 
1.6. Calculation of Spin Parity. The results in this section follow from Appen-
dix C in [23]. We refer the reader to that paper for details.
To each pi ∈ S0d with all singularities of even degree, we can define the parity of
the spin structure of the corresponding suspension surface S. To do so, we must find
a symplectic basis of H1(S). This is a choice of closed cycles α1, β1, . . . , αg, βg ∈
H1(S), g = g(pi), with the following conditions: αi ·αj = βi ·βj = 0 and αi ·βj = δij
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γi γj
Figure 11. Loops γi and γj intersect in suspension S.
where α · β is the algebraic intersection number. For a loop γ, the Gauss map is
the lift of γ to the unit tangent bundle, a map from H1(S) → S1 (where S1 ⊂ R2
is the unit circle), and let ind(γ) be the degree of the Gauss map. The spin parity
of the surface can be calculated by:
(7) Φ(S) :=
g∑
i=1
(ind(αi) + 1)(ind(βi) + 1) (mod 2).
Let φ(γ) := ind(γ) + 1. This value is independent of choice of suspension surface
S. Therefore we may instead speak of the parity of pi itself. Using these conventions,
the previous equation becomes
(8) Φ(pi) :=
g∑
i=1
φ(αi)φ(βi) (mod 2).
For a surface S = S(pi), we will define for each i ∈ {1, . . . , d} a loop γi. Start
with any point on the embedded subinterval Ii in IS . The loop will move in the
positive vertical direction until it returns to IS . Then close the loop by a horizontal
line. Now deform the loop continuously so it becomes smooth and everywhere
transverse to the horizontal direction. Call this loop γi. Let ci = [γi] be the cycle
representative of γi in H1(S). See Figure 11.
It is clear that ind(γi) = 0 as γi is always transverse to the horizontal direction.
Therefore φ(ci) = 1. From the definition of γi and Ω = Ωpi (from Section 1.1),
(9) ci · cj = Ωi,j
and that the span of the ci’s is H1(S). Because the above calculations (7) and (8)
are (mod 2), the following calculations are over Z2. Note that now Ω is a symmetric
matrix of zeros and ones. We may still keep the definition φ(ci) : H1(S)→ Z2. It is
a well defined quadratic form on the intersection and has the following relationship
as a direct result from [6]: for c, c′ ∈ H1(S),
(10) φ(c+ c′) = φ(c) + φ(c′) + c · c′.
We recall the following relationship for a, b, c ∈ H1(S) on the intersection number:
(11) (a+ b) · c = a · c+ b · c.
We now describe the iterative process to choose our symplectic basis from the ci’s.
First let α1 := c1. Let β1 := cj for some j such that Ω1j = 1. We adjust each ci,
i = 2, 3, . . . , j − 1, j + 1, . . . , d by the following rule: the remaining vectors must
be adjusted so that they have trivial intersection number with c1 and cj . So we
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consider c′i := ci + ε1c1 + εjcj . Then c
′
i · c1 = 0 ⇒ εj = ci · c1 = Ω1,i, and
c′i · cj = 0⇒ ε1 = ci · cj = Ωi,j . Now we use (10) and (9) to calculate
φ(c′i) = φ(ci + Ωi,jc1 + Ω1,icj)
= φ(ci) + φ(Ωi,jc1 + Ω1,icj)
= φ(ci) + Ωi,jφ(c1) + Ω1,iφ(cj) + Ωi,jΩ1,i.
And using (11), for i, k ∈ {2, 3, . . . , j − 1, j + 1, . . . , d},
c′i · c′k = (ci + Ωi,jc1 + Ω1,icj) · (ck + Ωk,jc1 + Ω1,kcj)
= ci · (ck + Ωk,jc1 + Ω1,kcj) + Ωi,jc1 · (ck + Ωk,jc1 + Ω1,kcj)
+Ω1,icj · (ck + Ωk,jc1 + Ω1,kcj)
= Ωi,k + Ωk,jΩ1,i + Ω1,kΩi,j + Ωi,jΩ1,k + Ωi,jΩ1,k + Ω1,iΩj,k + Ω1,iΩk,j
= Ωi,k + Ωk,jΩ1,i + Ω1,kΩi,j .
So we restate these results together for reference in later calculations,
c′i := ci + Ωi,jc1 + Ωi,1cj ,(12a)
φ(c′i) := φ(ci) + Ωi,jφ(c1) + Ωi,1φ(cj) + Ωi,1Ωi,j ,(12b)
c′i · c′k := Ωi,k + Ωi,1Ωk,j + Ωi,jΩk,1.(12c)
We now have a new set of remaining cycles c′i with intersection matrix defined
by Ω′i,k = c
′
i · c′k. We then pick a pair of intersecting cycles and name them α2
and β2. We then alter the remaining cycles again by Equations (12). This process
terminates when all pairs α1, β1, . . . , αg, βg are chosen. Now we can calculate the
parity by (8).
Example 1.29. We will calculate the spin parity of pi = (4, 3, 6, 1, 5, 2). This is
not hyperelliptic and has one singularity of degree 4. So we first consider the initial
conditions,
Ω =
1 2 3 4 5 6
1 0 0 1 1 0 1
2 0 0 1 1 1 1
3 1 1 0 1 0 0
4 1 1 1 0 0 0
5 0 1 0 0 0 1
6 1 1 0 0 1 0
and φ(ci) = 1.
We may choose initial basis pair (α1, β1) = (c1, c3) and φ(α1) = φ(β1) = 1. We use
the Equations 12 to derive
Ω′ =
2 4 5 6
2 0 0 1 0
4 0 0 0 1
5 1 0 0 1
6 0 1 1 0
for
c′2 = c1 + c2 φ(c
′
2) = 0
c′4 = c1 + c3 + c4 φ(c
′
4) = 0
c′5 = c5 φ(c
′
5) = 1
c′6 = c3 + c6 φ(c
′
6) = 0
From these remaining vectors, we choose (α2, β2) = (c
′
2, c
′
5) where φ(α2) = 0 and
φ(β2) = 1. We then modify the remaining vectors to derive
Ω′′ =
4 6
4 0 1
6 1 0
for
c′′4 = c
′
4 φ(c
′′
4) = 0
c′′6 = c
′
2 + c
′
6 φ(c
′′
6) = 0
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Our only remaining choice is (α3, β3) = (c
′′
4 , c
′′
6) with φ(α3) = φ(β3) = 0. So by
Equation (8),
Φ(pi) =
3∑
i=1
φ(αi)φ(βi) = 1.
1.7. Linear Involutions and Generalized Permutations. From the previous
sections, we see that interval exchange transformations are realized as the first re-
turn to transversals of vertical foliations on flat surfaces. In [4], Danthony and
Nogueira discuss linear involutions as first returns of vertical foliations on surfaces
with non-trivial Z2 holonomy. Such surfaces are Riemannian surfaces with tran-
sition functions that are compositions of translations as well as order 2 rotations.
These surfaces may be realized as surfaces with quadratic differentials that are not
squares of Abelian differentials. Consider such surface S with horizontal segment
I. This time, an “upward” vertical trajectory from I may return to I pointing in
the “downward” direction. As a result, we have have the following:
Definition 1.30. Let I = (0, L), L > 0, Iˆ = I × {0, 1} and Σ0,Σ1 ⊂ Iˆ be finite
sets. A linear involution T is a bijection T : Iˆ \ Σ0 → Iˆ \ Σ1 such that
(1) T = f ◦ T˜ , where f(x, ε) = (x, 1− ε).
(2) T˜ is an involution, or T˜−1 = T˜ .
(3) T˜ has no fixed point.
(4) T˜ is smooth.
(5) For (x, ε) ∈ Iˆ \ Σ0,
d
dx
T˜ (x, ε) =
{
1, if T˜ (x, ε) ∈ I × {1− ε},
−1, if T˜ (x, ε) ∈ I × {ε} .
From this definition, we see that a linear involution T takes a finite set of open
intervals and reorders them by isometry. However, unlike IET’s, some intervals are
mapped by order reversing isometries.
Remark 1.31. The interpretation of T can be viewed as acting on Iˆ when viewed
as a “position” times “direction” space. In other words, if T (x, ε) ∈ I × {ε}, then
the vertical trajectory leaving I in S will return to I pointing in the same direction,
while T (x, ε) ∈ I × {1 − ε} would indicate that the direction would be opposite, as
shown in Figure 12.
x y y′
x′
Figure 12. For this linear involution, T (x, 0) = (x′, 0) and
T (y, 0) = (y′, 1).
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We will now encode a linear involution T in a similar way to IET’s. Let A be
an alphabet on d letters as before.
Definition 1.32. A generalized permutation, on A, pi = (pi, d0, d1) is a triple
such that d0, d1 ∈ N, d0 + d1 = 2d and pi : {1, . . . , 2d} → A is a two-to-one map. A
generalized permutation shall be denoted as
(pi, d0, d1) =
{
pi(1), . . . , pi(d0)
pi(d0 + 1), . . . , pi(2d)
}
.
The set of all generalized permutations on A shall be denoted as QA.
Remark 1.33. By the notation given in the previous definition, the values of d0 and
d1 are understood. Therefore, we will assume the values d0 and d1 when possible,
referring to the generalized permutation only as pi.
We consider pi ∈ QA and pi′ ∈ QA′ equivalent, denoted pi = pi′, if there exists a
bijection b : A′ → A such that pi ≡ b ◦ pi′ and, naturally, di = d′i for i ∈ {0, 1}.
Example 1.34. Let A = {a, b, c, d} and A′ = {1, 2, 3, 4}. Then
pi =
{
c
a
d
b
c
b
d a
}
=
{
3
1
4
2
3
2
4 1
}
.
In this case d0 = 3, d1 = 5.
For generalized permutation pi, we shall define Dpi : A → R as
(13) Dpi(α) := (i− (d0 + 1
2
))(j − (d0 + 1
2
))
for α ∈ A and pi−1(α) = {i, j}. The sign of Dpi has the following interpretation:
if Dpi(α) > 0 then both occurrences of α in pi appear on the same row, and if
Dpi(α) < 0 the symbol α appears once on each row. In the representation of pi over
A in Example 1.34, Dpi(a) < 0 and Dpi(b), Dpi(c), Dpi(d) > 0.
Remark 1.35. If for each α ∈ A, Dpi(α) < 0, then pi is a true permutation with
d0 = d1 = d. Considering the notation in Section 1.1, we see that pi = (pi0, pi1) by
pi0 ≡ (pi|{1,...,d})−1 and pi1 ≡ (pi|{d+1,...,2d})−1 − d.
Example 1.36. Consider the permutation
pi =
{
a
d
b
a
c
c
d
b
}
.
According to Definition 1.4 (as a true permutation), pi = (pi0, pi1) where
pi0(a) = 1, pi0(b) = 2, pi0(c) = 3, pi0(d) = 4,
pi1(a) = 2, pi1(b) = 4, pi1(c) = 3, pi1(d) = 1.
We also see that by Definition 1.32, pi = (pi, 4, 4) where
pi−1(a) = {1, 6}, pi−1(b) = {2, 8}, pi−1(c) = {3, 7}, pi−1(d) = {4, 5}.
Let pi ∈ QA be given and λ ∈ RA+ satisfy
(14) L = L(λ) :=
d0∑
k=1
λpi(k) =
2d∑
j=d0+1
λpi(j).
Define RA,pi+ := {λ ∈ RA+ : (14) is satisfied}. Assume that RA,pi+ is non-empty (we
will address this assumption later). For λ ∈ RA,pi+ , we shall define a linear involution
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T (see Definition 1.30) associated to (pi, λ): Let L be as in (14). Let I = (0, L) and
Iˆ = I × {0, 1}. Define the points
pi =

(
∑
1≤j<i
λpi(j), 0), 1 ≤ i ≤ d0
(
∑
d0<j<i
λpi(j), 1), d0 < i ≤ 2d
for i ∈ {1, . . . , 2d}. Then Σ0 :=
⋃
i 6=1,d0+1
{pi}, and Σ1 = f(Σ0) where f(x, ε) =
(x, 1 − ε), as in Definition 1.30. We consider two cases. First let i = i(x) ∈
{1, . . . , d0} be defined for x ∈ I by
i−1∑
k=1
λpi(k) ≤ x <
i∑
k=1
λpi(k)
and δ(x) = x−
i−1∑
k=1
λpi(k). In this case
T˜ (x, 0) =

([
ipi∑
k=1
λpi(k)]− δ(x), 0), if ipi ≤ d0,
([
ipi−1∑
k=d0+1
λpi(k)] + δ(x), 1) if i
pi > d0,
for (x, 0) ∈ Iˆ \ Σ0 ∩ I × {0} where ipi is defined by {i, ipi} = pi−1(pi(i)). Now let
i = i(x) ∈ {d0 + 1, . . . , 2d} be defined by
i−1∑
k=d0+1
λpi(k) ≤ x <
i∑
k=d0+1
λpi(k)
and δ(x) = x−
i−1∑
k=d0+1
λpi(k). Then
T˜ (x, 1) =

([
ipi−1∑
k=1
λpi(k)] + δ(x), 0), if i
pi ≤ d0,
([
ipi∑
k=d0+1
λpi(k)]− δ(x), 1), if ipi > d0,
for (x, 1) ∈ Iˆ \ Σ0 ∩ I × {1}. Then finally let T = f ◦ T˜ .
Definition 1.37. We say that T ∼ (pi, λ) if T agrees with the linear involution
defined by (pi, λ).
Example 1.38. Let
pi =
{
a
c
b
c
b
a
}
and λ = (λa, λb, λc) = (
1
2 ,
1
4 ,
1
4 ). Then T ∼ (pi, λ) acts by
T (x, ε) =

(x+ 12 , 0), if x ∈ (0, 12 ), ε = 0,
( 32 − x, 1) if x ∈ ( 12 , 34 ) ∪ ( 34 , 1), ε = 0,
( 12 − x, 0) if x ∈ (0, 14 ) ∪ ( 14 , 12 ), ε = 1,
(x− 12 , 1) if x ∈ ( 12 , 1), ε = 1.
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So we see that, similar to IET’s, a linear involution may be encoded by combi-
natorial data pi and length data λ. We will now address the existence of λ ∈ RA,pi+
for given pi ∈ QA.
Definition 1.39. A generalized permutation pi is proper when
∃α ∈ A s.t. pi−1(α) ⊂ {1, . . . , d0} ⇐⇒ ∃β ∈ A s.t. pi−1(β) ⊂ {d0 + 1, . . . , 2d}.
Proposition 1.40. Let pi ∈ QA. RA,pi+ 6= ∅ if and only if pi is proper.
Proof. We partition A by the following sets:
Api0 := {α ∈ A : pi−1(α) ⊂ {1, . . . , d0}},
Api1 := {α ∈ A : pi−1(α) ⊂ {d0 + 1, . . . , 2d}},
Api0,1 := {α ∈ A : Dpi(α) < 1}.
Equation (14) then is equivalent to the equation
(15)
∑
α∈Api0
λα =
∑
β∈Api1
λβ .
Assume pi is not proper with ε ∈ {0, 1} such that Apiε 6= ∅ and Api1−ε = ∅. Then (15)
would imply
0 =
∑
α∈Api1−ε
λα =
∑
β∈Apiε
λβ > 0
for any λ ∈ RA,pi+ . Therefore, RA,pi+ is empty.
Now suppose that pi is proper. Then the sets Api0 and Api1 are either both empty
or both nonempty. If they are empty then pi is a true permutation, (15) is vacuously
true and RA,pi+ = RA+ 6= ∅. So assume both sets are not empty with nε := #Apiε > 0.
We can then construct λ ∈ RA+ by
λα =

1
n0
, if α ∈ Api0 ,
1, if α ∈ Api0,1,
1
n1
, if α ∈ Api1 .
So λ ∈ RA,pi+ as λ satisfies (15). Therefore RA,pi+ 6= ∅. 
Remark 1.41. Throughout this paper, we will assume that all generalized permu-
tations are proper, as they are the only generalized permutations realizable by linear
involutions.
Definition 1.42. Let Fi ⊂ A, i ∈ {1, . . . , 4}, be finite subsets, ni = #Fi, and
pi ∈ QA. We say that pi admits a corner decomposition with corners F1, . . . , F4
if
pi({1, . . . , n1}) = F1,
pi({d0 − n2 + 1, . . . , d0}) = F2,
pi({d0 + 1, . . . , d0 + n3}) = F3, and
pi({2d− n4 + 1, . . . , 2d}) = F4.
If this is the case, we denote the decomposition as
pi =
{
F1 . . . F2
F3 . . . F4
}
.
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Definition 1.43. A generalized permutation pi ∈ QA is reducible if there exists
disjoint A,B,C,D ( A not all empty such that
pi =
{
A unionsqB . . . A unionsq C
B unionsqD . . . C unionsqD
}
and one of the following holds:
• No corner is empty.
• Only one corner is empty and is on the left.
• Exactly two corners are empty and are either both on the left or right.
If pi is not reducible, pi is irreducible. The set of all irreducible generalized per-
mutations on A shall be denoted as Q0A.
Example 1.44. If pi ∈ QA is a true permutation, then A = D = ∅. It follows that
Definition 1.43 coincides with the definition of irreducible at the beginning of Sec-
tion 1.1 for true permutations. Therefore Definition 1.43 is indeed a generalization
of irreducibility when applied to generalized permutations.
Definition 1.45. For pi ∈ QA, the inverse of pi is
pi−1 =
{
pi(d0 + 1), pi(d0 + 2), . . . , pi(2d)
pi(1), pi(2), . . . , pi(d0)
}
or denoted (pi−1, d1, d0) with
pi−1(i) =
{
pi(i+ d0), if 1 ≤ i ≤ d1,
pi(i− d1), if d1 < i ≤ 2d.
Again, it is clear that this is a natural generalization of inverse for true permu-
tations.
1.8. Generalized Suspensions and Quadratic Differentials. Let T ∼ (pi, λ)
for pi ∈ QA and λ ∈ RA,pi+ be as in the previous section. We perform a process to
suspend a surface over T analogous to the suspension of a regular IET in Section
1.3. We define the cone
(16)
Tpi := {τ ∈ RA :
∑k
j=1 τpi(j) > 0 for all 1 ≤ k < d0,∑k
j=d0+1
τpi(j) < 0 for all d0 < k < 2d,∑d0
j=1 τpi(j) =
∑2d
j=d0+1
τpi(j)}.
We have the following from Boissy and Lanneau ([2], Theorem 3.2),
Proposition 1.46 (Boissy-Lanneau 07). Let pi ∈ QA. Tpi 6= ∅ if and only if
pi ∈ Q0A.
So assume the triple (pi, λ, τ) for τ ∈ Tpi. We now construct a surface with
these constraints. Define the vectors ζα = (λα, τα) for each α ∈ A. Start at
point (0, 0) and attach these vectors in order determined by the first row of pi,
i.e. ζpi(1) followed by ζpi(2) up until ζpi(d0). Beginning again at (0, 0), attach vectors
ζpi(d0+1), ζpi(d0+2), . . . , ζpi(2d) in order. If the two occurrences of ζα appear both above
or below the x-axis, identify their interiors by a function of the form z 7→ −z + cα.
If the two ζα’s appear on opposite sides of the x-axis, identify their interiors by
translation, z 7→ z+ cα. Denote this suspension by S := S(pi, λ, τ). Figure 13 gives
an example suspension for pi =
{
c
a
a
b
c
b
d d
}
.
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Consider pi ∈ Q0A, λ ∈ RA,pi+ and τ ∈ Tpi. Let L =
d0∑
i=1
λpi(i) as in Equation (14).
Given S = S(pi, λ, τ), let IS = (0, L)× {0} be the natural embedding of I = (0, L).
We see that the first return of the upward and downward trajectories on IS realizes
the linear involution T ∼ (pi, λ), under the interpretation in Remark 1.31.
If pi ∈ Q0A is proper and not a true permutation, the suspended surface S admits
a quadratic differential that is not the square of an Abelian differential. The vertex
classes of S represent singularities of the differential. We consider the vertex class
of v a singularity of order k if the total angle around [v] in S is pi(k+2). We use the
term order to distinguish from the term degree in the Abelian differential case.
We also remark that the number and orders of the singularities is again independent
of choice of suspension over S. Using Gauss-Bonnet, if there are k singularities of
orders `1, . . . , `k, then the genus g of the surface S (another constant of pi) is related
to the `i’s by the equation
k∑
i=1
`i = 4g − 4.
We shall denote by Qg the moduli space of all quadratic differentials on a surface
of genus g ≥ 0 that are not squares of Abelian differentials. These spaces are fur-
ther stratified by the number and orders of singularities, denoted by Q(`1, . . . , `k)
for `i ≥ −1 such that `1 + · · ·+ `k = 4g− 4. In Section 1.10, we shall discuss which
strata are non-empty and how many connected components each strata contains.
a
b
b
c a c
d
d
Figure 13. A suspension S for pi = {a b b / c a c d d}. S has
three singularities: one of order 2 and two of order −1.
We now give a counting statement similar to the Abelian differential case. Con-
sider pi ∈ Q0A and suspension S. We label each segment’s endpoints by (i, ), where
i ∈ {1, . . . , 2d} and  ∈ {L,R}, denoting the left or right endpoint of the segment
related to pi(i). We have the following equivalencies:
(1) (i, R) ∼ (i+ 1, L) for i ∈ {1, . . . , d0 − 1, d0 + 1, . . . , 2d− 1}.
(2) (1, L) ∼ (d0 + 1, L) and (d0, R) ∼ (2d,R).
(3) Let α = pi(i) = pi(ipi) and  ∈ {L,R}. If Dpi(α) < 0 (if i and ipi are in the
opposite rows), then
(i, ) ∼ (ipi, ).
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If Dpi(α) > 0 (if i and i
pi are both in the same row), then
(i, ) ∼ (ipi, ˜)
where ˜ is the opposite side of .
In order to determine the order of a given singularity, we note that if k is its order
then there must be k + 2 distinct vertical directions coming from the vertex class
of the singularity in S. In other words, if there are n vertices identified with our
singularity (excluding the rightmost and leftmost vertices), then our singularity is
of order n − 2 (we note that we are now counting the top and bottom rows). For
example, we see from Figure 13 that the suspension for pi =
{
c
a
a
b
c
b
d d
}
has
three singularities. One singularity is of order 2, while the other two singularities
are poles (of order −1).
Remark 1.47. Just as in the case for true permutations, the number and orders of
the singularities for pi do not vary by choice of λ and τ . It follows that the genus,
g(pi) is well defined.
1.9. Generalized Rauzy Classes. Similar to IETs, we define Rauzy induction
on linear involutions. Let T ∼ (pi, λ) for pi ∈ Q0A and λ ∈ RA,pi+ be a map on
I = (0, L(λ)) and Iˆ = I × {0, 1} (see Section 1.7). Let map T ′ be the first return
map on Iˆ ′ := I ′ × {0, 1} where I ′ := (0, L − max{λpi(d0), λpi(2d)}). We recall for
i ∈ {1, . . . , 2d} the value ipi given by {i, ipi} = pi−1(pi(i)).
Definition 1.48. Let pi = (pi, d0, d1) ∈ Q0A. We define Ruazy induction of each
type as follows:
• Let r0pi be the move of type 0 on pi. If dpi0 > d0, then
r0pi(i) :=
 pi(i), if i ≤ d
pi
0 ,
pi(2d), if i = dpi0 + 1,
pi(i− 1), if i > dpi0 + 1,
and r0pi = (r0pi, d0, d1). If d
pi
0 < d0, then
r0pi(i) :=
 pi(i), if i < d
pi
0 ,
pi(2d), if i = dpi0 ,
pi(i− 1), if i > dpi0 ,
and in this case r0pi = (r0pi, d0 + 1, d1 − 1) is defined only if it is proper.
• Let r1pi be the move of type 1 on pi. If (2d)pi < d0, then
r1pi(i) :=

pi(i), if i ≤ (2d)pi,
pi(d0), if i = (2d)
pi + 1,
pi(i− 1), if (2d)pi + 1 < i ≤ d0,
pi(i), if i > d0,
and r1pi = (r1pi, d0, d1). If (2d)
pi > d0, then
r1pi(i) :=

pi(i), if i < d0,
pi(i+ 1), if d0 ≤ i < (2d)pi − 1,
pi(d0), if i = (2d)
pi − 1,
pi(i), if (2d)pi ≤ i ≤ 2d,
and in this case r1pi = (r1pi, d0 − 1, d1 + 1) is defined only if it is proper.
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Remark 1.49. This definition agrees with the definition in Section 1.2 if pi is a
true permutation. It can also be shown similarly that for pi ∈ Q0A and ε ∈ {0, 1},
(rεpi)
−1 = r1−εpi−1.
So we see that if λpi(d0) > λpi(2d), T
′ = (r0pi, λ′) where λ′pi(d0) = λpi(d0) − λpi(2d)
and λ′α = λα otherwise. Likewise if λpi(d0) < λpi(2d), T
′ = (r1, λ′) where λ′pi(2d) =
λpi(2d) − λpi(d0) and λ′α = λα otherwise. It can be shown that if T ′ = (pi′, λ′),
then λ′ ∈ RA,pi′+ . Also, as in the case of regular IETs, T ′ is not well defined if
λpi(d0) = λpi(2d), which is a Lebesgue measure zero condition on RA+ and R
A,pi
+ .
Remark 1.50. Consider pi ∈ Q0A. Let ε ∈ {0, 1} be such that rεpi is not well
defined. It follows that there does not exist λ ∈ RA,pi+ such that:
• T ′ ∼ (pi′, λ′) exists, and
• pi′ = rεpi.
By this we see that if a move is not defined for pi, no linear involution T ∼ (pi, λ)
realizes this move.
The following definition and proposition (with proof) may be seen in Section 4
of [2]. This definition is the linear involution generalization of Definition 1.7.
Definition 1.51. A linear involution T ∼ (pi, λ) on Iˆ has a connection if there
exists (x, ε) ∈ I × {0, 1} and r ≥ 0 such that
• (x, ε) is a singularity of T−1, and
• T r(x, ε) is a singularity of T .
If T does not have a connection, it satisfies the Keane Condition.
This proposition is the linear involution equivalent of Proposition 1.9.
Proposition 1.52. Let T ∼ (pi, λ) be a linear involution. Then the following are
equivalent:
(1) T satisfies the Keane Condition.
(2) T (n), the nth iteration of R-V induction on T , is defined for all n ≥ 0.
Also, if T (n) = (pi(n), λ(n)), then λ(n) → 0 as n→∞.
If these conditions are satisfied, T is minimal.
Proposition 1.53. Let pi ∈ Q0A and ε ∈ {0, 1}. If rεpi is defined, then rεpi ∈ Q0A.
Proof. By Remark 1.49, it suffices to prove the claim for pi′ := r0pi and assume it
exists, for pi ∈ Q0A. Assume pi′ is reducible. Define the sets A,B,C,D ⊂ A by the
corner decomposition
pi′ =
{
A unionsqB . . . A unionsq C
B unionsqD . . . C unionsqD
}
.
Let α := pi′(d′0) be the last letter of the first row in pi
′. We consider each case from
Definition 1.43:
• Suppose no corner is empty. Then either α ∈ A or α ∈ C. If α ∈ C, then pi
has a corner decomposition with the same sets A,B,C,D, a contradiction
to the irreducibility of pi. Now if α ∈ A, let β appear before the first
occurrence of α or β := pi′(dpi
′
0 − 1). Then
pi =
{
A′ unionsqB′ . . . A′ unionsq C ′
B′ unionsqD′ . . . C ′ unionsqD′
}
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where
A′ =
{
A \ {β}, if β ∈ A,
A, if β ∈ B, B
′ =
{
B, if β ∈ A,
B \ {β}, if β ∈ B,
C ′ =
{
C unionsq {β}, if β ∈ A,
C, if β ∈ B, D
′ =
{
D, if β ∈ A,
D unionsq {β}, if β ∈ B,
which again shows that pi is reducible.
• Suppose the top left corner is empty, or A = B = ∅. Then pi has the same
corner decomposition as pi′.
• Suppose the bottom left corner is empty, or B = D = ∅. If α ∈ C, then pi
has the same corner decomposition as pi′ and is therefore reducible. Now if
α ∈ A, then
pi =
{
A′ . . . A′ unionsq C ′
∅ . . . C ′
}
where A′ := A\{β} and C ′ := C unionsq{β} for β := pi′(dpi′0 −1) as before. Then
we see again that pi is reducible.
• Suppose two corners on either the right or left are empty, or either A =
B = D = ∅ or B = C = D = ∅. In either case, pi has the same corner
decomposition as pi′ and is therefore reducible.
So after exhausting all cases, we see that if pi′ exists and is reducible, then pi must
be reducible as well. This is a contradiction of the assumption on pi. 
Example 1.54. Consider the following general permutations:
pi =
{
a a
d
b
c
b
d
c
}
and pi′ = r1pi =
{
a
c
a
d
b
c
b
d
}
.
We see that while pi′ ∈ Q0A, pi is reducible. This example shows that the converse
of Proposition 1.53 is in general false.
Remark 1.55. R-V Induction may be defined for suspensions as well. If S =
S(pi, λ, τ) is a suspension for pi ∈ Q0A, then S′ = S(pi′, λ′, τ ′) is a suspension for pi′
where pi′ and λ′ are from Definition 1.48 and τ ′ ∈ Tpi′ is given by
τ ′α =
{
τβ − τβ′ , if α = β,
τα, otherwise,
where pi′ = rεpi, β = αε and β′ = α1−ε for α0 = pi(d0), α1 = pi(2d). See Figure 14.
We note that this procedure is still a “cut and paste,” like in the true permutation
case. However, the pieces may be moved by translation composed with an order two
rotation.
Definition 1.56. Let pi ∈ Q0A, then the Rauzy Class of pi,R(pi), is the smallest set
of generalized permutations containing pi and closed under both types of inductive
moves. The Rauzy Graph of R(pi) is the directed graph with vertices in R(pi)
and edges representing the (valid) moves of induction.
Remark 1.57. An equivalent definition for a generalized Rauzy class on pi is the
set of all forward iterates of induction on pi, as in [2]. In that paper, Boissy and
Lanneau showed the following: if there exists a series of inductive steps from pi to
pi′ then there exists a series of steps from pi′ to pi. Their proof does not follow in
the same spirit of Claim 1.13, as there are pi ∈ Q0A such that a series of moves of
the same type terminate and do not form a cycle.
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S
1
S′
0
S′′
Figure 14. Two successive iterations of Rauzy-Veech induction
on a surface.
Example 1.58. Consider pi =
{
1
3
2
3
2
1
}
. We see that r1pi = pi and pi
′ := r0pi ={
1 1
3
2
3
2
}
. r0pi
′ is not defined, as it would not be proper. Let pi′′ := r1pi′ ={
1
2
1
3
2
3
}
. Note that r0pi
′′ = pi′′, and let pi′′′ :=
{
2
1
2
1
3 3
}
. Finally, we see that
r1pi
′′′ is not well defined and r0pi′′′ =
{
3
2
1
2
1
3
}
= pi. So R(pi) = {pi, pi′, pi′′, pi′′′},
and its Rauzy Graph is represented in Figure 15.
1
2
1
3
2
3{ { 13 23 21{ {
1 1
3
2
3
2{ {
3
1
2
1
32{ {1
1
10
0
0
Figure 15. A generalized Rauzy Graph.
Remark 1.59. R-V induction acting on a surface preserves the number and orders
of singularities of the surface. Therefore the number and orders of singularities
remains fixed throughout the entire Rauzy Class (and consequently the genus). The
leftmost singularity is again fixed by R-V Induction, and is still referred to as the
marked singularity. However the leftmost letters pi(1) and pi(d0 + 1) do not
remain fixed within a class, a contrast to the case of true permutations.
Definition 1.60. Given Rauzy Class R, the signature of R, σ(R), is the m-tuple
(`1, . . . , `m) where m is the number of singularities and `i’s are the orders with
multiplicity. The value of `1 denotes the order of the marked singularity. For any
pi ∈ R, σ(pi) := σ(R).
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1.10. Classification of Generalized Rauzy Classes. We note that as opposed
to the strata of Abelian differentials, E. Lanneau shows in [10] that the parity
of the spin structure is determined by the genus and therefore cannot distinguish
connected components in each stratum Q(`1, . . . , `m).
Theorem. (M. Kontsevich [8]; H. Masur and J. Smillie [14]; E. Lanneau [11]) All
connected components of any stratum of meromorphic quadratic differentials with
at most simple poles on a complex curve of genus g ≤ 2 are described as follows:
• For g = 0, all strata are nonempty and connected.
• For g = 1, Q(∅) and Q(1,−1) are empty. All other strata are nonempty
and connected.
• For g = 2, Q(3, 1) and Q(4) are empty. The strata Q(6,−12) and Q(3, 3,−12)
contain exactly two connected components, one is hyperelliptic and one is
not. All other strata are nonempty and connected.
The result for g = 0 is due to M. Kontsevich. The results on the empty strata
are due to H. Masur and J. Smillie. The remaining results for g = 1, 2 are by E.
Lanneau.
Theorem. (E. Lanneau [11]) All connected components of any stratum of mero-
morphic quadractic differentials with at most simple poles on a complex curve of
genus g ≥ 3 are described as follows:
• The four exceptional strata
Q(9,−1),Q(6, 3,−1),Q(3, 3, 3,−1),Q(12)
have two connected components, denoted Qreg and Qirr.
• The following strata
Q(2j − 1, 2j − 1, 2k − 1, 2k − 1), j, k ≥ 0, j + k = g
Q(2j − 1, 2j − 1, 4k + 2), j, k ≥ 0, j + k = g − 1
Q(4j + 2, 4k + 2), j, k ≥ 0, j + k = g − 2
have exactly two connected components, one is hyperelliptic and one is not.
• All other such strata are nonempty and connected.
The above theorems only categorize the connected components. As in Section
1.4, C. Boissy in [1] provides the final step in classification of all generalized Rauzy
classes:
Theorem. (C. Boissy [1]) Two generalized permutations belong to the same Rauzy
class if and only if they belong to the same connected component and have marked
singularities of the same order.
We conclude that Corollary 1.22 applies in the case of generalized permutations
as well.
2. True Rauzy Classes
Theorem 2.1. (Main Result) Every (true) Rauzy Class contains a permutation pi
such that pi = pi−1.
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We prove this by using Corollary 1.22 to identify each special case of Rauzy Class.
The hyperelliptic case is covered as the only standard element of each hyperelliptic
class, (d, d − 1, . . . , 2, 1) as shown in Proposition 1.28, is its own inverse. The re-
mainder of the connected components shall be covered by Theorems 2.9, 2.10, 2.11,
2.12, and 2.13. The special case of component Hnonhyp(2` − 1, 2` − 1) mentioned
in Section 1.4 is covered in Theorem 2.10, as the permutation constructed is not
hyperelliptic so can apply to these components. Finally, singularities of degree zero
are considered in Theorem 2.18.
While the following fact can be deduced from the works [1] and [9], we can now
state an alternate proof as a direct result.
Corollary 2.2. Every Rauzy Class is closed under taking inverses.
Proof. For any Rauzy Class R, we may pick pi′ ∈ R that is self inverse by Theorem
2.1. Now choose any pi ∈ R. By Claim 1.13, we may choose a series rε1 . . . rεk ,
εi ∈ {0, 1}, such that pi = rεkrεk−1 . . . rε2rε1pi′. By Claim 1.15,
pi−1 = (rεkrεk−1 . . . rε2rε1pi
′)−1
= r1−εkr1−εk−1 . . . r1−ε2r1−ε1pi
′−1
= r1−εkr1−εk−1 . . . r1−ε2r1−ε1pi
′.
So pi−1 ∈ R as pi′ ∈ R. 
Corollary 2.3. In every connected component of every stratum H(`1, . . . , `m),
there exists a differential that allows an order two orientation reversing linear isom-
etry.
Proof. In every connected component C ⊂ H(`1, . . . , `m), consider a Rauzy Class R
contained in C. Choose self-inverse pi ∈ R by Theorem 2.1. Let 1 = (1, . . . , 1) ∈ RA+
and τ = (1, 0, . . . , 0,−1) ∈ Tpi. Let S = S(pi,1, τ) and note that h(x, y) = (x,−y)
satisfies the claim. 
2.1. Spin Parity for Standard Permutations. When pi = (pi0, pi1) ∈ S0d is
standard, the calculations mentioned in Section 1.6 can be further refined. Just as
in that section, the following calculations are over Z2. The matrix Ω = Ωpi has the
following form
(17) Ω =

0 1 . . . . . . 1 1
1 A1 0 . . . 0 1
1 0 A2 0
... 1
...
...
. . .
. . .
. . .
...
1 0 . . . 0 Ap 1
1 1 . . . . . . 1 0

In other words, along the rows 1 and d and columns 1 and d, the entries are all
1 except entries Ω1,1 and Ωd,d which are 0. The interior d − 2 by d − 2 matrix is
composed of p square matrices, labeled Ai, along the diagonal with zeros otherwise.
Note that p = 1 is allowed. Each matrix Ai corresponds to sub-alphabet Ai such
that, for ε ∈ {0, 1}, piε(Ai) = {ni, . . . , ni +mi − 1} where ni > 1 and mi = #Ai <
d− 2.
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Example 2.4. Let pi = (7, 3, 2, 6, 5, 4, 1). We have that, for p = 2
Ωpi =

0 1 1 1 1 1 1
1 0 1 0 0 0 1
1 1 0 0 0 0 1
1 0 0 0 1 1 1
1 0 0 1 0 1 1
1 0 0 1 1 0 1
1 1 1 1 1 1 0

, A1 =
(
0 1
1 0
)
, A2 =
0 1 11 0 1
1 1 0

So if we write pi =
{
1 2 3 4 5 6 7
7 3 2 6 5 4 1
}
, we can assign to our Ai’s their corre-
sponding blocks in pi as follows:
A1 ∼
{
2 3
3 2
}
, A2 =∼
{
4 5 6
6 5 4
}
.
Because our definitions are invariant under renaming, we have a unique cor-
respondence between a matrix of the form Ai and its block in the permutation
pi = (pi0, pi1).
Definition 2.5. We allow Ai to refer to the matrix and the block in pi, and we
shall denote Ai as a block in either case.
We now show the significance of this definition by showing how it aids in de-
termining the spin parity for a standard permutation. Because Ω1,d = 1, we may
choose α1 = c1 and β1 = cd. Recalling that φ(c1) = φ(cd) = 1, the Equations (12),
for i, k = 2, . . . , d− 1, are now
c′i := ci + c1 + cd,(18a)
φ(c′i) := 1 + 1 + 1 + 1 = 0,(18b)
c′i · c′k := Ωi,k + 1 + 1 = Ωi,k.(18c)
The new matrix Ω′ over the remaining ci’s becomes
(19) Ω′ =

A1 0 . . . . . . 0
0 A2 0 . . .
...
... 0
. . .
. . .
...
...
...
. . . Ap−1 0
0 . . . . . . 0 Ap

,
and (8) becomes
(20) Φ(pi) = 1 +
g∑
i=2
φ(αi)φ(βi).
Next we notice that if ci belongs to the block associated to Aj , which we shall
denote as ci ∈ Aj , and ck is associated to Am, j 6= m, then ci · ck = 0. So for
any αi we select in a given Aj , βi must also belong to Aj as well. So once a pair
αi, βi ∈ Aj has been chosen, for any ck ∈ Am, j 6= m, then by (12),
c′k := ck,(21a)
φ(c′k) := φ(ck) = 0.(21b)
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Beginning with the initial data in (18), we can calculate the value of
(22) φ(Ai) :=
g∑
j=2, αj ,βj∈Ai
φ(αj)φ(βj)
for each Ai independently over each other Aj . So we are lead to our final equation
(23) Φ(pi) = 1 +
p∑
i=1
φ(Ai).
This final equation is a crucial part to Theorems 2.11, 2.12 and 2.13.
2.2. Blocks. In this section, we define the necessary blocks to construct the per-
mutations in the following sections. These blocks allow us to control the degrees of
the singularities as well as the parity of spin.
Definition 2.6. Let
S :=
{
α
α
}
.
For n ≥ 1, let
U2n :=
{
α1
β1
β1
α1
α2
β2
β2
α2
. . .
. . .
αn
βn
βn
αn
}
.
For n > 1, let
V2n :=
{
α1
β1
β1
α1
α2
β2
β2
α2
. . .
. . .
αn−1
βn
βn−1
αn
αn
βn−1
βn
αn−1
}
.
Let
V2,2 :=
{
α1
α5
α2
α4
α3
α3
α4
α2
α5
α1
}
.
For m,n ≥ 0, let
W2m+1,2n+1 :=
{
α1
β1
β1
α1
. . .
. . .
αm
βm
βm
αm
ε
η
ζ
ζ
γ1
δ1
δ1
γ1
. . .
. . .
γn
δn
δn
γn
}
.
For the remainder of the paper, when we speak of concatenating the blocks
above, we assume that each block is defined over its own unique subalphabet. For
example, W2m+1,2n+1 = U2mW1,1U2n and U2(m+n) = U2mU2n. Also note that
all of these blocks contribute a self-inverse portion of a permutation. When we say
a block appears inside a standard permutation pi, we mean that it is a block in pi
and does not include the letters on the outside, i.e. the letters pi−10 (1) = pi
−1
1 (d)
and pi−11 (1) = pi
−1
0 (d).
Definition 2.7. A permutation pi ∈ S0d is block-constructed if it is standard
and every block that appears inside comes from Definition 2.6. In other words, if
pi is block constructed then
pi =
{
A
Z
B1 · · ·Bk ZA
}
where each Bi is from Definition 2.6.
We now show the desired properties of the defined blocks.
Lemma 2.8. For the blocks in Definition 2.6, assuming they appear inside a stan-
dard permutation, the following are true:
SELF-INVERSES IN RAUZY CLASSES 33
• Assuming its leftmost (or rightmost) top and bottom singularities are iden-
tified, U2n contributes a singularity of degree 2n and φ(U2n) = 0.
• Assuming its leftmost (or rightmost) top and bottom singularities are iden-
tified, V2n, n > 1, contributes a singularity of degree 2n and φ(V2n) = 1.
• V2,2 contributes two singularities of degree 2 and φ(V2,2) = 1.
• W2m+1,2n+1 contributes two singularities, one of degree 2m+ 1 and one of
degree 2n+ 1.
Also, any block-constructed permutation is its own inverse.
Proof. We make note of a few relationships between our defined blocks:
U2(n+1) = U2U2n,
V2(n+1) = U2V2n,
W2m+1,2n+1 = U2mW1,1U2n.
We first prove the statement for U2. This block has the structure in the sus-
pended surface for pi as seen in Figure 16. Because the two singularities are identified
by assumption, this is one singularity of degree 2. To calculate φ(U2), we observe
that the matrix associated to U2 is just
(
0 1
1 0
)
. So we choose α1 = c1, β1 = c2 as
our canonical basis. Using Equations (18) and (22),
φ(U2) = φ(α1)φ(β1) = 0.
α1 β1
β1 α1
U2
α1 β1 α2 β2
β2 α2
β1
α1
V4
α1
α2
α3
α4 α5
α5 α4
α3
α2
α1
V2,2
ε
ζ
η
η
ζ
ε
W1,1
Figure 16. The blocks U2, V4, V2,2 and W1,1 in suspensions.
The two singularities in the top surfaces are identified by assump-
tion in Lemma 2.8.
For U2n, see that this is nothing more than n-U2 blocks concatenated, each block
contributing a singularity of degree 2. Because of concatenation, these singularities
are all identified to form one of degree 2n. To calculate φ(U2n), notice that its
matrix is just n U2 blocks along the diagonal. So by our reasoning in Section 2.1,
φ(U2n) =
n∑
i=1
φ(U2) = 0.
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We now prove the claim for V4. This block has the structure in the surface as
indicated by Figure 16. As in the case for U2, it is clear that this contributes a
singularity of degree 4. The matrix for V4 is
V4 =

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

We now calculate φ(V4). Using again Equations (18) and (22) with choices α1 = c1,
β1 = c4, α2 = c
′
2, and β2 = c
′
3,
φ(V4) = φ(α1)φ(β1) + φ(α2)φ(β2) = 0 + 1 = 1.
For V2n, we note that it is (n − 2)-copies of U2 followed by V4. As above the
degree of the singularity is then (n−2) ·2+4 = 2n. The matrix of V2n is (n−2)-U2
blocks and one V4 block along the diagonal. So
φ(V2n) =
n−2∑
i=1
φ(U2) + φ(V4) = 0 + 1 = 1
We now prove the theorem for V2,2. This follows from the block’s portion in the
surface (see Figure 16). The matrix for V2,2 is
V2,2 =

0 1 1 1 1
1 0 1 1 1
1 1 0 1 1
1 1 1 0 1
1 1 1 1 0

all of the statements in the theorem for V2,2 follow immediately as they have for
the previous blocks.
For W2m+1,2n+1, it suffices to prove the statement for W1,1, as W2m+1,2n+1 =
U2mW1,1U2n, making the singularities degrees 2m+ 1 and 2n+ 1 as desired. The
portion of the surface determined by W1,1 is shown in Figure 16. So again, count-
ing verifies that there are two singularities with degree 1.
The final statement of the theorem is clear as each block places all of its letters
in self-inverse positions and the outside A and Z letters (making the permutation
standard) are in self-inverse position as well. 
Before proving the main theorem, we remark that the block S is designed to
keep singularities of neighboring blocks separate. To illustrate this point, notice
that U2nU2m contributes one singularity of degree 2(m + n), while U2mSU2n
contributes the desired two singularities. The block S also causes any neighboring
block’s leftmost (or rightmost) top and bottom singularities to be identified, as
required in Lemma 2.8.
2.3. Self-Inverses for g ≤ 3.
Theorem 2.9. Given p˜i ∈ S0 such that g(p˜i) ≤ 3, There exists pi ∈ R(p˜i) such that
pi = pi−1.
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We shall prove this result simply by stating such an element for each class ac-
cording to the following tables. When possible, we use the construction methods
in the theorems for higher genera to make our example. To consider additional
removable singularities, refer to Theorem 2.18.
Genus 1
Signature Type Self-inverse
(0) hyperelliptic (2, 1)
(0, 0) hyperelliptic (3, 2, 1)
Genus 2
Signature Type Self-inverse
(2) hyperelliptic (4, 3, 2, 1)
(1, 1) hyperelliptic (5, 4, 3, 2, 1)
Genus 3
Signature Type Self-inverse
(4) hyperelliptic (6, 5, 4, 3, 2, 1)
(4) odd (6, 3, 2, 5, 4, 1)
(3, 1) - (7, 4, 3, 2, 6, 5, 1)
(1, 3) - (7, 3, 2, 6, 5, 4, 1)
(2, 2) hyperelliptic (7, 6, 5, 4, 3, 2, 1)
(2, 2) odd (7, 3, 2, 4, 6, 5, 1)
(1, 1, 2) - (8, 3, 2, 4, 7, 6, 5, 1)
(2, 1, 1) - (8, 4, 3, 2, 5, 7, 6, 1)
(1, 1, 1, 1) - (9, 4, 3, 2, 5, 8, 7, 6, 1)
2.4. Self-Inverses for g ≥ 4.
Theorem 2.10. Let Rauzy Class R have signature (`1, . . . , `m) such that `i is odd
for some i. Then there exists pi ∈ R such that pi = pi−1.
Proof. We shall give an explicit construction of such a pi. As there are singularities
of odd degree, we only need to verify that our constructed permutation has the
appropriate signature. We do this considering two cases: `1 is even or `1 is odd.
First assume that `1 is odd. Then we can rearrange our `i’s such that `i is odd
for 1 ≤ i ≤ k and `i is even for k < i ≤ m. Notice that k must be even as the sum
over all `i’s is even. So we define pi by
pi =
{
A
Z
U`mSU`m−1S · · ·SU`k+1SW`k,`k−1S · · ·SW`2,`1 ZA
}
.
By Lemma 2.8, this permutation has the appropriate singularities. Since the sin-
gularity of degree `1 is the one immediately to the left of A and Z, it is the marked
singularity.
The second case is to assume that `1 is even. We then make a division such that
`i is even for all 1 ≤ i ≤ k and is odd for k < i ≤ m, noticing that this time m− k
must be even. Then our desired pi is
pi =
{
A
Z
W`m,`m−1SW`m−2,`m−3S · · ·SW`k+2,`k+1SU`kS · · ·SU`1 ZA
}
.
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Just as in the previous case, this has the desired signature. 
Theorem 2.11. Let Rauzy Class R have signature (2`1, . . . , 2`m) and odd spin.
Then there exists pi ∈ R such that pi = pi−1.
Proof. As opposed to the proof of Theorem 2.10, we must construct a permutation
that not only has the appropriate signature (2`1, . . . , 2`m) but also satisfies Φ(pi) =
1. Let pi be defined as
pi =
{
A
Z
U2`mSU2`m−1S · · ·SU2`2SU2`1 ZA
}
.
Again, as in the proof of Theorem 2.10, this has the desired signature. By Equation
(23),
Φ(pi) = 1 +
m∑
i=1
φ(U2`i) = 1
as φ(U2`i) = 0 by Lemma 2.8. 
Theorem 2.12. Let Rauzy Class R have signature (2, . . . , 2) and even spin. Then
there exists pi ∈ R such that pi = pi−1.
Proof. We will construct our desired pi, show that it has the appropriate signature
and verify that Φ(pi) = 0. Let m > 1 be the number singularities of degree 2. Then
we may define pi as
pi =
{
A
Z
Bm−1SBm−2S · · ·SB1 ZA
}
, Bi =
{
V2,2, i = 1
U2, otherwise.
By Lemma 2.8, this has the appropriate signature. We also know that φ(U2) = 0
and φ(V2,2) = 1. So by (23)
Φ(pi) = 1 +
m−1∑
i=1
φ(Bi) = 1 + 1 = 0.

Theorem 2.13. Let Rauzy Class R have even spin and signature (2`1, . . . , 2`m)
such that `i > 1 for some i. Then there exists pi ∈ R such that pi = pi−1.
Proof. We must again construct a pi with signature (2`1, 2`2, . . . , 2`m) and such
that Φ(pi) = 0. Let j be chosen such that `j > 1. Then we define pi as
pi =
{
A
Z
BmSBm−1S · · ·SB1 ZA
}
, Bi =
{
V2`i if i = j,
U2`i otherwise.
By Lemma 2.8, this has the appropriate signature. We know that φ(U2`i) = 0 and
φ(V2`j ) = 1. So by Equation (23),
Φ(pi) = 1 +
m∑
i=1
φ(Bi) = 1 + 1 = 0.

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2.5. Self-inverses with Removable Singularities. Singularities are called re-
movable if they have degree 0. A suspension of a permutation with removable
singularities will move by induction to consider such singularities, but they are not
actually zeroes of the corresponding Abelian differential. The results for Corollary
1.22 extend to Rauzy Classes with removable singularities. Given a permutation pi
with removable singularities, we first must consider which connected component of
which stratum R(pi) belongs to, called C. We then choose a Rauzy Class R′ ⊆ C in
such that:
• If the genus of R is 1, then we define R′ to be the irreducible permutation
on 2 letters.
• If the genus of R is greater than 1, no singularity of R′ is removable.
• If the marked singularity of R is not removable and of degree n, then the
marked singularity of R′ is of degree n as well. If the marked singularity
of R is removable, R′ has no restriction on which singularity is marked.
In another context, consider a suspension with differential, (S, q), on any represen-
tative pi ∈ R. We complete the differential q at any removable singularity and call
this new differential q′ on the same surface. As long as the marked singularity of
pi wasn’t removable, then the same singularity is marked by pi′, the permutation
resulting from (S, q′). If the marked singularity of pi was removable, then we may
choose a new marked singularity of what remains in (S, q′) and define pi′ by this
choice.
Definition 2.14. We call such R′ an underlying Rauzy Class, or underlying
class, of R.
Example 2.15. For pi = (7, 4, 5, 2, 6, 3, 1), R = R(pi) has signature (4, 0) and odd
spin (non hyperelliptic). So we need to find R′ ⊆ Hodd(4) with no removable sin-
gularities. Our only choice is, by theorem 2.11, R′ = R(pi′) for pi′ = (6, 3, 2, 5, 4, 1).
Example 2.16. For pi = (7, 6, 1, 4, 3, 2, 8, 5), R = R(pi) has signature (0, 3, 1) so
it belongs to the connected stratum H(3, 1). There are two choices of underlying
Rauzy classes, R′ = R(7, 4, 3, 2, 6, 5, 1) and R′′ = R(7, 3, 2, 6, 5, 4, 1), based on the
choice of the new marked singularity.
Remark 2.17. If R has a marked singularity that is not removable, the choice of
R′ is unique. One can also check that if R is a Rauzy class on d letters with k
removable singularities, an underlying class R′ is a Rauzy class on d− k letters.
Theorem 2.18. Given a Rauzy Class R with at least one removable singularity,
there exists pi ∈ R such that pi = pi−1.
Proof. By the above discussion and Theorems 2.9-2.13, we have a p˜i = p˜i−1 that
belongs to the underlying class R′ on d− k letters. Denote this by
p˜i =
{
A
Z
D
Z
A
}
We now only need to confirm two cases, either `1 = 0 or `1 6= 0 for σ(R) =
(`1, . . . , `m). In the first case, we have the permutation
pi =
{
A
Z
D S · · ·S︸ ︷︷ ︸
k
Z
A
}
.
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In the second case, the permutation is of the form
pi =
{
A
Z
S · · ·S︸ ︷︷ ︸
k
D
Z
A
}
.

Remark 2.19. Consider any permutation p˜i. Move to standard pi ∈ R(p˜i) (see
Claim 1.14). If pi has removable singularities then one of the following must be
satisfied:
(1) There exists γ, δ ∈ A such that piε(γ) + 1 = piε(δ) for each ε ∈ {0, 1}.
Consider the map
pi =
{
α
β
. . . γδ
. . .
. . .
γδ . . .
β
α
}
→
{
α
β
. . . γ
. . .
. . .
γ . . .
β
α
}
= pi′
that “forgets” δ. Figure 17 shows how this map eliminates the removable
singularity between γ and δ.
(2) There exists γ ∈ A such that pi0(γ) = pi1(γ) = 2. The map
pi =
{
α
β
γ
γ
δ . . .
η . . .
β
α
}
→
{
α
β
δ . . .
η . . .
β
α
}
= pi′
“forgets” γ. This map eliminates the removable singularity to the left of
the segments labeled γ.
(3) There exists γ ∈ A such that pi0(γ) = pi1(γ) = d− 1. Consider the map
pi =
{
α
β
. . . δ
. . . η
γ
γ
β
α
}
→
{
α
β
. . . δ
. . . η
β
α
}
= pi′
that “forgets” γ. This new permutation no longer has a removable marked
singularity. The new marked singularity was originally on the left of the
segments labeled γ.
By performing these maps, we may explicitly derive a standard representative of
R′.
α
γ δ
β
β
γ δ
α
S S′
α
γ
β
β
γ
α
Figure 17. The differential for S′ completes the removable sin-
gularity in the differential for S. All other singularities remain
unchanged.
Example 2.20. Begin with pi = (7, 4, 5, 1, 6, 2, 3), with signature σ(pi) = (2, 0, 0, 0).
We then consider standard pi′ = r30pi = (7, 6, 2, 3, 4, 5, 1). By performing the first
reduction listed in Remark 2.19, we get{
1
7
2
6
3
2
4
3
5
4
6
5
7
1
}
→
{
1
7
2
6
4
2
5
4
6
5
7
1
}
→
{
1
7
2
6
5
2
6
5
7
1
}
→
{
1
7
2
6
6
2
7
1
}
= (4, 3, 2, 1) = p˜i.
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In this case, p˜i is in the hyperelliptic class and is self-inverse with one singularity of
degree 2. So by the proof of Theorem 2.18, we derive,
pi′′ =
{
1
4
a
a
b
b
c
c
2
3
3
2
4
1
}
= (7, 2, 3, 4, 6, 5, 1).
One may verify that pi′′ = r31r
2
0r
2
1r0pi. Therefore pi
′′ ∈ R(pi) and is self-inverse.
3. Generalized Rauzy Classes
Theorem 3.1. (Main Result) A generalized Rauzy Class R ⊆ Q0A with signature
(`1, . . . , `m) contains a permutation pi such that pi = pi
−1 if and only if the following
conditions hold:
(24a) `1 = 0,
(24b) #{i : `i = j, 1 ≤ i ≤ m} is even, for all odd j ≥ −1.
3.1. Necessary Conditions.
Definition 3.2. A generalized permutation pi is balanced if d0 = d1, i.e. if the
top and bottom rows are the same length.
Let A be an alphabet on d letters. Let h : {1, . . . , 2d} → {1, . . . , 2d} be the
involution defined by
h(i) :=
{
i+ d, if 1 ≤ i ≤ d,
i− d, if d+ 1 ≤ i ≤ 2d.
A self-inverse pi ∈ Q0A must be balanced and satisfy pi = pi ◦ h up to renaming.
Definition 3.3. Letters α, β ∈ A are paired in self-inverse pi ∈ Q0A if h(pi−1(α)) =
pi−1(β). In other words, α and β appear in the same columns in our representation
of pi (it is possible that α = β).
Example 3.4. For
pi =
{
a
d
b
e
c
c
b
e
d
a
}
the letters a and d are paired, as are b and e. The letter c is paired with itself.
If pi ∈ Q0A is balanced, 1 := (1, . . . , 1) ∈ RA,pi+ .
Definition 3.5. For a balanced pi ∈ Q0A, consider any τ ∈ Tpi. Denote
S1 = S(pi,1, τ)
as a unit suspension for pi.
Remark 3.6. Given such a pi and S1, every vertical geodesic is either a closed
saddle connection (a geodesic with singularities at each endpoint) or a closed loop
avoiding any singularities. This fact makes the following definition possible.
Definition 3.7. Let pi ∈ Q0A be balanced and S1 be a unit suspension. A singu-
larity represented by vertex class [v] is paired to singularity [v′] if there exists a
vertical saddle connection between [v] and [v′] ([v] = [v′] is possible).
Lemma 3.8. Let pi ∈ Q0A be self-inverse with unit suspension S1. Then every
singularity [v] is paired to a unique singularity [v′].
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Proof. Consider any occurrence of v in S1 and its paired vertex v
′. The other
vertices in the class of v are found by identifying v by the identified edges connected
to v. Let α represent an edge connected to v, and let β be the paired letter with
edge attached to v′ (see Section 1.8). Then the occurrence of v attached to the other
edge labeled α is paired to a vertex. However, this vertex must be an occurrence
of v′ as it is attached to the second edge labeled β. We conclude if v and v′ are
endpoints of one vertical saddle connection in S1, every vertical saddle attached to
any copy of v must have a copy of v′ as its other endpoint. 
β
α
β
α
α
β
α
β
Figure 18. The marked singularity of self-inverse pi must be
paired with itself.
Lemma 3.9. Let pi ∈ Q0 with signature σ = (`1, . . . , `m). If pi = pi−1, then
Equations (24a) and (24b) hold.
Proof. Let α = pi(1) and β = pi(d + 1) be the first letters in each row and v1 the
leftmost singularity. Because α and β are paired, there exists another appearance
of v1 attached to α. However, β also is attached to an occurrence of v1, implying
that v1 is paired to itself, see Figure 18. By Lemma 3.8 and counting, we conclude
that `1 is even.
Consider any odd k ≥ −1 and j such that `j = k corresponding to vertex vj .
By our previous observation, vj can not be paired to itself. So there exists unique
singularity vj′ paired to vj . By this we can conclude that `j = `j′ . Because every
odd ordered singularity has a unique and distinct paired singularity of the same
order, (24b) follows. 
Remark 3.10. For the remainder of this section, we assume that Equations (24)
hold for any generalized Rauzy Class R. As a result, we assume that R has a
signature of the form (2`1, . . . , 2`m, j
2
1 , . . . , j
2
n,−1p) for `i ≥ 0, ji ≥ 1 odd, and p
the number of poles.
3.2. Blocks and Insertions. We recall Definition 2.5 and continue to use the
term block to refer a pattern of letters that appear in a balanced permutation. In
this section, we define blocks needed to construct self-inverses in Sections 3.3, 3.4
and 3.5.
Definition 3.11. Fix balanced pi ∈ Q0A and let αi = pi(i), i ∈ {1, . . . , 2d}. Consider
paired singularities [v] and [v′] and i ∈ {1, . . . , d− 1}, i, such that:
• The vertex v in between edges αi and αi+1 belongs to [v].
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• The vertex v′ in between edges αi+d and αi+d+1 belongs to [v′].
For any block of d′ letters B over alphabet A′, let (pi′, d+d′, d+d′) be a generalized
permutation over alphabet A unionsqA′ defined by
pi′ =
{
α1
αd+1
. . .
. . .
αi
αi+d
b1
bd′+1
. . .
. . .
bd′
b2d′
αi+1
αi+d+1
. . .
. . .
αd
α2d
}
where
B =
{
b1
bd′+1
. . .
. . .
bd′
b2d′
}
.
We say that pi′ is made by an insertion of B at paired singularities [v] and [v′].
Definition 3.12. Let P0 be defined to be empty. We then define Pi, i ≥ 1,
recursively by:
• P1 :=
{
α
β
α
β
}
and
• Pi+1 := P1Pi.
Lemma 3.13. Let pi ∈ Q0A be self-inverse with fixed paired singularities of odd
order j ≥ −1. When block P2i is inserted at that singularity pair, the resulting
permutation pi′ has replaced the fixed singularities with paired singularities of odd
order j + 2i and has 4i more poles than pi. When block Pi is inserted at an even
ordered singularity of order 2` ≥ 0, the resulting permutation pi′ has replaced the
fixed singularity with one of order 2(`+ i) and has 2i more poles than pi. In either
case, pi′ is self-inverse and pi′ ∈ Q0A.
Proof. We note that the proof follows in a similar manner to the proof of Lemma
2.8. See Figure 20 to verify the counting argument for P1. The result for Pi follows
by induction. 
P1
U2
α α
β β
α1 β1
β1 α1
Figure 19. Inserting blocks P1 and U2 at paired singularities.
Remark 3.14. We will use U from Definition 2.6 adding the convention that U0
is the empty block.
Lemma 3.15. Let pi ∈ Q0A be self-inverse and i ≥ 0. When U2i is inserted at an
even ordered (self-paired) singularity of order 2` ≥ 0, the singularity is now of order
2`+ 4i. When U2i is inserted at fixed paired singularities of odd order j ≥ −1, the
paired singularities are now of order j + 2i. This new permutation is irreducible
and self-inverse.
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Proof. This again follows from counting, induction and Figure 19. 
Definition 3.16.
T4,4 :=
{
α
ε
β
β
γ
δ
α
ε
δ
γ
}
X8 :=
{
α
β
γ
δ
α
β
γ
δ
}
X4i+8 := U2iX8 for i > 0
Y4i+2,4j+2 :=
{
α
β
SU2i
α
β
U2j
}
Lemma 3.17. T4,4 contributes two singularities of order four. If its leftmost (or
rightmost) singularities are identified, X4k contributes a singularity of order 4k. If
its leftmost (or rightmost) singularities are identified, Y4i+2,4j+2 contributes two
singularities: one of order 4i+ 2 and one of order 4j + 2.
Proof. We refer to Figure 20 for T4,4, X8 and Y2,2. The other X and Y blocks
follow inductively by Lemma 3.15. 
T4,4
X8 Y2,2
α β γ α
δ
ε
β δ
ε γ
α γ α
γ
β δ β
δ
α s α
β
s β
Figure 20. Blocks T4,4, X8 and Y2,2 in suspensions. The bottom
two blocks have their leftmost (or rightmost) singularities identified
by assumption.
Definition 3.18. For i, j, k ≥ 0,
Q2i+1,(2j−1,2k−1) :=
{
a
c
U2j
a
c
b
d
U2k
b
d
U2i
}
Lemma 3.19. Let pi ∈ Q0A be self-inverse. When Qr,(p,q), p, q ≥ −1 and r ≥ 1
all odd, is inserted at paired singularities of odd order j ≥ −1, the paired sin-
gularities are now of order r + j + 1 and two new pairs, of orders p and q, are
added. Specifically, if j = −1 (the fixed paired singularities are poles), the initially
paired singularities are now of order r. The resulting permutation is self-inverse
and irreducible.
Proof. This is an immediate result of Lemmas 3.13 and 3.15 as an insertion of a Q
block may be achieved by a sequence of P and U insertions. 
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3.3. Strata with g ∈ {0, 1}.
Lemma 3.20. Let R be a generalized Rauzy Class of genus g ∈ {0, 1} such that
Conditions (24) hold. Then R contains a self-inverse element.
Proof. Let us begin with g = 0. By Remark 3.10, the signature of R is of the form
σ(R) = (2`1, . . . , 2`m, j21 , j22 , . . . , j2n,−12`1+···+2`m+2j1+···+2jn+4)
where each ji is odd. In this case, only the signature must be verified. Start with
the base permutation
pi0 =
{
a
c
a
c
P`1SP`2S · · ·SP`m bd
b
d
}
.
By Lemma 3.13, this permutation has signature (2`1, . . . , 2`m,−12`1+···+2`m+4).
We then proceed inductively to derive pii+1 by inserting Pji+1+1 at any paired set
of pole (order −1) singularities in pii. Again by Lemma 3.13, pii has signature
σ(pii) = (2`1, . . . , 2`m, j
2
1 , j
2
2 , . . . , j
2
i ,−12`1+···+2`m+2j1+···+2ji+4).
pi = pin is self-inverse and has the desired signature, so pi ∈ R.
As in the g = 0 case, all that must be verified for g = 1 is the signature. In this
instance, the signature for R is
σ(R) = (2`1, . . . , 2`m, j21 , . . . , j2n,−12`1+···+2`m+2j1+···+2jn)
for positive odd ji’s. First assume `i > 0 for some i. Let
pi0 =
{
A
Z
P`mS · · ·SP`1 ZA
}
.
Again, as in the g = 0 case, we may perform insertions Pji+1 on paired poles for
each i ∈ {1, . . . , n} to construct self-inverse pi with the appropriate signature. If
`1 = · · · = `m = 0, then by the classification theorems in Section 1.10, n > 0. We
begin with
pi1 =
{
a
c
U2P2j1−2
a
c
S · · ·S︸ ︷︷ ︸
m−1
b
d
b
d
}
.
By Lemmas 3.13 and 3.15, pi1 has signature (0
m, j21 ,−12j1). As pi1 contains poles,
we may proceed as in the above cases to create self-inverse pi with the desired
signature. 
Example 3.21. Consider the Rauzy ClassR with signature σ(R) = (2, 2, 1, 1, 1, 1,−112).
The genus of R is 0. We give each step as presented in the above proof:
pi0 =
{
1
10
1
10
6
15
6
15
7
7
8
16
8
16
9
17
9
17
}
pi1 =
{
1
10
2
11
2
11
5
14
5
14
1
10
6
15
6
15
7
7
8
16
8
16
9
17
9
17
}
pi = pi2 =
{
1
10
2
11
3
12
3
12
4
13
4
13
2
11
5
14
5
14
1
10
6
15
6
15
7
7
8
16
8
16
9
17
9
17
}
.
The blocks inserted in each step are in bold. Note that σ(pi0) = (2, 2,−18), σ(pi1) =
(2, 2, 1, 1,−110) and σ(pi2) = (2, 2, 1, 1, 1, 1,−112) = σ(R). Therefore pi = pi2 ∈ R.
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3.4. Strata with a hyperelliptic component, g ≥ 2.
Remark 3.22. The generalized permutations we construct in genus g ≥ 2 come in
one of two forms,
pi =
{
A
Z
D0
Z
A
}
or pi =
{
a
c
D1
a
c
D2
b
d
D3
b
d
}
.
We can add removable singularities to these permutations pi in a manner similar
to Theorem 2.18. Suppose k removable singularities are added to our permutation
pi and call this new permutation pi′. Then
pi′ =
{
A
Z
D0S
k Z
A
}
or pi′ =
{
a
c
D1
a
c
SkD2
b
d
D3
b
d
}
if the marked singularity of pi′ is removable, and
pi′ =
{
A
Z
SkD0
Z
A
}
or pi′ =
{
a
c
D1
a
c
D2S
k b
d
D3
b
d
}
otherwise. The lemmas in this and the following sections all may use the above
changes to allow for removable singularities.
Lemma 3.23. The following results hold for strata that contain hyperelliptic com-
ponents:
• A Rauzy class in the stratum Q(2j−1, 2j−1, 4k+2) contains a self-inverse
element if and only if the marked singularity is of even order.
• A Rauzy class in the stratum Q(2j − 1, 2j − 1, 2k − 1, 2k − 1) contains a
self-inverse element if and only if the marked singularity is of even order.
• Any Rauzy class in the stratum Q(4j + 2, 4k + 2) contains a self-inverse
element.
Proof. We refer to Section 1.5 to determine the hyperellipticity of a permutation.
For a permutation pi ∈ Q0A to be hyperelliptic, there must be a map that is piece-
wise of the form z 7→ −z + c on the interior of the polygon for any suspension for
pi. This involution must map non-removable singularities to non-removable singu-
larities and fix 2g + 2 points, where g is the genus of pi.
Suppose that σ(R) = (0, 2j−1, 2j−1, 2k−1, 2k−1) and R is hyperelliptic. Let
pi =
{
α
γ
a1
a2j
a2
a2j−1
· · ·
· · ·
a2j−1
a2
a2j
a1
α
γ
β
δ
c1
c2k
c2
c2k−1
· · ·
· · ·
c2k−1
c2
c2k
c1
β
δ
}
.
From counting, it follows that σ(pi) = σ(R). It remains to show that pi is hyperel-
liptic. Refer to Figure 21. Two points in the interior of the polygon, labeled as the
white dot and black dot, must be fixed by the hyperelliptic involution, in order to
fix the midpoints of each edge ai and ci. We see that the grey geodesic is mapped
to the dotted grey geodesic. Therefore an involution that fixes, say, the black dot
fixes the white one as well. Because these two points are fixed, we see that there
are 2 + 2j + 2k = 2g + 2 fixed points. Therefore pi is hyperelliptic.
Now assume that σ(R) = (0, 2j − 1, 2j − 1, 2k − 1, 2k − 1) and R is non-
hyperelliptic. We assume that either j > 1 or k > 1, as the stratum Q(1, 1, 1, 1) is
connected. Then
pi =
{
α
γ
U2j
α
γ
β
δ
U2k
β
δ
}
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α
α β
β
γ
γ δ
δ
a1
· · · · · ·
a2j
a2j
· · · · · ·
a1
c1
· · · · · ·
c2k
c2k
· · · · · ·
c1
Figure 21. There are two interior points that must be fixed by
a hyperelliptic involution. If the involution fixes one, the other is
fixed as well.
belongs to R and is self-inverse.
Consider hyperelliptic R with σ(R) = (4k+2, 2j−1, 2j−1). Then a self-inverse
element of R is
pi =
{
A
Z
c1
c2k
· · ·
· · ·
ck
ck+1
α
β
a1
a2j
· · ·
· · ·
a2j
a1
α
β
ck+1
ck
· · ·
· · ·
c2k
c1
Z
A
}
.
A similar argument for σ = (0, 2j − 1, 2j − 1, 2k − 1, 2k − 1) shows that pi ∈ R.
Now consider non-hyperelliptic R such that σ(R) = (4k + 2, 2j − 1, 2j − 1).
The stratum Q(2,−1,−1) is connected, so assume that (j, k) 6= (1, 0). Then a
self-inverse element pi ∈ R is
pi =
{
A
Z
U2k
α
β
U2j
α
β
Z
A
}
.
Finally, let R have signature σ(R) = (4k + 2, 4j + 2). Then there is self-inverse
pi ∈ R where
pi =
{
A
Z
c1
c2k
· · ·
· · ·
ck
ck+1
α
β
a1
a2j+1
· · ·
· · ·
a2j+1
a1
α
β
ck+1
ck
· · ·
· · ·
c2k
c1
Z
A
}
if R is in the hyperelliptic component and
pi =
{
A
Z
α
β
S U2j
α
β
U2k
Z
A
}
=
{
A
Z
Y4j+2,4k+2
Z
A
}
if R is in the nonhyperelliptic component. These two constructions coincide if
j = k = 0. However, the stratum in this case, Q(2, 2), is connected.

3.5. Other strata with g ≥ 2.
Lemma 3.24. The four exceptional strata mentioned in Section 1.10, Q(9,−1),
Q(6, 3,−1), Q(3, 3, 3,−1) and Q(12), each have two connected components. Any
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Rauzy Class R in the stratum Q(12) contains a self-inverse element. The other
three strata do not contain self-inverses.
Proof. Any class contained in one of the three strata Q(9,−1), Q(6, 3,−1) or
Q(3, 3, 3,−1) cannot have self-inverses, as it would violate the necessary condition
(24b). So the only likely candidate is Q(12). Consider the two connected compo-
nents labeled Qreg(12) and Qirr(12). By calculation using Zorich’s Mathematica
software [22],
pi =
{
1 2 1 2 3 4 3 4
5 6 5 6 7 8 7 8
}
is a self-inverse element of Qreg(12). Again, by direct calculation
pi =
{
1 2 3 4 5 2 6 7
7 8 4 3 6 8 5 1
}
is self-inverse and belongs to Qirr(12). 
Lemma 3.25. Let R belong to Q(2`1, . . . , 2`m) with `i > 0 and g(R) ≥ 2 that
satisfy Conditions (24). Then R contains a self-inverse element.
Proof. Suppose there are m > 0 singularities of order 4 for R. Then the self-inverse
permutation is
pi =
{
A
Z
Am−1S · · ·A2SA1 ZA
}
, where Ai =
{
T4,4, if i = 1,
U2, otherwise.
Now suppose the signature for R is σ(R) = (4`1, . . . , 4`m), `i ≥ 1, and there is
some j such that `j > 1. Then the self-inverse element is
pi =
{
A
Z
AmS · · ·SA1 ZA
}
, where Ai =
{
X4lj , if i = j,
U2li , otherwise.
Now suppose the signature of R is (2`1, · · · , 2`m) where `j is odd for some j. If
σ(R) = (4k + 2, 4j + 2), we may construct a self-inverse by Lemma 3.23. Because
the sum of singularities is a multiple of four, the number of odd `i’s is even, denoted
2k > 0. Let n = m − 2k be the number of even `i’s. Suppose `1 is even. Then
we may write the signature as (4`′1, . . . , 4`
′
n, 2`n+1, . . . , 2`m), where 2`
′
i = `i for
i ∈ {1, . . . , n}. The constructed example is
pi =
{
A
Z
Y2`m,2`m−1S · · ·SY2`n+2,2`n+1SU2`′nS · · ·SU2`′1
Z
A
}
.
If `1 is odd, then we write the signature as (2`1, . . . , 2`2k, 4`
′
1, . . . , 4`
′
n), where 2`
′
i =
`i+2k for i ∈ {2k + 1, . . . ,m}. We then define
pi =
{
A
Z
U2`′nS · · ·SU2`′1SY2`2k,2`2k−1S · · ·SY2`2,2`1
Z
A
}
.
By Lemmas 3.17 and 3.15, the examples constructed have the desired signature. 
Lemma 3.26. Let R belong to Q(`1, . . . , `m), `i ≥ 0, with g(R) ≥ 2, such that R
satisfies Conditions (24). Then R contains a self-inverse element.
Proof. By Remark 3.10, let the signature be of the form
σ(R) = (2`1, . . . , 2`m, j21 , . . . , j2n)
for `i ≥ 0 and odd ji > 0.
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First assume that n is even. Then 2`1 + · · ·+ 2`m is a multiple of 4, so we may
construct a self-inverse pi0 with signature (2`1, . . . , 2`m) by Lemma 3.25. Define
block D0 by
pi0 =
{
A
Z
D0
Z
A
}
.
Note we may instead use D0 = U2 and Remark 3.22 in the case (2`1, . . . , 2`m) ∈
{(0m−1, 4), (4, 0m−1)}. If n = 0, then this is the desired element. So assume that
n = 2k ≥ 2. Let D1 be the block obtained by reflecting D0 horizontally, i.e.
D0 =
{
α1
β1
α2
β2
· · ·
· · ·
αp
βp
}
⇒ D1 =
{
αp
βp
αp−1
βp−1
· · ·
· · ·
α1
β1
}
.
Note that now the leftmost singularity of D1 is order 2`1. Then define
pi1 =
{
α
γ
α
γ
D1
β
δ
β
δ
}
.
So pi1 has signature (2`1, . . . , 2`m,−14). We now move from pii to pii+1 by inserting
a block of form Qj2i−1,(j2i,−1) to pii at any choice of paired poles. So pii will have
signature (2`1, . . . , 2`m, j
2
1 , j
2
2 , . . . , j
2
2i−3, j
2
2i−2,−14) for all i such that 1 < i ≤ k, by
Lemma 3.19. To derive pik+1, we replace the four paired poles in pik with Uj2k−1+1
for one pair and Uj2k+1 for the other. By Lemma 3.15, the signature of pi := pik+1
is as desired.
Now assume that n = 2k + 1 is odd. Because the sum of the orders of sin-
gularities must be a multiple of 4, there exists p such that `p is odd. Fix this
`p. We may again from Lemma 3.25 construct self-inverse pi0 with signature
(2`1, . . . , 2`p−1, 2`p+1, . . . , 2`m). Define D0 and D1 as above. If p = 1, let
pi1 :=
{
A
Z
D1SU2`p−2
α
β
α
β
Z
A
}
,
and if p 6= 1, let
pi1 :=
{
A
Z
α
β
α
β
U2`p−2SD1
Z
A
}
.
By Lemma 3.15, pi1 has signature (2`1, . . . , 2`m,−12). As before, insert block
Qj2i−1,(j2i,−1) into the paired poles of pii to get pii+1. By Lemma 3.19, the signature
of pii is (2`1, . . . , 2`m, j
2
1 , j
2
2 , . . . , j
2
2i−3, j
2
2i−2,−12) for all i such that 1 < i ≤ k + 1.
Let pi := pik+2 be derived by inserting a block Ujn+1 at the paired poles of pik+1.
By Lemma 3.15, pi has the desired signature. 
Corollary 3.27. A Rauzy Class R with signature (2`1, . . . , 2`m, j21 , . . . , j2n,−12),
ji > 0 odd, contains a self-inverse element.
Proof. We may perform the construction in the proof of Lemma 3.26 but consider
the final two odd ordered singularities to be the poles, i.e. follow the pervious proof
with σ(R) = (2`1, . . . , 2`m, j21 , . . . , j2n, j2n+1), where jn+1 = −1. The final step of
that proof would insert a block Ujn+1+1 = U0, which leaves the two poles. 
Lemma 3.28. Any generalized Rauzy Class R contains a self-inverse element if
R satisfies Conditions (24).
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Proof. Because of the assumption on R and by Remark 3.10, we write the signature
as
σ0 := (2`1, . . . , 2`m, j
2
1 , . . . , j
2
n,−1p).
where ji > 0 is odd for all i ∈ {1, . . . , n}. Notice that p is even. If p = 0 or p = 2,
we can construct a self-inverse pi ∈ R by Lemma 3.26 or Corollary 3.27. We will
describe a procedure to “reduce” signature σ0 to signature σn with either 0 or 2
poles. We then construct self-inverse pin with signature σn and perform appropriate
insertions on pin to derive self-inverse pi0 with the desired signature (see Figure 22).
Note that each reduction maintains the genus of the original signature.
σ = σ0
reduce // σ1
reduce // . . . reduce // σn
construction

pi = pi0 pi1
insert
oo . . .
insert
oo pin
insert
oo
Figure 22. Performing successive reductions on σ0 to more de-
sirable signature σn. Given pin, repeated insertions give desired
pi0.
Suppose first that p > 2 and there exists some positive `i in signature σt =
(2`1, . . . , 2`m, j
2
1 , . . . , j
2
n,−1p). Then consider a signature of the form
σt+1 := (2`1, . . . , 2`i−1, 2`i − 2, 2`i+1, . . . , 2`m, j21 , . . . , j2n,−1p−2).
If we assume that we have constructed self-inverse pit+1 with signature σt+1, we
construct pit by inserting a P1 block at the singularity of order 2`i− 2. By Lemma
3.19, pit will have signature σt. We may perform these reductions until either p = 2
(ending the proof), or `i = 0 for all i.
Now consider signature σt = (0
m, j21 , . . . , j
2
n,−1p) with p > 2 and ji > 1 for some
i. We consider signature
σt+1 := (0
m, j21 , . . . , j
2
i−1, (ji − 2)2, ji+1, . . . , j2n,−1p−4).
If we construct self-inverse pit+1 with signature σt+1, we get pit by inserting a P2
block at the paired singularities of order ji − 2. Again by Lemma 3.19, pit has
signature σt. Proceed with these reductions until either p ≤ 2, ending the proof, or
ji = 1 for all i.
So assume that we are working with signature σt = (0
m, 1n,−1p). Consider
signature
σt+1 := (0
m, 1n−2,−1p−2).
Once we create self-inverse pit+1 with signature σt+1, let pit be the result of inserting
a P2 block at any paired set of poles in pit+1. Then pit has signature σt by Lemma
3.19. This process will terminate when p = 2, when such a self-inverse may be
constructed by Corollary 3.27. 
We will end with a few examples using the procedure in the proof of the previous
lemmas.
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Example 3.29. Consider Rauzy Class R ⊂ Q0A with σ(R) = σ0 = (6, 12,−14).
We perform a reduction of the first kind to get σ1 = (4, 1
2,−12). By Corollary
3.27, we construct
pi1 =
{
1
8
2
3
3
2
1
8
4
5
5
4
7
10
7
10
}
with σ(pi1) = σ1. We then perform the insertion of a P1 block to get
pi0 =
{
1
8
2
3
3
2
1
8
4
5
5
4
6
9
6
9
7
10
7
10
}
.
If pi = pi0 then σ(pi) = σ0. Therefore pi ∈ R.
Example 3.30. Let R have signature σ(R) = σ0 = (0, 32, 14,−16). A reduction
of the second kind will yield σ1 = (0, 1
6,−12). Corollary 3.27 will give
pi1 =
{
1
9
2
a
3
4
4
3
2
a
5
b
6
7
7
6
5
b
1
9
8
c
8
c
}
with σ(pi1) = (0, 1
6,−12). An insertion of a P2 block to get
pi0 =
{
1
9
d
f
d
f
e
g
e
g
2
a
3
4
4
3
2
a
5
b
6
7
7
6
5
b
1
9
8
c
8
c
}
.
We let pi = pi0 and note that σ(pi) = (0, 3
2, 14,−16). So pi ∈ R.
Example 3.31. Finally consider R with σ(R) = σ0 = (0, 18,−14). The third type
of reduction gets σ1 = (0, 1
6,−12) which, by Corollary 3.27, allows us to make
associated
pi1 =
{
1
9
2
a
3
4
4
3
2
a
5
b
6
7
7
6
5
b
1
9
8
c
8
c
}
.
We insert a P2 block to get
pi0 =
{
1
9
2
a
3
4
4
3
2
a
5
b
6
7
7
6
5
b
1
9
8
c
d
f
d
f
e
g
e
g
8
c
}
.
pi = pi0 has signature σ(pi) = (0, 1
8,−14), and pi ∈ R.
4. Explicit Lagrangian Subspaces in True Rauzy Classes
Let us now consider pi ∈ S0d and unit suspension S1 = S(pi,1, τ), where 1 =
(1, . . . , 1), of genus g. We will consider a natural question, when do the closed
vertical loops in S1 span a g-dimensional subspace in homology H = H1(S1)?
Consider the symplectic space (H,ω) where ω is the (algebraic) intersection number.
In Theorem 4.12, we verify algebraically that the vertical loops do not intersect.
We then prove in Theorem 4.16 that if pi = pi−1, then there are g vertical loops
independent in homology. Self-inverses have transpositions, i.e. letters that are
interchanged, and fixed letters. Theorem 4.22 shows that the transposition pairs in
block-constructed pi from Section 2 form the basis of this g-dimensional space.
4.1. Symplectic Space. In this section, we give the definition of a symplectic
space and list some basic properties of such spaces. Using the well known result of
Proposition 4.3, we prove Lemma 4.5 which we will use to prove Theorem 4.16.
Definition 4.1. A vector space and bilinear form (H,ω) is symplectic if for all
v ∈ H
• ω(v, v) = 0, or (H,ω) is isotropic
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• ω(u, v) = 0 for all u ∈ H implies v = 0, or (H,ω) is non-degenerate
Definition 4.2. Given a symplectic space (H,ω) and subspace V , define V ω as
V ω := {u ∈ H : ω(u, v) = 0 for every v ∈ V }.
Proposition 4.3. Let (H,ω) be a symplectic space with subspace V . Then
dimV + dimV ω = dimH.
Definition 4.4. Given symplectic space (H,ω), V ⊂ H is isotropic if V ⊂ V ω.
V is Lagrangian if V = V ω.
Lemma 4.5. Let W,V be subspaces of symplectic space (H,ω) such that:
• V is isotropic,
• H = V +W and
• For each w ∈W , w 6= 0, there exists v ∈ V such that ω(w, v) 6= 0.
Then V is Lagrangian.
Proof. Suppose V ( V ω. Choose q ∈ V ω \ V . So q /∈ V and ω(q, u) = 0 for all
u ∈ V . However, q = v +w for v ∈ V , w ∈W , w 6= 0. However there exists v′ ∈ V
such that ω(q, v′) = ω(w, v′) 6= 0, a contradiction to the choice of q. 
4.2. Lagrangian Permutations. Let pi = (pi0, pi1) ∈ S0d over alphabet A, re-
call the definition of closed loops γα and their corresponding cycles cα = [γα]
in homology (see Section 1.6). We recall that (Hpi, ω), where Hpi = ΩpiRA and
ω(Ωpiu,Ωpiv) = u
tΩpiv, form a symplectic space with dimension 2g(pi). Let Ω = Ωpi,
and recall that
(25) Ωα,β = χpi1(α)≤pi1(β) − χpi0(α)≤pi0(β).
Definition 4.6. For alphabet A and pi = (pi0, pi1) ∈ S0d, consider the natural action
of pi on A, piA, by
piA := pi−10 ◦ pi ◦ pi0 = pi−10 ◦ (pi1 ◦ pi−10 ) ◦ pi0 = pi−10 ◦ pi1.
Denote the set of orbits of A of piA by
A := {B ⊆ A : B = OpiA(α) for α ∈ A}.
For each k ∈ {1, . . . , d}, let
Ak := {B ∈ A : #B = k} ⊆ A.
Example 4.7. Consider
pi =
{
a
f
b
e
c
b
d
d
e
c
f
a
}
∈ S06.
In this case piA(a) = f , piA(b) = c, piA(c) = e, piA(d) = d, piA(e) = b and piA(f) = a.
Also, A = {{a, f}, {b, c, e}, {d}}, A1 = {{d}}, A2 = {{a, f}} and A3 = {{b, c, e}}.
Definition 4.8. Let {eα}α∈A form the standard orthonormal basis of RA. For
B ⊆ A, let
eB :=
∑
α∈B
eα.
Let the vector space of vertical cycles under pi be
V pi := span{eB : B ∈ A} ⊆ RA
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and for k ∈ {1, . . . , d}, let V pik := span{eB : B ∈ Ak}. Let Wpi be naturally defined
by RA = V pi ⊕Wpi.
Definition 4.9. Let the image of the vertical cycles under homology be vB := ΩeB,
their span be
HpiV := ΩV
pi = span{vB : B ∈ A}
and HpiVk := ΩV
pi
k = span{vB : B ∈ Ak} for k ∈ {1, . . . , d}. Also, let HpiW = ΩWpi.
Example 4.10. Consider again pi from Example 4.7 with A = {{a, f}, {b, c, e}, {d}}.
We have that
V pi = span{ea,f , eb,c,e, ed} and Wpi = span{ea − ef , eb − ec, ec − ee}.
Consider the definition of Ωpi from Equation 3. Then
HpiV = span{(1, 0, 0, 0, 0,−1)t︸ ︷︷ ︸
va,f
, (3, 1, 1, 0,−2,−3)t︸ ︷︷ ︸
vb,c,e
, (1, 0, 1, 0,−1,−1)t︸ ︷︷ ︸
vd
} and
HpiW = span{(−1,−2,−2,−2,−2,−1)t︸ ︷︷ ︸
w1
, (0, 0, 0, 1, 0, 0)t︸ ︷︷ ︸
w2
, (0,−1,−1,−2,−1, 0)t︸ ︷︷ ︸
w3
}.
One may then calculate that ω(vB,vC) = ω(wi,wj) = 0 for each B, C ∈ A and
i, j ∈ {1, 2, 3}. The other values are given by the following table
ω(vB,wi) =
B \ i 1 2 3
{a, f} −2 0 0
{b, c, e} −6 0 −3
{d} −2 1 −2
and that ω is antisymmetric.
Remark 4.11. For any B, C ⊆ A, we note the following formula
(26) ω(vB,vC) =
∑
α∈B,β∈C
Ωα,β .
Theorem 4.12. For any pi ∈ S0d, HpiV is isotropic.
Proof. It suffices to show that for every B, C ∈ A, ω(vB,vC) = 0. Because each
B ∈ A is an orbit of piA, for ε ∈ {0, 1},
(27) ∀α ∈ B, ∃β ∈ B s.t. piε(α) = pi1−ε(β).
So for each k ∈ {1, . . . , d},
(28) #{α ∈ B : pi0(α) ≤ k} = #{α ∈ B : pi1(α) ≤ k}.
The calculation follows:
ω(vB,vC) =
∑
α∈B,β∈C
Ωα,β by (26)
=
∑
α∈B
∑
β∈C
χpi1(α)≤pi1(β) − χpi0(α)≤pi0(β) by (25)
=
∑
α∈B
#{β ∈ C : pi1(α) ≤ pi1(β)} −#{α ∈ B : pi0(α) ≤ pi0(β)}
=
∑
α∈B
#{β ∈ C : pi1(α) ≤ pi1(β)} −#{α ∈ B : pi0(α) ≤ pi1(β)} by (27)
= 0 by (28)
Therefore HpiV is isotropic. 
Definition 4.13. pi ∈ S0d is Lagrangian if HpiV is Lagrangian.
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Example 4.14. Let pi = (4, 1, 3, 2). In this case HpiV is spanned by two vectors,
(1, 1, 0,−2)t and (0, 1, 0,−1)t. So pi is Lagrangian. On the other hand, if pi′ =
(3, 1, 4, 2) then Hpi
′
V is spanned by only the vector (1, 2,−2,−1)t. Therefore pi′ is
not Lagrangian.
Remark 4.15. Naturally
V pi =
d⊕
k=1
V pik .
When pi is self-inverse, V pik = {0} for all k > 2. So
V pi = V pi2 ⊕ V pi1 ,
where V pi1 corresponds to fixed α under piA, and V
pi
2 corresponds to transpositions,
pairs of letters {α, β} that are switched under piA. In this case, let
Wpi = span{vα,−β : {α, β} ∈ A2}
where eα,−β = eα − eβ and vα,−β = Ωeα,−β. It follows that RA = V pi ⊕Wpi.
Theorem 4.16. Suppose pi ∈ S0d is self-inverse. Then pi is Lagrangian.
Proof. Because RA = V pi ⊕Wpi, Hpi = HpiV + HpiW . Also by Theorem 4.12, HpiV is
isotropic. Consider any pair {α, β} ∈ A2, then
ω(vα,−β ,vα,β) = Ωα,β − Ωβ,α = 2Ωα,β = ±2 6= 0.
As the vα,−β ’s form a basis for HpiW and vα,β ∈ HpiV , we conclude that HpiV is
Lagrangian by Lemma 4.5. 
Corollary 4.17. If pi is self-inverse, then pi has at least g(pi) transpositions.
Proof. By construction #A2 = dimV pi2 = dimWpi ≥ dimHpiW = g(pi). 
The following provides an alternative proof of Lemma 4.4 in [5].
Corollary 4.18. In every connected component C of every stratum of Abelian dif-
ferentials, let L be the set of q ∈ C such that:
• the vertical trajectories defined by q that avoid singularities are periodic,
• the span of these vertical trajectories span a Lagrangian subspace in homol-
ogy.
Then the set L is dense in C.
Proof. By Theorem 2.1, every Rauzy Class R in C contains a self-inverse permuta-
tion pi. Theorem 4.16 shows that any unit suspension S1 = S(pi,1, τ) satisfies the
conditions of the claim. It is known that the Teichmu¨ller geodesic flow (see Section
1.3) is ergodic, and therefore, we may choose τ such that the inverse flow is dense.
It follows from an argument similar to Proposition 2.11 in [19], for example, that
every differential in the inverse flow also satisfies the conditions of the claim. 
4.3. Transposition Lagrangian Permutations. Theorem 4.16 shows that the
vertical cycles of any self-inverse permutation span a Lagrangian subspace in ho-
mology. In general, choosing a basis from these cycles still requires calculation.
However the block-constructed permutations in Definition 2.7 enjoy an additional
property: the transpositions cycles form a basis for the Lagrangian subspace. We
make this definition explicit, and then prove this result in Theorem 4.22.
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Definition 4.19. A self-inverse permutation pi is transposition Lagrangian if
dimHpiV2 = dimV
pi
2 = g(pi).
Example 4.20. The permutation pi = (7, 5, 3, 6, 2, 4, 1) is self-inverse with g(pi) =
3. There are 3 transposition pairs, {1, 7},{2, 5} and {4, 6}, and one fixed let-
ter {3}. However, we see that v2,5 = v4,6 = (2, 1, 0, 1,−1,−1,−2)t, v1,7 =
(1, 0, 0, 0, 0, 0,−1)t and v3 = (1, 1, 0, 0,−1, 0,−1)t. So dimHpiV2 = 2 < 3 = dimHpiV ,
and therefore pi is Lagrangian, but not transposition Lagrangian.
Theorem 4.21. If pi = (d, d−1, . . . , 2, 1) ∈ S0d then pi is transposition Lagrangian.
Proof. Suppose
pi =
{
a1 a2 . . . ad−1 ad
ad ad−1 . . . a2 a1
}
.
We recall that
Ωai,aj =
 1, if i < j,0, if i = j,−1, if i > j.
There are exactly g = g(pi) transpositions, {ai, ad+1−i} ∈ A2 for i ∈ {1, . . . , g}.
Because #A2 = dimV pi2 = g, we must now show that the vectors vai,ad+1−i are
linearly independent. We see that for j, k ∈ {1, . . . , g},
ω(vak ,vaj ,ad+1−j ) = Ωak,aj + Ωak,ad+1−j =
 0, if k > j,1, if k = j,
2, if k < j.
So consider any c1, . . . , cg ∈ R such that
w = c1va1,ad + · · ·+ cgvag,ad+1−g = 0.
It is clear now that ω(vag ,w) = cg = 0. Inductively, if cg = · · · = ck = 0, then
ω(vak−1 ,w) = 2cg + · · · + 2ck + ck−1 = ck−1 = 0. So c1 = · · · = cg = 0, implying
the vectors vai,ad+1−i are linearly independent. So dimH
pi
V2
= dimV pi2 = g. 
Theorem 4.22. Let pi be a block-constructed permutation. Then pi is transposition
Lagrangian.
Proof. We begin by showing that #A2 = dimV pi2 = g(pi). Recall the formula
g = g(pi) =
1
2
∑
i
`i + 1
where the `i’s are the degrees of the singularities of pi. Every block constructed
self-inverse is of the form
pi =
{
A
Z
B1S · · ·SBk ZA
}
.
So {A,Z} ∈ A2. For each i ∈ {1, . . . , k},
Bi ∈ {U2m = Um2 ,V2,2,V2n = Vn2 ,W2m+1,2n+1 = Um2 W1,1Un2}.
The desired result then follows as U2 and W1,1 have exactly one transposition pair,
and V4 and V2,2 have exactly two transposition pairs respectively.
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So there are g pairs {α1, β1} . . . {αg, βg} ∈ A2. Now we show that the set of
vαi,βi ’s are linearly independent. Suppose that there exists c1, . . . , cg ∈ R such
that
w = c1vα1,β1 + · · ·+ cgvαg,βg = 0.
Suppose i is such that {αi, βi} = {a, b} ⊆ U2 or W1,1 (as in the notation mentioned
in 2.1), where
U2 =
{
a
b
b
a
}
and W1,1 =
{
a
b
c
c
b
a
}
.
We see that
ω(va,w) = ciΩa,b = ±ci = 0,
implying that ci = 0. Suppose i is such that {αi, βi} = {a, b} ⊆ V2,2 or V4 for
V2,2 =
{
a
b
c
d
e
e
d
c
b
a
}
and V4 =
{
a
b
c
d
d
c
b
a
}
with j such that pair {αj , βj} = {c, d} ∈ A2. Then
ω(vc,w) = cjΩc,d
= ±cj = 0⇒ cj = 0
ω(va,w) = cj(Ωa,c + Ωa,d) + ciΩa,b
= ±ci = 0⇒ ci = 0.
We now see that for i such that {αi, βi} = {A,Z} ∈ A2 (the outside letters of the
permutation),
w = civA,Z = 0⇒ ci = 0.
So c1 = · · · = cg = 0, implying that the vαi,βi ’s are linearly independent. 
References
[1] C. Boissy. Classification of Rauzy classes in the moduli space of quadratic differentials. ArXiv
e-prints, Apr. 2009.
[2] C. Boissy and E. Lanneau. Dynamics and geometry of the Rauzy-Veech induction for qua-
dratic differentials. Ergodic Theory Dynam. Systems, 29(3):767–816, 2009.
[3] A. I. Bufetov. Decay of correlations for the Rauzy-Veech-Zorich induction map on the space
of interval exchange transformations and the central limit theorem for the Teichmu¨ller flow
on the moduli space of abelian differentials. J. Amer. Math. Soc., 19(3):579–623 (electronic),
2006.
[4] C. Danthony and A. Nogueira. Measured foliations on nonorientable surfaces. Ann. Sci. E´cole
Norm. Sup. (4), 23(3):469–494, 1990.
[5] G. Forni. Deviation of ergodic averages for area-preserving flows on surfaces of higher genus.
Ann. of Math. (2), 155(1):1–103, 2002.
[6] D. Johnson. Spin structures and quadratic forms on surfaces. J. London Math. Soc. (2),
22(2):365–373, 1980.
[7] S. P. Kerckhoff. Simplicial systems for interval exchange maps and measured foliations. Er-
godic Theory Dynam. Systems, 5(2):257–271, 1985.
[8] M. Kontsevich. Lyapunov exponents and Hodge theory. 24:318–332, 1997.
[9] M. Kontsevich and A. Zorich. Connected components of the moduli spaces of Abelian differ-
entials with prescribed singularities. Invent. Math., 153(3):631–678, 2003.
[10] E. Lanneau. Parity of the Spin structure defined by a quadratic differential. Geom. Topol.,
8:511–538 (electronic), 2004.
[11] E. Lanneau. Connected components of the strata of the moduli spaces of quadratic differen-
tials. Ann. Sci. E´c. Norm. Supe´r. (4), 41(1):1–56, 2008.
[12] S. Marmi, P. Moussa, and J.-C. Yoccoz. The cohomological equation for Roth-type interval
exchange maps. J. Amer. Math. Soc., 18(4):823–872 (electronic), 2005.
SELF-INVERSES IN RAUZY CLASSES 55
[13] H. Masur. Interval exchange transformations and measured foliations. The Annals of Math-
ematics, 115(1):pp. 169–200, 1982.
[14] H. Masur and J. Smillie. Quadratic differentials with prescribed singularities and pseudo-
Anosov diffeomorphisms. Comment. Math. Helv., 68(2):289–307, 1993.
[15] G. Rauzy. E´changes d’intervalles et transformations induites. Acta Arith., 34(4):315–328,
1979.
[16] W. A. Veech. Interval exchange transformations. Journal d’Analyse Mathmatique, 33:222–
272, 1978. 10.1007/BF02790174.
[17] W. A. Veech. Gauss measures for transformations on the space of interval exchange maps.
Ann. of Math. (2), 115(1):201–242, 1982.
[18] W. A. Veech. The metric theory of interval exchange transformations. I. Generic spectral
properties. Amer. J. Math., 106(6):1331–1359, 1984.
[19] W. A. Veech. The metric theory of interval exchange transformations. II. Approximation by
primitive interval exchanges. Amer. J. Math., 106(6):1361–1387, 1984.
[20] W. A. Veech. Moduli spaces of quadratic differentials. J. Analyse Math., 55:117–171, 1990.
[21] M. Viana. Ergodic theory of interval exchange maps. Rev. Mat. Complut., 19(1):7–100, 2006.
[22] A. Zorich. Rauzy-Veech induction, Rauzy classes, generalized permutations on Mathematica.
http://perso.univ-rennes1.fr/anton.zorich.
[23] A. Zorich. Explicit Jenkins-Strebel representatives of all strata of abelian and quadratic dif-
ferentials. J. Mod. Dyn., 2(1):139–185, 2008.
Department of Mathematics, Rice University, Houston, TX 77005, USA
E-mail address: jonfick@rice.edu
