We address in this paper the approximation of functions in an equilateral triangle by a linear combination of Laplace-Neumann eigenfunctions. The Laplace-Neumann basis exhibits a number of advantages. Thus, the approximations converge fairly fast and their speed of convergence can be much improved by using techniques familiar in Fourier analysis and spectral methods, in particular the hyperbolic cross and polynomial subtraction. Moreover, expansion coefficients can be computed rapidly by a mixture of asymptotic methods and Birkhoff-Hermite quadratures.
Introduction
In this paper we continue a systematic study of expansions in eigenfunctions of the Laplacian subject to Neumann boundary conditions. Such expansions were explored in (Iserles & Nørsett 2008) for an interval, with generalizations in (Iserles & Nørsett 2006) to polyharmonic operators and in to multivariate domains with tensor-product structure. Convergence acceleration schemes for these expansions were examined in (Huybrechs, Iserles & Nørsett 2007) . The subject of the current paper is the expansion in Laplacian eigenfunctions on the equilateral triangle. This domain does not have tensor-product structure, yet much of the advantageous properties enjoyed by Laplace-Neumann expansions in the earlier cases continue to hold. On the other hand, new hurdles arise that require further insight and different analysis.
Laplace-Neumann expansions in one dimension closely resemble classical Fourier series, hence we also refer to them as modified Fourier series. On the interval, the only difference is a shift in the argument of the sine functions. Yet, unlike Fourier series, Laplace-Neumann expansions converge pointwise in all points of continuity, inclusive of the endpoints. The convergence rate is typically quadratic in the interior, and linear in the endpoints (Olver 2009 ). This can be improved to arbitrarily high order, for sufficiently smooth functions, by the judicious application of polynomial subtraction techniques (Huybrechs et al. 2007) .
Another interesting property is that the coefficients of Laplace-Neumann expansions are amenable to recent methods for the evaluation of highly oscillatory integrals (Iserles & Nørsett 2005 , Huybrechs & Vandewalle 2006 , Olver 2006 . We refer the reader to (Huybrechs & Olver 2009 ) for a recent review. The cost of these methods is typically independent of the frequency and their accuracy rapidly improves with increasing frequency. As the coefficients of Laplace-Neumman expansions are represented by increasingly oscillatory integrals, application of the above mentioned methods enables their computation one by one: this means that m coefficients can be computed in just O(m) operations. A careful asymptotic analysis of the coefficients previously revealed that their evaluation can even be considerably more efficient than that of general oscillatory integrals. This was exemplified for Filon-type quadrature rules using derivatives (Iserles & Nørsett 2005) in the previous papers. As such, the difficulty in constructing modified Fourier series lies mostly in the computation of the first few coefficients, corresponding to non-oscillatory or slowly oscillatory integrals. Though any classical integration scheme may be used to compute the early coefficients, without destroying the O(m) property, it seems wasteful to igore information that is being used in the evaluation of the later coefficients. In particular, methods for highly oscillatory integrals typically, and unavoidably, require derivatives of the integrand or their approximation at certain critical points. For this reason, research in previous papers focused on the reuse of this information for the evaluation of non-oscillatory integrals. This has led to a variant of the familiar BirkhoffHermite quadrature (Nikolov 1989 ) which, for lack of an established name, we have termed exotic quadrature.
Rapidly converging series may be obviously truncated for the purpose of finite-precisison computations. This operation is straightforward in one dimension. In more than one dimension, the significant coefficients of Laplace-Neumann expansions exhibit the pattern of the hyperbolic cross. This well-known pattern is seen in various other applications, including multivariate Fourier series (Temlyakov 1993) . In general multivariate approximation schemes, using N degrees of freedom per dimension in d dimensions leads to N d coefficients in total. This exponential growth is usually referred to as the curse of dimensionality. The number of coefficients in the hyperbolic cross however grows at a surprisingly slow rate with increasing dimension: it is typically just O(N (log N ) d−1 ), for a comparable accuracy. Exploiting the hyperbolic cross may lead to tremendous computational savings in applications.
Several competitive schemes exist for univariate approximation, such as Chebyshev ex-pansions or wavelets (see, e.g., (Boyd 2001) and (Daubechies 1992) ), each with advantages and disadvantages. In our opinon, a compelling advantage of modified Fourier series is their natural generalization to triangular domains. This is the topic of the current paper. We intend to generalize the properties of Laplace-Neumann expansions mentioned above to expansions on the equilateral triangle. Eigenfunctions of the Laplacian subject to Neumann (or Dirichlet, for that matter) boundary conditions are known to be a linear combination of plane waves for three types of triangles with special symmetry properties: the equilateral triangle, the right isosceles triangle and the triangle with angles π/2, π/3 and π/6. Since any triangle can be mapped affinely to any other triangle, it suffices for the purpose of approximation to study a single 'model triangle'. The equilateral triangle exhibits maximal symmetry and, for no other reason, this is the one we study. We commence our analysis in §2 with a discussion of Laplace-Neumann eigenfunctions and the associated modified Fourier series on the equilateral triangle, introducing notation and explicit formulae. At the heart of the theory lies the asymptotic analysis of LaplaceNeumann coefficients in §3. Based on the information in the asymptotic expansions, the structure of the hyperbolic cross and schemes for convergence acceleration are studied in §4. Next, we discuss the efficient computation of the coefficients in §5, with an emphasis on the construction of exotic cubature methods: cubature rules using derivatives for the triangle, which may be interesting in their own right.
Laplace-Neumann eigenfunctions in a triangle
The eigenfunctions of the Laplacian on a domain Ω subject to Neumann boundary conditions on the boundary ∂Ω satisfy
They were constructed for the equilateral triangle already by Lamé (1833) and presented in different equivalent forms by many authors. We found the construction of Práger (1998) as the most suitable for our ends. That reference presented explicit formulas for an equilateral triangleT with vertices at (−
, 0) and (0, 1). The eigenfunctions consist of the odd functions (odd with respect to the y-axis), u m,n (x, y) = 2 sin mπx √ 3 cos nπy
and the even functions v m,n (x, y) = 2 cos mπx √ 3 cos nπy 2 ) and P 31 = (1, 0).
The corresponding eigenvalues are π 2 (m 2 /3 + n 2 ). We found it more convenient to work with the equilateral triangle T with vertices at
2 ) and (1, 0) as shown in Figure 2 .1. This triangle is centred at the origin (0, 0) and therefore has simple expressions for all six symmetries of the dihedral group D 3 . This simplies expressions considerably. With some minor additional changes in notation, we write the Laplace-Neumann eigenfunctions as
with the complex-valued function ψ m,n given by
The eigenfunctions of the Laplacian on the equilateral triangle are a sum of six plane waves. The functions u m,n and v m,n correspond toũ m,m+2n andṽ m,m+2n as defined above, up to a linear transformation between the trianglesT and T . The eigenvalues are
Figure 2.2 displays a selection of eigenfunctions u m,n and v m,n . Note for future reference their increasingly oscillatory character as n grows. It is evident that a great deal of further structure is present: for example, u 0,4 exhibits symmetry with respect to rotations by 2π/3 radians, as is evident from the explicit (and mildly massaged) formula
We dwell no further on this issue. A real-valued function f (x, y) on T can be expanded in the series 
The norms of the basis functions are
Asymptotic expansions
Much information concerning the Laplace-Neumann expansion of a function f is derived from studying the asymptotic behaviour of the coefficientsf m,n . The asymptotic expansion of the coefficients (2.5) for large values of the parameters m and n is the key both to their efficient computation and to convergence acceleration of the series (2.4). The asymptotic expansion off m,n is rather different from that of the univariate coefficients in (Iserles & Nørsett 2008) and their generalization to higher-dimensional cubes in , due in part to the non tensor-product shape of the domain and in part to the presence of two parameters m and n that may be small or large. The different asymptotic regimes reduce in our notational framework to just two categories: large m and small m. Loosely speaking, large m represents oscillation in both directions of x and y regardless of the value of n, whereas small m represent possible oscillation in one direction only, provided n is large. We refer to coefficients in the latter regime as 'edge coefficients' and treat the former case first.
Large m asymptotics
Asymptotic expansions of univariate oscillatory integrals are readily obtained using integration by parts. Its counterpart in higher dimensions is the Stokes theorem. We recall from ) the general expansion
This expansion can be obtained by applying the Stokes theorem twice on the integral (2.5), noting that ψ(
Note that the first term in this expression vanishes due to the Neumann boundary conditions, and therefore
Iterating the procedure on the latter term ultimately yields (3.1). Expansion (3.1) is our point of departure. We will obtain the full expansion of the coefficientf m,n for large m by expanding each term in (3.1) further. To that end, denote the faces of the triangle by J, K and L respectively and define the operators
Each of the operators J, K and L can be expanded separately.
Lemma 1 We have
Proof The starting point is the expansion, for a ≫ 1,
where g is a smooth function. It can be verified using integration by parts. We parameterize the face J by
Using this parametrisation, the integral J m,n [g] can be written as the sum of six integrals of the form (3.2), since ψ m,n is a sum of six complex exponentials. Identification of the parameters a and b and straightforward algebra lead to the result. 2
To shed light on the structure of the expansion, let us define the values
We further define
where the index i = 4 is identified with i = 1, such that for example P 34 ≡ P 31 . These definitions allow the following fully symmetric expansion for the boundary integrals.
Lemma 2 We have
for m ≫ 1. With a similar reasoning as in the proof of Lemma 1 we find
Summing these expansions and substituting the definitions of γ m,n as m, n, s grow that drives convergence of the asymptotic series.
We are ready to assemble results and establish the full asymptotic expansion of the coefficients f, ψ m,n for large m. We note that this is not an expansion in the Poincaré sense and therefore it is not necessarily unique. It does however carry all necessary information for subsequent developments.
Theorem 3
Letf m,n = c m,n + is m,n be given by (2.5) . It is true for m ≫ 1 that
Proof From (3.1) and Lemma 2 we havê
The result follows by taking the real and imaginary parts of this expression. 2
Note that we have aggregated terms to be of an equal order of magnitude for m ≫ 1, bearing in mind that
where λ m,n has been defined in (2.3). It follows at once that truncating the outer summation in (3.4) or (3.5) after L terms yields an asymptotic approximation that carries an error of size O(m −2L−3 ) for m ≫ 1. The expressions can be further simplified by noting that everything can be reduced to the calculation of partial derivatives of f at the vertices. Indeed one can verify that R
can, for example, be written in terms of tangential derivatives as
Likewise, we can write
Together this leads to the explicit expression
and to similar explicit expressions for the other terms of this form.
Edge coefficients
The asymptotic expansion of the coefficients for m ≫ 1 depends only on partial derivatives of f at the vertices. This result was obtained in two steps: the Stokes theorem pushes the integral to the boundary, partial integration of the boundary terms next pushes the integral further to the vertices. In the case of edge coefficients, where m ∼ 1 and n ≫ 1, the first step remains possible but the second requires alteration.
To be precise, we note that expansion (3.1) remains valid because λ m,n ≫ 1 if n ≫ 1. Let us state the counterpart of Lemma 1. To that end we define the function
(3.6)
Lemma 4 We have
for n ≫ 1.
Proof Proceeding exactly as in the proof of Lemma 1, we obtain a sum of six integrals of the form (3.2). Explicit computations show that only four of those can be expanded as before. Two integrals are non-oscillatory and lead to the non-oscillatory integral in the above expansion.
2
The result contains a non-oscillatory integral along the edge J. Similar results can be obtained for the other edges. Let us define the values
and the functionals
These functionals correspond to line integrals along the faces J, K and L respectively. We can now state the counterpart of Lemma 2.
Lemma 5 We have
The structure of the asymptotic expansion for n ≫ 1 is very similar to that for m ≫ 1, with the exception of the appearance of the non-oscillatory boundary integrals B [i] m N i f . The appearance of non-oscillatory integrals may not come as a surprise, it was also observed for edge coefficients in the case of modified Fourier expansions in a d-dimensional cube in . Here, the non-oscillatory integrals correspond to integrals along the boundary involving the univariate function Ψ m (t).
Theorem 3 can be altered accordingly.
Theorem 6
Letf m,n = c m,n + is m,n be given by (2.5). It is true for n ≫ 1 that . The figure clearly exhibits the hyperbolic cross phenomenon: since the coefficients decay both with increasing m and increasing n, the level curves in the figure have hyperbolic shape. Coefficients are largest near the edges, corresponding to small m or small n, and they decay most rapidly in the region where both m and n grow large. A small perturbation in the smoothness of the level curves is observed on every third row: coefficients are smaller when m ≡ 0 (mod 3).
Hyperbolic cross
In this section we examine the structure of the hyperbolic cross and we explore the acceleration of convergence by the application of polynomial subtraction.
The leading order term
The structure of this hyperbolic cross can be fully explained from the asymptotic expansions that were derived in the previous section. Looking just at the leading order term in (3.4) and (3.5), we have
and
Therefore, for m ≫ 1
This explains the ripple every third row in Figure 4 .1. The coefficients c m,n decay faster when m = 0 (mod 3) because the first term in the asymptotic expansion vanishes. This feature is not present in the s m,n coefficients. In the direction of increasing n (from left to right in Figure 4 .1) the coefficients decay as O(n −2 ). In general, the shape of the hyperbolic cross is determined by the factor 1 m(m + 
Polynomial subtraction at vertices
The situation changes significantly when first derivatives (and hence also tangential derivatives) of f vanish at the vertices. Then we find from the asymptotic expansion for m ≫ 1 that
(for s m,n and the m = 0 (mod 3) case we need the next term in the expansion but it is equally straightforward to derive). The situation is now reversed: the coefficients s m,n decay faster if m = 0 (mod 3). The coefficients c m,n behave as O(m −4 ) for all m. In either case, both sets of coefficients c m,n and s m,n decay faster when derivatives of f at the vertices vanish. We can exploit this behaviour by constructing a polynomial p that interpolates first derivatives of f at the vertices and expanding the functionf = f − p. By construction,f yields more rapid decay of its coefficients for m ≫ 1 than the original function f . This technique was detailed for the d-dimensional cube in (Huybrechs et al. 2007 ) but is equally applicable to the triangle. To be precise, consider a polynomial p such that
These conditions are obtained from the expressions (4.1) and (4.2) and they guarantee that the leading order terms of the coefficients off vanish. We find a suitable polynomial of the form p(x, y) = ax 2 y + bxy + cy 2 x, where the coefficients a, b and c are determined from the conditions (4.4). The expansion coefficients off (x, y) = e π(x−y) − p(x, y) are plotted in Figure 4 .2. Note the accelerated decay of the coefficients for increasing m (from top to bottom).
We may wish to accelerate decay of the coefficients further by cancelling, say, S ≥ 2 terms in the expansion. This is achieved in full generality by the interpolation conditions
as is evident from Theorem 3. The result for S = 2 is shown in Figure 4 .3. We denoted by q(x, y) the polynomial that satisfies conditions (4.5) for S = 2.
Accelerated decay of edge coefficients
In order to accelerate the decay of edge coefficients, where m ∼ 1 and n ≫ 1, it is not sufficient to interpolate derivatives at the vertices. Compared to the case of large m, more boundary data has entered the asymptotic expansions as derived in Theorem 6, in the form of the non-oscillatory integrals B [i] m N i f . Interpolation of these integrals will accelerate the decay of these coefficients too. As the integrals depend on m however, one would have to interpolate these values for a range of values of m, from m = 0 up to a value that is sufficiently large so that large-m asymptotics kicks in.
Alternatively, it is conceptually and computationally easier to interpolate normal derivatives N i f along the entire boundary. This is sufficient to render the first term of the expansion zero regardless of the value of m, as all boundary integrals B [i] m N i f are automatically interpolated as well. The construction of smooth functions interpolating boundary values is a topic investigated in the context of Computer Aided Geometric Design (Farin 1997) . Herewith we present a smooth interpolation to first-order normal derivative data. However, before doing so it is instructive to start with the easier case of the interpolation of Dirichlet boundary data.
We identify with (x, y) ∈ T six points on ∂T ,
-in other words, the line segment [p B1 , p C1 ] is parallel to the first face, [p A2 , p C2 ] to the second and [p A3 , p B3 ] to the third. All of them pass through (x, y). Specifically,
Along each line segment we form a linear interpolation to f ,
Each of these functions agrees with f on two edges and is linear in x and y along the third edge. The sum of all three functions therefore equals twice the value of f along the edges plus a linear function in x and y. It is sufficient to halve the sum and remove the linear function, and to that end we let
2 ). Simple algebra affirms that q = f along the boundary of T , therefore (4.6) interpolates Dirichlet boundary conditions. The apparent singularity of, for example, q B along the line x = 1 is removable since along that line we also have f (p A2 (1, y)) = f (p C2 (1, y)). A similar observation holds for the other two functions. Thus the interpolant is a smooth function.
The case of normal derivatives is slightly more involved. We now employ cubic interpolation along the line segments,
The functionq A interpolates the normal derivative of f along edges 2 and 3, i.e.,
, and has vanishing Dirichlet values along these edges. It reduces to a cubic polynomial along the first edge. The other functionsq B andq C enjoy similar properties: they interpolate the normal of f along two edges and reduce to cubic polynomials along the remaining edge. However, the singularity of the functionq A along the straight line 2+x+ √ 3y = 0, which is parallel to the first edge and passes through P 23 , is now removable only at the vertex P 23 itself. An interpolant with singularities near the triangle is certainly less than desirable. The situation can be remedied by enforcing additional conditions on f . In particular, further analysis of the singularities ofq A shows that they are removable when N 2 f (P 23 ) = N 3 f (P 23 ) = T 2 N 2 f (P 23 ) + T 3 N 3 f (P 23 ) = 0. Taking into account the other functionsq B andq C as well, all singularities are removable everywhere if
We may perform polynomial subtraction at the vertices once more to ensure that the conditions (4.7) hold. For example, we apply the interpolation procedure tof = f − p rather than f , where p(x, y) is a polynomial with 9 degrees of freedom of the form p(x, y) = a 1 x 2 y + a 2 x 3 y + a 3 x 2 y 2 + a 4 x 5 + a 5 x 4 y + a 6 x 3 y 2 + a 7 x 2 y 3 + a 8 xy 4 + a 9 y 5 .
The coefficients can be determined such that the 9 conditions (4.7) hold forf . Finally, adding the functionsq A ,q B andq C results in a function that interpolates twice the normal derivatives of f along the edges plus an additional cubic term. We let .7) hold, andq interpolates the normal derivative off = f − p along the boundary.
Straightforward, but exceedingly tedious, algebraic computations confirm that N j [q] = N j [f ], j = 1, 2, 3, and thatq(x, y) is a smooth function everywhere in x and y, assuming that the conditions (4.7) hold. Recall that these conditions can always be enforced by using polynomial subtraction at the vertices.
The results for the function f (x, y) = e π(x−y) are shown in Figure 4 .4. This figure should be compared to Figures 4.2 and 4.3. Note that the decay rate for small m and increasing n, visible in the first few rows of the figures, is drastically improved. The decay rate for increasing m is also improved compared to polynomial subtraction at the vertices only.
The computation of coefficients
An outstanding issue is the computation of modified Fourier coefficients, as given by the integrals (2.5). For large m and/or n, these integrals become exceedingly oscillatory. Fortunately, and perhaps surprisingly, the evaluation of such integrals is a fairly cheap operation. The existence of the asymptotic expansions constructed in §3 already indicates that the computational cost of evaluating such integrals should be fixed with increasing oscillation. Several numerical methods have been designed for univariate oscillatory integrals that exhibit precisely this property (Huybrechs & Olver 2009 ). Like for asymptotic expansions, accuracy rapidly improves with increasing oscillation. These methods can in principle be all extended to the current setting, though in previous papers we restricted our attention to the Filon-type methods of (Iserles & Nørsett 2005) . They take the form of a classical cubature rule using derivatives. In the context of modified Fourier on the equilateral triangle, the derivatives to use in Filon-type cubature are exactly those that appear in the asymptotic expansions of §3.
With efficient methods for oscillatory integrals available, it is the evaluation of nonoscillatory integrals that presents the next computational hurdle. Many numerical integration schemes for a triangular domain have been described in the literature, we refer the reader to (Lyness & Cools 1993 ) for a survey. It is wasteful however to have separate schemes, each with their own set of cubature points, for non-oscillatory and oscillatory regimes. For the sake of efficiency, our aim is to reuse information as much as possible and, hence, to match the integration schemes. Since derivatives are required in Filon-type methods for highly oscillatory integrals, we will reuse that information in the computation of non-oscillatory integrals. A first step in this direction led to exotic quadrature in (Iserles & Nørsett 2008) . In this paper we extend the concept of exotic quadrature to the equilateral triangle and we construct new cubature rules using derivatives for the equilateral triangle.
Filon-type cubature
The idea underlying most cubature schemes is to interpolate the integrand at cubature points and to integrate that interpolant exactly (Davis & Rabinowitz 1984) . In Filon-type cubature, in addition to this, one interpolates all data on which the first few terms of the asymptotic expansion of the integral depend. Thus, with expressions (4.1) and (4.2) in mind, consider a polynomial p that satisfies
for a set of cubature points x k and corresponding partial derivatives of order j k . We define the Filon-type cubature rule Q
It follows from the asymptotic expansions that
Thus, the accuracy of Filon-type quadrature improves with increasing m, but the computational cost remains fixed. Note that the moments in the right hand side of (5.2) may be computed from their asymptotic expansions, because the asymptotic expansion for polynomial f has only finitely many terms. Expressions (5.1) correspond exactly to the interpolation conditions (4.4) for convergence acceleration that appeared in §4. Higher order convergence of Filon-type cubature can be obtained by satisfying the more general conditions (4.5). The difference compared to convergence acceleration is the freedom we have introduced to use additional cubature points. This freedom can be used to improve accuracy. However, this is subject to the solvability of the underlying interpolation problem, which cannot be taken for granted.
In particular, the construction of Filon-type cubature is plagued by two issues. Firstly, the use of non-consecutive derivatives leads to a Birkhoff-Hermite interpolation problem (Lorenz, Jetter & Riemenschneider 1983) . The interpolation problem is not necessarily solvable by any polynomial with a number of degrees of freedom that matches the number of interpolation conditions, even in one dimension. Secondly, a multivariate interpolating polynomial need not exist for a particular configuration of points, even disregarding the use of derivatives. Both issues were dealt with for multivariate domains with tensor-product structure in . The techniques of §4.2 of that paper (i.e., reinterpreting Filon-type cubature as a correction to the truncated asymptotic expansion) are equally applicable, at least in principle, to the case of the equilateral triangle. In the current paper, we leave these issues outstanding and focus on a description of new exotic cubature rules using the same kind of information.
Exotic cubature

General considerations
The construction of cubature rules for multivariate domains is very different from that of quadrature rules in one dimension. For an overview of relevant techniques, we refer the reader to (Cools 1997) . Cubature rules on triangular domains are surveyed in (Lyness & Cools 1993) . Several cubature rules of Gauss-type were obtained in (Lyness & Jespersen 1975) , many others can be found in the encyclopedic list (Cools 2003) .
A cubature rule on a two-dimensional region Ω, 
A classical problem is to construct a rule of degree d that requires the fewest function evaluations. Rules of specific interest are those with all weights positive and with all cubature points inside the domain of integration. Unlike in the one-dimensional case, it is unknown in general what the minimal number of cubature points is for a given degree d, though for any two-dimensional region the value
is a lower bound (Stroud 1971) . Cubature rules may be computed by solving the nonlinear set of algebraic equations (5.5), with the weights and cubature points as degrees of freedom. The dimensionality of this nonlinear system may be reduced by exploiting the symmetries of the integration domain.
Symmetries of the triangle
Recall that the triangle T is kept invariant under the action of the dihedral group D 3 , composed of six elements: identity, rotations R and R −1 by 2 3 π and − 2 3 π radians respectively, and reflections Q i,i+1 , i = 1, 2, 3, with respect to axes of symmetry passing through the vertices P i,i+1 respectively. For the record, the exact symmetries are R(x, y) = (− A cubature rule with the same symmetries can be written as
where S 1 = I, S 2 = R, S 3 = R −1 , S 4 = Q 12 , S 5 = Q 23 , S 6 = Q 31 are all the dihedral symmetries. Each point (x, y) leads to ı(x, y) function evaluations, where ı is 6 divided by the dimension of the isotropy group at (x, y): thus, ı(0, 0) = 1, ı(x, y) = 3 for (x, y) on the three axes of reflectional symmetry and ı(x, y) = 6 otherwise.
The symmetries of the equilateral triangle were first exploited this way in (Lyness & Jespersen 1975) . The nontrivial equations. The gain is approximately a factor of 6.
Cubature rules
Mildly generalizing the above expressions in order to use derivatives, we are interested in cubature rules of the form
We impose the rule that derivatives may be used only at the vertices and, more generally, also along the axes of reflectional symmetry. With this restriction, we adopt the convention that N and T denote the normal and tangential derivatives associated with the edge opposite the vertex c, or with the edge orthogonal to the axes of reflectional symmetry on which c lies.
Note that the factor √ 3 in (5.7) serves to simplify the expressions for the coefficients a j . It is unknown in general what is the minimal number of points such that the conditions (5.5) hold up to a certain degree. The cubature rules in this paper correspond only to local minima. They were found by iteratively solving small and local optimization problems. Starting from a given cubature rule, cubature points were removed by varying other cubature points in a small neighbourhood of their location, restricted to certain lines to further simplify the computations. It is likely that this fairly ad hoc and manual approach can be considerably improved. Yet, cubature rules using derivatives were found up to order 12.
Cubature rules of orders between 5 and 12 are depicted graphically in Figure 5 .1. The cubature points are indicated by dots. Derivatives of increasing order are indicated by circles with increasing radius. These rules all have the form (5.6). The precise values of the parameters a j , m j and c j are tabulated in Appendix A. We note that the first cubature rule Q 1 is known (Abramowitz & Stegun 1965, p.893) . Table 1 summarizes the order and the total number of function evaluations of the cubature rules depicted in Figure 5 .1. In this table, evaluations of derivatives are counted as function evaluations.
Copy rules
Convergence in numerical integration is not obtained usually by increasing the order of the rules, but by subdividing the integration region. The equilateral triangle can be divided into four smaller equilateral triangles, termed A, B, C and D in Figure 5 .2. A cubature rule on the larger triangle can, when appropriately rescaled, be used on each of these triangles separately. This leads to so-called copy rules. The scaling of a cubature rule to a smaller domain usually requires only multiplying the weights with a factor proportional to the size of that domain. However, when using (directional) derivatives, rescaling cubature rules is slightly more involved. To be precise, each function evaluation in the exotic cubature rules constructed above takes the form
for some value of w and with i = 1,2 or 3. Consider the unique affine mappings P A , P B , P C and P D that map the equilateral triangle to each of the smaller triangles, such that P A , P B and P C preserve the normal directions of the three edges and P D mirrors these directions with respect to the vertical axis. Then it is straightforward to demonstrate that the function evaluation (5.8) results in the function evaluation 9) when the cubature rule is rescaled to triangle A. Similar expressions hold for triangles B and C. The factor 1/4 is due to the smaller size of triangle A. The additional powers of 1/2 are due to the derivatives taken.
The case of triangle D is different, because P D maps N 1 to −N 3 , N 2 to −N 2 and N 3 to −N 1 . In this case, the above function evaluation becomes 10) with j = 3, 2, 1 for i = 1, 2, 3 respectively. Note that both evaluations (5.9) and (5.10) have the same general form as (5.8).
Numerical results
First, we illustrate the use of exotic cubature for the evaluation of the integral of f (x, y) = J 0 (x 2 + xy − cos(x + y)) over the equilateral triangle, where J 0 (z) is the Bessel function of the first kind and order 0. Results are shown in Table 2 for the cubature rules constructed in this paper. The table illustrates the effect of increasing the number of levels in copy rules. Level l = 0 corresponds to the cubature rule itself. Level l = 1 means that the triangle is subdivided into four smaller triangles. Level l = 2 means that each of the smaller triangles is again subdivided, and so on. Table 2 : Absolute error in the approximation of T J 0 (x 2 +xy −cos(x+y))dxdy by cubature rules using derivatives. Copy rules are constructed of l = 0, 1, 2 or 3 levels deep.
.5 −04 1.6 −05 2.8 −07 4.4 −09 Q 6 4.9 −05 4.9 −08 3.3 −11 2.6 −14 Q 2 1.7 −03 7.9 −07 4.8 −10 4.2 −12 Q 7 5.8 −06 1.9 −09 4.0 −13 8.2 −17 Q 3 5.4 −04 4.7 −07 5.4 −10 1.2 −12 Q 8 7.1 −07 6.2 −11 2.7 −16 1.2 −20 Q 4 3.2 −03 2.9 −06 8.0 −10 1.1 −11 Q 9 3.8 −07 2.0 −11 4.7 −16 2.7 −20 Q 5 1.7 −04 1.6 −07 1.0 −10 9.0 −14 Next, we illustrate the convergence rate of the modified Fourier series for the same function f (x, y). In this experiment we truncated the series (2.4) at m = N and n = N , where N is a constant. Pointwise convergence is illustrated in Fig. 5 .3 for increasing N at three points in the triangle: a point in the interior, a point on one of the edges and a vertex. The figure shows the modified Fourier series off = f − p −q, with p andq constructed so that the normal derivatives vanish along the boundary of the triangle. The convergence at the interior point is O(N −4 ), which is consistent with the size of the leading order term of the asymptotic expansion after polynomial subtraction. Pointwise convergence along the boundary is slower: it is O(N −3 ) for both points on the boundary. This is expected and is similar to modified Fourier series on the interval and on multivariate domains with tensor-product structure.
Finally, we illustrate the accuracy of the asymptotic expansions constructed in this paper for the function f (x, y). Let us denote by A [m,n] s the expansion (3.4) for c m,n truncated after s terms in the outer summation (i.e., k = 0, . . . , s − 1), and similarly by E [m,n] s the truncated expansion for the edge coefficients based on (3.8). The results are shown in Table  3 . It is clearly visible in this table that the accuracy of the expansions rapidly improves with increasing m and/or n. It is to be expected that Filon-type cubature rules would result in similar improvements, but with significantly smaller values of the errors. The modified Fourier series edge coefficients in this example were computed by using copy rules with a large number of levels. This of course does not lead to an O(N 2 ) scheme to compute the N 2 coefficients. These brute-force computations were performed in order to compare with results obtained by using the asymptotic expansion. The cost of evaluating the asymptotic expansion remains fixed for each coefficient, regardless of the value of m and n. 
Conclusions
The main result of this paper is the asymptotic expansion of coefficients in Laplace-Neumann series (or modified Fourier series) on the equilateral triangle. This expansion conveys the information necessary to accelerate the convergence of such series, to efficiently compute the coefficients and to predict and explain the shape of the hyperbolic cross in this setting. First steps were already taken in these directions using the techniques of polynomial subtraction, Filon-type cubature and exotic cubature. Taken together these steps have not currently led in this paper to a complete, fast and competitive implementation of a Laplace-Neumann approximation scheme. In particular, such a scheme would entail a constructive approach for high-order convergence acceleration and fully matched integration schemes for slowly and highly oscillatory integrals. Yet, based on the knowledge of the asymptotic expansion and on the foundations laid in this paper, these missing elements appear to be within reach and they are the subject of further research.
