We study sorting of permutations by random swaps if the comparison operator is noisy. e noise is not associated with the underlying tness but is inherent to the comparison operator. is type of tness-independent noise has not been studied before in the community but is prototypical for comparison-based evolutionary algorithms, which o en do not need to compute or approximate explicit tness values. As quality measure, we compute the average tness of the stationary distribution. To measure runtime, we compute the minimal number of steps a er which the expected tness approximates the average tness of the stationary distribution.
INTRODUCTION
An important and classical aspect of evolutionary algorithms (EAs) is how robust their performance is in the presence of noise [6, 11] . is theme has gained increased a ention in the last few years, [1-4, 7, 12, 16, 17, 20, 21] , see [22] for a comprehensive review. Mostly, noise is modelled by imperfect tness function evaluations that -instead of the exact tness value -return a perturbed value (e.g., by a Gaussian additive term).
is model is very accurate for algorithms which explicitly use the tness. However, it is less useful for comparison-based EAs which do not compute (or approximate) the underlying tness function. For example, if genetic algorithms are used to optimize chess engines, then the selection process will not rely on tness values, but rather on comparisons (e.g., by tournaments) between di erent engines.
In this paper we investigate how to evaluate comparison-based EAs in the presence of noise. Crucially, the noise in our model does not perturb the tness, but rather we assume that the process of comparing is error-prone. More precisely, we assume that every comparison gives a false output with some probability p < 1/2.
We use sorting by swaps as a prototypical example, since a permutation x can naturally be compared with any o spring that is created from x by a single swap, without reference to a tness function. Moreover, we will restrict to the case of comparison-based (1 + 1) EAs on some search space S n , as described by Algorithm 1. e general approach can be extended to (µ + λ) algorithms, but there are some additional subtleties which we want to avoidfor example, which of the µ individuals of the last generation the algorithm actually chooses as output.
ere are some problems that make it more complicated to de ne a theoretical evaluation of comparison-based EAs in the presence of noise. For example, the standard measure for the runtime of an EA in theoretical studies is the number of tness evaluations until an optimal solution is hit for the rst time. is is arguably unsuitable for noisy comparison-based algorithms, because even if they do nd an optimum, due to the noisy measurements, the algorithm might not be able to recognise it as a best-so-far solution. Moreover, in a noisy environment the global optimum may not have a practical advantage over some other search points. us if we expect the algorithm to nd the global optimum, we force it to spend possibly a lot of time on searching through the set of all solutions which Algorithm 1: e class of noisy (1+1) evolutionary algorithms for optimizing an unknown function f : S n → R. e (possibly randomized) mutation operator M creates a new individual M (x ) from x. e I F operator tries to decide whether its rst argument is er than its second argument, but gives an erroneous answer with probability p.
Initialize: Sample x (0) uniformly at random from S n . Optimize: for t = 1, 2, 3, . . .
are practically indistinguishable. An alternative which avoids the aforementioned problems is the xed-budget approach, in which we ask for the best solution that the algorithm obtains within a xed budget B of function evaluations. However, this approach has the disadvantage that it needs an additional parameter, the budget B. Instead we aim for parameter-free alternatives.
As a solution, we regard the algorithm as a Markov chain on its state space [11] . As such, the algorithm converges to some stationary distribution of states, the stationary distribution, and the tness of the output can naturally be de ned as the expected tness of the stationary distribution. Moreover, there is a well-established notion of mixing time, which is a natural measure for the time a er which the solution does not change further. However, this notion is not necessarily a good measure for the time until good solutions are found. e mixing time measures the time until the genotypical distribution of solutions becomes stable. But if there is, for example, a large plateau of almost-optimal solutions, then the time to reach this plateau may be signi cantly shorter than the mixing time. us we rather measure the runtime of the algorithm by the minimal time until the expected quality of the solution is close to the expected quality of a solution of the stationary distribution. Intuitively (but not formally), this corresponds to convergence of the phenotypical distribution instead of the genotypical distribution.
As mentioned before, we study the notions discussed above for the sorting problem, i.e., the individuals are permutations of the set {1, . . . , n}.
is problem has been introduced in the seminal paper of Scharnow, Tinnefeld and Wegener [24] , and it has been studied in di erent encodings [10] . Several mutation operators are discussed in [24] , one of which is the swap operator S (i, j), which exchanges the elements at position i and j. In this paper we will only consider S operations since they are the only ones for which the algorithm can decide in constant time whether the operation is advantageous or not (i.e., if the two elements were in the wrong order before swapping or not). us S operations allow naturally to compare parent and o spring without explicitly accessing the tness of either search point. For 0 < p < 1/2 and 1 ≤ r ≤ n we will study the algorithm S S p,r , which produces a random o spring by choosing uniformly at random two elements in distance at most r and swapping them. e comparison between o spring and parent yields the correct answer with probability 1−p, and the wrong answer with probability p. We will see that there is a trade-o between speed of convergence (for large r ) and quality of the nal solution (for small r ). A similar trade-o for r = 1 and r = n has been rst observed in [13] in a slightly di erent noise model.
To measure the quality of the solution, we need to assume a ground truth, i.e., an unknown underlying tness function. We consider the following options for a permutations π , see also Section 2 for formal de nitions.
• I (π ) is the number of inversions, i.e., the number of pairs (i, j), i < j such that π (i) > π (j) [24] . • W (π ) is the weighted number of inversions, where each inversion (i, j) is weighted by π (i) − π (j) [13] . • D (π ) is the total dislocation, i.e., the sum of all distances of elements i from their positions π (i) [8] .
e noisy process of sorting by random swaps and its variants has been studied in other contexts as well: Similar Markov chains are studied as (biased) card shu ing processes 2 with a focus on the mixing time as a measure of e ciency of the shu ing [5] . e 0-1 sequence sorting considered in Section 3.2 is related to the asymmetric exclusion process, studied in statistical physics to model the dynamics of continuous particle di usion in an in nite space [25, 26] . We can model the process S S p,1 as a canonical ensemble using I (π ) as the energy function and temperature 1/ log( 1 / p − 1). We omit the details in this paper. To the best of our knowledge, the results of this paper have not been known in the above contexts unless explicitly stated. 
Our Results
Moreover with high probability 3 I (π ) ≤ W (π ) = O(n log n) and the maximum dislocation is max 1≤i ≤n |i − π (i)| = O(log n).
Note that the bounds on the expectations are asymptotically tight. For su ciently small p and large n, the ratio of the upper and lower bounds is close to 2 for both I and W . is is illustrated in Figure 6 together with experimental results. Experiments of Section 4.3 suggest that E(I (π )) f 1 (p)n and E(W (π )) f 2 (p)n for some (unknown) functions f 1 , f 2 .
Our next result shows that the convergence time (in terms of tness) of the algorithm is Θ(n 2 ) for both I and W . More precisely, let π be a random permutation from the stationary distribution of S S p,1 , and let
be the times until S S p,1 has approached the quality of its stationary distribution up to an error of ε. en:
For any constant p and any constant error ε,
We also run experiments on the convergence times in Section 4.2. For p ≤ 0.2, the measured convergence times are between n 2 and 2n 2 (within 95 % con dence).
1.1.2 Arbitrary swaps. Now we turn to S S p,n , which may swap any pair of elements. We do not provide theoretical results on the convergence time in this case. Experiments of Section 4.2 indicate that the convergence time is almost n times faster than for r = 1, and in particular suggest convergence time to be bounded by O(n log n).
is would be also consistent with the mixing time of a random card-swapping process shown to be O(n log n) by Diaconis [9, chapter 3D]. However, this increase in speed comes at a cost, since the quality of the solution is dramatically worse than for S S p,1 .
π is a random permutation from the stationary distribution of S S p,n ,
More precisely,
, and E(W (π )) ≥ pn 3
648
.
We remark that the upper bounds in eorem 1.3 are trivial and hold for any permutation. In particular, the algorithm achieves only a constant improvement over a random permutation. Similarly to S S p,1 , experiments of Section 4.3 indicate that E(I (π )) f 3 (p)n 2 and E(W (π ) f 4 (p)n 3 for some (unknown) functions f 3 , f 4 . For p → 0.5, both E(I ) and E(W ) smoothly converge to the expected tness functions of a random permutation.
Bounded-range swaps.
For the intermediate range, 1 < r < n, experiments also suggest a smooth transition between the above results, namely E(I (π )) = Θ(nr ) and E(W (π )) = Θ(nr 2 ) for any xed p ≤ 0.3. We show lower bounds on the tness functions:
For any constant 0 <p < 1 / 2 and any r ∈ {1, . . . , n}, if π is a random permutation from the stationary distribution of S S p,r , then E(I (π )) = Ω(rn), E(D (π )) = Ω(rn), E(W (π )) = Ω(r 2 n).
NOTATION AND FORMAL DEFINITIONS 2.1 Algorithm
Let S n be the set of all permutations of {1, . . . , n}, i.e., the set of all bijective functions π : {1, . . . , n} → {1, . . . , n}. For a parameter r ∈ {1, . . . , n} and a parameter p < 1/2, we de ne S S p,r to be the (1 + 1) evolutionary algorithm as given by Algorithm 1, with search space S n and the following M r and I F p operations: M r (x ) selects two indices i and j with 1 ≤ |i − j | ≤ r uniformly at random and returns the permutation
We say that a swap S (x, i, j) is successful if x i and x j are correctly sorted a er swapping, i.e., if i < j and x i > x j , or if i > j and x i < x j . e I F p (x, ) operator is only de ned on permutations x and = S (x, i, j) which di er by a single swap.
If the swap was successful, then I F p (x, ) returns with probability 1 − p, and x with probability p. Otherwise, it returns x with probability 1 − p, and with probability p.
We use S p,r to denote the Markov chain associated with the algorithm S S p,r extended to all n-element sequences (the actual values do not ma er and do not change in the process, and values may repeat). However, the reachable states are determined by the (multi-)set of values, and for distinct values, the state space is isomorphic to S n . Each combined mutation/selection operation corresponds to one transition step of the Markov chain [19] . Let S p,r (π ) be the process S p,r starting from permutation π , let S p,r,n denote the process starting from a random n-element permutation, and let S ∞ p,r,n be the unique stationary distribution (which exists since S p,r is irreducible and positive recurrent). Finally, let x (t ) be a random permutation a er t steps when S p,r (π ) is clear from the context.
Fitness Functions
We consider the following three functions as tness function to be minimized: the total dislocation in a permutation π is the sum of displacement of all elements, where the displacement of an element is the absolute di erence between its positions in π and in the sorted n-element sequence π 0 = (1, . . . , n); the number of inversions is the number of pairs of elements in π that are placed in a di erent order than in π 0 ; the weighted number of inversions is the sum of all absolute di erences in value of inverse pairs. Let π (i) denote the element in π at position i. e formal de nitions of the three tness functions are as follows:
De nition 2.1. Let π ∈ S n be a permutation of the set {1, . . . , n}. e number of inversions of π is
1 .
e weighted number of inversions of π is
Note that any of these tness functions decreases with a successful swap. erefore, the operator I F (x, ) can equivalently be de ned by comparing the tness of x and , and returning the er with probability 1 − p, and the less t with probability p. We used the previous de nition to emphasize that I F can be de ned without reference to any explicit tness function.
For permutations of {1 . . . , n}, the following lemma directly follows from the de nitions.
ere is an upper bound for each tness function. e number of di erent pairs in a set of n elements is n 2 . erefore, the maximum number of inversions in a permutation is n 2 . e total sum of the absolute di erences of all pairs in the set {1, . . . , n} is n−1 k =1 (n − k )k = n+1
3 . e maximum total dislocation of a permutation on n elements is n 2 2 , see [18] . ese three upper bounds are all tight for the reversed sorted permutation (n, . . . , 1). L 2.3. For any π ∈ S n ,
THEORETICAL ANALYSIS 3.1 Sorting with adjacent swaps
Here we theoretically analyze S S p,1 , the sorting algorithm with adjacent swaps, and its Markov chain S p,1 . A main tool will be a sorting process of 0-1 sequences, which is analyzed in Section 3.1.3, and coupled to S p,1 in Section 3.1.4.
Benjamini et al. [5] show that for any constants p < 1/2 and ε > 0, the mixing time of the Markov chain S p,1,n is T mix = O(n 2 ). A er mixing, the relative error of probabilities of resulting permutations compared to the stationary distribution are below ε, and so are the relative errors for the distributions of the marginals I and W .
is gives us
for any t ≥ T mix , and similarly for W .
On the other hand, every swap of adjacent elements can reduce the number of inversions by at most one. So in expectation, Ω(n 2 ) swaps are needed to go from a random permutation (with Θ(n 2 ) expected inversions) to a permutation with O(n) inversions. By eorem 1.1, a permutation in the stationary distribution has E(I ) = O(n) and E(W ) = O(n), and since by Lemma 2.2 we have W (π ) ≥ I (π ), the lower bounds follow. en the probabilities to go from s to s + and vice versa are p s,s + = p/(n − 1) and p s + ,s = (1 − p)/(n − 1). ese satisfy the condition above.
By Proposition 1.19 in Levin et al. [15] , P 0 is then a stationary distribution for S p,1,n . e uniqueness of P 0 follows from irreducibility and niteness.
3.1.3 Sorting 0-1 sequences. Let B p,n,k = S p,1 (0 k 1 n−k ), e.g. the sorting process of k zeroes and n − k ones, and let B ∞ p,n,k denote its stationary distribution. Since the stationary distribution is unique by Lemma 3.1, the starting state choice is just a convenience. L 3.2. For any constant 0 < p < 1/3, any n and 0 < k < n, we have
Moreover, for some λ(p) depending only on p, and any l ≥ 0, In the state with sequence s, the probability that I (s) increases in one step by 1 is p ↑ = up n−1 , since this happens only when an uptransition pair is selected and the elements are sorted as descending. Analogously, the probability I (s) decreases by 1 is
Note that I (s) may not change by more than 1 in a single step.
For the sequence of values of I , we can observe that whenever d > 0 and u > 0 it holds that
e only state with d = 0 is the sorted state with I = 0 and the only state with u = 0 is the reversed sorted state with I = I max = k (n−k ). In all other states, the ratio p ↑ /p ↓ depends only on u and d and is upper bounded by 2p/(1 − p).
To upper bound E(I ), consider the random walkĪ on 0, . . . ,
is follows directly by analyzing the ratios P[Ī = i]/P[Ī = i + 1]. By a direct series summation and using I max ≥ n − 1 andc < 1 we get
Since p ↑ /p ↓ ≤p ↑ /p ↓ we can monotonically couple I andĪ , ge ing E(I ) ≤ E(Ī ) in the stationary distributions. For the second part of the lemma, note that P[Ī > l] ≤ ∞ i=l +1c
we get P[Ī > λ(p) + l] <c l , and the bound for I follows since the coupling is monotone.
Sorting permutations.
P T 1.1. Let π 0 = (1, 2, . . . , n) be the sorted nelement sequence. By Lemma 3.1, the stationary distribution S ∞ p,1,n is the same as S ∞ p,1 (π 0 ), so we analyze the la er. For a permutation π , let T k (π ) ∈ {0, 1} n be the k-th threshold 0-1 sequence, where T k (π ) i = 1 if π i > k and T k (π ) i = 0 if π i ≤ k. So T k (π ) contains exactly k zeroes and n − k ones.
We decouple the process S p,1 (π 0 ) into n − 1 processes denoted (B p,n,1 , . . . B p,n,n−1 ): e state π of the process S p,1 (π 0 ) corresponds to the states (T 1 (π ), . . . ,T n−1 (π )) of the 0-1 process B p,n,k . e coupled processes share the following event space: In every step we randomly choose two adjacent positions (i, i + 1) to be compared and with probability p choose to order their values in the descending (wrong) order, or ascending (right) order otherwise. e same event then decides the change in all the coupled processes. It is straightforward to see that starting from corresponding states of Figure 1 for an illustration. For any permutation π , we have W (π ) = n−1 k =1 I (T k (π )) by reordering the summation:
In the stationary distribution of the coupled processes, we have ,1,k ) ) and the rst part of the theorem follows from Lemma 3.2 and Lemma 2.2.
To see the bound on W (S ∞ p,1,n ) with high probability, we use the tail bounds of To show the maximum dislocation bound, consider a state π , any permutation element 1 ≤ k ≤ n and let j = π −1 (k ). e dislocation of k is then |k − j |. If j < k, T k (π ) j = 1 and necessarily I (T k (π )) ≥ k − j. By Lemma 3.2, P[k − j > β log n] < n −3 in the stationary distribution for some β only depending on p. A symmetric argument shows that P[j − k > β log n] < n −3 for j > k. By union bound of the events "element k has dislocation at least β log n" for all 1 ≤ k ≤ n, we obtain the maximum dislocation claim.
We show the lower bound on E(I (π )) to hold a er any number of steps: consider any nite length realization of the random process starting from a random permutation π 0 with the last permutation being π . Divide the n − 1 pairs of adjacent positions into three groups: A has never had a swap, the last swap of B was wrong, and the last swap of C was right. It is easy to see that E(|C |) ≤ (1 − p)(n − 1) and so E(|A| + |B|) ≥ p(n − 1). In π we nd one inverted pair for each B: the pair that was last swapped on B has to be also inverted in π . For each position in A, the expected number of inversions of π 0 between the elements le of A and right of A is at least 1 whenever n ≥ 3, and all these inversions are also present in π . e claim follows from linearity of expectation and the observations that all the inverted pairs counted for A and B are distinct.
Sorting with any swaps
We now analyze sorting with arbitrary swaps, i.e., we consider the Markov chain S p,∞ . Observe that the Markov chain for any such process that allows non-adjacent swaps is not reversible by the Kolmogorov Criterion [14] . P T 1.3. e upper bounds follow immediately from Lemma 2.3.
For the lower bounds, consider the following equivalent way to describe one step in S p,∞ : With probability (1 − 2p), arrange the two randomly chosen elements correctly, and with probability 2p, arrange them randomly (swap or do not swap them each with probability p).
Let permutation π be a state a er S p,∞,n has converged. Let R + be the set of all elements in π whose last step during the process was a random swap. Let R be a subset of R + , such that if the last step for two elements in R + was the same random swap, let only one of them be in R and decide which one at random, otherwise, ip a coin to decide whether to include an element in R. Clearly, for each element, the probability to be in R is Each element of R got placed to a random position in π . us, the expected dislocation of an element in R is
. erefore, by linearity of expectation, the expected total dislocation is at least E(D (S ∞ p,n,n )) ≥ E(|R|) n 3 − 1 3n = p (n 2 −1) 6 . By the well-known inequalities of Diaconis and Graham [8] , it holds that I ≥ 1 2 D, thus E(I (S ∞ p,n,n )) ≥ p (n 2 −1)
12 . e order in which the elements of R appear in π is random. Moreover, the ranks of the elements in R are uniformly distributed between 1 and n, as are their positions in which they appear in π . Consider the rst 1 3 n positions in π : e expected number of elements from R that are larger than 2 3 n and appear in one of these positions is 1 9 |R|. By the pigeon hole principle, the number of elements that are smaller than 1 2 n and appear in the middle or last third of π is at least 1 6 n. All elements of this set are inverse to all elements in the rst set and di er by at least 1 6 n. erefore, E(W (S ∞ p,n,n )) ≥ 1 6 n · 1 9 |R| · 1 6 n ≥ 1 648 pn 3 .
Sorting with bounded-range swaps
Finally, we turn to the general process, where we allow swaps between elements that lie at most r positions apart, i.e., we consider the Markov chain of S p,r . P T 1.4. e prove is similar to the one of eorem 1.3: We consider again the equivalent process description and the sets R + (the set of all elements whose last step was a random swap) and R (the subset of R + that includes each element with probability 1 2 ), with E(|R|) = pn 2 . For each element in R, its new expected dislocation will be larger than Ω(r ), since the element is placed to a random position inside a radius r compared to its old position.
erefore, E(D (π )) ≥ |R| · Ω(r ) = Ω(prn), and by [8] , also E(I (π )) ≥ Ω(prn). For the weighted number of inversions, we observe the following: If an element i has dislocation d i , then it is inverse to at least d i pairwise di erent larger or smaller elements (no such element can have the same di erence to i), and its contribution to W is at least
where the factor 1 2 is to prevent double counting. e expected value of d i +1 2 is in Ω(r 2 ). us, E(W (π )) ≥ |R| · Ω(r 2 ) = Ω(pr 2 n).
We complement the theoretical analysis of Section 3 with experimental observations.
EXPERIMENTAL RESULTS

Methodology
e experimental results were obtained by simulating the process for a given number of steps or until the tness function converged (for convergence criterion, see Section 4.2). e simulation is implemented in a combination of C++ and Python, the sources are freely available on GitHub 6 . For reproducibility, the simulation uses a pseudo-random generator with a deterministic seed.
Every plot is based on 300 independent runs. We generally use n around 512, as the experimental results are consistent already for n ≥ 128. All the plots include 95 % con dence interval error bars even where these are actually not visible. (Bo om of Figure 2 is an exception to the above.)
To illustrate the evolution of the solution quality over time, see Figure 2 .
Speed of convergence
In all the experiments, we use the convergence of I (π ) as the main stopping criterion 7 . Based on experiments, we assume the sequence I (x (t ) ) for t = 0, 1, . . . is a monotonically decreasing function with an additive noise term. We de ne the convergence time T conv as the smallest time t when E(I (x (t ) )) ≤ (1 + ε)E(I (S ∞ p,r,n )). For an overview and discussion on various stopping criteria, see [23] . Right: I /n 2 and W /n 3 for r = n and various n and p. In both: converged phase means and 95 % con dence intervals over 300 runs.
To estimate E(I (x (t ) )), we average over a sliding window starting at time t. To choose an appropriate size of the window proportional to the convergence time, we estimate the convergence time as
wherer is the average swap length, e.g. r = ( r i=1 i (n−i))/( r i=1 (n− i)). e experiments show that this estimate is within 0.2 to 2.3 multiplicative error of the measured mean T conv on our data. Note that the asymptotic behavior may be di erent and we need only a rough estimate.
We choose ε = 0.05 and window size w = 0.05T est = Ω(n). We also set a sampling rate s = T est /1000 to speed up the computations.
In step t divisible by s and with t > 3w, we compute mean I of windows starting at t and 3 / 2 t:
I (x (i ) ) . If I (x (t ) ) ≤ (1 + ε )I (x ( 3 / 2 t ) ), then we estimate T conv = t. If t ≥ 2 / 3 T conv , then I (x ( 3 / 2 ) ) is an estimate for E(I (S ∞ p,r,n )). On the other hand if t < 2 / 3 T conv , then t and 3 / 2 t are both in the notconverged phase and seeing a false-positive would imply a very small average descent of I between the windows. See Figure 3 for the plots of mean T conv for the extreme cases r = 1 and r = n, and Figure 4 for a dependency on r . e experimental results indicate that for a xed p and r = 1, T conv = Θ(n 2 ) (in accordance with eorem 1.2).
For r n, the time measurements are less accurate but consistent. e convergence times are only hundreds of steps with large tness changes. Also, E(I )/n 2 of the stationary distribution is close to that of a random permutation (see Figure 6 ). However, such imprecision of convergence time has no e ect on the converged tness measurements.
Converged state quality
We estimate the qualitative properties I and W of the stationary distribution as the distribution of the values in the range [3/2T conv , 2T conv ] over 300 independent process runs. In all the data, note that the 95 % con dence error bars are very small and generally not visible. For values of p ≤ 0.3 and n ≤ 1024, we observe that estimating I (S ∞ p,1,n ) f 1 (p)n, W (S ∞ p,1,n ) f 2 (p)n, I (S ∞ p,n,n ) f 3 (p)n 2 and W (S ∞ p,n,n ) f 4 (p)n 3 (for some xed unspeci ed functions f 1 , . . . , f 4 ) are surprisingly accurate. See Figure 5 .
To estimate the dependency on p (e.g. the functions f 1 , . . . f 4 ), see Figure 6 . Finally, see Figure 7 for the experimental dependency of I and W on r . is trade-o corresponds to the lower bounds of eorem 1.4. Note the non-linearity at r ≥ 128 is likely to be caused by the average swap-distancer being lower than r /2 (whilē r r /2 when r n).
Figure 7:
Converged I for n = 512 with various r and p (converged phase mean and 95 % con dence intervals over 300 runs). e dashed line is the direction of the lower-bound from eorem 1.4 (ignoring a multiplicative factor depending on p).
CONCLUSION
We have studied sorting by random swaps with a noisy comparison operator. We considered swaps of elements in distance at most r , and we found a trade-o between fast convergence (for large r ) and high quality of the solution (for small r ). We have only proven the results for the extreme cases r = 1 and r = n formally, so a natural next step is to verify theoretically the experimental results for arbitrary r .
Since all parameter choices have strengths and weaknesses, an important question is whether an adaptive algorithm that decreases r over time (similar to Simulated Annealing) can pro t from both cases: can such an algorithm achieve a linear expected (weighted) number of inversions in the stationary distribution with a subquadratic convergence time? We leave this question open for future research.
