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Abstract
The corrected di#usion e#ects caused by a noncentered stochastic system are studied in this
paper. A di#usion limit theorem or CLT of the system is derived with the convergence error
estimate. The estimate is obtained for large t (on the interval (0; t∗), t∗ of the order of −1).
The underlying stochastic processes of rapidly varying stochastic inputs are assumed to satisfy a
strong mixing condition. The Kolmogorov–Fokker–Planck equation is derived for the transition
probability density of the solution process. The result is an extension of the author’s previous
work [J. Math. Phys. 37 (1996) 752] in that the present system is a noncentered stochastic sys-
tem on the asymptotically unbounded interval. Furthermore, the solutions of the Kolmogorov–
Fokker–Planck equation are represented by an explicit approximate form based upon the pseu-
dodi#erential operator theory and Wiener’s path integral representation.
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1. Introduction
A lot of di#usion approximation problems for a system of di#erential equations with
rapidly varying stochastic inputs are studied by replacing the equations by equations
with a white noise type of random idealization (Brownian motion) and interpreting
the equations in the sense of Itoˆ or Stratonovich. This will lead to the Fokker–Planck
type equations for the transition probability densities of the solution processes. From
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a modelling point of view, however, a limit theory covering more broad range of
random Iuctuations is required to apply the di#usion theory of stochastic di#erential
equations to many practical problems. One of generalizations in this sense can be made
by imposing a mixing condition of the underlying random variables.
A large class of stochastic processes deJned by stochastic equations, not of Itoˆ type,
(d=dt)x(t; s; x) = −1F(t; t=2; x); x(s; s; x) = x∈Rd (1)
with a small parameter  converge weakly to a di#usion type Markov process whose
Jnite dimensional distributions are determined by a parabolic partial di#erential equa-
tion, the Kolmogorov backward equation, with a certain generator. Here, F is a mean
zero random Jeld of the second argument and has a unit correlation length while the
Jrst argument accounts for nonstationary modulation. The motivation comes from the
fact that the nontrivial probability distributions of the solution processes
(d=dt)x(t; s; x) = F(t=; x); x(s; s; x) = x∈Rd
which has a rapidly oscillating component, can be obtained over a growing time interval
of order −1 [5]. The limit theory for this type of stochastic equations was initiated by
Stratonovich [20] for problems of nonlinear vibrations in the presence of random noise.
The mathematical theory was developed by Khasminskii [8] and much of foundational
extension has been done by a variety of authors. For example, Cogburn and Hersh’s
work [2] allows a much broader class of stochastic perturbations and requiring only a
strong mixing condition. Papanicolaou and Kohler [14] extended the theory to include
the linear problem.
This theory has become not only an important result in the study of di#usion pro-
cesses (see, for example, [16]) but also a power tool in many applications. These
include the harmonic oscillator with randomly perturbed elastic constant, di#usion ap-
proximation in transport theory, radio waves in turbulence, microwaves in a wave
guide with rough surface, waves in geophysical media, etc. Refs. [4, 12] show some
examples of its applications. Both asymptotic and stochastic formulation of wave prop-
agation problems in a type of complex medium, in particular, uses this type of theory
to obtain the stochastic information of its signal or/and to probe the internal structure
of the medium. When waves propagate in a medium with a layered Jne structure,
they are expected to undergo some scales of noisy Iuctuations due to intense multiple
scattering in the medium. It is, therefore, diLcult both to characterize internal wave
Jelds in the medium and to extract useful information about the medium from observa-
tions of reIected waves. To explore the large scale deterministic structure of this type
of medium, on one hand, and to average over the Jne scale random e#ects, on the
other hand, the typical wavelengths of the propagating waves need to be shorter than
the propagation path length but longer than the size of the layer correlation length.
(A limit is then possible which combines a geometric optics-like limit with a central
limit.) Through this reformulation and a certain procedure of centering, the given wave
propagation problems can take the form of (1) essentially.
Let us extend the bounded t-interval of the given system (1) to an asymptotically
unbounded interval whose size is of the order of −1. The motivation for this consider-
ation comes from the consideration of a generalized case in which a singular behavior
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of the waves may occur in a random medium due to more general variations of the
constitutive parameters. Refer to the author’s work in 1996 [9] for the details. Further-
more a deterministic Jeld G is added to the system and this inclusion will be focused
on. This term plays a role, for example, when a certain degree of wave dissipation is
introduced. A generalized stochastic system to be considered in this article is, therefore,
a noncentered system expressed by
(d=dt)x(t; s; x) = −1F(t; t=2; x) +G(t; x); x(s; s; x) = x∈Rd; (2)
over an interval, say (0; t∗), of an order −1, where F is a mean zero random Jeld
and G is a nonzero deterministic Jeld.
Given a mixing condition, the Jnite-dimensional distribution of the solution process
of (2) will be approximated by the solution of the Kolmogorov backward equation
with a certain generator. The convergence error of this approximation is also to be
estimated. The transition probability density of the solution process then solves the
adjoint equation, called the Kolmogorov–Fokker–Planck equation, of the Kolmogorov
backward equation as a forward variable and its explicit representation will be ob-
tained by the pseudodi#erential operator theory combined with an inJnite-dimensional
functional construction (Wiener’s path integral representation).
In Section 2, a limit theorem of the noncentered stochastic system (2) is asymptot-
ically stated under suitable conditions including a mixing condition. The proof of the
theorem is given in Section 3. In Section 4, the limiting solution of the resultant Kol-
mogorov–Fokker–Planck equation for the transition probability density is represented
in terms of path integrals.
2. Limit theory for a noncentered stochastic system
To develop a limit theory for (2), it is Jrst required to establish some relevant nota-
tion and hypotheses. Let (; F; P) be a probability space and let {Fts : 06 s6 t6∞}
be a family of (nondecreasing in t and nonincreasing in s) 
-algebras contained in F .
The underlying stochastic process is assumed to satisfy the so called uniformly strong
mixing (or Ibragimov’s mixing) condition deJned by
sup
s¿0
sup
A∈F∞s+t ;B∈Fs0
|P(A|B)− P(A)|= (t) ↓ 0; as t ↑ ∞; (3)
where the mixing rate (t) is assumed to satisfy∫ ∞
0
1=2(s) ds¡∞: (4)
This mixing rate condition implies some useful estimates; −1(−1) is uniformly
bounded in ∈ (0; 1), and ∫∞0 (s) ds¡∞, for example. The conditional probabili-
ties relative to Fs0, 06 s6∞, are assumed to have a regular version so that the
representation E{·|Fs0}=
∫
 ·Ps(d!|!′) holds almost everywhere [6].
Let Ck denote the space of functions having bounded continuous derivatives up to
order k on Rd, where Rd is equipped with the one-point compactiJcation. The norm
‖ · ‖k is given by the sum of the supremum norm of the function and its derivatives
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up to order k. Then the spaces Ck are separable Banach spaces and these are dense
subspaces of C0 such that Ck ⊂ Ck−1 and ‖f‖k−16 ‖f‖k , ∀f∈Ck .
The solution operators U(s; t), called the random propagators, associated with (2)
are deJned by
U(s; t)f(x) = f(x(t; s; x)); ∀f∈C0: (5)
Next, the following deterministic initial value problem, in which the stochastic term
of (2) is suppressed, is considered.
(d=dt)x(t; s; x) =G(t; x(t; s; x)); x(s; s; x) = x∈Rd: (6)
The relevant operators OU(s; t), called the e8ective propagators, are deJned by
OU(s; t)f(x) = f(x(t; s; x)); ∀f∈C0: (7)
The random propagators and e#ective propagators are clearly contraction operators
on C0 into C0 (but not on Ck , k ¿ 0). The random variables U(s; t)f, f∈C0, are
strongly Ft=
2
s=2 -measurable.
Also, the following di#erential operators corresponding to the stochastic and deter-
ministic (e#ective) initial value problems (2) and (6), respectively, are deJned.
V t f(x) = F
(t; t=2; x) · ∇f(x); ∀f∈C1; (8)
OV tf(x) =G
(t; x) · ∇f(x); ∀f∈C1: (9)
Then operators V t are strongly measurable (with respect to the 
-algebra generated by
the product of the Borel sets on [0;∞) and 
-algebra F) since integral ∫ V t f(dx),
f∈C1, ∈C0∗, is Ft=2t=2 -measurable. Here, C0∗, the dual space of C0, is the space of
Jnite signed Borel measures on Rd. Also, for each t, V t f, f∈Ck , k = 1; 2; 3; 4, is
strongly Ft=
2
t=2 -measurable as a function of !∈.
Given the assumption of the uniform boundedness of Jelds F and G, let the norm
of operator V t from C
k into Ck−1, k = 1; 2; 3; 4, be deJned by
‖V t ‖k = sup
f∈Ck ;f =0
‖V t f‖k−1
‖f‖k : (10)
Since Ck are separable Banach spaces, each ‖V t ‖k is a Ft=
2
t=2 -measurable function of !
and jointly measurable in t and !.
Theorem 1. Let U(s; t), OU(s; t), V t , and OV

t be the operators, respectively, de:ned
by (5), (7), (8), and (9). Suppose that the random :eld F(t; t=2; x) is jointly mea-
surable with respect to its arguments and, for each :xed t and x, F(t; t=2; x) is
Ft=
2
t=2 -measurable. Also, suppose that the 
-algebras {Fts} satisfy the strong mixing
condition described by (3) with the mixing rate condition (4). It is assumed that the
following two conditions (i) and (ii) hold:
(i) For each t, x and ,
E{F(t; t=2; x)}= 0: (11)
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(ii) Let the interval (0; t∗) be divided into non-overlapping O(1) intervals In, n =
1; 2; : : : ; m0, such that
‖∇ ⊗ · · · ⊗ ∇ ⊗ R‖06Cn; (R = F; G) (12)
holds on In up to order 4. Here, the constants Cn; are uniformly (in n) bounded by
a constant (independent of t, x, and ) and they satisfy the decay condition
m0∑
n=1
Cn; ∼ O(−) (13)
for some number ¡ 1.
Then, for each f∈C4, there exists a constant Cf independent of  such that
sup
06t6t∗
‖E{U(0; t)f} − A(0; t)f‖06 1−Cf; (14)
where A(s; t) denotes an operator on Ck into Ck , 16 k6 4, solving a :nal value
problem
@sA(s; t) + ( OV s + OW

s)A
(s; t) = 0; A(t; t) = I: (15)
Here, operator OWs is given by
OWs =
∫ 1=
0
E{Vˆ (s; s+ 2t)Vˆ (s+ 2t; s)} dt; Vˆ (s; t) = V s OU(s; t): (16)
Remark 1. Theorem 1 deals with a general case that the current stochastic systems are
noncentered. The result can be reduced to the known result for stochastic di#erential
equations via the following steps. If G of (2) is zero, then OV s = 0 and the e#ective
propagators OU(s; t) become the identity operator for all s and t and thus Vˆ (s; t) is the
same as V s which is independent of t. Therefore, one obtains the well-known generator
L0 for centered stochastic systems:
L ≡ OV s + OWs ⇒ L0 =
∫ 1=
0
E{V s V s+2t} dt: (17)
Remark 2. In terms of operators Vˆ (s; t) deJned by (16), Theorem 1 demonstrates
how the solution of deterministic system (6) (or e#ective propagator) couples with the
random Jeld F of stochastic system (2). This type of result have been obtained for
speciJc systems (see, for example, [14–16, 19]). However, those speciJc systems do
not have (actually do not need) the decay condition with the parameter  considered in
this paper which deals with an asymptotically unbounded interval and thus allows more
involved cases. In particular, turning point problems in random media would require
this type of theory for a uniformly valid di#usion limit. For example, a stochastic
turning point problem considered in [9] satisJes the assumption ¡ 1 with = 12 .
If the result of Theorem 1 on an asymptotically inJnite interval (0; t∗) is combined
with the principle of averaging for parabolic partial di#erential equations obtained by
Khasminskii [7], the following corollary follows under certain conditions. Let L be
of the form L = B :∇ + Q :∇ ⊗ ∇ for some B and Q: Then Q(s; x) has to be
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nonnegative deJnite for all (s; x), which can be checked easily from (16). But more
conditions are required; among other things is the concept called integral continuity
Jrst introduced in [11]. The function a(s; x) is called integrally continuous with respect
to  if for any ∗ ∈ (0;∞)
lim
→∗
∫ s2
s1
a(s; x) ds=
∫ s2
s1
a
∗
(s; x) ds:
If for any l¿ 0 this limit is uniform with respect to x∈Rd, s1 and s2 ∈ (0;∞) under
the condition 0¡s2 − s1 ¡l, then a(s; x) is called uniformly integrally continuous
with respect to .
Corollary 1. Let Q be positive de:nite with uniform nondegeneracy at least in one
direction and all the components of B and Q are continuous in (s; x) and uni-
formly integrally continuous in . Then, for each f∈C4, E{f(x(t; s; x))} converges
uniformly in s and t to u(s; t; x;f) that solves a :nal value problem
(@s + OV s + OWs)u(s; t; x;f) = 0; lim
s↑t
u(s; t; x;f) = f(x)∈C4; (18)
where OVsf = lim→0 OV s f (∀f∈C1) and OWsf = lim→0 OWs f (∀f∈C2).
3. Proof of the limit theorem
The proof of Theorem 1 is based upon a “bootstrapping” idea; the quantity
E{U(0; t)f} is estimated on each interval In and these estimates are then added up to
obtain the desired estimate on the whole interval, which has an asymptotically inJnite
scale. For the estimates of each part, a mixing lemma or the previously known limit
theorem of mixing stochastic di#erential equations is to be used.
From the uniqueness of solutions to (2) and (6), which can be proved by the usual
argument of the proof of uniqueness of ordinary di#erential equations, the following
Jnite propagator properties hold. These properties in turn yield the inJnitesimal forward
and backward propagator properties.
Lemma 1. The random propagators U(s; t) and e8ective propagators OU(s; t) satisfy
(i) the :nite propagator properties
U(s; u)U(u; t) = U(s; t); U (t; t) = I; (19)
OU(s; u) OU(u; t) = OU(s; t); OU(t; t) = I (20)
and (ii) the in:nitesimal forward and backward propagator properties
@sU (s; t) + (−1V s + OV

s)U
(s; t) = 0 = @tU (s; t)− U(s; t)(−1V t + OV t ); (21)
@s OU(s; t) + OV s OU
(s; t) = 0 = @t OU(s; t)− OU(s; t) OV t (22)
on C1.
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Since the inJnitesimal forward and backward propagator properties yield
@u( OU(s; u)U(u; t)) + −1 OU(s; u)V u U
(u; t) = 0
on C1, one can obtain the following lemma.
Lemma 2. The random propagators U(s; t) and e8ective propagators OU(s; t) satisfy
U(s; t) = OU(s; t) + −1
∫ t
s
OU(s; u)V u U
(u; t) du; (23)
U(s; t) = OU(s; t) + −1
∫ t
s
U (s; u)V u OU
(u; t) du (24)
on C1.
The mixing lemma is an important tool to be used in the proof of Theorem 1. The
mixing condition (3) and the Hahn decomposition theorem are put together to provide
the following version of the mixing lemma; the detailed proof is referred to [1].
Lemma 3. Let F(!;!′) be a random variable on  ×  such that, for each :xed
!′, F(·; !′) is Fs0-measurable and, for each :xed !, F(!; ·) is F∞s+t-measurable and
|F(!;!′)|6#(!) (!′), E{#q}¡∞ and E{ p}¡∞ with 1=p+1=q=1 and p; q¿ 1.
Let Fts and P satisfy the mixing condition (3). Then
|E{F(!;!′)− E{F(!; ·)}}|6 21=q(t)E1=q{#q}E1=p{ p}: (25)
Alternatively, the following Banach space version of Lemma 3 will be used also.
Lemma 4. Let L, M , and N be Banach spaces and let W (!) and U (!′), !;!′ ∈,
bounded operators on N into M and M into L, respectively. Let U be strongly
Fs0-measurable and W strongly F
∞
s+t-measurable. Then
‖E{UWf} − E{UE{Wf}}‖L6 2(t) sup
!;!′
‖U (!)W (!′)f‖L; (26)
for all f∈N .
The gradient of the solution process x(t; s; x) (≡ xts for brevity) of (2) satisJes
∇⊗ xts = I + −1
∫ t
s
(∇⊗ (F + G)) · (∇⊗ xus ) du: (27)
Here the symbol “⊗” represents the tensor (dyadic) product. Once the Gronwall in-
equality is applied to (27), the following local estimates can be obtained.
Lemma 5. Let R denote any of F and G. If both ‖∇ ⊗ R‖0 and ‖∇ ⊗∇⊗ R‖0
are uniformly bounded by a constant C, then for every s and t with 0¡t − s¡ ,
‖∇ ⊗ xts‖06 exp(C); ‖∇ ⊗∇⊗ xts)‖06C a:e:; (28)
where ‖ · ‖0 is the supremum norm.
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Assumption (12) represents the di#erentiability condition of the Jelds F and G.
From this assumption, the following inequality for the kth derivatives of xts holds for
k = 1; 2; 3; 4:
∇⊗ · · · ⊗ ∇ ⊗ xts6 *k{(t − s)=+ · · ·+ ((t − s)=)k−1}e+k (t−s)=; (29)
where +k and *k are positive constants independent of s, t, x and . Once this inequality
is applied to the derivatives of U(s; t) up to order k=4, one can obtain the following
estimates.
Lemma 6. For any f∈Ck , 16 k6 4, the following inequalities hold almost every-
where:
‖U(s; t)f‖k6 *k{1 + (t − s)=+ · · ·+ ((t − s)=)k−1}e+k (t−s)=‖f‖k ; (30)
sup
t∈In
‖V t f‖k−16Cn;‖f‖k ; (31)
where +k and *k are positive constants independent of s, t, x and .
Based upon the above technical lemmas (Lemmas 1–6), the proof of Theorem 1 will
be proceeded. Let t1, t2; : : : ; ti ; : : : ; tm0 be the dividing points for intervals In. First, from
the Jnite propagator property of U(s; t) and A(s; t), one can obtain that for arbitrary
f∈C4
E{U(s; t)f} − A(s; t)f
=
m0∑
n=1
E{U(0; tn−1)[E{U(tn−1; tn)gn} − A(tn−1; tn)gn]}
+
m0∑
n=1
E{U(0; tn−1)[U(tn−1; tn)gn − E{U(tn−1; tn)gn}]}; (32)
where gn = A(tn; t)f is a deterministic function on C4. Note that gn satisJes inequal-
ity ‖gn‖46 c4‖f‖4 for some number c4 from Oleinik’s theory of partial di#erential
equations (see [13]). Then the contraction property of operators U(0; tn−1) on C0
yields
‖E{U(0; t)f} − A(0; t)f‖0
6
m0∑
n=1
‖E{U(tn−1; tn)gn} − A(tn−1; tn)gn‖0
+
m0∑
n=1
‖E{U(0; tn−1)U(tn−1; tn)gn} − E{U(0; tn−1)E{U(tn−1; tn)gn}}‖0;
≡
m0∑
n=1
[I1; n(f) + I2; n(f)]: (33)
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From now on, the following estimates are to be proved.
I1; n(f); I2; n(f)6 Cn;‖f‖4; ∀f∈C4: (34)
Once these estimates are shown, then inequality (14) follows directly from the decay
condition (13) for Cn;.
Since each interval [tn−1; tn] is Jnite, the estimate for I1; n(f) basically corresponds
to the known limit theorem. For the estimate, divide the interval [tn−1; tn] into O()
intervals [tnk−1; t
n
k ], k=1; 2; : : : ; k
n
0 , and repeat the above expansion (33) for ‖E{U(tn−1;
tn)gn}−A(tn−1; tn)gn‖0. Call the resultant two terms as In1; k(gn) and In2; k(gn). Then the
following inequalities have to be proved for the desired estimate of I1; n(f) in (34);
note that kn0 has an order O(
−1).
In1; k(g); I
n
2; k(g)6 
2Cn;‖g‖4; ∀g∈C4: (35)
These estimates, however, can be obtained from the similar argument to the limit
theorem on a Jnite scaled interval by using the above lemmas and the following
identity for the backward propagator A(s; t):
A(s; t) = OU(s; t) +
∫ t
s
OU(s; u) OW(u)A(u; t) du: (36)
Identity (36) can be derived directly by di#erentiating OU(s; u)A(u; t) with respect to
u and using (15). Since the proof of (35) requires no essential changes of the proof
of the known limit theorem on a Jnite scaled interval in Kim [10], it is omitted here;
otherwise it would be too lengthy.
For the second estimate of (34), Lemma 3 or Lemma 4 (mixing lemma) plays a key
role. To use the mixing lemma, a gap should be created somewhere on each interval
(0; tn) Jrst. This is possible if the backward propagator property of Lemma 1 is applied
to I2; n(f) once. If then, the result will be
I2; n(f) = ‖−1
∫ tn
tn−1
ds E{U(0; tn−1)V s U (s; tn)gn}
−E{U(0; tn−1)E{V s U (s; tn)gn}}‖0: (37)
Note that U(0; tn−1) is F
tn−1=2
0 -measurable and V

s U
(s; tn) is F∞s=2 -measurable and thus
a gap (s− tn−1)=2 has been created.
One can obtain from the contraction property of U(0; tn−1) on C0 and Lemma 6
that for any f∈C4
sup
!;!′
‖U(0; tn−1)V s U (s; tn)f‖0
6 sup
!′
‖V s U (s; tn)f‖0
6Cn; sup
!′
{‖f(xtns )‖0 + ‖∇f(xtns )‖0‖∇ ⊗ xtns ‖0}: (38)
In view of Lemma 3, therefore, if the expectation of the pth power of ‖∇ ⊗ xts‖0
remains uniformly (in s; t) bounded by a constant, then the desired result for I2; n(f)
will follow from the mixing rate condition (4).
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To prove the uniform boundedness of the pth moment of ∇ ⊗ xts, the following
identity for the matrix valued random variable ∇⊗xta is Jrst deduced by di#erentiation
and integration:
‖∇ ⊗ xta‖2p0 = ‖∇ ⊗ xsa‖2p0 + 2p−1
∫ t
s
drK(r) : (∇⊗ xra)‖∇ ⊗ xra‖2(p−1)0 ; (39)
where K(r) = (∇⊗ (F + G)) · (∇⊗ xra). For J(r) =∇⊗ (F + G), one obtains
J(r) = J(s) + −1
∫ r
s
∇⊗ (J(v) · (F + G)) dv: (40)
Now, to utilize the local estimates in Lemma 5, one decomposes the interval [s; t]
into the -length of segments [sk ; sk+1] with sk = s+ k, k = 0; 1; : : : ; r − 1, and rewrite
(39) with a= s in the form
‖∇ ⊗ xts‖2p0 = 1 + 2p−1
r−1∑
k=0
’k(s; x); (41)
where ’k(s; x) is the integral in (39) with s; t replaced by sk ; sk+1, respectively. From
Lemma 5 and inequality (12), one obtains
|’0(s; x)|6 Cn; (42)
which in turn yields
E{‖∇ ⊗ xts‖2p0 }6 1 + Cn; + 2p−1
r−1∑
k=0
|E{’k(s; x)}|: (43)
Here, the convention that constant multiples of Cn; are still denoted by Cn; is used.
Therefore, once the inequality
|E{’k(s; x)}|6 2Cn;E{‖∇ ⊗ xsk−1s ‖2p0 }; k = 1; 2; : : : ; r − 1 (44)
is shown to hold, the desired estimate for the 2pth moment of ∇⊗xts will follow from
the discrete version of the Gronwall inequality. Note here that if the desired estimate
holds for arbitrary even integer 2p, the same result is true for any positive integer p
by the Cauchy–Schwarz inequality. It remains, therefore, to prove (44) to complete
the estimate for I2; n(f).
To prove (44), one Jrst substitutes integral representations (starting at the point sk−1)
(40), (27) and (39), respectively, of J(r), ∇⊗ xrs , and ‖∇ ⊗ xrs‖2(p−1)0 into ’k(s; x).
If u is the common dummy variable of the integral representations, one can notice that
a gap has been created between sk−1 and r or between u and r. Then, as in [9], the
integrand of ’k(s; x) can be rearranged into such a form that Lemma 3, Lemma 5, the
mixing rate condition, and the regularity condition for F and G can be used to obtain
the above estimate (44). The details of this process is similar to Lemma 3 in [9].
4. The Kolmogorov–Fokker–Planck equation
In this section, the Kolmogorov backward equation (15) will be changed into a for-
ward equation for the corresponding probability density function and the corresponding
closed form solution will be obtained for approximation.
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First, the di#usion matrix and the drift vector of the generator Ls = OV

s + OW

s are
represented explicitly in terms of the random Jeld F and the deterministic Jeld G. In
terms of vector notation xts = x
(t; s; x) for the solution of e#ective system (6), deJne
Dts(x) =∇⊗ xts; Sts(x) = (∇⊗∇)⊗ xts:
Using these tensor functions, let
Q(s; t; x) = (Dst (x
t
s)⊗Dst (xts)) ·Dts(x);
R1(s; t; x) =Dst (x
t
s)⊗Dts(x); R2(s; t; x) = Sst (xts) ·Dts(x):
Then the generator Ls is given by
Ls = (G
 + R1 + R

2) · ∇+Q : (∇⊗∇); (45)
where
Q(s; x) =
∫ s+
s
dt−2E{F(s; s=2; x)⊗ F(s; t=2; xts)} : Q(s; t; x);
R1(s; x) =
∫ s+
s
dt−2E{F(s; s=2; x)⊗ (∇⊗ F(s; t=2; xts))} :R1(s; t; x);
R2(s; x) =
∫ s+
s
dt−2 E{F(s; s=2; x)⊗ F(s; t=2; xts)} :R2(s; t; x):
Here, “:” denotes the inner product between two tensor Jelds.
One can observe here the di#erence between the present theory and Itoˆ’s theory.
The Jrst term, G, of the drift vector of (45) corresponds to the one that appears in
the di#usion limit theory of the Itoˆ stochastic di#erential equations. This term plus the
second one, i.e. G + R1, is a modiJed term in the known asymptotic limit theory
of centered mixing stochastic di#erential equations. Now, for the noncentered mixing
stochastic di#erential equations, one more drift term, R2, is now added to this drift term.
This third term would appear only if G does not vanish. For if this deterministic Jeld
vanishes, then Sts(x) becomes the zero tensor for all s and t and so is R

2.
Now, the asymptotic Kolmogorov backward equation given by (15) is changed into
an asymptotic forward equation for the transition probability density function. Dynkin’s
formula applied to Eq. (15) yields the following lemma.
Lemma 7. Let A(s; t) be the operator de:ned in Theorem 1. Then the transition
probability density function P(s; x; t; y) de:ned by the identity
A(s; t)f(x) =
∫
Rd
f(y)P(s; x; t; y) dy; f∈C2; (46)
satis:es the adjoint equation of (15), i.e.
@tP +∇ · (G + R1 + R2)P − (∇⊗∇) :QP = 0; (47)
called the Kolmogorov–Fokker–Planck equation, with the initial condition
lim
t↓s
P(s; x; t; y) = 2(y − x):
172 J.-H. Kim / Stochastic Processes and their Applications 114 (2004) 161–174
Since xss = x, and D
s
s(x) is the identity matrix, and S
s
s(x) is the zero tensor, the
following lemma can be veriJed immediately.
Lemma 8. Let Q0(s; x), R01(s; x), and R
0
2(s; x) be the limit of Q
(s; x), R1(s; x), and
R2(s; x), respectively, as  goes to zero. Then in the strong sense
Q0(s; x) = lim
→0
∫ 1=
0
dt E{F(s; s=2; x)⊗ F(s; s=2 + t; x)}; (48)
R01(s; x) = lim→0
∫ 1=
0
dt E{F(s; s=2; x) · (∇⊗ F(s; s=2 + t; x))}; (49)
and R02(s; x) is zero for all s and x.
Lemma 8 implies that only the lower order terms of solutions to the Jnal value
problem (15) will be a#ected by R2(s; x). Lemmas 7 and 8, now, lead to the following
proposition via the simple perturbation analysis.
Proposition 1. The transition probability density P0(s; x; t; y), de:ned by the limit of
P(s; x; t; y) as  goes to zero, satis:es
@tP0 +∇ · (G0 + R01)P0 − (∇⊗∇): Q0P0 = 0 (50)
with the initial condition limt↓s P0(s; x; t; y) = 2(y − x), where G0 = lim→0G.
In general, it is diLcult to express the solution representation of (50) in the closed
form due to the dependence of coeLcients G0, R01, and Q
0 on the variables t and
y. The pseudodi#erential operator theory is applied here. Functions of a Jnite set of
self-adjoint operators, commuting with each other, can be deJned through spectral the-
ory. Pseudodi#erential operators come into action when the need to represent functions
of noncommuting operators arises. When this theory is applied to nonconstant partial
di#erential equations, the corresponding operator symbol contains the complete spec-
tral information for the solutions of the equations. Peterson [17] and Folland [3] can
be referred to for the relevant general theory. Given this background, therefore, the
pseudodi#erential operator theory needs to be combined with Wiener’s path integral
representation (Ref. [18]) to obtain a compact solution form for (50), which is desirable
for approximation of solutions to Eq. (50)
Theorem 2. Let the interval [s; t] be divided into N number of subintervals such that
s=t0 ¡t1 ¡ · · ·¡tN=t with the corresponding values yi evaluated at ti. If the solution
P0(s; x; t; y) of the initial value problem (50) exists, then it can be approximated in
the form of
P0(s; x; t; y) = lim
N→∞
(23)−N
∫
R2(2N−1)
dy1 dy2 · · · dyN−1 dp1 dp2 · · · dpN
· exp

i
N∑
j=1
(pj · (yj − yj−1) + ((t − s)=N )5L∗(tj; yj; pj))

 ; (51)
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where 5L∗(t; y; p) is the operator symbol, belonging to the symbol class S21;0, for the
operator
L∗(t; y) =Q0 · (∇⊗∇)− (G0 + R01 − 2∇ ·Q) · ∇+∇ · (G0 + R01)
− (∇⊗∇) ·Q0: (52)
Proof. In terms of the operator symbol 5L∗(t; y; p) for the operator L∗(t; y), one uses
the pseudodi#erential operator theory to recast Eq. (50) as the form
@tP0(s; x; t; y) + (23)−2
∫
R4
dy′ dp eip·(y−y
′)5L∗(t; y′; p)P0(s; x; t; y′) = 0: (53)
Solution representation for (53) can be directly expressed in terms of path integrals.
To account for the t-dependence in the operator symbol, one can use repeatedly the
Chapman–Kolmogorov equation on each subinterval [tj−1; tj] to take the transition prob-
ability density function as a time-ordered product, i.e.
P0(s; x; t; y) =
∫
RN−1
dy1 dy2 · · · dyN−1P0(s; x; t1; y1)P0(t1; y1; t2; y2) · · ·
·P0(tj−1; yj−1; tj; yj) · · ·P0(tN−1; yN−1; t; y): (54)
In conjunction with the pseudodi#erential operator analysis, the solution of Eq. (53)
then takes the approximate form given by (51), following from the Markov property
of the transition probability density.
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